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ABSTRACT
There are many strategies to improve the overall performance
of the classical adaptive filters. Among these strategies, the
data-reuse algorithms aim to improve the convergence rate
by reusing the same set of data (i.e., the input and reference
signals) several times. Another possibility is to use a vari-
able step size (VSS) to achieve a proper compromise between
the convergence rate and misadjustment of the adaptive fil-
ter. Nevertheless, both approaches increase the computational
complexity. In this paper, we present an efficient data-reuse
algorithm, which is the result of a combination between 1) a
low-complexity implementation of the data-reuse process and
2) a simple and practical mechanism for controlling the step
size. Simulations performed in the context of acoustic echo
cancellation indicate the good performance of the proposed
approach.
Index Terms— Adaptive filters, acoustic echo cancella-
tion, data-reuse, variable step size (VSS).
1. INTRODUCTION
Adaptive filters are widely used in many signal processing
applications. Maybe the most popular adaptive algorithm is
the least-mean-square (LMS) [1], mainly because it is sim-
ple and easy to implement. However, its convergence rate is
reduced when dealing with high length filters or correlated in-
puts. Motivated by these limitations, many interesting strate-
gies were developed in order to improve the convergence fea-
tures of the LMS-based algorithms.
It is known that the classical LMS algorithm works in a
sample-by-sample manner and performs a single filter update
for each set of data (i.e., the input signal vector and the ref-
erence signal). Consequently, when targeting a higher con-
vergence rate, a natural approach is to perform more than one
filter update for the same set of data. This is the straightfor-
ward way to obtain the so-called data-reuse LMS (DR-LMS)
algorithm [2], [3]. Obviously, this is not an attractive ap-
proach from the complexity point of view. Moreover, it was
shown that the convergence rate of the DR-LMS algorithm
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lies between the LMS and the normalized LMS (NLMS) al-
gorithms [4]. Following the data-reuse idea, many interesting
approaches have been developed in order to address the com-
promise between convergence rate and complexity, e.g., [5],
[6], [7], and the data-reuse algorithms have been involved in
the context of different applications, e.g., [8], [9], [10]. An
insightful analysis of the data-reuse algorithms in connection
with different approaches can be found in [9].
Another strategy to improve the overall performance of
LMS-based algorithms is to control the adaptation step size.
The choice of this parameter leads to a compromise between
the convergence rate and misadjustment. In this context, vari-
able step-size (VSS) adaptive filters are designed to achieve
both fast convergence/tracking and low misadjustment. Many
different VSS schemes have been proposed, e.g., [11], [12],
[13], and references therein. However, most of these algo-
rithms depend on several parameters that are not easy to tune
in practice.
In this paper, we propose an efficient data-reuse algo-
rithm, which combines two practical features. First, the
data-reuse process is performed in a low-complexity manner,
which is also simple to implement. Second, the VSS of the
algorithm is designed to be easy to control in practice. The
rest of the paper is organized as follows. Section 2 briefly
reviews the basic data-reuse principle and algorithms. The
proposed algorithm is developed in Section 3. Experimental
results performed in the context of acoustic echo cancellation
are provided in Section 4. Finally, Section 5 concludes this
work.
2. DATA-REUSE ADAPTIVE ALGORITHMS
The data-reuse approach was first developed in combination
with the LMS algorithm. Let us consider the system identifi-
cation setup, having the reference (or desired) signal obtained
as
𝑑(𝑛) = h𝑇 x(𝑛) + 𝑤(𝑛)
= 𝑦(𝑛) + 𝑤(𝑛), (1)
where 𝑛 represents the discrete-time index,
h =
[
ℎ0 ℎ1 ⋅ ⋅ ⋅ ℎ𝐿−1
]𝑇
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is the impulse response (of length 𝐿) of the system that we
need to identify, the superscript 𝑇 denotes transpose of a vec-
tor or a matrix,
x(𝑛) =
[
𝑥(𝑛) 𝑥(𝑛− 1) ⋅ ⋅ ⋅ 𝑥(𝑛− 𝐿+ 1) ]𝑇
is a vector containing the most recent 𝐿 samples of the zero-
mean input signal 𝑥(𝑛), and 𝑤(𝑛) is a zero-mean additive
noise signal, which is independent of 𝑥(𝑛). In this context,
the main objective is to identify h with an adaptive filter,
hˆ(𝑛) =
[
ℎˆ0(𝑛) ℎˆ1(𝑛) ⋅ ⋅ ⋅ ℎˆ𝐿−1(𝑛)
]𝑇
.
The well-known LMS algorithm [1] is defined by the fol-
lowing equations:
𝑒(𝑛) = 𝑑(𝑛)− hˆ𝑇 (𝑛− 1)x(𝑛), (2)
hˆ(𝑛) = hˆ(𝑛− 1) + 𝜇x(𝑛)𝑒(𝑛), (3)
where 𝜇 is the step-size parameter (0 < 𝜇 < 2/𝜆max, where
𝜆max is the maximum eigenvalue of the input signal’s corre-
lation matrix). It can be noticed that the LMS filter update is
performed only once for each set of data, i.e., x(𝑛) and 𝑑(𝑛).
The basic idea of the DR-LMS algorithm [2], [3] is to repeat
this process for the same time index 𝑛, i.e., to reuse the same
set of data 𝑁 times. Consequently, the DR-LMS algorithm
can be summarized as follows:
Initialization: hˆ0(𝑛) = hˆ(𝑛− 1)
Data-reuse: 𝑖 = 1, 2, . . . , 𝑁
𝑒𝑖(𝑛) = 𝑑(𝑛)− hˆ𝑇𝑖−1(𝑛)x(𝑛) (4)
hˆ𝑖(𝑛) = hˆ𝑖−1(𝑛) + 𝜇x(𝑛)𝑒𝑖(𝑛) (5)
Update: hˆ(𝑛) = hˆ𝑁 (𝑛).
For 𝑁 = 1, the DR-LMS is equivalent to the LMS algorithm.
Also, as it was shown in [4], the filter update of the DR-LMS
algorithm is equivalent to
hˆ(𝑛) = hˆ(𝑛− 1) (6)
+
x(𝑛)
x𝑇 (𝑛)x(𝑛)
𝑒(𝑛)
{
1− [1− 𝜇x𝑇 (𝑛)x(𝑛)]𝑁
}
.
Consequently, for 𝑁 →∞ we get
hˆ(𝑛) = hˆ(𝑛− 1) + x(𝑛)𝑒(𝑛)
x𝑇 (𝑛)x(𝑛)
, (7)
which is equivalent to the update of the NLMS algorithm. In
practice, a positive adaptation constant 0 < 𝛼 < 2 (i.e., the
normalized step size) multiplies the numerator of the second
term in the right-hand side of (7) to achieve a proper compro-
mise between the convergence rate and the misadjustment.
Also, a positive constant 𝛿 (i.e., the regularization parameter)
is added to the denominator of the same term, in order to avoid
division by small numbers. For the sake of clarity, we do not
take into account these two parameters for the moment.
Concluding, the DR-LMS algorithm is not very practical
in its classical form [i.e., (4) and (5)], since it requires an
infinite complexity to attain the performance of the NLMS.
In order to address this issue, the algorithm proposed in [5]
instead of iterating with an LMS on the same present data, it
iterates with data from the past and present with an NLMS.
Therefore, this data-reuse NLMS (DR-NLMS) algorithm can
be described as follows:
Initialization: hˆ0(𝑛) = hˆ(𝑛− 1)
Data-reuse: 𝑖 = 1, 2, . . . , 𝑁
𝑒𝑖(𝑛) = 𝑑(𝑛− 𝑖+ 1) (8)
− hˆ𝑇𝑖−1(𝑛)x(𝑛− 𝑖+ 1)
hˆ𝑖(𝑛) = hˆ𝑖−1(𝑛) (9)
+
x(𝑛− 𝑖+ 1)𝑒𝑖(𝑛)
x𝑇 (𝑛− 𝑖+ 1)x(𝑛− 𝑖+ 1)
Update: hˆ(𝑛) = hˆ𝑁 (𝑛).
According to (8) and (9) [as compared to (4) and (5), respec-
tively], the only two differences between the DR-NLMS [5]
and the DR-LMS [2], [3] algorithms are: 1) at iteration 𝑖, we
use 𝑥(𝑛 − 𝑖 + 1) [resp. 𝑑(𝑛 − 𝑖 + 1)] instead of 𝑥(𝑛) [resp.
𝑑(𝑛)] and 2) at iteration 𝑖, we use 1/[x𝑇 (𝑛−𝑖+1)x(𝑛−𝑖+1)]
instead of 𝜇. Due to its specific features, this DR-NLMS algo-
rithm converges to the Wiener solution faster than the NLMS
[5].
3. VSS DATA-REUSE ALGORITHM
Let us start by rewriting the previous DR-NLMS algorithm in
a different manner. In the first iteration [see (8)–(9)], we have
𝑒1(𝑛) = 𝑑(𝑛)− hˆ𝑇 (𝑛− 1)x(𝑛), (10)
hˆ1(𝑛) = hˆ(𝑛− 1) + x(𝑛)
x𝑇 (𝑛)x(𝑛)
𝑒1(𝑛). (11)
Further, in the second iteration, by taking (10) and (11) into
account, we get
𝑒2(𝑛) = 𝑑(𝑛− 1)− hˆ𝑇1 (𝑛)x(𝑛− 1)
= 𝑑(𝑛− 1)− hˆ𝑇 (𝑛− 1)x(𝑛− 1) (12)
− x
𝑇 (𝑛− 1)x(𝑛)
x𝑇 (𝑛)x(𝑛)
𝑒1(𝑛),
hˆ2(𝑛) = hˆ1(𝑛) +
x(𝑛− 1)
x𝑇 (𝑛− 1)x(𝑛− 1)𝑒2(𝑛)
= hˆ(𝑛− 1) + x(𝑛)
x𝑇 (𝑛)x(𝑛)
𝑒1(𝑛) (13)
+
x(𝑛− 1)
x𝑇 (𝑛− 1)x(𝑛− 1)𝑒2(𝑛).2011
Continuing the same process until iteration 𝑁 , we obtain an
equivalent compact form of the DR-NLMS algorithm, i.e.,
e(𝑛) = d(𝑛)− X𝑇 (𝑛)hˆ(𝑛− 1), (14)
hˆ(𝑛) = hˆ(𝑛− 1) + X(𝑛)M−1(𝑛)e(𝑛), (15)
where
d(𝑛) =
[
𝑑(𝑛) 𝑑(𝑛− 1) ⋅ ⋅ ⋅ 𝑑(𝑛−𝑁 + 1) ]𝑇 ,
X(𝑛) =
[
x(𝑛) x(𝑛− 1) ⋅ ⋅ ⋅ x(𝑛−𝑁 + 1) ] ,
and M(𝑛) is a 𝑁 × 𝑁 lower triangular matrix (i.e., all the
elements above the main diagonal are zeroes) with the non-
zero elements defined as
M𝑙,𝑘(𝑛) = x𝑇 (𝑛− 𝑙 + 1)x(𝑛− 𝑘 + 1), (16)
where 𝑙, 𝑘 = 1, 2, . . . , 𝑁 and 𝑙 ≥ 𝑘.
It can noticed that the lower triangular parts of the matri-
ces M(𝑛) and X𝑇 (𝑛)X(𝑛) are identical. Consequently, it is
natural to make a connection with the affine projection algo-
rithm (APA) [14], which is based on the update:
hˆ(𝑛) = hˆ(𝑛− 1) + X(𝑛) [X𝑇 (𝑛)X(𝑛)]−1 e(𝑛). (17)
As we did it in the case of the NLMS algorithm [see (7)], the
normalized step size 𝛼 and the regularization matrix 𝛿I𝑁 (𝑛)
[where I𝑁 (𝑛) denotes the 𝑁 × 𝑁 identity matrix] are also
omitted here for the sake of clarity. Note that 𝑁 plays the role
of a multi-dimensional projection (or projection order) in the
case of the APA.
The regular form of the DR-NLMS algorithm given in (8)
and (9) is quite inefficient from a complexity point of view (as
compared to the NLMS), because it requires 2𝑁𝐿 operations
per time sample. However, the DR-NLMS as shown in (14)
and (15) can be computed more efficiently using 2𝐿+𝑂(𝑁2)
operations by borrowing some of the ideas used in the fast
affine projection algorithm [15] or dichotomous coordinate
descent (DCD) method [16]; also, it can be noticed that M(𝑛)
is a triangular matrix and all its elements can be computed
recursively [see (16)]. Therefore, when 𝑁 ≪ 𝐿, which is
the case with long adaptive filters (e.g., like in echo cancella-
tion), the complexity of the DR-NLMS from (14) and (15) is
comparable to the NLMS (and lower than the APA) but with
a faster convergence rate.
Next, we can take advantage of the similarity between
DR-NLMS and APA [see (15) and (17)], in order to obtain
a VSS-DR-NLMS algorithm. In this sense, it is expected that
a VSS approach designed for APA should be also reliable for
the DR-NLMS algorithm. A simple but efficient VSS-APA
was proposed in [17]; the update of this algorithm is defined
as
hˆ(𝑛) = hˆ(𝑛− 1) + X(𝑛) [X𝑇 (𝑛)X(𝑛)]−1 D𝛼(𝑛)e(𝑛), (18)
where
D𝛼(𝑛) = diag
[
𝛼1 (𝑛) 𝛼1 (𝑛) ⋅ ⋅ ⋅ 𝛼𝑁 (𝑛)
] (19)
is an 𝑁 ×𝑁 diagonal matrix. It is clear that (17) is obtained
when 𝛼1(𝑛) = 𝛼2(𝑛) = ⋅ ⋅ ⋅ = 𝛼𝑁 (𝑛) = 1. The VSS-APA
presented in [17] aims to recover the system noise [see (1)]
from the error signal of the adaptive filter, which is the basic
goal in system identification. Following this condition, the
elements of the step-size matrix D𝛼(𝑛) result as [17]
𝛼𝑝(𝑛) = 1− 𝜎𝑤(𝑛)
𝜎𝑒𝑝(𝑛)
, (20)
where 𝜎2𝑤(𝑛) = 𝐸[𝑤2(𝑛)] is the variance of the system
noise [with 𝐸(⋅) denoting mathematical expectation], 𝑒𝑝(𝑛)
denotes the 𝑝th element of the vector e(𝑛), with 𝑝 =
1, 2, . . . , 𝑁 , and 𝜎2𝑒𝑝(𝑛) = 𝐸[𝑒
2
𝑝(𝑛)]. The variable in the de-
nominator can be computed in a recursive manner, i.e.,
𝜎2𝑒𝑝(𝑛) = 𝜆𝜎
2
𝑒𝑝(𝑛− 1) + (1− 𝜆)𝑒2𝑝(𝑛), (21)
where 𝜆 = 1 − 1/(𝐾𝐿), with 𝐾 > 1. Also, the power of
the system noise can be evaluated in different practical ways
[17], [18]. Based on these findings, the update of the VSS-
DR-NLMS algorithm results as
hˆ(𝑛) = hˆ(𝑛− 1) + X(𝑛)M−1(𝑛)D𝛼(𝑛)e(𝑛). (22)
Since the VSS-APA presented in [17] is a generalization of
the non-parametric VSS-NLMS (NPVSS-NLMS) algorithm
proposed in [13], we could interpret the previous VSS-DR-
NLMS as a data-reuse version of the same NPVSS-NLMS
algorithm. Finally, it should be mentioned that for 𝑁 = 1 all
these three algorithms (i.e., NPVSS-NLMS, VSS-APA, and
VSS-DR-NLMS) are equivalent.
4. SIMULATION RESULTS
Simulations are performed in the context of acoustic echo
cancellation [19]. The acoustic impulse response has 512 co-
efficients and the sampling rate is 8 kHz; the same length is
used for all adaptive filters, i.e., 𝐿 = 512. The far-end signal
(i.e., the input signal) is either an AR(1) process generated by
filtering a white Gaussian noise through a first-order system
1/(1− 0.8𝑧−1), or a speech sequence. An independent white
Gaussian noise signal 𝑤(𝑛) is added to the echo signal 𝑦(𝑛),
with 30-dB echo-to-noise ratio (ENR).
For practical reasons, the regularization term is included
within the update of the algorithms, i.e., the constant 𝛿 for
the NLMS and NPVSS-NLMS algorithms, or the matrix
𝛿I𝑁 (𝑛) for the DR-NLMS, APA, VSS-APA, and VSS-DR-
NLMS. For all the adaptive filters we set 𝛿 = 20𝜎2𝑥, where
𝜎2𝑥 = 𝐸[𝑥
2(𝑛)] is the variance of 𝑥(𝑛). In practice, the value
of 𝛿 should be selected taking into account the level of the
ENR [20], [21], [22]. In order to evaluate the tracking ca-
pabilities of the algorithms, an abrupt change in the acoustic
environment is introduced by shifting the impulse response
to the right by 12 samples, in the middle of each experiment.2012
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Fig. 1. Misalignment of the APA and DR-NLMS algorithm
(using 𝛼 = 1), for different values of 𝑁 . The input signal is
an AR(1) process and echo path changes at time 1.5 seconds.
The measure of performance is the normalized misalignment
(in dB), defined as 20 log10
∥∥∥h− hˆ(𝑛)
∥∥∥
2
/ ∥h∥2 (with ∥⋅∥2
denoting the ℓ2 norm).
In the first experiment we compare the DR-NLMS algo-
rithm and APA, for different values of 𝑁 (i.e., 1, 2, and 4).
Clearly, for 𝑁 = 1 both algorithms are equivalent to the
NLMS. The normalized step-size for all the algorithms is set
to 𝛼 = 1, thus providing the fastest convergence mode. The
results are presented in Fig. 1, where the input signal is an
AR(1) process. First, it can be noticed that the convergence
rate of both DR-NLMS and APA increases when the value
of 𝑁 increases; however, the steady-state misalignment also
increases with 𝑁 . Also, it is important to notice that for the
same value of 𝑁 , the convergence rate of the APA is better as
compared to the DR-NLMS. Nevertheless, the differences (in
terms of convergence rate and tracking) between DR-NLMS
and APA become smaller when the value of 𝑁 increases. For
𝑁 = 4 both algorithms achieve very similar convergence rate
and tracking, but the DR-NLMS outperforms APA in terms
of the final misalignment level. This is an important result,
since the DR-NLMS algorithm is also less computationally
expensive as compared to the APA, especially when the value
of 𝑁 increases.
The second experiment compares the DR-NLMS algo-
rithm using two normalized step size (𝛼 = 1 and 𝛼 = 0.2)
with the VSS-DR-NLMS. The results are presented in Fig. 2,
where the input signal is an AR(1) process. It can be no-
ticed that the proposed VSS-DR-NLMS algorithm has an ini-
tial convergence rate (and tracking) similar to the DR-NLMS
with 𝛼 = 1, but it achieves a lower misalignment, which is
close to the one obtained by the DR-NLMS with 𝛼 = 0.2.
Next, the proposed VSS-DR-NLMS algorithm is com-
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Fig. 2. Misalignment of the DR-NLMS algorithms using 𝛼 =
1 and 𝛼 = 0.2, and misalignment of the VSS-DR-NLMS;
𝑁 = 4 for all the algorithms. The input signal is an AR(1)
process and echo path changes at time 1.5 seconds.
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Fig. 3. Misalignment of the VSS-APA and VSS-DR-NLMS
algorithm, for different values of 𝑁 . The input signal is an
AR(1) process and echo path changes at time 1.5 seconds.
pared with the VSS-APA [17], for different values of 𝑁 (i.e.,
1, 2, and 4). For 𝑁 = 1 both algorithms are equivalent to
the NPVSS-NLMS developed in [9]. The results are depicted
in Fig. 3; the input signal is an AR(1) process. As expected,
both VSS-APA and VSS-DR-NLMS outperform the NPVSS-
NLMS algorithm in terms of convergence rate and tracking.
Also, for 𝑁 = 4 the proposed VSS-DR-NLMS algorithm
performs similarly to the VSS-APA taking into account the
previous performance criteria. However, the VSS-DR-NLMS
achieves a lower steady-state misalignment as compared to
the VSS-APA.2013
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Fig. 4. Misalignment of the NPVSS-NLMS algorithm, VSS-
APA, and VSS-DR-NLMS, for 𝑁 = 4. The input signal is
speech and echo path changes at time 7.5 seconds.
Finally, a speech sequence is considered as input in the
last simulation. The NPVSS-NLMS algorithm is compared
with the VSS-APA and VSS-DR-NLMS, both using 𝑁 = 4.
The results are given in Fig. 4. Clearly, the NPVSS-NLMS
is outperformed by the other algorithms, while the proposed
VSS-DR-NLMS performs similarly to the VSS-APA.
5. CONCLUSIONS
An efficient data-reuse algorithm has been proposed in this
paper. The algorithm results as a combination between the
DR-NLMS algorithm (implemented in a computationally ef-
ficient form) and a VSS approach originally developed for
the APA. The overall complexity of the resulted algorithm is
lower as compared with its VSS-APA counterpart. Simula-
tion results performed in the context of acoustic echo cancel-
lation indicate that the proposed VSS-DR-NLMS algorithm
can achieve both fast convergence and tracking, but also low
misalignment, inheriting the specific features of the VSS ap-
proach. Also, due to its nonparametric nature and simplicity,
the proposed algorithm could be very suitable in real-world
applications.
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