Objective: The main intensive care unit (ICU) goal is to avoid or reverse the organ 3. failure process by adopting a timely intervention. Within this context, early identi-4. fication of organ impairment is a key issue. The sequential organ failure assessment 5. (SOFA) is an expert-driven score that is widely used in European ICUs to quantify 6. organ disorder. This work proposes a complementary data-driven approach based 7. on adverse events, defined from commonly monitored biometrics. The aim is to 8. study the impact of these events when predicting the risk of ICU organ failure.
Introduction
1. Since the early 1980s clinical scores have been developed to access severity of illness 2. and organ dysfunction in the intensive care unit (ICU) setting [1] . Indeed, in the 3. context of intensive medicine, severity scores are instruments that aim primarily at 4 . stratifying patients based on risk adjustment of the clinical condition. Furthermore, 5 . these tools have been used to improve the quality of intensive care and guide local 6 . planning of resources.
7.
The majority of these scores use are static, since they use data collected only 8 . on the first ICU day, such as as the acute physiology and chronic health evaluation 9 . system (APACHE) [2] , the simplified acute physiology score (SAPS) [3] or mortality 10. probability model (MPM) [4] . Yet, these static scores fail to recognize several factors 11 . that can influence the patient outcome after the first 24 hours (e.g. the therapeutics 12. strategy and the patients' response).
13.
More recently, dynamic (or repetitive) scores have been designed, where the 14. data and scores are updated on a daily basis. The most used scores include [5] : 15 . the sequential organ failure assessment (SOFA), multiple organs dysfunction score 16. (MODS) and logistic organ dysfunction (LOD). Our focus is on the SOFA score 17 . which was first proposed to evaluate morbidity (degree of organ failure) [6] and 18. latter it has been shown to be related with mortality risk [7, 8] .
19.
The SOFA scores six organ systems (respiratory, coagulation, hepatic, cardio-20. vascular, neurological and renal) on a scale ranging from 0 to 4, according to the 21 . degree of failure. This is an expert-driven score, in the sense that it was developed 22 . by a panel of experts who choose a set of variables and rules based on their personal 23 . opinions [5] . The SOFA is widely used in European ICUs, nevertheless there are 24 . some issues not yet solved. Firstly, for some of the variables (e.g. platelets and 4 25 . bilirubin), the SOFA uses the worst value obtained in the last 24 hours and it is 26 . not clear how many daily times they should be measured. Also, the SOFA is a 27 . classification system that does not provide a risk (i.e. probability) of the outcome 28. of interest (i.e. organ failure).
29.
On the other hand, bedside monitoring of physiologic variables is universal and 30 . routinely registered during patient ICU stay. Indeed, ICU physicians tend to analyze 31. these monitoring data in an empirical fashion in order to trigger an action given a 32. specific condition. The relationships within these data are complex, nonlinear and 33. not fully understood. For instance, if a severe arterial hypotension (i.e. low blood 34. pressure) arises then renal or cardiovascular failure may succeed. Yet, it is not
35. clear what should be the duration and/or severity of the hypotension to trigger the 36. latter outcomes. Thus, monitoring analysis is not standardized and mainly relies on 37. the physicians knowledge and experience to interpret them. The SOFA score uses 38. both physiological parameters (e.g. hypotension) and laboratory data (e.g platelets).
39. However, the latter ones usually depend on previous physiological impairments. For 40. example, a severe and long hypotension associated with hypoxemia can lead to 41. hepatic failure (i.e. bilirubin increase). Therefore, using only biometric data should 42. potentially allow a more adequate evaluation and early therapeutic intervention.
43.
Yet, as more and more biometrics are continuously monitored (e.g. mechanical 44 . ventilator, cardiovascular device), the amount of data available increases exponen-45. tially, generating alarms that need to be interpreted. In previous work [9] , we have 46. shown that out of range measurements (or adverse events) of four biometrics (i.e.
47. systolic blood pressure, heart rate, pulse oximeter oxygen saturation and urine out-48. put) have an impact on the mortality outcome of ICU patients. Since multiple organ 49. failure is a major cause for ICU mortality [8] , it is rational to access the impact of 50. the adverse events on organ system function at an early stage.
51.
One of the most promising recent developments in intensive care consists in the 52. use of artificial intelligence/data mining techniques [1, 10] . The fast growing amount 53. of data collected had led to vast and complex databases that exceeded the human 54. capability for comprehension without using computational resources. The goal of 55. data mining (DM) is to discover interesting knowledge from the raw data by using 56. automatic discovery tools [11] .
57.
There are several DM techniques, each one with its own purposes and advan-58. tages. The majority of the severity scores use statistical methods such as the logistic 59 . regression (LR), which is easy to interpret. Yet, such classical statistics may not be 60. suitable for the complex nonlinear relationships often found in biomedical data [1] .
61. Artificial neural networks (ANNs) are connectionist models inspired by the behavior 62. of the human brain [12] . In ICUs, ANNs are gaining an increase of acceptance due 63. to advantages of nonlinear learning and high flexibility. Indeed, ANNs have been 64. applied to predict mortality and length of stay [1, 10] .
65.
Motivated by the results obtained in [13] , a novel approach is presented in this 66 . work, where the main goal is to explore the impact of the adverse events, during 67. the last 24h, on the current day organ risk condition (i.e. normal, dysfunction or 68. failure). As a secondary goal, two DM techniques (i.e. LR and ANNs) are evaluated 69. and compared.
The proposed approach will be tested on a large database, which 70 . includes daily records of 4425 patients taken from forty two European ICUs.
71.
The paper is organized as follows. Section 2 presents the ICU clinical data, DM 72. models, feature selection approach and computational environment. Next, the re-73. sults are analyzed (Section 3) and discussed (Section 4). Finally, closing conclusions 74. are drawn (Section 5).
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23. physiologic measurement is found, it is called a critical event. For this last case, the 24 . database includes daily entries with the number of critical events and its duration. 25 . Table 2 shows a synopsis of the ICU variables considered. The first four attributes 26. (the case mix) are static, being collected during the patient's admission. The next 27 . twelve variables are related to the adverse events.
28.
At a daily basis, the SOFA score was computed for six organ systems (respiratory, 29. coagulation, hepatic, cardiovascular, neurological and renal) by collecting the raw 30 . data presented in Table 3 during the last 24h. The SOFA values range from 0 to 4, 31. with the following interpretation: 0 -normal; 1 or 2 -dysfunction; 3 or 4 -failure.
32.
*** insert Table 1 around here *** 33.
*** insert Table 2 around here ***
34.
The exclusion criteria fulfilled the SAPSII definitions [3] , i.e. with age lower than 35. eighteen years old, burned or with recent coronary bypass surgery. Also, the last day 36. of stay data entries were discarded, since the SOFA score is only defined for a 24h
37. time frame and several of these patients were discharged earlier. The final database 38. contains a total of 25215 daily records taken from 4425 critically ill patients. *** insert Table 3 around here *** 45.
*** insert Figure 1 around here ***
46.
For demonstrative purposes, Figure 2 presents 
8.
The multinomial logistic regression (MLR) is the extension of the common lo-9. gistic method to multi-class tasks. Let c j ∈ C be the condition j and C the set of 10. all possible classes, then the respective estimated probability ( p j ) is given by [15] :
11. where β j,0 , . . . , β j,I denotes the parameters of the model, and x 1 , . . . , x I the depen-12. dent variables. This model requires that η k (x) ≡ 0 for one c k ∈ C (the baseline 13 . group) and this assures that #C j=1 p j = 1. It should be noted that the selection of 14. the baseline class (c k ) does not affect the MLR performance.
15.
The multilayer perceptron is a popular artificial neural network (ANN), where 16 . processing neurons are grouped into layers and connected by weighted links [12] .
17. The ANN is activated by feeding the input layer with the input variables and then 9
18. propagating the activations in a feedforward fashion, via the weighted connections, 19 . through the entire network.
20.
A fully connected network, with one hidden layer of H nodes, will be adopted in 21. this work. For multi-class data, the ANN outputs can be interpreted as probabilities 22. if the logistic function is applied to the hidden neurons and the linear function is 23 . used at the #C output nodes. Then, the final ANN probability estimate for the 24. class j is given by [15] :
25. where y i is the output of the network for the node i; f = 30. functions can be learned with a higher number of hidden neurons ( Figure 3 ). Yet, a 31. high value of H will induce generalization loss (i.e. overfitting).
32.
The logistic model is easier to interpret than ANNs. Nevertheless, it is possible 33. to gather knowledge about what the ANN has learned by measuring the relative 34. importance of the inputs (Section 2.3) and extracting rules. The latter issue is still 35 . an active research domain [16] . In this work, the pedagogical technique presented in 36. [9] will be adopted, where the direct relationships between the inputs and outputs 37. of the ANN are extracted by using a decision tree [17] .
*** insert Figure 3 around here *** 10
19. where p i j and p i j denote the actual c j outcome (0 or 1) for the patient i and respective 20. probability estimation. Inspired in the multi-class AUC metric, the global Brier score 21 . is defined as:
22. The lower the value, the better is the calibration, with the perfect model presenting 23 . a Brier score of 0.
24.
Calibration can also be visualized with the regression error characteristic (REC) 25 . curve [24] , which is used to compare regression models and it plots the error tolerance 26 . (x-axis), given in terms of the absolute deviation, versus the percentage of points 27 . predicted within the tolerance (y-axis). Similarly to the ROC concept, the ideal 28 . regressor should present a REC area of 1.0.
29.
The K−fold cross-validation [25] is a commonly used method to estimate gener- 
Computational environment
1. All experiments were conducted using the RMiner [28] , an open source library 2. for the R statistical environment [29] that facilitates the use of DM techniques in 3. classification and regression tasks. In particular, the RMiner uses the multinomial 4. and nnet functions of the nnet package to implement the MLR and ANN models 5. [15] . Also, the efficient Algorithms 1 and 2 presented in [21] are used to compute 6. the ROC curves and AUC values.
7.
In this work, we will adopt the default suggestions of the nnet developers [15] 8. to adjust the DM techniques. The nominal inputs were encoded into 1-of-(#C − 1)
9. binary variables. As an example, admtype from Table 2 is transformed with:
10. 1 → (0 0); 2 → (1 0); and 3 → (0 1). For the ANNs, the continuous inputs 11. were scaled into a zero mean and one standard deviation range. Both the MLR and 12. ANN models were trained using 100 iterations (known as epochs) of the efficient 13. BFGS algorithm [30] , from the family of quasi-Newton methods. Within a given 14. epoch, the whole training dataset is presented to the ANN, in order to compute an 15 . error function that is used to adjust the neural weights. For multi-class data, the 16 . algorithm is set to maximize the likelihood, which is equivalent to minimizing the 17. cost error function (ξ) given by:
18.
In contrast with the MLR, the adopted ANN model requires the definition of one Figure 4 . In the graphs, the ANN curves are above the MLR ones, confirming 24 . the superiority of the discrimination power of the ANNs.
25.
The calibration results are presented in . negatively influenced by the number of events (N U R), it is also positively influenced 22 . by long lasting critical events (T CRU R).
23.
In this example, the feature selection algorithm discarded one variable (NCRUR) 26 . with a total of 187 weights. Instead of presenting all these weights, and to simplify 27 . the analysis, a decision tree will be used to describe the ANN behavior [9] . The 28. tree was fit using the default values of the rpart R library [15] and a training set 29. composed by the ANN inputs and outputs. The latter ones were preprocessed into 30 . the condition related to the highest ANN probability. The obtained model ( Figure   31 . 6) managed to mimic the ANN behavior with a low classification error (3.4%) and it 32. includes the two most relevant biometrics from Table 7 (UR ad HR). As an example, 
Discussion
1. The assessment of the degree of organ failure is crucial in intensive care units (ICUs),
2. since one of the main ICU tasks is to avoid or reverse organ failure process by an 3. early identification of patients at risk and adopting the respective therapy. Indeed, 4 . several expert-driven scores have been developed to quantify organ disorder, such as 5. the sequential organ failure assessment (SOFA), which is widely used in Europe.
6.
This study proposes a novel data-driven bedside monitoring approach, where 7 . the major goal is to study the impact of adverse events to daily predict the organ 18
33. the clinical condition of these organs. For instance, the renal function condition is 34. classified using well defined and objective intervals, rather than respiratory that can 35. be influenced by an inadequate F IO 2 setting.
36.
The risk estimates for the normal and dysfunction conditions provided less accu-37. racies. This may be explained by several factors. Normality is at one the extremes, 38. with the dysfunction being an in-between state. Hence, in principle the normal con-39. dition should be easier to predict. However, as shown in Figure 2 there are several 40. outliers (e.g. rare or extreme events) in the data. Since ICU patients are critically 41. ill, the normal function label describes a clinical condition where the severity is not 42. enough to define a failure or dysfunction but does not exclude a disease process.
43. Furthermore, organ failure development is a continuous process where the borders 44. for each stage are necessarily fuzzy and not well known.
45.
Regarding the interpretability issue, the MLR is easier to understand than the 46. neural model. Yet, under the adopted experimental settings, the latter presented 47. the best results and it is possible to extract knowledge from trained ANNs, given in 48. terms of input variable importance or human friendly rules (Section 3.2).
49.
The major outcome of this work is that we show that adverse events, taken 50. from bedside monitored data, have a relevant impact on the degree of organ failure.
51. Although this finding was expected, our main contribution is to quantify such impact 52. (i.e. discrimination, calibration and input relevance), allowing to get knowledge from 53. easy obtainable data. Rather than an empirical subjective analysis (e.g. performed 54 . by the individual physician), the obtained results strength the pursuit of a systematic 55. intelligent data-driven approach to monitor ICU patients. 20 25 . et. al [23] followed a distinct dynamic approach, where organ failure scores were 26. used to discover patterns of sequences (called episodes). Several logistic regression 27 . models, built for each of the first five days, were tested for mortality prognosis and 28. the best results were attained by the models that included the episodes.
29.
In contrast with the above studies, this work models the degree of organ impair-30. ment. Since multiple organ failure is the main cause of ICU mortality, there is a 31. need to identify the degree of ICU patient illness in a continuous form, in order to 32. apply a timely intervention. In fact, this was the rationale behind the SOFA score 33. development [7] . Our study follows a similar and complementary approach, adding 34. a risk estimate (i.e. probability) of the organ condition to bedside alarms. The 35. proposed work could be applied using precise, low cost and real-time variables, by 36. using a real-time computerized data acquisition system from bedside monitors and 37. applying quality procedures (e.g. data validated by the ICU staff) [36] . Moreover, 38. such system could give more updated predictions (e.g. every 6 or 12h). 
Future work
BP -blood pressure, HR -heart rate, SpO 2 -pulse oximeter oxygen saturation, UR -urine output.
a Defined when continuously out of range.
b Defined when intermittently out of range.
c Defined anytime. a -with respiratory support.
30
b -agents administered for at least 1 hour (doses in µg/kg per min). 
