Dendrites have voltage-gated ion channels which aid in production of action potentials. Thus dendrites are not just passive conductors of information, but actively act on the incoming input. Here we assume Hodgkin-Huxley formulations of voltage-gated ion channels on the dendrite. These equations are normally solved by some form of central difference scheme or the spectral methods. We use a compact finite-difference scheme to solve these equations. This scheme gives spectral-like spatial resolution while being easier to solve than spectral methods. The scheme has shown to be able to reproduce the results from spectral methods. In this paper cylindrical dendrites are described. It may also be noted that the compact difference scheme can be used to solve any other PDE both in biological as well as nonbiological systems. It is increasingly used in studying turbulence in airflow.
Introduction
Dendrites are long extensions to neurons which receive both excitatory and inhibitory synaptic inputs 1 . These are received on dendritic spines 2,3,4 , or branches ( mostly excitatory ) and dendritic shaft ( inhibitory). The integration of multiple inputs can result in many types of action potentials -those that move towards the soma from the synapses on the dendrite and others that move into the dendrite from the soma (back-propagation) 5, 6, 7, 8 . This can be modeled by thinking of the dendrite as a cable with ion channels distributed along it. It is the nonlinearity caused by these ion channels 9 (both type and distribution ) that result in a range of action potential shapes with different firing frequencies. The change in voltage with respect to time and space can be modeled with the cable equation for passive dendrites 10, 11, 12 . But in the case of active dendrites, the Hodgkin-Huxley equations are used 11, 12, 13 . Assuming that there are just sodium, potassium and leak channels, these equations take the following form
(1 + r 2 (x)) (2)
where r is the radius of the dendrite, r (x) = dr/dx, C m is the constant membrane capacitance,R i is the constant axial resistivity,I ion = I N a + I K + I L and I in is the injected current.
Equations for evaluating g N a and g K are given in reference 14.
The temporal change of the potassium activation particle n and sodium activation particle m and inactivation particle h are given by :
α m , β m , α h , β h , α n , β n are evaluated from formulae given in reference 14. When the dendrite is cylindrical equation 1 reduces to :
Writing in nondimensional terms when current is injected at x = 0,:
Here, 
where V i represents the finite difference approximation to the second derivative at node i and N is the maximum number of nodes in any given grid. The relations between the coefficients a,b,c and α , β are derived by matching the Taylor series coefficients of various orders. We take (ref. 
Choosing α = 1/10 specifies all these coefficiants from classical Pade scheme which is fourth order. The truncation error is reduced to ((α−10)/(12))h 3 d 5 V /dx 5 . If α is 10, truncation error becomes h 4 . Equations 10 and 11 applied at interior points results in a matrix problem AV = B where A is tridiagonal and V can be obtained easily.
Time discretisation
The values for V calculated from the compact-difference scheme were used to integrate the result in time using an explicit time stepping scheme -forward
, then :
Stability requires the choice of the time step to be
γ 0 (X = 0) is maximum over the dendrite. ∆T varies as shown in (Table 1 ).The numerical integration in time has been done with an explicit scheme. Since spatial derivatives are obtained with a compact scheme, which is an implicit formula that requires the solution of a linear system, implicit time-stepping is not possible. Implicit time-stepping is desirable to overcome the severe restrictions that stability imposes on the time-step of conditionally stable explicit schemes. A work-around is to use a predictor-corrector scheme which uses an explicit step estimate from the predictor step in a corrector step which is also an explicit step.Computations were performed on a Toshiba Satellite Pro laptop using Octave in a Linux(Ubuntu)environment. The data used for simulations is given in (Table 2 ) and caption of (Fig. 2 ).
Initial and boundary conditions
The initial and boundary conditions are given in reference 14:
Here V o (x) = −60 mV
Equation 14 is the intial condition and Equations 15, 16 are the boundary conditions at x = 0 and x = L respectively. When b 11 = 0 and b 12 = A(0)/R i , f b1 (t) is a current injection at x = 0. When b 21 = 0 and f b2 (t) = 0, then it implies a sealed end boundary condition at x = L. The initial conditions for equations 5, 6, 7 take the form :
All activation and inactivation variables start from the steady state belonging to the intial membrane potential distribution V o (x). Simulation was done with four different dendritic distributions of voltage-gated ion channels. The current is injected at the point soma. (Fig. 1) shows the model. (Fig. 2) gives the results under the various conditions described in the legend. The four cases in (Fig. 2) show that variations in distribution of Na and K channels lead to differences in firing in the dendrite. In unpublished results, it has been seen that changing the values of distribution of ion channels λ N a and λ K changes the firing properties. These are used to calculate g N a and g K in equation 4. In (Fig. 2) b and c, the value of λ N a and λ K used is −0.015 × 10 4 cm −1 unlike the −0.025 × 10 4 cm −1 used in reference 14. It can be seen that the results map the results produced in reference 14 using spectral techniques. It can thus be argued that the compact difference scheme is useful in solving the HH formulations. (Fig. 3) gives the 3-D plot for the various conditions described in (Fig. 2) . 2 )was applied to a cylindrical dendrite of radius r = 1.85µm and length L = 400µm. Except for (d), the leakage channels were uniformly distributed. (a) uniformly distributed Na and K channels with g N a = g N a0 = 50mS/cm 2 , g K = g K0 = 12.5mS/cm 2 .(b)exponentially distributed Na and K channels with λ N a = λ K = −0.025µm −1 , and g N a0 , g K0 are the same as in (a). (c) Uniformly distributed K channels as in (a), and exponentially distributed Na channels with the same λ N a as in (b) but with a largely increased maximal conductance, g N a0 = 168mS/cm 2 on the soma. (Fig. 2) . 
Configuration simulated
I(t) C m g L g K g Na E L E K E Na
Tables
R m 10 −3 Ω.cm 2 R i 330Ω.cm C m 1 − 6F arad/cm 2 τ 1 −5 sec Iinj 4.8384 −11 amperes V N a 55 mV V K −95 mV V L −60 mV
Convergence
The solution converges to a constant value as N is increased. The peak to peak distance recorded at x = 0 is used to measure convergence. As fourth order compact and fourth order central difference schemes are compared, it is seen that the convergence rate in 1a is almost the same for both. In 1b, 1c and 1d the solution from the compact scheme converges at a slightly faster rate than the central difference scheme. Decreasing t to t/2 and t/4 does not change the solution. This is described in (Table 4) and Figures in Supplementary Information.
Concluding Remarks
In this paper the compact difference scheme is used to solve the Hodgkin-Huxley equations. This is an alternative to the solution using Chebyshev approximations 14 . The authors had discussed the advantages of the Chebyshev methodhigh numerical accuracy at any spatial point, negligible truncation errors leading to errors only from the rounding errors;space dependent parameter distributions as well as mixed linear boundary conditions could be implemented. In this paper using compact difference scheme, we have shown that the same can be achieved with far greater ease. As shown above, the solutions to changes in ion channel densities can be obtained. However implicit schemes for time stepping are difficult to implement using this scheme. This disadvantage can be overcome with using the corrector-predictor method. Table 3 gives the resolving efficiency of the second derivative schemes at three different errors, . (Reference 15 defines resolving efficiency as the modified wavenumbers of the spectral scheme and the differencing scheme.) This is specific to a scheme for any given error. It can be seen at <= 0.001 , the resolving efficiency of the fourth order compact scheme is 0.22 which is greater than that of the fourth order central scheme which is 0.17. It is also seen that the resolving efficiency of the sixth order compact scheme is 0.38 while that of explicit sixth order central differences is 0.29. Furthermore an eighth order tridiagonal scheme can yield at <= 0.001, a resolving efficiency of 0.48 and a spectral like pentadiagonal scheme can yield a resolving efficiency of 0.84. In a paper (ref. 22 ), Gopinathan has compared solutions of the passive cable equation solved with the compact scheme with analytical equations for both sealed and killed end and found that even as low as N = 10, there is complete overlap. In the absence of analytical equations for the HH formulation, comparisons have been made with the spectral methods based solution in reference 14 while convergence has been tested using comparisons between fourth order central and compact schemes. The changed values of λ N a and λ K discussed earlier apply to both compact and central schemes to yield results similar to that in reference 14.Thus it does not seem scheme specific. Ongoing work looks at using the compact scheme to solve HH equations for tapered and branched dendrites. While, the compact difference scheme is used increasingly to advantage in calculations of turbulence in airflow, to the best of our knowledge this is the first time it has been applied to study changes in electrical flow in dendrites in the brain. This is a powerful tool which can be modified and applied to a range of equations where spatial resolution is significant.
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Supplementary Methods
The following figure (Fig. 4) illustrates the difference in convergence of compact and central differences ( fourth order for four different cases). The smallest value of N is chosen as the least one where the cell fires. 2 )was applied to a cylindrical dendrite of radius r = 1.85µm and length L = 400µ m. Except for (d), the leakage channels were uniformly distributed. (a) uniformly distributed Na and K channels with g N a = g N a0 = 50mS/cm 2 , g K = g K0 = 12.5mS/cm 2 .(b)exponentially distributed Na and K channels with λ N a = λ K = −0.025µm −1 , and g N a0 , g K0 are the same as in (a). (c): Uniformly distributed K channels as in (a), and exponentially distributed Na channels with the same λ N a as in (b) but with a largely increased maximal conductance, g N a0 = 168mS/cm 2 on the soma. (d) exponentially distributed Na and K channels with the same parameter values as in (b) but with the leakage conductance at g L = 0.5mS/cm 2 on the interval [120, 160]µm. compact,-;central,-
