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Abstract. In this second part we prove that the full nonlinear fluid-solid
system introduced in Part I is stabilizable by deformations of the solid that
have to satisfy nonlinear constraints. Some of these constraints are physical
and guarantee the self-propelled nature of the solid. The proof is based on the
boundary feedback stabilization of the linearized system. From this boundary
feedback operator we construct a deformation of the solid which satisfies the
aforementioned constraints and which stabilizes the nonlinear system. The
proof is made by a fixed point method.
1. Introduction. The fluid-solid system aforementioned is completely described
in Part I (section 1.1). For more clarity, let us remind it briefly:
∂u
∂t
− ν∆u+ (u · ∇)u+∇p = 0, x ∈ F(t), t ∈ (0,∞), (1)
div u = 0, x ∈ F(t), t ∈ (0,∞), (2)
u = 0, x ∈ ∂O, t ∈ (0,∞), (3)
u = h′(t) + ω(t) ∧ (x − h(t)) + w(x, t), x ∈ ∂S(t), t ∈ (0,∞), (4)
Mh′′(t) = −
∫
∂S(t)
σ(u, p)ndΓ, t ∈ (0,∞), (5)
(Iω)
′
(t) = −
∫
∂S(t)
(x− h(t)) ∧ σ(u, p)ndΓ, t ∈ (0,∞), (6)
u(y, 0) = u0(y), y ∈ F(0), h′(0) = h1 ∈ R3, ω(0) = ω0 ∈ R3, (7)
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where
S(t) = h(t) +R(t)X∗(S(0), t), F(t) = O \ S(t), (8)
and where the velocity w is defined by the following change of frame
w(x, t) = R(t) w∗
(
R(t)T (x − h(t)), t) , x ∈ S(t). (9)
The unknowns of system (1)–(9) are the quadruplet (u, p, h′, ω), for which the func-
tion ω is related to the rotation R by:{
dR
dt
= S (ω)R
R(0) = IR3
, with S(ω) =

 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

 .
The control is the mapping X∗, which is related to the function w∗ by:
∂X∗
∂t
(y, t) = w∗(X∗(y, t), t), X∗(y, 0) = y − h(0) = y, y ∈ S(0).
Let us also remind the hypotheses that the mapping X∗ has to satisfy:
H1: For all t ≥ 0, X∗(·, t) is a C1-diffeomorphism from S(0) onto S∗(t).
H2: The volume of the solid has to be constant with respect to the time. That
is equivalent to say that∫
∂S(0)
∂X∗
∂t
· (cof∇X∗)ndΓ = 0.
H3: The deformation of the solid does not modify its linear momentum:∫
S(0)
ρS(y, 0)X
∗(y, t)dy = 0.
H4: The deformation of the solid does not modify its angular momentum:∫
S(0)
ρS(y, 0)X
∗(y, t) ∧ ∂X
∗
∂t
(y, t)dy = 0.
For more explanations on the model we invite the reader to refer to the introduction
of Part I. Let us introduce the main result of this two-part work, for which the first
part is only a step.
1.1. The main result and the methods. The existence of global strong solutions
for system (1)–(9) has been proven in [20] in dimension 2, and more recently in
dimension 3 in [9], for small data in a framework where the deformations of the
solid are limited in regularity. The main result of this second part is Theorem 7.1,
that we can state as follows:
Theorem 1.1. Let be λ > 0. Then for (u0, h1, ω0) small enough inH
1(F)×R3×R3,
there exists a deformation X∗ satisfying the hypotheses H1–H4 given above and
also
eλt
∂X∗
∂t
∈ L2(0,∞;H3(S(0))) ∩ H1(0,∞;H1(S(0)))
such that the solution (u, p, h′, ω) of system (1)–(9) satisfies
‖eλt(u, p, h′, ω)‖H2,1(Q∞)×L2(0,∞;H1(F(t)))×H1(0,∞;R3)×H1(0,∞;R3) ≤ C.
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The notation are explained in section 2, below. The proof of this theorem is
based on the preliminary stabilization of the linearized system in Part I. The idea
is the following: If the perturbations of the system (which are represented by the
initial conditions) are small enough, the behavior of the nonlinear system is close
to the evolution of the linearized system. The strategy we follow in this second
part consists in rewriting system (1)–(9) in cylindrical domains (that means in do-
mains whose the space component does not depend on time), by defining a change
of variables and a change of unknowns. Then we focus on the nonlinear system
thus obtained. The feedback boundary control obtained in Part I enables us to
stabilize the nonhomogeneous linear part of this system, whereas we have now to
consider as a control function a deformation of the solid which satisfies the non-
linear constraints H1–H4 given above. So the difficulty is to define properly from
this boundary feedback control a deformation of the solid which stabilizes the full
nonlinear system. For that the boundary feedback control is extended inside the
solid as it is done in the section 6 of Part I; The deformation thus obtained satisfies
the linearized version of the constraints stated in the hypotheses H1–H4. Then
we project the displacement associated with this mapping on a set representing
the displacements satisfying the nonlinear constraints. The deformation obtained
is said to be admissible, that is to say it lies in a well-chosen functional space and it
obeys the hypotheses H1–H4 (see Definition 2.1). This projection method enables
us to decompose the deformation velocity - on the fluid-solid interface - into two
parts: The first part of this decomposition stabilizes the linear part of the nonlinear
system, whereas the remaining part satisfies good Lipschitz properties with respect
to the boundary feedback control. This point is essential if we want to prove by a
fixed point method that such a deformation stabilizes the nonlinear system.
Besides the technical aspects of this work, a particular difficulty is the consideration
of a control that has to satisfy nonlinear physical constraints. The originality of our
contribution can be read in a perspective which concerns the study and the control
of the swim of a deformable structure at an intermediate Reynolds number. By
controlling the velocity of the environing fluid in a bounded domain, the solid sta-
bilizes to zero the full system which is already dissipative (because of the viscosity),
but the strength lies in the fact that this stabilization is obtained for all prescribed
exponential decay rate.
Other papers treat of this issue: Let us quote for instance the work of Khapalov
[13, 14] where the incompressible Navier-Stokes equations are considered. More re-
cently let us mention the work of Chambrion & Munnier [6, 7] dealing with perfect
fluids, and where geometric methods have been used. Concerning the swim at a
low Reynolds number, let us quote the recent paper [15] where prescribed types
of deformations are considered. At a high Reynolds number, the work of Glass &
Rosier [11] consists in applying the Coron return method in order to prove the local
controllability of the position and the velocity of a boat, which is able to impose a
velocity on a part of its boundary in order to move itself in a fluid satisfying the
incompressible Euler equations. The result we give concerns only the velocities of
the system.
1.2. Plan. The functional framework is given in section 2 for the unknowns as well
as for the control function and the changes of variables. Then the change of vari-
ables and the change of unknowns are introduced in section 3. Technical results
in relation with the changes of variables are stated and proven in Appendix A and
Appendix B. In section 3 we also give the nonlinear system written in cylindrical
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domains, in a form which enables us to make the connection with the linearized
system. The main result of Part I is used in section 4 where the feedback stabiliza-
tion of the nonhomogeneous linear system is treated. Then we construct in section
5 an admissible deformation which is supposed to stabilize the full nonlinear system
in section 6. The link with the actual unknowns is made in section 7 that we can
consider as a conclusion.
2. Definitions and notation. Like in Part I, we denote by
F = F(0) and S = S(0)
the domains occupied at time t = 0 by the fluid and the solid respectively. The
domain S is assumed to be smooth enough. The inertia matrix of the solid at t = 0
is still denoted by I0. We set S∗(t) = X∗(S, t), F∗(t) = O \ S∗(t),
S0∞ = S × (0,∞), Q0∞ = F × (0,∞)
and
Q∞ =
⋃
t≥0
F(t)× {t}.
Let us keep in mind that the density ρS at time t = 0 is assumed to be constant
with respect to the space:
ρS(y, 0) = ρS > 0.
For more simplicity we have assumed - without loss of generality - that h0 = 0.
This enables us to write ∫
S
ydy = 0.
The cofactor matrix associated with some matrix field A is denoted by cofA. Let
us keep in mind that when this matrix is invertible we have the property
cofAT = (detA)A−1.
Let us introduce some functional spaces. For the multidimensional Sobolev spaces
we use the notation
Hs(Ω) = [Hs(Ω)]d or [Hs(Ω)]d
k
,
for some positive integer k, for all bounded domain Ω of R2 or R3.
2.1. Functional framework for the unknowns. The velocity u will be consid-
ered in the following functional space
H2,1(Q∞) = L
2(0,∞;H2(F(t))) ∩ H1(0,∞;L2(F(t)))
that we endow and define with the norm given by
‖u‖2H2,1(Q∞) =
∫ ∞
0
‖u(·, t)‖2
H2(F(t)) dt+
∫ ∞
0
∥∥∥∥∂u∂t (·, t)
∥∥∥∥
2
L2(F(t))
dt < +∞.
Analogously we can define spaces of type Hs1(0, T ; Hs2(Ω(t))) and Hs1(0, T ;Hs2(Ω(t)))
for all time-depending domain Ω(t), where s1 and s2 are non-negative integers. The
pressure p will be considered in L2(0, T ; H1(F(t))); At each time t it is determined
up to a constant that we fix such that
∫
F(t) p = 0. Thus in particular from the
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Poincare´-Wirtinger inequality the pressures P defined in F can be estimated in
H1(F) as follows1
‖P‖H1(F) ≤ C‖∇P‖L2(F).
The same estimate will be considered for other functions which play the role of a
pressure in F(0).
More classically in the cylindrical domain Q0∞ we set
H2,1(Q0∞) = L
2(0,∞;H2(F)) ∩H1(0,∞;L2(F)),
and we keep in mind the continuous embedding
H2,1(Q0∞) →֒ L∞(0,∞;H1(F)).
2.2. Functional framework for the control and the changes of variables.
Let us introduce some functional spaces for the solid displacements - defined in the
domain S - and the changes of variables which will be defined in the domain F .
We will mainly consider mappings X∗ satisfying X∗(·, 0) = IdF , and thus we will
consider the displacements
Z∗ = X∗ − IdS ∈ Wλ(S0∞),
where the space Wλ(S0∞) is defined as follows
Z∗ ∈ Wλ(S0∞)⇔


eλt
∂Z∗
∂t
∈ L2(0,∞;H3(S)) ∩H1(0,∞;H1(S)),
Z∗(y, 0) = 0,
∂Z∗
∂t
(y, 0) = 0 ∀y ∈ S.
We endow it with the scalar product
〈Z∗1 ;Z∗2 〉Wλ(S0∞) :=
〈
eλt
∂Z∗1
∂t
; eλt
∂Z∗2
∂t
〉
L2(0,∞;H3(S))∩H1(0,∞;H1(S))
which makes it be a Hilbert space, because of the continuous embedding
Wλ(S0∞) →֒ L∞(0,∞;H3(S)) ∩W1,∞(0,∞;H1(S)). (10)
Indeed, for X∗ − IdS ∈ Wλ(S0∞), we have the following estimates
‖X∗ − IdS‖L∞(0,∞;H3(S)) ≤
∫ ∞
0
e−λs
∥∥∥∥eλs ∂X∗∂t (·, s)
∥∥∥∥
H3(S)
ds,
≤ 1√
2λ
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
L2(0,∞;H3(S))
,
∥∥∥∥∂X∗∂t
∥∥∥∥
L∞(0,∞;H1(S))
≤
∫ ∞
0
e−λs
∥∥∥∥eλs ∂2X∗∂t2 (·, s)
∥∥∥∥
H1(S)
ds,
≤ 1 + λ√
2λ
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
H1(0,∞;H1(S))
.
In the rewriting of system (1)–(9) in cylindrical domains, and in the final fixed
point method, the mapping which has the most important role is denoted by X˜ .
We could consider the same type of functional space for this mapping in Q0∞, but
1In the following the symbols C or C0 will denote more generally a generic positive constant
which does not depend on time or on the unknowns.
6 SE´BASTIEN COURT
we will only need to consider - and we will only have - estimates of X˜ − IdF in the
space
L∞(0,∞;H3(F)) ∩W1,∞(0,∞;H1(F)).
Thus for more clarity we set
H(S0∞) = L2(0,∞;H3(S)) ∩ H1(0,∞;H1(S)),
H(Q0∞) = L2(0,∞;H3(F)) ∩H1(0,∞;H1(F)),
W˜(Q0∞) = L∞(0,∞;H3(F)) ∩W1,∞(0,∞;H1(F)).
The main reason for which we choose to consider the aforementioned Lagrangian
mappings in such functional spaces is the following: The changes of variables X˜ will
be - indirectly - obtained through extensions of the deformations of the solid X∗;
We will need to consider displacements X˜− IdF which have the regularity indicated
in the spaces given above, and for that we will have to consider displacements of
the solid which lie in a Hilbert space (for the projection method) and which satisfy
at least
eλt
∂X∗
∂t |∂S
∈ L2(0,∞;H5/2(∂S)) ∩H1(0,∞;H1/2(∂S)).
2.3. Definitions of stabilization for the nonlinear system. Let us specify the
notion of admissible control and the definition we give to the stabilization of the
main system.
Definition 2.1. Let be λ > 0. A deformationX∗ is said admissible for the nonlinear
system (1)–(9) if the displacement obeys
X∗ − IdS ∈ Wλ(S0∞),
if X∗(·, t) is a C1-diffeomorphism from S onto S∗(t) for all t ≥ 0, and if for all t ≥ 0
it satisfies the following hypotheses∫
∂S
∂X∗
∂t
(y, t) · (cof∇X∗(y, t))ndΓ(y) = 0, (11)∫
S
X∗(y, t)dy = 0, (12)∫
S
X∗(y, t) ∧ ∂X
∗
∂t
(y, t)dy = 0. (13)
Remark 1. First, the constraint which forcesX∗ to be a C1-diffeomorphism can be
relaxed if the controlX∗ stays close to the identity IdS . Indeed, in this work the data
are assumed to be small enough, so that we will lead to consider the displacement
X∗ − IdS small enough in the space Wλ(S0∞) and so in L∞(0,∞;H3(S)); Thus we
can assume that this constraint is always satisfied.
Definition 2.2. We say that system (1)–(9) is stabilizable with an arbitrary ex-
ponential decay rate if for each λ > 0 there exists an it admissible deformation X∗
(in the sense of Definition 2.1) and a positive constant C - depending only on u0,
h1 and ω0 - such that the solution (u, p, h
′, ω) of system (1)–(9) satisfies
‖eλt(u, p, h′, ω)‖H2,1(Q∞)×L2(0,∞;H1(F(t)))×H1(0,∞;R3)×H1(0,∞;R3) ≤ C.
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3. Change of variables and change of unknowns. In order to use a change of
unknowns which will enable us to rewrite the main system (1)–(9), we first extend to
the whole domain O the mappings XS(·, t) = h(t) +R(t)X∗(·, t), initially defined
on S. Then by this extension - denoted by X - we will define new unknowns
whose interest lies in the fact that they are supposed to satisfy a system written in
cylindrical domains, that is to say domains whose the space component does not
depend on time.
3.1. The change of variables. For a vector field h ∈ H2(0,∞;R3) and a rotation
R ∈ H2(0,∞;R9) which provides an angular velocity ω ∈ H1(0,∞;R3), and for an
admissible deformationX∗ - in the sense of Definition 2.1 - the aim of this subsection
is to construct a mapping X which has to satisfy the properties

det∇X = 1, in F × (0,∞),
X = h+RX∗, on ∂S × (0,∞),
X = Id∂O, on ∂O × (0,∞),
such that for all t ≥ 0 the function X(·, t) maps F onto F(t), ∂S onto ∂S(t), and
leaves invariant the boundary ∂O. For that, let us first define an intermediate
extension. We can extend the mapping X∗ to F as follows:
If we assume that the mapping X∗ satisfies the hypothesis H2, that is to say for
all t ≥ 0 we have the condition∫
∂S
∂X∗
∂t
· (cof∇X∗)ndΓ = 0,
and if we also assume that the function (y, t) 7→ eλt ∂X
∗
∂t
is small enough in
L2(0,∞;H3(S))∩H1(0,∞;H1(S)), then there exists a mappingX∗ ∈ L∞(0,∞;H3(F))∩
W1,∞(0,∞;H1(F)) satisfying

det∇X∗ = 1 in F × (0,∞),
X
∗
= X∗ on ∂S × (0,∞),
X
∗
= Id∂O on ∂O × (0,∞).
The existence and other properties of such an extension X
∗
are summed up in
the statement of Proposition 2, in Appendix A. From this intermediate extension,
the purpose in now to define the extension X aforementioned.
The mapping XS(·, t) is obtained from X∗(·, t) by composing it to the left by the
rigid displacement
XR(·, t) : x∗ 7→ h(t) +R(t)x∗.
We cannot do the same thing for obtaining the mapping X from X
∗
because of the
boundary condition on ∂O that has to be preserved. Thus we define an extension
of XR(·, t) to the whole domain. For that we can use the same process which has
been introduced in [21], and thus construct X
R
(·, t) which satisfies for all t ≥ 0 the
following properties:

det∇XR(·, t) = 1 in R2 or R3,
X
R
(·, t) = XR(·, t) on ∂ (X∗(S, t)) ,
X
R
(·, t) = Id∂O on ∂O.
So we define X as follows
X(·, t) = XR(·, t) ◦X∗(·, t),
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and we denote by Y (·, t) its inverse for all t ≥ 0.
The constructions of the mappings aforementioned are quite technical, that is
why we develop the details of these constructions only in Appendix A, in the same
time as the regularity deduced on X . However, let us note an important point:
Remark 2. In Appendix A, the definition of the mapping X is conditioned by a
smallness assumption on the solid deformationX∗. Since the deformation which will
be chosen in sections 6 and 7 for stabilizing the full nonlinear system will actually
depend only on - and be controlled by - the initial data (u0, h1, ω0) that we will
assume small enough, it is possible to proceed like this.
Note that the definition of such a change of variables is also done in [20] or in
[9]. The change of variables we use in this paper has the same properties as the
ones constructed in these articles. But the way we proceed here is not the same:
In [20] the mapping X is constructed by extending the Eulerian velocity w to the
fluid part, but this means is not suitable in a framework where the role of the
Lagrangian mapping representing the deformation of the solid is central and where
its regularity is limited; Indeed the velocity w(·, t) is defined through w∗(·, t) which
is itself defined on the domain X∗(S, t). Concerning the means used in [9], the
problem solved for constructing the mapping X in this paper is similar to ours, but
it requires a smallness assumption on the time existence. Here the hypothesis we
make is the smallness of eλt ∂X
∗
∂t in an infinite time horizon space.
3.2. Rewriting the main system in cylindrical domains. We use the change
of variables given above in order to transform system (1)–(9) into a system which
deals with non-depending time domains. For that we set the change of unknowns
u˜(y, t) = R(t)Tu(X(y, t), t), u(x, t) = R(t)u˜(Y (x, t), t),
p˜(y, t) = p(X(y, t), t), p(x, t) = p˜(Y (x, t), t),
(14)
for x ∈ F(t) and y ∈ F , and
h˜′(t) = R(t)Th′(t), ω˜(t) = R(t)Tω(t). (15)
Remark 3. Let us notice that if h˜′ and ω˜ are given, then by using the second
equality of (15) we see that R satisfies the Cauchy problem
d
dt
(R) = S (Rω˜)R = RS (ω˜)
R(t = 0) = IR3 ,
with S(ω˜) =

 0 −ω˜3 ω˜2ω˜3 0 −ω˜1
−ω˜2 ω˜1 0

 .
So R is determined in a unique way. Thus it is obvious to see that, in (15), h′ and
ω are also determined in a unique way. Moreover, since we have
u(x, t) = R(t)u˜(Y (x, t), t), p(x, t) = p˜(Y (x, t), t),
and since the mapping Y depends only on h, ω and the control X∗, we finally see
that if (u˜, p˜, h˜′, ω˜) is given, then (u, p, h′, ω) is determined in a unique way.
For what follows, it is convenient to define the mappings
X˜(y, t) = R(t)T (X(y, t)− h(t)), (y, t) ∈ F × (0,∞),
Y˜ (x˜, t) = Y (h(t) +R(t)x˜, t), (x˜, t) ∈
⋃
t≥0
R(t)T (F(t)− h(t))× {t}. (16)
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The regularity, dependence with respect to the unknowns, and estimates for the
mappings X˜ and Y˜ are given in Appendix B.
Then, like in [9], system (1)–(9) whose the unknowns are (u, p, h′, ω) is rewritten
in the cylindrical domain F × (0,∞) as the following system whose the unknowns
are (u˜, p˜, h˜′, ω˜):
∂u˜
∂t
− νLu˜ +M(u˜, h˜′, ω˜) +Nu˜+ ω˜(t) ∧ u˜+Gp˜ = 0, in F × (0,∞),
div u˜ = g, in F × (0,∞),
u˜ = 0, in ∂O × (0,∞),
u˜ = h˜′(t) + ω˜(t) ∧X∗(y, t) + ∂X
∗
∂t
(y, t), (y, t) ∈ ∂S × (0,∞),
Mh˜′′(t) = −
∫
∂S
σ˜(u˜, p˜)∇Y˜ (X˜)TndΓ−Mω˜(t) ∧ h˜′(t), t ∈ (0,∞)
I∗(t)ω˜′(t) = −
∫
∂S
X∗(y, t) ∧
(
σ˜(u˜, p˜)∇Y˜ (X˜)Tn
)
dΓ
−I∗′(t)ω˜(t) + I∗(t)ω˜(t) ∧ ω˜(t), t ∈ (0,∞)
u˜(y, 0) = u0(y), y ∈ F , h˜′(0) = h1 ∈ R3, ω˜(0) = ω0 ∈ R3,
where
I∗(t) = ρS
(∫
S
|X∗(y, t)|2dy
)
IR3 in dimension 2,
I∗(t) = ρS
∫
S
(|X∗(y, t)|2IR3 −X∗(y, t)⊗X∗(y, t)) dy in dimension 3,
where [·]i specifies the i-th component of a vector
[Lu˜]i(y, t) = [∇u˜(y, t)∆Y˜ (X˜(y, t), t)]i +∇2u˜i(y, t) :
(
∇Y˜∇Y˜ T
)
(X˜(y, t), t),
M(u˜, h˜′, ω˜)(y, t) = −∇u˜(y, t)∇Y˜ (X˜(y, t), t)
(
h˜′(t) + ω˜(t) ∧ X˜(y, t) + ∂X˜
∂t
(y, t)
)
,
Nu˜(y, t) = ∇u˜(y, t)∇Y˜ (X˜(y, t), t)u˜(y, t),
Gp˜(y, t) = ∇Y˜ (X˜(y, t), t)T∇p˜(y, t),
σ˜(u˜, p˜)(y, t) = ν
(
∇u˜(y, t)∇Y˜ (X˜(y, t), t) +∇Y˜ (X˜(y, t), t)T∇u˜(y, t)T
)
− p˜(y, t)IR3
and
g(y, t) = trace
(
∇u˜(y, t)
(
IR3 −∇Y˜
(
X˜(y, t), t
)))
= ∇u˜(y, t) :
(
IR3 −∇Y˜
(
X˜(y, t), t
)T)
.
Notice that we can actually express this nonhomogeneous divergence term as g =
div G, where
G(y, t) =
(
IR3 −∇Y˜ (X˜(y, t), t)
)
u˜(y, t).
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Indeed, we can calculate
div G =
(
IR3 −∇Y˜ (X˜)
)T
: ∇u˜− u˜ · div
(
∇Y˜ (X˜)T
)
,
and the second term of this expression vanishes, because we have by construction
∇Y˜ (X˜)T = det(∇X˜)∇Y˜ (X˜)T = cof(∇X˜),
and the Piola identity (see [8], the first part of the proof of Theorem 1.7-1 p.39) is
nothing else than
div
(
cof(∇X˜)
)
= 0.
For λ > 0, we now set the following change of unknowns:
uˆ = eλtu˜, pˆ = eλtp˜, hˆ′ = eλth˜′, ωˆ = eλtω˜. (17)
The idea of this second change of unknowns is the following: If we find a control X∗
such that the quadruplet (uˆ, pˆ, hˆ′, ωˆ) is bounded in some infinite-time horizon space,
then the intermediate unknowns (u˜, p˜, h˜′, ω˜) will be stabilized with an exponential
decay rate, and it will be sufficient to deduce from that the same property for the
actual unknowns (u, p, h′, ω) (see section 7).
The system satisfied by (u˜, p˜, h˜′, ω˜) is then transformed into
∂uˆ
∂t
− λuˆ − ν∆uˆ+∇pˆ = F (uˆ, pˆ, hˆ′, ωˆ), in F × (0,∞), (18)
div uˆ = div G(uˆ), in F × (0,∞), (19)
uˆ = 0, on ∂O × (0,∞), (20)
uˆ = hˆ′(t) + ωˆ(t) ∧ y + eλt ∂X
∗
∂t
+W (ωˆ), (y, t) ∈ ∂S × (0,∞), (21)
Mhˆ′′ − λMhˆ′ = −
∫
∂S
σ(uˆ, pˆ)ndΓ + FM (uˆ, pˆ, hˆ
′, ωˆ), in (0,∞), (22)
I0ωˆ
′(t)− λI0ωˆ = −
∫
∂S
y ∧ σ(uˆ, pˆ)ndΓ + FI(uˆ, pˆ, ωˆ), in (0,∞), (23)
uˆ(y, 0) = u0(y), y ∈ F , hˆ′(0) = h1 ∈ R3, ωˆ(0) = ω0 ∈ R3, (24)
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with
F (uˆ, pˆ, hˆ′, ωˆ) = ν(L−∆)uˆ − e−λtM(uˆ, hˆ′, ωˆ)− e−λtNuˆ− (G−∇)pˆ− e−λtωˆ ∧ uˆ,
G(uˆ, hˆ′, ωˆ) =
(
IR3 −∇Y˜ (X˜(y, t), t)
)
uˆ,
W (ωˆ) = ωˆ ∧ (X∗ − Id) ,
FM (uˆ, pˆ, hˆ
′, ωˆ) = −Me−λtωˆ ∧ hˆ′(t)
−ν
∫
∂S
(
∇uˆ
(
∇Y˜ (X˜)− IR3
)
+
(
∇Y˜ (X˜)− IR3
)T
∇uˆT
)
∇Y˜ (X˜)TndΓ
−
∫
∂S
σ(uˆ, pˆ)
(
∇Y˜ (X˜)− IR3
)T
ndΓ,
FI(uˆ, pˆ, ωˆ) = − (I∗ − I0) ωˆ′ + λ (I∗ − I0) ωˆ − I∗′ωˆ + e−λtI∗ωˆ ∧ ωˆ
−ν
∫
∂S
y ∧
(
∇uˆ
(
∇Y˜ (X˜)− IR3
)
+ (∇Y˜ (X˜)− IR3)T∇uˆT
)
∇Y˜ (X˜)TndΓ
−
∫
∂S
y ∧
(
σ(uˆ, pˆ)(∇Y˜ (X˜)− IR3)Tn
)
dΓ
+
∫
∂S
(X∗ − Id) ∧
(
σ˜(uˆ, pˆ)∇Y˜ (X˜)Tn
)
dΓ.
Remark 4. An important remark is the following: Since system (1)–(9) and the
system satisfied by (u˜, p˜, h˜′, ω˜) above are equivalent, and since for an admissible
control X∗ satisfying the constraint (11) the compatibility condition is satisfied for
system (1)–(9), in system (18)–(24) the underlying compatibility condition enables
us to have automatically the following equality∫
∂S
G(uˆ, hˆ′, ωˆ) · ndΓ =
∫
∂S
(
eλt
∂X∗
∂t
+W (ωˆ)
)
· ndΓ
as soon as uˆ = 0 on ∂O.
4. The stabilized nonhomogeneous linearized system.
4.1. A nonhomogeneous linear system. In this section, let us consider the
nonhomogeneous linear system suggested by the writing of system (18)–(24):
∂Uˆ
∂t
− λUˆ − ν∆Uˆ +∇Pˆ = F, in F × (0,∞), (25)
div Uˆ = div G, in F × (0,∞), (26)
Uˆ = 0, in ∂O × (0,∞), (27)
Uˆ = Hˆ ′(t) + Ωˆ(t) ∧ y + ζ(y, t) +W(y, t), in ∂S × (0,∞), (28)
MHˆ ′′(t)− λMHˆ ′(t) = −
∫
∂S
σ(Uˆ , Pˆ )ndΓ + FM , t ∈ (0,∞), (29)
I0Ωˆ
′(t)− λI0Ωˆ(t) = −
∫
∂S
y ∧ σ(Uˆ , Pˆ )ndΓ + FI , t ∈ (0,∞), (30)
Uˆ(y, 0) = u0(y), y ∈ F , Hˆ ′(0) = h1 ∈ R3, Ωˆ(0) = ω0 ∈ R3, (31)
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We assume that the data satisfy
F ∈ L2(0,∞;L2(F)),
G ∈ H2,1(Q0∞), W ∈ L2(0,∞;H3/2(∂S)) ∩ H1(0,∞;H1/2(∂S)),
FM ∈ L2(0,∞;R3), FI ∈ L2(0,∞;R3),
and the following compatibility conditions∫
∂S
ζ · ndΓ = 0,
∫
∂S
G · ndΓ =
∫
∂S
W · ndΓ, G(·, 0) = 0, G|∂O = 0.
Remark 5. Note that in this system the control ζ does not stand for eλt ∂X
∗
∂t ,
but it represents a boundary control which satisfies the linearized version of the
constraints (11)–(13). That is why this notation ζ is only used for a control for a
linear system, like in Part I. Thus the right-hand-side term W in (28) stands for
W (ωˆ) + eλt
∂X∗
∂t
− ζ.
4.2. Operator formulation. The nonhomogeneous divergence condition (26) can
be lifted by setting
U = Uˆ −G.
Then the quadruplet (U, Pˆ , Hˆ ′, Ωˆ) is supposed to satisfy the following system
∂U
∂t
− λUˆ − ν∆Uˆ +∇Pˆ = F+ FG, in F × (0,∞),
div U = 0, in F × (0,∞),
U = 0, in ∂O × (0,∞),
U = Hˆ ′(t) + Ωˆ(t) ∧ y + ζ(y, t) +W(y, t)−G(y, t), in ∂S × (0,∞), (32)
MHˆ ′′(t)− λMHˆ ′(t) = −
∫
∂S
σ(U, Pˆ )ndΓ + FM + FM,G, t ∈ (0,∞),
I0Ωˆ
′(t)− λI0Ωˆ(t) = −
∫
∂S
y ∧ σ(U, Pˆ )ndΓ + FI + FI,G, t ∈ (0,∞),
U(y, 0) = u0(y), y ∈ F , Hˆ ′(0) = h1 ∈ R3, Ωˆ(0) = ω0 ∈ R3,
where
FG = −∂G
∂t
+ λG + ν∆G,
FM,G = −2ν
∫
∂S
D(G)ndΓ,
FI,G = −2ν
∫
∂S
y ∧D(G)ndΓ.
By following the steps of the operator formulation used in Part I for the homoge-
neous linear system, the right-hand-sideW−G in (32) can be lifted and the pressure
of the resulting system can be eliminated, so that the latter can be formally rewrit-
ten as follows
dU
dt
= AλU+ Bλζ + F+ Bλ (W−G) (33)
(Id− P)U = (Id− P)
(
L0(Hˆ
′) + Lˆ0(Ωˆ)
)
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with U =
(
PU, Hˆ ′, Ωˆ
)T
and F = (F+ FG,FM + FM,G,FI + FI,G). In this formula-
tion the operators P, L0, Aλ and Bλ are given in Part I (see section 3).
Let us now remind the most important result established in Part I of this work.
4.3. Boundary feedback stabilization. We replace the control ζ by the feedback
operator denoted by Kλ and defined in section 5 of Part I. Then in the evolution
equation (33) the operator Aλ becomes Aλ + BλKλ. This latter is stable, so that,
by following [3] (see Theorem 3.1 of Chapter 1) for instance, we can estimate
‖U‖H2,1(Q0
∞
) + ‖Pˆ‖L2(0,∞;H1(F)) + ‖H ′‖H1(0,∞;R3) + ‖Ωˆ‖H1(0,∞;R3)
≤ C (‖u0‖H1(F) + |h1|R3 + |ω0|R3 + ‖F‖L2(0,∞;L2(F)) + ‖G‖H2,1(Q0
∞
)
+‖W‖L2(0,∞;H3/2(∂F))∩H1(0,∞;H1/2(∂F)) + ‖FM‖L2(0,∞;R3) + ‖FI‖L2(0,∞;R3)
)
.
Let us keep in mind that we have Uˆ = U + G, and so we have also the following
estimate
‖Uˆ‖H2,1(Q0
∞
) + ‖Pˆ‖L2(0,∞;H1(F)) + ‖H ′‖H1(0,∞;R3) + ‖Ωˆ‖H1(0,∞;R3)
≤ C (‖u0‖H1(F) + |h1|R3 + |ω0|R3 + ‖F‖L2(0,∞;L2(F)) + ‖G‖H2,1(Q0
∞
)
+‖W‖L2(0,∞;H3/2(∂F))∩H1(0,∞;H1/2(∂F)) + ‖FM‖L2(0,∞;R3) + ‖FI‖L2(0,∞;R3)
)
.
(34)
for some independent constant C > 0.
5. Construction of a stabilizing admissible deformation. Let us consider a
boundary stabilizing control ζ ∈ L2(0,∞;H5/2(∂S)) ∩ H1(0,∞;H1/2(∂S)) which
can be chosen in a feedback form, as described above. The purpose of this section
consists in defining from this boundary function a deformation X∗ which is admis-
sible in the sense of Definition 2.1, and which has to have a satisfying Lipschitz
behavior with respect to the function ζ.
5.1. statement. The main result of this section is the following:
Theorem 5.1. Let be ζ ∈ L2(0,∞;H5/2(∂S)) ∩ H1(0,∞;H1/2(∂S)) satisfying∫
∂S
ζ · ndΓ = 0.
If ζ is small enough in L2(0,∞;H5/2(∂S)) ∩H1(0,∞;H1/2(∂S)), then there exists
a mapping X∗ which is admissible in the sense of Definition 2.1, and which satisfies
‖X∗ − IdS‖Wλ(S0∞) ≤ ‖ζ‖L2(H5/2(∂S))∩H1(H1/2(∂S)), (35)∥∥∥∥eλt ∂X∗∂t − ζ
∥∥∥∥
L2(H5/2(∂S))∩H1(H1/2(∂S))
= o
(‖ζ‖L2(H5/2(∂S))∩H1(H1/2(∂S))) .
(36)
Moreover, if two functions ζ1 and ζ2 are close enough to 0 in L
2(0,∞;H5/2(∂S))∩
H1(0,∞;H1/2(∂S)), then the admissible deformations X∗1 and X∗2 that they define
respectively satisfy
‖X∗2 −X∗1‖Wλ(S0∞) ≤ ‖ζ2 − ζ1‖L2(H5/2(∂S))∩H1(H1/2(∂S)), (37)
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(
eλt
∂X∗2
∂t
− ζ2
)
−
(
eλt
∂X∗1
∂t
− ζ1
)∥∥∥∥
L2(H5/2(∂S))∩H1(H1/2(∂S))
≤ ‖ζ2 − ζ1‖L2(H5/2(∂S))∩H1(H1/2(∂S))
×K (‖ζ1‖L2(H5/2(∂S))∩H1(H1/2(∂S)) + ‖ζ2‖L2(H5/2(∂S))∩H1(H1/2(∂S))) ,(38)
with K(r)→ 0 when r goes to 0.
The proof of this theorem is divided into two steps. In the first one, we use
the results of section 6 of Part I in order to construct from a boundary function
ζ an internal solid deformation X∗ζ satisfying the linearized versions of constraints
(11)–(13). Then in a second time we project the displacement X∗ζ − IdS on a space
of displacements which define admissible deformations.
5.2. First step of the proof. The first step of the proof of Theorem 5.1 consists
in defining from a boundary control ζ an internal deformation X∗ζ which satisfies
the linearized versions of constraints (11)–(13). For that, let us remind a result of
Part I, which is a consequence of the addition of Proposition 5 and Corollary 1 of
section 6:
Proposition 1. For ζ ∈ L2(0,∞;H5/2(∂S)) ∩ H1(0,∞;H1/2(∂S)) satisfying∫
∂S
ζ · ndΓ = 0,
the following system
µϕ− 2div D(ϕ) = F (ϕ) in S (39)
ϕ = ζ on ∂S (40)
admits a unique solution ϕ in L2(0,∞;H3(S) ∩ H1(0,∞;H1(S)), for µ > 0 large
enough. This function ϕ satisfies the conditions∫
∂S
ϕ · ndΓ = 0,
∫
S
ϕdy = 0,
∫
S
y ∧ ϕdy = 0,
and there exists a positive constant C > 0 such that
‖ϕ‖L2(0,∞;H3(S)∩H1(0,∞;H1(S)) ≤ C‖ζ‖L2(0,∞;H5/2(∂S))∩H1(0,∞;H1/2(∂S)). (41)
Besides, if ζ1, ζ2 ∈ L2(0,∞;H5/2(∂S))∩H1(0,∞;H1/2(∂S)), then the solutions ϕ1
and ϕ2 associated with ζ1 and ζ2 respectively satisfy
‖ϕ2 − ϕ1‖L2(0,∞;H3(S)∩H1(0,∞;H1(S)) ≤ C‖ζ2 − ζ1‖L2(0,∞;H5/2(∂S))∩H1(0,∞;H1/2(∂S)).
(42)
For ϕ ∈ L2(0,∞;H3(S)∩H1(0,∞;H1(S)) obtained from ζ, we now define X∗ζ −
IdS ∈ Wλ(S0∞) as follows
X∗ζ (·, t) = y +
∫ t
0
e−λsϕ(·, s)ds ⇔

 e
λt
∂X∗ζ
∂t
= ϕ
X∗ζ (·, 0) = IdS .
Thus the estimates (41) and (42) become
‖X∗ζ − IdS‖ ≤ C‖ζ‖L2(0,∞;H5/2(∂S))∩H1(0,∞;H1/2(∂S)), (43)
‖X∗ζ2 −X∗ζ1‖ ≤ C‖ζ2 − ζ1‖L2(0,∞;H5/2(∂S))∩H1(0,∞;H1/2(∂S)). (44)
The result of this proposition could be actually reduced to saying that there ex-
ists a linear continuous operator from L2(0,∞;H5/2(∂S)) ∩ H1(0,∞;H1/2(∂S)) to
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Wλ(S0∞), but the means that we use for obtaining it (that is to say by considering
system (39)-(40)) is actually useful for a key point in the second part of the proof.
5.3. Second step of the proof. Let us consider a control X∗ζ ∈ Wλ(S0∞) which
has been obtained in the previous subsection from a boundary velocity ζ. Instead
of projecting X∗ζ on a set of controls satisfying the nonlinear constraints required by
Definition 2.1, we prefer projecting the displacements X∗ζ − IdS , because we choose
the space Wλ(S0∞) as an Hilbertian framework. We denote the displacement by
Z∗ζ = X
∗
ζ − IdS .
The goal of this subsection is to define (in a suitable way) a mapping X∗ ∈ Wλ(S0∞)
which satisfies the nonlinear constraints of Definition 2.1. We associate with it the
displacement
Z∗ = X∗ − IdS ,
so that the wanted mapping is now Z∗. We can decompose such a mapping as
follows
Z∗ = Z∗ζ +
(
Z∗ − Z∗ζ
)
= Z∗ζ +
(
X∗ −X∗ζ
)
.
Let us define the differentiable mapping
F : Wλ(S0∞) → H10(0,∞;R3)×H10(0,∞;R3)×H10(0,∞;R)
Z∗ 7→ F(Z∗)
F(Z∗)(y, t) =
(∫
S
∂Z∗
∂t
;
∫
S
(Z∗ + IdS) ∧ ∂Z
∗
∂t
;
∫
∂S
(cof(∇Z∗ + IR3))T ∂Z
∗
∂t
· n
)
,
and the spaces
Enl =
{
Z∗ ∈ Wλ(S0∞) | F(Z∗) = 0
}
,
El =
{
Z∗ζ ∈ Wλ(S0∞) | D0F(Z∗ζ ) = 0
}
,
where
D0F(Z
∗
ζ ) = t 7→
(∫
S
∂Z∗ζ
∂t
;
∫
S
IdS ∧
∂Z∗ζ
∂t
;
∫
∂S
∂Z∗ζ
∂t
· n
)
.
Note that El is a space where lie IdS and X∗ζ . That is why the constraints satisfied
by Z∗ζ andX
∗
ζ are the same. Note that the space Enl takes into account the nonlinear
constraints adapted to the displacements Z∗. The purpose of this paragraph is to
project any displacement Z∗ζ ∈ El on the set Enl, provided that the displacement
Z∗ζ is close enough to 0.
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Enl
El
0
Z
∗
Z
∗
ζ
Figure 1. Projection of a given mapping on the set of admissible displacements
The definition of such a projection is given by:
Theorem 5.2. Let be Z∗ζ ∈ Wλ(S0∞). If Z∗ζ is small enough in Wλ(S0∞), then there
exists a unique mapping Z∗ ∈ Enl such that
‖Z∗ − Z∗ζ ‖2Wλ(S0∞) = minZ∗∈Enl ‖Z
∗ −X∗ζ ‖2Wλ(S0∞).
Moreover, we have that
‖Z∗ − Z∗ζ ‖Wλ(S0∞) = o
(‖Z∗ζ ‖Wλ(S0∞)) . (45)
Thus we denote by P : Z∗ζ 7→ Z∗ the projection so obtained.
If the displacements Z∗ζ1 and Z
∗
ζ2
are close enough to 0 in Wλ(S0∞), then
‖(Z∗2 − Z∗ζ2)− (Z∗1 − Z∗ζ1)‖Wλ(S0∞) ≤ ‖Z∗ζ2 − Z∗ζ1‖Wλ(S0∞)
×K (‖Z∗ζ1‖Wλ(S0∞) + ‖Z∗ζ2‖Wλ(S0∞)) , (46)
with Z∗1 = PZ∗ζ1 and Z∗2 = PZ∗ζ2 , and K(r)→ 0 when r goes to 0.
Remark 6. Note that in this statement we do not need to assume that Z∗ζ ∈ El.
But the way we have constructed X∗ζ such that Z
∗
ζ = X
∗
ζ − IdS ∈ El in the previous
subsection will be useful in the proof below.
Proof. The proof of this theorem is an application of Theorem 3.33 of [4] (page 74),
that we state as follows:
Theorem 5.3. Let W be a Hilbert space, R a Banach space, and g a mapping of
class C2 from W to R, such that g−1({0}) 6= ∅. Let be Z∗ζ ∈ W, and Z∗0 ∈ g−1({0})
such that DX∗
0
g is surjective. Then there exists ε > 0 such that if ‖Z∗ζ −Z∗0‖W ≤ ε,
then the following optimization problem under equality constraints
min
Z∗∈W, g(Z∗)=0
‖Z∗ − Z∗ζ ‖2W
admits a unique solution Z∗. Moreover, the mapping Z∗ζ 7→ Z∗ so obtained is C1.
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In order to apply this theorem with
W =Wλ(S0∞), R = H10(0,∞;R3)×H10(0,∞;R3)×H10(0,∞;R),
g = F, Z∗0 = 0,
the only nontrivial assumption to be verified is that the mapping D0F is surjective.
For that, let us consider
(a, b, c) ∈ H10(0,∞;R3)×H10(0,∞;R3)×H10(0,∞;R).
An antecedent Z∗ of this triplet (a, b, c) can be obtained as
Z∗(y, t) =
∫ t
0
e−λsϕ(y, s)ds,
where ϕ is the solution of the following system
µϕ− 2div D(ϕ) = F (ϕ) + Fa,b in S,
ϕ =
c
|∂S|n on ∂S,
for µ > 0 large enough, with
Fa,b(y, t) =
ρS
M
a(t) + ρS
(
I−10 b(t)
) ∧ y,
F (Z∗)(y, t) = ρS
M
(∫
∂S
2D(Z∗)ndΓ
)
+
(
I−10
∫
∂S
IdS ∧ 2D(Z∗)ndΓ
)
∧ y.
The previous study of system (39)-(40) (see section 6 of Part I) can be straight-
forwardly adapted to get the existence of a solution in ϕ ∈ L2(0,∞;H3(S)) ∩
H1(0,∞;H1(S)) for such a system, and thus a displacement Z∗ ∈ Wλ(S0∞).
Since the projection P : Z∗ζ 7→ Z∗ so obtained is C1, we can notice that its differ-
ential at 0 is the identity IdWλ(S0∞), and thus a Taylor development shows that
Z∗ = Z∗ζ + 0 + o
(‖Z∗ζ ‖Wλ(S0∞)) ,
‖Z∗ − Z∗ζ ‖Wλ(S0∞) = o
(‖Z∗ζ ‖Wλ(S0∞)) .
For Z∗ζ1 and Z
∗
ζ2
close to 0, the estimate (46) is obtained in considering a Taylor
development around Z∗ζ1 for the mapping P − IdWλ(S0∞):(
Z∗2 − Z∗ζ2
)− (Z∗1 − Z∗ζ1) = [DZ∗ζ1P − IdWλ(S0∞)
] (
Z∗ζ2 − Z∗ζ1
)
+o
(‖Z∗ζ2 − Z∗ζ1‖Wλ(S0∞)) .
Since Z∗ 7→ DZ∗P is continuous at 0, we have
DZ∗
ζ1
P − IdWλ(S0∞) → 0 when ‖Z∗ζ1‖Wλ(S0∞) goes to 0,
and thus we obtain the announced estimate.
Then, from the displacement Z∗ζ = X
∗
ζ − IdS we can define a deformation X∗ as
follows
X∗ = P(X∗ζ − IdS) + IdS .
This deformation is admissible in the sense of Definition 2.1.
The interest of such a decomposition (namely X∗ = X∗ζ +(X
∗−X∗ζ ) with X∗ given
by Theorem 5.1) lies in the fact that the admissible control X∗ so decomposed will
enable us to stabilize the nonhomogeneous linear part of system (1)–(9) thanks
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to the term X∗ζ (see the previous section), whereas the residual term (X
∗ − X∗ζ )
satisfies the property (45), which leads to
‖X∗ −X∗ζ ‖Wλ(S0∞) = o
(‖X∗ζ − IdS‖Wλ(S0∞)) ,
‖X∗ − IdS‖Wλ(S0∞) ≤ C‖X∗ζ − IdS‖Wλ(S0∞),∥∥∥∥eλt ∂X∗∂t − eλt ∂X
∗
ζ
∂t
∥∥∥∥
L2(H5/2(∂S))∩H1(H1/2(∂S))
= o
(‖X∗ζ − IdS‖Wλ(S0∞)) .
By combining the second and the third inequality to the estimate (43), we then
obtain respectively (35) and (36).
Lastly, the estimate (46) is reformulated as follows
‖(X∗2 −X∗ζ2)− (X∗1 −X∗ζ1)‖Wλ(S0∞) ≤
K
(‖X∗ζ1 − IdS‖Wλ(S0∞) + ‖X∗ζ2 − IdS‖Wλ(S0∞))× ‖X∗ζ2 −X∗ζ1‖Wλ(S0∞), (47)∥∥∥∥
(
eλt
∂X∗2
∂t
− ζ2
)
−
(
eλt
∂X∗1
∂t
− ζ1
)∥∥∥∥
L2(0,∞;H5/2(∂S))∩H1(0,∞;H1/2(∂S))
≤
K
(‖X∗ζ1 − IdS‖Wλ(S0∞) + ‖X∗ζ2 − IdS‖Wλ(S0∞))× ‖X∗ζ2 −X∗ζ1‖Wλ(S0∞),
(48)
where K(r)→ 0 when r goes to 0, and where
X∗1 = P(X∗ζ1 − IdS) + IdS ,
X∗2 = P(X∗ζ2 − IdS) + IdS .
The inequality (47) combined to (43) and (44) leads to the estimate (37), and the
inequality (48) combined to (43) and (44) leads to the estimate (38).
6. A fixed point method. System (1)–(9) is transformed into system (18)–(24).
Before proving the stabilization to zero, with an arbitrary exponential decay rate
λ > 0, of system (1)–(9), let us first prove the stability of system (18)–(24) for all
λ > 0, for some well-chosen deformation X∗.
6.1. Back to the nonlinear system written in a cylindrical domain. In
system (18)–(24), the mapping X∗ has to be admissible (in the sense of Definition
2.1). It has to be chosen also in order to stabilize the linear part of this system.
For that, we decompose formally the function eλt ∂X
∗
∂t on ∂S as follows
eλt
∂X∗
∂t
= ζ +
(
eλt
∂X∗
∂t
− ζ
)
Let us choose in system (18)–(24) the function ζ in the following feedback form:
ζ = Kλ(P(uˆ −G(uˆ, hˆ′, ωˆ)), hˆ′, ωˆ).
Provided that ζ is small enough, by Theorem 5.1 we can now define an admissible
deformation X∗. From this deformation we can define a change of variables X
and the corresponding mappings X˜ and Y˜ (see (16)) which enables us to define
the right-hand-sides of system (18)–(24); More precisely, we rewrite this system as
follows
∂uˆ
∂t
− λuˆ − ν∆uˆ+∇pˆ = F (uˆ, pˆ, hˆ′, ωˆ), in F × (0,∞), (49)
div uˆ = div G(uˆ, hˆ′, ωˆ), in F × (0,∞), (50)
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uˆ = 0, on ∂O × (0,∞), (51)
uˆ = hˆ′(t) + ωˆ(t) ∧ y +Kλ(P(uˆ−G(uˆ, hˆ′, ωˆ)), hˆ′, ωˆ) (52)
+
(
eλt
∂X∗
∂t
− ζ
)
+W (uˆ, hˆ′, ωˆ), (y, t) ∈ ∂S × (0,∞),(53)
Mhˆ′′ − λMhˆ′ = −
∫
∂S
σ(uˆ, pˆ)ndΓ + FM (uˆ, pˆ, hˆ
′, ωˆ), in (0,∞), (54)
I0ωˆ
′(t)− λI0ωˆ = −
∫
∂S
y ∧ σ(uˆ, pˆ)ndΓ + FI(uˆ, pˆ, ωˆ), in (0,∞), (55)
uˆ(y, 0) = u0(y), y ∈ F , hˆ′(0) = h1 ∈ R3, ωˆ(0) = ω0 ∈ R3, (56)
with
F (uˆ, pˆ, hˆ′, ωˆ) = ν(L−∆)uˆ − e−λtM(uˆ, hˆ′, ωˆ)− e−λtNuˆ− (G−∇)pˆ− e−λtωˆ ∧ uˆ, (57)
G(uˆ, hˆ′, ωˆ) =
(
IR3 −∇Y˜ (X˜(y, t), t)
)
uˆ, (58)
W (uˆ, hˆ′, ωˆ) = ωˆ ∧ (X∗ − Id) , (59)
ζ = Kλ(P(uˆ −G(uˆ, hˆ′, ωˆ)), hˆ′, ωˆ), (60)
FM (uˆ, pˆ, hˆ
′, ωˆ) = −Me−λtωˆ ∧ hˆ′(t)
−ν
∫
∂S
(
∇uˆ
(
∇Y˜ (X˜)− IR3
)
+
(
∇Y˜ (X˜)− IR3
)T
∇uˆT
)
∇Y˜ (X˜)TndΓ
−
∫
∂S
σ(uˆ, pˆ)
(
∇Y˜ (X˜)− IR3
)T
ndΓ, (61)
FI(uˆ, pˆ, ωˆ) = − (I∗ − I0) ωˆ′ + λ (I∗ − I0) ωˆ − I∗′ωˆ + e−λtI∗ωˆ ∧ ωˆ
−ν
∫
∂S
y ∧
(
∇uˆ
(
∇Y˜ (X˜)− IR3
)
+ (∇Y˜ (X˜)− IR3)T∇uˆT
)
∇Y˜ (X˜)TndΓ
−
∫
∂S
y ∧
(
σ(uˆ, pˆ)(∇Y˜ (X˜)− IR3)n
)T
dΓ
+
∫
∂S
(X∗ − Id) ∧
(
σ˜(uˆ, pˆ)∇Y˜ (X˜)Tn
)
dΓ. (62)
Note that the mappingX∗ is entirely defined by ζ and so by the unknowns (uˆ, hˆ′, ωˆ),
while the mappings X˜ and Y˜ are entirely defined by X∗ and the unknowns (hˆ′, ωˆ),
and thus by (uˆ, hˆ′, ωˆ).
Remark 7. Note that the projection method used in order to define an admissible
deformation X∗ from a boundary control ζ has been made in infinite time horizon,
with regards to the functional spaces considered. It implies that the nonlinear
system above is noncausal, that means that the control ζ chosen in a feedback
form anticipate a priori at some time t the behavior of the unknowns for later
times. In practice we could define a projection method for increasing times, but the
corresponding Lipschitz estimates - in infinite time horizon - obtained above do not
hold anymore. Anyway, let us show that this system admits a unique solution, and
thus that it makes sense for all time.
6.2. Statement.
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Theorem 6.1. For (u0, h1, ω0) small enough in H
1
cc, system (49)–(56) admits a
unique solution (uˆ, pˆ, hˆ′, ωˆ) in H2,1(Q0∞)×L2(0,∞; H1(F))×H1(0,∞;R3)×H1(0,∞;R3),
and there exists a positive constant C such that
‖uˆ‖H2,1(Q0
∞
) + ‖pˆ‖L2(0,∞;H1(F)) + ‖hˆ′‖H1(0,∞;R3) + ‖ωˆ‖H1(0,∞;R3) ≤ C.
6.3. Proof of Theorem 6.1. Let us set
H = H2,1(Q0∞)× L2(0,∞; H1(F))×H1(0,∞;R3)×H1(0,∞;R3).
A solution of system (49)–(56) can be seen as a fixed point of the mapping
N : H → H
(vˆ, qˆ, kˆ′, ˆ̟ ) 7→ (uˆ, pˆ, hˆ′, ωˆ)
where (uˆ, pˆ, hˆ′, ωˆ) satisfies
∂uˆ
∂t
− λuˆ− ν∆uˆ +∇pˆ = F (vˆ, qˆ, kˆ′, ˆ̟ ) in F × (0,∞),
div uˆ = div G(vˆ, kˆ′, ˆ̟ ) in F × (0,∞),
uˆ = 0 on ∂O × (0,∞),
uˆ = hˆ′(t) + ωˆ(t) ∧ y +Kλ(P(uˆ −G(uˆ, hˆ′, ωˆ)), hˆ′, ωˆ)
+
(
eλt
∂X∗
∂t
− ζ
)
+W (vˆ, kˆ′, ˆ̟ ) on ∂S × (0,∞),
Mhˆ′′ − λMhˆ′ = −
∫
∂S
σ(uˆ, pˆ)ndΓ + FM (vˆ, qˆ, kˆ
′, ˆ̟ ) in (0,∞),
I0ωˆ
′(t)− λI0ωˆ = −
∫
∂S
y ∧ σ(uˆ, pˆ)ndΓ + FI(vˆ, kˆ′, ˆ̟ ) in (0,∞),
uˆ(y, 0) = u0(y), y ∈ F , hˆ′(0) = h1 ∈ R3, ωˆ(0) = ω0 ∈ R3,
with
ζ = Kλ(P(vˆ −G(vˆ, kˆ′, ˆ̟ )), kˆ′, ˆ̟ ),
and X∗ which is obtained from ζ by Theorem 5.1. The system above is actually the
nonhomogeneous linear system introduced in section 4. In particular the estimate
(34) gives
‖uˆ‖H2,1(Q0
∞
) + ‖∇pˆ‖L2(0,∞;L2(F)) + ‖hˆ′‖H1(0,∞;R3) + ‖ωˆ‖H1(0,∞;R3) ≤
C0
(
‖u0‖H1(F) + |h1|R3 + |ω0|R3 + ‖F (vˆ, qˆ, kˆ′, ˆ̟ )‖L2(0,∞;L2(F))
+‖G(vˆ, kˆ′, ˆ̟ )‖H2,1(Q0
∞
) + ‖W (vˆ, kˆ′, ˆ̟ )‖L2(0,∞;H3/2(∂S))∩H1(0,∞;H1/2(∂S))
+
∥∥∥∥eλt ∂X∗∂t − ζ
∥∥∥∥
L2(0,∞;H3/2(∂S))∩H1(0,∞;H1/2(∂S))
+‖FM (vˆ, qˆ, kˆ′, ˆ̟ )‖L2(0,∞;R3) + ‖FI(vˆ, kˆ′, ˆ̟ )‖L2(0,∞;R3)
)
.
(63)
STABILIZATION OF A FLUID-SOLID SYSTEM: PART II 21
6.3.1. Preliminary estimates. Some estimates given below are obtained by using a
result stated in the Appendix B of [12] (Proposition B.1), and that we remind in
Lemma 8.1. Let us also keep in mind the regularities provided by Proposition 4 for
mappings X˜ and Y˜ (X˜).
Lemma 6.2. There exists a positive constant C such that for all (uˆ, pˆ, hˆ′, ωˆ) in H
we have
‖(∆− L) uˆ‖L2(0,∞;L2(F)) ≤ C ‖uˆ‖L2(0,∞;H2(F)) × (64)(
‖∇Y˜ (X˜)∇Y˜ (X˜)T − IR3‖L∞(0,∞;H2(F)) + ‖∆Y˜ (X˜)‖L∞(0,∞;H1(F))
)
, (65)
‖(∇−G)pˆ‖L2(0,∞;L2(F)) ≤ C‖∇Y˜ (X˜)− IR3‖L∞(0,∞;H2(F)) ‖∇pˆ‖L2(0,∞;L2(F)) .
(66)
Proof. The only delicate point that consists in verifying that ∆Y˜ (X˜) in L∞(0,∞;H1(F)).
For that, let us consider the i-th component of ∆Y˜ (X˜); We write
∆Y˜i(X˜(·, t), t) = trace
(
∇2Y˜i(X˜(·, t), t)
)
with
∇2Y˜i(X˜(·, t), t) =
(
∇
(
∇Y˜i(X˜(·, t), t)
))
∇Y˜ (X˜(·, t), t)
=
(
∇
(
∇Y˜i(X˜(·, t), t)− IR3
))
∇Y˜ (X˜(·, t), t),
and we apply Lemma 8.1 with s = 1, µ = 0 and κ = 1 to obtain
‖∆Y˜i(X˜(·, t), t)‖H1(F) ≤ C‖∇Y˜ (X˜(·, t), t) − IR3‖H2(F)‖∇Y˜ (X˜(·, t), t)‖H2(F).
Lemma 6.3. There exists a positive constant C such that for all (uˆ, pˆ, hˆ′, ωˆ) in H
we have
‖Muˆ‖L2(0,∞;L2(F)) ≤ C‖uˆ‖L2(0,∞;H2(F))
(
‖∇Y˜ (X˜)− IR3‖L∞(0,∞;H2(F)) + 1
)
×
‖hˆ′‖L∞(0,∞;R3) + ‖ωˆ‖L∞(0,∞;R3)‖X˜‖L∞(0,∞;H1(F)) +
∥∥∥∥∥∂X˜∂t
∥∥∥∥∥
L∞(0,∞;H1(F))

 ,
(67)
‖Nuˆ‖L2(0,∞;L2(F)) ≤ C ‖uˆ‖L∞(0,∞;H1(F)) ‖uˆ‖L2(0,∞;H2(F)) ×(
‖∇Y˜ (X˜)− IR3‖L∞(0,∞;H2(F)) + 1
)
, (68)
‖ωˆ ∧ uˆ‖L2(0,∞;L2(F)) ≤ C‖ωˆ‖H1(0,∞;R3)‖uˆ‖L2(0,∞;L2(F)). (69)
Proof. There is no particular difficulty for obtaining these estimates.
Lemma 6.4. There exists a positive constant C such that for all uˆ ∈ H2,1(Q0∞) we
have
‖G(uˆ)‖L2(0,∞;H2(F)) ≤ C‖uˆ‖L2(0,∞;H2(F))‖∇Y˜ (X˜)− IR3‖L∞(0,∞;H2(F)),
‖G(uˆ)‖H1(0,∞;L2(F)) ≤ C
(
‖uˆ‖H1(0,∞;L2(F))‖∇Y˜ (X˜)− IR3‖L∞(0,∞;H2(F))
+ ‖uˆ‖L2(0,∞;H2(F))‖∇Y˜ (X˜)− IR3‖W1,∞(0,∞;L2(F))
)
.
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Proof. The quantity ∇Y˜ (X˜) lies in L2(0,∞;H2(F)). We apply Lemma 8.1 with
s = 2, µ = 0 and κ = 0 in order to get
‖G(uˆ)(·, t)‖
H2(F) ≤ C ‖uˆ‖H2(F) ‖∇Y˜ (X˜(·, t), t)− I‖H2(F),
‖G(uˆ)‖L2(0,∞;H2(F)) ≤ C ‖uˆ‖L2(0,∞;H2(F)) ‖∇Y˜ (X˜)− IR3‖L∞(0,∞;H2(F)).
For proving the regularity H1(0,∞;L2(F)), we first write
∂G(uˆ)
∂t
=
(
∇Y˜ (X˜)− IR3
) ∂uˆ
∂t
+
(
∂
∂t
(
∇Y˜ (X˜)− I
))
uˆ.
The quantity ∇Y˜ (X˜) lies in H2(0,∞;L2(F)) →֒ W1,∞(0,∞;L2(F)), so that we
have the estimates∥∥∥∥∂G(uˆ)∂t
∥∥∥∥
L2(0,∞;L2(F))
≤ C
(
‖∇Y˜ (X˜)− IR3‖L∞(0,∞;L∞(F))
∥∥∥∥∂uˆ∂t
∥∥∥∥
L2(0,∞;L2(F))
+ ‖∇Y˜ (X˜)− IR3‖W 1,∞(0,∞;L2(F))‖uˆ‖L2(0,∞;L∞(F))
)
.
Lemma 6.5. There exists a positive constant C such that for all (uˆ, pˆ, hˆ′, ωˆ) in H
we have
‖W (ωˆ)‖H1(0,∞;H3/2(∂S)) ≤ C‖ωˆ‖H1(0,∞;R3)‖X∗ − Id‖W˜(Q0
∞
), (70)∥∥∥FM (uˆ, pˆ, hˆ′, ωˆ)∥∥∥
L2(0,∞;R3)
≤
C
(
‖hˆ′‖L2(0,∞;R3)‖ωˆ‖H1(0,∞;R3) +
(‖uˆ‖L2(0,∞;H2(F)) + ‖pˆ‖L2(0,∞;H1(F)))×(
‖∇Y˜ (X˜)‖L∞(∂S×(0,∞))
(
1 + ‖∇Y˜ (X˜)− IR3‖L∞(∂S×(0,∞))
)))
, (71)
‖FI(uˆ, pˆ, ωˆ)‖L2(0,∞;R3) ≤
C
(
(1 + λ)‖I∗ − I0‖L∞(0,∞;R9)‖ωˆ‖H1(0,∞;R3)
+‖I∗′‖L2(0,∞;R9)‖ωˆ‖L∞(0,∞;R3) + ‖I∗‖L∞(0,∞;R9)‖ωˆ‖L∞(0,∞;R3)‖ωˆ‖L2(0,∞;R3)
+
(‖uˆ‖L2(0,∞;H2(F)) + ‖pˆ‖L2(0,∞;H1(F)))×(
‖∇Y˜ (X˜)− IR3‖L∞(∂S×(0,∞)) + ‖∇Y˜ (X˜)‖L∞(∂S×(0,∞))×(
‖∇Y˜ (X˜)− I‖L∞(∂S×(0,∞)) + ‖X∗ − Id‖L∞(∂S×(0,∞))
))
, (72)
with
‖I∗′‖L2(0,∞;R9) ≤ C‖X∗‖L∞(0,∞;L2(S))
∥∥∥∥∂X∗∂t
∥∥∥∥
L2(0,∞;L2(S))
,
‖I∗ − I0‖L∞(0,∞;R9) ≤ C‖X∗‖L∞(0,∞;L2(S))
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
L2(0,∞;L2(S))
,
‖I∗‖L∞(0,∞;R9) ≤ C‖X∗‖L∞(0,∞;L2(S)).
Proof. There is no particular difficulty for proving the other two estimates, if we
refer to the respective expressions ofW , FM and FI given by (59), (61) and (62).
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For some radius R > 0, let us define the ball
BR =
{
(uˆ, pˆ, hˆ′, ωˆ) ∈ H | uˆ = 0 on ∂O, and
‖uˆ‖H2,1(Q0
∞
) + ‖pˆ‖L2(0,∞;H1(F)) + ‖hˆ′‖H1(0,∞;R3) + ‖ωˆ‖H1(0,∞;R3) ≤ 2RC0
}
with
R =
(‖u0‖H1(F) + |h1|R3 + |ω0|R3) ,
and where the constant C0 appears in the estimate (63). Note that BR is a closed
subset of H.
First, for R small enough, we claim that for (vˆ, qˆ, kˆ′, ˆ̟ ) ∈ BR the function
ζ = Kλ(P(vˆ −G(vˆ, kˆ′, ˆ̟ )), kˆ′, ˆ̟ )
is small enough in L2(0,∞;H5/2(∂S)) ∩ H1(0,∞;H1/2(∂S)), because of the esti-
mates of Lemma 6.4 and the continuity of the operator Kλ (see Part I, section 5).
So by Theorem 5.1 we can define the corresponding admissible deformation X∗, the
mappings X˜ and Y˜ which stem, and thus - in virtue of Remark 4 - we can define
properly the mapping N in BR.
6.3.2. Stability of the set BR by the mapping N . Let be (vˆ, qˆ, kˆ′, ˆ̟ ) ∈ BR, for R
small enough. In the estimates provided by the previous lemmas 6.2, 6.3, 6.4, 6.5,
note that from the estimate (88), (89), (90) of Proposition 4 combined to (35) and
(36) of Theorem 5.1 we can deduce
‖F (vˆ, qˆ, kˆ′, ˆ̟ )‖L2(0,∞;L2(F)) = o(‖u0‖H1(F) + |h1|R3 + |ω0|R3),
‖G(vˆ, kˆ′, ˆ̟ )‖H2,1(Q0
∞
) = o(‖u0‖H1(F) + |h1|R3 + |ω0|R3),
‖W (vˆ, kˆ′, ˆ̟ )‖L2(H3/2(∂S))∩H1(H1/2(∂S)) = o(‖u0‖H1(F) + |h1|R3 + |ω0|R3),∥∥∥∥eλt ∂X∗∂t − ζ
∥∥∥∥
L2(H3/2(∂S))∩H1(H1/2(∂S))
= o(‖u0‖H1(F) + |h1|R3 + |ω0|R3),
‖FM (vˆ, qˆ, kˆ′, ˆ̟ )‖L2(0,∞;R3) = o(‖u0‖H1(F) + |h1|R3 + |ω0|R3),
‖FI(vˆ, kˆ′, ˆ̟ )‖L2(0,∞;R3) = o(‖u0‖H1(F) + |h1|R3 + |ω0|R3).
In particular, for R small enough the mapping N is well-defined, and so we can
write the estimate (63) that we remind∥∥∥N (vˆ, qˆ, kˆ′, ˆ̟ )∥∥∥
H
≤
C0
(
‖u0‖H1(F) + |h1|R3 + |ω0|R3 + ‖F (vˆ, qˆ, kˆ′, ˆ̟ )‖L2(0,∞;L2(F))
+‖G(vˆ, kˆ′, ˆ̟ )‖H2,1(Q0
∞
) + ‖W (vˆ, kˆ′, ˆ̟ )‖L2(0,∞;H3/2(∂S))∩H1(0,∞;H1/2(∂S))
+
∥∥∥∥eλt ∂X∗∂t − ζ
∥∥∥∥
L2(0,∞;H3/2(∂S))∩H1(0,∞;H1/2(∂S))
+‖FM (vˆ, qˆ, kˆ′, ˆ̟ )‖L2(0,∞;R3) + ‖FI(vˆ, kˆ′, ˆ̟ )‖L2(0,∞;R3)
)
. (73)
Thus we have ∥∥∥N (vˆ, qˆ, kˆ′, ˆ̟ )∥∥∥
H
≤ C0 (R+ o(R)) .
24 SE´BASTIEN COURT
This shows that for R =
(‖u0‖H1(F) + |h1|R3 + |ω0|R3) small enough the ball BR is
stable by the mapping N .
6.3.3. Lipschitz stability for the mapping N . Let (vˆ1, qˆ1, kˆ′1, ˆ̟ 1) and (vˆ2, qˆ2, kˆ′2, ˆ̟ 2)
be in BR. We set
(uˆ1, pˆ1, hˆ
′
1, ωˆ1) = N (vˆ1, qˆ1, kˆ′1, ˆ̟ 1), (uˆ2, pˆ2, hˆ′2, ωˆ2) = N (vˆ2, qˆ2, kˆ′2, ˆ̟ 2),
and
uˆ = uˆ2 − uˆ1, pˆ = pˆ2 − pˆ1, hˆ′ = hˆ′2 − hˆ′1, ωˆ = ωˆ2 − ωˆ1,
vˆ = vˆ2 − vˆ1, qˆ = qˆ2 − qˆ1, kˆ′ = kˆ′2 − kˆ′1, ˆ̟ = ˆ̟ 2 − ˆ̟ 1.
We also denote
ζ1 = Kλ(P(vˆ1 −G(vˆ1, kˆ′1, ˆ̟ 1)), kˆ′1, ˆ̟ 1),
ζ2 = Kλ(P(vˆ2 −G(vˆ2, kˆ′2, ˆ̟ 2)), kˆ′2, ˆ̟ 2),
and next X∗1 and X
∗
2 the admissible deformation given by Theorem 5.1 which are
defined by ζ1 and ζ2 respectively.
For R small enough the quadruplet (uˆ, pˆ, hˆ′, ωˆ) satisfies the system
∂uˆ
∂t
− λuˆ− ν∆uˆ+∇pˆ = F , in F × (0,∞),
div uˆ = div G, in F × (0,∞),
uˆ = 0, on ∂O × (0,∞),
uˆ = hˆ′(t) + ωˆ(t) ∧ y +Kλ(P(uˆ−G), hˆ′, ωˆ) +W, (y, t) ∈ ∂S × (0,∞),
Mhˆ′′ − λMhˆ′ = −
∫
∂S
σ(uˆ, pˆ)ndΓ + FM , in (0,∞)
I0ωˆ
′(t)− λI0ωˆ = −
∫
∂S
y ∧ σ(uˆ, pˆ)ndΓ + F I , in (0,∞)
uˆ(y, 0) = 0, in F , hˆ′(0) = 0 ∈ R3, ωˆ(0) = 0 ∈ R3,
with
F = F (vˆ2, qˆ2, kˆ
′
2, ˆ̟ 2)− F (vˆ1, qˆ1, kˆ′1, ˆ̟ 1),
G = G(vˆ2, kˆ
′
2, ˆ̟ 2)−G(vˆ1, kˆ′1, ˆ̟ 1),
W = W (vˆ2, kˆ
′
2, ˆ̟ 2)−W (vˆ1, kˆ′1, ˆ̟ 1)
+
(
eλt
∂X∗2
∂t
− ζ2
)
−
(
eλt
∂X∗1
∂t
− ζ1
)
,
FM = FM (vˆ2, qˆ2, kˆ
′
2, ˆ̟ 2)− FM (vˆ1, qˆ1, kˆ′1, ˆ̟ 1),
F I = FI(vˆ2, qˆ2, kˆ
′
2, ˆ̟ 2)− FI(vˆ1, qˆ1, kˆ′1, ˆ̟ 1).
The deformationsX∗1 andX
∗
2 induce respectively the mappings (X˜1, Y˜1) and (X˜2, Y˜2)
which - partially - define the right-hand-sides above.
The right-hand-sides F , G, W , FM and F I can be expressed as quantities which
are multiplicative of the differences
vˆ, qˆ, kˆ′, ωˆ, (X∗2 −X∗1 ), (X˜2 − X˜1),(
∇Y˜2(X˜2)−∇Y˜1(X˜1)
)
,
(
∆Y˜2(X˜2)−∆Y˜1(X˜1)
)
.
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For instance, the nonhomogeneous divergence condition G can be written as
G =
(
∇Y˜2(X˜2)−∇Y˜1(X˜1)
)
vˆ2 + (∇Y˜1(X˜1)− IR3)vˆ.
Then the estimates of Lemmas 6.2, 6.3, 6.4, 6.5 can be adapted for this right-
hand-sides, so that the estimates (88), (89), (90) of Proposition 4 combined to the
estimates (37) and (38) of Theorem 5.1 enable us to prove that for R small enough
we have
‖F‖L2(0,∞;L2(F)) = o(‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H),
‖G‖H2,1(Q0
∞
) = o(‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H),
‖W‖L2(H3/2(∂S))∩H1(H1/2(∂S)) = o(‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H),
‖FM‖L2(0,∞;R3) = o(‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H),
‖F I‖L2(0,∞;R3) = o(‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H),
.
Then the estimate (73) can be applied for the quadruplet (uˆ, pˆ, hˆ′, ωˆ):
‖(uˆ, pˆ, hˆ′, ωˆ)‖H ≤ C0
(‖F‖L2(0,∞;L2(F)) + ‖G‖H2,1(Q0
∞
)
+ ‖W‖L2(0,∞;H3/2(∂S))∩H1(0,∞;H1/2(∂S))
+‖FM‖L2(0,∞;R3) + ‖F I‖L2(0,∞;R3)
)
.
Then we have for R small enough
‖(uˆ, pˆ, hˆ′, ωˆ)‖H ≤ C0 × o(‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H) ≤ 1
2
‖(vˆ, qˆ, kˆ′, ˆ̟ )‖H,
and thus the mapping N is a contraction in BR. It admits a unique fixed point,
that is to say there exists a unique solution of system (49)–(56). The announced
estimate is easily deduced from what precedes.
7. Conclusion. After having proven Theorem 6.1 for the unknowns (uˆ, pˆ, hˆ′, ωˆ) of
system (49)–(56), let us remind the relations given by (14)-(15) and (17)
eλtu(x, t) = R(t)uˆ(Y (x, t), t), eλtp(x, t) = pˆ(Y (x, t), t),
eλth′(t) = R(t)hˆ′(t), eλtω(t) = R(t)ωˆ(t),
and the relations given by (16)
X(y, t) = h(t) +R(t)X˜(y, t), (y, t) ∈ F × (0,∞),
Y (x, t) = Y˜ (R(t)T (x− h(t)), t), (x, t) ∈ Q∞ =
⋃
t≥0
F(t)× {t}.
Let us deduce the stabilization of the main system in the sense of Definition 2.2.
Theorem 7.1. For (u0, h1, ω0) small enough in H
1(F)×R3 ×R3, system (1)–(9)
is stabilizable with an arbitrary exponential decay rate, in the sense of Definition
2.2.
Proof. First, from Remark 3, we can see that for (uˆ, pˆ, hˆ′, ωˆ) given the quadruplet is
determined in a unique way; In particular we can define the rotation R associated
with the angular velocity ω as the solution of the following problem
d
dt
(R) = S
(
e−λtRωˆ
)
R = e−λtRS (ωˆ)
R(t = 0) = IR3 ,
with S(ω˜) =

 0 −ω˜3 ω˜2ω˜3 0 −ω˜1
−ω˜2 ω˜1 0

 .
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Now by considering
d
dt
(
eλth′
)
= e−λtR
(
ωˆ ∧ hˆ′
)
+Rhˆ′′,
d
dt
(
eλtω
)
= Rωˆ′,
we can deduce from the estimate of Theorem 6.1 that
‖eλth′‖H1(0,∞;R3) ≤ C, ‖eλtω‖H1(0,∞;R3) ≤ C,
and by considering
d
dt
(
eλtu(x, t)
)
|x=X(y,t)
= e−λtR (ωˆ(t) ∧ uˆ(y, t)) +R∂uˆ
∂t
(y, t)
−R∇uˆ(y, t)∇Y˜ (X˜(y, t), t)×(
e−λthˆ′ + e−λtωˆ ∧ X˜(y, t) + eλt ∂X˜
∂t
)
we can deduce from the estimate of Theorem 6.1 and the estimates of Proposition
4 that, since we have det∇X˜ = 1, the following estimates hold
‖eλtu‖L2(0,∞;L2(F(t))) = ‖uˆ‖L2(0,∞;L2(F(t))) ≤ C,∥∥∥∥ ddt (eλtu)
∥∥∥∥
L2(0,∞;L2(F(t)))
≤ C.
Finally by considering the equalities
eλt∇p(X(y, t), t) = R(t)∇Y˜ (X˜(y, t), t)T∇pˆ(y, t),
eλt∇u(X(y, t), t) = R(t)∇uˆ(u, t)∇Y˜ (X˜(y, t), t)R(t)T ,
and for the i-st component of vector u the following equality
eλt∇2ui(X(y, t), t) = ∇ (∇ui(X(y, t), t))∇Y˜ (X˜(y, t), t)R(t)T
we can use the estimates of Lemma 4 to conclude the proof with the estimate
‖eλtp‖L2(0,∞;H1(F(t))) ≤ C, ‖eλtu‖L2(0,∞;H2(F(t))) ≤ C.
8. Appendix A: The change of variables. Let us consider an admissible defor-
mation X∗ ∈ Wλ(S0∞) - in the sense of Definition 2.1 - which satisfies, in particular,
for all t > 0 the following condition∫
∂S
cof∇X∗(y, t)T ∂X
∗
∂t
(y, t) · ndΓ(y) = 0. (74)
The regularity considered for the datum eλt
∂X∗
∂t
in this section is
H(S0∞) = L2(0,∞;H3(S)) ∩ H1(0,∞;H1(S)).
The goal of this subsection is to extend to the whole domain O the mappings
XS(·, t) and YS(·, t), initially defined respectively on S and S(t). The process we
use is not the same as the one given in [20]. Instead of extending the Eulerian flow
given by the deformation of the solid, we directly extend the deformation of the
solid, because the difference in our case lies in the fact that the regularity of the
Dirichlet data - written in Eulerian formulation on the time-dependent boundary
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∂S(t) - is limited.
The goal is to construct a mapping X such that

det∇X = 1, in F × (0,∞),
X = XS , on ∂S × (0,∞),
X = Id∂O, on ∂O × (0,∞).
8.1. Preliminary results. Let us remind a result stated in the Appendix B of [12]
(Proposition B.1), which treats of Sobolev regularities for products of functions, and
that we state as:
Lemma 8.1. Let s, µ, and κ in R. If f ∈ Hs+µ(F) and g ∈ Hs+κ(F), then there
exists a positive constant C such that
‖fg‖Hs(F) ≤ C‖f‖Hs+µ(F)‖g‖Hs+κ(F),
(i) when s+ µ+ κ ≥ d/2,
(ii) with µ ≥ 0, κ ≥ 0, 2s+ µ+ κ ≥ 0,
(iii) except that s+ µ+ κ > d/2 if equality holds somewhere in (ii).
A consequence of this Lemma is the following result.
Lemma 8.2. Let X
∗
be in W˜(Q0∞). Then
cof∇X∗ ∈ L∞(0,∞;H2(F)) ∩W1,∞(0,∞;L2(F)), (75)
and, if X
∗− IdF is small enough in W˜(Q0∞), there exists a positive constant C such
that
‖cof∇X∗ − IR3‖L∞(H2)∩W1,∞(L2) ≤ C‖∇X∗ − IR3‖L∞(H2)∩W1,∞(L2). (76)
Besides, if X
∗
1 − IdF and X
∗
2 − IdF are small enough in W˜(Q0∞), there exists a
positive constant C such that
‖cof∇X∗2 − cof∇X
∗
1‖L∞(H2)∩W1,∞(L2) ≤ C‖∇X
∗
2 −∇X
∗
1‖L∞(H2)∩W1,∞(L2).
(77)
Proof. For proving (75), the case d = 2 is obvious. For the general case, let us
show that the space L∞(0,∞; H2(F)) ∩W1,∞(0,∞; L2(F)) is stable by product.
For that, let us consider two functions f and g which lie in this space. Applying
Lemma 8.1 with s = 2 and µ = κ = 0, we get
‖fg‖L∞(0,∞;H2(F)) ≤ C‖f‖L∞(0,∞;H2(F))‖g‖L∞(0,∞;H2(F)).
For the regularity in W1,∞(0,∞;L2(F), we write
∂(fg)
∂t
=
∂f
∂t
g + f
∂g
∂t
.
Using the continuous embedding H2(F) →֒ L∞(F), we get∥∥∥∥∂(fg)∂t
∥∥∥∥
L∞(0,∞;L2(F))
≤ C
∥∥∥∥∂f∂t
∥∥∥∥
L∞(0,∞;L2(F))
‖g‖L∞(0,∞;H2(F))
+
∥∥∥∥∂g∂t
∥∥∥∥
L∞(0,∞;L2(F))
‖f‖L∞(0,∞;H2(F)) ,
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and thus the desired regularity. Thus the space L∞(0,∞;H2(F))∩W1,∞(0,∞;L2(F))
is an algebra. The estimate (76) is obtained by the differentiability of the mapping
∇X∗ 7→ cof∇X∗ (see [1] for instance); More precisely, we have
IR3 − cof∇X∗ =
(
∇X∗ − IR3
)T
− div
(
X
∗ − IdF
)
+ o
(
‖X∗ − IdF‖W˜(Q0
∞
)
)
,
so that we get
‖cof∇X∗ − IR3‖L∞(H2)∩W1,∞(L2) ≤ C‖∇X∗ − IR3‖L∞(H2)∩W1,∞(L2).
The estimate (77) can be obtained by the mean-value theorem, so its proof is left
to the reader.
8.2. Extension of the Lagrangian mappings. Let us first extend the deforma-
tion of the solid X∗ to the fluid domain F , in a mapping that we have already
denoted by X
∗
.
Proposition 2. Let X∗ − IdS ∈ Wλ(S0∞) be an admissible deformation, in the
sense of Definition 2.1. Let us assume that X∗ − IdS is small enough in Wλ(S0∞),
that is to say that the function
(y, t) 7→ eλt ∂X
∗
∂t
is small enough in L2(0,∞;H3(S))∩H1(0,∞;H1(S)). Then there exists a mapping
X
∗ ∈ W˜(Q0∞) satisfying

det∇X∗ = 1 in F × (0,∞),
X
∗
= X∗ on ∂S × (0,∞),
X
∗
= Id∂O on ∂O × (0,∞),
(78)
and such that
‖X∗ − IdF‖W˜(Q0
∞
) ≤ C
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
L2(H5/2(∂S))∩H1(H1/2(∂S))
(79)
for some positive constant C independent of X∗. Besides, if X∗1 − IdS and X∗2 − IdS
are two displacements small enough in Wλ(S0∞), then the solutions X
∗
1 and X
∗
2 of
problem (78), corresponding to X∗1 and X
∗
2 as data respectively, satisfy
‖X∗2 −X
∗
1‖W˜(Q0
∞
) ≤ C
∥∥∥∥eλt ∂X∗2∂t − eλt ∂X
∗
1
∂t
∥∥∥∥
L2(H5/2(∂S))∩H1(H1/2(∂S))
. (80)
Proof. Given the initial datum X∗(y, 0) = y for y ∈ S, let us consider the system
(78) derived in time, as follows

(
cof∇X∗
)
:
∂∇X∗
∂t
= 0 in F × (0,∞),
∂X
∗
∂t
=
∂X∗
∂t
on ∂S × (0,∞),
∂X
∗
∂t
= 0 on ∂O × (0,∞).
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This system can be viewed as a modified nonlinear divergence problem, that we
state as 

div
∂X
∗
∂t
= f(X
∗
) in F × (0,∞),
∂X
∗
∂t
=
∂X∗
∂t
on ∂S × (0,∞),
∂X
∗
∂t
= 0 on ∂O × (0,∞),
X
∗
(·, 0) = IdF , ∂X
∗
∂t
(·, 0) = 0,
(81)
with
f(X
∗
) =
(
IR3 − cof∇X∗
)
:
∂∇X∗
∂t
.
Let us notice that if we assume in addition that the condition below is satisfied∫
∂S
∂X
∗
∂t
·
(
cof∇X∗
)
ndΓ = 0,
then from the Piola identity we have∫
F
f(X
∗
) =
∫
F
div
((
IR3 − cof∇X∗
T
) ∂X∗
∂t
)
=
∫
∂S
∂X
∗
∂t
· ndΓ =
∫
∂S
∂X∗
∂t
· ndΓ
and thus the compatibility condition for this divergence system is satisfied.
A solution of this system can be viewed as a fixed point of the mapping
T : Wλ → Wλ
X
∗
1 − IdF 7→ X
∗
2 − IdF ,
(82)
where2
Wλ =
{
Z
∗ ∈ Wλ(Q0∞) | Z
∗
= X∗ − IdS on ∂S, Z∗(·, 0) = 0,
∂Z
∗
∂t
(·, 0) = 0,
∫
∂S
∂Z
∗
∂t
·
(
cof(∇Z∗ + IR3)
)
ndΓ = 0
}
and where X
∗
2 satisfies the classical divergence problem

div
∂X
∗
2
∂t
= f(X
∗
1) in F × (0,∞),
∂X
∗
2
∂t
=
∂X∗
∂t
on ∂S × (0,∞),
∂X
∗
2
∂t
= 0 on ∂O × (0,∞),
X
∗
2(·, 0) = IdF ,
∂X
∗
2
∂t
(·, 0) = 0.
Indeed, let us first verify that for X
∗ − IdF ∈ Wλ(Q0∞) we have eλtf(X
∗
) ∈
L2(0,∞;H2(F)) ∩H1(0,∞;L2(F)). For that, we remind from the previous lemma
2The set Wλ is non-trivial; Indeed, it contains extensions of X
∗
− IdS obtained by the use of
plateau fonctions - see [20] for instance. The difficulty here is to obtain Lipschitz estimates on the
Lagrangian mappings.
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that cof∇X∗ ∈ L∞(0,∞;H2(F)) ∩W1,∞(0,∞;L2(F)), and we first use the result
of Lemma 8.1 with s = 2 and µ = κ = 0 to get
‖eλtf(X∗)‖L2(H2(F)) ≤ C‖IR3 − cof∇X∗‖L∞(H2(F))
∥∥∥∥∥eλt ∂∇X
∗
∂t
∥∥∥∥∥
L2(H2(F))
.
For the regularity in H1(0,∞;L2(F)), we write
eλt
∂f(X
∗
)
∂t
= (IR3 − cof∇X∗) :
(
eλt
∂2∇X∗
∂t2
)
− ∂cof∇X
∗
∂t
:
(
eλt
∂∇X∗
∂t
)
,
∥∥∥∥∥eλt ∂f(X
∗
)
∂t
∥∥∥∥∥
L2(L2(F))
≤ C‖IR3 − cof∇X∗‖L∞(H2(F))
∥∥∥∥∥eλt ∂∇X
∗
∂t
∥∥∥∥∥
H1(L2(F))
+C
∥∥∥∥∥∂cof∇X
∗
∂t
∥∥∥∥∥
L∞(L2(F))
∥∥∥∥∥eλt ∂∇X
∗
∂t
∥∥∥∥∥
L2(H2(F))
where we have used the continuous embedding H2(F) →֒ L∞(F). Thus there exists
a positive constant C such that∥∥∥eλtf(X∗)∥∥∥
H2,1(Q0
∞
)
≤ C‖IR3 − cof∇X∗‖L∞(H2(F))∩W1,∞(L2(F))
∥∥∥∥∥eλt ∂∇X
∗
∂t
∥∥∥∥∥
H2,1(Q0
∞
)
.
(83)
The estimate (83) shows in particular that the mapping T is well-defined. Moreover,
for the divergence problem (83) there exists a positive constant C (see [10] for
instance3) such that∥∥∥∥∥eλt ∂X
∗
2
∂t
∥∥∥∥∥
L2(H3(F))
≤ C
(
‖eλtf(X∗1)‖L2(H2(F)) +
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
L2(H5/2(∂S))
)
,
and also∥∥∥∥∥eλt ∂X
∗
2
∂t
∥∥∥∥∥
H1(H1(F))
≤ C
(
(1 + λ)‖eλtf(X∗1)‖H1(L2(F)) +
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
H1(H1/2(∂S))
)
.
Thus there exists a positive constant C0 such that∥∥∥∥∥eλt ∂X
∗
2
∂t
∥∥∥∥∥
H(Q0
∞
)
≤ C0
(
‖eλtf(X∗1)‖H2,1(Q0
∞
) +
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
H(S0
∞
)
)
. (84)
Let us consider the set
BR =
{
Z
∗ ∈Wλ, ‖Z∗‖Wλ(Q0∞) ≤ R
}
with
R = 2C0
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
H(S0
∞
)
.
3Using results of [10], the nonhomogeneous Dirichlet condition can be lifted (see Theorem 3.4,
Chapter II) and the resolution made by using Exercise 3.4 and Theorem 3.2 of Chapter III.
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Notice that a mappingX
∗
1−IdF ∈ BR satisfies in particular the following inequality,
obtained in the same way we have proceeded to get the embedding (10):
‖X∗1 − IdF‖W˜(Q0
∞
) ≤ C
∥∥∥∥∥eλt ∂X
∗
1
∂t
∥∥∥∥∥
H(Q0
∞
)
= C‖X∗1 − IdF‖Wλ(Q0∞)
≤ CR.
Then the inequality (84) combined to the estimates (83) and (76) show that for
X
∗
1 − IdF ∈ BR we have
‖X∗2 − IdF‖Wλ(Q0∞) ≤ C0
(
CR2(CR+ 1) +
R
2C0
)
,
and thus for R small enough, BR is stable by T. Notice that BR is a closed subset
of W˜(Q0∞). Let us verify that T is a contraction in BR.
For X
∗
1 − IdF and X
∗
2 − IdF in BR, we denote Z
∗
= T(X
∗
2 − IdF ) − T(X
∗
1 − IdF)
which satisfies the divergence system

div
∂Z
∗
∂t
= f(X
∗
2)− f(X
∗
1) in F × (0,∞),
∂Z
∗
∂t
= 0 on ∂S × (0,∞),
∂Z
∗
∂t
= 0 on ∂O × (0,∞).
and thus the estimate∥∥∥∥∥eλt ∂Z
∗
∂t
∥∥∥∥∥
H(Q0
∞
)
≤ CF
∥∥∥eλt (f(X∗2)− f(X˜1))∥∥∥
H2,1(Q0
∞
)
.
For tackling the Lipschitz property of the nonlinearity, we write
f(X
∗
2)− f(X
∗
1) =
(
cof∇X∗2 − cof∇X
∗
1
)
:
∂∇X∗2
∂t
+
(
IR3 − cof∇X∗1
)
:
∂∇(X∗2 −X
∗
1)
∂t
.
By reconsidering the steps of the proof of the estimate (83) and by using (77), we
can verify that for R small enough the mapping T is a contraction in BR. Thus T
admits a unique fixed point in BR.
For the estimate (80), if X
∗
1 and X
∗
2 are two solutions corresponding to X
∗
1 and X
∗
2
respectively, let us just write the system satisfied by the difference Z
∗
= X
∗
2 −X
∗
1:

div
∂Z
∗
∂t
= f(X
∗
2)− f(X
∗
1) in F × (0,∞),
∂Z
∗
∂t
=
∂X∗2
∂t
− ∂X
∗
1
∂t
on ∂S × (0,∞),
∂Z
∗
∂t
= 0 on ∂O × (0,∞).
Then the methods used above can be similarly applied to this system in order to
deduce from it the announced result.
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Let us now consider h ∈ H2(0,∞;R3), and R ∈ H2(0,∞;R9) which provides
ω ∈ H1(0,∞;R3). Let us construct a mapping X such that X(·, 0) = IdF and

det∇X = 1 in F × (0,∞),
X = h(t) +R(t)X∗ on ∂S × (0,∞),
X = Id∂O on ∂S × (0,∞).
We cannot solve this problem as we have done for problem (78), because the proof
would require the unknowns h and ω arbitrarily small enough, a thing that we
cannot assume, even a posteriori. Instead of that, we utilize the mapping X
∗
provided by Proposition 2, and we search for a mapping X
R
such that
X(·, t) = XR(·, t) ◦X∗(·, t).
Such a mapping X
R
has to satisfy

det∇XR = 1 in F × (0,∞),
X
R
= h+RId∂S on ∂S × (0,∞),
X
R
= Id∂O on ∂O × (0,∞).
For that, let us proceed as in [21]: We consider a cut-off function ξ ∈ C∞(F), such
that ξ ≡ 1 in a vicinity of ∂S and ξ ≡ 0 in a vicinity of ∂O. We define the function
FR(x, t) =
1
2
h′(t) ∧ (x− h(t))− 1
2
|x− h(t)|2ω(t),
so that curl(FR)(x, t) = h
′(t)+ω(t)∧(x−h(t)), and we construct XR as the solution
of the following Cauchy problem
∂X
R
∂t
(x∗, t) = curl(ξFR)(X
R
(x∗, t), t), X
R
(x∗, 0) = x∗, x∗ ∈ X∗(F , t) = F∗.
(85)
We can verify (see [21] for instance) that the mapping X
R
so obtained has the
desired properties, and thus we can set
X(y, t) = X
R
(X
∗
(y, t), t), (y, t) ∈ F × (0,∞). (86)
Since X
∗
(·, t) and XR(·, t) are invertible, the mapping X(·, t) is invertible, and we
denote by Y (·, t) its inverse. The mapping X presents the same type of regularity
as the mapping X
∗
. We sum its properties in the following proposition.
Proposition 3. Let X∗ be an admissible control - in the sense of Definition 2.1 -
and X
∗
the extension of X∗ provided by Proposition 2 (for eλt ∂X
∗
∂t small enough in
H3(S0∞)). Let X be the mapping given by (86). For all t ≥ 0, the mapping X(·, t) is
a C1-diffeomorphism from O onto O, from ∂S onto ∂S(t), and from F onto F(t).
We denote by Y (·, t) its inverse at some time t. We have
(y, t) 7→ X(y, t) ∈ W˜(Q0∞),
det∇X(y, t) = 1, for all (y, t) ∈ F × (0,∞).
The proof for the regularity of X can be straightforwardly deduced from Lemma
9.3 in the Appendix B of this chapter. We do not give more detail in this section,
because here the aim is only to get a change of variables which enables us rewrite
the main system as an equivalent one written in fixed domains (see section 3).
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9. Appendix B: Proofs of estimates for the changes of variables. Let us
remind that forX∗−IdS ∈ Wλ(S0∞) Proposition 2 enables us to define the extension
X
∗ ∈ Wλ(Q0∞) + IdF satisfying

det∇X∗ = 1 in F × (0,∞),
X
∗
= X∗ on ∂S × (0,∞),
X
∗
= Id∂O on ∂O × (0,∞),
and
‖X∗ − IdF‖W˜(Q0
∞
) ≤ C
∥∥∥∥eλt ∂X∗∂t
∥∥∥∥
H(Q0
∞
)
.
For h ∈ H2(0,∞;R3) and R ∈ H2(0,∞;R9) which provides ω ∈ H1(0,∞;R3) such
that {
dR
dt
= S (ω)R
R(0) = IR3 ,
with S(ω) =

 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

 ,
we can define X
R
through the problem
∂X
R
∂t
(x∗, t) = curl(ξFR)(X
R
(x∗, t), t), X
R
(x∗, 0) = x∗, x∗ ∈ X∗(F , t) = F∗(t),
where ξ is a regular cut-off function, and
FR(x, t) =
1
2
h′(t) ∧ (x− h(t))− 1
2
|x− h(t)|2ω(t).
Then we define
X = X
R ◦X∗,
and
X˜ = RT (X − h).
Lemma 9.1. For X∗1 − IdS and X∗2 − IdS small enough in Wλ(S0∞), let X
∗
1 and
X
∗
2 be the solutions of Problem (78) (see Proposition 2) corresponding to the data
X∗1 and X
∗
2 respectively. If we denote by Y
∗
1(·, t) and Y
∗
2(·, t) the inverses of X
∗
1
and X
∗
2 respectively, we have
‖∇Y ∗2(X
∗
2)−∇Y
∗
1(X
∗
1)‖L∞(0,∞;H2(F))∩W1,∞(0,∞;L2(F))
≤ C
∥∥∥∥eλt ∂X∗2∂t − eλt ∂X
∗
1
∂t
∥∥∥∥
H(S0
∞
)
. (87)
Proof. Let us remind the estimate (80), obtained for X∗1 − IdS and X∗2 − IdS small
enough in Wλ(S0∞):
‖X∗2 −X
∗
1‖W˜(Q0
∞
) ≤ C
∥∥∥∥eλt ∂X∗2∂t − eλt ∂X
∗
1
∂t
∥∥∥∥
H(S0
∞
)
.
First, let us give two intermediate estimates:
‖∇X∗1 − IR3‖L∞(H2)∩W1,∞(L2) ≤
∥∥∥∥eλt ∂X∗1∂t
∥∥∥∥
H(S0
∞
)
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and
‖∇Y ∗2(X
∗
2)− IR3‖L∞(H2)∩W1,∞(L2) ≤
‖∇X∗2 − IR3‖L∞(H2)∩W1,∞(L2)
1− C‖∇X∗2 − IR3‖L∞(H2)∩W1,∞(L2)
≤ 2‖∇X∗2 − IR3‖L∞(H2)∩W1,∞(L2),
provided by the equality
∇Y ∗2(X
∗
2)− IR3 =
(
IR3 −∇X∗2
)(
∇Y ∗2(X
∗
2)− IR3
)
+
(
IR3 −∇X∗2
)
and by the fact that L∞(0,∞;H2(F)) ∩W1,∞(0,∞;L2(F)) is an algebra. Then
the estimate (87) is obtained by writing
∇Y ∗2(X
∗
2)−∇Y
∗
1(X
∗
1) =
(
∇Y ∗2(X
∗
2)−∇Y
∗
1(X
∗
1)
)(
IR3 −∇X∗1
)
−
(
∇X∗2 −∇X
∗
1
)
∇Y ∗2(X
∗
2),
‖∇Y ∗2(X
∗
2)−∇Y
∗
1(X
∗
1)‖ ≤
(
1 + ‖∇Y ∗2(X
∗
2)− IR3‖
)
‖∇X∗2 −∇X
∗
1‖
1− C‖∇X∗1 − IR3‖
.
Lemma 9.2. Let X
R
1 and X
R
2 be the extensions defined by problem (85), with data
(h1,R1) ∈ H2(0,∞;R3)×H2(0,∞;R9) and (h2,R2) ∈ H2(0,∞;R3)×H2(0,∞;R9)
respectively. Then we have
‖XR2 −X
R
1 ‖H2(0,∞;W 4,∞(R3)) ≤ O
(
‖hˆ′2 − hˆ′1‖H1(0,∞;R3) + ‖ωˆ2 − ωˆ1‖H1(0,∞;R3)
)
,
where we remind that
hˆ′1 = e
λtRT1 h
′
1, hˆ
′
2 = e
λtRT2 h
′
2,
ωˆ1 = e
λtRT1 ω1, ωˆ2 = e
λtRT2 ω2.
Proof. The change of variables given by a mapping X
R
is slightly the same as the
one utilized in [21]; In considering the writing
R(t)TFR(x, t) =
1
2
h˜′(t) ∧R(t)T (x− h(t)) − 1
2
|x− h(t)|2ω˜(t),
the steps of the proofs of Lemmas 6.11 and 6.12 of [21] can be then repeated, with
the difference that in infinite time horizon we rather have
‖XR2 −X
R
1 ‖H2(0,∞;W 4,∞(R3)) ≤ KR
(
‖h˜′2 − h˜′1‖H1(0,∞;R3) + ‖ω˜2 − ω˜1‖H1(0,∞;R3)
+‖h2 − h1‖L∞(0,∞;R3) + ‖R2 −R1‖L∞(0,∞;R9)
)
,
where KR is bounded when h1, h2 are close to 0 and R1, R2 are close to IR3 . In
order to estimate ‖h2− h1‖L∞(0,∞;R3) and ‖R2−R1‖L∞(0,∞;R9), we first apply the
Gro¨nwall’s lemma on{
∂
∂t
(R2 −R1) = (R2 −R1)S(ω˜2) +R1S(ω˜2 − ω˜1)
(R2 −R1)(0) = 0
in order to get
‖R2 −R1‖L∞(0,∞;R9) ≤ C‖ω˜2 − ω˜1‖L1(0,∞;R3) exp
(
C‖ω˜2‖L1(0,∞;R3)
)
.
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Besides, it is easy to see that
‖ω˜2 − ω˜1‖L1(0,∞;R3) ≤ 1√
2λ
‖ωˆ2 − ωˆ1‖L2(0,∞;R3),
so that ‖R2 −R1‖L∞(0,∞;R9) is controlled by ‖ωˆ2 − ωˆ1‖L2(0,∞;R3). Then the term
‖h2 − h1‖L∞(0,∞;R3) can be treated by writing
‖h2 − h1‖L∞(0,∞;R3) ≤ ‖h′2 − h′1‖L1(0,∞;R3),
h′2 − h′1 = (R2 −R1) h˜′2 +R1
(
h˜′2 − h˜′1
)
,
‖h′2 − h′1‖L1(0,∞;R3) ≤ ‖R2 −R1‖L∞(0,∞;R9)‖h˜′2‖L1(0,∞;R3) + ‖h˜′2 − h˜′1‖L1(0,∞;R3)
‖h˜′2‖L1(0,∞;R3) ≤
1√
2λ
‖hˆ′2‖L2(0,∞;R3),
‖h˜′2 − h˜′1‖L1(0,∞;R3) ≤
1√
2λ
‖hˆ′2 − hˆ′1‖L2(0,∞;R3).
Finally, it is easy to verify that
‖h˜′2 − h˜′1‖H1(0,∞;R3) ≤ (1 + λ)‖hˆ′2 − hˆ′1‖H1(0,∞;R3),
‖ω˜2 − ω˜1‖H1(0,∞;R3) ≤ (1 + λ)‖ωˆ2 − ωˆ1‖H1(0,∞;R3).
Lemma 9.3. Let X1 and X2 be defined by
X1 = X
R
1 ◦X
∗
1, X2 = X
R
2 ◦X
∗
2,
where X
∗
1, X
∗
2, X
R
1 and X
R
2 are given in the assumptions of the previous lemmas.
Then we have
‖X2 −X1‖W˜(Q0
∞
) = rK(r),
where
r = ‖hˆ′2 − hˆ′1‖H1(0,∞;R3) + ‖ωˆ2 − ωˆ1‖H1(0,∞;R3) +
∥∥∥∥eλt ∂X∗2∂t − eλt ∂X
∗
1
∂t
∥∥∥∥
H(S0
∞
)
,
and K(r) is bounded when r goes to 0.
Proof. Let us write
X2 −X1 = XR2 ◦X
∗
2 −X
R
2 ◦X
∗
1 +
(
X
R
2 −X
R
1
)
◦X∗1.
For tackling the difference X
R
2 ◦ X
∗
2 − X
R
2 ◦ X
∗
1, let us apply Lemma A.3 of the
Appendix of [5]; We get the estimate
‖XR2 ◦X
∗
2 −X
R
2 ◦X
∗
1‖H3(F) ≤ C‖X
R
2 ‖C4(F)‖X
∗
2 −X
∗
1‖H3(F) ×(
‖X∗1‖3H3(F) + ‖X
∗
2‖3H3(F) + 1
)
,
and thus the regularity in L∞(0,∞;H3(F)). The regularity in W1,∞(0,∞;H1(F))
can be also obtained by applying Lemma A.3 of [5] for the time derivative of X
R
2 ◦
X
∗
2 −X
R
2 ◦X
∗
1.
For the term
(
X
R
2 −X
R
1
)
◦X∗1, we apply Lemma A.2 of the Appendix of [5]; We
get the estimate∥∥∥(XR2 −XR1 ) ◦X∗1∥∥∥
H3(F)
≤ ‖XR2 −X
R
1 ‖C3(F)
(
‖X∗1‖3H3(F) + 1
)
,
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and thus the regularity in L∞(0,∞;H3(F)). Here again the regularity in the space
W1,∞(0,∞;H1(F)) is obtained by applying the same lemma on the time derivative.
Proposition 4. Let X˜1 and X˜2 be defined by
X˜1 = R
T
1 (X1 − h1), X˜2 = RT2 (X1 − h2),
where X1 and X2 are given in the assumptions of the previous lemma. Then
‖X˜2 − X˜1‖W˜(Q0
∞
) ≤ rK˜(r), (88)
‖∇Y˜2(X˜2)−∇Y˜1(X˜1)‖L∞(H2)∩W1,∞(L2) ≤ rK˜(r), (89)
‖∆Y˜2(X˜2)−∆Y˜1(X˜1)‖L∞(H1) ≤ rK˜(r), (90)
where
r = ‖hˆ′2 − hˆ′1‖H1(0,∞;R3) + ‖ωˆ2 − ωˆ1‖H1(0,∞;R3) +
∥∥∥∥eλt ∂X∗2∂t − eλt ∂X
∗
1
∂t
∥∥∥∥
H(S0
∞
)
,
and K˜(r) is bounded when r goes to 0.
Proof. For proving (88), it is sufficient to write
X˜2 − X˜1 = RT2 (X2 −X1) +
(
RT2 −RT1
)
(X1 − h1)−RT2 (h2 − h1)
and to apply the previous lemma. The estimate (89) can be proven exactly like
the estimate (87). Finally, for the estimate (90) we denote by Y˜i,1 and Y˜i,2 the i-th
component of Y˜1 and Y˜2 respectively, and we write the equality
∇2Y˜i,2(X˜2)−∇2Y˜i,1(X˜1) =
(
∇
(
∇Y˜i,2(X˜2)−∇Y˜i,1(X˜1)
))
∇Y˜2(X˜2)
+
(
∇
(
Y˜i,1(X˜1)
))(
∇Y˜2(X˜2)−∇Y˜1(X˜1)
)
,
and apply Lemma 8.1.
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