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Continuity of bilinear maps on direct sums
of topological vector spaces
Helge Glo¨ckner1
Abstract
We prove a criterion for continuity of bilinear maps on countable di-
rect sums of topological vector spaces. As a first application, we get
a new proof for the fact (due to Hirai et al. 2001) that the map
f : C∞c (Rn) × C∞c (Rn) → C∞c (Rn), (γ, η) 7→ γ ∗ η taking a pair of
test functions to their convolution is continuous. The criterion also
allows an open problem by K.-H. Neeb to be solved: If E is a locally
convex space, regard the tensor algebra T (E) :=
⊕
j∈N0 T
j(E) as the
locally convex direct sum of projective tensor powers of E. We show
that T (E) is a topological algebra if and only if every sequence of
continuous seminorms on E has an upper bound. In particular, if E
is metrizable, then T (E) is a topological algebra if and only if E is
normable. Also, T (E) is a topological algebra if E is DFS or kω.
Classification: 46M05 (Primary); 42A85, 44A35, 46A13, 46A11, 46A16, 46E25, 46F05
Key words: Test function, smooth function, compact support, convolution, bilinear map,
continuity, direct sum, tensor algebra, normed space, metrizable space, Silva space
Introduction and statement of results
Consider a bilinear map β :
⊕
i∈NEi ×
⊕
j∈N Fj → H , where H is a topo-
logical vector space and (Ei)i∈N and (Fj)j∈N are sequences of topological
vector spaces (which we identify with the corresponding subspaces of the
direct sum). We prove and exploit the following continuity criterion:
Theorem A. β is continuous if, for all double sequences (Wi,j)i,j∈N of 0-
neighbourhoods in H, there exist 0-neighbourhoods Ui and Ri,j in Ei and
0-neighbourhoods Vj and Si,j in Fj for i, j ∈ N, such that
β(Ui × Si,j) ⊆Wi,j for all i, j ∈ N such that i < j; and
β(Ri,j × Vj) ⊆Wi,j for all i, j ∈ N such that i ≥ j.
(1)
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As a first application, we obtain a new proof for the continuity of the bilinear
map f : C∞c (R
n) × C∞c (R
n) → C∞c (R
n), (γ, η) 7→ γ ∗ η taking a pair of test
functions to their convolution (Corollary 3.1). This was first shown in [12,
Proposition 2.3].2 Our proof allows Rn to be replaced with a Lie group G,
in which case f is continuous if and only if G is σ-compact [3].
For a second application of Theorem A, consider a locally convex space E
over K ∈ {R,C}. Let T 0π (E) := K, T
1
π (E) := E and endow the ten-
sor powers T 2π (E) := E ⊗π E, T
j+1
π (E) := E ⊗π T
j
π(E) with the projec-
tive tensor product topology (see, e.g., [20]). Topologize the tensor algebra
Tπ(E) :=
⊕
j∈N0 T
j
π(E) (see [16, XVI, §7]) as the locally convex direct sum [4].
In infinite-dimensional Lie theory, the question arose of whether Tπ(E) al-
ways is a topological algebra, i.e., whether the algebra multiplication is con-
tinuous [18, Problem VIII.5].3 We solve this question (in the negative), and
actually obtain a characterization of those locally convex spaces E for which
Tπ(E) is a topological algebra.
To formulate our solution, given continuous seminorms p and q on E let
us write p  q if p ≤ Cq pointwise for some C > 0. For θ an infinite
cardinal number, let us say that E satisfies the upper bound condition for θ
(the UBC(θ), for short) if for every set P of continuous seminorms on E of
cardinality |P | ≤ θ, there exists a continuous seminorm q on E such that
p  q for all p ∈ P . If E satisfies the UBC(ℵ0), we shall simply say that E
satisfies the countable upper bound condition. Every normable space satisfies
the UBC(θ), and there also exist non-normable examples (see Section 8). We
obtain the following characterization:
Theorem B. Let E be a locally convex space. Then Tπ(E) is a topological
algebra if and only if E satisfies the countable upper bound condition.
In particular, for E a metrizable locally convex space, Tπ(E) is a topological
algebra if and only if E is normable (Corollary 4.2).
The upper bound conditions introduced here are also useful for the theory
of vector-valued test functions. If E is a locally convex space and M a para-
compact, non-compact, finite-dimensional smooth manifold, let C∞c (M,E)
2For hypocontinuity of convolution C∞(Rn)′×C∞
c
(Rn)→ C∞
c
(Rn), see [21, p. 167].
3If g is a locally convex topological Lie algebra and Tpi(g) a topological algebra, then
also the enveloping algebra U(g) (which is a quotient of Tpi(g)) is a topological algebra
with the quotient topology. This topology on U(g) has been used implicitly in [19].
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be the space of all compactly supported smooth E-valued functions on M .
Consider the bilinear map
Φ: C∞c (M,R)× E → C
∞
c (M,E), (γ, v) 7→ γv,
where (γv)(x) := γ(x)v. If M is σ-compact, then Φ is continuous if and only
if E satisfies the countable upper bound condition. If M is not σ-compact,
then Φ is continuous if and only if E satisfies the UBC(θ), for θ the number
of connected components of M (see [10, Theorem B]).
Without recourse to the countable upper bound condition, for a certain class
of non-metrizable locally convex spaces we show directly that Tπ(E) is a
topological algebra. Recall that a Hausdorff topological space X is a kω-
space if X = lim
−→
Kn as a topological space for a sequence K1 ⊆ K2 ⊆ · · · of
compact spaces (a so-called kω-sequence) with union
⋃∞
n=1Kn = X [6], [11].
For example, the dual space E ′ of any metrizable locally convex space is a
kω-space when equipped with the compact-open topology (cf. [2, Corollary
4.7]). In particular, every Silva space (or DFS-space) is a kω-space, that is,
every locally convex direct limit of Banach spaces E1 ⊆ E2 ⊆ · · · , such that
all inclusion maps En → En+1 are compact operators [8, Example 9.4]. For
instance, every vector space of countable dimension (like R(N)) is a Silva
space (and hence a kω-space) when equipped with the finest locally convex
topology. We show:
Theorem C. Let E be a locally convex space. If E is a kω-space (e.g., if E
is a DFS-space), then Tπ(E) is a topological algebra.
To enable a proof of Theorem C, we first study tensor powers T jν (E) in
the category of all (not necessarily locally convex) topological vector spaces,
for E as in the theorem.4 We show that T jν (E) and Tν(E) :=
⊕
j∈N0 T
j
ν (E)
are kω-spaces (Lemmas 5.4 and 5.7) and that Tν(E) = lim−→
∏k
j=1 T
j
ν (E) as
a topological space (Lemma 5.7). This allows us to deduce that Tν(E) is a
topological algebra (Proposition 5.8), which entails that also the convexifi-
cation Tπ(E) = (Tν(E))lcx is a topological algebra (see Section 7).
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The conclusion of Theorem C remains valid if E = Flcx for a topological
vector space F which is a kω-space (Proposition 7.1). This implies, for ex-
ample, that Tπ(E) is a topological algebra whenever E is the free locally
4See [22] and [7] for such tensor products, and the references therein.
5(Quasi-)convexifications of direct limits of kω-spaces also appear in [1], for other goals.
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convex space over a kω-space X (Corollary 7.2). Combining this result with
Theorem B, we deduce: If a locally convex space E is a kω-space, or of
the form E = Flcx for some topological vector space F which is a kω-space,
then E satisfies the countable upper bound condition (Corollary 8.1).
Of course, also many non-metrizable locally convex spaces E exist for which
Tπ(E) is not a topological algebra. This happens, for example, if E has a
topological vector subspace F which is metrizable but not normable (e.g., if
E = R(N)×RN). In fact, E cannot satisfy the countable upper bound condi-
tion because this property would be inherited by F [10, Proposition 3.1 (c)].
1 Notational conventions
Throughout the article, K ∈ {R,C}, and topological vector spaces over K
are considered (which need not be Hausdorff). If q is a seminorm on a vector
space E, we write Bqr (x) := {y ∈ E : q(y − x) < r} and B
q
r(x) := {y ∈
E : q(y − x) ≤ r} for the open (resp., closed) ball of radius r > 0 around
x ∈ E. We let (Eq, ‖.‖q) be the normed space associated with q, defined via
Eq := E/q
−1(0) and ‖x+ q−1(0)‖q := q(x) . (2)
Also, we let
ρq : E → Eq , ρq(x) := x+ q
−1(0) (3)
be the canonical map. If q is continuous with respect to a locally convex
vector topology on E, then ρq is continuous. If (E, ‖.‖) is a normed space
and q = ‖.‖, we also write BEr (x) := B
q
r(x) and B
E
r (x) := B
q
r(x) for the balls.
A subset U of a vector space E is called balanced if B
K
1 (0)U ⊆ U . We set
N := {1, 2, . . .} and N0 := N ∪ {0}.
If I is a countable set and (Ei)i∈I a family of topological vector spaces, its
direct sum is the space
⊕
i∈I Ei of all (xi)i∈I ∈
∏
i∈I Ei such that xi = 0 for
all but finitely many i ∈ I. The sets of the form
⊕
i∈I
Ui :=
⊕
i∈I
Ei ∩
∏
i∈I
Ui,
for Ui ranging through the set of 0-neighbourhoods in Ei, form a basis of
0-neighbourhoods for a vector topology on
⊕
i∈I Ei. We shall always equip
countable direct sums with this topology (called the ‘box topology’), which
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is locally convex if so is each Ei. Then a linear map
⊕
i∈I Ei → F to a
topological vector space F is continuous if and only if all of its restrictions to
the Ei are continuous ([14, §4.1 & §4.3]; cf. [4] for the locally convex case).
A topological algebra is a topological vector space A, together with a contin-
uous bilinear map A×A→ A. If A is assumed associative or unital, we shall
say so explicitly.
2 Bilinear maps on direct sums
We now prove Theorem A. Afterwards, we discuss the hypotheses of the
theorem and formulate special cases which are easier to apply.
Proof of Theorem A. By Proposition 5 in [4, Chapter I, §1, no. 6], the
bilinear map β will be continuous if it is continuous at (0, 0). To verify the
latter, letW0 be a 0-neighbourhood inH . Recursively, pick 0-neighbourhoods
Wk ⊆ H for k ∈ N such that Wk +Wk ⊆ Wk−1. Then
(∀k ∈ N) W1 + · · ·+Wk ⊆W0 . (4)
Let σ : N× N→ N be a bijection, and Wi,j := Wσ(i,j) for i, j ∈ N. By (4),
⋃
(i,j)∈Φ
Wi,j ⊆W0 for every finite subset Φ ⊆ N
2. (5)
For i, j ∈ N, choose 0-neighbourhoods Ui andRi,j in Ei and 0-neighbourhoods
Vj and Si,j in Fj such that (1) holds. For i ∈ N, the set Pi := Ui ∩
⋂i
j=1Ri,j
is a 0-neighbourhood in Ei. For j ∈ N, let Qj ⊆ Fj be the 0-neighbourhood
Qj := Vj ∩
⋂j
i=1 Si,j. We claim that
(∀i, j ∈ N) β(Pi ×Qj) ⊆Wi,j . (6)
If this is true, then P :=
⊕
i∈N Pi is a 0-neighbourhood in
⊕
i∈NEi and
Q :=
⊕
j∈NQj a 0-neighbourhood in
⊕
j∈N Fj such that β(P ×Q) ⊆ W0, as∑
(i,j)∈Φ
β(Pi ×Qj) ⊆
∑
(i,j)∈Φ
Wi,j ⊆W0
for each finite subset Φ ⊆ N2 (by (6) and (5)) and therefore β(P × Q) =⋃
Φ
∑
(i,j)∈Φ β(Pi × Qj) ⊆ W0. Thus continuity of β at (0, 0) is established,
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once (6) is verified. To prove (6), let i, j ∈ N. If i ≥ j, then β(Pi × Qj) ⊆
β(Ri,j × Vj) ⊆ Wi,j. If i < j, then β(Pi ×Qj) ⊆ β(Ui × Si,j) ⊆ Wi,j. ✷
The criterion from Theorem A is sufficient, but not necessary for continuity.
Example 2.1 LetH := RN be the space of all real-valued sequences, equipped
with the product topology, and Ei := Fi := H for all i ∈ N. Then R
N is an
algebra under the pointwise multiplication
δ : RN × RN → RN , δ((xi)i∈N, (yi)i∈N) := (xi)i∈N ⋄ (yi)i∈N := (xiyi)i∈N .
We show that the bilinear map
β :
⊕
i∈N
Ei ×
⊕
j∈N
Fj → H , β((fi)i∈N, (gj)j∈N) :=
∑
i,j∈N
fi ⋄ gj
is continuous, but does not satisfy the hypotheses of Theorem A.
To see this, note that the seminorms
pn : R
N → [0,∞[ , pn((xi)i∈N) := max{|xi| : i = 1, . . . , n}
define the topology on RN for n ∈ N. For all n ∈ N, we have
(∀f, g ∈ RN) pn(f ⋄ g) ≤ pn(f)pn(g) , (7)
entailing that δ is continuous and thus RN a topological algebra. Also, if
W ⊆ H is a 0-neighbourhood, then Bpnε (0) ⊆ W for some n ∈ N and ε > 0.
Set Qi := B
pn
2−i
√
ε
(0) for i ∈ N. Then Qi ⋄Qj ⊆ B
pn
2−i2−jε
(0) for all i, j ∈ N (by
(7)), entailing that Q :=
⊕
i∈NQi is a zero-neighbourhood in
⊕
i∈NEi such
that β(Q×Q) ⊆
∑
(i,j)∈N2 B
pn
2−i2−jε(0) ⊆ B
pn
ε (0) ⊆W . Hence β is continuous
at (0, 0) and hence continuous.
On the other hand, let r, s > 0 and k,m, n ∈ N.
If k > n or k > m, then (∃f ∈ Bpnr (0), g ∈ B
pm
s (0)) f ⋄ g 6∈ B
pk
1 (0) . (8)
In fact, assume that k > m (the case k > n is similar). Let ek ∈ R
N be the
sequence whose k-th entry is 1, while all others vanish. Then f := r
2
ek ∈
Bpnr (0), g :=
2
r
ek ∈ B
pm
s (0) (noting that pm(g) = 0 since k > m), and
f ⋄ g 6∈ Bpk1 (0) as pk(f ⋄ g) = pk(ek) = 1.
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Now consider the 0-neighbourhoods Wi,j := B
pi+j
1 (0) in H . Suppose there
are 0-neighbourhoods Ui, Ri,j , Vi and Si,j in R
N such that (1) holds – this
will yield a contradiction. There is n ∈ N and r > 0 such that Bpnr (0) ⊆ U1.
Also, for each j ∈ N there are mj ∈ N and sj > 0 with B
pmj
sj (0) ⊆ S1,j. Then
Bpnr (0) ⋄B
pmj
sj (0) = β(B
pn
r (0)×B
pmj
sj (0)) ⊆ W1,j = B
p1+j
1 (0)
for all j ≥ 2, by (1). Thus n ≥ 1+ j for all j ≥ 2, by (8). This is impossible.
Our applications use the following consequence of Theorem A:
Corollary 2.2 Let (Ei)i∈N and (Fj)j∈N be sequences of topological vector
spaces and H be a topological vector space. Then a bilinear mapping
β :
⊕
i∈NEi×
⊕
j∈N Fj → H is continuous if there exist 0-neighbourhoods Ui
in Ei and Vj in Fj for i, j ∈ N, such that (a) and (b) hold:
(a) For all 0-neighbourhoods W ⊆ H and i, j ∈ N, there exists a
0-neighbourhood Si,j in Fj such that β(Ui × Si,j) ⊆W .
(b) For all 0-neighbourhoods W ⊆ H and i, j ∈ N, there exists a
0-neighbourhood Ri,j in Ei such that β(Ri,j × Vj) ⊆ W .
Proof. Let (Wi,j)i,j∈N be a double sequence of 0-neighbourhoods in H . For
i, j ∈ N, choose 0-neighbourhoods Ui ⊆ Ei and Vj ⊆ Fj as described in the
corollary. Then, by (a) and (b) (applied with W = Wi,j), for all i, j ∈ N
there exist 0-neighbourhoods Ri,j ⊆ Ei and Si,j ⊆ Fj such that
β(Ui × Si,j) ⊆Wi,j and β(Ri,j × Vj) ⊆Wi,j .
Hence Theorem A applies. ✷
The next lemma helps to check the hypotheses of Corollary 2.2 in important
cases.
Lemma 2.3 Let E, F and H be topological vector spaces and β : E×F → H
be bilinear. Assume β = b ◦ (idE ×φ) for a continuous linear map φ : F → X
to a normed space (X, ‖.‖) and continuous bilinear map b : E × X → H.
Then V := φ−1(BX1 (0)) is a 0-neighbourhood in F such that, for each 0-
neighbourhood W ⊆ H, there is a 0-neighbourhood R ⊆ E with β(R×V )⊆W .
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Proof. Since b−1(W ) is a 0-neighbourhood in E × X , there exist a 0-
neighbourhood S ⊆ E and r > 0 such that S × BXr (0) ⊆ b
−1(W ). Set
R := rS. Using that b is bilinear, we obtain β(R × V ) ⊆ b(rS × BX1 (0)) =
b(S × rBX1 (0)) = b(S × B
X
r (0)) ⊆ W . ✷
If F is a normed space, we can simply set X := F , φ := idF and b := β in
Lemma 2.3, i.e., the conclusion is always guaranteed then (with V = BF1 (0)).
Corollary 2.4 Let (Ei)i∈N and (Fj)j∈N be sequences of normed spaces, H be
a topological vector space and βi,j : Ei×Fj → H be continuous bilinear maps
for i, j ∈ N. Then the following bilinear map is continuous:
β :
⊕
i∈N
Ei ×
⊕
j∈N
Fj → H , β((xi)i∈N, (yj)j∈N) :=
∑
(i,j)∈N2
βi,j(xi, yj) . (9)
Proof. Lemma 2.3 shows that the hypotheses of Corollary 2.2 are satisfied
if we define Ui and Vj as the unit balls, Ui := B
Ei
1 (0) and Vj := B
Fj
1 (0). ✷
If H is locally convex, then Corollary 2.4 also follows from [5, Corollary 2.1].
In the locally convex case, Theorem A can be reformulated as follows:
Corollary 2.5 Let (Ei)i∈N and (Fj)j∈N be sequences of locally convex spaces,
H be a locally convex space and βi,j : Ei×Fj → H be continuous bilinear maps
for i, j ∈ N. Assume that, for every double sequence (Pi,j)i,j∈N of continuous
seminorms on H, there are continuous seminorms pi (for i ∈ N) and pi,j
on Ei (for i ≥ j) and continuous seminorms qj (for j ∈ N) and qi,j on Fj
(for i < j), such that:
(a) Pi,j(βi,j(x, y)) ≤ pi(x)qi,j(y) for all i < j in N, x ∈ Ei, y ∈ Fj; and
(b) Pi,j(βi,j(x, y)) ≤ pi,j(x)qj(y) for all i ≥ j in N and all x ∈ Ei, y ∈ Fj.
Then the bilinear map β described in (9) is continuous.
Proof. Let Wi,j ⊆ H be 0-neighbourhoods for i, j ∈ N. Then there are
continuous seminorms Pi,j on H such that B
Pi,j
1 (0) ⊆Wi,j. Let pi, pi,j, qj and
qi,j be as described in Corollary 2.5. Then Ui := B
pi
1 (0) and Ri,j := B
pi,j
1 (0)
are 0-neighbourhoods in Ei. Also, Vj := B
qj
1 (0) and Si,j := B
qi,j
1 (0) are 0-
neighbourhoods in Fj. If i < j, x ∈ Ui and y ∈ Si,j, then Pi,j(βi,j(x, y)) ≤
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pi(x)qi,j(y) < 1, whence βi,j(x, y) ∈ B
Pi,j
1 (0) ⊆Wi,j and thus βi,j(Ui×Si,j) ⊆
Wi,j. Likewise, βi,j(Ri,j × Vj) ⊆Wi,j if i ≥ j. Thus Theorem A applies. ✷
Let G be a Lie group, with Haar measure µ. Let b : E1 × E2 → F be a con-
tinuous bilinear map between locally convex spaces (where F is sequentially
complete), and r, s, t ∈ N0∪{∞} such that t ≤ r+ s. Using Corollary 2.5, it
is possible to characterize those (G, r, s, t, b) for which the convolution map
β : Crc (G,E1)× C
s
c (G,E2)→ C
t
c(G,F ) , (γ, η) 7→ γ ∗b η
is continuous, where (γ ∗b η)(x) :=
∫
G
b(γ(y), η(y−1x)) dµ(y) (see [3]).
3 Continuity of convolution of test functions
Using the continuity criterion, we obtain a new proof for [12, Proposition 2.3]:
Corollary 3.1 The map C∞c (R
n) × C∞c (R
n) → C∞c (R
n), (γ, η) 7→ γ ∗ η is
continuous.
Before we present the proof, let us fix further notation and recall basic facts.
Given an open set Ω ⊆ Rn, r ∈ N0∪{∞} and a compact setK ⊆ Ω, let C
r
K(Ω)
be the space of all Cr-functions γ : Ω→ K with support supp(γ) ⊆ K. Using
the partial derivatives ∂αγ := ∂
αγ
∂xα
for multi-indices α = (α1, . . . , αn) ∈ N
n
0
of order |α| := α1 + · · · + αn ≤ r and the supremum norm ‖.‖∞, we define
norms ‖.‖k on C
r
K(Ω) for k ∈ N0 with k ≤ r via
‖γ‖k := max|α|≤k
‖∂αγ‖∞,
and give CrK(Ω) the locally convex vector topology determined by these
norms. We give Crc (Ω) =
⋃
K C
r
K(Ω) the locally convex direct limit
topology, for K ranging through the set of compact subsets of Ω.
Lemma 3.2 (a) The pointwise multiplication CrK(Ω)× C
r
K(Ω) → C
r
K(Ω),
(γ, η) 7→ γη is continuous.
(b) Let (hi)i∈N be a locally finite, smooth partition of unity6 on Ω, such that
each hi has compact support Ki := supp(hi) ⊆ Ω. Then the linear map
Φ: Crc (Ω)→
⊕
i∈N C
r
Ki
(Ω), γ 7→ (hiγ)i∈N is continuous.
6See, e.g., [15, Chapter II, §3, Corollary 3.3].
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Proof. (a) Let E := (1, . . . , 1) ∈ Rn and k ∈ N0 such that k ≤ r. By
the Leibniz Rule, ‖∂α(γη)‖∞ ≤
∑
β≤α(
α
β
)‖∂βγ‖∞‖∂α−βη‖∞, using multi-
index notation. Since
∑
β≤α(
α
β
) = (E + E)α = 2|α| ≤ 2k if |α| ≤ k and
‖∂βγ‖∞‖∂α−βη‖∞ ≤ ‖γ‖k‖η‖k, we deduce that ‖γη‖k ≤ 2k‖γ‖k‖η‖k. Hence
multiplication is continuous at (0, 0) and hence continuous, being bilinear.
(b) To see that the linear map Φ is continuous, it suffices to show that
its restriction ΦK to C
r
K(Ω) is continuous, for each compact set K ⊆ Ω. As
K is compact and (Ki)i∈N locally finite, the set F := {i ∈ N : K ∩Ki 6= ∅} is
finite. Because the image of ΦK is contained in the subspace
⊕
i∈F C
r
Ki
(Ω) ∼=∏
i∈F C
r
Ki
(Ω) of
⊕
i∈N C
r
Ki
(Ω) ∼=
⊕
i∈F C
r
Ki
(Ω)⊕
⊕
i∈N\F C
r
Ki
(Ω), the map ΦK
will be continuous if its components with values in CrKi(Ω) are continuous
for all i ∈ F . But these are the maps CrK(Ω) → C
r
Ki
(Ω), γ 7→ hiγ, which
are continuous as restrictions of the maps CrK∪Ki(Ω)→ C
r
K∪Ki(Ω), γ 7→ hiγ,
whose continuity follows from (a). ✷
If γ ∈ C0c (R
n) and η ∈ C0c (R
n), it is well-known that γ ∗ η ∈ C0c (R
n), with
supp(γ ∗ η) ⊆ supp(γ) + supp(η) (see [13, 1.3.11]). Moreover,
‖γ ∗ η‖∞ ≤ ‖γ‖∞‖η‖L1 and ‖γ ∗ η‖∞ ≤ ‖γ‖L1‖η‖∞, (10)
since |(γ ∗ η)(x)| ≤
∫
Rn
|γ(y)| |η(x − y)| dλ(y) ≤ ‖η‖∞
∫
Rn
|γ(y)| dλ(y). If
γ ∈ C∞c (R
n) and η ∈ C0c (R
n), then γ ∗ η ∈ C∞c (R
n) and
∂α(γ ∗ η) = (∂αγ) ∗ η (11)
for all α ∈ Nn0 (see 1.3.5 and 1.3.6 in [13]). Likewise, γ ∗ η ∈ C
∞
c (R
n) for all
γ ∈ C0c (R
n) and η ∈ C∞c (R
n), with ∂α(γ ∗ η) = γ ∗ ∂αη. By (11) and (10),
‖γ ∗ η‖k ≤ ‖γ‖k‖η‖L1 (12)
for all γ ∈ C∞c (R
n), η ∈ C0c (R
n) and k ∈ N0. Likewise, ‖η∗γ‖k ≤ ‖η‖L1‖γ‖k.
We shall also use the obvious estimate
‖η‖L1 ≤ λ(supp(η))‖η‖∞ for η ∈ C0c (R
n). (13)
Hence, given compact sets K,L ⊆ Rn, we have ‖γ ∗ η‖k ≤ λ(L)‖γ‖k‖η‖∞ for
all γ ∈ C∞K (R
n), η ∈ C0L(R
n) and k ∈ N0. This entails the first assertion of
the next lemma, and the second can be proved analogously:
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Lemma 3.3 The following bilinear maps are continuous:
C∞K (R
n)× C0L(R
n)→ C∞K+L(R
n), (γ, η) 7→ γ ∗ η and
C0K(R
n)× C∞L (R
n)→ C∞K+L(R
n), (γ, η) 7→ γ ∗ η .
Proof of Corollary 3.1. Choose a locally finite, smooth partition of unity
(hi)i∈N on Rn such that each hi has compact support Ki := supp(hi). Set
Ei := Fi := C
∞
Ki
(Rn) for i ∈ N. Then Xi := (C
0
Ki
(Rn), ‖.‖∞) is a normed
space and inclusion φi : Ei → Xi, γ 7→ γ is continuous linear. Let βi,j :
Ei × Ej → C
∞
c (R
n), µi,j : Ei ×Xj → C
∞
c (R
n), and νi,j : Xi × Ej → C
∞
c (R
n)
be convolution (γ, η) 7→ γ ∗ η for i, j ∈ N. Lemma 3.3 implies that βi,j, µi,j,
and νi,j are continuous bilinear. Since
βi,j = µi,j ◦ (idEi ×φj) = νi,j ◦ (φi × idEj),
Lemma 2.3 shows that the bilinear map β :
⊕
i∈NEi ×
⊕
j∈NEj → C
∞
c (R
n)
from (9) obtained from the above βi,j satisfies the hypotheses of Corollary 2.2,
with Ui := Vi := φ
−1
i (B
Xi
1 (0)). Hence β is continuous. But the convolution
map f : C∞c (R
n)× C∞c (R
n)→ C∞c (R
n) can be expressed as
f = β ◦ (Φ× Φ) (14)
with the continuous linear map Φ introduced in Lemma 3.2 (b) (for r =∞),
as we shall presently verify. Hence, being a composition of continuous maps,
f is continuous. To verify (14), let γ, η ∈ C∞c (R
n). Since γ has compact
support, only finitely many terms in the sum γ =
∑
i∈N hiγ are non-zero,
and likewise in η =
∑
j∈N hjη. Hence
f(γ, η) =
∑
(i,j)∈N2
f(hiγ, hjη) =
∑
(i,j)∈N2
βi,j(hiγ, hjη) = β((hiγ)i∈N, (hjη)j∈N),
which coincides with (β ◦ (Φ× Φ))(γ, η). The proof is complete. ✷
4 Proof of Theorem B
We now prove Theorem B, and then discuss the case of metrizable spaces.
Proof of Theorem B. Let β0,i : K × T
i
π(E) → T
i
π(E), (z, v) 7→ zv and
βi,0 : T
i
π(E)×K → T
i
π(E), βi,0(v, z) := zv be multiplication with scalars, for
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i ∈ N0. For i, j ∈ N, let βi,j : T
i
π(E)× T
j
π(E)→ T
i+j
π (E) be the bilinear map
determined by
βi,j(x1 ⊗ · · · ⊗ xi, y1 ⊗ · · · ⊗ yj) = x1 ⊗ · · · ⊗ xi ⊗ y1 ⊗ · · · ⊗ yj
for all x1, . . . , xi, y1, . . . , yj ∈ E. As we are using projective tensor topologies,
all of the bilinear maps βi,j, i, j ∈ N0 are continuous, which is well known.
We first consider the special case of a normable space E. Then the multi-
plication β : Tπ(E) × Tπ(E) → Tπ(E) of the tensor algebra is the map β
from (9), hence continuous by Corollary 2.4.
Next, let E be an arbitrary locally convex space satisfying the countable
upper bound condition. Let U be a 0-neighbourhood in Tπ(E). After
shrinking U to a box neighbourhood, we may assume that U =
⊕
j∈N0 B
qj
1 (0)
for continuous seminorms qj on T
j
π(E). For j ∈ N0, letHj := ((T
j
π(E))qj , ‖.‖qj)
be the normed space associated to qj, and ρqj : T
j
π(E) → Hj the canonical
map (see (2) and (3)). Let V :=
⊕
j∈N0 B
‖.‖qj
1 (0) ⊆
⊕
j∈N0 Hj. Then
ρ : Tπ(E)→
⊕
j∈N0
Hj, ρ((xj)j∈N0) := (ρqj(xj))j∈N0
is a continuous linear map, and ρ−1(V ) = U . If we can show that ρ ◦ β is
continuous, then (ρ◦β)−1(V ) = β−1(ρ−1(V )) = β−1(U) is a 0-neighbourhood
in Tπ(E) × Tπ(E), entailing that the bilinear map β is continuous at 0 and
hence continuous.
To this end, recall that the j-linear map τj : E
j → T jπ(E) taking (v1, . . . , vj)
to v1 ⊗ · · · ⊗ vj is continuous, for each j ∈ N. Hence, for each j ∈ N, there
exists a continuous seminorm pj on E such that
(∀v1, . . . , vj ∈ E) qj(τj(v1, . . . , vj)) ≤ pj(v1) · · · pj(vj) . (15)
By the countable upper bound condition, there exists a continuous semi-
norm q on E such that pj  q for all j ∈ N, say
pj ≤ Cjq (16)
with Cj > 0. We let (Eq, ‖.‖q) be the normed space associated with q, and
ρq : E → Eq be the canonical map. For each j ∈ N, consider the map
τ ′j : (Eq)
j → T jπ(Eq), (v1, . . . , vj) 7→ v1 ⊗ · · · ⊗ vj ,
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and the direct product map (ρq)
j = ρq × · · · × ρq : E
j → (Eq)
j. Then
τ ′j ◦ (ρq)
j : Ej → T jπ(Eq) is continuous j-linear, and hence gives rise to a
continuous linear map φj := T
j
π(ρq) : T
j
π(E)→ T
j
π(Eq), determined by
φj ◦ τj = τ
′
j ◦ (ρq)
j . (17)
Also, define φ0 := idK. Then the linear map
φ := Tπ(ρq) : Tπ(E)→ Tπ(Eq) , (xj)j∈N0 7→ (φj(xj))j∈N0 (18)
is continuous (being continuous on each summand). For each j ∈ N, there
exists a continuous j-linear map
θj : (Eq)
j → T jπ(E)qj = Hj such that θj ◦ (ρq)
j = ρqj ◦ τj ,
as follows from (15) and (16). Now the universal property of T jπ(Eq) provides
a continuous linear map ψj : T
j
π(Eq)→ Hj, determined by
ψj ◦ τ
′
j = θj . (19)
Define ψ0 := ρq0 : K→ H0. Then the linear map
ψ : Tπ(Eq)→
⊕
j∈N0
Hj , (xj)j∈N0 7→ (ψj(xj))j∈N0 (20)
is continuous. By the special case of normed spaces already discussed, the
algebra multiplication β ′ : Tπ(Eq)×Tπ(Eq)→ Tπ(Eq) is continuous. We now
verify that the diagram
Tπ(E)× Tπ(E)
ρ◦β
−→
⊕
j∈N0
Hj
↓ φ× φ ↑ ψ
Tπ(Eq)× Tπ(Eq)
β′
−→ Tπ(Eq)
(21)
is commutative. If this is true, then ρ ◦ β = ψ ◦ β ′ ◦ (φ × φ) is continuous,
which implies the continuity of β (as observed above). Since both of the
maps ρ ◦ β and ψ ◦ β ′ ◦ (φ× φ) are bilinear, it suffices that they coincide on
S×S for a subset S ⊆ Tπ(E) which spans Tπ(E). We choose S as the union
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of K and
⋃
j∈N τj(E
j). For i, j ∈ N and v1, . . . , vi, w1, . . . , wj ∈ E, we have
ψ(β ′(φ(v1 ⊗ · · · ⊗ vj), φ(w1 ⊗ · · · ⊗ wj)))
= ψ(β ′(ρq(v1)⊗ · · · ⊗ ρq(vi), ρq(w1)⊗ · · · ⊗ ρq(wj)))
= ψi+j(ρq(v1)⊗ · · · ⊗ ρq(vi)⊗ ρq(w1)⊗ · · · ⊗ ρq(wj))
= θi+j(ρq(v1), . . . , ρq(vi), ρq(w1), . . . , ρq(wj))
= ρqi+j(v1 ⊗ · · · ⊗ vi ⊗ w1 ⊗ · · · ⊗ wj)
= (ρ ◦ β)(v1 ⊗ · · · ⊗ vi, w1 ⊗ · · · ⊗ wj) ,
as required. For x, y ∈ K, we have ψ(β ′(φ(x), φ(y)) = ρq0(xy) = ρ(β(x, y)).
For x ∈ K and w1, . . . , wj ∈ E, we have
ψ(β ′(φ(x), φ(w1 ⊗ · · · ⊗ wj))) = ψ(β ′(x, ρq(w1)⊗ · · · ⊗ ρq(wj)))
= xψ(ρq(w1)⊗ · · · ⊗ ρq(wj)) = xθj(ρq(w1), . . . , ρq(wj))
= xρqj (w1 ⊗ · · · ⊗ wj) = ρ(β(x, w1 ⊗ · · · ⊗ wj)) .
Likewise, ψ(β ′(φ(v1⊗· · ·⊗vi), φ(y)) = ρ(β(v1⊗· · ·⊗vi, y)) for v1, . . . , vi ∈ E
and y ∈ K. Hence (21) commutes, and hence β is continuous.
If Tπ(E) is a topological algebra, let (pj)j∈N be any sequence of continuous
seminorms on E. Omitting only a trivial case, we may assume that E 6= {0}.
For each j ∈ N0, we then find a continuous seminorm qj 6= 0 on T
j
π(E). Let
Q0(x) := |x| for x ∈ K. For j ∈ N, let Qj be a continuous seminorm on
T jπ(E) = E ⊗π T
j−1
π (E) such that
Qj(x⊗ y) = pj(x)qj−1(y) for all x ∈ E and y ∈ T j−1π (E)
(see, e.g., [20, III.6.3]). Then W :=
⊕
j∈N0 B
Qj
1 (0) is a 0-neighbourhood in
Tπ(E) =
⊕
j∈N0 T
j
π(E). Since β is assumed continuous, there exists a box
neighbourhood V ⊆ Tπ(E), of the form V =
⊕
j∈N0 Vj with 0-neighbourhoods
Vj ⊆ T
j
π(E), such that β(V × V ) ⊆W and hence
(∀j ∈ N) β1,j−1(V1 × Vj−1) ⊆ B
Qj
1 (0) . (22)
For j ∈ N, pick xj ∈ Vj−1 ⊆ T j−1π (E) such that qj−1(xj) 6= 0. Then 1 ≥
Qj(β1,j−1(v, xj)) = Qj(v ⊗ xj) = pj(v)qj−1(xj) for all v ∈ V1. Hence
pj(V1) ⊆ [0, 1/qj−1(xj)] (23)
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for all j ∈ N. Let q be a continuous seminorm on E such that B
q
1(0) ⊆ V1.
Then (23) implies that pj ≤
1
qj−1(xj)
q for each j ∈ N, and thus pj  q.
Hence E satisfies the countable upper bound condition. ✷
Lemma 4.1 Let E be a metrizable locally convex space. Then E satisfies
the countable upper bound condition if and and only if E is normable.
Proof. If the topology on E comes from a norm ‖.‖, then p  ‖.‖ for each
continuous seminorm p on E, entailing that E satisfies the countable upper
bound condition (and UBC(θ) for each infinite cardinal θ). Conversely, let E
satisfy the countable upper bound condition. Let p1 ≤ p2 ≤ · · · be a sequence
of seminorms defining the topology of E. Then there exists a continuous
seminorm q on E such that pj  q for all j ∈ N, say pj ≤ Cjq with Cj > 0.
It is clear from this that the balls Bqr (0) form a basis of 0-neighbourhoods
in E for r > 0. Hence q is a norm and defines the topology of E. ✷
In view of Lemma 4.1, Theorem B has the following immediate consequence:
Corollary 4.2 Let E be a metrizable locally convex space. Then Tπ(E) is a
topological algebra if and only if E is normable. ✷
5 Tensor products beyond local convexity
We shall deduce Theorem C from new results on tensor products in the
category of general (not necessarily locally convex) topological vector spaces.
Definition 5.1 Given topological vector spaces E1, . . . , Ej with j ≥ 2, we
write E1 ⊗ν · · · ⊗ν Ej for the tensor product E1 ⊗ · · · ⊗ Ej , equipped with
the finest vector topology Oν making the ‘universal’ j-linear map
τ : E1 × · · · ×Ej → E1 ⊗ · · · ⊗Ej , (x1, . . . , xj) 7→ x1 ⊗ · · · ⊗ xj (24)
continuous.
Remark 5.2 By definition of Oν , a linear map φ : E1⊗ν · · ·⊗ν Ej → F to a
topological vector space F is continuous if and only if φ ◦ τ is continuous. If
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E1, . . . , Ej are Hausdorff, then also E1⊗ν · · ·⊗νEj is Hausdorff: If E1, . . . , Ej
are locally convex Hausdorff or their dual spaces separate points, this follows
from the continuity of the identity map E1⊗ν · · ·⊗νEj→ (E1)w⊗π · · ·⊗π(Ej)w,
using weak topologies. In general, the Hausdorff property follows by an
induction from the case j = 2 in [22] (see [7, Proposition 1 (d)]).
Lemma 5.3 Let (E,O) be a Hausdorff topological vector space and Kn 6= ∅
be compact, balanced subsets of E such that E =
⋃
n∈NKn and Kn + Kn ⊆
Kn+1 for all n ∈ N. Let T be the topology on E making it the direct limit
lim
−→
Kn as a topological space.
7 Then (E, T ) is a topological vector space.
Proof. Consider the continuous addition map α : (E,O)× (E,O)→ (E,O)
and the addition map α′ : (E, T ) × (E, T ) → (E, T ). Because Kn + Kn ⊆
Kn+1 and T induces the given topology on Kn+1, the restriction α
′|Kn×Kn =
α|Kn×Kn : Kn×Kn → Kn+1 ⊆ (E, T ) is continuous. Since (E, T )× (E, T ) =
lim
−→
(Kn×Kn) as a topological space [12, Theorem 4.1], we deduce that α
′ is
continuous as a map (E, T )×(E, T )→ (E, T ). Next, consider the continuous
scalar multiplication µ : K × (E,O) → (E,O) and the scalar multiplication
µ′ : K × (E, T ) → (E, T ). To see that µ′ is continuous, it suffices to show
that its restriction to a map B
K
2j (0)× (E, T )→ (E, T ) is continuous for each
j ∈ N. Since B
K
2j (0) × (E, T ) = lim−→
B
K
2j (0) ×Kn as a topological space, we
need only show that the restriction of µ′ to B
K
2j (0)×Kn is continuous. But
µ′(B
K
2j (0)×Kn) = 2
jKn ⊆ Kn+j, and T induces the given topology on Kn+j .
Hence µ′|
B
K
2j (0)×Kn
= µ|
B
K
2j (0)×Kn
is continuous. ✷
Lemma 5.4 If the topological vector spaces E1, . . . , Ej are kω-spaces, then
also E1 ⊗ν · · · ⊗ν Ej is a kω-space.
Proof. Let Oν be the topology on E := E1 ⊗ν · · · ⊗ν Ej . For i ∈ {1, . . . , j},
pick a kω-sequence (Ki,n)n∈N for Ei. After replacing Ki,n with B
K
1 (0)Ki,n, we
may assume that each Ki,n is balanced. Let
Kn :=
2n∑
i=1
(K1,n ⊗ · · · ⊗Kj,n).
7Thus U ⊆ E is open if and only if U ∩Kn is relatively open in Kn for each n ∈ N.
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Then each Kn is a compact, balanced subset of E, and E =
⋃
n∈NKn. Since
Kn +Kn ⊆ Kn+1 by definition, Lemma 5.3 shows that the topology T mak-
ing E the direct limit topological space lim
−→
Kn is a vector topology. As the
inclusion maps Kn → (E,Oν) are continuous, it follows that Oν ⊆ T . Note
that τ from (24) maps Ln := K1,n × · · · × Kj,n into Kn. Since T and Oν
induce the same topology on Kn and τ is continuous as a map to (E,Oν), it
follows that each restriction τ |Ln : Ln → Kn ⊆ (E, T ) is continuous. Thus τ
is continuous to (E, T ) (as E1×· · ·×Ej = lim−→
Ln by [12, Theorem 4.1]) and
hence T ⊆ Oν . Thus Oν = T , whence E is the kω-space lim−→
Kn. ✷
Lemma 5.5 Consider topological vector spaces E1, . . . , Ei and F1, . . . , Fj,
E := E1 ⊗ν · · · ⊗ν Ei and F := F1 ⊗ν · · · ⊗ν Fj, and the bilinear map
κ : E × F → E1 ⊗ν · · · ⊗ν Ei ⊗ν F1 ⊗ν · · · ⊗ν Fj =: H
determined by κ(x1⊗ · · ·⊗ xi, y1⊗ · · ·⊗ yj) = x1⊗ · · ·⊗ xi⊗ y1⊗ · · ·⊗ yj. If
E1, . . . , Ei, F1, . . . , Fj are kω-spaces, then κ is continuous and the linear map
κ˜ : E ⊗ν F → H determined by κ˜(v ⊗ w) = κ(v, w) (25)
is an isomorphism of topological vector spaces.
Proof. Let τ :E1 × · · · × Ei→E, τ
′ :F1 × · · · × Fj→F , τ˜ :E × F→E ⊗ν F
and τ ′′ : E1×· · ·×Ei×F1×· · ·×Fj → H be the universal maps. It is known
from abstract algebra that κ˜ is an isomorphism of vector spaces. Moreover,
κ˜−1◦τ ′′ = τ˜◦(τ×τ ′) is continuous, whence κ˜−1 is continuous (see Remark 5.2).
Thus κ˜ will be a topological isomorphism if κ˜ is continuous, which will be
the case if we can show that κ is continuous, as κ˜ ◦ τ˜ = κ (see Remark 5.2).
To this end, pick kω-sequences (Ka,n)n∈N and (K ′b,n)n∈N of balanced sets for
the spaces Ea and Fb, respectively. Then Kn :=
∑2n
k=1(K1,n⊗· · ·⊗Ki,n) and
K ′n :=
∑2n
k=1K
′
1,n ⊗ · · · ⊗K
′
j,n define kω-sequences (Kn)n∈N and (K
′
n)n∈N for
E and F , respectively (see proof of Lemma 5.4). Moreover, (Kn × K
′
n)n∈N
is a kω-sequence for E × F (cf. [12, Theorem 4.1]), entailing that κ will
be continuous if we can show that κ|Kn×K ′n is continuous for each n ∈ N.
Consider the map
qn : (K1,n × · · · ×Ki,n ×K
′
1,n × · · · ×K
′
j,n)
2n → Kn ×K
′
n ,
(x1,k, . . . , xi,k, y1,k, . . . , yj,k)
2n
k=1 7→ (
∑2n
k=1 x1,k⊗· · ·⊗xi,k,
∑2n
ℓ=1 y1,ℓ⊗· · ·⊗yj,ℓ).
Then qn is a continuous map from a compact space onto a Hausdorff space and
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hence a topological quotient map. Hence κ|Kn×K ′n is continuous if and only if
κ◦qn is continuous. But κ◦qn is the map taking (x1,k, . . . , xi,k, y1,k, . . . , yj,k)
2n
k=1
to
∑2n
k,ℓ=1 x1,k ⊗ · · · ⊗ xi,k ⊗ y1,ℓ ⊗ · · · ⊗ yj,ℓ, and hence continuous (because
τ ′′ is continuous). ✷
Remark 5.6 Although ν-tensor products fail to be associative in general [7],
this pathology is absent in the case of kω-spaces E1, E2, E3. In fact, the
natural vector space isomorphism (E1 ⊗ν E2) ⊗ν E3 → E1 ⊗ν (E2 ⊗ν E3) is
an isomorphism of topological vector spaces in this case as it can be written
as a composition (E1 ⊗ν E2)⊗ν E3 → E1 ⊗ν E2 ⊗ν E3 → E1 ⊗ν (E2 ⊗ν E3)
of isomorphisms of the form discussed in Lemma 5.5.
Our next lemma is a special case of [11, Corollary 5.7].
Lemma 5.7 Let E be a topological vector space. If E is a kω-space, then
the box topology makes Tν(E) :=
⊕
j∈N0 T
j
ν (E) a kω-space, and Tν(E) =
lim
−→
∏k
j=0 T
j
ν (E) as a topological space. ✷
Proposition 5.8 Let E be a topological vector space. If E is a kω-space,
then Tν(E) is a topological algebra, which satisfies a universal property:
For every continuous linear map φ : E → A to an associative, unital
topological algebra A, there exists a unique continuous homomorphism
φ˜ : Tν(E)→ A of unital associative algebras such that φ˜|E = φ.
Proof. Define bilinear maps βi,j : T
i
ν(E)×T
j
ν (E)→ T
i+j
ν (E) for i, j ∈ N0 and
the algebra multiplication β : Tν(E)× Tν(E)→ Tν(E) as in Section 4. Since
countable direct limits and twofold direct products of kω-spaces can be inter-
changed by [11, Proposition 4.7], we have Tν(E)×Tν(E) = lim−→
Pk as a topo-
logical space, with Pk :=
∏k
i,j=1 T
i
ν(E)×T
j
ν (E) for k ∈ N. Hence β will be con-
tinuous if β|Pk is continuous for each k ∈ N. But β(x1, . . . , xk, y1, . . . , yk) =∑k
i,j=1 βi,j(xi, yj) is a continuous function of (x1, . . . , xk, y1, . . . , yk) ∈ Pk, be-
cause βi,j : T
i
ν(E)× T
j
ν (E)→ T
i+j
ν (E) ⊆ Tν(E) is continuous by Lemma 5.5.
Thus, Tν(E) is a topological algebra. For φ as described in the proposition,
there is a unique homomorphism φ˜ : Tν(E)→ A of unital associative algebras
such that φ˜|E = φ (as is well known from abstract algebra). For j ∈ N, let
τj : E
j → T jν (E) be the universal j-linear map. By the universal property of
the direct sum, φ˜ will be continuous if φ˜|
T
j
ν (E)
is continuous for each j ∈ N0,
which holds if and only if φ˜ ◦ τj is continuous for each j ∈ N (continuity is
trivial if j = 0). But φ˜◦τj is the map E
j → A, (x1, . . . , xj) 7→ φ(x1) · · ·φ(xj),
which indeed is continuous. ✷
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6 Observations on convexifications
Recall that each topological vector space Y admits a finest locally convex
topology Olcx which is coarser than the given topology. We call Ylcx :=
(Y,Olcx) the convexification of Y . Convex hulls of 0-neighbourhoods in Y
form a basis of 0-neighbourhoods for a locally convex vector topology on Y ,
and it is clear that this topology coincides with Olcx.
Lemma 6.1 If θ : E1 × · · · × Ej → Z is a continuous j-linear map be-
tween topological vector spaces, then θ is also continuous as a mapping from
(E1)lcx × · · · × (Ej)lcx to Zlcx.
Proof. If W ⊆ Z is a 0-neighbourhood, there are 0-neighbourhoods Ui ⊆ Ei
for i ∈ {1, . . . , j} with θ(U1 × · · · × Uj) ⊆ W . If x = (x1, . . . , xj−1) is an
element of U1 × · · · × Uj−1, then θ(x, Uj) ⊆ W implies θ(x, conv(Uj)) ⊆
conv(W ). Inductively, θ(x1, . . . , xi−1, conv(Ui)× · · · × conv(Uj)) ⊆ conv(W )
for all i = j, j − 1, . . . , 1. Thus θ(conv(U1)× · · · × conv(Uj)) ⊆ conv(W ). ✷
Lemma 6.2 If A is a topological algebra, with multiplication θ : A×A→ A,
then also (Alcx, θ) is a topological algebra.
Proof. Apply Lemma 6.1 to the bilinear map θ. ✷
Lemma 6.3 (E1 ⊗ν · · · ⊗ν Ej)lcx = (E1)lcx ⊗π · · · ⊗π (Ej)lcx, for all topolog-
ical vector spaces E1, . . . , Ej. In particular, (T
j
ν (E))lcx = T
j
π(Elcx) for each
topological vector space E.
Proof. Let Oν be the topology on E1 ⊗ν · · · ⊗ν Ej and Oπ be the topology
on (E1)lcx ⊗π · · · ⊗π (Ej)lcx. Since Oπ is locally convex and coarser than Oν ,
it follows that Oπ ⊆ (Oν)lcx. The universal j-linear map τ from (24) is
continuous as a map E1×· · ·×Ej → E1⊗ν · · ·⊗νEj and hence also continuous
as a map (E1)lcx×· · ·× (Ej)lcx → (E1⊗ν · · ·⊗ν Ej)lcx, by Lemma 6.1. Hence
(Oν)lcx ⊆ Oπ, and hence both topologies coincide. ✷
Lemma 6.4
(⊕
j∈N
Ej
)
lcx
=
⊕
j∈N
(Ej)lcx, for all topological vector spaces Ej.
Proof. Both spaces coincide as abstract vector spaces, and the topology on
the right hand side is coarser. But it is also finer, because for all balanced
0-neighbourhoods Uj ⊆ Ej and U :=
⊕
j∈N Uj , we have conv(Uj) ⊆ conv(U)
for each j and thus
⊕
j∈N 2
−j conv(Uj) ⊆ conv(U). ✷
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7 Proof of Theorem C
Taking F := E, Theorem C follows from the next result:
Proposition 7.1 Let E be a locally convex space. If E = Flcx for a topolog-
ical vector space F which is a kω-space, then Tπ(E) is topological algebra.
Proof. By Proposition 5.8, Tν(F ) is a topological algebra. Hence also
(Tν(F ))lcx is a topological algebra, by Lemma 6.2. But
(Tν(F ))lcx = (
⊕
j∈N0
T jν (F ))lcx =
⊕
j∈N0
(T jν (F ))lcx =
⊕
j∈N0
T jπ(Flcx) =
⊕
j∈N0
T jπ(E)
coincides with Tπ(E) (using Lemma 6.4 for the second equality and Lemma 6.3
for the third). ✷
The notion of a free locally convex space goes back to [17]. Given a topo-
logical space X , let K(X) be the free vector space over X . Write V (X) for
K(X), equipped with the finest vector topology making the canonical map
ηX : X → K
(X), x 7→ δx,. continuous. Write L(X) for K
(X), equipped with
the finest locally vector topology making ηX continuous. Call V (X) and
L(X) the free topological vector space over X , respectively, the free locally
convex space over X .
Corollary 7.2 Let E = L(X) be the free locally convex space over a kω-
space X. Then Tπ(E) is a topological algebra.
Proof. As is clear, L(X) = (V (X))lcx. It is well known that V (X) is kω if
so is X (see, e.g., [9, Lemma 5.5]). Hence Proposition 7.1 applies. ✷
8 Some spaces with upper bound conditions
Recall from the proof of Lemma 4.1 that every normable space satisfies the
UBC(θ) for each infinite cardinal θ. Combining Theorem B and Proposi-
tion 7.1, we obtain further examples of spaces with upper bound conditions:
Corollary 8.1 Let E be a locally convex space. If E is a kω-space or E =
Flcx for some topological vector space which is a kω-space, then E satisfies
the countable upper bound condition. ✷
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Let θ be an arbitrary infinite cardinal now. Then there exists a non-normable
space satisfying the UBC(θ), but not the UBC(θ′) for any θ′ > θ:
Example 8.2 Let X be a set of cardinality |X| > θ, and Y be the set of all
subsets Y ⊆ X of cardinality |Y | ≤ θ. Let E := ℓ∞(X) be the vector space
of bounded K-valued functions on X , equipped with the (unusual) vector
topology Oθ defined by the seminorms
‖.‖Y : E → [0,∞[ , ‖γ‖Y := sup{|γ(x)| : x ∈ Y }
for subsets Y ∈ Y . Note that a function γ : X → K is bounded if and only
if all of its restrictions to countable subsets of X are bounded. Hence E can
be expressed as the projective limit
lim
←−Y ∈Y
(ℓ∞(Y ), ‖.‖∞)
of Banach spaces (with the apparent restriction maps as the bonding maps
and limit maps), and thus E is complete. For each Y ∈ Y , we have Y 6= X
by reasons of cardinality, whence an y ∈ X \ Y exists. Define δy : X → K,
δy(y) := δx,y using Kronecker’s δ. Then δy 6= 0 and ‖δy‖Y = 0, whence
‖.‖Y is not a norm. As a consequence, E is not normable. To see that E
satisfies the UBC(θ), let (pj)j∈J be a family of continuous seminorms on E
such that |J | ≤ θ. For each j ∈ J , there exists a subset Yj ⊆ X with
|Yj| ≤ θ and Cj > 0 such that pj ≤ Cj‖.‖Yj . Set Y :=
⋃
j∈J Yj. Then
|Y | ≤ |J | θ ≤ θθ = θ. Hence q := ‖.‖Y is a continuous seminorm on E, and
pj ≤ Cjq for all j. Finally, let Z ⊆ X be a subset of cardinality θ < |Z| ≤ θ
′.
Suppose we could find a continuous seminorm p on E such that ‖.‖{z}  p
for all z ∈ Z. We may assume that p = ‖.‖Y for some Y ∈ Y . But then
z ∈ Y for all z ∈ Z and hence |Y | ≥ |Z| > θ, contradiction.
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