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Machine learning has demonstrated great power in materials design, discovery, and property
prediction. However, despite the success of machine learning in predicting discrete properties,
challenges remain for continuous property prediction. The challenge is aggravated in crystalline
solids due to crystallographic symmetry considerations and data scarcity. Here we demonstrate the
direct prediction of phonon density of states using only atomic species and positions as input. We
apply Euclidean neural networks, which by construction are equivariant to 3D rotations, translations,
and inversion and thereby capture full crystal symmetry, and achieve high-quality prediction using
a small training set of ∼ 103 examples with over 64 atom types. Our predictive model reproduces
key features of experimental data and even generalizes to materials with unseen elements. We
demonstrate the potential of our network by predicting a broad number of high phononic specific
heat capacity materials. Our work indicates an efficient approach to explore materials’ phonon
structure, and can further enable rapid screening for high-performance thermal storage materials
and phonon-mediated superconductors.
INTRODUCTION
One central objective of materials science is to estab-
lish structure-property relationships; that is, how spe-
cific atomic arrangements lead to certain macroscopic
functionalities. This question is historically addressed
through trial-and-error of a combination of structure and
property characterization, theory, and calculation. How-
ever, recent advances in machine learning (ML) suggest
a paradigm shift in how structure-property relationships
can be directly constructed [1, 2]. To date, ML has
seen success in a growing spectrum of materials appli-
cations, including materials discovery and design [3–6],
process automation and optimization [7, 8], and pre-
diction of materials’ mechanical (elastic moduli) [9–12],
thermodynamic and thermal transport (formation en-
thalpy, thermal conductivity, Debye temperature, heat
capacity) [10, 12–16], and electronic (bandgap, supercon-
ductivity, topology) properties [11, 17–23], and atomistic
potentials (potential energy surfaces and force constants)
[24–30]. Most property prediction studies consider a
low-dimensional output consisting of one or few discrete
points. However, the prediction of continuous properties
from limited input information remains challenging due
to the output complexity and finite data volume. More-
over, for crystalline solids, the crystallographic symmetry
poses additional constraints on a generic neural network.
In this work, we build a ML-based predictive model
that directly outputs the phonon density of states (DoS)
using atomic structures as input. Phonon DoS is a
key determinant of materials’ specific heat and vibra-
tional entropy and plays a crucial role in interfacial ther-
mal resistance [31]. It is also tightly linked to thermal
and electrical transport [32] and superconductivity [33].
However, the acquisition of experimental and computed
phonon DoS is nontrivial due to limited inelastic scatter-
ing facility resources and high computational cost of ab
initio calculations for complex materials [32, 34]. This
calls for an approach that acquires phonon DoS more ef-
ficiently. To build such a model, we employ a Euclidean
neural network (E(3)NN) which naturally operates on
3D geometry and is equivariant to 3D translations, rota-
tions, and inversion [35–38]. E(3)NNs preserve all geo-
metric information of the input and eliminate the need
for expensive (approximately 500 fold) data augmenta-
tion. Additionally, all crystallographic symmetries of
input data are preserved by the network [39]. In this
work, we use E(3)NNs as implemented in the open-source
e3nn repository [38] which merges implementations of
Ref. [35] and Ref. [37] and additionally implements inver-
sion symmetry. High-fidelity phonon DoS predictions are
achieved using the density functional perturbation theory
(DFPT)-based phonon database [40] containing phonon
DoS data of approximately 1,500 crystalline solids. Our
predictive model can capture the main features of phonon
DoS, even for crystalline solids with unseen elements. By
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2Figure 1. Overview of the E(3)NN architecture for phonon DoS prediction. (a) Crystals are converted to periodic graphs by
considering all periodic neighbors within a radial cutoff rmax = 5Å. The example of SrTiO3 is shown. (b) Atom types are
encoded as a mass-weighted one-hot encoding. (c) Edges join neighboring atoms and store the relative distance vector from the
central atom to neighbor. (d) The radial distance vectors are used for the continuous convolutional filters W (~rab) comprising
learned radial functions and spherical harmonics. (e) The E(3)NN operates on the node and edge features using convolution
and gated nonlinear layers. The result is passed to a final activation, aggregation, and normalization to generate the predicted
output. The network weights are trained by minimizing the loss function between the predicted and ground-truth phonon DoS.
predicting the phonon DoS in 4,346 new crystal struc-
tures, we identify a list of high heat capacity materi-
als, supported by additional DFPT calculations. Our
work offers an efficient technique to acquire phonon DoS
directly from atomic structure, making it suitable for
high throughput materials design with desirable phonon-
related properties.
EUCLIDEAN NEURAL NETWORK FOR
PHONON DOS PREDICTION
Crystal structures operated on by the E(3)NN are first
converted into a periodic graphs where atoms are nodes
N with edges E connecting neighboring atoms within
a specified radial cutoff, including periodic images (Fig-
ure 1). Each edge eab ∈ E stores the radial distance
vector between atom a and neighbor b, ~rab, up to some
radial cutoff |rmax|, and is used by the convolutional ker-
nels of the E(3)NN. The input node features are scalars
that captures its atomic type and mass using one-hot
encoding; for instance, a hydrogen atom is encoded as
xH = [mH, 0, . . . , 0]. After an initial embedding layer
which takes the 118-length one-hot mass-weighted en-
codings to 64 scalar features, the constructed graph is
then passed to the E(3)NN, which iteratively operates
on the features with multiple “Convolution and Gated
Block” layers as described for the L1Net of Ref.[41] (see
Supplementary Material for more details). After the final
layer, which consists of only a convolution, all resulting
node features are summed and passed through a final ac-
tivation (ReLU) and normalization layer to predict the
phonon DoS, comprising 51 scalars. The absolute mag-
nitude of the phonon DoS can easily be recovered from
the normalized DoS by noticing that
∫
g(ω)dω = 3N ,
where N is the number of atoms in the unit cell; thus,
we ensure that normalization of the DoS does not com-
promise meaningful prediction. The E(3)NN weights are
optimized by minimizing the mean squared error (MSE)
loss function between the DFPT-computed DoS g and
E(3)NN-predicted gˆ. The full network structure is pro-
vided in the Supplementary Material.
We perform several analyses to evaluate our model
given the limited training data. Figure 2a shows that
there is no obvious correlation between the MSE and the
number of basis atoms within unit cells among training,
validation, and test datasets (additional statistics in are
available in the Supplementary Material). The overall
test set error is higher compared to the training set but
similar to that of the validation set, suggesting good gen-
eralizability. We also present the MSE as a function of
different elements (Figure 2b) and observe comparable
error levels, indicating balanced prediction. Lastly, we
compute the average phonon frequency ω¯ =
∫
dω g(ω)ω∫
dω g(ω)
for
both E(3)NN-predicted and DFPT ground-truth spectra,
which show excellent agreement on the test set (Figure
2c); specifically, for 70% of the testing samples, the rel-
ative error is below 10%. This strongly suggests the ca-
pability of our model to predict phonon DoS.
To visualize the model performance, we plot 7 ran-
domly selected examples from the test set in each error
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Figure 2. Performance of the Euclidean neural network-based predictive model. (a) Mean squared error versus total number of
sites in a unit cell in training (blue), validation (orange), and test (green) sets. (b) Average mean squared error of compounds
containing each element. (c) Comparison between E(3)NN-predicted average phonon frequency and ground truth. The inset
shows the relative error |ω¯ − ω¯∗|/ω¯∗ distribution of the three datasets. (d) Randomly selected examples in the test set within
each error quartile. (Left) MSE distribution showing that it is heavily peaked in the 1st and 2nd quartiles with lower error.
quartile in Figure 2d, with rows 1 through 4 correspond-
ing to the 1st quartile with highest agreement through
the 4th quartile with lowest agreement, respectively. Ad-
ditional examples are plotted in the Supplementary Ma-
terial. The predicted DoS in the 1st and 2nd quartiles
show excellent agreement with DFPT calculations by re-
producing fine features, while the 3rd and 4th quantiles
show good or acceptable agreement by capturing main
features. For instance, the predicted DoS of NaPF6,
CdCN2, and NaCNO capture the energy of acoustic and
optical phonon branches well but mispredict the relative
amplitudes of certain peaks. Nonetheless, the phonon
bandgap, a key quantity to determine phonon-phonon
scattering, can be accurately extracted. Similarly, for
KSbO3 and Li2GeO3, the predictions exhibit broadband
DoS distribution, agreeing with DFPT calculations. A
large discrepancy can be seen for RuS2, yet the band-
width agreement is still good although the 0.099 MSE
is among the largest errors in the test set (Figure 2a).
The good test set performance and generalizability sug-
gest the suitability of our model to predict phonon DoS
for a broad range of new materials.
COMPARISON TO EXPERIMENTAL DATA
To demonstrate our model’s predictive ability in cap-
turing experimental characteristics, we compare the
E(3)NN predictions in a few materials with experimental
DoS data available from inelastic scattering (Figure 3).
Although the E(3)NN-predicted DoS do not match the
fine features of the experimental spectra, several key fea-
tures, like peak positions, gaps, and energy bandwidths,
are still well-reproduced. It is worth mentioning that
our model was not trained on any materials containing
4Frequency (cm−1)
P
ho
no
n
D
oS
(a
.u
.)
0
1 ZrSiO4 SrTiO3
0
1 Nd2CuO4 Sb2Te3
0 500 1000
0
1 UO2
0 500 1000
YBa2Cu3O7
Figure 3. Comparison between E(3)NN model predictions
(orange curves) and inelastic scattering DoS data (blue dots),
reproduced from literature [42–48]. ZrSiO4 was in the train-
ing set and SrTiO3 in the test set (black dashed lines denote
corresponding DFPT results [40]). The remaining examples
were absent in all datasets used for training, validation, and
testing, and contain two unseen elements, Nd and U.
uranium or neodymium, but still yields good DoS pre-
dictions for UO2 and Nd2CuO4 with general peak agree-
ment. Given the disorder and anharmonic effects in a
measured sample, disagreement between DFPT calcu-
lations and measured data can happen. As a result,
lower agreement is expected between experimental and
E(3)NN-predicted DoS since the ground-truths are based
on DFPT calculations. However, the predictive ability on
main features like peak positions, gaps, and bandwidths
can still serve as useful guidance for planning inelastic
neutron and x-ray scattering measurements, where ex-
perimental resources are largely limited to national lab-
oratory facilities.
HIGH-THROUGHPUT PHONON DOS AND
SPECIFIC HEAT CAPACITY PREDICTIONS
We apply the predictive model on 4,346 unseen crystal
structures without ground-truth DoS from the Materials
Project [49] with atomic site number N ≤ 13 in each unit
cell. As a check, we plot the average phonon frequency ω¯
against the average atomic mass m¯ = ( 1N
∑N
i=1
√
mi)
2 in
the unit cell (Figure 4a). The data fit well to a hyperbolic
curve ω¯ = Cm¯−1/2, where the constant C is a measure of
the crystal rigidity. The reasonable distribution of rigid-
ity supports the physical validity of our model for new
materials. Moreover, we characterize the non-uniformity
of atomic masses in each material by computing the ra-
tio of the minimum mass mmin in a crystal to m¯, where
high mmin/m¯ tends to aggregate at lower ω¯ and higher
m¯ (Figure 4b), which agrees with the features in [40].
Figure 5a illustrates the average phononic specific heat
capacity CV of crystalline solids containing a given ele-
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Figure 4. Evaluation of model predictions on unseen crystal
structures. (a) Average frequency ω¯ versus average atomic
mass m¯. The black solid line represents the least squared fit
to the hyperbolic relation ω¯ ∼ m¯−1/2. (b) The average fre-
quency versus the ratio mmin/m¯ characterizing atomic mass
non-uniformity.
ment, using the relation [50]
CV (T ) =
kB
mtot
∫ ∞
0
(
~ω
2kBT
)2
csch2
(
~ω
2kBT
)
g(ω)dω, (1)
where mtot is the total mass of all N atoms in the
unit cell, and the phonon DoS is normalized such that∫
g(ω)dω = 3N . Materials containing light elements tend
to have high heat capacity, which is reasonable. The dis-
tribution of CV evaluated from Eq. 1 is shown in Figure
5b, where ∼ 2% of materials show a CV greater than
1,000 J/(kg ·K). The inset shows the average phonon
DoS of highest-CV materials. Materials with higher CV
appear to have high spectral weight at higher energies,
consistent with expectation. This trend is also noticed by
inspecting the scatter plot of phonon DoS along the first
two principal components (Figure 5c), where high heat
capacity materials appear clustered with respect to the
first principal axis. The first principal axis has a broad
negative peak extending to high energies; thus, the clus-
tering of high CV materials in the negative first principal
direction parallels the shift of their phonon DoS towards
higher energies.
To validate our model’s predictions of high CV ma-
terials, we select 12 materials with ultrahigh predicted
CV and carry out independent DFPT calculations. Since
the maximum frequency of the training data was set to
1,000 cm−1, which is sufficient for the majority of materi-
als, the CV evaluated by DFPT was also cut off at 1,000
cm−1 for fair comparison. The DoS comparisons between
E(3)NN and DFPT in these high-CV materials are shown
in 5d, where satisfactory agreements are achieved in most
examples except for H4NF and HCN. The CV at room
temperature T = 293.15 K evaluated from E(3)NN pre-
dictions and DFPT calculations are summarized in Table
I and plotted in Figure 5e, showing excellent agreement.
A full energy range comparison is presented in the Sup-
plementary Material. We attribute the large discrepancy
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Figure 5. The search for high specific heat capacity (CV ) materials. (a) Periodic table colored by average CV of materials
containing each element. (b) Histogram showing distribution of CV evaluated from E(3)NN-predicted phonon DoS. The inset
illustrates average phonon DoS of materials with highest CV . (c) Distribution of predicted phonon DoS along the first two
principal components, colored by the E(3)NN-predicted CV magnitudes. The inset shows first two principal axes in the original
frequency basis. (d) Comparison between E(3)NN-predicted and DFPT-computed phonon DoS, the dashed black curves
represent DFPT results. (e) Two-dimensional histogram comparing specific heat capacities evaluated from E(3)NN-predicted
and DFPT-calculated phonon DoS.
Table I. Comparisons of E(3)NN predicted and DFPT calcu-
lated specific heat capacities (in J/(kg ·K)).
Material CE(3)NNV C
DFPT
V Material C
E(3)NN
V C
DFPT
V
Li4HN 2514.9 2320.2 Li9S3N 1508.1 1498.3
H4NF 2396.6 3117.4 LiBeBO3 1318.1 1286.1
LiC 2101.0 2138.8 LiBO2 1310.2 1172.9
MgH2 1897.8 1908.5 Li3Al2 1307.4 1431.2
HCN 1871.5 2047.2 MgC2 1288.1 1307.8
Li9Al4 1540.3 1642.1 LiMgN 1246.5 1216.2
in hydrogen- and lithium-rich materials to the electro-
static effect of hydrogen and lithium bonding [51], while
the current model mainly considers the mass effect.
DISCUSSION
In this work, we present a machine learning-based pre-
dictive model to directly acquire the high-dimensional
material property of phonon DoS, using only “first-
principles” inputs, namely atomic species and positions.
Due to their equivariance, Euclidean neural networks are
able to capture the symmetries of the input crystal, mak-
ing them data-efficient. A small training set of only 1,200
examples is sufficient to generate meaningful predictions,
outperforming a well-trained convolutional neural net-
work even with data augmentation (Supplementary Ma-
terial). Euclidean neural networks can be applied to
predicting broader properties in crystalline solids, where
there are often issues of data scarcity.
In contrast to ab initio calculations and inelastic scat-
tering that acquire phonon DoS deterministically, a ML
model is data-driven and probabilistic in nature. It is
thus impractical to fully rely on a ML-based predictive
model to acquire materials properties without further
validation. However, the power of the ML approach
goes far beyond obtaining property magnitudes at the
individual material level. From a materials design per-
spective, ML demonstrates extremely high efficiency in
rapidly screening candidates with a target property. In
our case, the prediction of phonon DoS on the 4,346 un-
seen materials can be done in less than 30 minutes on
6a single entry-level GPU. From a property optimization
perspective, instead of measuring an individual mate-
rial with high precision, the ML approach searches out-
puts high-performance candidates in a batch, offering
more choices. From an experimental perspective, the ML
model can be valuable in guiding the experimental plan-
ning with limited national facility resources. From an
application point-of-view, the Dulong-Petit law poses a
grand challenge in searching for promising materials for
thermal storage [52], and a highly efficient approach can
further support an inverse design from property to desir-
able structures. In sum, our model provides a promis-
ing framework to enable high-throughput screening and
guide experimental planning for materials with excep-
tional thermal properties. It further sheds light on eluci-
dating the fundamental links between symmetry, struc-
ture, and elementary excitations in condensed matter.
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9Supplementary Material
EUCLIDEAN NEURAL NETWORK IN DETAIL
As discussed in the main text, crystals are represented to the network as periodic graphs where relative distance
vectors are edge attributes and atom features are stored at each node as shown in Figure 1. Crystal structures
are converted into graphs using the e3nn DataPeriodicNeighbors class which uses the pymatgen Structure class
to find atom neighbors while accounting for periodic boundary conditions [53]. For each atom, all atoms around a
given atom within a given cutoff radius (including the central atom) are considered “neighbors” and are used in the
convolution operation. The features of each atom in the unit cell is stored in xai where a is the atom index and i is a
flattened representation index with features given by a representation list Rs = [(N, 0, 1)] which denotes N scalars.
Representation lists in e3nn denote irreducible representations (irreps) of the group of 3D rotations and inversion,
O(3), and are lists of triples (m, L, p) denoting the number of copies or multiplicity m of features with rotation
degree L and parity p (1 for even parity, -1 for odd parity, and 0 for irreps of the group of just 3D rotations SO(3).
An irrep or rotation degree L has 2L + 1 components. By flattening the representations into one index and using
representation lists, we can efficient store and operate on geometric tensor quantities expressed in the irrep basis.
We employ the modified one-hot encoding for element types with atomic mass as magnitudes, namely V (0)vc |c=Zv =
mv for site v with atomic number Zv and mass mv (note the subscript m ≡ 1 is omitted for order l = 0). For example,
H: [1, 0, . . . , 0, 0], He: [0, 4, . . . , 0, 0], . . . , Og: [0, 0, . . . , 0, 294]. (S1)
The encoded crystal graph is then passed into a E(3)NN as illustrated in Figure S1. The architecture of the Euclidean
neural networks used in this work is similar to that of a graph convolutional neural networks. To achieve Euclidean
symmetry equivariance: 1) E(3)NN convolutional filters are functions of the radial distance vector between two points
and composed of learned radial functions and spherical harmonics W (~r) = R(|r|)Ylm(rˆ). 2) As a consequence of this
filter choice, all inputs, intermediate data, and outputs are geometric tensors. 3) Therefore, all scalar operations (e.g.
addition and multiplication) in the network must be replaced with general geometric tensor algebra. 4) Additionally,
nonlinearities applied to geometric tensor data must also be replaced with equivariant equivalents. A feature that
emerges from equivariance is that the symmetry of the outputs of Euclidean neural networks are guaranteed to have
equal or higher symmetry than the inputs, which means that these networks are guaranteed to respect the space
group symmetries (which are a subgroup of Euclidean symmetry) of input crystal geometry [39].
To articulate network operations, we will use Einstein summation notation where repeated indices are implicitly
summed over. A single layer of our network operates on input xai and relative distance vectors of graph edges ~rab,
x
(q+1)
ai = σ(x
(q)
bj ⊗Kk(~rab)) (S2)
where σ is an equivariant nonlinearity and ⊗ signifies a tensor product where representation indices of inputs
and filter are contracted using Clebsch-Gordan coefficients. We used a “gated” rotation equivariant nonlinearity,
GatedBlockParity as implemented in e3nn, which was first introduced in Ref. [37] and is extended in e3nn to handle
parity (inversion). K is the convolutional kernel which is composed of learned radial functions and spherical harmonics
and Clebsch-Gordan coefficients are included in the kernel to yield the traditional channel out and in indices.
Kij(~rab) = Kabij = Rw(rab)Yk(rˆab)Cijkδw,k∈irrep(w) (S3)
where δw,k∈irrep(w) denotes that radial functions are shared for all components of a given irrep, e.g. the 5 components
of a L = 2 irrep share the same radial function, and Cijk are the Clebsch-Gordan coeffcients.
In tensor notation, a convolutional operation is written as
Conv(xbi, ~rab) := xbjKij(~rab) = yai (S4)
We use convolutional filters up to L ≤ 1 and rotation order for intermediate features of L ≤ 1.
The radial functions are dense (fully-connected) neural networks acting on a finite radial basis. For example, a two
layer radial function would be expressed as
R(|rab|) = Wkhσ(WhqBq(|rab|)) (S5)
10
Figure S1. Architecture of the Euclidean neural network.
where Bq are the set of radial basis functions; in this work, we use a finite set of Gaussian radial basis functions.
The first two convolutional layers generate L = {0, 1} atomic features and additional scalars to be used by following
gated blocks for nonlinearizing L = 1 pseudovectors [41]. The final convolution operation yields atomic features of
order L = 0 on each atom. Finally, states at all sites within the unit cell are aggregated into a one-dimensional array∑
a∈N x
(q)
ia . We then apply a ReLU activation and normalize (by dividing by the maximum intensity) to predict the
phonon density of states (DoS), which is simply an array of 51 scalars.
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DATA PRE-PROCESSING AND PREPARATION
The phonon DoS dataset with 1,521 crystalline solids calculated from density functional perturbation theory (DFPT)
by Petretto et al. [40] is used for training and testing a predictive model in this study. We randomly split the entire
dataset into training (80%), validation (10%), and test (10%) sets. We manually curated 3 additional experimental
phonon DoS from [54], adding the Cu and Ag examples to the training set and Au to the test set, in order to
provide the network examples of single-element compounds. The resulting training set had 1220 samples, and each
of validation and test sets had 152 samples.
The DFPT-calculated phonon DoS data has high energy resolution, requiring a large number of parameters in the
neural network to fit the output dimension. Given limited training data, it is challenging to train a predictive model
with too many trainable weights. To ensure a balanced output dimension and resolution while retaining the main
features of the phonon DoS, we interpolated the smoothed spectrum in the energy range 0 ≤ ω ≤ 1000 cm−1 to 51
points, corresponding to an energy resolution of 20 cm−1. In particular, smoothing of phonon DoS is achieved by
applying a Savitzky-Golay filter of window length 101 and polynomial order 3, where filter parameters are determined
to best represent raw phonon DoS: getting rid of small fluctuations while retaining the main profiles. Representative
raw and smoothed phonon DoS curves are shown in Figure S2.
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Figure S2. Original and filtered phonon DoS.
HYPERPARAMETER OPTIMIZATION AND NEURAL NETWORK TRAINING
We randomly selected a set of initial hyperparameters within the ranges listed in Table S1 as a starting point
for tuning. In addition to the listed parameters, we fixed the maximum radius rmax to 5Å, which we found to
adequately balance the number of edges created per vertex with the memory requirements to build the corresponding
graph. The selected value is also similar to the maximum bond length considered in the CGCNN [11]. We then
systematically tested hyperparameters within the specified ranges until an optimal set balancing validation loss and
memory limitations was found. The optimal set of hyperparameters, listed in the last column of Table S1, was then
used to train the final predictive model.
The neural network is trained with a Quadro RTX 6000 GPU with 24 GB of RAM. We stop updating weights when
12
Table S1. Hyperparameter searching range and optimization process
Hyperparameter Range Initial Selection Final Selection
Multiplicity of irreducible representation ma 16, 32, 48, 64b 64 32
Number of pointwise convolution layer 1, 2, 3, 4 3 2
Number of basis for radial filters 5, 10, 15, 20 10 10
Length of embedding feature vector 16, 32, 64, 128, 160 128 64
AdamW optimizer learning ratec 5e−4, 1e−3, 5e−3, 1e−2 1e−3 5e−3 × 0.96k
AdamW optimizer weight decay coefficient 1e−3, 1e−2, 5e−2, 1e−1 1e−2 5e−2
a For outputs of first two convolutional layers only.
b Out of memory is encountered at value 72.
c We observe the lowest validation loss at a learning rate of 5e−3 among all values tested, followed by
oscillations, and thus adopt the exponentially decaying learning rate with k being the epoch number.
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Figure S3. The mean squared error versus epoch number.
the validation loss stagnates and tends to rise to reduce over fitting; the loss history can be found in Figure S3.
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MORE PREDICTED PHONON DOS IN TEST SET
We present 100 predicted phonon DoS from the test set on opt of those appeared in the main text in Figure S4. The
samples are sorted from top to bottom in order of increasing mean squared error (MSE). As discussed in the main
text, our model performs better in predicting energy ranges than exact amplitudes. While near-perfect predictions
were achieved for examples in the first few rows, the principal peaks and gaps of the phonon DoS were well-reproduced
for many materials located at bottom rows, such as MgSnAs2, LiBeP, InGaO3, and NaSbF6.
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0
1
ZnS, MSE=0.0006 Ag2HgI4, MSE=0.0006 LaAgO2, MSE=0.0007 YCuO2, MSE=0.0010 ZnTe, MSE=0.0011
0
1
Ba2TaBiO6, MSE=0.0017 K2Ga3, MSE=0.0019 Cs2Pd(IBr2)2, MSE=0.0022 BaSr2I6, MSE=0.0024 K2PtCl6, MSE=0.0028
0
1
Cs2As3, MSE=0.0029 TlBr, MSE=0.0030 CsBr2F, MSE=0.0033 Na4CdP2, MSE=0.0034 K2PtBr4, MSE=0.0035
0
1
Rb2LiInCl6, MSE=0.0035 BaTe2, MSE=0.0035 Cs2KBiF6, MSE=0.0036 AlAs, MSE=0.0037 MgSe, MSE=0.0041
0
1
Rb3BP2, MSE=0.0041 Sr4As2O, MSE=0.0046 Sr(MgSb)2, MSE=0.0049 AgBr, MSE=0.0049 CsCuO2, MSE=0.0052
0
1
KLiTe, MSE=0.0065 K2S3, MSE=0.0068 Al2CdTe4, MSE=0.0070 Rb2S, MSE=0.0071 RbSnCl3, MSE=0.0073
0
1
CuBiSeO, MSE=0.0074 Rb2Pd3S4, MSE=0.0079 KHfCuS3, MSE=0.0079 NaSbS2, MSE=0.0081 Sr2GaGeN, MSE=0.0081
0
1
RbHgF3, MSE=0.0082 BaAgTeF, MSE=0.0082 Cd(InTe2)2, MSE=0.0084 Cs2TiS3, MSE=0.0086 AlN, MSE=0.0089
0
1
KI, MSE=0.0093 NaSrAs, MSE=0.0093 Cs2RbYF6, MSE=0.0097 Ca4P2O, MSE=0.0098 FeAs2, MSE=0.0120
0
1
Cs2O, MSE=0.0125 Fe(SiP)4, MSE=0.0139 Ca3PCl3, MSE=0.0140 ScCoTe, MSE=0.0147 K2SrTa2O7, MSE=0.0154
0
1
Cs2CaH4, MSE=0.0161 Rb2O, MSE=0.0161 K2Sn(AsS3)2, MSE=0.0163 K2NaInF6, MSE=0.0165 Na2ZnS2, MSE=0.0179
0
1
Rb2TlInF6, MSE=0.0182 TiSiPd, MSE=0.0184 TiNiSn, MSE=0.0191 YAgO2, MSE=0.0194 ZnPtF6, MSE=0.0196
0
1
BaNaP, MSE=0.0209 CaMg(CO3)2, MSE=0.0215 SrTiO3, MSE=0.0217 RbNO3, MSE=0.0244 Li3As, MSE=0.0246
0
1
GaCuO2, MSE=0.0263 GaAgO2, MSE=0.0282 LiBr, MSE=0.0282 LiI, MSE=0.0294 BaLiP, MSE=0.0303
0
1
K2Ti2O5, MSE=0.0314 AgP2, MSE=0.0345 MgSnAs2, MSE=0.0353 NaNO3, MSE=0.0360 NbCu3Se4, MSE=0.0381
0
1
InS, MSE=0.0401 LaCoN3, MSE=0.0429 LiBeP, MSE=0.0435 LiBeN, MSE=0.0469 Au, MSE=0.0517
0
1
CuRhO2, MSE=0.0518 Y2SeO2, MSE=0.0541 TiGePt, MSE=0.0550 InGaO3, MSE=0.0551 BaB2F8, MSE=0.0563
0
1
CuP2, MSE=0.0573 Na3SbS4, MSE=0.0578 NaHS, MSE=0.0590 CuCl, MSE=0.0600 K2Zr(BO3)2, MSE=0.0708
0
1
LaN, MSE=0.0730 B, MSE=0.0784 PtO2, MSE=0.0859 NaSbF6, MSE=0.0950 BaMg2FeH8, MSE=0.0988
0 1000
0
1
MgMoN2, MSE=0.0988
0 1000
NbBO4, MSE=0.1155
0 1000
NbNO, MSE=0.1167
0 1000
Li2ZrN2, MSE=0.1251
0 1000
LiH, MSE=0.1283
Figure S4. Predicted phonon DoS of randomly-selected examples from the test set, sorted from top to bottom in order of
increasing MSE.
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ELEMENT REPRESENTATION
In Figure S5, we illustrate the number of occurrences of each element in the training, validation, and test sets.
When compared to Figure 2b in the main text, it is found that elements corresponding to high MSE in Figure 2b of
the main text tend to appear less frequently than those with lower errors, such as La, Ir, Mo, Rh, and Ru. A more
direct comparison is made in Figure S6.
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Figure S5. Element representations in training, validation, and test sets.
Ag Al As Au B Ba Be Bi Br C Ca Cd Cl Co Cr Cs Cu F Fe Ga Ge H Hf Hg I In Ir K La Li Mg Mn
0
100
200
300
Ti
m
e
of
A
pp
ea
ra
nc
e
Train
Test
0.00
0.05
0.10
M
ea
n
S
qu
ar
ed
E
rr
or
Mo N Na Nb Ni O Os P Pb Pd Pt Rb Re Rh Ru S Sb Sc Se Si Sn Sr Ta Tc Te Ti Tl V W Y Zn Zr
0
200
400
Ti
m
e
of
A
pp
ea
ra
nc
e
0.00
0.05
0.10
M
ea
n
S
qu
ar
ed
E
rr
or
Figure S6. Element representation in training set versus MSE in test set. The inset shows a scatter plot of the relationship.
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ADDITIONAL PHONON DOS PREDICTIONS OF MATERIALS WITH HIGHEST SPECIFIC HEAT
CAPACITY
We present E(3)NN-predicted materials (selected from 4,346 crystal structures without ground-truth DoS from the
Materials Project [49]) with the top 100 highest specific heat capacities in Figure S7.
Frequency (cm−1)
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0
1
Mg(AlH4)2, Cv =2544.19 Li4HN, Cv =2514.86 H4NF, Cv =2396.59 Li3N, Cv =2119.14 LiC, Cv =2100.95
0
1
NaAlH4, Cv =1995.55 MgH2, Cv =1897.80 Li2B2C, Cv =1897.56 HCN, Cv =1871.45 HOF, Cv =1681.57
0
1
NaHO, Cv =1652.38 NaHO, Cv =1648.66 Li9Al4, Cv =1540.31 Li9S3N, Cv =1508.12 CO2, Cv =1492.46
0
1
NaHCO2, Cv =1487.40 CaH2, Cv =1485.01 CuH4(OF)2, Cv =1479.30 LiB(CN)4, Cv =1461.33 LiP(HO)2, Cv =1448.30
0
1
Mg(HO)2, Cv =1444.09 Li(CO)2, Cv =1412.19 CuH4(OF)2, Cv =1409.28 Ca(HO)2, Cv =1364.96 LiBeBO3, Cv =1318.14
0
1
LiBO2, Cv =1310.19 Li3Al2, Cv =1307.42 MgC2, Cv =1288.09 NaHF2, Cv =1266.08 NaGaH4, Cv =1258.21
0
1
Li4H4Rh, Cv =1257.87 LiMgN, Cv =1246.49 NaC, Cv =1243.45 Li6PClO5, Cv =1234.59 Li2Ca, Cv =1221.15
0
1
Li2Ca, Cv =1218.77 Be12Mo, Cv =1204.32 KHCO2, Cv =1156.81 Li4FeN2, Cv =1132.57 AlHO2, Cv =1130.46
0
1
B2O3, Cv =1129.18 Mg(BC)2, Cv =1121.04 KNa2BN2, Cv =1099.76 CuB(CN)4, Cv =1094.76 Mg2C3, Cv =1090.48
0
1
BN, Cv =1088.57 NaMgBO3, Cv =1073.12 Cu(HO)2, Cv =1071.63 LiCo(CO)4, Cv =1070.94 KPH2SO3, Cv =1069.43
0
1
Be, Cv =1066.79 Li6PBrO5, Cv =1060.68 Li3FeN2, Cv =1056.63 MgB2, Cv =1047.31 Na3N, Cv =1043.93
0
1
KCN, Cv =1043.74 NaBF4, Cv =1026.31 LiSO3F, Cv =1014.22 CaB6, Cv =1008.47 LiAlSi, Cv =992.87
0
1
PH4Br, Cv =987.28 MgF2, Cv =976.68 AlBO3, Cv =973.06 Mg2NF, Cv =969.15 CaC2, Cv =968.47
0
1
CaC2, Cv =963.87 KLiO, Cv =958.87 NaClO2, Cv =953.40 NaClO4, Cv =951.13 LiScF4, Cv =946.99
0
1
NaAlF4, Cv =946.64 CaC2, Cv =946.56 CsLiH4SO5, Cv =925.82 CaN2, Cv =921.29 AlPO4, Cv =908.53
0
1
K2CO3, Cv =904.47 CeH3(CO2)3, Cv =899.39 NdH3(CO2)3, Cv =895.72 Li6TeO6, Cv =892.94 LiMnO4, Cv =890.33
0
1
SiO2, Cv =889.66 SmH3(CO2)3, Cv =885.88 KO2, Cv =884.33 ScB12, Cv =879.61 B4CCl6O, Cv =878.68
0
1
SiO2, Cv =872.07 KCd(NO2)3, Cv =865.97 Na2CS3, Cv =861.74 KAlF4, Cv =855.20 K2Mg2Si2O7, Cv =854.99
0
1
NaAlSi, Cv =852.16 LiVO2, Cv =849.71 KClO3, Cv =845.14 NaMnF4, Cv =843.10 Na5NiSO2, Cv =842.37
0 1000
0
1
TiBO3, Cv =842.31
0 1000
Na5CuSO2, Cv =840.51
0 1000
NaSi2N3, Cv =840.30
0 1000
Li5(NiN)3, Cv =838.92
0 1000
CsH3O2, Cv =838.19
Figure S7. Top 100 high specific heat capacity materials, CV in unit J/(kg ·K).
16
SPECIFIC HEAT CAPACITY CALCULATED FROM FULL ENERGY RANGES
Due to considerations about neural network size and spatial resolution of the predicted phonon DoS, our model
is trained with DFPT-calculated phonon DoS in the energy range [0, 1000] cm−1. When evaluating new materials,
the E(3)NN-predicted phonon DoS is also confined within this domain. Therefore the specific heat capacities are
evaluated from potentially incomplete phonon DoS.
Here we present the specific heat capacities evaluated from the complete phonon DoS in Table S2. It is found that
most materials have a slightly different CV , and 9 out of 12 points are still in good agreement. On the other hand,
more dramatic discrepancies in the other 3 materials, MgH2, H4NF, and HCN, are partially induced by significant
contributions to the DoS at higher energy ranges outside those considered during training. The two-dimensional
histogram and corresponding phonon DoS for the three materials are shown in Figure S8. A potential remedy for this
issue is to train our model with phonon DoS including higher energy ranges which may lose the energy resolution and
is not necessary of majority of materials. The good agreement between E(3)NN-predictions and DFPT ground-truth
spectra achieved in the energy range chosen for this work sufficiently demonstrates the potential for generalizability
of our model.
Table S2. Comparisons of E(3)NN predicted and DFPT calculated specific heat capacities (in J/(kg ·K)).
Material CE(3)NNV C
DFPT
V Material C
E(3)NN
V C
DFPT
V
Li4HN 2514.86 2320.06 Li9S3N 1508.12 1498.39
H4NF 2396.59 1578.65 LiBeBO3 1318.14 1134.99
LiC 2100.95 1959.36 LiBO2 1310.19 1087.88
MgH2 1897.80 1324.31 Li3Al2 1307.42 1431.15
HCN 1871.45 1561.42 MgC2 1288.09 1152.05
Li9Al4 1540.31 1642.07 LiMgN 1246.49 1216.17
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Figure S8. Left: Two-dimensional histogram comparing between specific heat capacities evaluated from E(3)NN-predicted and
complete DFPT-calculated phonon DoS. Right: Full phonon DoS of three materials that display largest discrepancies.
COMPARISON TO CONVOLUTIONAL NEURAL NETWORK APPROACH
In order to better quantify the advantages of the tensor field neural network, we present a brief comparison to a
convolutional neural network (CNN). Here, the unit cells are encoded as three-dimensional densities, similar to [55].
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Table S3. Architectures of the convolutional neural network.
Layer Input shape Output shape
3D conv. layer, kernel size=5, strides=2, channel num.=1 (32,32,32,2) (16,16,16,1)
activation=ReLU
3D conv. layer, kernel size=3, strides=2, channel num.=2 (16,16,16,1) (8,8,8,2)
activation=ReLU
3D conv. layer, kernel size=3, strides=2, channel num.=4 (8,8,8,2) (4,4,4,4)
activation=ReLU
3D conv. layer, kernel size=3, strides=2, channel num.=8 (4,4,4,4) (2,2,2,8)
activation=ReLU
Flatten (2,2,2,8) 64
Fully connected, activation=ReLU 64 64
Fully connected, activation=ReLU 64 51
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Figure S9. Phonon DoS predicted by the convolutional neural network.
In particular, they are defined by
ρZ(r) =
N∑
i=1
Zie
−|r−ri|2 , ρm(r) =
N∑
i=1
mie
−|r−ri|2 , (S6)
and mapped onto a discrete three-dimensional grid with positions of grid points determined by corresponding lattice
vectors and parameters. The densities are then input into a three-dimensional convolutional neural network (archi-
tecture is shown in Table S3). Same training, validation, and test samples are used here. In particular, to consider
lattice periodicity, the densities for each unit cell are calculated in the middle of a 3× 3× 3 super cell to account for
contributions from neighbors. For each material, four unit cells with randomly translated atomic positions (shifted
origins) alongside the original unit cell are used to train and validate the model, in order to achieve representation-
independent outputs. The resulting performances are summarized in Figure S9 and are found not as good as E(3)NN’s.
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Specifically, the CNN seems intended to predict similar profiles regardless of specific atomic structures, and unable
to capture high energy peaks. Such performance further results in lower predicted average frequency, the failure in
capturing main features makes it unsuitable to be applied on unseen materials.
Admittedly, there are several ways to improve the current CNN architecture. One noticeable problem is that the
convolutional kernel here acts on different length scales depending on the lattice. A fixed grid like in [55] can also be
adopted to resolve this issue, but other constraints such as limited representation ability (confined by grid dimension)
and lowered spatial resolution will be brought up. In addition, more data augmentation will also be helpful. However,
the E(3)NN offered a more physics-informed framework to intrinsically consider rotation and translation equivariance
while get rid of data augmentation to capture arbitrary orientations and periodicity of the unit cell. In this case,
the parameters in E(3)NN are more focused on building direct connections between crystal structures and target
properties without interference from other information. As a result, it can achieve higher prediction accuracy and
better generalization ability.
