On quasi likelihood for semimartingales  by Sørensen, Michael
Stochastic and their 35 (1990) 
North-Holland 
ON QUASI LIKELIHOOD FOR SEMIMARTINGALES 
Michael S@RENSEN 
Department of Theoretical Statistics, Institute of Mathematics, University of Aarhus, 
8000 Aarhus C, Denmark 
Received 10 May 1988 
Revised 21 August 1989 
A new general approach to constructing a quasi score function for a class of stochastic processes 
is proposed. A crucial point in the construction is the separate treatment of the continuous 
martingale part and the purely discontinuous martingale part. The proposed estimating function 
fits into the general quasi likelihood framework given by Godambe and Heyde (1987) and is 
shown to be optimal within the class of essentially all martingale estimating functions according 
to these authors fixed sample criterion as well as their asymptotic criterion. Relations to other 
work on quasi likelihood for stochastic processes are discussed. The theory is illustrated by 
examples. 
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1. Introduction 
When the data are a realization of a stochastic process, quasi likelihood methods 
provide a useful complement to the likelihood methods. This is not least so in 
situations where the likelihood function does not exist, is not known or is mathemati- 
cally intractable. A very general framework for the quasi likelihood approach has 
been set up by Godambe and Heyde (1987). These authors call an optimal member 
of any specific class of estimating functions a quasi score function within that class. 
They give a fixed sample criterion as well as an asymptotic criterion for optimality 
within a class of martingale estimating functions. For further discussion, see Heyde 
(1988). 
In this paper a general procedure is proposed for constructing a quasi score 
function when the observed process is a so-called special semimartingale. This is 
the class of processes considered by Hutton and Nelson (1986) in their pioneering 
work on quasi likelihood for stochastic processes. Despite its name, this class of 
processes is very broad and covers almost all models met in statistical practice. The 
proposed quasi score function is a local martingale and it equals the true score 
function if the latter exists, provided the observed process is quasi left-continuous 
or the time is discrete. Asymptotic properties of the proposed maximum quasi 
likelihood estimator can be investigated using methods similar to those of Hutton 
and Nelson (1986) (see Sorensen, 1988b). 
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The construction of the quasi score function is presented in Section 2. It is shown 
in Section 3 that the proposed quasi score function is optimal within the class of 
essentially all martingale estimating functions according to the criteria given by 
Godambe and Heyde, the fixed sample criterion as well as the asymptotic criterion. 
Relations to the approach taken by Heyde (1987) and Hutton and Nelson (1986) 
are discussed in Section 4. In Section 5 possible extensions of the method to more 
general processes are discussed. 
2. A quasi score function 
Let {X,} be a d-dimensional continuous time stochastic process defined on a 
probability space with a right-continuous filtration. We shall assume that {X,} is 
cadlag and adapted, and that the filtration is generated by {X,}. Suppose that the 
distribution of {X,} depends on a parameter 19 taking values in a subset 0 of K!“, 
and that, for the parameter value 0, 
I 
f 
x,=x,+ h(e)dh,+m,(f?), r>O. (2.1) 
0 
Here {A,} is a real, increasing, right-continuous, predictable process with A0 = 0, {J;} 
is a d-dimensional predictable process, and {m,( 0)) is a cadlag, d-dimensional local 
martingale with m”(0) = 0. The representation (2.1) implies that {X,} is a so-called 
special semimartingale. A special semimartingale is a semimartingale where the 
finite variation part can be chosen predictable (see e.g. Jacod, 1979, p. 30). 
Any local martingale can be decomposed uniquely into a continuous local martin- 
gale and a purely discontinuous local martingale. Let the decomposition of m,(0) 
be given by 
m,(e)=m:(e)+m:‘(e). 
A continuous local martingale is always locally square 
quadratic characteristic of mT(f?) exists. It has the form 
(m’(e)), = 
(2.2) 
integrable. Therefore, the 
(2.3) 
where a,( 13) is a symmetric, non-negative definite d x d matrix of predictable 
processes (see Jacod and Shiryaev, 1987, Proposition 11-2-9). Define a random 
measure p on [Wd x [O,a) by 
ti(dx, dr) =C l~ax,~o)sc,nx,,(dt, dx), 
s 
where AX,r = X,y -X,_ and E, is the Dirac measure at the point a. Further let v( 0) 
be the predictable compensator of w. Then 
m:‘(e) = X(P - de))(dx, ds). 
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The existence of this integral follows from the fact that {X,} is a special semimartin- 
gale (Jacod and Shiryaev, 1987, Proposition 11-2-29). The random measure ~(0) 
has the form 
~(0; dx, dt) = Y(0; x, r)K,(dx) dh,, (2.4) 
where all elements of (2.4) depends implicitly on w, an element of the basic 
probability space. For fixed (w, t), Y > 0 is a Bore1 function, while K,( . ) is a positive 
measure on (lRd, %(I@)). For fixed x and fixed BE 3(W’) { Y( 0; x, t)} and {K,(B)} 
are predictable processes. We shall call a random function [Wd x [0, ~0) + R with the 
same measurability properties as Y predictable. The form (2.4) of v(B) follows 
from Proposition 11-2-9 in Jacod and Shiryaev (1987). Here we have assumed that 
K is independent of 0. 
Note that the only assumptions made so far are that {X,} is a special semimartin- 
gale, and that {A,} and {K,(dx)} are independent of 8. 
Now, in order to define the proposed quasi score function we need the assumptions 
that 
J R“ /x,1 Y(e; x, t)K(dx) (~0 (2.5) 
almost surely for all t > 0 and i = 1, . . . , d, that 
g,(e) =J;(e)- J xY(e; x, t)K,(dx) Iw’, 
and Y( 0; x, t) are continuously differentiable with respect to 0 for all x and t and 
for almost all o, and that for all 0 E 0 and i,j = 1, . . . , n, 
and I 
JJ I(ci(O; x, s)ci(e; x, s)‘),~[v(~; dx, ds)<oo 0 Rd 
almost surely. Here a:( 0) is the Moore-Penrose pseudo inverse of a,y( 0), T denotes 
transposition, and H( 13; x, s) = log( Y( 0; x, s)). The d x n matrix g,(e) is given by 
a,(e), 
km, =F 
I 
and the vector k(0; x, s) by 
ci(e; X, s); =: H(e; X, s). 
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The proposed quasi score function based on a sample path observed continuously 
in the time interval [0, t] is given by 
O,(O) = ’ &(e)T~:(e)w(~) 
I 0 I + JJ fit& x, S)(P - d~))(dx, ds). (2.6) o [w’, 
The stochastic integrals in (2.6) exist under the assumptions above. If the likelihood 
function exists, then the true score function will, under weak assumptions, be equal 
to (2.6) provided {X,} is quasi left-continuous. What is needed to prove this is 
mainly results about interchanging differentiation and stochastic integration. For 
such results see Karandikar (1983) and Hutton and Nelson (1984). The structure 
of the likelihood function for classes of semimartingales was studied in Jacod and 
MCmin (1976), see also Jacod and Shiryaev (1987). Note in particular that if the 
likelihood function exists then a,(0) is necessarily independent of 0. When m,( 0) 
is continuous the last integral in (2.6) disappears, and Q,(0) equals the Hutton- 
Nelson quasi score function. Relations between the quasi score function (2.6) and 
the partial likelihood function in the sense of Jacod (1987) are studied in Jacod 
(1989). 
In case {X,} is not quasi left-continuous there exist predictable stopping times at 
which the process jumps with a certain probability. Suppose these stopping times 
are simply fixed time points. If, for all 0, the process jumps with probability one at 
these points, (2.6) can still be used and Q,(0) equals the true score function if it 
exists. As above, this is provided differentiation and stochastic integration can be 
interchanged. In cases where time-points exist at which the probability of jumping 
is less than one, these points are known from the model specification, and the jumps 
that take place here should be treated separately. The rest of the jumps should then 
be used in the construction leading to (2.6). An important example of a nonquasi-left- 
continuous process is obtained when a discrete time stochastic process is treated as 
a continuous time process by setting X, = Xt,, . Here the process usually jumps with 
probability one at all integer time points. That Q,(e) equals the score function for 
discrete time processes is demonstrated in Example 2.2 below. 
Results about existence, consistency and asymptotic normality of maximum quasi 
likelihood estimators can be proved by means of martingale versions of the law of 
large numbers and the central limit theorem, in much the same way as in Hutton 
and Nelson (1986). This point has been pursued in Sorensen (1988b). 
Let us consider an example where it is not known, to the present author anyway, 
under what conditions the likelihood function exists, For the case of Markov 
processes see, however, Kabanov, Liptser and Shiryaev (1980). 
Example 2.1. Let the observed one-dimensional process be the solution to 
dX,=d,(&X)dt+Y,(0;X)dW,+6,(0;X)dZ:, t>O, (2.7) 
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for some 0 E 0 G R”. Here d,(B; .), r,(0; *) and 6,( 0; *) are predictable functionals. 
The innovation processes { W,} and (2:) are a Wiener process and a marked counting 
process 
where {IV,} is a counting process with intensity {a,( 19)>, and where the Yj’s are 
mutually independent real random variables independent of {IV,} all with the same 
distribution FH. We assume that the coefficients of (2.7) satisfy Lipschitz conditions 
ensuring existence of a unique solution (see e.g. Elliott, 1982, p. 183). We will not 
state such conditions here lest the message should be obscured by technicalities. 
To simplify matters we assume that F,,(dy) has a density ~(0; y) with respect to 
the Lebesgue measure, and that, for all t > 0, y,( 8; X) f 0 and 6,( 8; X) # 0 almost 
surely and E(a,(B))<co. 
We find that 
A,= t, 
I 
I 
m;(e) = de; x> dw,, 
0 
0) = ~0; x)1, 
m 
.m = 4uc w+am,(e; w 
I 
WC& Y) dy, 
-x- 
g,(e) = 4v; w, 
w; 4 0 =pv; m,m wbmil~,w wl, 
K,(dx) = dx. 
Now, using the fact that by (2.7), 
I 
, 
Y(8;X)dW,=X;-- ‘d,(B;X)ds, 
0 I 0 
where 
X;= X, - 1 AX,, 
we find by direct calculation that 
Q,(e) = ’ ci,(e; x)y,(e; x)pdx:- I I 
, 
d,(e; x)d,(e; xjy,(e; x)-2ds 
0 0 
b%(e) ds 
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Here 7,) TV, . . . , are the times the process jumps. There are only finitely many jumps 
in [0, t]. The quasi score function is the sum of the three score functions based on 
the diffusion type process {XT}, the counting process {N,} and the jumps. 
We conclude this section by briefly considering discrete time stochastic processes. 
Example 2.2. Let {X,} be a discrete time stochastic process. Suppose the distribution 
of X, (f 2 1) given the a-algebra s,-, = cr(X,, X, , . . . , X,_,) has density p,(x; 13) 
with respect to the measure K,(dx). 
We see that 
~(8; dx, dr) =p,(x+X,_,; B)K,(dx) dh, 
with K,(B)=K,(B+X,_,) and A,=[?]. Hence 
fi(C?;x,s)(Cv(B))(dx,ds) 
(2.8) 
provided differentiation and integration can be interchanged in the Lebesgue integral. 
Thus, under this condition (2.6) equals the score function. Otherwise, it is the 
bias-corrected score function. 
3. Optimality of the proposed estimating function 
We shall now prove that the estimating function (2.6) is optimal according to the 
fixed sample criterion as well as the asymptotic criterion given by Godambe and 
Heyde (1987) within the class of estimating functions of the form 
I’ 
I 
G,(o) = a,(e) din:‘(e)+ P(e; x, S)(P - v(B))(dx, ds), (3.1) 
0 II 0 
uB’, 
satisfying conditions given below. Here {a,( 0)} is an n x d matrix of predictable 
processes, while p( 8; x, s) is an n-dimensional vector of predictable random func- 
tions R” X [0,00) + R. 
If 8 is the true parameter value the stochastic process { G,( 0)} is a local vector 
martingale provided it is well defined. Actually every n-dimensional local vector 
martingale { M,( 0)} has a decomposition 
M,(B) = a,(e) dm:(e)+ x, S)(P - v(O))(dx, ds)+ N,(e), 
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where the vector of local martingales { N,( 0)} is orthogonal to the observed process 
{X,} in the sense that 
(Nc(B)i, m’(e),),=O, 120, i=l,. . ., n, j=l, . . ., d, 
where { NT( 0)) is the continuous martingale part of {N,(e)}, and that 
t 
E 
(I I 
AN,(0)i~(dx,ds) =O, i=l,..., n, ts0. 
0 IWd > 
Here AN,(O), = N,( O)i - iV-(0)i. This result is well known from martingale rep- 
resentation theory (see e.g. Jacod and Shiryaev, 1987, Lemma 111-4-24). 
From these considerations we see that the type (3.1) of estimating functions is 
the most general form of martingale estimating functions that it is worthwhile 
considering. Actually, it has been proved in a number of well-studied particular 
cases that N, = 0, t 3 0 provided the basic probability space is not too rich. In such 
cases (3.1) gives us all martingale estimating functions. There exists a well-developed 
theory with necessary and sufficient conditions for this to happen (see Jacod and 
Shiryaev, 1987, Section 111-4). Assume that the basic c-algebra of our probability 
space is generated by the filtration and that X0 is non-random. Remember that it 
has been assumed earlier that the filtration is generated by {X,}. Under these 
assumptions, examples of models where N, = 0, t ~0, include processes with 
independent increments, diffusions with jumps satisfying weak regularity conditions, 
and counting processes. The problem whether N, = 0 or not is closely related to 
that of constructing an explicit expression for the likelihood function, provided it 
exists. 
Now, if 0 is the true parameter value, and if, for 1> 0 and i,j = 1,. . . , R, 
i 
’ I(~,(e)a,(e)a,(e)‘),I dA< <cc 
0 
and 
f 
ii 0 
lw’, I@(& x, s)P(R x, 4T),j14R dx, ds) <a’, 
then { G,( 0)) is a locally square integrable martingale with quadratic characteristic 
, 
(G(~)), = 
I 
~,(e)a.~(e)a.~(B)TdA, 
0 
+ 1’1 0 Iw,, P(e; x, s)P(O; x, s)~v(O; dx, ds) 
_ 1 El we, P(O; x, s)40; dx, (~1) y s , 1 
X [I Iw’, PC& x, ~)~4& dx, (~1) 1 . (3.2) 
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Here we have used the fact that the first integral in (3.1) is a continuous local 
martingale, while the second is a purely discontinuous martingale. Since {Q,( 0)) 
has the same properties as { G,( 0)}, we find that 
(G(o), O(e)), = ’ de)&(e) dh 
I 
+ JJ p( 0; x, s)ci( 0; x, s)“v( 0; dx, ds) 0 iwL, 
- 
c [I 
iw‘, P(R x, s)de; dx, (~1) 
$5, I 
X ci(O; x, s)~v(B; dx, {s}) , 
I 
(3.3) 
provided a, (0) is almost surely strictly positive definite for all t > 0. The last condition 
could be weakened by taking into account the nature of the process {A,}. 
In order to ensure that the estimating functions (3.1) are zero-mean martingales, 
and that they are differentiable with respect to 0, we define the following class of 
estimating functions. 
Definition 3.1. An estimating function { G,( f3)} is said to belong to the class 9 if for 
all t>Oandforall 0EO: 
(i) it is of the form (3.1); 
(ii) (3.2) is almost surely non-singular and is integrable with non-singular 
expectation; 
(iii) G,(B) is differentiable with respect to f?, and 
I 
G,(e) = J 
f 
4(e) w(e)+ x, s)b - de))(dx, ds) 
0 JJ 0 Iw‘, B(e; 
J 
I I 
- 4eo) dh - 
0 JJ 
m; x, s) Wc x, s)TK(dx) dk ; 
0
iw’, 
(iv) E (J’ i(a;f(e)a.,(e)c;.~(e)T),,,c,l w) <a, i,j,k,l=l,.._, n; 
0 
w E (J,: I&e; x, s)$(e; x, &b(e; dx, ds)) <a, i,j, k,l=l,..., n. 
Often (iii) can be proved using that 
G,(B) = 
I’ 
f 
43 dX.s - 
J 
~mgm dA, 
cl 0 
_ 
J’ J 
I 
de) x, s)p(dx, ds) 
0 08“ 
xp (dx, ds) + 
JJ 0
Iw~, p(e; 
- J J 0 IWd PC& x, s)Y(e; x, s)K(dx) dA.7 
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in cases where almost surely 
I(~.T(eb),l Y(O; x, s)K(dx) d& <a, i= 1,. . , n, 
and 
I 
IS 
x,s),jv(B;dx,ds)<oo, i=l,..., n. 
0 
aB‘, IP(@ 
If {G,(e)} E 9 we find from (iii)-(v) that G,( f3) - G,( 0) is a zero-mean square 
integrable martingale, where 
J 
I f 
G,(e)=- de)k(e) a - JJ IWd p(e; 
x, s) p(O; x, s)TK,(dx) dh,. 
0 0 
(3.4) 
In particular, E@,(e)) = E(G,(e)). 
Now, we can prove the following theorem. 
Theorem 3.2. Suppose {Q,(O)} E 9, thaf 
J 
fi(e; x, t)v(e; dx,{t})=O (3.5) 
w“ 
for all t > 0 such that v( 0; Rd x {t}) > 0, and that a,( 0) is almost surely strictly positive 
dejinite for all t > 0. Then 
w4(e)wV-~(G,(~))T~(G,(~)G,(~)T)~’~(~i,(~)) 
is non-negative dejinite and 
(Q(e)), - %e)‘(G(w’U) 
is almost surely non-negative definite for any {G,(0)} E 3. 
(3.6) 
(3.7) 
Proof. By (3.3) and (3.5), (G(B), Q(e)), = -G,( fI), and hence 
m3,(e)Q,(e)‘) = -iwXe)) = -m%(e)). 
Using this and the assumption that (G(B)),, (Q(e)),, E(G,(8)G,(0)T) = E((G(t))),) 
and E(Q,( f3)Q,( 0)‘) = E((Q( e)),) are almost surely nonsingular, we can apply the 
method of Rao (1965, p. 266) to the matrix of quadratic characteristics of the process 
( Qr( e)‘, G,( f3)‘)’ and to the covariance matrix of this process. This gives (3.7) and 
(3.6), respectively. 0 
Since (Q(e)),=-Q,(0) and E(Q,(e)Q,(e)‘)=-E(Q,(e)) it follows from (3.6) 
and (3.7) that {Q,( 0)) is optimal in the class 9 according to the fixed sample criterion 
l* and the asymptotic criterion 4 of Codambe and Heyde (1987). 
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The condition (3.5) is trivial for quasi left-continuous processes because for such 
processses V( 0; Rd x {t}) = 0 for all t > 0. For other types of processes it is a natural 
assumption. For instance, for the discrete time processes considered in Example 
2.2 we have 
I ci(r?; x, t)v(O; dx, {t}) = ~)K(dx) UP 
=$ v(B;Rd x(t))=O, 
provided the interchange of differentiation and integration is allowed. For general 
processes a similar argument can be given if only u( 0; Rd x {t}) does not depend 
on 0. 
4. Relations to other work on quasi likelihood 
In this section we discuss other quasi score functions studied in the literature. These 
quasi score functions are optimal in the sense of Godambe and Heyde (1987) within 
subclasses of the class of estimating functions defined in Section 3. There may well, 
in particular applications, be good reasons for considering a subclass only. 
Faced with a particular stochastic process model, one possible approach would 
be to seek a suitable collection of sensible martingales dependent on the observed 
process. Following the ideas of Godambe and Heyde (1987), there is a quasi score 
function based on each of these martingales. Each quasi score function is optimal 
within the class of estimating functions of the form 
I 
I 
a,(e) dM,(o), (4.1) 
II 
where CX.,( 0) is a predictable process and M,( 0) is the martingale in question. If too 
many equations are obtained, they can be combined in an optimal way using methods 
from Heyde (1987). It may, however, be a problem that there are quite a few 
martingales dependent on the observations among which to choose the ones to start 
with, see the discussion in Section 3. In this paper we have taken an alternative 
approach: We have found an estimating function that is optimal within the class 
of essentially all martingale estimating functions. 
An important point in the considerations leading to the quasi score function (2.6) 
is the decomposition (2.2) of the martingale m,( 0) into its continuous and its purely 
discontinuous parts, my(e) and m:‘(0), and the separate treatment of these parts. 
It is instructive to consider this strategy from the point of view taken in Heyde 
(1987). Let the setting be as in Section 2. The quasi score function, in Heyde’s sense, 
based on the continuous part m:(0) equals the first integral in (2.6). A typical 
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martingale dependent on the jumps of the observed process is of the form 
M,(e) = J’J Iw‘, P(R x, S)(P - de))(dx, ds), 0 (4.2) 
where p is a k-dimensional, say, vector of predictable random functions from 
Rd x [0, 00) into R. This follows from martingale representation theory, see the 
discussion in Section 3. Note that the choice /3( 0; x, s) = x gives m”( f3). Within the 
class of martingale estimating functions of the form (4.1) with M( 0) given by (4.2) 
and where LY,( 0) is an n x k matrix of predictable processes, the optimal estimating 
function is 
I 
JJ R.s(e)J,(e)+P(e; x, S)(P - de))(dx, ds). 0 w’ (4.3) 
Here 
R,(e) = 
J 
p(e; Y, s)P(e; Y, sJTK(dy) 
UC’ 
and 
J,(O) = 
J 
~‘, km Y, Me; Y, dTy(e; Y, dmw. 
The optimal combination, according to Heyde (1987), of the quasi score function 
based on m;(0) and (4.3) is the sum of these two estimating functions. This is 
because m;(e) and M,(B) are orthogonal. 
In general, the estimating function (4.3) is different from the last integral in (2.6). 
In this sense the class of estimating functions of the form (4.1), with the martingale 
M(8) fixed, is too narrow. Of course, if from the start one hits upon a martingale 
of the form (4.1) with M,,(O) equal to the second martingale in (2.6) and with a,( 0) 
non-singular and constructs a quasi score function based on this martingale, then 
the optimal combination obtained by Heyde’s method is indeed equal to (2.6). This, 
however, does not invalidate the general argument since (2.6) is then obtained 
because of an intelligent choice of the basic martingale and not as a result of the 
method of constructing a quasi score function from it. 
Hutton and Nelson (1986) proposed a quasi score function intended as a general 
tool for estimation when the data are a realization of a stochastic process. Their 
idea is to use an estimating function of the same form as the well-known score 
function for a family of diffusion processes. This estimating function, which is a 
natural generalization of the classical quasi likelihood approach, is optimal within 
the class of estimating functions given by (4.1) with M,(O) equal to the martingale 
m,(0) appearing in (2.1). However, since the decomposition (2.2) is not made, 
problems might be expected in the case of continuous time stochastic processes 
with discontinuous sample paths. 
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In Sorensen (1988a) it was pointed out that in the case of diffusions with jumps 
the Hutton-Nelson quasi score function mixes jumps and the diffusion part of the 
process in a peculiar way. The following examples illustrate what can happen. A 
rather detailed discussion is given because the examples are of independent interest 
and because they illustrate some general points concerning the method of quasi 
likelihood. Note that the models considered below are all covered by Example 2.1. 
Example 4.1. Consider the stochastic differential equation 
dX,=BX,dt+adW,+dN,, ts0, x0=x,, (4.4) 
where W, is a Wiener process and N, is a Poisson process with intensity A. Suppose 
v > 0 is known, and that 8 E R and A > 0 are to be estimated. The Hutton-Nelson 
estimating equations are 
c 
I f I 
X,_ dX, - 0 Xtds-A X, ds=O 
Jo JO 
and 
I 
f 
x, - e X,y ds - At = 0, 
0 
from which we find the estimators 
X,_ dX, -X, 
J o 
and 
r I-’ I-’ 
Li= x, 1 J Xtds- 0 ,~x,~ds~~X,~~dX.l/[r~~Xids-(~~‘Xsds)*]. 
These estimators equal the maximum likelihood estimators of (0, A) in the model 
dX,=(A+BX,)dt+crdW,. (4.5) 
This model is obtained from (4.4) by replacing N, by its compensator At and thus 
assuming that the entire stochastic fluctuation is described by the Wiener process. 
If a2 >> A this may not be a bad approximation. However, in that case one would 
not, in practice, detect the jumps in a data set and would perhaps use the model 
(4.5) in the first place. 
The maximum likelihood estimators of (0, A) in the model (4.4) are 
tj=jl:x.-dX:/[;X;ds (4.6) 
(4.7) 
and 
i= N,lt, 
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where 
X:=X,-N,, (4.8) 
and N, is the number of jumps before time t. These are also the estimators obtained 
form the quasi score function (2.6). 
Example 4.2. Next, consider the stochastic differential equation 
dX,=0dt+dW,+dN,, (4.9) 
where W, and N, are as in the preceding example. Again we want to estimate 0 
and A. Here the two Hutton-Nelson estimating equations coincide because 0t and 
the compensator of N, are proportional. The estimating equation is 
x,-(h$B)t=O, 
so only the parameter p = A + 13 can be estimated by this method. The estimator 
obtained is the moment estimator based on the single observation X,, 
/_i =x,/t. 
The maximum likelihood estimators of (0, A) are 
;=(X,-N,)/t, i= N,/t. (4.10) 
These are also the estimators obtained from (2.6). We see that r_L is the maximum 
likelihood estimator of F. Note, that in case separate information on the jumps of 
X,, i.e. on N,, is not available, one can only hope to estimate p, and the Hutton- 
Nelson estimating function is the natural choice of a martingale estimating function. 
One might think that the problems illustrated above are due to the mixing up of 
the jumps and the continuous part of the diffusions with jumps. There are, however, 
also problems for a mode1 as simple as the compound Poisson process. 
Example 4.3. Consider the compound Poisson process 
x,=; y;, 
r=, 
(4.11) 
where N, is a Poisson process with intensity A, while the Y;‘s are mutually indepen- 
dent identically distributed random variables independent of {N,}. Let us, for 
simplicity, assume that the distribution of the Y,‘s is an exponential distribution 
with mean 0. We would like to estimate 0 and A, but also in this example the two 
Hutton-Nelson estimating equations coincide, this time because there is no informa- 
tion about the size of the jumps in the Hutton-Nelson estimating function. The 
equation is 
X,-A&=0. (4.12) 
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Only the parameter p = A0 can be estimated from this equation, and the estimator 
obtained is the moment estimator based on the single observation X,, 
/_i =x,/t. 
The maximum likelihood estimators of (0, A) are 
$=X,/N,, ;= N,lt. (4.13) 
Again these are the estimators obtained from the quasi score (2.6). The estimator 
b is the maximum likelihood estimator of p. This last conclusion is, of course, not 
in general true if we use other distributions for the jump size. 
In the particular example discussed here the problems are easily solved by 
supplementing the estimating equation (4.12) with the equation 
N,-At=O, 
and thus obtaining the estimator (4.13). 
(4.14) 
It is worth noting that the quasi likelihood estimators obtained from the optimal 
combination of estimating functions based on (4.12) and (4.14) by Heyde’s (1987) 
approach are equal to the estimators (4.13). This illustrates the discussion above. 
5. Extensions 
In this section we indicate how some of the conditions in Section 2 can be relaxed. 
The assumption (2.5) can be replaced by the weaker assumption that for some 
predictable random function Y: Rd x [0, ~0) + R, 
bilI Y(e; x, t)- Y(x, t)(K,(dx) (~0 (5.1) 
almost surely for all t > 0 and i = 1, . . . , d. Then g,(e) should be defined by 
g,(e) =m - x[ Y(e; x, t)- Y(x, t)]K,(dx). 
The function Y(x, t) could, for instance, by Y( 0’“‘; x, t) for some fixed 0”’ E 0. 
Using the new definition of g,( 0) the construction of Q,( 0) now proceeds as in 
Section 2. 
Example 5.1. An example where the weaker condition (5.1) is important is the 
one-dimensional process with independent stationary increments with Levy measure 
-5/2 -0, 
Y e, y>O. Here 
Y(e;x, t)=xp5/2ep”x, x>O, 
and K,(dx) = dx. Clearly, (2.5) is not satisfied while (5.1) holds with Y(x, t) = x-5/2. 
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Now suppose {X,} is a semimartingale, but not a special semimartingale. Then 
we do not have the representation (2.1). However, the following representation exists: 
, 
x,=x:+m;(e)+ 
IS 
xb - dQ))(dx, ds)+ (5.3) 
0 I~x~~=, 
where 
X:=X,+ C AX,T,II-~X,II>,~, 
C=C, 
and my(e) is a continuous local martingale with 
(m’(e)>, = ’ a,(e) W,. 
The processes and random measures {J;(e)}, {A,}, p and v(0) are as in Section 2. 
If we replace condition (2.5) by 
I I-4 y(e; x, t)K(dx) <cc ll~ll~l 
almost surely for all t > 0 and i = 1, . . . , d, or by a similar modification of (5.1), and 
define g,( 0) by 
go) =m- xY( 6’; x, t)K,(dx), 
then we can proceed as in Section 2 in defining a quasi score function. The 
information contained in {X:} should be used separately. 
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