We consider the problem of non-smooth convex optimization with general linear constraints, where the objective function is only accessible through its proximal operator. This problem arises in many different fields such as statistical learning, computational imaging, telecommunications, and optimal control. To solve it, we propose an Anderson accelerated Douglas-Rachford splitting (A2DR) algorithm, which we show either globally converges or provides a certificate of infeasibility/unboundedness under very mild conditions. Applied to a block separable objective, A2DR partially decouples so that its steps may be carried out in parallel, yielding an algorithm that is fast and scalable to multiple processors. We describe an open-source implementation and demonstrate its performance on a wide range of examples.
Introduction

Problem setting
Consider the convex optimization problem minimize f (x) subject to Ax = b
with variable x ∈ R n , where f : R n → R ∪ {+∞} is convex, closed and proper (CCP), and A ∈ R m×n and b ∈ R m are given. We assume that the linear constraint Ax = b is feasible.
Block form. In this paper, we work with block separable f , i.e., f (x) = N i=1 f i (x i ) for individually CCP f i : R n i → R ∪ {+∞}, i = 1, . . . , N . We partition x = (x 1 , . . . , x N ) so that n = N i=1 n i and let A = [A 1 A 2 · · · A N ] with A i ∈ R m×n i , i = 1, . . . , N . Problem (1) can be written in terms of the block variables as
(2) Many interesting problems have the form (2), such as consensus optimization [BPC + 11] and cone programming [OCPB16] . In fact, by transforming nonlinear convex constraints (e.g., cone constraints) into set indicator functions and adding them to the objective function, any convex optimization problem can be written in the above form.
Optimality conditions. The point x ∈ R n is a solution to (2) if there exist g ∈ R n and λ ∈ R m such that
where ∂f (x) is the subdifferential of f at x. With block separability, (4) can be written as 0 = g i + A T i λ, g i ∈ ∂f i (x i ), i = 1, . . . , N.
We refer to (3) and (4) as the primal feasibility and dual feasibility conditions, and x and λ as the primal variable and dual variable, respectively. Conditions (3) and (4) are sufficient for optimality; they become necessary as well when Slater's constraint qualification is satisfied, i.e., relint dom f ∩ {x : Ax = b} = ∅.
Proximal oracle. Methods for solving (2) vary depending on what oracle is available for f i . If f i and its subgradient can be queried directly, a variety of iterative algorithms may be used [BV04, NW06, Nes13] . However, in our setting, we assume that each f i can only be accessed through its proximal operator prox tf i : R n i → R n i , defined as
where t > 0 is a parameter. In particular, we assume neither direct access to the function f i nor its subdifferential ∂f i . The separability of f implies that [PB14b] prox tf (v) = prox tf 1 (v 1 ), . . . , prox tf N (v N )
for any v = (v 1 , . . . , v N ) ∈ R n . While we cannot evaluate ∂f i at a general point, we can find an element of ∂f i at the proximal operator's image point:
Thus, by querying the proximal oracle of f i at v i , we obtain an element in the subgradient of f i at x i = prox tf i (v i ).
The optimality conditions can be expressed using the proximal operator as well. The point x ∈ R n is a solution to (2) if there exist v ∈ R n and λ ∈ R m such that 
Residuals. From conditions (5) and (6), we define the primal and dual residuals at x, λ as
and we define the overall residual as r = (r prim , r dual ) ∈ R n+m .
Stopping criterion. If problem (2) is feasible and bounded, a reasonable stopping criterion is that the residual norm lies below some threshold, i.e., r 2 ≤ tol , where tol > 0 is a user-specified tolerance. We refer to the associated x as an approximate solution to (2). We defer discussion of the criteria for pathological (infeasible or unbounded) cases to §4. Notice that given a candidate v ∈ R n , we can readily choose the primal point x = prox tf (v) and dual point
a minimizer of the dual residual norm, where A † denotes the pseudo-inverse of A. Thus, any algorithm for solving (2) via the proximal oracle need only determine a v that produces a small residual norm.
Related work
When functional access is restricted to a proximal oracle, the most common approaches for solving (2) are ADMM [WO12, PB14a, FB15, AWLM18] , Douglas-Rachford splitting (DRS) [HH16] , and the augmented Lagrangian method [ZZ18] . These algorithms take advantage of the separability of the objective function and efficient calculation of the proximal operator, making them well-suited for the non-smooth convex optimization problem considered in this paper. However, despite their robustness and scalability, they typically suffer from slow convergence. To address this issue, researchers have proposed several acceleration techniques, including adaptive penalty parameters [HYW00, XTL
+ 17], adaptive synchronization [BKW + 19] , and momentum methods [ZUMJ18] . In practice, improvement from these techniques is usually limited due to the first-order nature of the accelerated algorithms. To achieve further acceleration, quasi-Newton [TP16] and semi-smooth Newton [XLWZ16, AWK17] methods are needed along with a line search, which typically impose high per-iteration costs and memory requirements.
The acceleration technique adopted in this paper, type-II Anderson acceleration (AA), dates back to the 1960's [And65] and can be viewed as either an extrapolation method or a generalized quasi-Newton method. However, as opposed to classical quasi-Newton methods, AA is effective without a line search and requires less computation and memory per iteration, so long as certain stabilization measures are adopted. AA was initially proposed to accelerate solvers for nonlinear integral equations in computational chemistry and materials science; later, it was applied to general fixed-point problems [WN11] . It operates by using an affine combination of previous iterates to determine the next iterate of an algorithm. In this sense, it is a generalization of the averaged iteration algorithm and Nesterov's accelerated gradient method. More recently, [FS09] proposed a variant called type-I AA, which while less stable than its type-II counterpart, was observed to perform more favorably with appropriate stabilization [OCPB17, ZOB18] .
AA has been applied in the literature to several problems related to (2). The authors of [PDZ + 18] use AA to speed up a parallelized local-global solver for geometry optimization and physics simulation problems, which may be viewed as a special case of our problem where f i are projection operators. In a separate setting, [LW16] employs AA to solve large-scale fixed-point problems arising from partial differential equations, demonstrating performance improvements on a distributed memory platform. Neither work provides a theoretical guarantee of convergence or criteria for detecting infeasibility/unboundedness.
Contribution
In this paper, we consider the DRS algorithm for solving (2), which admits a simple fixedpoint (FP) mapping formulation [RB16] . This FP format allows us to improve the convergence of DRS with AA, a memory efficient, line search free acceleration method that works on generic non-smooth, non-expansive FP mappings with almost no extra cost per iteration [ZOB18] . Motivated by the necessity of solver stability, we choose type-II AA in our current work and propose a robust stabilization scheme. We then apply it to DRS and show that the resulting Anderson accelerated Douglas-Rachford splitting (A2DR) algorithm always either converges or provides a certificate of infeasibility/unboundedness under very relaxed conditions. As a consequence, we obtain the first globally convergent type-II AA variant in potentially pathological settings. Finally, we release an open-source Python solver based on A2DR at https://github.com/cvxgrp/a2dr
Outline. We begin in §2 by introducing the basics of DRS. We then describe AA and propose A2DR in §3. The global convergence properties of A2DR are established in §4, along with an analysis of the infeasible and unbounded cases. We discuss the pre-solve, equilibration, and hyper-parameter choices in §5, followed by the implementation details in §6. In §7, we demonstrate the performance of A2DR on several examples. We conclude in §8.
2 Douglas-Rachford splitting Douglas-Rachford splitting (DRS) is an algorithm for solving problems of the form
with variable x, where g and h are CCP [RB16] . We can write problem (2) in this form by taking g = f and h = I {x : Ax=b} , the indicator function of the linear equality constraint. Notice that prox th is the projection onto the associated subspace, defined as
The Douglas-Rachford splitting algorithm has the following form.
Algorithm 1 Douglas-Rachford Splitting (DRS)
2: for k = 1, 2, . . . do 3:
6:
7: end for
Each iteration k requires the evaluation of the proximal operator of f and the projection onto a linear subspace.
Dual variable and residuals. We regard x k+1/2 , the proximal operator's image point, as our approximate primal optimal variable in iteration k. There are two ways to produce an approximate dual variable λ k . The first sets
an intermediate value from the projection step. (See Remark 1 in the appendix for the reasoning behind this choice.) The second computes λ k as the minimizer of r k dual 2 , which necessitates solving the least-squares problem (9) at each iteration. Our implementation uses this second method because the additional computational cost is minimal, and this choice for a dual optimal variable results in earlier stopping.
The primal and dual residuals can be calculated by plugging our DRS iterates into (7) and (8): r
Convergence. Define the fixed-point mapping
I, where H is non-expansive and I is the identity mapping), and hence, v k converges globally and sub-linearly to a fixedpoint of F DRS whenever such a point exists. In that case, x k+1/2 and x k+1 both converge to a solution of (2), implying that lim k→∞ r k prim 2 = lim k→∞ r k dual 2 = 0 as well [RB16] .
Anderson accelerated DRS
In this section, we give a brief overview of Anderson acceleration (AA) and propose a modification that improves its stability. We then combine stabilized AA with DRS to construct our main algorithm, Anderson accelerated Douglas-Rachford splitting (A2DR). A2DR always produces an approximate solution to (2) assuming the problem is feasible and bounded. We treat the infeasible/unbounded case in §4.
Anderson acceleration
Consider a 1/2-averaged mapping F : R n → R n . To solve the associated fixed-point problem F (v) = v, we can repeatedly apply the fixed-point iteration (FPI) v k+1 = F (v k ), which is exactly DRS when F = F DRS . However, convergence of FPI algorithms is usually slow in practice. Acceleration schemes are one way of addressing this flaw. AA is a special form of the generalized limited-memory quasi-Newton (LM-QN) method. It is one of the most successful acceleration schemes for general non-smooth FPIs, exhibiting greater memory efficiency than classical LM-QN algorithms like the restarted Broyden's method [SMP19] .
We focus here on the original type-II AA [And65] . Let G(v) = v − F (v) be the residual function and M k ∈ Z + a nonnegative integer denoting the memory size. Typically, M k = min(M max , k) for some maximum memory M max ≥ 1 [WN11] . At iteration k, type-II AA stores in memory the most recent
AA then updates its memory to (v k+1 , . . . , v k+1−M k+1 ) before repeating the process. The accelerated v k+1 can be seen as an extrapolation from the original v k+1 and the fixed-point mappings of a few earlier iterates. It has the potential to reduce the residual by a significant amount. In particular, when F is affine, (12) seeks an affine combinationṽ k+1 of the last M k + 1 iterates that minimizes the residual norm G(ṽ k+1 ) 2 and then computes v k+1 = F (ṽ k+1 ) by performing an additional fixed-point iteration.
Main algorithm
Despite the popularity of type-II AA, it suffers from instability in its original form [SdB16] . We propose a stabilized variant using adaptive regularization and a simple safeguarding globalization trick.
. By a change of variables, problem (12) can be written equivalently as [WN11] 
with respect to
), where
To improve stability, we add an 2 -regularization term to (13), scaled by the Frobenius norms of S k and Y k , yielding the problem
where η > 0 is a parameter. The regularization adopted in (15) differs from the one introduced in [SdB16] , which directly regularizes α. We argue that with the affine constraint on α, it is more natural to regularize the unconstrained variables γ. This approach also allows us to establish global convergence in §4. Intuitively, if the algorithm is converging, lim k→∞ S k F = lim k→∞ Y k F = 0, so the coefficient on the regularization term vanishes just like in the single iteration local analysis by [SdB16] .
A simple and relaxed safeguard. To achieve global convergence, we also need a safeguarding step. This step checks whether the current residual norm is sufficiently small. If true, the algorithm takes the AA update and skips the safeguarding check for the next R − 1 iterations. Otherwise, the algorithm replaces the AA update with the vanilla FPI update. Here R ∈ Z ++ is a positive integer that determines the degree of safeguarding; smaller values are more conservative, since the safeguarding step is performed more often.
A2DR.
We are finally ready to present A2DR (Algorithm 2). A2DR applies type-II AA with adaptive regularization (lines 9-10) and safeguarding (lines 12-16) to the DRS fixedpoint mapping F DRS . In our description, G DRS = I − F DRS is the residual mapping, D > 0, > 0 are constants that characterize the degree of safeguarding, and n k AA is the number of times the AA candidate has passed the safeguarding check up to iteration k.
Stopping criterion. As explained in §1, to check optimality, we evaluate the primal and dual residuals r k prim and r k dual . We terminate the algorithm and output x k+1/2 as the approximate solution if r
where r k = (r k prim , r k dual ) and abs > 0, rel > 0 are user-specified absolute and relative tolerances, respectively.
Algorithm 2 Anderson Accelerated Douglas-Rachford Splitting (A2DR)
2: Initialize n AA = 0, R AA = 0, I safeguard = True.
# Memory update
Choose memory M k = min(M max , k).
7:
Compute the DRS candidate:
8:
# Adaptive regularization
10:
Solve for γ k in regularized least-squares (15) and compute weights α k from (14).
11:
Compute the AA candidate:
12:
# Safeguard
13:
If I safeguard is True or R AA ≥ R:
15:
16:
17:
18:
Terminate and output x k+1/2 (cf. Algorithm 1) if stopping criterion (16) is satisfied.
19: end for 4 Global convergence
We now establish the global convergence properties of A2DR. In particular, we show that under the general assumptions in §1, A2DR either converges globally from any initial point or provides a certificate of infeasibility/unboundedness.
Infeasibility and unboundedness
When the optimality conditions do not hold even in the asymptotic sense, i.e., if the infimum of the primal or dual residual over all possible x and v is nonzero, problem (2) is either infeasible or unbounded. We say that problem (2) is infeasible if dom f ∩ {x : Ax = b} = ∅, and we say that it is unbounded if the problem is feasible, but inf Ax=b f (x) = −∞. The following proposition characterizes sufficient certificates for infeasibility and unboundedness.
Proposition 1 (Certificates of infeasibility and unboundedness). Let f * : R n → R∪{+∞} denote the conjugate function of f , defined as f
When (i) holds, problem (2) is also called (primal) strongly infeasible, and when (ii) holds, the problem is called dual strongly infeasible [LRY17] . We say that problem (2) is pathological if it is either primal or dual strongly infeasible, and solvable otherwise. Note that when the problem is pathological, it is either infeasible or unbounded, but not both.
Proof. Claim (i) is trivial by definition. To prove claim (ii), observe that the dual problem of (2) is minimize ν f * (ν) + g * (−ν), where g * (ν) = b T λ when ν = A T λ, and g * (ν) = +∞ otherwise. By Lemma 1 in [RLY18] , if dist(dom f * , range(A T )) > 0, then the dual problem is strongly infeasible, and hence the primal problem (2) is unbounded.
If problem (2) is pathological, an algorithm should provide a certificate for either (i) or (ii). We will show that A2DR achieves this goal by returning the distances in (i) and (ii) as a by-product of its iterations.
Convergence results
We are now ready to present the convergence results for A2DR. We begin by highlighting the contribution of adaptive regularization to the stabilization of AA. Indeed, by setting the gradient of the objective function in (15) to zero, we find the solution is
Using the relationship between α k and γ k , we then write
where
Proof. Since A 2 ≤ A F for any matrix A,
This completes the proof.
The above lemma characterizes the stability ensured by regularization in (15), providing a stepping stone to our global convergence theorems.
Solvable case
Theorem 3. Suppose that problem (2) is solvable. Then for any initialization v 0 and any input hyper-parameters
and the AA candidates are adopted infinitely often. Additionally, if F DRS has a fixed-point, then v k converges to a fixed-point of F DRS and x k+1/2 converges to a solution of (2) as k → ∞.
The proof is left to the appendix. A direct corollary of Theorem 3 is that the primal and dual residuals of x k+1/2 converge to zero so long as problem (2) is feasible and bounded, i.e., has a solution. Even if (2) does not have a solution, A2DR still produces a sequence of asymptotically optimal points. Thus, when determining whether to output x k+1/2 , it suffices to check if the primal and dual residuals are sufficiently small.
In practice, the proximal operators and projections are often evaluated with error, so lines 3 and 5 in Algorithm 1 becomex
k+1 to denote the error-corrupted and error-free intermediate F DRS iterates, respectively. However, we still use the old notation (e.g., v k , g k , etc.) to denote the error-corrupted A2DR iterates in the body of Algorithm 2. For cases involving such errors, we have the following convergence result. 
The residuals are computed by plugging in v k (as actually output by A2DR) and the error-free intermediate iterates x k+1/2 = prox tf (v k ) into (10) and (11).
Pathological case
Theorem 5. Suppose that problem (2) is pathological. Then for any initialization v 0 and any input hyper-parameters
is infeasible and δv 2 ≥ dist(dom f, {x : Ax = b}) with equality when the dual problem is feasible.
The proof is given in the appendix. Theorem 5 states that in pathological cases, the successive differences δv k = v k − v k+1 can be used as certificates of infeasibility and unboundedness. We leave the practical design and implementation of these certificates to a future version of A2DR.
The same global convergence results (Theorems 3 through 5) can be shown for stabilized type-I AA [ZOB18] , which sometimes exhibits better numerical performance. However, type-I AA introduces additional hyper-parameters, and to ensure our solver is robust without the need for extra hyper-parameter tuning, we restrict ourselves to type-II AA. We leave type-I Anderson accelerated DRS to a future paper.
5 Pre-solve, equilibration, and parameter selection
In this section, we introduce a few tricks that make A2DR more efficient.
Infeasible linear constraints. In §1, we assumed that the linear constraint Ax = b is feasible. However, this assumption may be violated in practice. To address this issue, we first solve the least-squares problem associated with the linear system. If the resulting residual is sufficiently small, we proceed to solve (2) using A2DR. Otherwise, we terminate and return a flag of infeasibility.
Pre-conditioning. To pre-condition the problem, we scale the variables x i and the constraints (rows of Ax = b), solve the problem with these scaled variables and data, and then un-scale to recover the original variables. Scaling the variables and equations does not change the theoretical convergence, but can improve the practical convergence if the scaling factors are chosen well. A well-known heuristic for improving the practical convergence is to choose the scalings to minimize, or at least reduce, the condition number of the coefficient matrix. In turn, a heuristic for reducing the condition number of the coefficient matrix is to equilibrate it, i.e., choose the scalings so that the rows all have approximately equal norm, and all columns have approximately equal norm. The regularized Sinkhorn-Knopp method, described below, does this, where the regularization allows it to gracefully handle matrices that cannot be equilibrated, or would require very extreme scaling to equilibrate.
The details are as follows. 
We apply A2DR to this scaled problem to obtainx and recover the approximate solution to the original problem (2) via x = Ex .
To determine the scaling factors d i and e j , we use the regularized Sinkhorn-Knopp method [FB15] . First, we change variables to u i = 2 log(d i ) and v j = 2 log(e j ). Then we solve the optimization problem
for u ∈ R m and v ∈ R N , where
il and γ > 0 is a regularization parameter. This problem is strictly convex, and at its solution, the arithmetic means of the recovered scaling factors are equal. In our implementation, we choose
where mp is the machine precision. Notice that when γ = 0 and (21) has a solution, the resultingÂ is equilibrated exactly, i.e., the rows all have the same 2 norm, and the columns all have the same 2 norm in the block-wise sense (with block sizes n 1 , . . . , n N ).
We use coordinate descent to solve problem (21), which produces [FB15, Algorithm 2]. This algorithm typically returns a solutionũ,ṽ in only a handful of iterations. We then re-
. Although the arithmetic means of (d 1 , . . . ,d m ) and (ẽ 1 , . . . ,ẽ N ) are already equal, we also wish to enforce equality of their geometric means, as this corresponds to equality of the arithmetic means of the problem variables and leads to better performance in practice. Accordingly, we scaleD andẼ to obtain D and E such that the geometric mean of (d 1 , . . . , d m ) equals that of (e 1 , . . . , e N ) and DAE F = min(m, N ).
Since E is constant within each variable block, the proximal operator off i can be evaluated using the proximal operator of f i viâ 
To avoid ill-conditioning when e i is an extreme value, we would like to choose t such that e 2 i t = c > 0 a constant for i = 1, . . . , N . However, this is impossible unless e 1 , . . . , e N are all equal, so instead we minimize
2 , where we have taken logs because e i is on the exponential scale as discussed in the previous section. For c = 1 10 , the solution is precisely our choice of t.
Implementation
We now describe the implementation details and user interface of our A2DR solver.
Least-squares evaluation. There are three places in A2DR that require solving a leastsquares problem. First, to evaluate the F DRS projection
. This is accomplished in our implementation via LSQR, a conjugate gradient (CG) method [PS82] . Specifically, we store A as a sparse matrix and call scipy.sparse.linalg.lsqr with warm start at each iteration. LSQR has low memory requirements and converges extremely fast on well-conditioned systems, making it ideal for the problems we typically encounter.
Second, to compute the approximate dual variable λ k in (11), we minimize r k dual 2 . We use LSQR with warm start for this as well.
Finally, to solve the regularized least-squares problem (15), we offer two options: one is again LSQR, and the other is numpy.linalg.lstsq, an SVD-based least-squares solver. Our implementation defaults to the second choice. This direct method is more stable, and since Y k is a tall matrix with very few columns, the SVD is relatively efficient to compute at each iteration. Arguments A list and b are optional, and when omitted, the solver recognizes the problem as (2) without the constraint Ax = b. All other hyper-parameters in Algorithm 2, the initial point v 0 , as well as the choice of whether to use pre-conditioning and/or Anderson acceleration, are also optional. By default, both pre-conditioning and AA are enabled.
Last but not least, the distributed execution of the iteration steps, including the evaluation of the proximal operators and component-wise summation and subtraction, is implemented via the multiprocessing package in Python.
Numerical experiments
The following experiments were carried out on a macOS X El Capitan laptop with two 1.7 GHz cores and 8 GB of RAM. We used the default solver parameters throughout. In particular, the AA max-memory M max = 10, regularization coefficient η = 10 −8 , safeguarding constants D = 10 6 , = 10 −6 , and R = 10, and initial v 0 = 0. We set the stopping tolerances to abs = 10 −6 and rel = 10 −8 and limit the maximum number of iterations to 1000 unless otherwise specified. All data were generated such that the problems are feasible and bounded, and hence convergence of the primal and dual residuals is guaranteed. While it is possible to improve convergence with additional parameter tuning, we emphasize that A2DR consistently outperforms DRS by a factor of three or more using the solver defaults. This performance gain is robust across all problem instances.
For each experiment, we plotted the residual norm r k 2 at each iteration k for both A2DR and vanilla DRS. The plots against runtime are very similar since the AA overhead is less than 10% of the per iteration cost, so we refrain from showing them here. We also compared the final objective value and constraint violations with the solution obtained by CVXPY. In all but a few problem instances, the results matched up to a factor of 10 −4 . The results that differed were due to CVXPY's solver failure, which we discuss in more detail below.
Non-negative least squares
The non-negative least squares problem is
where F ∈ R p×q and g ∈ R p are problem data, and z ∈ R q is the variable. This problem may be written as (2) by letting
for x 1 , x 2 ∈ R p and enforcing the constraint x 1 = x 2 with A 1 = I, A 2 = −I, and b = 0. The proximal operators of f 1 and f 2 are
We evaluate prox tf 1 using LSQR.
Problem instance. Let p = 10000 and q = 8000. We took F to be a sparse random matrix with 0.1% nonzero entries, which are drawn IID (independently and identically distributed) from N (0, 1), and g to be a random vector from N (0, I).
The convergence results are shown in Figure 1 . A2DR achieves r k 2 ≤ 10 −6 in under 400 iterations, while DRS flattens out at r k 2 ≈ 10 −2 until maximum iterations is reached. Our algorithm's speed is a notable improvement over other popular solvers. We solved the same problem using scipy.optimize.nnls, OSQP, and SCS, which took respectively 576, 218, and 164 seconds to return a solution with tolerance 10 −6 . In contrast, A2DR converged in only 27 seconds and produced the same objective value.
In a second experiment, we set p = 300 and q = 500 and compared the performance under adaptive regularization as described in (15) with no regularization and constant regularization [SdB16] . Figure 2 shows that adaptive regularization results in better convergence -by 1000 iterations, the residual norm is nearly 10 −6 , as compared to roughly 10 −3 under the other two regularization schemes. Similar improvement is reflected in the examples below, but we have not included the plots for the sake of brevity.
Sparse inverse covariance estimation
Suppose that z 1 , . . . , z p are IID N (0, Σ) with Σ −1 known to be sparse. We can estimate the covariance matrix Σ by solving the optimization problem [FHT08, BGd08] minimize − log det(S) + tr(SQ) + α S 1 , where S ∈ S q (the set of symmetric matrices) is the variable, Q = 1 p p l=1 z l z T l is the sample covariance, and α > 0 is a hyper-parameter. We then takeΣ = S −1 as an estimate of Σ. Here log det is understood to be an extended real-valued function, i.e., log det(S) = −∞ whenever S 0.
Let x i ∈ R q(q+1)/2 be some vectorization of S i ∈ S q for i = 1, 2. Problem (25) can be represented in standard form (2) by setting f 1 (x 1 ) = − log det(S 1 ) + tr(S 1 Q), f 2 (x 2 ) = α S 2 1 , and A 1 = I, A 2 = −I, and b = 0.
The proximal operator of f 1 can be computed by combining the affine addition rule in [PB14b, §2.2] with [PB14b, §6.7.5], while the proximal operator of f 2 is simply the shrinkage operator [PB14b, §6.5.2]. The overall computational cost is dominated by the eigenvalue decomposition involved in evaluating prox tf 1 , which has complexity O(n 3 ).
Problem instance. We generated S ∈ S q ++ , the set of symmetric positive definite matrices, with q = 100 and approximately 10% nonzero entries. Then, we calculated Q using p = 1000 IID samples from N (0, S −1 ). Let α max = sup i =j |Q ij | be the smallest α for which the solution of (25) is trivially the diagonal matrix (diag(Q) + αI) −1 [BGd08] . We solved problem (25) with α = 0.01α max , which produced an estimate of S that has 10% nonzero entries. Figure 3 depicts the residual norm curves. A2DR achieves r k 2 ≤ 10 −6 in just over 400 iterations, while DRS fails to fall below 10 −4 even at 1000 iterations. Note that the fluctuations in the A2DR residuals may be smoothed out by increasing the adaptive regularization coefficient η, but this generally leads to slower convergence. where y ∈ R q is the problem data (e.g., time series), z ∈ R q is the variable, α ≥ 0 is a smoothing parameter, and D ∈ R (q−2)×q is the second difference operator
Again, we can rewrite the above problem in standard form (2) by letting
with variables x 1 ∈ R q , x 2 ∈ R q−2 and constraint matrices A 1 = D, A 2 = −I, and b = 0. The proximal operator of f 1 is simply prox tf 1 (v) = ty+v 1+t
, while the proximal operator of f 2 is again the shrinkage operator [PB14b, §6.5.2]. Since D is tri-diagonal, the projection Π(v k+1/2 ) can be computed in O(n).
Problem instance. We drew y from N (0, I) with q = 20000 and solved problem (26) using α = 0.01α max , where α max = y ∞ is the smallest α for which the solution is trivially zero.
The results are shown in Figure 4 . A2DR converges almost five times faster than DRS, reaching a tolerance of 10 −6 in about 250 iterations.
Single commodity flow optimization
Consider a network with p nodes and q (directed) arcs described by an incidence matrix B ∈ R p×q with
Suppose a single commodity flows in this network. Let z ∈ R q denote the arc flows and s ∈ R p the node sources. We have the flow conservation constraint Bz + s = 0. This in turn implies 1 T s = 0 since B T 1 = 0 by construction. The total cost of traffic on the network is the sum of a flow cost, represented by ψ : R q → R ∪ {∞}, and a source cost, represented by φ : R p → R ∪ {∞}. We assume that these costs are separable with respect to the flows and sources, respectively, i.e.,
Our goal is to choose flow and source vectors such that the network cost is minimized:
with respect to z and s.
We consider a special case modeled on the DC power flow problem in power engineering [MBBW19] . The flow costs are quadratic with a capacity constraint,
The source costs are determined by the node type, which can fall into one of three categories:
1. Transfer/way-point nodes fixed at
3. Source nodes with cost
The vectors c ∈ R
, and s max ∈ R p are constants. This problem may be restated as (2) with x 1 ∈ R q , x 2 ∈ R p , f 1 (x 1 ) = ψ(x 1 ), f 2 (x 2 ) = φ(x 2 ), A 1 = B, A 2 = I, and b = 0. Since costs are separable, the proximal operators can be calculated elementwise:
Here Π C denotes the projection onto the set C. Notice that in evaluating the proximal operator, we implicitly solve a linear system related to L = BB T , which is the Laplacian associated with the network.
Problem instance. We set p = 4000, q = 7000, and generated the incidence matrix as follows. LetB ∈ R p×(q−p+1) , where for each column, the positions of the two nonzero entries B ij = ±1 are chosen uniformly at random, and defineB ∈ R p×(p−1) withB i,i = 1 and
To construct the source vector, we first drews ∈ R p IID from N (0, I) and defined
We took the first p 3 entries to be the transfer nodes, the second entries to be the source nodes, where
, . . . , , . . . , p.
To get the flow bounds, we solved Bx = −s forx and let
Finally, the entries of c and d were drawn IID from Uniform(0, 1). Figure 5 depicts the results of our experiment. A2DR converges to a tolerance of 10 −6 in less than 1200 iterations, while DRS remains above 10 −5 even once the maximum iterations of 2000 is reached. For this problem, we also attempted to find a solution using SCS, but the solver failed to converge to its default tolerance of 10 −5 .
Optimal control
We are interested in the following finite-horizon optimal control problem:
with state variables z l ∈ R q , control variables u l ∈ R p , and cost functions φ l : R q ×R p → R∪ {∞}. The data consist of an initial state z init ∈ R q , a terminal state z term ∈ R q , and dynamics matrices F l ∈ R q×q , G l ∈ R q×p , and
. . , h L−1 , z term ), then the constraints can be written compactly asF z + Gu =h. We focus on a time-invariant linear quadratic version of problem (29) with F l = F, G l = G, h l = 0, and
This problem is equivalent to (2) with . Problem instance. We set p = 80, q = 150, and L = 20, and drew the entries of F, G, h, and z init IID from N (0, 1). The matrix F was scaled by its spectral radius so its largest eigenvalue has magnitude one. To determine z term , we drewû l ∈ R p IID from N (0, I), normalized to getũ l =û l / û l ∞ , and computedz l+1 = Fz l + Gũ l + h for l = 1, . . . , L − 1 starting fromz 1 = z init . We then chose the terminal state to be z term =x L . Figure 6 depicts the residual curves for problem (29). DRS requires over five times as many iterations to converge as A2DR, which reaches a tolerance of 10 −6 in just under 100 iterations. For comparison, we solved the same problem in CVXPY with OSQP and SCS and found that neither solver converged to its default tolerance (10 −4 and 10 −5 , respectively).
Coupled quadratic program
We consider a quadratic program in which L variable blocks are coupled through a set of s linear constraints, represented as
s×q l , and h ∈ R s for l = 1, . . . , L. We can rewrite (30) in standard form with N = L, x = z, 
Problem instance. Let L = 8, s = 50, q l = 300, and p l = 200 for l = 1, . . . , L. We generated the entries of c l , F l , G l ,z l ∈ R p l , and H l ∈ R q l ×q l IID from N (0, 1). We then
To evaluate the proximal operators, we constructed problem (31) in CVXPY and solved it using OSQP with the default tolerance. The results of our experiment are shown in Figure 7 . A2DR produces an over ten-fold speedup, converging to the desired tolerance of 10 −6 in only 60 iterations.
Multi-task regularized logistic regression
Consider the following multi-task regression problem:
Here φ : R p×L × R p×L → R is the loss function, r : R s×L → R is the regularizer, W ∈ R p×s is the feature matrix shared across the L tasks, and
p×L contains the p class labels for each task l = 1, . . . , L. We focus on the binary classification problem, so that all entries of Y are ±1. Accordingly, we take our loss function to be the logistic loss summed over samples and tasks,
where Z ∈ R p×L , and our regularizer to be a linear combination of the group lasso penalty [FHT10] and the nuclear norm,
where θ 2,1 = L l=1 θ l 2 and α > 0, β > 0 are regularization parameters. Problem (32) may be converted to standard form (2) by letting The proximal operator of f 1 can be evaluated efficiently via Newton type methods, applied to each component in parallel [Def16] , while the proximal operators of the regularization terms have closed-form expressions [PB14b, §6.5.4, §6.7.3].
Problem instance. We let p = 300, s = 500, L = 10, and α = β = 0.1, and we drew the entries of W ∈ R p×s and θ ∈ R s×L IID from N (0, 1). We calculated Y = sign(W θ ), where the signum function is applied elementwise with the convention sign(0) = −1. To evaluate prox tf 1 , we applied the Newton-CG method through scipy.optimize.minimize, warm starting each iteration using the output from the previous iteration. (Further performance improvements may be achieved by implementing Newton's method with unit step size and initialization zero for each component in parallel [Def16] .) Figure 8 shows the residual plots for A2DR and DRS. The A2DR curve exhibits a steep drop in the first few steps and continues falling until convergence at 500 iterations. In contrast, the DRS residual norms never make it past a tolerance of 10 −2 .
Conclusions
We have presented an algorithm for solving linearly constrained convex optimization problems, where the objective function is only accessible via its proximal operator. Our algorithm is an application of type-II Anderson acceleration to Douglas-Rachford splitting (A2DR). Under relatively mild conditions, we prove that A2DR either converges to a global optimum or provides a certificate of infeasibility/unboundedness. Moreover, when the objective is block separable, its steps partially decouple so that they may be computed in parallel, enabling fast, distributed implementations. We provide one such Python implementation at https://github.com/cvxgrp/a2dr. Using only the default parameters, we show that our solver achieves rapid convergence on a wide range of problems, making it a robust choice for general large-scale convex optimization.
In the future, we plan to release a user-friendly interface, which automatically reduces a problem to the standard form (2) input of the A2DR solver. We will also expand the library of proximal operators. As problems grow larger, we aim to support more parallel computing architectures, allowing users to leverage GPU acceleration and high-performance clusters for distributed optimization.
Appendices Proofs
Below we provide the proofs for the theorems in the main text.
We begin with the following lemma, which establishes the connection between residuals of the DRS fixed-point mapping and the primal/dual residuals of the original problem (2).
Proof. By expanding F DRS , and in particular line 6 of Algorithm 1, we see that
Since Ax j+1 = b by the projection step in F DRS , we have
and hence lim inf j→∞ r j prim 2 ≤ A 2 . On the other hand, the optimality conditions from lines 3 and 5 give us
where we have used line 4 in the third equality. Rearranging terms yields Furthermore, notice that we could have calculated r j dual using
and the results would still hold.
.1 Proof of Theorems 3 and 5
Proof. We now prove the convergence results in the error-free setting. Define the infimal displacement vector of F DRS as δv = Π range(I−F DRS ) (0). It follows directly that δv 2 = inf v∈R n v − F DRS (v) 2 . We will later show that in A2DR, lim k→∞ v k − v k+1 = δv . In particular, Theorem 5 gives us δv = δv .
We begin by showing that δv = 0 if and only if problem (2) 
Since dom g = {x : Ax = b} and dom g * = range(A T ) = − range(A T ), the problem is solvable if and only if
which holds if and only if 0 ∈ dom f − dom g and 0 ∈ dom f * + dom g * , i.e., δv = 0. Below we denote the initial iteration counts for accepting AA candidates as k i (i.e., when I safeguard is True or R AA ≥ R, and the check in Algorithm 2, line 14 passes), and the iteration counts for accepting DRS candidates as l i . Notice that for each iteration k, either k = k i + K for some i and 0 ≤ K ≤ R − 1, or k = l i for some i.
• Case (i) [Theorem 3, (18)] First, suppose that problem (2) is solvable. Then, δv = 0. By Lemma 6, to prove (18), it suffices to prove that lim inf k→∞ g k 2 = 0. If the set of k i is infinite, i.e., the AA candidate is adopted an infinite number of times, then
Here we used the fact that n AA /R = i in iteration k i .
On the other hand, if the set of k i is finite, Algorithm 2 reduces to the vanilla DRS algorithm after a finite number of iterations. By [Paz71, Theorem 2], this means that
Thus, we always have lim inf k→∞ g k 2 = 0, and this fact coupled with Lemma 6 immediately gives us (18).
Notice that the case of finite k i 's cannot actually happen. Otherwise, since lim k→∞ g k 2 = 0 and n AA is upper bounded (because AA candidates are rejected after some point), the check on line 14 of Algorithm 2 must pass eventually. This means that an AA candidate is accepted one more time, which is a contradiction. Hence it must be that AA candidates are adopted an infinite number of times.
• Case (ii) [Theorem 3, iteration convergence] Now suppose that F DRS has a fixed point. As G DRS is non-expansive, if the AA candidate is adopted in iteration k,
As a result, by squaring both sides of (36) and combining with (37), we get that Conversely, if lim k→∞ Ax k+1/2 = b, then dist(dom f, dom g) = 0 because x k+1/2 ∈ dom f . This implies problem (2) is not primal strongly infeasible, so it must be dual strongly infeasible since we assumed the problem is pathological.
Hence if lim k→∞ Ax k+1/2 = b, problem (2) is dual strongly infeasible, and by [RLY18, Lemma 1 and Corollary 3], it is unbounded and δv = tΠ dom f * +dom g * (0), which implies that δv 2 = t dist(dom f * , range(A T )).
Otherwise, the problem is not dual strongly infeasible and thus must be primal strongly infeasible by our assumption of pathology, so from [BHM16, Corollary 6.5], δv 2 ≥ dist(dom f, {x : Ax = b}).
When the dual problem is feasible, δv = Π dom f −dom g (0) [RLY18, Corollary 5], which implies that δv 2 = dist(dom f, {x : Ax = b}).
.2 Proof of Theorem 4
Proof. The proof resembles that of Theorem 3 (with identical notation), so here we mainly highlight the differences caused by the computational errors η Otherwise, the set of k i is finite, and the algorithm reduces to vanilla DRS after a finite number of iterations. Without loss of generality, suppose we start running the error-corrupted vanilla DRS algorithm from the first iteration. Let v be a fixed-point of F DRS . By inequality (5) in [RB16] ,
for all k ≥ 0, where in the second step, we use the fact that F DRS (v k ) − F DRS (v k ) 2 ≤ 4 and F DRS is non-expansive, and in the third step, we employ v k 2 ≤ L and v 2 ≤ L along with the triangle inequality. Rearranging terms and telescoping the inequalities, Together with Lemma 6, this completes the proof.
