Abstract Discrete choice experiments (DCEs) are used to quantify the preferences of specified sample populations for different aspects of a good or service and are increasingly used to value interventions and services related to healthcare. Systematic reviews of healthcare DCEs have focussed on the trends over time of specific design issues and changes in the approach to analysis, with a more recent move towards consideration of a specific type of variation in preferences within the sample population, called taste heterogeneity, noting rises in the popularity of mixed logit and latent class models. Another type of variation, called scale heterogeneity, which relates to differences in the randomness of choice behaviour, may also account for some of the observed 'differences' in preference weights. The issue of scale heterogeneity becomes particularly important when comparing preferences across subgroups of the sample population as apparent differences in preferences could be due to taste and/or choice consistency. This primer aims to define and describe the relevance of scale heterogeneity in a healthcare context, and illustrate key points, with a simulated data set provided to readers in the Online appendix.
Introduction
Discrete choice experiments (DCEs) have become a key tool for researchers seeking to quantify the preferences of specified populations of the public, as well as patients, clinicians or other key stakeholders. Systematic reviews have shown an increasing trend in the number of healthcare DCEs [1] [2] [3] . Originating in market research, and underpinned by economic theory [4] , DCEs aim to elicit respondents' preferences by assuming the choices made by trading-off specifically designed alternatives provide information about their preferences for the characteristics of the good or service being valued. In a DCE, respondents are required to choose the alternative, described using attributes and levels, that they perceive provides the most utility from a choice set [5] . The choice data generated are commonly analysed using some form of discrete choice model that reveals to the researcher if and how the attributes in the design contributed to a particular alternative being chosen [6, 7] . A systematic review of scale heterogeneity in healthcare DCEs found it was an important issue, but, even in studies comparing preferences, it was not always acknowledged [8] . Some commentators [5, 7, 9, 10] have also noted the importance of scale heterogeneity in the healthcare context, but the existing guides are broad in focus and are consequently brief or assume background knowledge in their description of the subject.
This primer aims to define and describe the relevance of scale heterogeneity, focusing on DCEs in the healthcare context. The primer starts by defining the 'scale parameter' (which is related to the variance of the error term) and describing how it affects the coefficients estimated by discrete choice models. We then describe why scale heterogeneity can be an issue, particularly when comparing coefficients from data sets from different populations or data generated from different sources (for example, sources using different sampling strategies). The last section of the primer aims to introduce methods to test for heterogeneity in scale, and direct the reader to relevant discrete choice models that account for it. In this primer we use mathematical notation, therefore a basic understanding is required in order to access further literature on this topic. However, we aim to make the notation accessible and use a Online Technical Appendix that presents the simulation and estimation of choice data to illustrate the impact of scale heterogeneity in a hypothetical DCE.
What is the 'Scale Parameter'?
When asking respondents to make a choice, most experimental designs implicitly encourage them to consider the relative balance between desirable (preferred) and undesirable (not preferred) attribute levels. Analysis of these choice data involves estimating parameters for each attribute to quantify individuals' tastes (or preferences) within the specified population who completed the experiment. Assume an individual, n, has to choose from J alternatives (j = 1,…,J), where each alternative is described by K attributes. This individual has a vector of preferences 1 b k associated with each attribute, and the deterministic element of utility derived from the alternative, j, is a function of their preferences and the level of that attribute (X):
However, random utility theory acknowledges that there may be an additional component of utility that is unobservable to the researcher, therefore the total utility is defined as:
An individual's utility function can therefore be seen as comprising two elements: (1) a deterministic component (V n ), based on their preferences for the observed attributes of the alternative j, and (2) random noise (e n ) associated with the alternative.
Individuals are assumed to act rationally and select the alternative in a choice set that provides them with the most utility [11, 12] . Equation 3 shows, under utility maximisation, the individual, n, will choose alternative j over any other alternative i if:
The key determinant of choice is the differences in utility, whether U n;j [ U n;i . However as e is unobservable, utility, U, is also unobservable. For this reason, probabilistic models are used to acknowledge that U is measured with some degree of error (e).
Under random utility theory, the probability of an alternative being chosen increases with deterministic utility [13] . That is to say, as the observable part of utility increases, choices are less random, and therefore the probability of an individual choosing the alternative increases. The probability of an individual, n, choosing alternative j over alternative i is shown in Eqs. 4 and 5: P n;j ¼ ProbðV n;j þ e n;j [ V n;i þ e n;i 8i 6 ¼ jÞ ð 4Þ P n;j ¼ Probðe n;i À e n;j \V n;j À V n;i 8i 6 ¼ jÞ ð 5Þ
The analysis is therefore concerned with understanding the probability that unobserved differences in utility between alternatives e n;i À e n;j is less than the observed V n;j À V n;i . Using the density f ðe n Þ, the cumulative probability is therefore:
Equation 6 is a multidimensional integral over the density of the unobserved portion of utility (e n Þ, and only certain distributions of e result in a closed-form expression (allowing parameters to be estimated). As part of the specification of the random component, e, inferences must be made regarding the shape, location, and dispersion of its distribution. Different discrete choice models are obtained from different specifications of this density. For a guide to more general DCE model specification, estimation and software, we refer readers to Lancsar et al. [7] . In this primer, we will focus on one of the most commonly used discrete choice models [2] , the multinomial logit (MNL) model, 2 but the general arguments extend to other models, such as, for example, the nested logit or multinomial probit models.
In the MNL model, it is assumed the error term has an independent and identical Gumbel (type 1 extreme value) distribution, i.e. there is no correlation in the error term across alternatives or across choice occasions. It is also assumed that the random term has a mean of zero. This means that any systematic deviation in the mean error common to all alternatives will have no effect on choices as the model is defined in utility differences (see Eqs. 4 and 5) .
If the random part of utility follows a Gumbel type 1 distribution, then the probability of selecting an alternative can be expressed as:
As utility has no units, analysis of discrete choice models is based on differences in utility. Therefore, the 'scale' (the x-axis of the distribution) is often normalised, hence the scale parameter, k, is set to a value of one. In the Gumbel distribution, variance, r 2 e n;j , is defined as
. Thus, in the MNL model, the scale parameter k is inversely related to the variance of the error term.
At this point, it is useful to mention some differences in terminology between the language used in the discrete choice modelling literature and the statistics literature. In discrete choice modelling, the lambda term, k, is termed the 'scale parameter'. In contrast, statisticians often refer to a 'dispersion parameter'. In economics and econometrics, it is therefore almost always said the scale parameter (k) is inversely proportional to the variance of the error term, r 2 e n;j . Arbitrarily scaling by k has implications for the estimated choice probabilities that are multiplied through by k:
It means the model is unidentified as scale and preference parameters cannot be separately identified. Reported estimates ðb Ã Þ are therefore scaled preference parameters ðkbÞ that indicate the effect of each observable variable relative to the variance of the error term (unobservable components).
As the scale parameter ðkÞ decreases, or variance increases and the errors become more dispersed, estimated coefficients ðb Ã Þ appear smaller. This is logical as the increased error variance means the random part of utility becomes larger relative to the deterministic component ðe n;j has relatively larger weight than V n;j Þ and choices will tend to be more random. Completely random choices occur when there is an equal probability of selecting any alternative irrespective of attribute level.
Why is Scale an Issue?
Remember that utility has no scale, therefore the estimated coefficients are uninterpretable as numbers alone because they are all scaled by the constant scale parameter (k). This scaling becomes an important issue when comparisons are being made across estimated b Ã s, and the scale (k) differs systematically across groups of individuals. Within healthcare, studies have compared the preferences of healthcare professionals, patients and the public for various healthcare choices [14] [15] [16] ; however, the scale parameter may differ between these samples (i.e. when patients are more familiar with the illness than the public), but also through other means such as across survey modes (i.e. when completing questions face-to-face versus online) or sources (i.e. stated and revealed preference data), or even within the choices made by an individual (i.e. when an individual experiences fatigue as the choice tasks progress). 3 Confounding of the b coefficients and scale parameter makes it difficult to establish whether differences in preference weights are because, for example, V is larger or because the variance of e is smaller. Parameter estimates of utility will depend on the variance of the error term (r 2 e n;j ) and/or preferences. Table 1 shows the estimated coefficients from an example of a simulated DCE comprising four attributes, assumed to be continuous, each with nine levels, to elicit and compare the preferences of a sample of patients (n = 1000) and members of the public (n = 1000) for a healthcare treatment. As these data were simulated, the 'preferences' and scale are known. The Online Technical Appendix provides Stata code for the generation and 2 The MNL is often used interchangeably with 'conditional logit'. In this case, we use the term 'multinomial logit' or 'MNL' as this is commonly used in the literature cited, but acknowledge estimations in Stata for this definition will use the clogit command. 3 Comparisons of coefficients estimated with different models can also be problematic. For example, estimating a probit model with a standard normal distribution (with a variance of 1), and a logit model with a standard logistic distribution with a variance of analysis of these data. In the simulation, 'respondents' were asked to select their preferred treatment from two alternatives. Table 2 shows the results of pooled and split-sample models. The first two columns of preference parameters are from the MNL analysis of the 'patient' and 'public' samples, respectively (see Part A of the Online Technical Appendix). At first glance, the estimated coefficients may simply, but incorrectly, be interpreted as showing that the patient sample had different preferences than the public for all of the attributes. From the larger estimated coefficients, one could also erroneously conclude that patients were more sensitive to each attribute.
It is feasible to formally test whether the coefficients are different by performing a log-likelihood test: estimate a 'pooled' model, where the coefficients are restricted to be the same for both samples, and compare the fit of the restricted model to a model that allows them to vary. Column 3 reports the pooled model, and the log likelihood test statistic has a p value \ 0.001, which would imply that the null hypothesis that the coefficients for the two samples is the same is rejected [17] .
However, the estimated coefficients actually reflect the combination of both preferences towards the attribute and the variance of the unobservable element of utility, in the sample of patients and the public, respectively. Therefore, the observed difference between estimates for patients and the public may reflect the relative variance of the error term of patients and the public, i.e. their different scales.
Consequently, the estimated model may be revealing differences in the randomness of choice between patients and the public, and not a difference in sensitivity to the attributes of treatment.
When the variance of the error term is not the same across two groups of individual respondents, there are said to be 'heteroskedastic errors' and normalising k public = k patient =1 (which is what the pooled model does) is incorrect. Making comparisons across groups, when there are heteroskedastic errors, is when issues related to scale heterogeneity become apparent and important. However, this issue of scale heterogeneity disappears if the aim is to examine differences in willingness to pay or other marginal rates of substitution. In the calculation of these ratios, the confounding disappears because of the impact of simple division: Table 3 , marginal willingness to pay from the MNL models for each subsample are presented, confirming the marginal rates of substitution are very similar across the two samples.
It is common and attractive for identification purposes to assume that the variance of the error term is equal to one and the same for all individuals. It is also appealing to present marginal rates of substitution, removing the issue of scale and preference confounding. However, in some healthcare DCEs, such as those valuing health states, there may not be a meaningful numeraire. Furthermore, if some respondents have very large error variance (verging on random), it may be incorrect to conclude that there is a common willingness to pay for all respondents [18] . Sample n = 1000 n = 1000 n = 2000 n = 2000
Therefore, it may be necessary to formally test whether the error term is the same for all individuals within a population sample, and discovering differences in choice consistency could be an important finding in itself.
Identifying Scale Heterogeneity
It is not possible to separately identify scale and preference parameters if there is only a single sample where everyone has the same error variance. However, if there are two samples, it is possible to test if the error variances are different, subject to assuming that they have the same preferences. Testing is carried out by normalising the variance in one selected group, for example the patient sample, and identifying the relative scale parameter of the public group. In this hypothetical example, the utility functions of each group are therefore: U n;j ¼ b 1 Health n;j þ b 2 Life n;j þ b 3 Risk n;j þ b 4 Cost n;j þ e n;j for patients ð9Þ U n;j ¼ k public b 1 Health n;j þ k public b 2 Life n;j þ k public b 3 Risk n;j þ k public b 4 Cost n;j þ e n;j for the public ð10Þ where k public is the relative scale parameter for the public and k patients is normalised to one. To identify scale heterogeneity, Swait and Louviere [19] formalised the normalisation of the error variance. The authors also proposed plotting the coefficients of the MNL model results for each sample of respondents. Figure 1 graphs the coefficients from Table 2 and suggests they differ by a scalar of approximately 0.5 (the slope of the straight trend line fitted through the points, which passes through the origin). This graph can be reproduced by following the code in Part B of the Online Technical Appendix. 4 This approach is favourable because of its simplicity as, regardless of the software package used to analyse the data, plots can easily be drawn up in Microsoft Excel (Microsoft Corporation, Redmond, WA, USA). This diagnostic approach is recommended as a minimum in DCE studies that want to compare preferences across different samples and was used, for example, by Payne et al. [14] .
The disadvantage of the approach is that it does not allow for formal evaluation of whether the preference parameters are the same, once one has accounted for scale (in actual studies, the alignment of the coefficients is seldom as clear as in Fig. 1) . 5 The heteroskedastic MNL model [20] , also known as the heteroskedastic conditional logit (HCL) [21] , allows unequal error variances across individuals in a data set. The HCL model allows the scale parameter k n to be a function of the individual's, n's, characteristics. The model parameterises k n as expðZ n cÞ, where Z n is a vector of individual characteristics (for example, being a patient or a member of the public) and c is a vector of parameters reflecting the effect of individuals' characteristics on the scale parameter. The HCL model can be estimated using maximum likelihood methods in Stata [22] using the command clogithet [23] . Advantageously, the command uses the same data set-up as clogit, a (fixed effects) MNL model. The HCL model can also be implemented in Nlogit [24] . Part C of the Online Technical Appendix reproduces the HCL model results of column 4 in Table 2 . The scale term shows that the public sample had a statistically significant smaller scale parameter, which suggests increased error variance. The scale parameter is the exponential of this term, i.e. 0.480 in this example, and standard errors can be estimated using the nlcom command in Stata. It is important to note that similar to the Swait and Louviere test and the use of coefficient plots, the HCL assumes that the groups of interest have homogenous preferences. 6 If one now conducts a formal test of whether the preferences of the two samples can be restricted to be the same, conditional upon there being different scales, the associated p value is 0.340, suggesting that the null hypothesis of equivalent preferences cannot be rejected. This is not surprising as the only difference between the simulated respondents was the error variance used in generating the public sample data, which was larger (and hence the scale smaller) than the patients sample.
Using the HCL, studies have established that scale heterogeneity could be due to many reasons. Bech et al. [25] found that the following all explained heterogeneity in the error variance: age over 60 years; response time; certainty of choices; familiarity with attributes; perceived task difficulty; choice certainty; choice inconsistency; and number of choice sets. Flynn et al. [26] hypothesised that literacy (educational qualifications), age and previous diagnosis of a psychological condition would affect error variance in a best-worst scaling DCE eliciting preferences for quality of life. Analysis revealed six significant predictors of error variance, including time spent completing the interview; having a qualification; owning a car; and having a higher than population-level quality of life and better self-rated general health. Other examples exist where accounting for scale heterogeneity has improved models [20, [26] [27] [28] [29] . Simply, identification of significant scale heterogeneity may also be an interesting finding in its own right for decision makers using the results of a choicebased stated-preference survey, revealing additional information about heterogeneity in the strategies of the sample when they made choices.
Taking Account of Both Scale Heterogeneity and Preference Heterogeneity
The MNL and HCL models described here are limited in their ability to account for preference heterogeneity and therefore assume that all individuals in the selected population have the same preferences. Systematic reviews of the literature have found examples of more sophisticated models being used in healthcare DCEs [2] . Substantial efforts have been made to understand how to extend the MNL models to allow for different preference distributions [30, 31] . The generalised MNL (GMNL) model allows for both preference and scale heterogeneity [32] and can also be implemented in Stata [33] . Discrete preference distributions and scale heterogeneity can be modelled with scale-adjusted latent class analysis in Latent Gold Choice [34] . It has been argued that it is impossible to disentangle the heterogeneity further where differences in preference and scale parameters exist [35] . For further explanation, we refer readers to Hess and Train [36] .
Conclusions
The potential impact of scale heterogeneity in the context of DCEs has not gone unnoticed [25, 27] , although it has received relatively little attention in the healthcare context [32] . This primer has provided an introduction about the importance of scale heterogeneity, particularly when comparing preferences elicited from different samples. The next logical step is to understand the degree to which published studies have erroneously concluded differences in preferences that could actually be attributed to differences in the variance of the error term.
