Abstract-To detect a purely harmonic signal, it is difficult to beat a fast Fourier transform (FFT). However, when the signal is very long and weak, Parker and White have shown that a sequential probability ratio test (SPRT) operating on magnitude-square FFT data is far more efficient. Indeed, both from a numerical-error perspective and in terms of robustness against a deviation from a precisely tonal signal, the block-FFT/SPRT idea is very appealing. Here, the approach is extended to the case that the frequency is unknown, and expressions are developed for performance both in terms of detection and of sample number. The approach is applicable to a large number of practical problems, but particular attention is paid to the continuous gravitational wave (GW) example. The computational savings as compared with a fixed test vary as a function of signal strength, block length, bandwidth and operating point; however, gains of a factor of two are easy. That these gains are not more exciting relates mostly to the underlying FFT structure; although many SPRTs "end early," it is difficult to take advantage of that with an efficient FFT algorithm. However, the progressive reduction of the number of working SPRTs implies a substantial reduction of the ensemble of the candidate frequencies with time, which is an appealing feature, particularly in the GW case.
I. INTRODUCTION
A NUMBER of problems of practical interest may be formulated as the detection, in white Gaussian noise, of almostsinusoidal signals, namely, of sinusoids with slowly varying phase. For instance, this model has been found to be appropriate for addressing the detection of weak signals that require long integration times, as is the case of some acoustic signals [2] , or of on/off keyed coherent lightwave transmission links, degraded by laser phase noise, as considered in [3] . Another example of particular interest to us is the detection of so-called continuous, or periodic, gravitational waves (GWs), which are slowly frequency-modulated harmonic signals; see [4] - [6] . In many cases, and in particular in the GW one, the nominal frequency is an unknown parameter.
In the acoustic and optical signal cases mentioned, the phase variation may be considered a stochastic process and ultimately a nuisance term. In the GW case, however, the modulation characteristics carry important physical information about the source position in the sky and should be estimated if possible.
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Digital Object Identifier 10.1109/TSP. 2002.806981 In either case, a conventional detection procedure, based on a generalized likelihood ratio test (GLRT), would provide such estimates. Unfortunately, the GLRT requires the computation of an exceedingly large matched filter. To give an idea of the sizes involved, let us say that the signal should be collected at least for several months, at a sampling frequency of some kilohertz. Thus, the desired phase tracking may be impossible with the usual computational resources. In all three cases discussed above, it is the phase variation that makes the detection procedure complicated. A possible way to circumvent this is to divide the observation interval into short frames in which the phase variation may be neglected. In each such segment, a single-frame detection statistic is computed (dispensing with the phase tracking problem), and these are ultimately combined to form the overall statistic. With this approach of segmentation, only a small amount of computation is required for each frame, whereas the alternative may be a computationally expensive task at the end of the whole observation time. The segmented procedure is, in addition to quicker, more robust both in terms of modeling assumptions (deviations from the assumed phase model) and in terms of implementation; these aspects are crucial for the GW application. The price paid is in the required signal energy to achieve a specified detection performance.
The performance loss was found in [2] and [3] in the fixedlength detection context to be surprisingly low. In the present paper, we consequently extend the idea to a sequential scenario in which the number of frames is not fixed a priori: It is the particular statistical realization that determines how many frames are needed to comply with the prescribed performance level. We deal with the design of a sequential detector for almost-sinusoidal signals with unknown amplitude and frequency, affected by phase drift, and embedded in white Gaussian noise. The paper is organized as follows. Section II introduces the necessary background on the sequential probability ratio test (SPRT); the classical results relating detection performance to thresholds are given, as are the approximations to the average number of samples necessary to come to a decision. A novelty here is that an explicit approximation to the probability density function (pdf) of the sample number is also presented. In Section III, we discuss detection of pure and noncoherent sinewaves, and in Section IV, the overall detection scheme is developed. It comprises preprocessing by magnitude-square FFTs, a bank of SPRTs each matched to an (approximate) center frequency, and an eventual fusion of the output from each. The overall system-level performance is developed and compared with simulation; the previous sample-number pdf was necessary for this. In Section V, an accurate evaluation of the computational burden is accomplished, and Section VI offers concluding remarks.
II. SPRT

A. Background and Familiar Performance Measures
Let us consider the following hypothesis test: (1) where are zero-mean Gaussian random variables ( s), independent and identically distributed (i.i.d.), and where represents the (constant) signal to be detected. In the case that is known (and s variance as well), we have a simple hypothesis test, whereas in the presence of an unknown parameter (e.g., known only to be positive), then (1) is composite. Assume for now that is known. In order to decide between the occurrence of or , given a set of observations , it is natural to resort to the Neyman-Pearson approach; this leads to the fixed-sample-size (FSS) test based on the log-likelihood ratio , which uses a given number of received samples. Specifically choose choose
The above test maximizes the detection probability for a given false alarm probability, and according to the latter, the appropriate threshold level is chosen. Here, is the log-likelihood ratio per sample: (3) where and are the pdfs of the sample under the hypotheses and , respectively. If the white Gaussian model is in force, as assumed above, the log-likelihood ratio becomes , where is the noise variance. As an alternative to the FSS test, one that is particularly pleasing when the sample number is not a priori assigned, we can resort to the well-known SPRT [7] : choose choose take another sample (4) where we note the presence of two threshold levels, and the peculiarity of a random number of samples, say , needed for the test to come a stop. It is very easy to derive the approximate relationships:
(a powerful tool to make this computation is to build a martingale process based on the log-likelihood ratio and proceeding as in [8, pp. 341-343]), which give the recipe for setting the threshold levels, and which hold provided that is a valid log-likelihood ratio, regardless of the simple model (1) being in force. Here
Pr decide is in force Pr decide is in force (6) are the nominal values (subscript ) of the detection and false alarm probabilities, respectively. Similarly, the following approximations give the average sample number (ASN) , which the test requires [7] : under under
where and , denote the statistical expectation and the pdf, according to the th hypothesis. Here, is the divergence between the pdfs measured in nats (see [9] ), whereas (8) Equation (7) may be derived assuming i.i.d. samples in both the hypotheses and but are otherwise valid for arbitrary and . If the model of (1) is assumed, then in (7), we have . Usually, the above averages are used to quantify the duration of the test. However, if a more complete statistical characterization be required, it is also possible to derive an approximate distribution of , as will be discussed in Section II-B.
It has been shown by Wald that, for given and , the ASN pertaining to the SPRT is less than the ASN of any other sequential test (that eventually terminates with probability one), both under and under [7] . Since the FSS test is a particular case of a sequential procedure in which the random sample number has vanishing variance, we conclude that SPRT is optimum in the sense that it minimizes the average sample number for given performances amongst all fixed-and variable-length tests.
A central concern is the following: What happens if the pdf actually in force is a certain , different from both and assumed at the design stage? In other words, (7) holds true in nominal conditions, and (5), which relates thresholds to performance, can be used only in nominal operating situations: What happens when neither nor is true? To elaborate, let us assume that the i.i.d. samples actually collected by the detection device follow a certain pdf , and denote by this adjoint hypothesis, e.g., with reference to model (1) with , let us assume that the value of is different from that assumed at the design stage. Let us introduce the function implicitly defined through the following two conditions: (9) Then it can be shown that [7] Pr choosing is in force (10) Similarly, with regard to the ASN under non-nominal operating environments, it can be shown that [7] (11) where refers to expectation under . As for (7), a nice information theoretic formulation of the above involves the divergence (12) Before concluding the section, we stress that all the given approximations are fair when the absolute value of the mean and the standard deviation of the log-likelihood ratio per sample are much less than and under the actual distribution of the samples . This basically amounts to ignoring the likelihood ratio threshold overshoots, which is a reasonable assumption if we require that the (random) sample number is large. Equivalently, the inherent approximations are fair if the signal-to-noise ratio (SNR) (per sample) is small enough and/or if the nominal performances are sufficiently tight, i.e., false alarm probability very small and detection probability close to unity. In this paper, we assume that the above conditions are substantially met; if this were not the case, more sophisticated mathematical tools such as nonlinear renewal theory may be necessary for taking into account the threshold overshoots, see [10] - [12] .
It turns out that we will require a more precise probabilistic expression for the efficiency of an SPRT. Equation (7) provides us the first moment of , but a full pdf of is given in the next subsection.
B. Distribution of the Sample Number for a SPRT
In this section, we postulate an analytical expression for the distribution of the number of samples needed to reach a decision and compare it with simulated data. We find that the fit is good, and hence, we will use the expression in the sequel.We have the following in the literature.
• Let be i.i.d. random variables with and VAR . Let , and define , with . The distribution of is found (see [13, p. 138] ).
• Let be a Brownian motion with drift , where the variance of the increment is . Assume , and let the first time that equals . The distribution of is found (see [14, p. 363] ). The former of these relates to discrete time, whereas the latter is formulated in a continuous framework. Both are very similar to our sequential procedure but for a single threshold. It turns out, respectively, that we have the following.
• and (15) with simulated data. 1 It is seen that in the range and , which is of interest for most applications, the fit is very accurate. Less precise results are obtained with less severe test performances, as expected. A possible refinement can be attained by relaxing the single-threshold assumption; this has been done by Tartakovsky [16] , which obtained exact formulas for the stopping time distribution in the case of a Brownian motion process. Tartakovsky's formula, which can be easily applied to our discrete model in view of the assumptions detailed at the end of previous subsection, is in the form of a series expansion. The right plots of Fig. 1 compare Tartakovsky's formula with simulated data, confirming a better matching for larger error probabilities. Tartakovky's formulae are indeed more accurate, but it appears that (15) and (16) [or (14) ] are sufficient, and since they are much simpler, we use them.
III. SEQUENTIAL DETECTION OF HARMONIC SIGNALS
A. Pure Sine Waves
One difficulty arises for the SPRT when the signal to be detected is not constant. If we replace the constant under by a signal sequence in (1), the i.i.d. property is lost. The simple relationships given above lose validity: The SPRT is easy to implement, but its ASN analysis is less clear.
If we consider zero-mean Gaussian i.i.d. noise samples and let be the signal energy collected up to the sample, then it has been shown that under under (17) 1 Simulated data of Fig. 1 refer to the noncoherent detection of almost harmonic signals of known frequency, reducing to a noncentral-versus central-hypothesis testing; more on this later. Wald's distribution uses expressions (14) .
where we recall that is the random number of samples of the SPRT. The above formula, derived in [17] via a Martingale approach, is a particular case of the more general result according to which the SPRT minimizes the informational quantity among all tests achieving the same performances (see [18] for a lucid and accessible information theoretic perspective of similar results).
In particular, if we assume that , with , and known parameters, then (17) leads to under under (18) which, when compared with (7) with , reveals that the sequential detection of a sinusoidal signal achieves the same performance as for a constant signal, provided that the constant value is replaced by the effective value . Sequential detection of sinusoids of known frequency has been investigated in [1] , where an equivalent of (18) is found. Now, when the signal to be detected is not only nonconstant but also contains unknown parameters, it is easy to generalize test (2); a commonly adopted solution is represented by the so-called generalized likelihood ratio test (GLRT). Unfortunately, it is often less easy to obtain an equivalent generalization of the SPRT. However, there is progress, and this paper extends [1] to the unknown frequency case, as discussed in the following.
B. Noncoherent Detection of Almost-Harmonic Signals
Assume that the sine wave to be detected has a time-varying phase term : (19) and that changes on time scale much longer than . For detecting such signals embedded in Gaussian noise, the following FSS approach has been proposed. First, divide the received sequence into segments of samples; then, exploit a noncoherent detector for each segment, thus obtaining as many decision statistics as the number of segments, say ; finally, sum up all the decision statistics. The latter quantity is to be compared with a threshold level.
The above procedure was introduced first in [3] and subsequently proposed for detecting a sinusoidal signal affected by phase drift in [2] ; see the latter for many helpful details. For our purposes, the rationale behind the idea is of interest, which is as follows. First, the segment length is chosen in such a way that the phase drift is negligible in any single signal patch. Then, the classical noncoherent detection statistic, which is optimum for unknown but constant phase, is computed for each segment. Finally, we take advantage of all the statistics by adding them together, which basically measures the energy of the signal. In the following section, we show a sequential implementation of the idea.
IV. SPRT-BANK APPROACH TO NONCOHERENT DETECTION OF ALMOST-HARMONIC SIGNALS
A. The Detection Procedure
To begin, let us introduce the signal model that we consider: (20) where and are the signal amplitude and constant phase, is the harmonic frequency, and and are the modulation index and frequency, respectively. In the following, all these parameters will be considered unknown to the receiver, according to the more general application scenario. It is clear that many practical applications involve such a signal waveform, but we pay particular attention to the GW detection problem mentioned in Section I. Then, we have that is the frequency of the gravitational wave emission, divided by an appropriate sampling frequency , hereafter assumed to be 2 kHz. Astrophysical considerations and indirect observations (i.e., based on electromagnetic measurements) may provide the range of meaningful values around which the -search should be performed; an order of magnitude is Hz/ . In addition, Hz , where Hz is the daily Earth rotation frequency; may be anything between zero and several hundreds, depending also on , and the ratio may be as low as . Even employing a GLRT detector and assuming known , , , and , the observation time for collecting enough SNR is in the order of 6 mo or more. This is practically infeasible from a computational point of view; in addition, such long integration times would require the inclusion, in the signal model, of further modulation terms and of spin-down effects that cause a drift of ; see, for instance, [19] and references therein.
To illustrate the detection procedure, let us consider the statistical test (1) with the constant replaced by the signal given in (20) , and let us fix . We partition the incoming signal in frames of samples, where is chosen in such a way that the phase variation is negligible inside a frame.
Then, we consider , which is the Fourier transform of the received signal in the th frame and computed at frequency . We define the new frequency domain received signal sample , pertaining to the current frame and to the frequency , as (21) Under , is distributed according to a noncentral chisquare density with two degrees of freedom, with parameter [20] . Under , the parameter , and the distribution is a central chi-square. That is under under (22) Let us consider now subsequent signal frames and look at the sequence as a received signal to be tested for making a decision between and , as defined in (22) . The log-likelihood ratio corresponding to these hypotheses, based on the samples , , is (23) where is the modified Bessel function of zero order [21] . For making a decision, we adopt the SPRT strategy, namely, for each choose choose take another frame (24) Within this th-order noncoherent frequency domain framework, we have reduced the GW detection problem to a simple SPRT with i.i.d. samples, whose characteristics and performance are well known, and have been detailed in the previous sections.
B. Dealing With the Unknown Parameters and
Thus far, we have left aside the problem that some parameters appearing in the signal waveform (20) are unknown to the receiver. This is the case of the signal amplitude , the frequency , the initial phase , and the modulation parameters and . A little thought reveals that and are irrelevant in that they act as a constant phase term, according to the choice of the frame length . This constant phase, which is added to , is then irrelevant because of the noncoherent character of the statistic in each frame. We are left with the signal amplitude and the signal frequency . Let us focus on first.
We have found it convenient to deal with rather than with itself. As we have fixed and , the two parameters are equivalent, for our purposes; note that assumes the meaning of SNR per frame. The problem with is hence that its value cannot be assumed known in any realistic detection model. Accordingly, it may be necessary to tune the detection strategy to a variable value of the signal amplitude. This can be done by simply repeating test (24) for an appropriate set of values of within its range of variability. However, the following considerations indicate that this is not necessarily a good idea.
Let us assume that we are in the position of fixing a minimum value of of interest. If the application is GW detection, this value can result from astrophysical considerations on the nature of the sources; more generally, it can be chosen as a value below which the detection performances are unsatisfying. This minimum value of is assumed at design stage, namely, it is the value used to build the likelihood ratio in (23) .
Then, in the presence of signals with , both the actual detection probability and the average sample number are affected by the signal amplitude mismatching; see (10)- (12) . Section IV-C1 justifies a known fact that in such circumstances, the detection probability, say , increases, and the average sample number decreases, with respect to their nominal (design) values. These effects are both positive and allow us to design the test based on the least favorable value of .
To get the complete point of view, we stress that in mismatch conditions, the stated optimality of the SPRT with respect to the FSS test can no longer be claimed. Now, when , the fixed sample size procedure remains (loosely speaking) an optimal procedure, whereas the SPRT, which dominates the FSS in nominal operating characteristics, loses its optimality. However, the FSS requires an a priori criterion for fixing the total sample number; this can be set on the basis of computational limits or, once again, on a minimum expected signal strength. The FSS ultimately yields a detection probability gain ( ), although this may be of minor relevance if we are more interested in minimizing the detection delay than in stressing the gain on beyond the nominal and acceptable . (This discussion is borrowed from [15] ; see also [17, Sec. II] . Dealing with SNRs that are different by that assumed at the design stage is a rather classical topic in sequential detection; see, for instance, [22] . ) We now turn to the problem of the unknown signal frequency , which is considerably more problematic than . Within the SPRT structure, there is no reasonable way to estimate the basic frequency since such an estimate would require re-examination of past data. The only reasonable approach seems to be to implement a separate test for each different frequency. The frequency axis has to be properly discretized so that uniformly spaced frequency values are considered.
The detector structure takes the form of a bank of sequential detectors, each tuned to a frequency value . It is schematically depicted in the block diagram of Fig. 2 . On each branch of the bank, a partial statistic is built and, for each , compared with two thresholds (for symmetry reasons these are the same on all the branches). When a threshold is crossed, we say that a partial decision has been taken, and the detection process on that branch stops.
The final decision is taken according to the following rules.
• A decision in favor of "signal presence" is taken at the moment that any of the branch statistics crosses its upper threshold, namely, the first upper threshold crossing stops the detection process with final decision . In this case, the frequency pertaining to that branch is an estimate of the actual signal frequency. Continuous curves refer to the designed SPRT detector, whereas dashed lines, which are depicted for comparison purposes, give the performance of the m-noncoherent FSS. Points represent simulated values of SPRT. For clarity, the abscissa is plotted on a Gaussian scale.
• A decision in favor of "signal absence" is declared at the moment that all of the branch statistics cross the respective lower thresholds. It is clear that the performance of the bank of sequential detectors depends on all the partial statistics, namely, on the local performances of each of the individual branches. This is why, in the following section, we deal first with the simplified case of a known value of (single branch) and then generalize the results to the realistic case in which a search over the axis has to be performed (complete bank).
C. Performance of Proposed Noncoherent SPRT Bank 1) Performance With Known :
In the case that the parameters assumed at design stage, and, in particular, the value of , are exactly the same as those of the true incoming signal, the detection and false alarm probabilities are equal to their nominal values and . The ASN can be derived on the basis of (7). The two density functions and to be considered are and , respectively. The evaluation of the divergence in the denominator of (7) has been performed numerically and the results, in terms of ASN under and , are shown in Fig. 3 for , , as a function of plotted on a Gaussian scale. In this simulation, we refer to the case study of , , and . The points drawn in Fig. 3 represent simulated values and confirm the accuracy of the analytical formulas. For the sake of comparison, we consider also a -order noncoherent FSS test that achieves the same performance level. The corresponding fixed sample number is represented by the dashed lines of Fig. 3 . We see, as expected, that the SPRT outperforms the FSS test, in the sense that it requires, on average, fewer samples to come to a decision.
The situation is illustrated further in Fig. 4 , where, along with the ASN, we also provide, exploiting the formulas derived in Section II-B, the 10 and 90 percentiles of Wald's distribution that governs . It is worth noting that the sequential procedure requires fewer samples than an FSS in at least 90% of the cases for the performance values of interest.
Simpler formulas, which avoid the numerical integration involved in (7), can be obtained under the assumption of small . In fact, for vanishingly small , we can use the expansion [21] (25) which, neglecting the term in , yields . A discussion on the mismatch case is now in order. Assume that the signal amplitude is such that , where is the actual parameter and is that assumed at the design stage. By means of numerical integration, we evaluate [see (9)], and the corresponding [see (10) ] is shown in Fig. 5 . As anticipated, we see that . The same figure reports the ASN, say , which can be easily obtained by exploiting the previously derived value of in (11) .
A rough approximation may be obtained by assuming that and that the mismatch is moderate. Then, from (12), we have . In addition, let us consider the low signal energy approximation of and close to zero, thus allowing for approximating with the first two terms of expansion (25). We get (26) which reveals, as anticipated, that .
2) Detection and False Alarm Probabilities When
is Unknown: As said before, the detector has to perform a search along the direction, and this is accomplished by realizing a bank of sequential detectors. We assume that the frequency axis has been discretized in such a way that the likelihood ratios built on each branch result in independent processes. This is approximately true if the range of interest of is spanned at step (as done by an FFT), as is assumed hereafter.
Let and be the local nominal detection and false alarm probabilities, respectively, pertaining to branch . From symmetry, it is obvious that these quantities are the same for all ; hence, this subscript can be dropped. In addition, let and be the overall detection and false alarm probabilities, and let be the total number of branches (tested frequency values) constituting the bank; hereafter, we often assume . The following exact formulas immediately follow from the independence of the processes on the branches, whereas the approximations are valid for all the cases discussed in the sequel, due to the values of , , and considered:
3) Average Sample Number When is Unknown: Now, we turn to the problem of characterizing the global ASN. The derivation we present here is based on approximations that turn out to be accurate enough for most practical purposes.
Let us introduce the following notation.
• is the random variable that represents the stopping time of the th partial statistic given that the th test terminates with a crossing.
• : th test terminates with a crossing ; namely, is the set of indices that give a partial decision in favor of .
• th test terminates with a crossing ; namely, is the set of indices that give a partial decision in favor of .
• . • is the random variable denoting the stopping time of the global test running on the filterbank.
• is the index for the filter perfectly matched to the incoming signal under . Let us focus on hypothesis first. We get is chosen is chosen (29)
Since is close to unity, the first term can be neglected. Accordingly, we have is chosen is nonempty
The approximation is to assume that the single local statistic labeled with crosses the upper threshold in hypothesis . Namely, we assume that the cardinality of , which is expected to be of few units, is just one and the index is just the right index . The distribution of the can be approximated by the distribution of the unconditioned stopping time because, under , the lower threshold crossing is a rare event (an approximation similar to the single-threshold assumption yielding Wald's distribution for ). Thus, we end up with the simple formula under (31)
When the hypothesis in force is , in a similar fashion, we get is chosen
The latter approximation amounts to replacement of the conditioned variables by the unconditioned counterparts , . Notice that the assumptions stated at the beginning of Section IV-C2 imply that are i.i.d. under
. Then, by exploiting Wald's distribution, we finally get under (32) Formulas (31) and (32) have been checked by simulations, and an example of the match is given in Table I . In order to ensure statistical validity to the simulations, we used 50 000 Monte Carlo runs under and 10 000 under . If one refers to the rule of thumb according to which the number of runs should be much greater than , where is the (small) probability to be estimated, and if much greater is translated to be a factor of at least 500, then the overall and the overall should be estimated accurately enough.
Checking the validity of our approximation to is important to ensure, for instance, that neglecting first addend of (29) is legal. This, in turn, requires a number of Monte Carlo runs , say , consistently with our choice. Similar considerations apply to the ANS under , where, however, the analytical formula fits less accurately the simulation because of the false alarm : Manifestly, this value is not small enough to guarantee a better accuracy of the analytical approximations. On the other side, more extreme values would require too long computer times. Our simulations already require tens of hours on a 750 MHz PC. We stress that the simulation procedure aimed to generate directly the chi-squared variables, avoiding FFT computation; moreover, we assumed that the incoming signal was perfectly matched to a center-band frequency , thus avoiding scalloping-loss effects.
Finally, it is worth noting that for different applications, our above approximations may be poor; in these instances, a possible way (usually much more difficult) to obtain analytical performance expressions could be found again in the context of nonlinear renewal theory; see [10] - [12] .
V. COMPUTATIONAL BURDEN ANALYSIS
A motivating interest has been the detection of periodic GWs. 2 Now, researchers know that the GLRT implementation for GWs is far from practical, given present-day computational resources, and that only some clever suboptimal procedure may be feasible. Here, we point out that such may be found within the class of -noncoherent detectors and, specifically, in those that are sequential.
Consequently, let us evaluate the computational demands of our SPRT bank, for the detection of a signal in the form (20) , and assume that the SNR is very weak, as is typical for GWs. With reference to Fig. 2 , we can assume that a single specialized DSP device computes the frequency domain values from the samples of the th frame. The s are then sent to individual computational units: one for each value of , and these evaluate the test statistics; see (23) . We neglect the computational costs associated with the statistic computation on each branch, focusing on the DSP burden. The DSP device may implement an FFT algorithm, which requires floating operations (FLOPs), providing all the DFT samples; actually, we are interested in a -search over a set of values, and may be much less than . In this case, it is convenient to resort to the so-called zoom-FFT algorithm, whose complexity is in the order of operations [23] . Furthermore, in the sequential case, the number of filters of the bank that are active (no decision taken) at a certain time is at time 0 but rapidly decreases in time. If , a direct evaluation of the DFT that requires FLOPs via, e.g., the Goertzel algorithm exploiting a recursive filtering of the data [24] , may be convenient.
Thus, resorting to zoom-FFT algorithms, if , and to direct DFT evaluation otherwise, we get the average computational complexity pertaining to the SPRT bank as Pr Pr (33) where (34) with . Note that in the assumption that at best a single useful signal is embedded in the noisy data, all (except maybe one) filters work on noise-only samples; accordingly, the probability mass function of can be computed by using Wald's distribution (15) with parameters computed under ; see Section II-B. We get Pr (35) Fig. 6 shows the behavior of for various data record block sizes . A smaller is of course simpler to implement; unfortunately, a smaller also increases the observation time required to meet the specified and . For comparison purposes, the computational burden associated to the fixed-sample-size bank is also given. The advantage of the SPRT-over the FSS-bank is quite evident, and it is interesting that it appears to increase as the becomes smaller. Apart from the computational costs, there is another valuable benefit in using the sequential approach: The number of candidate frequencies decreases with time since many frequencies are ruled out. From a practical point of view, GW detection is much simpler if the signal frequency is known or if the number of candidate frequencies is limited to few units so that when the number of surviving branches is small enough, one of the previously proposed detectors may become feasible; see, for instance, [4] .
Obviously, if one uses the -noncoherent FSS strategy, the percentage of candidate frequencies is either 100% ( decision time) or 0%. That is, the FSS test procedure operates on block-DFT data but continues to process all candidate frequencies-even those whose behavior has made it evident that there is no signal present. Instead, in the sequential detector, as the detection process goes on, there are increasingly more branches of the bank ending their work with a crossing of the lower threshold. Note that the reduction of the number of candidate frequencies may be substantially fastened by using a network of detectors and some kind of fusion rule. In the GW case, there are at least four GW antennas built or in construction around the world, and coincidence analysis is, hence, an appealing option.
The average number of surviving filters is given in Fig. 7 for data records of size 1 day, 3 hr, and 1 hr. The combined analysis of the Figs. 6 and 7 gives the complete perspective. From the latter, we see that the sequential structure employs decreasingly fewer filter branches as time goes on, whereas Fig. 6 gives the correspondent computational burden. The vertical log-scale of Fig. 7 allows us to highlight also that at a certain (average) time, the decision is taken and the curves fall vertically to 0%-a little earlier if is in force or a bit later if is in force-where this relates to the time that the last (out of ) SPRT will stop. For instance, with reference to the curve of day, Fig. 7 shows that the test stops when 1% of the initial filters are still active. For large values of , this means that the only computational gain that the SPRT achieves against the FSS strategy is related to the smaller stopping time (and not to the progressive reduction of the number of working filters). In fact, for values of comparable with , the SPRT curves in Fig. 6 will exhibit For the FSS case, we have either 100 or 0%. The figure refers to Y = 100, P = 10 , P = 0:9, and A = = 10 . the same rectangular shape of the FSS curve, but they will fall earlier to zero (more on this later).
It is useful to remark that the value of the required observation time for the SPRT (and also for the FSS) to achieve a certain ) performance decreases with increasing processing block-length since the selection of a smaller block-length implies a greater loss in processing when a noncoherent detector is used. 3 Thus, with the SNR expected for GWs, the idea may be practical only for moderately high values of . In Fig. 7 , day observation time 6 mo, whereas hr yields 3.5 yr. Even though such a value might be considered not exorbitant for GW problems, due to the achievable SNRs, less extreme observation times may be guaranteed only with day. For these values of the frame length, and depending on , the modulation term with frequency (1 day) in (20) can no longer be neglected, and a suitable generalization will be required. This is under investigation.
In Fig. 6 , the value of the computational burden at a given time instant is shown. Another detector feature to which the designer usually refers is the global computational complexity required to come to a decision, i.e., the area under the curves of Fig. 6 . The ratio between the area under the SPRT curves and the area under the FSS detector curves is given in Fig. 8 as a function of the ratio . As we have seen before, low values of imply very long observation times and, on the other hand, for large values of this ratio, the partitioned approach may become of reduced interest. When is large enough, a few frames of samples each suffice to get the final decision. For these reasons, the points given in Fig. 8 are limited to observation times less than 5 yr and to ASN greater than 20.
assumed coherent model, then the processing gain from the use of a large W may be fallacious; see also the discussion about spin-down phenomena at the beginning of Section IV-A. For completeness, points pertaining to larger observation times are also shown as dotted curves. It is seen that the global computational cost of the SPRT bank is in the order of one half of the fixed-sample-number strategy one, and the variation with is moderate. We now assume , as done before, and investigate the behavior of the computational complexity as a function of the number of filters in the bank. It has been already noted how for large , the advantages of the SPRT are expected to reduce. Fig. 9 confirms this. Remember, however, that the important benefit of a smaller observation time (at least when is in force) is, in any case, retained. Finally, Fig. 10 illustrates the behavior of the complexity versus the nominal performances imposed to the test. Although there is a tendency for greater relative efficiency as either or reduce, the sensitivity is not great.
VI. CONCLUSIONS
The original motivation for this paper was the detection of gravitational waves by earth-based interferometry. GWs are a consequence of relativistic theory, and to observe and measure them would be a satisfying corroboration, but although they have been confidently predicted, none has to date been reliably recorded. Presumably, this is due to the fact that a GW signal, if any exists, is almost certainly vanishingly faint.
As it is predicted, a continuous GW is a lightly and uncertainly phase-modulated sinusoid of unknown frequency, and since it is so faint, the required observation time is extremely long. Other signals also have these characteristics, and in [2] , it was proposed that a sectioned-FFT approach lost little in performance versus a clairvoyant optimal detector. This was also proposed in [1] for the detection of one purely harmonic signal of known frequency but, in that case, was coupled with a sequential test (SPRT). An intriguing computational savings was observed.
Here, the approach is extended to the case of unknown frequency, and naturally, a bank of such SPRTs is required. The system-level (i.e., the whole bank) performance is evaluated, both in terms of detection and in terms of average sample number. In the latter case, a complete pdf of an individual (single frequency) test sample-length was required, and a close approximation to that was developed.
An accurate analysis of the computational resources, pertaining to the proposed SPRT bank, has been addressed and compared with those of the nonsequential block-DFT detector.
It turns out that the computational savings are in the order of a factor of two, depending, of course, on a number of operating-point parameters. This is satisfying but certainly less exciting than the results of [1] . What happens is that many of the SPRTs in the bank end early, as they should. Unfortunately, they do so in an irregular pattern, and this means that until there are very few left (fewer than the logarithm of the number of filters), it is still worthwhile to compute the whole range of frequency samples via an efficient (zoom) FFT.
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