Abstract-With the fast-growing wind power penetration, additional flexibility is of great need for helping power systems cope with wind power ramping. Several electricity markets have established requirements for flexible ramping capacity (FRC) reserves. This paper addresses two crucial issues which have been rarely discussed in the literature: 1) how to model wind power ramping under different forecast values; 2) how to achieve a reasonable trade-off between operational risks and FRC costs. To answer the first question, this paper proposes a concept of conditional distributions of wind power ramping, which is empirically verified by using real-world data. Regarding the second question, this paper develops an adjustable chanceconstrained approach to optimally allocate FRC reserves. Equivalent tractable forms of the original problem are devised to improve computational efficiency. Tests carried out on a modified IEEE 118-bus system demonstrate the effectiveness and efficiency of the proposed method.
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Power of load d, and the aggregated load power ND i , ΔND ANAGEMENT of a large amount of wind power has become a crucial albeit challenging issue in today's power systems. Large variations of wind power within a short period, knows as "wind power ramping" [1] , may exhaust reserves of convention units, and cause undesired load shedding and/or wind spillage, resulting in significant increment of costs and risks of power system operation. Hence, much effort has been devoted into the research on characterizing "wind power ramping" and developing appropriate countermeasures to mitigate its consequent detrimental effects.
In order to extract distributions of wind power ramping from historical data, an optimal detection technique is proposed to identify ramping events from data series [2] , based on which statistical analysis of wind power ramping is performed. Aiming at a similar purpose, swinging door algorithms (SDAs) are deployed in the literature [3] - [5] for ramping event detection and prediction. Further, a neural network based method is proposed for forecasting and generating ramping scenarios [6] . A comprehensive review on this topic can be found in [7] .
After detecting/generating ramping scenarios, distributions of wind power ramping can be obtained by statistic techniques. According to results in [2] , [6] , [8] , [9] , distributions of wind power ramping do not follow Gaussian distributions. Although there is a significant progress in modeling wind power ramping in the literature [2] - [9] , two questions are remained:
(1) Given an effective forecasting tool, different forecasted ramping values indicate different chances of ramping events. For example, when the forecasted ramping value is small, there should be a good chance that the wind power would not ramp significantly, and vice versa. In this regard, the first question is how to model conditional distributions of wind power ramping with respect to different forecast values?
(2) To leverage conditional distributions of wind power ramping for the optimal FRC allocation in unit commitment (UC) and economical dispatch (ED), the second question is how to choose an appropriate form of the conditional distribution to facilitate the decision making of UC and ED?
Currently, aiming at handling significant wind power ramping, the FRC allocation has been integrated into generation schedules and/or the market clearing. In CAISO, FRC products are launched in a real-time (RT) market [10] . In MISO, FRC products are procured for both the RT and the day-ahead (DA) markets [11] . Among the industrial practice and the literature, there are several commonly used ways to allocate FRC:
(1) Fixed FRC requirements. In CAISO, the FRC reserves consist of two parts: a portion due to net load forecast change; and a portion due to ramping uncertainty within a confidence interval from 2.5% to 97.5% [9] . By doing so, FRC allocation results are supposed to handle 95% ramping scenarios. In MISO, following the Gaussian-sigma rule, FRC reserves are scheduled to cover 2.5 standard deviations (99% confidence levels) of forecasts [11] . Similar approaches are used in [12] , [13] . The main drawback of these approaches is that fixed requirements are either too strict that FRC reserves are overcommitted with high costs, or too lax that undercommitted FRC reserves may not cope with possible wind power ramping events.
(2) Scenario-based stochastic optimizations. In [14] , a stochastic real-time unit commitment (RTUC) method is proposed to evaluate FRC market designs. The results show that the stochastic RTUC outperforms the deterministic RTUC with fixed FRC requirements. In a related study [15] , a two-stage optimization method is studied for using energy storage to limit ramp rates of wind power. A remaining issue of the scenariobased approaches is that the stochastic optimizations could turn to be less tractable as the sample size becomes large.
(3) Robust optimizations. Compared with the stochastic optimization, robust optimization has advantages in hedging against predefined uncertainty sets and retaining computational tractability. In [16] , with consideration of severe power ramping events in daily operation, a robust model for multi-year planning is developed. In [17] , a robust optimization framework is established to address the deliverability issue of FRC. To limit operational risks brought by volatile renewables, a robust risk-constrained UC formulation is proposed in [18] . Since the robust optimization is focused on the worst case scenarios, it may suffer from relatively high conservativeness and costs.
Chance-constrained programing provides another promising approach to handle uncertainties [19] - [23] , which allows violations of constraints within a tolerable probability, e.g., 5%. A chance-constrained optimal allocation for ramping and operating reserves is studied in [23] . Related research on chance-constrained power flow limits and many others can be found in [19] - [22] . However, those assume that the confidence levels are fixed, which limit the overall efficiency and flexibility of the resulting generation schedules to accommodate uncertainty.
To the best of authors' knowledge, there is little research addressing how to model conditional wind power ramping and balance risks and FRC costs in generation scheduling. To close this gap, this paper studies a risk adjustable FRC allocation problem. Main contributions are threefold:
(1) An adjustable chance-constrained optimization model for determining FRC allocation is proposed. The model is able to find optimal confidence levels, achieving a reasonable trade-off between FRC costs and operational risks.
(2) A conditional distribution of wind power ramping is proposed. It is able to characterize ramping under different forecast values.
(3) The conditional distribution of wind power ramping has a friendly form, based on which potential losses in the objective function and adjustable chance constraints can be converted into equivalent tractable forms. As a consequence, the original problem is reformulated into a linear programming one, which is of high computational efficiency.
The reset of this paper is organized as follows: Section II presents the problem formulation with discussions. Section III details the modeling of conditional wind power ramping. Section IV gives solutions to efficiently solve the optimal FRC allocation problem. In Section V, test results are presented. Section VI draws conclusions with a discussion on limitations.
II. PROBLEM FORMULATION

A. Assumptions
(1) Uncertainties solely come from wind power. Other renewables, e.g., solar power, are not considered. Load predictions are assumed to be accurate. Contingencies are not incorporated in the model.
(2) Net load is defined by (1)-(3). As wind power is stochastic, net load is a random variable.
There are different definitions of ramping [1] . This paper adopts one that is widely used in generation schedules by CAISO [9] and MISO [10] . Net load ramping is defined by (4) , which is also a random variable:
(4) In order to assess specifically the FRC requirements, contingency reserves and regulating reserves for automatic generation control (AGC) [24] , are not considered.
B. Adjustable chance constraints
Sufficient FRC reserves should be allocated to cover possible net load ramping. As the net load ramping is random, FRC requirements are formulated as chance constraints in this paper:
Pr 1
Equations (5)(6) indicate that there is (1-α) chance that net load ramping can be covered. In the literature [19] - [23] , the confidence level α is a small fixed number, e.g., 5%. However, fixed confidence levels suffer from several problems:
(1) A small α may lead to a very high control cost. Worse still, a small α may result in infeasibility of the problem.
(2) Determining the value of α largely depends on personal experience. A lower α leads to a more secure system, while resulting in a higher economic cost. In fact, operators don't know what value of α is optimal regarding both security and economy. There is no explicit standard rule to follow.
To solve the problems, this paper regards α as an adjustable variable, i.e., α is a decision variable. Besides, in order to qualify risks brought about by α, potential losses are introduced.
C. Potential losses
A potential loss refers to possible costs brought about by violations of chance constraints. Taking (5) as an example, there is α chance that the ramping requirement is not met, which is illustrated as the red area in Fig. 1 . If up ramping reserves are not enough, the increasing net load demand cannot be satisfied by adjustments of conventional units. As a result, load shedding is activated. In this case, the potential loss of insufficient up ramping reserves is a penalty for load shedding. As shown in Fig. 1 , the expectation of the potential loss is:
where pdf
is the inverse CDF of ∆ +1 . Similar results can be obtained for (6) . If down ramping reserves are not enough, conventional units cannot follow the decrease of the net load. Hence, a portion of wind power should be curtailed. In this case, the potential loss is a penalty for wind spillage. The expectation of the potential loss due to insufficient down ramping capacity is:
D. Objective function
The objective function consists of deterministic control costs, and expectations of potential losses:
The optimization problem is to find optimal control actions and confidence levels such that the sum of deterministic control costs and potential losses is minimal. Generally, there are two conflicting forces to drive α: the deterministic control costs require α to be as large as possible; while the potential losses do the opposite way.
When an optimal solution is found, there is no incentive to increase or decrease the value of α, as both of them will deteriorate the optimal objective function. At this point, α is the optimal confidence level. In this regard, adjustable chance constraints and the potential losses achieve a reasonable tradeoff between security and economy.
E. Deterministic constraints
To specifically address the FRC issue, other constraints are formulated in deterministic manners. They are listed as follows.
1) Power balance equation
2) Transmission limits
3) Ramping capacity limits
4) Power output limits
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5) Generation movement between periods
Other constraints, e.g., generation contracts [25] , which are not included in this paper, can be considered in a similar manner.
F. Discussion 1) Different ramping intervals
According to (4), ramping refers to the power variation between one period and the next one, i.e., the ramping interval is 1. In some ISOs, e.g., CAISO, the ramping interval may be changed [10] . In this case, the ramping definition (4) should be modified as follows:
In CAISO, typical values of τ are 1, 2, and 3. Ramping capacity requirements (5)(6) should be modified, accordingly.
2) Extension to other chance constraints
In addition to FRC requirements, other deterministic constraints, e.g., power balance equation (14) , transmission limits (15), can be formulated as adjustable chance constraints in similar manners. Discussions are provided in Appendix A.
G. General compact form
For brevity, a general compact form for the problem formulation from (1) to (19) is given as follows: If there are other adjustable chance constraints, e.g., power balance equation and transmission limits that are detailed in Appendix A, then Z represent both wind power and its ramping. The compact form (21) is still applicable.
H. Challenges
To solve (21), there are three major challenges: First, there should be an appropriate model for the net load/wind power ramping. Here, "appropriate" means that the model can characterize accurately the stochastic nature of ramping under different forecasts, and be easily integrated into the problem (21) .
Second, most commercial solvers cannot handle nonlinear adjustable chance constraints. For practical applications, chance constraints should be converted to equivalent tractable forms, such as linear inequalities.
Third, during an iterative solution of (21), potential losses, as well as their derivatives, should be computed effectively
III. CONDITIONAL DISTRIBUTION OF WIND POWER RAMPING
A. Modeling wind power with Gaussian mixture model
Let a random variable X i denote an actual wind power output in period i, and Y i for the corresponding forecast value. Then, two random vectors, X and Y, for outputs/forecasts over I periods are defined as follows: A parameter set of a GMM, Γ={ω m , μ m , σ m | m=1,…,M}, can be obtained off-line thought historical data with a maximum likelihood estimation (MLE) technique. Standard guidelines about the GMM are available in [26] , [27] .
B. From wind power to its ramping
Similar to the net load ramping definition (4), actual wind power ramping ΔX and corresponding ramping forecasts ΔY are defined as follows: 
Note that the distribution of [ΔX T ΔY T ] T has a GMM form. This is important for the following part to derive a conditional distribution of wind power ramping ΔX|ΔY. 
C. Conditional distribution of wind power ramping
If [ΔX T ΔY T ] T is a GMM, which it is, then the conditional distribution of ΔX with respect to ΔY=Δy can be computed as follows [28] . Again, it is a GMM: 
Further, denote the net load ramping by Z. According to the net load ramping definitions (1)-(4), Z is:
where H is a constant vector, representing the deterministic load ramping.
Once the conditional distribution of wind power ramping is obtained, a conditional distribution of the net load ramping can be computed, which is a GMM: (28) should be modified accordingly.
Equations (29)- (36) are still applicable.
D. Advantages
(1) Many methods [29] - [31] , e.g., Copula, are able to model distributions of wind power. Because they cannot compute a linear transformation of a random vector, they hardly model wind power ramping in an analytical way. In contrast, the proposed model is able to conveniently construct distributions of wind power ramping from that of wind power.
(2) The proposed conditional distribution of wind power ramping depends on forecast values. Therefore, it can be updated dynamically along with the latest forecast information.
(3) The conditional distribution of the net load ramping is a GMM, which benefits the solution of the risk adjustable FRC allocation problem. It will be detailed in the next section.
IV. SOLUTION METHODOLOGY
A. Tractable forms of adjustable chance constraints
With careful derivations, adjustable chance constraints in (21) are converted into equivalent forms as follows:
Because icdf(α k ) is a nonlinear function of α k , using α k as a decision variable renders the original problem (21) as an intractable nonlinear optimization. Considering icdf(·) is a single-valued function, this paper uses icdf(1-α k ) as a new decision variable to substitute α k , i.e.,
By doing so, adjustable chance constraints are converted to linear inequalities:
Note that there is no need to compute α k during an iterative solution of (21) . When the iterative solution terminates, one can use optimal β k and (38) to find the optimal confidence level α k . A prior work is computing the distribution of D T k Z. Note that Z is modeled by a GMM as shown in (36) . D k represents a linear transformation. According to Appendix B, D T k Z is a GMM, whose distribution can be computed. Thereafter, the optimal confidence level α k can be obtained.
B. Computations of potential losses
To compute integral terms in the objective function, this paper proposes Proposition 1 ( proof is shown in Appendix C). 
where μ m , σ m , Φ m (·), N m (·) are explained in Appendix C. As D T k Z is a GMM, the cdf(·) in (40) can be computed. During an iterative solution, one needs to know derivatives of the objective function. Based on Proposition 1, the first derivatives of the integral terms with respect to β k are computed:
Remark 3: To derive Proposition 1, a very important property of the integral of a Gaussian function is used. That is,
where N(·) is a standard Gaussian distribution, C is a constant. This paper extends the good property from a Gaussian function to a GMM. Many other distributions, e.g., Beta, Cauchy, do not have the good property. Therefore, they cannot obtain analytical formulae for the integral terms in the objective function. This is one advantage of using the GMM.
Remark 4:
It can be proved that equation (41) holds no matter Z is a GMM or not. However, it is difficult to compute the CDF of D T k Z when Z is not distributed by a GMM.
C. Discussion
(1) Because Z is modeled by a GMM, it is easy to compute distributions of D T k Z. The convenience benefits from a good property of the GMM, namely, "linear invariance", which is shown in Appendix B. Even if Z is non-Gaussian and correlated, the "linear invariance" is applicable. In contrast, most methods [29] - [31] adopt Copula to model random variable Z. As entries of Z are usually correlated, the "convolution technique" does not apply. Consequently, Copula-based methods cannot compute distributions of D T k Z conveniently. (2) Several papers [32] , [33] use piecewise linear functions to approximate integral terms of the objective function. In order to achieve high accuracy, integral terms are truncated into a lot of segments. Consequently, computations of the piecewise methods are not time-saving. In contrast, the proposed method provides an analytical solution to compute the integral terms straightforwardly. In this regard, the method is more efficient.
D. Comparison to related research
(1) The idea of using the GMM to model renewables has been reported in several papers, e.g., [26] , [27] , [34] . This paper differs from them in the following aspects:
• In [27] , [34] , a GMM is used to model uncorrelated and unconditional wind power in a single period. In contrast, this paper models correlated and conditional wind power over multiple periods.
• The method to construct conditional distributions of wind power ramping is not reported in [26] , [27] , [34] . (2) Authors of [32] combine chance-constrained programming and goal programming to optimize a risk adjustable UC problem. As [32] adopts a Gaussian assumption of wind power (the accuracy of which needs improvements), and the piecewise linearization technique to compute integral terms, this paper is significantly different from [32] .
(3) Compared with the authors' previous works [22] , this paper has three improvements:
• This paper not only models wind power, but also characterizes conditional wind power ramping in an analytical way.
• In [22] , the confidence level is fixed. It suffers from the problems that are discussed in Section II-B. In this paper, the confidence level is adjustable. As a result, the generation schedule can automatically achieve a tradeoff between security and economy.
• The analytical computations of potential losses, i.e., the integral terms, are not reported in [22] . The three improvements constitute the major contributions.
V. CASE STUDY
A. Data information
The historical wind power data used in this paper is from "eastern wind integration data set" of National Renewable Energy Laboratory (NREL) [35] , which consists of actual wind power values and their forecasts. The data of 2004-2005 is used as a training set, while the data of 2006 is used as a test set. Since the historical data is hourly, the length of a period is 1 hr. If historical data of other time frame is adopted, e.g., 15 min, the length of a period can be changed as needed. For the purpose of demonstration, the number of periods, I, is 4. This is a typical time scale for an ED, in which FRC reserves are scheduled.
B. Results of modeling wind power ramping
The GMM with 30 components is used to model a joint distribution of actual wind power values and forecasts [X T Y T ] T . Then, conditional distributions of wind power ramping ΔX|ΔY are constructed. In Fig. 2 , the 1-hour ramping interval is taken as an example to illustrate the test results. The empirical distribution in Fig. 2 is obtained as follows: if the forecast value of wind power ramping is Δy*, the actual wind power ramping data whose forecast value is within [Δy*-0.25, Δy*+0.25] constitutes the empirical distribution conditioned on Δy*. (1) The GMM-based probabilistic models match well with empirical distributions, indicating they are able to accurately represent conditional wind power ramping.
(2) Conditional distributions of wind power ramping are quite different under different forecasts. As forecasts of wind power ramping increase, the left half-planes of the conditional distributions shrink, while the right ones expand.
There are more tests on the proposed method, e.g., different forecasting lead times, different ramping intervals, and quantified comparisons with other methods. Due to the limited space, they are omitted in this version.
C. Results of optimal allocation of FRC
The proposed method is tested on a modified IEEE 118-bus system, parameters of which are provided in [36] . There are ten wind farms, each with a capacity of 100MW. The wind penetration with respect to the base load is 27% (=1000/3668). Penalty coefficients of wind spillage and load shedding (5$/MWh) are 5 times as much as FRC cost coefficients (1$/MWh). The proposed method, as well as three other methods that are used for comparison, are listed in Table I . Since this is a stochastic optimization, a single-period test is not enough to effectively evaluate performances of different methods. To address this issue, this paper conducts a one-month simulation test on the four methods. The test procedure is described as follows. First, FRCs are scheduled following instructions from the four different methods. Then, when random wind power outputs are realized, the wind spillage and load shedding are activated if the scheduled FRCs are insufficient. Finally, statistic results of FRC costs and penalties due to wind spillage/load shedding are obtained.
As illustrative examples, the test results of 4 hours in the onemonth simulation are shown in Fig. 3 . It is can be seen that the method 1 and 3 schedule more FRC reserves to achieve fixed 95% requirements. Meanwhile, the adjustable method 2 and 4 find that the optimal confidence levels in terms of the overall costs are about 70%-90%, resulting in fewer FRC reserves. Omitting most details, Table II provides an overview of the four methods in terms of the one-month FRC costs, and penalties due to wind spillage/load shedding. It can be seen that:
(1) The conditional models enhance the FRC allocations both with fixed and adjustable chance constraints, as methods 3 and 4 with conditional distributions have fewer FRC costs and penalties (approximately 10-20% decrements) than methods 1 and 2 with unconditional distributions.
(2) Although adjustable methods 2 and 4 have higher penalties than fixed methods 1 and 3, they obtain much fewer FRC reserves (49% and 55% decrements) and lower sum costs (27% and 20% decrements).
(3) The method 4 has the lowest sum cost, demonstrating that the adjustable approach with conditional distributions can achieve a better overall performance than the other three. It should be note that if the penalty coefficients of wind spillage and load shedding increase, the proposed method will adjust itself to schedule more FRC reserves, resulting in lower risk levels α k and less wind spillage/load shedding. More test results, e.g., sensitivity analysis of parameters, are omitted due to the limited space in this version.
The tests are implemented on a PC with a Core-i5 2.39-GHz processor and 8 GB RAM. The solution of an adjustable FRC allocation problem costs 7.87 seconds.
VI. CONCLUSION
This paper addresses two important issues: modeling conditional wind power ramping, and allocating FRC with an adjustable chance-constrained approach. With the proposed method, it is convenient to construct conditional distributions of wind power ramping under different forecast values. The adjustable chance-constrained approach is able to determine optimal confidence levels of risks, improving the overall performance of an ED with FRC requirements.
There are two limitations of the proposed method:
(1) The proposed method needs sufficient historical data to estimate parameters of a GMM. However, some newly-build wind farms are lacking of data. In this case, the method is not applicable. A potential solution is to utilize nearby datasets and Bayesian inference [37] to estimate parameters.
(2) The proposed method is not implemented in a distributed manner. As the power system decision making may evolve from a centralize way to a decentralized one, the future work is to develop a distributed version of the proposed method.
APPENDIX A EXTENSION TO OTHER CHANCE CONSTRAINTS 1) Adjustable generation adequacy requirement
