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Introduction
In pp collisions at ultra-relativistic energies the bulk of the particles produced at mid-rapidity have transverse momenta, p t , below 1 GeV/c. Their production is not calculable from first principles via perturbative Quantum Chromodynamics, and is not well modelled at lower collision energies. This low p t particle production, and species composition, must therefore be measured, providing crucial input for the modelling of hadronic interactions and the hadronization process. It is important to study the bulk production of particles as a function of both p t and particle species. With the advent of pp collisions at the Large Hadron Collider (LHC) at CERN a new energy regime is being explored, where particle production from hard interactions which are predominantly gluonic in nature, is expected to play an increasing role. Such data will provide extra constraints on the modelling of fragmentation functions. The data will also serve as a reference for the heavy-ion measurements.
The ALICE detector [1, 2] is designed to perform measurements in the high-multiplicity environment expected in central lead-lead collisions at √ s NN = 5.5 TeV at the LHC and to identify particles over a wide range of momenta. As such, it is ideally suited to perform these measurements also in pp collisions.
This paper presents the transverse momentum spectra and yields of identified particles at mid-rapidity from the first pp collisions collected in the autumn of 2009, during the commissioning of the LHC, at √ s = 900 GeV. The evolution of particle production in pp collisions with collision energy is studied by comparing to data from previous experiments.
We report π + , π − , K + , K − , p, and p distributions, identified via several independent techniques utilizing specific energy loss, dE/dx, information from the Inner Tracking System (ITS) and the Time Projection Chamber (TPC), and velocity measurements in the Time-Of-Flight array (TOF). The combination of these methods provides particle identification over the transverse momentum range 0.1 GeV/c < p t < 2.5 GeV/c. Charged kaons, identified via kink topology of their weak decays in the TPC, provide a complementary measurement over a similar p t range. All reported particle yields are for primary particles, namely those directly produced in the collision including the products of strong and electromagnetic decays but excluding weak decays of strange particles.
The paper is organized as follows: In Sect. 2, the ALICE detectors relevant for these studies, the experimental conditions, and the corresponding analysis techniques are described. Details of the event and particle selection are presented. In Sect. 3, the π + , π − , K + , K − , p, and p inclusive spectra and yields, obtained by combining the various techniques described in Sect. 2, are presented. The results are compared with calculations from QCD-inspired models and the p t -dependence of ratios of particle yields, e.g. K/π and p/π , are discussed. Comparisons with data from other experiments at different √ s are made and the evolution of the ratio of strange to non-strange hadrons with collision energy is discussed. Finally, in Sect. 4 the results are summarized.
Experimental setup and data analysis

The ALICE detector
The ALICE detector and its expected performance are described in detail in [1] [2] [3] . For the analyses described in this paper the following detectors are used: the ITS, the TPC and the TOF detector. These detectors are positioned in a solenoidal magnetic field of B = 0.5 T and have a common pseudo-rapidity coverage of −0.9 < η < 0.9. Two forward scintillator hodoscopes (VZERO) are used for triggering purposes. They are placed on either side of the interaction region, covering regions 2.8 < η < 5.1 and −3.7 < η < −1.7.
The Inner Tracking System
The ITS is the closest of the central barrel detectors to the beam axis. It is composed of six cylindrical layers of silicon detectors. The two innermost layers are equipped with pixel detectors (SPD), followed by two layers of drift detectors (SDD) and two layers of double-sided silicon strip detectors (SSD). The innermost layer is at 3.9 cm from the beam axis, while the outer layer is at 43.0 cm.
The ITS provides high-resolution space points that allow the extension of tracks reconstructed in the TPC towards the interaction vertex, thus improving momentum and angular resolution. The four layers equipped with SDD and SSD also provide a measurement of the specific energy loss dE/dx. The SPD yields an on-line measure of the multiplicity by counting the number of chips that have one or more hits (fast-OR), which is included in the minimum-bias trigger logic [3, 4] . The ITS is also used as a stand-alone tracker to reconstruct charged particles with momenta below 200 MeV/c that are deflected or decay before reaching the TPC, and to recover tracks crossing dead regions of the TPC. A detailed description of the three sub-systems can be found in [3] . The dE/dx measurement in the SDD and SSD has been calibrated using cosmic ray data and pp events [5] . The 2198 ITS modules have been aligned using survey information, cosmic-ray tracks and pp data with the methods described in [6] . The fraction of active modules per layer in the present setup is around 80% in the SPD and 90%-95% both in SDD and SSD.
The Time Projection Chamber
The TPC is the main tracking device. It is a large volume, high granularity, cylindrical detector with an outer radius of 2.78 m and a length of 5.1 m. The active volume extends from 0.85 m to 2.47 m in radius. It covers 2π in azimuth and |η| < 0.9 in polar angle for the full radial track length. Accepting one third of the full radial track length extends the range to |η| < 1.5. The 90 m 3 drift volume is filled with a Ne (85.7%), CO 2 (9.5%), and N 2 (4.8%) gas mixture. A high voltage central membrane splits the drift region in two halves, resulting in a maximal drift time of 94 µs. Each of the two read-out planes is composed of 18 inner and 18 outer chambers with a total of 159 pad rows, resulting in a total of 557 568 pads which are read out separately. The position resolution in rφ direction varies from 1100 µm to 800 µm when going from the inner to the outer radius. Along the beam axis (z, also the drift direction) the resolution ranges between 1250 µm and 1100 µm. A maximum of 159 clusters can be measured along a track in the TPC. For a detailed description see [7] .
The Time-Of-Flight Detector
The TOF detector consists of 18 azimuthal sectors, each containing 91 Multi-gap Resistive Plate Chambers (MRPCs) distributed in five gas-tight modules. It is positioned at 370-399 cm from the beam axis. The region 260 • < φ < 320 • at η ∼ 0 is not covered in order to minimize the material in front of the Photon Spectrometer, which is not used in this analysis. The MRPC detectors are installed with a projective geometry along the beam direction, minimizing the variation of the flight path of particles across the sensitive area of the detector. Each MRPC is segmented into 96 read-out pads (2.5 × 3.5 cm 2 size), resulting in a total of 152928 channels. Test beam results demonstrated that the intrinsic time resolution of the detector is better than 50 ps, dominated by electronic effects and the time resolution of the time-todigital converters [8] . Results from the TOF commissioning with cosmic rays are described in references [9] [10] [11] . In the present setup, 9.6% of the readout channels were inactive due to failures in the high-or low-voltage systems or in the readout electronics. The fraction of noisy channels, identified during data taking by online monitoring and excluded from the subsequent reconstruction, was below 0.1%.
Event selection and normalization
The data presented in this paper were collected during the commissioning of the LHC at CERN in the autumn of 2009, with pp collisions at √ s = 900 GeV. The collider was run with four bunches per beam, resulting in two bunch crossings per beam circulation period (89 µs) at the ALICE interaction point. The remaining two bunches per beam were not collided at ALICE, and served to estimate the contribution of beam-gas interactions. The average event rate was a few Hz, so the fraction of pile-up events was negligible.
The analysis is based on a sample of ∼300k inelastic pp collisions. The online trigger selection requires a signal in either of the VZERO counters or at least one hit in either of the SPD layers. The selection was improved offline with recomputed trigger input quantities using the time average over all VZERO hits and a suppression of noisy channels. The contamination from beam-induced background is rejected offline using the timing information of the VZERO and by cutting on the correlation between the number of clusters and track segments (tracklets) in the SPD detector [12, 13] . Selected events are further required to contain a reconstructed primary vertex. The vertex reconstruction efficiency calculated via Monte-Carlo simulations is 96.5% for events with one reconstructed track and approaches unity for events with more than two tracks.
The results presented in this paper are normalized to inelastic pp collisions, employing the strategy described in [12, 13] . In order to reduce the extrapolation and thus the systematic uncertainty on the normalization, the sample of selected events used for normalization includes triggered events without reconstructed tracks or vertices. Those events still contain a small contamination from very low multiplicity beam-induced background or accidentals from the trigger, which are not rejected by the selections described above. This contamination is of the order of 4% and is subtracted using the control triggers. From the analysis of empty bunch events the random contribution from cosmic rays is found to be negligible. The number of selected events is then converted to the number of inelastic collisions after correcting for the trigger efficiency, which is determined from the Monte-Carlo simulation, scaling the cross section for diffractive processes to the measurements of UA5 [14] . The subtraction of beam-gas events and the efficiency correction partially compensate each other: the overall correction factor is about 5% with a systematic uncertainty of about 2%, coming mainly from the uncertainties in the modelling of diffraction in the event generators.
In order to compare to previous experimental results, which are only published for the non-single-diffractive (NSD) class, in Sect. 3, we scale our spectra for the measured ratio dN ch /dη| NSD /dN ch /dη| INEL 1.185 [12] . PYTHIA and PHOJET simulations indicate that the p tdependence of the ratio of spectra for NSD and inelastic collisions is less than 5% in the reported range. Particle ratios are found to be insensitive to the conversion from inelastic to non-single-diffractive events.
Track selection
The identified particle spectra were measured independently with the ITS, TPC and TOF, and combined in the final stage of the analysis. The rapidity range |y| < 0.5 was used for all analyses except for the kink analysis (|y| < 0.7).
For the TPC and TOF analyses, tracks reconstructed in the TPC are used. The TPC has full acceptance for tracks with |η| < 0.9. However, shorter tracks at higher η can still be used for physics analysis, in particular protons with a transverse momentum of p t = 400 MeV/c and |y| = 0.5 which correspond to |η| = 1.1. To ensure high tracking efficiency and dE/dx-resolution, while keeping the contamination from secondaries and fakes low, tracks are required to have at least 80 clusters, and a χ 2 of the momentum fit that is smaller than 4 per cluster. Since each cluster in the TPC provides two degrees of freedom and the number of parameters of the track fit is much smaller than the number of clusters, the χ 2 cut is approximately 2 per degree of freedom. In addition, at least two clusters in the ITS must be associated to the track, out of which at least one is from the SPD. Tracks are further rejected based on their distance-ofclosest approach (DCA) to the reconstructed event vertex. The cut is implemented as a function of p t to correspond to about seven (five) standard deviations in the transverse (longitudinal) coordinate, taking into account the p t -dependence of the impact parameter resolution. These selection criteria are tuned to select primary charged particles with high efficiency while minimizing the contributions from weak decays, conversions and secondary hadronic interactions in the detector material. The DCA resolution in the data is found to be in good agreement with the Monte-Carlo simulations that are used for efficiency corrections (see next Section).
Tracks reconstructed in the TPC are extrapolated to the sensitive layer of the TOF and a corresponding signal is searched for. The channel with the center closest to the track extrapolation point is selected if the distance is less than 10 cm. This rather weak criterion results in a high matching efficiency while keeping the fraction of wrongly associated tracks below 1% in the low-density environment presented by pp collisions.
The dE/dx measurements in the ITS are used to identify hadrons in two independent analyses, based on different tracking algorithms. One analysis uses the ITS-TPC combined tracking, while the other is based on ITS stand-alone tracks. The combined ITS-TPC tracking result serves as a cross-check of both the ITS stand-alone and the TPC results in the overlap region. The ITS stand-alone analysis extends the acceptance to lower p t than the TPC or ITS-TPC analyses.
The combined ITS-TPC analysis uses the same track selection criteria as the TPC only analysis, with the additional requirement of at least four clusters in the ITS, out of which at least one must be in the SPD and at least three in SSD+SDD. This further reduces the contamination of secondaries and provides high resolution on track impact parameter and optimal resolution on the dE/dx. The ITS stand-alone tracking uses a similar selection, with a different χ 2 selection and a different DCA selection. In the current tracking algorithm, ITS clusters are assigned a larger position error to account for residual misalignment of the detector. As a result, the χ 2 values are not properly normalized, but the selection was adjusted to be equivalent to the TPC χ 2 selection by inspecting the distributions. The DCA cut in the ITS analysis uses the same p t -dependent parametrization as for TPC tracks, but with different parameters to account for the different resolution.
Monte-Carlo calculations
The efficiency and other correction factors including acceptance (jointly called efficiency in the following discussion) used in this paper are calculated from a Monte-Carlo simulation, based on over two million events produced with the PYTHIA 6.4 event generator [15] (tune D6T [16] ), propagated through the detector with the GEANT3 [17] transport code. Dead and noisy channels as well as beam position and spread have been taken into account. A simulation based on the PHOJET event generator [18] is also used as a cross check.
GEANT3 is known to reproduce the absorption cross sections of hadrons incorrectly. The transport code FLU-KA contains a more accurate description of these cross sections [19] [20] [21] , and a dedicated simulation is used to calculate a correction to the GEANT3 efficiency calculation [22] . This is relevant mainly for antiprotons at low p t , where the correction is on the order of 10%. For other particles and at higher p t , the difference between GEANT and FLUKA calculations is negligible.
Particle identification
The dE/dx and TOF signals are used for particle identification as a function of the momentum p, whereas the final spectra are given as a function of the transverse momentum p t .
In the case of the TPC and ITS analyses, particles were identified via the specific energy loss dE/dx. Unique identification on a track-by-track basis is possible in regions of momentum where the bands are clearly separated from each other. In overlapping areas, particle identification is still possible on a statistical basis using fits to the energy loss distribution in each p t -bin. The fits are performed on the distribution of the difference between the measured and the expected energy deposition for tracks within the selected rapidity range |y| < 0.5. This compensates for the very steep slope of the Bethe-Bloch in the 1/β 2 region which would make the dE/dx-distribution in a simple p t or p-slice nonGaussian. The calculated expected energy loss depends on the measured track momentum p and the assumed mass for the particle. The procedure is therefore repeated three times for the entire set of tracks, assuming the pion, kaon, and proton mass.
In In the case of the TOF, the identification is based on the time-of-flight information. The procedure for the extraction of the raw yields differs slightly from the one used for TPC and ITS, and is described in Sect. 2.5.3.
Particle identification in the ITS
In both the ITS stand-alone and in the ITS-TPC analyses, the dE/dx measurement from the SDD and the SSD is used to identify particles. The stand-alone tracking result extends the momentum range to lower p t than can be measured in the TPC, while the combined tracking provides a better momentum resolution.
The energy loss measurement in each layer of the ITS is corrected for the track length in the sensitive volume using tracking information. In the case of SDD clusters, a linear correction for the dependence of the reconstructed raw charge as a function of drift time due to the combined effect of charge diffusion and zero suppression is also applied [5] . For each track, dE/dx is calculated using a truncated mean: the average of the lowest two points in case four points are measured, or a weighted sum of the lowest (weight 1) and the second lowest point (weight 1/2), in case only three points are measured. Figure 1 shows the truncated mean dE/dx for the sample of ITS stand-alone tracks along with the PHOBOS parametrization of the most probable value [23] . For the ITS stand-alone track sample, the histograms are fitted with three Gaussians and the integral of the Gaussian centered at zero is used as the raw yield of the corresponding hadron species. In a first step, the peak widths σ of the peaks are extracted as a function of p t for pions and protons in the region where their dE/dx distributions do not overlap with the kaon (and electron) distribution. For kaons, the same procedure is used at low p t , where they are well separated. The p t -dependence of the peak width is then extrapolated to higher p t with the same functional form used to describe the pions and protons. The resulting parametrizations of the p t dependence of σ are used to constrain the fits of the ln[dE/dx] distributions to extract the raw yields.
For the ITS-TPC combined track sample, a non-Gaussian tail is visible. This tail is a remnant of the tail of the Landau distribution for energy loss. It was verified using simulations that the shape and size of the tail are compatible with the expectations for a truncated mean using two out of four samples. The tail is not as pronounced for the ITS stand-alone track sample, due to the limited momentum resolution. The distribution is fitted with a combination of a Gaussian and an exponential function for the main peak and another exponential function to describe the tail of a background peak. This functional form provides an accurate description of the peak shape in the detector simulation, as well as the measured shape.
Examples of dE/dx distributions are shown in Fig. 2 for negative tracks using the kaon mass hypothesis in two different p t intervals for both ITS stand-alone tracks (right panels) and ITS-TPC combined tracks (left panels).
Efficiency correction The raw hadron yields extracted from the fits to the dE/dx distributions are corrected for the reconstruction efficiency determined from Monte-Carlo simulations, applying the same analysis criteria to the simulated events as to the data. Secondary particles from interactions in the detector material and strange particle decays have been subtracted from the yield of both simulated and real data. The fraction of secondaries after applying the track impact-parameter cut depends on the hadron species and amounts to 1-3% for pions and 5-10% for protons depending on p t . The secondary-to-primary ratio has been estimated by fitting the measured track impact-parameter distributions with three components, prompt particles, secondaries from strange particle decays and secondaries produced in the detector material for each hadron species. Al- ternatively, the contamination from secondaries have been determined using Monte-Carlo samples, after rescaling the Λ yield to the measured values [24] . The difference between these two procedures is about 3% for protons and is negligible for other particles. Figure 3 shows the total reconstruction efficiency for primary tracks in the ITS stand-alone, including the effects of detector and tracking efficiency, the track selection cuts and residual contamination in the fitting procedure, as determined from the Monte-Carlo simulation. This efficiency is used to correct the measured raw yields after subtraction of the contributions from secondary hadrons. The measured spectra are corrected for the efficiency of the primary vertex reconstruction with the SPD using the ratio between generated primary spectra in simulated events with a reconstructed vertex and events passing the trigger conditions. Systematic errors are summarized in Table 1 . The systematic uncertainty from secondary contamination has been estimated by repeating the full analysis chain with different cuts on the track impact parameter and by comparing the two alternative estimates outlined above. The effect of the uncertainty in the material budget has been estimated by modifying the material budget in the Monte-Carlo simulations by ±7%, which is the present uncertainty of the ITS material budget. The systematic contribution from the fitting procedure to the ln[dE/dx] meas − ln[dE/dx(i)] calc distributions has been estimated by varying the fit condition and by comparing to an independent analysis using a track-bytrack identification approach based on the distance between In the lowest p t -bins, a larger systematic error has been assigned to account for the steep slope of the tracking efficiency as a function of the particle transverse momentum (see Fig. 3 ).
Particle identification in the TPC
Particle identification is based on the specific energy deposit of each particle in the drift gas of the TPC, shown in Fig. 4 as a function of momentum separately for positive and negative charges. The solid curves show the calibration curves obtained by fitting the ALEPH parametrization of the Bethe-Bloch curve [25] to the data points in regions of clear separation.
The calibration parameters have mostly been determined and tested via the analysis of cosmic rays. The pad-gain factors have been measured using the decay of radioactive 83 36 Kr gas released into the TPC volume (for a detailed description see [7] ).
As in the case of the ITS, a truncated-mean procedure is used to determine dE/dx (60% of the points are kept). This reduces the Landau tail of the dE/dx distribution to the extent that it is very close to a Gaussian distribution.
Examples of the dE/dx distribution in some p t bins are shown in Fig. 5 . The peak centered at zero is from kaons and the other peaks are from other particle species. As the background in all momentum bins is negligible, the integrals of the Gaussian give the raw yields. Efficiency correction The raw hadron spectra are corrected for the reconstruction efficiency, shown in Fig. 6 , determined by doing the same analysis on Monte-Carlo events. The efficiency is calculated by comparing the number of reconstructed particles to the number of charged primary particles from PYTHIA in the chosen rapidity range. For transverse momenta above 800 MeV/c the efficiency saturates at roughly 80%. For kaons, the decay reduces the efficiency by about 30% at 250 MeV/c and 12% at 1.5 GeV/c. The range with a reconstruction efficiency lower than 60% (for pions and protons) is omitted for the analysis corresponding to a low-p t cut-off of 200 MeV/c for pions, 250 MeV/c for kaons, and 400 MeV/c for protons. Protons are corrected for the contamination of secondaries from material and of feed down from weak decays. The feed down was determined by two independent methods. Firstly, the contamination obtained from Monte-Carlo simulation was scaled such that it corresponds to the measured yield of Λs in the data [24] . Secondly, the shape of the impact parameter distribution was compared to the MonteCarlo simulation. Weak decays produce a non-Gaussian tail in the distribution of primary particles whereas secondaries from material generate a flat background [22] . The remaining difference between the methods is included in the systematic error. The correction for weak decays amounts to up to 14% and the correction for secondaries from material up to 4% for protons with 400 MeV/c < p t < 600 MeV/c. For other particle species and other transverse momenta the contamination is negligible.
The systematic errors in the track reconstruction and in the removal of secondary particles have been estimated by varying the number of standard deviations in the distance-tovertex cut, using a fixed cut of 3 cm instead of the variable one, and varying the SPD-TPC matching cut. Their impact on the corrected spectra is less than 5%. The influence of the uncertainty in the material budget has been examined by varying it by 7%. This resulted in the systematic errors Table 2 . The uncertainty due to a possible deviation from a Gaussian shape has been established by comparing the multi-Gauss fit with a 3-σ band in well separated regions. The precision of the kink rejection is estimated to be within 3%. The correction for the event selection bias has been tested with two event generators, PYTHIA [15, 16] and PHO-JET [18] and the corresponding uncertainty is less than 1%. 
Particle identification with the TOF
Particles reaching the TOF system are identified by measuring their momentum and velocity simultaneously.
The velocity β = L/t TOF is obtained from the measured time of flight t TOF and the reconstructed flight path L along the track trajectory between the point of closest approach to the event vertex and the TOF sensitive surface. The measured velocities are shown as a function of the momentum p at the vertex in Fig. 7 . The bands corresponding to charged pions, kaons and protons are clearly visible. The width of the bands reflects the overall time-of-flight resolution of about 180 ps, which depends on the TOF timing signal resolution, the accuracy of the reconstructed flight path and the uncertainty of the event start time, t ev 0 . This last contribution is related to the uncertainty in establishing the absolute time of the collision. In the present sample this fluctuated with respect to the nominal time signal from the LHC with a σ of about 140 ps due to the finite size of the bunches.
To improve the overall time-of-flight resolution, the TOF information itself is used to determine t ev 0 in events having at least three tracks with an associated TOF signal. This is done with a combinatorial algorithm which compares the TOF times with the calculated times of the tracks for each event for different mass hypotheses. Using this procedure, the start-time has been improved for 44% of the tracks having an associated TOF signal and is rather independent on the momentum of the tracks. In this way the precision on the event start-time is about 85 ps on average. Finally, tracks whose particle identity as determined from the TOF information is not compatible with the one inferred from the dE/dx signal in the TPC within five σ have been removed. This TOF-TPC compatibility criterion rejects about 0.6% of the tracks and further reduces the small contamination coming from tracks incorrectly associated with a TOF signal.
For each particle species i, the expected time of flight t i calc is calculated by summing up the time-of-flight increments t k = l k p 2 k + m 2 i /p k at each tracking step, with p k being the local value of the track momentum, m i the mass of the particle, and l k the track-length increment along its trajectory. The yields of π , K and p are obtained from the simultaneous fit of the distribution of the time difference S between measured t TOF and the average between the calculated time for pions and kaons
The symmetric treatment of kaons and pions in the definition of S ensures that the kaon and pion peak are both Gaussian. Extracting the yield for different species in a simultaneous fit guarantees that the resulting number of pions, kaons and protons matches the total number of tracks in the given momentum bin. The distribution of the variable S is shown in Fig. 8 for three different transverse momentum bins for positive particles. The curves show the results of the three-Gaussian fit used to extract the raw yields. The integral of the fit result has been constrained to the number of entries in the distribution, and the means and the widths are allowed to vary within 5% and 10%, respectively, of their nominal values. The only free parameters in the fit are therefore the relative normalizations between the Gaussians.
The raw yields are extracted in different p t -bins using a rapidity selection |y p | < 0.5, where y p is the rapidity calculated with the proton mass. For pions and kaons, this condition results in a larger y-acceptance and in both cases, the fraction outside of |y| < 0.5 has been subtracted in each p tbin taking into account the y-distribution of the yields within the pions and kaons peaks.
Efficiency correction Since the track selection used in the TOF analysis is the same as the one described in the TPC analysis (Sect. 2.5.2), the same tracking and feed-down corrections are applied. In the case of the TOF analysis, an additional correction is needed in order to take into account the fraction of the particles reconstructed by the TPC with an associated signal in TOF. This matching efficiency includes all sources of track losses in the propagation from the TPC to the TOF (geometry, decays and interactions with the material) and its matching with a TOF signal (the TOF intrinsic detector efficiency, the effect of dead channels and the efficiency of the track-TOF signal matching procedure). The TOF matching efficiency has been derived from MonteCarlo events as the fraction of TPC reconstructed tracks having an associated TOF signal and is shown in Fig. 9 for each hadron species. The main factors limiting the TOF matching efficiency are the loss due to geometrical acceptance (≈15%), the number of dead or noisy channels (≈10%) and The TOF matching efficiency has been tested with data, using dE/dx in the TPC to identify the particles. Good agreement between the efficiencies obtained from the data and from Monte-Carlo simulations is observed in case of pions and kaons, with deviations at the level of, at most, 3% and 6% respectively, over the full transverse-momentum range. The observed differences are assigned as systematic errors, see Table 3 . In the case of protons and antiprotons, larger differences are observed at p t below 0.7 GeV/c, where the efficiency varies very rapidly with momentum. This region is therefore not considered in the final results (see Table 3 ).
Other sources of systematic errors related to the TOF PID procedure have been estimated from Monte-Carlo simulations and cross-checked with data. They include the effect of the residual contribution from tracks wrongly associated with TOF signals, and the quality and stability of the fit procedure used for extracting the yields. Table 3 summarizes the maximal value of the systematic errors observed over the full transverse momentum range relevant in the analysis, for each of the sources mentioned above.
Kaon identification using their decay within the TPC
In this section, the determination of the yields of charged kaons identified by their weak decay (kink topology) inside the TPC detector is described. These tracks are rejected in the previously described TPC analysis. This procedure allows an extension of the study of kaons to intermediate momenta, on a track-by-track level, although in this analysis the p t reach is limited by statistics. The kinematics of the kink topology, measured as a secondary vertex with one mother and one daughter track of the same charge, allows the separation of kaon decays from the main source of background kinks coming from charged pion decays. The decay channels with the highest branching ratio (B.R.) for kaons are the two-body decays
Three-body decays with one charged daughter track (B.R. 9.87%) as well as three-body decays into three charged pions (B.R. 5.6%) are also detected.
The algorithm for reconstructing kinks as secondary vertices is applied inside a fiducial volume of the TPC with radius 120 cm <R < 210 cm in order to have a minimum number of clusters for reconstructing both the mother and daughter tracks. Inside this volume a sufficient number of kinks can be found since the cτ of kaon and pion decays are 3.7 m and 7.8 m, respectively. The mother track of the kink has been selected with similar criteria to those of the TPC tracks used for the dE/dx analysis, except that the minimum required number of clusters per track is 30, because the kink mother track does not traverse the entire TPC. The relation between the number of clusters per mother track and the radius R of the kink is used as a quality check of the kink reconstruction procedure.
The identification of kaons from kink topology and its separation from pion decay is based on the decay kinematics. The transverse momentum of the daughter with respect to the mother's direction, q t , has an upper limit of 236 MeV/c for kaons and 30 MeV/c for pions for the twobody decay to µ + ν µ . The corresponding upper limit for the two-body decay (2) K → π + π 0 is 205 MeV/c. All three limits can be seen as peaks in Fig. 10(a) , which shows the q t distribution of all measured kinks inside the selected volume and rapidity range |y| < 0.7. Selecting kinks with q t > 40 MeV/c removes the majority of π -decays as shown by the dashed (before) and solid (after) histograms.
The invariant mass for the decay into µ ± + ν µ is calculated from the measured difference between the mother and daughter momentum, their decay angle, assuming zero mass for the neutrino. Figure 10(b) shows the invariant mass for the full sample of kinks (dashed line) and for the sample after applying the preceding cuts (full line). The masses of pions and kaons are reconstructed at their nominal values. The third peak at 0.43 GeV/c originates from the K → π + π 0 decay for which the invariant mass is calculated with wrong mass assumptions for the daughter tracks. The broad structure originates from three-body decays of kaons.
At this stage, we have a rather clean sample of kaons as demonstrated in Fig. 10(c) showing the dE/dx vs. the mother momentum. Most of the tracks are within a 3.5σ band with respect to the corresponding Bethe-Bloch curve of kaons. The few tracks outside these limits are at momenta below 600 MeV/c (less than 5%) and they have been removed in the last analysis step.
Efficiency and acceptance
The total correction factor includes both the acceptance of kinks and their efficiency (reconstruction and identification). The study has been performed for the rapidity interval |y| < 0.7, larger than the corresponding rapidity interval for the other studies in order to reduce the statistical errors.
The acceptance is defined as the ratio of weak decays (two-and three-body decays) whose daughters are inside the fiducial volume of the TPC to all kaons inside the same rapidity window (Fig. 11, upper part) . It essentially reflects the decay probability. However, the acceptance is not the same in the low-momentum region for both charges of kaons, since the interaction cross section of the negative kaons with the ITS material is higher than that of the positive kaons. As a result, the acceptance of positive kaons is larger at low momenta.
The efficiency is the ratio of reconstructed and identified kaons divided by the number of kaon decays within the acceptance as shown in Fig. 11 (lower part) , as a function of Fig. 10 (Color online) a q t distribution of the daughter tracks with respect to mother momentum for all reconstructed kinks inside the analyzed sample. The dashed (solid) histograms show the distribution before (after) applying the q t > 40 MeV/c cut. b Invariant mass of the two-body decays K ± /π ± → µ ± + ν µ for candidate kaon kinks. Solid curve: after applying q t >40 MeV/c; dashed curve: without this selection (hence also showing the pion decays). c dE/dx of kinks as a function of the mother momentum, after applying the full list of selection criteria for their identification the kaon p t . It reaches about 60% at 0.7 GeV/c and decreases gradually at higher transverse momenta, as the angle between mother and daughter tracks becomes smaller. The decay angle of kaon kinks allows their identification up to high momenta, e.g. at p t of 5 GeV/c the values are between 2 • and 15 • .
The contamination due to random associations of primary and secondary charged tracks has been established using Monte-Carlo simulations and it is systematically smaller than 5% in the studied p t -range as also shown in Fig. 11 . Hadronic interactions are the main source of these fake kinks (65%).
The systematic error due to the uncertainty in the material budget is about 1% as for the TPC analysis. The quality cuts remove about 8% of all real kaon kinks, which leads to a systematic error of less than 1%. The main uncertainty originates from the efficiency of the kink finding algorithm which has an uncertainty of 5%. Figure 12 shows a comparison between the results from the different analyses. The spectra are normalized to inelastic collisions, as explained in Sect. 2.2. The kaon spectra obtained with various techniques, including K 0 s spectra [24] , Fig. 12 (Color online) Transverse momentum spectra d 2 N/(dp t dy) for |y| < 0.5 of positive (upper part) and negative (lower part) hadrons from the various analyses. Only systematic errors are plotted are compared in Fig. 13 . The very good agreement demonstrates that all the relevant efficiencies are well reproduced by the detector simulation. The spectra from ITS stand-alone, TPC and TOF are combined in order to cover the full momentum range. The analyses from the different detectors use a slightly different sample of tracks and have largely independent systematics (mainly coming from the PID method and the contamination from secondaries). The spectra have been averaged, using the systematic errors as weights. From this weighted average, the combined, p t -dependent, systematic error is derived. The combined spectra have an additional overall normalization error, coming primarily from the uncertainty on the material budget (3%, Sect. 2.5) and from the normalization procedure (2%, Sect. 2.2).
Results
The combined spectra shown in Fig. 14 are fitted with the Lévy (or Tsallis) function (see e.g. [26, 27] )
with the fit parameters C, n and the yield dN/dy. This function gives a good description of the spectra and has been used to extract the total yields and the p t , summarized in Table 4 . The χ 2 /degree-of-freedom is calculated using the total error. Due to residual correlations in the point-bypoint systematic error, the values are less than 1. Also listed are the lowest measured p t -bin and the fraction of the yield contained in the extrapolation of the spectra to zero momen- Fig. 13 (Color online) Comparison of charged kaon spectra, obtained from the combined ITS stand-alone, TPC, TOF analysis, from the kink topology and K 0 s spectra from Ref. [24] . Only statistical errors are shown tum. The extrapolation to infinite momentum gives a negligible contribution. The systematic errors take into account the contributions from the individual detectors, propagated to the combined spectra, the overall normalization error and the uncertainty in the extrapolation. The latter is evaluated using different fit functions (modified Hagedorn [28] and the UA1 parametrization [29] ) or using a Monte-Carlo generator, matched to the data for p t < 1 GeV/c (PYTHIA [15] , with tunes D6T [16] , CSC and Perugia0 [30] , or PHO- JET [18] ). While none of these alternative extrapolations provides a description as good as the one from the Lévy fit, we estimate from this procedure an uncertainty of about 25% of the extrapolated part of the yield. The ratios of π + /π − and K + /K − as a function of p t are close to unity within the errors, allowing the combination of both spectra in the Lévy fits. The p/p ratio as a function of p t has been studied with high precision in our previous publication [22] . It is p t -independent with a mean value of 0.957 ± 0.006(stat) ± 0.014(syst). Also here we used the sum of both charges. Table 5 summarizes the fit parameters along with the yields and mean p t . The errors have been determined as for the individual fits.
Our values on yield and p t given in Tables 4 and 5 agree well with the results from pp collisions at the same √ s [31] . Figure 15 compares the p t with measurements in pp collisions at √ s = 200 GeV [32, 33] and in pp reactions at √ s = 900 GeV [31] . The mean p t rises very little with increasing √ s despite the fact that the spectral shape clearly shows an increasing contribution from hard processes. It was already observed at RHIC that the increase in mean p t at √ s = 200 GeV compared to studies at √ s = 25 GeV is small. The values obtained in pp collisions are lower than those for central Au+Au reactions at √ s = 200 GeV [32] . The spectra presented in this paper are normalized to inelastic events. In a similar study by the STAR Collaboration the yields have been normalized to NSD collisions [32] . In order to compare these two results, the yields in Table 4 have been scaled to NSD events, multiplying by 1.185 (see Sect. 2.2). The yields of pions increase from √ s = 200 GeV to 900 GeV by 23%, while K + rises by 45% and K − by 48%. [32, 33] ) and pp reactions at √ s = 900 GeV [31] (open squares). Some data points are displaced for clarity Figure 16 shows the K/π ratio as a function of √ s both in pp (full symbols, [32, 34, 35] ) and in pp (open symbols, [36] [37] [38] ) collisions. For most energies, (K + + K − )/ (π + + π − ) is plotted, but for some cases only neutral [37] and at the TEVATRON by E735 [36, 38]) mesons were measured and K 0 /π 0 is used instead. The p t -integrated (K + + K − )/(π + + π − ) ratio shows a slight increase from √ s = 200 GeV (K/π = 0.103 ± 0.008) to √ s = 900 GeV (K/π = 0.123 ± 0.004 ± 0.010) [32] , yet consistent within the error bars. The results at 7 TeV will show whether the K/π ratio keeps rising slowly as a function of √ s or saturates. Protons and antiprotons in Table 4 have been corrected for feed down (mainly from Λ), while the results from the STAR Collaboration are not. The proton spectra measured by PHENIX, on the other hand, have a lower p t -cut of 0.6 GeV/c. This makes a direct comparison with RHIC data difficult. Figure 17 shows a comparison of the measured pion, kaon and proton spectra with several tunes of the PYTHIA event generator [15] and with PHOJET [18] . The PYTHIA CSC 306 [39] tune provides a very poor description of the particle spectra for all species. Similar deviations were already seen for the unidentified charged hadron spectra [13] . The other PYTHIA tunes, Perugia0 [30] and D6T [16] , and PHOJET give a reasonable description of the charged pion spectra, but show large deviations in the kaon and proton spectra. The measured kaon p t -spectrum falls more slowly with increasing p t than the event generators predict. A similar trend is seen for the proton spectra, except for PYTHIA tune D6T, which describes the proton spectra reasonably well.
The upper panel of Fig. 18 shows the p t -dependence of the K/π and also the measurements by the E735 [36] and STAR Collaborations [32] . It can be seen that the observed increase of K/π with p t does not depend strongly on collision energy. A comparison with event generators shows that at p t > 1.2 GeV/c, the measured K/π ratio is larger than any of the model predictions. It is interesting to note that while the spectra in the CSC tune are much steeper than the other tunes, the p t -dependence of the K/π ratio is very similar. In the models, the amount of strangeness production depends on the production ratios of gluons and the different quark flavours in the hard scattering and on the strangeness suppression in the string breaking. The latter could probably be tuned to better describe the data. A similar disagreement between measured strangeness production and PYTHIA predictions was found at RHIC energies [40] .
In the bottom panel of Fig. 18 , the measured p/π ratio is compared to results at √ s = 200 GeV from the PHENIX Collaboration [41] . Both measurements are feed-down corrected. At low p t , there is no energy-dependence of the p/π ratio visible, while at higher p t > 1 GeV/c, the p/π ratio is larger at √ s = 900 GeV than at √ s = 200 GeV energy. Event generators seem to separate into two groups, one with high p/π ratio (PYTHIA CSC and D6T), which agree better with the data and one group with a lower p/π ratio (PHOJET and PYTHIA Perugia0), which are clearly below the measured values. These comparisons can be used for future tunes of baryon production in the event generators.
Summary
We present the first analysis of transverse momentum spectra of identified hadrons, π + , π − , K + , K − , p, and p in pp collisions at √ s = 900 GeV with the ALICE detector. The identification has been performed using the dE/dx of the inner silicon tracker, the dE/dx in the gas of the TPC, the kink topology of the decaying kaons inside the TPC and the timeof-flight information from TOF. The combination of these techniques allows us to cover a broad range of momentum.
Agreement in the K/π ratio is seen when comparing to pp collisions at the Tevatron and SppS. Comparing our results with a similar measurement from the STAR Collaboration using pp collisions at √ s = 200 GeV the shape of the spectra shows an increase of the hard component, but we observe only a slight increase of the mean p t -values. Whether the fraction of strange to non-strange particles rises with increasing √ s remains open until data at 7 TeV become available.
