This work studies the Jacobians of certain singular transformations and the corresponding measures which support the jacobian computations.
Introduction
First consider the following notation: Let L m,N (q) be the linear space of all N × m real matrices of rank q ≤ min(N, m) and L Assuming that X ∈ L + m,N (q), proposed the Jacobian of nonsingular part of the singular value decomposition, X = H 1 DW ′ 1 , where H 1 ∈ V q,N , D is a diagonal matrix with D 1 > D 2 > · · · D q > 0 and W 1 ∈ V q,m . Also, note that the jacobian itself defines the factorization of Hausdorff's measure (dX) (or Lebesgue's measure defined on the manifold L + m,N (q), see Billingsley (1986, p. 249) ). Analogous results for V ∈ S + m (q) considering the non-singular part of the spectral decomposition of V were proposed by Uhlig (1994) and . Based on these two results, Díaz-García and Gutiérrez-Jáimez (2005) and Díaz-García and Gutiérrez-Jáimez (2006) computed the jacobians of the transformations Y = X + and W = V + , where A + denotes the Moore-Penrose inverse of A, see Rao (1973, p.49) .
In the present work, assuming that X ∈ L + m,N (q), we proposed the Jacobian of nonsingular part of the singular value decomposition assuming multiplicity in the singular values of X and the corresponding Jacobian of Y = X + under the same conditions. Analogous results for V ∈ S + m (q) and W = V + considering the non-singular part of the spectral decomposition of V are proposed assuming multiplicity in the eigenvalues of V and/or assuming that V is a indefinite singular matrix. Also we will determine the explicit measures with respect the jacobians are computed, see Díaz-García (2007b) .
Jacobian of symmetric matrices
Consider again A ∈ S m , it remains to study: A as a (nonsingular) indefinite matrix, i.e. A ∈ S ± m (m 1 , m 2 ), with m 1 + m 2 = m, where m 1 is the number of positive eigenvalues and m 2 is the number of negative eigenvalues; and A as a (singular) semi-indefinite matrix, i.e. A ∈ S ± m (q, q 1 , q 2 ), with q 1 + q 2 = q, here q 1 is the number of positive eigenvalues and q 2 is the number of negative eigenvalues.
(1, 2) and let A = HDH ′ be its SD, then
thus by the skew symmetry of H ′ dH we have, see Muirhead (1982, p. 105)
Moreover,
We know that (H ′ dAH) = (dA), then a column by column computation of the exterior product of the subdiagonal elements of H ′ dHD + dD − DH ′ dH gives, ignoring the sign,
Recall that, if for example, the first element in each column of H is nonnegative, so, the transformation A = HDH ′ is 1 − 1. Then the corresponding jacobian must be divided by 2 m , see Muirhead (1982, pp. 104-105 ). Thus we have
where (H ′ dH) is the Haar measure on O(m) and
this is, (dD) is a exterior product of all differentials dλ i and dδ j ignoring the sign. Analogously, if A ∈ S ± 3 (2, 1),
Similarly, let A ∈ S ± 4 (2, 2), then
By mathematical induction we have
3 Jacobians of symmetric matrices with multiplicity in its eigenvalues
As a motivation of this section, consider a general random matrix A ∈ R m×m , explicitly
Any density function of this matrix can be expressed as
where (dA) denotes the measure of Lebesgue in R m 2 , which can be written by using the exterior product, as
see Muirhead (1982) .
However, if A ∈ S m and it is non singular, then the measure of Lebesgue defined in S m is given by
(1)
Remark 3.1. Note that the above product is the measure of Hausdorff on R m 2 defined on the homogeneous space of positive definite symmetric matrices, see Billingsley (1986) In general, we can consider any factorization of the Lebesgue measure (dA) on S m as an alternative definition of (dA) with respect to the corresponding coordinate system. For example, if we consider the spectral decomposition (SD), A = HDH ′ , where H ∈ O(m), and D is a diagonal matrix with D 1 > · · · > D m > 0 or we consider the Cholesky decomposition A = T ′ T, where T is upper-triangular with positive diagonal elements, then we have respectively
see Díaz-García and González-Farías (2005a) , where
In some occasions is difficult to establish an explicit form of the Lebesgue o Hausdorff measures in the original coordinate system. In particular if A ∈ S + m (q) some unsuccessful efforts have been trailed, see Srivastava (2003) and Díaz-García (2007a) . A definition of such measure in terms of the SD is given by Uhlig (1994) :
where
for alternative expressions of (dA) in terms of other factorizations see Díaz-García and González-Farías (2005a) and Díaz-García and González-Farías (2005b). 
Also note that, in fact the measure (dD) = dD 1 ∧ dD 2 = dκ ∧ dκ = 0. This is analogous to the following situation, to propose for a curve in the space (R 3 ) the measure of Lebesgue defined by dx 1 ∧ dx 2 . Now, when we consider the factorization of the measure of Lebesgue in terms of the spectral decomposition, we do not have 2(2 + 1)/2 = 3 but only 2(1) − 1(1 + 1)/2 + 1 = 2 mathematical independent elements in B, because in D, D 1 = D 2 = κ and then there is only one mathematical independent element. Also, observe that the space of positive definite m × m matrices is a subset of Euclidian space of symmetric m × m matrices of dimension m(m + 1)/2, and in fact it forms an open cone described by the following system of inequalities, see Muirhead (1982, p. 61 and p. 77 Problem 2.6):
In particular, let m = 2, after factorizing the measure of Lebesgue in S m by the spectral decomposition, the inequalities (3) are as follows
Which defines a curve (a parabola) in the space, over the line
A similar situation appear in the following cases: i) When we consider multiplicity of the singular values in the SVD; such set of matrices will be denoted by X ∈ L l m,N (q), q ≥ l; or by X ∈ L + m,N (q, l) q ≥ l; ii) If we consider multiplicity in the eigenvalues; the corresponding set of matrices will be denoted by A ∈ S + m (q, l), q ≥ l; iii) And if A is nonpositive definite. Thus, unfortunately, we must qualify as incorrect the asseverations of Zhang (2007) about the validity of his Lemmas 2, 3 and consequences, under multiplicity assumptions of singular values and eigenvalues.
As a summary we have the next results, which collect the main conclusions of Section 2 and the present section, and follow a similar proof of Theorem 1 in Díaz-García and Gutiérrez-Jáimez (2006):
Similarly, for symmetric matrices we have, Theorem 3.2. Let V ∈ R m×m be a symmetric matrix and let W = V + , then 1.
and V ∈ S ± m (l 1 , l 2 ) denotes a nonsingular indefinite matrix with multiplicity in its eigenvalues and V ∈ S ± m (q, k 1 , k 2 ) denotes a singular indefinite matrix with multiplicity in its eigenvalues.
Conclusions
This work determines the jacobians of the SVD and the SD under multiplicity of the singular values and eigenvalues, respectively. For the SD case, we compute the jacobian for nonsingular and singular indefinite matrices with and without multiplicity in their eigenvalues. Also, we calculate the jacobians for a general matrix and its Moore-Penrose inverse, and for a symmetric matrix with all its variants (nonpositive, nonnegative and indefinite). In every case we specify the measures of Hausdorff which support the jacobian computations. These results detecte and correct some inconsistences in the validity of Lemmas 2 and 3 by Zhang (2007) , this is, the proofs in Zhang (2007) for Lemmas 2 and 3 are valid only when all the nonzero singular values or eigenvalues are distinct and for positive or negative semidefinite matrices, as it is assumed in Díaz-García and Gutiérrez-Jáimez (2005) and Díaz-García and Gutiérrez-Jáimez (2006) . We highlight that the results of this paper will be the foundations of an explored problem in literature: the test criteria in MANOVA when there exist multiplicities in: the matrix of sum of squares and sum of products, due to the hypothesis S H ; the matrix of sum of square and sum of products, due to the error S E ; the matrices S H S −1 E ; (S H + S E ) −1 S H ; see Díaz-García (2008) .
