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Abstract
We examine in this article the pricing of target volatility options in the lognormal
fractional SABR model. A decomposition formula by Itoˆ’s calculus yields a theoreti-
cal replicating strategy for the target volatility option, assuming the accessibilities of
all variance swaps and swaptions. The same formula also suggests an approximation
formula for the price of target volatility option in small time by the technique of
freezing the coefficient. Alternatively, we also derive closed formed expressions for a
small volatility of volatility expansion of the price of target volatility option. Numer-
ical experiments show accuracy of the approximations in a reasonably wide range of
parameters.
TARGET VOLATILITY OPTION PRICING IN LOGNORMAL
FRACTIONAL SABR MODEL
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Abstract. We examine in this article the pricing of target volatility options in
the lognormal fractional SABR model. A decomposition formula by Itoˆ’s calculus
yields a theoretical replicating strategy for the target volatility option, assuming the
accessibilities of all variance swaps and swaptions. The same formula also suggests
an approximation formula for the price of target volatility option in small time
by the technique of freezing the coefficient. Alternatively, we also derive closed
formed expressions for a small volatility of volatility expansion of the price of target
volatility option. Numerical experiments show accuracy of the approximations in a
reasonably wide range of parameters.
1. Introduction
Target volatility options (TVOs) are a type of derivative instrument that explicitly
depends on the evolution of an underlying asset as well as its realized volatility. This
option allows one to set a target volatility parameter that determines the leverage of
an otherwise price dependent payoff. The multiplicative leverage factor is the ratio of
the target volatility to the realized volatility of the underlying asset at the maturity
of the option. If this target volatility is chosen to be the implied market volatility
of the underlying asset, this option becomes similar to pure volatility instruments
such as variance and volatility swaps where investors are swapping realized volatility
for implied volatility. TVOs are slightly different as they do not explicitly perform a
swap but rather consider the ratio of the two types of volatilities in order to increase
or decrease a potential price payoff.
The typical form of the TVO leverage factor has the target volatility parameter
in the numerator and the realized volatility in the denominator. When an asset
exhibits a smooth general trend upwards, its realized volatility tends to decrease
thereby giving the European call version of a TVO a greater payoff (levered) than
the simple vanilla version of a European call. When viewing the target volatility
parameter from an implied volatility point of view, the TVO leverage factor allows
Key words and phrases. Lognormal fractional SABR model, Decomposition formula, Target
volatility option, Small volatility of volatility approximation.
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an investor to possibly recoup the expensive premium of a call option that was bought
during a high volatility regime. For put style TVOs, the typical form of the leverage
factor tends to work in the opposite way (i.e. de-levering). Assets tend to move more
erratically downwards thereby increasing their realized volatilities in a bear market
and thereby decreasing the put payoff. One could therefore imagine creating put style
TVOs where the volatility leverage factor is the inverse of the typical form such that
the realized volatility is placed in the numerator and the target volatility is in the
denominator. This is a substantially different structure than the typical call option
TVO and therefore is a topic of future research and will not be discussed here.
The risk management of TVOs is difficult as one cannot simply perform a standard
delta-gamma-vega style hedge as this does not fully take into account the risk em-
bedded in the volatility leverage factor. In this paper, we propose a static volatility
hedge of TVOs using an identical maturity variance swap. This hedge becomes more
accurate when the target volatility parameter is chosen to be close to the square root
of the strike of the variance swap.
The standard stylized facts of equity returns such as volatility clustering, fat tails,
and the leverage effect all have important roles to play in the pricing of TVOs. In
particular, the temporal correlation of squared returns has an important effect on
realized volatilities. Therefore, we have chosen to model the instantaneous volatility
process using fractional Brownian motion (fBM) as it has a very simple and appealing
correlation structure in terms of Hurst exponents. Ideally, one would like to produce
implied Hurst parameters from market prices in order to quantify the temporal cor-
relation dependence of TVOs. As the TVO market is still quite exotic, this will have
to wait until this OTC market becomes somewhat more liquid. Finally, the explicit
option payoff dependence on volatility and strike requires one to use a stochastic
volatility (driven by fBM) correlated to a stochastic price diffusion model. In this pa-
per, we investigate the fractional SABR (fSABR) model that was recently suggested
and empirically test against market data in [10]. We refer the reader to [1] for more
detailed discussions on the probability density of the lognormal fSABR model.
In [9], the authors provide prices for TVOs using a single-factor stochastic volatil-
ity model where the instantaneous volatility of the underlying asset is assumed to
be, unrealistically, independent from the Brownian motion driving the asset returns.
This unrealistic assumption for TVOs is addressed in [13] using such models as the
Heston model and the 3/2 stochastic volatility model. In [11], this approach is further
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enhanced with the addition of stochastic skew via a multi-factor stochastic volatility
model. The authors of [8] price various products characterized by payoffs depending
on both a stock and its volatility, TVO being one such case, using a Fourier-analysis
approach. A variance-optimal hedge approach for TVOs under exponential Levy
dynamics is investigated in [14].
To our knowledge, none of the existing literatures in TVO pricing deals with frac-
tional volatility process. With the introduction of fractional process to the instanta-
neous volatility, it comes with Hurst exponent risk. In other words, how much does
it affect the TVO price if the Hurst exponent is misspecified? Is there a replicat-
ing/hedging strategy that is relatively robust against the Hurst exponent? We do not
intend to answer all these questions in the current paper. However, the decomposition
formula given by (3.6) in Section 3 suggests theoretically a robust replicating strategy
for TV call given the accessibility of all swaps and swaptions.
The rest of the paper is organized as follows. Section 2 briefly specifies the model
and introduces pricing of TVO. Section 3 shows the decomposition formula for the
price of a TV call in terms of Itoˆ calculus and of Malliavin derivative. By specifying
the model to the lognormal fSABR model, we derive approximations of the price of
a TV call in Sections 4 and 5. The paper concludes with numerical implementations
and discussions in Sections 6 and 7. Technical calculations and proofs are left as an
appendix in Section 8.
2. Model specification and target volatility options
Throughout the text, Bt and Wt denote two independent standard Brownian mo-
tions defined on the filtered probability space (Ω,Ft,Q) satisfying the usual con-
ditions. All random variables and stochastic processes are defined over (Ω,Ft,Q).
Denote by St the price process of the underlying asset and αt the instantaneous
volatility. Risk free rate is assumed zero for simplicity, thus the evolution of St under
the risk neutral probability Q is governed by
dSt
St
= αtdW˜t = αt(ρdBt + ρ¯dWt),
where ρ ∈ (−1, 1) and ρ¯ =
√
1− ρ2. At the moment, other than positivity and
technical conditions, we do not specify the dynamic for αt just yet but assuming it
is a square-integrable process adapted to the filtration generated by the Brownian
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motion B. For computational purpose, further specification of αt is considered in
Section 4 and thereafter.
For fixed K > 0, define Xt := log
St
K
and Yt := αt. Then Xt satisfies
dXt = YtdW˜t − Y
2
t
2
dt. (2.1)
We shall be mostly working with the X , Y variables in the following. A target
volatility (TV) call struck at K pays off at expiry T the amount
σ¯√
1
T
∫ T
0
α2tdt
(ST −K)+ = K σ¯
√
T√∫ T
0
Y 2t dt
(
eXT − 1)+ , (2.2)
where σ¯ is the (preassigned) target volatility level. Apparently, if at expiry the realized
volatility is higher (lower) than the target volatility, the payoff is scale down (up) by
the ratio between target volatility and realized volatility. For t ≤ T , the price at time
t of a TV call struck at K with expiry T is hence given by the conditional expectation
under risk neutral probability Q as
K σ¯
√
T E

 1√∫ T
0
Y 2τ dτ
(
eXT − 1)+
∣∣∣∣∣∣Ft

 (2.3)
provided the expectation is finite.
By temporarily ignoring the constant factor out front, we shall evaluate the condi-
tional expectation in (2.3) in the following sections.
3. The decomposition formula
In the spirit of [4], we derive in this section a decomposition formula for TV calls
which in turn leads to a theoretical replicating strategy assuming the accessibilities
of all variance swaps and swaptions. An approximation of the price of a TV call is
obtained in Theorem 3 by “freezing the coefficients”.
The following notations will also be used throughout the rest of the paper. The
normalized Black-Scholes function C = C(x, w) is defined as
C(x, w) := exN(d1)−N(d2), (3.1)
where d1 =
x√
w
+
√
w
2
and d2 = d1 −
√
w. Note that C satisfies the (forward) Black-
Scholes PDE
Cw − 1
2
Cxx +
1
2
Cx = 0 (3.2)
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with initial condition C(x, 0) = (ex − 1)+. For any t ∈ [0, T ], define
wt :=
∫ t
0
Y 2s ds, wˆt :=
∫ T
t
Et
[
Y 2s
]
ds,
Mt :=
∫ T
0
Et
[
Y 2s
]
ds = wt + wˆt,
where Et [·] is a shorthand notation for the conditional expectation E [·|Ft], for 0 ≤
t ≤ T . We remark that M is a martingale and note that wt represents the inte-
grated/realized variance up to time t, whereas wˆt represents the price of the variance
swap (zero interest rate) observing the time period [t, T ]. Also notice that, at t = 0,
M0 = wˆ0 which equals the price of the variance swap between t = 0 and t = T .
Furthermore, we define F = F (x, w, wˆ) as
F (x, w, wˆ) :=
C(x, wˆ)√
w + wˆ
. (3.3)
Notice that since wˆt = Mt−wt, we have dwˆt = dMt−dwt. Thus, d〈X, wˆ〉t = d〈X,M〉t
and d〈wˆ〉t = d〈M〉t since w is of finite variation.
We will impose the following hypotheses.
(H1) Assume that the process Y has a martingale representation of the form
Yt = E [Yt] + ν
∫ t
0
a(t, s)dBs,
where ν > 0 and, for any t, a(t, ·) is an adapted process satisfying
|a(t, s)| ≤ A|t− s|δ (3.4)
for some δ ∈ (−1
2
, 1
2
) and for some random variable A ∈ ∩p≥1Lp.
(H2) 1
wˆt
+ 1
wT−wt ≤ AT−t , for some random variable A ∈ ∩p≥1Lp.
Remark 1. Notice that (H1) implies that
dMt = ν
(∫ T
t
a(u, t)du
)
dBt.
Theorem 1 below presents a decomposition formula for TV call in terms of the
functions C and F .
Theorem 1. (Decomposition formula for TV call)
Consider the model (2.1) and assume that (H1) and (H2) hold. Then the price of the
target volatility call at time t struck at K with expiry T can be decomposed as
K σ¯
√
TEt
[
1√
wT
(
eXT − 1)+]
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= Kσ¯
√
T
[
1√
Mt
C(Xt, wˆt) + Et
[∫ T
t
Fxwˆd〈X,M〉s + 1
2
∫ T
t
Fwˆwˆd〈M〉s
]]
(3.5)
which apparently extends the deterministic volatility case. Note that the decomposition
formula (3.5) does not depend on the specification of volatility process as long as the
corresponding integrals are defined. Thus the first term in (3.5) represents the price
of a TV call using variance swap as future (deterministic) realized variance.
Proof. This proof is similar to the proof of Theorem 3.1 in [4], so we only sketch it.
Denote wǫt := ǫ+ wt, wˆ
ǫ
t := ǫ + wˆt and M
ǫ
t := w
ǫ
t + wˆ
ǫ
t . By applying Itoˆ’s formula to
the process F (Xt, w
ǫ
t , wˆ
ǫ
t) we obtain
1√
wǫT
(
eXT − 1)+ − F (Xt, wǫt , wˆǫt)
=
∫ T
t
FxdXs +
∫ T
t
Fwdws +
∫ T
t
Fwˆdwˆs
+
1
2
∫ T
t
Fxxd〈X〉s +
∫ T
t
Fxwˆd〈X,M〉s + 1
2
∫ T
t
Fwˆwˆd〈M〉s
=
∫ T
t
Cx√
M ǫs
(
YsdW˜s − Y
2
s
2
ds
)
− 1
2
∫ T
t
C
M
3/2
s
Y 2s ds
+
∫ T
t
(
Cw√
M ǫs
− 1
2
C
(Msǫ)3/2
)(
dMs − Y 2s ds
)
+
1
2
∫ T
t
Cxx√
M ǫs
Y 2s ds+
∫ T
t
Fxwˆd〈X,M〉s + 1
2
∫ T
t
Fwˆwˆd〈M〉s,
where dW˜t = ρdBt+ρ¯dWt. The function C and all its partial derivatives are evaluated
at (Xt, wˆs) whereas F and all its partial derivatives are evaluated at (Xs, w
ǫ
s, wˆ
ǫ
s). Note
that since C satisfies the Black-Scholes equation (3.2), it follows that
1√
wǫT
(
eXT − 1)+ − F (Xt, wǫt , wˆǫt) (3.6)
=
∫ T
t
FxYsdW˜s +
∫ T
t
FxwˆdM
ǫ
s +
∫ T
t
Fxwˆd〈X,M ǫ〉s + 1
2
∫ T
t
Fwˆwˆd〈M ǫ〉s.
Finally, by taking conditional expectations on both sides of (3.6), letting ǫ→ 0, and
using the fact that
|∂nx∂wC(Xt, wt)| ≤ Cw−
1
2
(n+1)
t ,
for some positive constant C, we obtain the decomposition formula (3.5). 
Remark 2. The formula (3.6) suggests a semiparametric dynamical replicating strat-
egy so long as all variance swaps and swaptions are accessible. The first term on the
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right hand of (3.6) is in fact the classical delta hedge of the underlying in Black-
Scholes model but scaled by 1√
Mt
, whereas the second term can be regarded as a “delta
hedge” of the variance swap. The third is associated with the covariation between the
underlying and the volatility process which can be replicated by holding gama swaps.
Finally, the last term corresponds to holding time varying shares of log contracts on
variance swap.
In terms of Malliavin derivative, Theorem 2 in the following shows another decom-
position formula for the price of a TV call which, in the uncorrelated case ρ = 0,
coincides with (5.3). Thus this newly derived decomposition can be regarded as the
TVO version of the extended Hull and White formula as the case for vanilla options
in [4]. We assume that the reader is familiar with the elementary results in Malliavin
calculus as given for instance in [12]. In the remaining of this paper D1,2B denotes the
domain of the Malliavin derivative operator DB with respect to the Brownian motion
B. It is well-known that D1,2B is a dense subset of L
2(Ω) and that DB is a closed
and unbounded operator from D1,2B to L
2([0, T ] × Ω). We also consider the iterated
derivatives Dn,B, for n > 1, whose domains will be denoted ba Dn,2B . We will use the
notation Ln,2B = L
2([0, T ] ;Dn,2B ).
We will make use of the following anticipating Itoˆ’s formula, see for example [3].
We denote at := wT − wt.
Proposition 1. Assume that in model (2.1) the process Y satisfies Y 2 ∈ L1,2B . Let
g = g(t, x, a) : [0, T ]×R2 → R be a function in C1,2([0, T ]×R2) statisfying that there
exists a positive constant M such that, for all t ∈ [0, T ] , g and its partial derivatives
evaluated in (t, Xt, at) are bounded by M . It follows that
g(T,XT , aT ) = g(t, Xt, at) +
∫ T
t
gt(s,Xs, as)ds
−
∫ T
t
gx(s,Xs, as)
Y 2s
2
ds+
∫ T
t
gx(s,Xs, as)YsdW˜s
−
∫ T
t
ga(s,Xs, as)Y
2
s ds+ ρ
∫ T
t
gxa(s,Xs, as)Θsds
+
1
2
∫ T
t
gxx(s,Xs, as)Y
2
s ds, (3.7)
where Θs := (
∫ T
s
DBs Y
2
r dr)Ys.
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The decomposition formula for the price of a TV call in terms of Malliavin deriv-
ative is then almost a straightforward application of Proposition 1. To that end, the
following hypotheses are imposed.
(H1’) Assume that Y ∈ L1,2B and that
|DsYt| ≤ A|t− s|δ,
for some δ ∈ (−1
2
, 1
2
) and for some random variable A ∈ ∩p≥1Lp.
(H2’) 1
wT−wt ≤ AT−t , for some random variable A ∈ ∩p≥1Lp.
Theorem 2. (Decomposition formula in terms of Malliavin derivative)
Consider the model (2.1) and assume that (H1’) and (H2’) hold. Then the price of
the target volatility call at time t struck at K with expiry T can be decomposed in
terms of Malliavin derivative as
Kσ¯
√
T Et
[
1√
wT
(
eXT − 1)+]
= Kσ¯
√
T
[
Et
[
1√
wT
C(Xt, at)
]
+ ρEt
[∫ T
t
Fxwˆ(Xs, ws, as)Ys
(∫ T
s
DBs Y
2
r dr
)
ds
]]
,
where the function F is defined in (3.3). Apparently, in the uncorrelated case the
second term on the right side of (3.8) vanishes thus coincides with (5.3) when t = 0.
Proof. The proof of this theorem is similar to the proof of Theorem 4.2 in [5], so
we only sketch it. Applying the anticipating Itoˆ’s formula (3.7) with g defined as
g(t, Xt, at) := F (Xt, wt, at) =
1√
wt+at
C(Xt, at), using the fact that C satisfies the
Black Scholes equation (3.2) and taking expectations we obtain
Et
[
1√
wT
C(XT , aT )
]
= Et
[
C(Xt, at)√
wt + at
]
+ ρEt
[∫ T
t
Fxwˆ(Xs, ws, as)Θsds
]
.
Now using the fact that C(XT , aT ) =
(
eXT − 1)+ since aT = 0, the result follows. 
We conclude the section by an approximation of the price of TV call suggested
by the decomposition formula (3.5) as t approaches T . We will need the following
hypothesis
(H3) Assume (H1) holds and, for any t > s,
a(t, s) = Es(a(t, s)) + ν
∫ s
t
b(t, s, θ)dBθ,
where ν is defined as in (H1) and for some adapted process b(t, s, ·) such that
|b(t, s, ·)| ≤ A(t− s)δ(s− θ)δ,
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for some random variable A ∈ ∩p≥1Lp.
Theorem 3. The price of a TV call at time t, for t < T , struck at K with expiry T
has the following approximation as t approaches T .
Kσ¯
√
T Et
[
1√
wT
(
eXT − 1)+] = Λ(T, t) +R(T, t), (3.8)
where
Λ(T, t) := Kσ¯
√
T
{
1√
Mt
C(Xt, wˆt) + Fxwˆ(Xt, wt, wˆt)Et [〈X,M〉T − 〈X,M〉t]
+
1
2
Fwˆwˆ(Xt, wt, wˆt)Et [〈M〉T − 〈M〉t]
}
and
R(T, t) = O(ν2 + ρν)2.
In particular, at t = 0 the formula slightly simplifies as
E
[
1√
wT
(
eXT − 1)+] (3.9)
≈ 1√
M0
C(X0,M0) + Fxwˆ(X0, 0,M0)E [〈X,M〉T ] + 1
2
Fwˆwˆ(X0, 0,M0)E [〈M〉T ]
since M0 = wˆ0 and w0 = 0.
Proof. Hypotheses (H3) gives us that
d〈X,M〉s = νYs
(∫ T
s
(
Et(a(u, s) + ν
∫ s
t
b(u, s, θ)dBθ
)
du
)
ds (3.10)
=: YsΓsds
and
d〈M,M〉s = ν2
(∫ T
s
(
Et(a(u, s) + ν
∫ s
t
b(u, s, θ)dBθ
)
du
)2
ds (3.11)
= Γ2sds
Itoˆ’s formula gives us that
E [(Fxwˆ(Xs, w
ǫ
s, wˆ
ǫ
s)− Fxwˆ(Xt, wǫt , wˆǫt))YsΓs]
= E
[∫ s
t
FxxwˆwˆYsΓsd〈X,M〉s + 1
2
∫ s
t
FxwˆwˆwˆYsΓsd〈M〉s
+
∫ s
t
(FxxwˆΓud〈X, Y 〉u + FxxwˆYud〈X,Γ〉u)
+
∫ s
t
(FxwˆwˆΓud〈X, Y 〉u + FxwˆwˆYud〈X,Γ〉u)
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+
∫ s
t
(Fxwˆ(Xu, w
ǫ
u, wˆ
ǫ
u)− Fxwˆǫ(Xt, wǫt , wˆǫt)) d〈Y,Γ〉u,
from where it follows that (letting ǫ→ 0)∫ T
t
E [(Fxwˆ(Xs, ws, wˆs)− Fxwˆ(Xt, wt, wˆt)) YsΓs] ds = O(ρν + ν2)2.
In a similar way we can prove that∫ T
t
E
[
(Fwˆwˆ(Xs, ws, wˆs)− Fwˆwˆ(Xt, wt, wˆt)) Γ2s
]
ds = O(ρν + ν2)2,
and now the proof is complete.

We remark that by straightforward calculations the functions Fxwˆ and Fwˆwˆ can be
expressed in terms of the Black-Scholes function C as
Fxwˆ(x, w, wˆ) = − Cx(x, wˆ)
2(
√
w + wˆ)3
+
Cxw(x, wˆ)√
w + wˆ
, (3.12)
Fwˆwˆ(x, w, wˆ) = − Cw(x, wˆ)
(
√
w + wˆ)3
+
3C(x, wˆ)
4(
√
w + wˆ)5
+
Cww(x, wˆ)√
w + wˆ
. (3.13)
Thus, to numerically implement the approximation formulas (3.8) and (3.9), we will
have to be able to compute Mt and the quadratic variations 〈X,M〉 and 〈M〉. To
this end, an explicit specification of the volatility process Yt (or αt) is required. We
specify ourselves to the lognormal fractional SABR model in the following sections.
4. Target volatility option in lognormal fSABR model
In this section, we calculate in details and explicitly the approximation formula
(3.5) for the price of a TV call under the lognormal fSABR model suggested in [1]
and [10]. The price of underlying asset St and its instantaneous volatility αt in the
lognormal fSABR model are governed by
dSt
St
= αt(ρdBt + ρ¯dWt),
αt = α0e
νBHt ,
where Bt and Wt are independent Brownian motions, ρ¯ =
√
1− ρ2, and BHt is the
fractional Brownian motion driven by Bt. That is,
BHt =
∫ t
0
K(t, s)dBs,
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where K is the Molchan-Golosov kernel
K(t, s) = cH(t− s)H− 12F
(
H − 1
2
,
1
2
−H,H + 1
2
; 1− t
s
)
1[0,t](s), (4.1)
with cH =
[
2HΓ( 32−H)
Γ(2−2H)Γ(H+ 12)
]1/2
and F is the Gauss hypergeometric function.
Recall that, for fixed K > 0, we define Xt = log
St
K
and Yt = αt, which in the
fSABR model satisfy
dXt = Yt(ρdBt + ρ¯dWt)− 1
2
Y 2t dt = YtdW˜t −
1
2
Y 2t dt, (4.2)
Yt = Y0e
νBHt . (4.3)
Remark 3. It is easy to see that Y ∈ L1,2B ∩Lp, for all p > 1. On the other hand, by
applying Jensen’s inequality we have
1
T
∫ T
0
Y 2s ds ≥ Y 20 exp
(
1
T
∫ T
0
2νBHs ds
)
.
It follows that
T∫ T
0
Y 2s ds
≤ 1
Y 20
exp
(
− 2
T
∫ T
0
νBHs ds
)
.
Now, as
∫ T
0
νBHs ds is a Gaussian process with the following representation∫ T
0
νBHs ds =
∫ T
0
(∫ T
s
νK(s, u)du
)
dBs,
it follows that 1∫ T
0 Y
2
s ds
∈ Lp, for all p > 1. In a similar way, one can check that
hypotheses (H1), (H1’), (H2) and (H2’) hold.
The following lemma summarizes essential quantities that are crucial in the calcu-
lation of the approximation formulas (3.8) and (3.9) for the price of a TV call in the
lognormal fSABR model.
Lemma 1. For 0 < t ≤ r ≤ T , define the functions m and v as
m(r|t) :=
∫ t
0
K(r, s)dBs, v(r|t) :=
∫ r
t
K2(r, s)ds.
Then, for 0 ≤ t < τ < r < u ≤ T , the following conditional expectations in the
lognormal fSABR model can be obtained explicitly.
Et
[
Y 2r
]
= Y 20 e
2νm(r|t)+2ν2v(r|t),
Et
[
YτY
2
r
]
= Y 30 e
ν[m(τ |t)+2m(r|t)]+ ν2
2 [v(τ |t)+4v(r|t)+4
∫ τ
t
K(τ,s)K(r,s)ds],
Et
[
Y 2r Eτ
[
Y 2u
]]
= Y 40 e
2ν[m(r|t)+m(u|t)]+2ν2[v(u|τ)+v(r|t)+
∫ τ
t
K2(u,s)ds+2
∫ τ
t
K(r,s)K(u,s)ds].
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Thus, we have
wˆt =
∫ T
t
Et
[
Y 2s
]
ds = Y 20
∫ T
t
e2νm(r|t)+2ν
2v(r|t)dr,
Mt = Y
2
0
∫ t
0
e2νB
H
s ds+ Y 20
∫ T
t
e2νm(r|t)+2ν
2v(r|t)dr.
Furthermore, the quadratic variation 〈M〉 and covariation 〈X,M〉 between X and M
are given by
d〈M〉t = 4ν2
(∫ T
t
Et
[
Y 2r
]
K(r, t)dr
)2
dt,
d〈X,M〉t = 2νρ
(
Yt
∫ T
t
Et
[
Y 2r
]
K(r, t)dr
)
dt.
Proof. See the appendix in Section 8. 
We now present the approximation formula (3.8) and (3.9) in the lognormal fSABR
model as follows.
Corollary 1. (Approximate price of TV call in fSABR)
The approximate formula (3.8) for the price of the TV call struck at K with expiry
T under the lognormal fSABR model (4.2):(4.3) is given by
Et
[
1√
wT
(
eXT − 1)+] (4.4)
≈ 1√
Mt
C(Xt, wˆt)
+2νρFxwˆ(Xt, wt, wˆt)
∫ T
t
∫ T
τ
Et
[
YτY
2
r
]
K(r, τ)drdτ
+4ν2Fwˆwˆ(Xt, wt, wˆt)
∫ T
t
∫ T
τ
∫ T
r2
Et
[
Y 2r2Er2
[
Y 2r1
]]
K(r1, τ)K(r2, τ)dr1dr2dτ.
In particular, at t = 0 since m(r|0) = 0 and v(r|0) = r2H , (4.4) can be expressed
more explicitly as
E
[
1√
wT
(
eXT − 1)+] (4.5)
≈ 1√
M0
C(X0,M0)
+ 2νρFxwˆ(X0, 0,M0) Y
3
0
∫ T
0
∫ T
τ
e
ν2
2 [τ
2H+4r2H+4
∫ τ
0
K(τ,s)K(r,s)ds]K(r, τ)drdτ
+ 4ν2Fwˆwˆ(X0, 0,M0)Y
4
0 ×
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0
∫ T
τ
∫ T
r2
e2ν
2[v(r1|τ)+r2H2 +
∫ τ
0
K2(r1,s)ds+2
∫ τ
0
K(r2,s)K(r1,s)ds]K(r1, τ)K(r2, τ)dr1dr2dτ,
where M0 = Y
2
0
∫ T
0
e2ν
2t2Hdt.
Remark 4. The numerical implementation of the approximation formula (4.4) and
(4.5) is computationally intensive due to the evaluations of the multiple integrals that
are involved in the formula. We further approximate and simplify (4.4) as follows.
Et
[
1√
wT
(
eXT − 1)+] (4.6)
≈ 1√
Mt
C(Xt, wˆt) + 2νρFxwˆ(Xt, wt, wˆt)Y
3
t
∫ T
t
∫ T
τ
K(r, τ)drdτ
+4ν2Fwˆwˆ(Xt, wt, wˆt) Y
4
t
∫ T
t
∫ T
τ
∫ T
r2
K(r1, τ)K(r2, τ)dr1dr2dτ.
In particular, if t = 0, we calculate the two integrals on the right hand side of (4.6)
as ∫ T
t
∫ T
τ
K(r, τ)drdτ =
∫ T
0
∫ r
0
K(r, τ)dτdr = κH
∫ T
0
r
1
2
+Hdr =
κH
3
2
+H
T
3
2
+H ,
where κH := cH
β( 32−H,H+ 12)
H+ 1
2
with β(·, ·) being the beta function (see for instance
Lemma 2.3 in [2] for a proof of the second equality), and∫ T
0
∫ T
τ
∫ T
r2
K(r1, τ)K(r2, τ)dr1dr2dτ
=
∫ T
0
∫ T
r2
(∫ r2
0
K(r1, τ)K(r2, τ)dτ
)
dr1dr2
=
1
2
∫ T
0
∫ T
r2
(
r2H1 + r
2H
2 − (r1 − r2)2H
)
dr1dr2
=
T 2(1+H)
4(1 +H)
since
∫ r2
0
K(r1, τ)K(r2, τ)dτ is equal to the expectation of Br2Br1. It follows that
E
[
1√
wT
(
eXT − 1)+] (4.7)
≈ 1√
M0
C(X0,M0) + 2νρFxwˆ(X0, 0,M0)Y
3
0
κH
3
2
+H
T
3
2
+H
+ν2Fwˆwˆ(X0, 0,M0) Y
4
0
T 2(1+H)
(1 +H)
.
It is indeed (4.7) that will be implemented in Section 6.
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We derive in the next section the small volatility of volatility approximation for the
price of a TV call in the lognormal fSABR model, which is numerically more tractable
and in a sense can be regarded as a further approximation of the approximation
formula (4.5).
5. Small volatility of volatility expansion
By conditioning on the σ-algebra generated by the volatility process up to the
expiry of a TV call, we show in this section an alternative approach to the pricing of
a TV call. This alternative approach induces an asymptotic of the price of a TV call
in the small volatility of volatility regime which is computationally more tractable
than (4.5) by sacrificing some accuracy.
To be more specific, recall that the price at time t = 0 of a TV call struck at K
and expiry T is given by the expectation in (2.3) which we recast in the following as
Kσ¯
√
T E

 1√∫ T
0
Y 2t dt
E
[(
eXT − 1)+∣∣∣FYT ]

 , (5.1)
where FYT is the σ-algebra generated by the process Y up to time T . Of course, FYT
is equivalent to the σ-algebra FBT generated by the Brownian motion B up to time
T . We shall again temporarily ignore the constant factor outfront in (5.1) in the
calculations that follow.
Notice that from (4.2) we have
XT = X0 + ρ
∫ T
0
YtdBt − 1
2
∫ T
0
Y 2t dt+ ρ¯
∫ T
0
YtdWt
and since the two Brownian motions Bt and Wt are independent, XT |FYT is normally
distributed with mean µT and variance vT given respectively by
µT = X0 + ρ
∫ T
0
YtdBt − 1
2
∫ T
0
Y 2t dt, vT = ρ¯
2
∫ T
0
Y 2t dt.
Thus, the inner conditional expectation in (5.1) can be evaluated in terms of the
Black-Scholes function C defined in (3.1) as
E
[(
eXT − 1)+∣∣∣FYT ] = C (µT + vT2 , vT
)
.
It follows that the expectation in (5.1) can be rewritten in terms of C as
E

 1√∫ T
0
Y 2t dt
C
(
X0 + ρ
∫ T
0
YtdBt − ρ
2
2
∫ T
0
Y 2t dt, ρ¯
2
∫ T
0
Y 2t dt
) . (5.2)
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In particular, in the uncorrelated case ρ = 0 the TVO price reduces to
E

 1√∫ T
0
Y 2t dt
C
(
X0,
∫ T
0
Y 2t dt
) (5.3)
which is simply the classical Black-Scholes with independently randomized total vari-
ance.
Remark 5. We remark that if one substitute Yt in (5.2) by its expectation and eval-
uated the resulting expression, by straightforward calculations, one can show that it
recovers the lowest order term in (3.9), i.e., the term 1√
M0
C(X0,M0).
Recall that wT =
∫ T
0
Y 2t dt and define ξT by
ξT := X0 + ρ
∫ T
0
YtdBt − ρ
2
2
wT .
We can also rewrite (5.2) more concisely in terms of the function F defined in (3.3)
as
E
[
F (ξT , ρ
2wT , ρ¯
2wT )
]
. (5.4)
In the lognormal fSABR model Yt = Y0e
νBHt , we expand wT and ξT in the volatility
of volatility parameter ν as
wT =
∞∑
k=0
νk
k!
w
(k)
T and ξT =
∞∑
k=0
νk
k!
ξ
(k)
T ,
where
w
(k)
T = Y
2
0 2
k
∫ T
0
(BHt )
kdt, for k ≥ 0,
ξ
(0)
T = X0 + ρY0BT −
ρ2
2
Y 20 T,
ξ
(k)
T = ρY0
∫ T
0
(BHt )
kdBt − ρ
2
2
w
(k)
T , for k ≥ 1.
With the aid of the identities in Lemmas 2 and 3 in Section 8, we now show the
small volatility of volatility expansion for the price of a TV call given in (5.2) as ν
approaches zero.
Theorem 4. (Small volatility of volatility asympotitcs for TV call price)
The price of a TV call struck at K and expiry T has the following asymptotic up to
the first order as ν → 0.
E
[
1√
wT
(
eXT − 1)+] (5.5)
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=
1
Y0
√
T
E [C] +
ν
Y0
√
T
E
[
Cxξ
(1)
T + ρ¯
2Cww
(1)
T
]
− ν
2Y 30 T
3
2
E
[
w
(1)
T C
]
+O(ν2),
where the function C and all its partial derivatives in the last expression are evaluated
at
(
ξ
(0)
T , ρ¯
2w
(0)
T
)
.
Proof. As ν → 0, consider (5.4)
E
[
F (ξT , ρ
2wT , ρ¯
2wT )
]
= E
[
F
( ∞∑
k=0
νk
k!
ξ
(k)
T , ρ
2
∞∑
k=0
νk
k!
w
(k)
T , ρ¯
2
∞∑
k=0
νk
k!
w
(k)
T
)]
.
To the first order we have
E
[
F (ξ
(0)
T , ρ
2w
(0)
T , ρ¯
2w
(0)
T )
]
+ νE
[
Fxξ
(1)
T + Fwρ
2w
(1)
T + Fwˆρ¯
2w
(1)
T )
]
+O(ν2)
= E

 C√
w
(0)
T

+ νE

 Cx√
w
(0)
T
ξ
(1)
T + ρ¯
2 Cw√
w
(0)
T
w
(1)
T −
C
2
(
w
(0)
T
)3/2w(1)T

+O(ν2)
=
1
Y0
√
T
E [C] +
ν
Y0
√
T
E
[
Cxξ
(1)
T + ρ¯
2Cww
(1)
T
]
− ν
2Y 30 T
3
2
E
[
w
(1)
T C
]
+O(ν2),
where the function C and all its partial derivatives in the last expression are evaluated
at
(
ξ
(0)
T , ρ¯
2w
(0)
T
)
. Notice that ξ
(0)
T is a random variable, since it is a linear function of
BT , whereas w
(0)
T = Y
2
0 T is deterministic. 
The expectations in the last expression of (5.5) can be obtained explicitly, which
leads to an explicit approximation formula for the price of a TV call. The following
corollary gives the complete pricing formula for computational purposes.
Corollary 2. Let X0 = log
S0
K
and assume Y0 is given. Then the price of a TV call
option expiring at T > 0 with strike K and target volatility σ¯ has the following first
order approximation as ν → 0:
TVO := Kσ¯
√
TE

 1√∫ T
0
Yτdτ
(
eXT − 1
)+∣∣∣(X0, Y0)


≈ Kσ¯
Y0
C(X0, TY
2
0 ) +
Kσ¯
2
√
π(2H + 3)ρY 20
×
[
cHνT
H− 1
2 exp
(
− ρ
2X20
TY 20
− 1
2
(
2ρ2 + 1
)
TY 20 −
Y0
2
√
T
)
×
(√
πe
ρ2X20
TY 2
0
+
Y0
2
√
T
(
N
(TY 20 + 2X0
2
√
TY0
)(
e
1
2
(
2ρ2+1
)
TY 20 +X ×
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4TX20 + 4X0
(
TY 20
(
ρ2 − 2ρ2T + T
)
+ 1
)
+
TY 20
(
− 4ρ2 + T
(
Y 20
(
4ρ4(T − 1) + 2ρ2(1− 2T ) + T
)
− 4ρ2
)
+ 2
))
+
2
√
1− ρ2
(
TY 20 + 2X0
)
e
1
2
(
3ρ2+
√
1−ρ2
)
TY 20 +
√
1−ρ2X0
(
T
(
Y 20
(
ρ2(2T − 1)− T
)
− 2X0
)
− 1
))
+
√
T
(√
T ×
e
3TY 20
2
+X0N ′
(TY 20 + 2X0
2
√
TY0
)
×(
− 2
√
TX0Y0
(
2ρ4 − 4ρ2 +
(
ρ2 − 2
)√
TY0
)
+ TY 20 ×(
2ρ2 +
(
ρ2 − 1
)(
6
√
1
1− ρ2ρ
4 + 1
)
(−T )Y 20 − 2ρ2
(
5ρ2 − 2
)√
TY0
)
+ 4X20
)
+
4ρ2Y0N
′
( X0√
TY0
−
√
TY0
2
)(
e
1
2
(
2ρ2+1
)
TY 20 − e
1
2
(
3ρ2+
√
1−ρ2
)
TY 20 +
√
1−ρ2X0 ×(
T
(
Y 20
(
ρ2 − 2ρ2T + T
)
+ 2X0
)
+ 1
))))
+
√
2
(
ρ2 − 1
)
ρ2
√
TY0
(
TY 20 − 2X
)
×
exp
( X0
T 3/2Y0
+
1
4
(
3ρ2 + 2
)
TY 20 + ρ
2X0
))]
(5.6)
Proof. We first calculate the zeroth order term as follows.
E [C] = E
[
C
(
ξ
(0)
T , ρ¯
2w
(0)
T
)]
= E

eξ(0)T N

 ξ(0)T√
ρ¯2w
(0)
T
+
√
ρ¯2w
(0)
T
2



− E

N

 ξ(0)T√
ρ¯2w
(0)
T
−
√
ρ¯2w
(0)
T
2




= eX0N
(
X0√
Y 20 T
+
√
Y 20 T
2
)
−N
(
X0√
Y 20 T
−
√
Y 20 T
2
)
= C(X0, Y
2
0 T ),
which unsurprisingly is independent of ρ and ν. Note that in passing to the last
equality, we used (8.1) and (8.3). The rest of the calculations, though straightforward,
are more involved and tedious. We leave the details to the Appendix, see section
8.1. 
We remark that, up to first order of ν, the first three terms in the last expression
represent the price of a vanilla option scale up/down by the factor σ¯
Y0
, see Theorem 5.
The last term corresponds to a correction to vanilla due to the uncertainty of realized
variance.
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5.1. Expansion for price of vanilla option. We consider the small volatility of
volatility expansion of vanilla calls in this subsection. To our knowledge, the small
volatility of volatility expansion for vanilla option under fSABR model does not seem
to exist in literature by the time the paper was written up.
The premium of a vanilla call struck at K and expiry T in our notation is given by
the expectation under risk neutral probability
K E
[(
eXT − 1)+]
= K E
[
C
(
X0 + ρ
∫ T
0
YtdBt − ρ
2
2
∫ T
0
Y 2t dt, ρ¯
2
∫ T
0
Y 2t dt
)]
, (5.7)
where C is again the normalized Black-Scholes function defined in (3.1).
Theorem 5. (Small volatility of volatility asympotitc for vanilla call)
The price of a vanilla call struck at K and expiry T in the lognormal fSABR model
has the following asymptotic
K E
[(
eXT − 1)+]
≈ KC(X0, Y 20 T ) + ν
2cHK
2H + 3
TH+
1
2E
[
2Y 20 CwBT + ρY0Cx
{
B2T − T − ρY0BT
}]
+O(ν2).
as the volatility of volatility parameter ν approaches zero.
Proof. Temporarily ignoring the constant K, (5.7) can be written in terms of ξT and
wT as
E
[
C
(
ξT , ρ¯
2wT
)]
= E
[
C
( ∞∑
k=0
νk
k!
ξ
(k)
T , ρ¯
2
∞∑
k=0
νk
k!
w
(k)
T
)]
.
Thus, up to first order we have
E
[
C
(
ξT , ρ¯
2wT
)]
= E [C] + νE
[
Cxξ
(1)
T + ρ¯
2Cww
(1)
T
]
+O(ν2),
where C and all its partial derivatives on the right hand side of the last equation are
evaluated at
(
ξ
(0)
T , ρ¯
2w
(0)
T
)
. The calculations of the expectations in the last expression
are the same as the ones for Theorem 4, see Section 8.1 in the appendix for the details.
We remark that theoretically it is possible to push for higher order terms in the small
volatility of volatility expansion, however, the calculation of expectations becomes
more and more involved for higher order terms. 
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6. Numerical implementation
We present in this section several simulation results, showing the applicability of our
pricing formulae for Target Volatility call Options under the fSABR model. First of
all, note that we classify model’s parameters into three categories: (i) contract–specific
parameters: K, T, σ¯; (ii) model–specific parameters: H, ν, ρ, and (iii) initialization
parameters: S0, σ0, n, N . Here, n ∈ N is the number of sampling days per annum,
N ∈ N is the number of Monte Carlo paths, and σ0 = Y0 is the volatility at time
t = 0. Moreover, recall that X0 := − log KS0 .
We employ for verification purposes three pricing methods: Monte Carlo Simula-
tions, Decomposition Formula Approximation (4.7), and Small Volatility of Volatility
Expansion (5.6). Observe that both formulas (4.7) and (5.6) can be easily imple-
mented numerically as they only require the use of special functions: the pdf N ′ and
cdf N for a standard normal distribution, the Euler Gamma function Γ, the Gauss
hypergeometric function 2F1, and the Beta function β. As we shall see in the sequel,
our approximation formulas perform accurately for a wide range of parameters.
Sample paths for fractional Brownian Motions {BH(tk), k = 1, 2, . . . , n} using the
Molchan–Golosov kernel are simulated. Here, we consider a partition Π := {0 = t0 <
t1 < · · · < tn = T} of the interval [0, T ]. We employ the hybrid scheme for Brownian
semistationary processes given in [6], which is based on discretizing the stochastic
integral representation of the process in the time domain. Several test routines for
fractional processes are also implemented: mean and variance as a function of time
via Monte Carlo simulations, a chi–square test for fractional Gaussian noise, as well
as the 2D correlation structure via sample paths. We notice that the sample paths
have the required properties, that are specific to fBMs.
6.1. Formula accuracy. To test the accuracy of Decomposition Formula Approxi-
mation (4.7), and Small Volatility of Volatility Expansion (5.6), we produce sample
paths for the lognormal fSABR price process and we use Monte Carlo techniques to
calculate TVO prices. Let Π be as before. Then one path of the lognormal fSABR
price process can be computed iteratively:
S(tk+1) = S(tk) + S(tk)σ(tk)ε(tk)
√
tk+1 − tk, k = 0, 1, . . . , n− 1,
where σ(t) = σ0e
νBH (t) is the so–called fractional stochastic volatility and the random
samples εti = ρξ
1
ti
+ ρ¯ξ2ti, ξ
1,2
ti ∼ N (0, 1), i = 0, 1, . . . , n− 1 have a standard normal
distribution.
20 E. ALO`S, R. CHATTERJEE, S. TUDOR, AND T.-H. WANG
Numerical results for K
S0
∈ [0.8, 1.2], different maturities, and a wide range of
parameters are presented in Tables 1 to 6 and Figures 1 to 3. The relative error
between the Monte Carlo prices and the pricing formulas (4.7), (5.6) is also calculated
for illustrative purposes. We identify several advantages and disadvantages for using
one formula or the other:
(i) Formula (5.6) is the most computationally efficient method (3 times faster on
average than its counterpart). It can be noticed that it works well for small
volatility of volatility, namely 0 < ν < 15%, larger times to maturity, and K
S0
close to 1. Also note from the tables that (5.6) is more accurate for small values
of ν than its counterpart (4.7).
(ii) Formula (4.7) is a better approximation for options that are far ITM or OTM.
From our tests, it works well and is robust with almost any parameters.
Thus, we recommend using (5.6) for computational efficiency, when ν is small and
T > 0.5 years. For all other purposes, (4.7) is the better choice. Moreover, although
we only show results for the rough regime, i.e. H ∈ (0, 0.5), we note that both
formulas work well for all possible values of the Hurst exponent H ∈ (0, 1). Clearly,
our formulas are less accurate when H is close to 0 or 1.
6.2. Sensitivity to parameters. In order to stress test our formulas, we compute
the TVO price At-The-Money via (4.7), (5.6), and Monte Carlo simulations for a
broad range of parameters (H, ν, ρ). Namely, we consider H ∈ (0, 0.5), ν ∈ (0, 0.6),
and ρ ∈ (−1, 1). The results are presented in Figures 4 to 7. Firstly, we plot the TVO
price as a function of 2 parameters while assuming the 3rd being fixed. Secondly, we
compute and plot the relative error between our formulas and prices via Monte Carlo
trials. Note that the relative error is small, and that the price surfaces are fairly
smooth. We emphasize one more time that the approximation formulas turns out to
be highly accurate and robust to parameter variations.
7. Conclusion and discussion
Our aim of the paper was twofold. The first part derived the decomposition for-
mulas in both Itoˆ and Malliavin calculus for the price of a target volatility call under
a semiparametric model. The model considered here was semiparametric in the sense
that it is a stochastic volatility model but without specifying explicitly the volatility
process except certain technical conditions. In particular, the decomposition formula
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K/S0 MC simulation DFA (4.7) SVVE (5.6) DFA rel.err. (%) SVVE rel.err. (%)
0.8870 0.1810 0.1820 0.1790 0.5620 0.8300
0.8960 0.1760 0.1770 0.1740 0.5650 0.7660
0.9050 0.1700 0.1710 0.1690 0.5650 0.7010
0.9140 0.1650 0.1660 0.1640 0.5680 0.6300
0.9230 0.1600 0.1610 0.1590 0.5760 0.5510
0.9320 0.1550 0.1560 0.1540 0.5850 0.4670
0.9420 0.1500 0.1510 0.1490 0.5930 0.3810
0.9510 0.1450 0.1460 0.1440 0.6000 0.2920
0.9610 0.1400 0.1410 0.1400 0.6090 0.1990
0.9700 0.1350 0.1360 0.1350 0.6180 0.1010
0.9800 0.1300 0.1310 0.1300 0.6310 3 · 10−3
0.9900 0.1260 0.1260 0.1260 0.6400 0.1060
1.0000 0.1210 0.1220 0.1210 0.6450 0.2080
1.0100 0.1170 0.1170 0.1170 0.6520 0.3160
1.0200 0.1120 0.1130 0.1130 0.6580 0.4250
1.0300 0.1080 0.1090 0.1080 0.6650 0.5380
1.0410 0.1040 0.1040 0.1040 0.6810 0.6630
1.0510 0.1000 0.1000 0.1000 0.6980 0.7910
1.0620 0.0960 0.0960 0.0960 0.7130 0.9190
1.0730 0.0920 0.0920 0.0930 0.7320 1.0530
1.0830 0.0880 0.0880 0.0890 0.7560 1.1940
1.0940 0.0840 0.0850 0.0850 0.7790 1.3370
1.1050 0.0800 0.0810 0.0820 0.7980 1.4760
1.1160 0.0770 0.0770 0.0780 0.8200 1.6190
Table 1. T = 1 year, σ¯ = σ0 = 0.3, H = 0.1, ν = 0.05, ρ = −0.7, n = 252, N = 50, 000.
K/S0 MC simulation DFA (4.7) SVVE (5.6) DFA rel.err. (%) SVVE rel.err. (%)
0.8870 0.1870 0.1870 0.1980 0.3640 5.5930
0.8960 0.1770 0.1760 0.1860 0.3750 5.3020
0.9050 0.1670 0.1660 0.1750 0.3830 4.9960
0.9140 0.1570 0.1570 0.1650 0.3990 4.6590
0.9230 0.1480 0.1470 0.1540 0.4200 4.2930
0.9320 0.1390 0.1380 0.1440 0.4390 3.9020
0.9420 0.1300 0.1290 0.1340 0.4670 3.4710
0.9510 0.1210 0.1200 0.1250 0.4940 3.0110
0.9610 0.1130 0.1120 0.1150 0.5360 2.5020
0.9700 0.1050 0.1040 0.1070 0.5910 1.9470
0.9800 0.0970 0.0960 0.0980 0.6590 1.3440
0.9900 0.0900 0.0890 0.0900 0.7360 0.6980
1.0000 0.0830 0.0820 0.0830 0.8100 0.0240
1.0100 0.0760 0.0750 0.0760 0.9010 0.6980
1.0200 0.0700 0.0690 0.0690 1.0290 1.4850
1.0300 0.0640 0.0630 0.0630 1.1720 2.3100
1.0410 0.0590 0.0580 0.0570 1.3200 3.1570
1.0510 0.0530 0.0530 0.0510 1.4500 3.9990
1.0620 0.0480 0.0480 0.0460 1.5440 4.8120
1.0730 0.0440 0.0430 0.0410 1.6490 5.6350
1.0830 0.0400 0.0390 0.0370 1.6760 6.3730
1.0940 0.0360 0.0350 0.0330 1.6920 7.0830
1.1050 0.0320 0.0310 0.0300 1.7040 7.7600
1.1160 0.0290 0.0280 0.0260 1.7040 8.3850
Table 2. T = 0.5 years, σ¯ = 0.3, σ0 = 0.2, H = 0.2, ν = 0.1, ρ = 0.5, n =
126, N = 50, 000.
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K/S0 MC simulation DFA (4.7) SVVE (5.6) DFA rel.err. (%) SVVE rel.err. (%)
0.8870 0.0590 0.0590 0.0590 0.1220 0.2750
0.8960 0.0550 0.0550 0.0550 0.1480 0.0500
0.9050 0.0510 0.0520 0.0520 0.1770 0.0900
0.9140 0.0480 0.0480 0.0480 0.2100 0.1800
0.9230 0.0440 0.0440 0.0440 0.2510 0.2420
0.9320 0.0410 0.0410 0.0410 0.2900 0.2810
0.9420 0.0370 0.0370 0.0370 0.3270 0.3100
0.9510 0.0340 0.0340 0.0340 0.3470 0.3190
0.9610 0.0310 0.0310 0.0310 0.3720 0.3330
0.9700 0.0280 0.0280 0.0280 0.4030 0.3600
0.9800 0.0250 0.0250 0.0250 0.4280 0.3860
0.9900 0.0220 0.0220 0.0220 0.4540 0.4190
1.0000 0.0200 0.0200 0.0200 0.4750 0.4540
1.0100 0.0180 0.0180 0.0180 0.5180 0.5160
1.0200 0.0150 0.0150 0.0160 0.5820 0.6010
1.0300 0.0130 0.0140 0.0140 0.6870 0.7260
1.0410 0.0120 0.0120 0.0120 0.8080 0.8620
1.0510 0.0100 0.0100 0.0100 0.9440 1.0040
1.0620 9 · 10−3 9 · 10−3 9 · 10−3 1.1680 1.2160
1.0730 7 · 10−3 7 · 10−3 7 · 10−3 1.4090 1.4220
1.0830 6 · 10−3 6 · 10−3 6 · 10−3 1.6950 1.6410
1.0940 5 · 10−3 5 · 10−3 5 · 10−3 1.9920 1.8270
1.1050 4 · 10−3 4 · 10−3 4 · 10−3 2.3210 1.9920
1.1160 4 · 10−3 4 · 10−3 4 · 10−3 2.6520 2.0920
Table 3. T = 0.25 years, σ¯ = 0.1, σ0 = 0.2, H = 0.2, ν = 0.01, ρ = −0.1, n =
1000, N = 50, 000.
K/S0 MC simulation DFA (4.7) SVVE (5.6) DFA rel.err. (%) SVVE rel.err. (%)
0.8870 0.1060 0.1070 0.2270 0.4150 114.3410
0.8960 0.0970 0.0980 0.2060 0.4910 111.1060
0.9050 0.0890 0.0890 0.1840 0.6000 106.8120
0.9140 0.0800 0.0810 0.1620 0.7410 101.6220
0.9230 0.0720 0.0720 0.1400 0.9110 95.6650
0.9320 0.0630 0.0640 0.1200 1.1060 89.0010
0.9420 0.0560 0.0560 0.1010 1.2840 81.5170
0.9510 0.0480 0.0490 0.0830 1.4400 73.0650
0.9610 0.0410 0.0420 0.0680 1.5460 63.3580
0.9700 0.0350 0.0360 0.0530 1.6270 52.1260
0.9800 0.0290 0.0300 0.0410 1.6450 38.9920
0.9900 0.0240 0.0250 0.0300 1.5670 23.6580
1.0000 0.0200 0.0200 0.0210 1.4170 6.0570
1.0100 0.0160 0.0160 0.0140 1.2440 13.6380
1.0200 0.0130 0.0130 9 · 10−3 1.1050 34.9820
1.0300 0.0100 0.0110 4 · 10−3 1.1330 57.2150
1.0410 8 · 10−3 8 · 10−3 2 · 10−3 1.3070 79.4270
1.0510 7 · 10−3 7 · 10−3 0.0000 1.8090 100.5010
1.0620 5 · 10−3 5 · 10−3 −1 · 10−3 2.4430 119.3590
1.0730 4 · 10−3 4 · 10−3 −1 · 10−3 3.1990 135.0060
1.0830 3 · 10−3 3 · 10−3 −1 · 10−3 3.9620 146.7300
1.0940 2 · 10−3 2 · 10−3 −1 · 10−3 4.7080 154.2520
1.1050 2 · 10−3 2 · 10−3 −1 · 10−3 4.5320 157.2300
1.1160 1 · 10−3 1 · 10−3 −1 · 10−3 3.4290 156.1580
Table 4. T = 0.33 years, σ¯ = σ0 = 0.1, H = 0.2, ν = 0.3, ρ = 0.8, n = 1000, N = 50, 000.
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K/S0 MC simulation DFA (4.7) SVVE (5.6) DFA rel.err. (%) SVVE rel.err. (%)
0.8870 0.3510 0.3500 0.2720 0.2590 22.5760
0.8960 0.3260 0.3250 0.2540 0.2730 21.9600
0.9050 0.3010 0.3000 0.2370 0.2860 21.1880
0.9140 0.2760 0.2750 0.2200 0.3050 20.2510
0.9230 0.2520 0.2510 0.2040 0.3340 19.1350
0.9320 0.2280 0.2270 0.1870 0.3670 17.8170
0.9420 0.2050 0.2040 0.1720 0.4020 16.2770
0.9510 0.1830 0.1820 0.1560 0.4420 14.4970
0.9610 0.1610 0.1610 0.1410 0.4920 12.4620
0.9700 0.1410 0.1400 0.1270 0.5710 10.1690
0.9800 0.1220 0.1210 0.1130 0.6490 7.5740
0.9900 0.1050 0.1040 0.1000 0.7610 4.6940
1.0000 0.0890 0.0880 0.0870 0.8980 1.5140
1.0100 0.0740 0.0730 0.0760 1.0600 1.9750
1.0200 0.0610 0.0600 0.0650 1.2550 5.7620
1.0300 0.0500 0.0490 0.0550 1.4240 9.9060
1.0410 0.0400 0.0390 0.0460 1.6510 14.3050
1.0510 0.0320 0.0310 0.0370 2.0640 18.7820
1.0620 0.0250 0.0240 0.0300 2.6530 23.2990
1.0730 0.0190 0.0180 0.0240 3.2170 28.0630
1.0830 0.0140 0.0140 0.0190 3.7400 33.0650
1.0940 0.0100 0.0100 0.0140 4.5150 37.8450
1.1050 8 · 10−3 7 · 10−3 0.0110 5.7170 42.0380
1.1160 5 · 10−3 5 · 10−3 8 · 10−3 6.8570 46.2630
Table 5. T = 0.5 years, σ¯ = 0.3, σ0 = 0.1, H = 0.3, ν = 0.1, ρ = −0.7, n =
1000, N = 50, 000.
K/S0 MC simulation DFA (4.7) SVVE (5.6) DFA rel.err. (%) SVVE rel.err. (%)
0.8870 0.1310 0.1290 0.1240 0.8930 5.2680
0.8960 0.1230 0.1220 0.1160 0.9320 5.9230
0.9050 0.1160 0.1150 0.1090 0.9710 6.4040
0.9140 0.1090 0.1080 0.1020 1.0130 6.7000
0.9230 0.1020 0.1010 0.0950 1.0580 6.7990
0.9320 0.0950 0.0940 0.0890 1.1050 6.6900
0.9420 0.0880 0.0870 0.0830 1.1550 6.3690
0.9510 0.0820 0.0810 0.0770 1.2020 5.8280
0.9610 0.0760 0.0750 0.0720 1.2430 5.0650
0.9700 0.0700 0.0690 0.0670 1.2870 4.0970
0.9800 0.0640 0.0630 0.0620 1.3130 2.9180
0.9900 0.0580 0.0570 0.0570 1.3290 1.5540
1.0000 0.0530 0.0520 0.0530 1.3480 0.0470
1.0100 0.0480 0.0470 0.0490 1.3430 1.5970
1.0200 0.0430 0.0420 0.0440 1.3400 3.3050
1.0300 0.0390 0.0380 0.0400 1.3390 5.0230
1.0410 0.0340 0.0340 0.0370 1.3080 6.7200
1.0510 0.0300 0.0300 0.0330 1.2420 8.3220
1.0620 0.0270 0.0270 0.0290 1.1410 9.7400
1.0730 0.0240 0.0230 0.0260 0.9930 10.8760
1.0830 0.0200 0.0200 0.0230 0.8460 11.5500
1.0940 0.0180 0.0180 0.0200 0.6650 11.6480
1.1050 0.0150 0.0150 0.0170 0.4080 11.0400
1.1160 0.0130 0.0130 0.0140 0.0520 9.5400
Table 6. T = 1.5 years, σ¯ = σ0 = 0.1, H = 0.2, ν = 0.2, ρ = −0.5, n = 1000, N = 50, 000.
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Figure 1. TVO call price graphs for Table 1 (left) and Table 2 (right)
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Figure 2. TVO call price graphs for Table 3 (left) and Table 4 (right)
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Figure 3. TVO call price graphs for Table 5 (left) and Table 6 (right).
obtained by Itoˆ’s calculus suggested a replicating strategy for target volatility option
and an approximation formula for its price.
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In the second part of the paper, we specialized ourselves to the lognormal fractional
SABR model that was recently suggested to the literature in stochastic volatility mod-
els because of its amazing fit to the empirical data of variance swaps. In other words,
the volatility process was specified as the exponentiation of a scaled fractional Brow-
nian motion. Explicit closed form approximation formulas in this model were derived
from the decomposition formula and in the small volatility and volatility expansion.
Numerical examples from Monte Carlo simulation showed that both approximation
formulas worked well in a reasonable range of parameters. However, first order small
volatility of volatility expansion broke down in extreme parameters as shown in the
figures; whereas numerically approximation from decomposition formula passed the
tests in a wider range of parameters.
Efficient and accurate calculations or approximations of asset prices are crucial
when it comes to calibrating the parameters to market data, especially when there is a
process driven by fractional Brownian motion. The approximation formulas obtained
in the current paper make this task easy due to their simplicity and accuracy. As
market indicators, implied volatility from target volatility call options and possibly
an implied Hurst exponent from the price of target volatility options can thus be
defined accordingly. We leave all these discussions in a future research.
Acknowledgement
EA is partially supported by the Spanish grant MEC MTM2013-40782-P. THW is
partially supported by the Natural Science Foundation of China grant 11601018.
8. Appendix - Technical results
Lemma 2. Let ξ be a normal random variable with mean µ, variance σ2 and N(·)
denote the distribution function for standard normal. Then we have
E [N(ξ)] = N
(
µ√
1 + σ2
)
(8.1)
E [ξN(ξ)] = µN
(
µ√
1 + σ2
)
+
σ2√
1 + σ2
N ′
(
µ√
1 + σ2
)
(8.2)
E
[
eaξN(ξ)
]
= eaµ+
a2σ2
2 N
(
µ+ aσ2√
1 + σ2
)
(8.3)
E
[
ξeaξN(ξ)
]
= eaµ+
a2σ2
2 ×
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µ+
aσ2
2
)
N
(
µ+ aσ2√
1 + σ2
)
+
σ2√
1 + σ2
N ′
(
µ+ aσ2√
1 + σ2
)]
(8.4)
E
[
ξ2eaξN(ξ)
]
= eaµ+
a2σ2
2
[(
(µ+ aσ2)(µ+
1
2
aσ2) +
σ2
2
)
N
(
µ+ aσ2√
1 + σ2
)
+(
2µ+
3
2
aσ2
)
σ2√
1 + σ2
N ′
(
µ+ aσ2√
1 + σ2
)
+
σ4
1 + σ2
N ′′
(
µ+ aσ2√
1 + σ2
)]
(8.5)
for any constant a.
Proof. We prove only (8.3) since (8.1) is readily obtained by setting a = 0 and (8.4),
(8.5) can be obtained by differentiating (8.3) with respect to a. Consider
E
[
eaξN(ξ)
]
= E
[
eaξP [Z ≤ ξ|ξ]] = E [eaξ1{Z≤ξ}] = E [eaξ1{Y≤0}]
where Y = Z − ξ. Note that we can decompose ξ as
ξ = µ+
cov(ξ, Y )
var(Y )
(Y − E [Y ]) +
√
1− ρ2σB
where B is standard normal, independent of Y and ρ is the correlation between ξ and
Y . Indeed, in our case
ξ = µ− σ
2
1 + σ2
(Y + µ) +
σ√
1 + σ2
B.
It follows that, since Y and B are independent,
E
[
eaξ1{Y≤0}
]
= E
[
e
a
(
µ− σ2
1+σ2
(Y+µ)+ σ√
1+σ2
B
)
1{Y≤0}
]
= eaµ E
[
e
− aσ2
1+σ2
(Y+µ)
1{Y≤0}
]
E
[
e
aσ√
1+σ2
B
]
.
Finally, by straightforward calculations, one can show that the last expression is
indeed equal to the right hand side of (8.3). 
Denote by hn(·) the normalized Hermite polynomials, i.e., for n ≥ 0,
hn(x) =
(−1)n√
n!
e
x2
2
dn
dxn
(e−
x2
2 ). (8.6)
Note that since
E [hn(Z)hm(Z)] = δnm
for a standard normally distributed random variable Z, the set {hn(Z)}∞n=0 forms an
orthonormal basis for the σ-algebra generated by Z.
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Lemma 3. Let
µt =
cHBT
T
tH+
1
2 , σ2t = t
2H − c
2
H
T
t2H+1.
Then, for k ≥ 1,
E
[
(BHt )
k
∣∣BT ] = Mk(µt, σ2t ), (8.7)
E
[∫ T
0
(BHt )
kdBt
∣∣∣∣BT
]
=
ckH
√
(k + 1)!
k
(
H + 1
2
)
+ 1
T kH+
1
2hk+1
(
BT√
T
)
, (8.8)
where Mk(µ, σ
2) is the kth moment of a normal random variable with mean µ and
variance σ2. cH = is a constant. In particular, for k = 1, 2, we have
E
[∫ T
0
BHt dt
∣∣∣∣BT
]
=
2cH
2H + 3
TH+
1
2BT ,
E
[∫ T
0
(BHt )
2dt
∣∣∣∣BT
]
=
(
1
2H + 1
− c
2
H
2H + 2
)
T 2H+1,
E
[∫ T
0
BHt dBt
∣∣∣∣BT
]
=
2cH
2H + 3
TH+
1
2
(
B2T − T
)
,
E
[∫ T
0
(BHt )
2dBt
∣∣∣∣BT
]
=
c2H
2(H + 1)
T 2H+
1
2
{(
BT√
T
)3
− 3 BT√
T
}
.
Proof. (8.7) follows from straightforward calculations since, conditioned on BT , B
H
t
is normally distributed with mean µt and variance σt. For (8.8), notice that the
σ-algebra FBT is spanned by
{
hn
(
BT√
T
)}∞
n=0
, where the hn’s are the Hermite poly-
nomials defined in (8.6). Consider∫ T
0
(BHt )
kdBt =
∞∑
n=0
cnhn
(
BT√
T
)
+ ξ,
where ξ has mean zero and is orthogonal to the span of
{
hn
(
BT√
T
)}∞
n=0
. Since the
random variables
{
hn
(
BT√
T
)}∞
n=0
form an orthonormal basis, it follows that
cn = E
[∫ T
0
BHt dBt hn
(
BT√
T
)]
.
For k ≥ 1, denote by s = (s1, · · · , sk), ds = ds1 · · · dsk, dBs = dBs1 · · · dBsk , and
∆k = {s : 0 ≤ s1 ≤ · · · ≤ sk ≤ t} hereafter for notational simplicity. Notice that
since hn
(
BT√
T
)
can be written as an n-iterated Wiener integral of constant function 1
as
hn
(
BT√
T
)
=
√
n!
T n
∫
∆n
dBs,
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one can easily verify that cn = 0 for all n 6= k + 1. As for n = k + 1, we have
ck+1 = E
[∫ T
0
(BHt )
kdBt hk+1
(
BT√
T
)]
=
√
(k + 1)!
T k+1
k! E
[∫ T
0
∫
∆k
K(t, s)dBsdBt
∫ T
0
∫
∆k
dBsdBt
]
=
√
(k + 1)!
T k+1
k!
∫ T
0
∫
∆k
K(t, s)dsdt
=
√
(k + 1)!
T k+1
∫ T
0
(∫ t
0
K(t, s)ds
)k
dt
= ckH
√
(k + 1)!
T k+1
∫ T
0
tk(H+
1
2)dt
= ckH
√
(k + 1)!
T k+1
T k(H+
1
2)+1
k
(
H + 1
2
)
+ 1
=
ckH
√
(k + 1)!
k
(
H + 1
2
)
+ 1
T kH+
1
2 ,
where in the third equality we used the property that, for any given deterministic
function f(s) defined on ∆k,
E
[∫
∆k
f(s)dBs
∫
∆k
1dBs
]
=
∫
∆k
f(s)ds
obtained by iteratively using Itoˆ’s isometry. We conclude that
E
[∫ T
0
(BHt )
kdBt
∣∣∣∣BT
]
= ck+1E
[
hk+1
(
BT√
T
)∣∣∣∣BT
]
=
ckH
√
(k + 1)!
k
(
H + 1
2
)
+ 1
T kH+
1
2hk+1
(
BT√
T
)
.

Lemma 4. For t < r, conditioned on Ft, BHr is normally distributed with mean
m(r|t) and variance v(r|t) given respectively by
m(r|t) =
∫ t
0
K(r, s)dBs, v(r|t) =
∫ r
t
K2(r, s)ds.
Proof. Consider the characteristic function of BHr conditioned on Ft
Et
[
eiuB
H
r
]
= eiu
∫ t
0 K(r,s)dBsEt
[
eiu
∫ r
t
K(r,s)dBs
]
= eiu
∫ t
0 K(r,s)dBsE
[
eiu
∫ r
t
K(r,s)dBs
]
= eiu
∫ t
0 K(r,s)dBs−u
2
2
∫ r
t
K2(r,s)ds.
It follows that, conditioned on Ft, BHr is normally distributed with mean and variance
given by m(r|t) and v(r|t) respectively. 
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8.1. Proof of Corollary 2. We calculate each individual expectation in Theorem 4
in the following. For the first order term, we calculate the two terms separately:
E
[
Cww
(1)
T
]
= E
[
CwY
2
0 2
∫ T
0
BHt dt
]
= 2Y 20 E
[
CwE
[∫ T
0
BHt dt
∣∣∣∣BT
]]
= 2Y 20
2cH
2H + 3
TH+
1
2 E [Cw BT ] ,
where in passing to the second equality we used the fact that Cw is FBT -measurable
and in passing to the last equality we used (8.7) with k = 1. For the other term,
E
[
Cx ξ
(1)
T
]
= E
[
Cx
{
ρY0
∫ T
0
BHt dBt −
ρ2
2
w
(1)
T
}]
= ρY0E
[
Cx E
[∫ T
0
BHt dBt
∣∣∣∣BT
]]
− ρ2Y 20 E
[
Cx E
[∫ T
0
BHt dt
∣∣∣∣BT
]]
=
2cHρY0
2H + 3
TH+
1
2E
[
Cx
{
B2T − T − ρY0BT
}]
,
where in passing to the second equality we used the fact that Cx is FBT -measurable
and in passing to the last equality we used (8.7) and (8.8) with k = 1. Furthermore,
since C satisfies Cw =
1
2
(Cxx − Cx), the first order term becomes
E
[
Cxξ
(1)
T + ρ¯
2Cww
(1)
T
]
=
2cH
2H + 3
TH+
1
2E
[
2ρ¯2Y 20 Cw BT + ρY0Cx
{
B2T − T − ρY0BT
}]
=
2cH
2H + 3
TH+
1
2E
[
ρ¯2Y 20 CxxBT − Y 20 CxBT + ρY0Cx
{
B2T − T
}]
.
By a similar argument, we can calculate:
E
[
w
(1)
T C
]
= 2Y 20
2cH
2H + 3
TH+
1
2
(
E
[
BT e
ξ
(0)
T N(d1)
]
− E [BTN(d2)]
)
Hence, the price of a TV call to the first order of ν is:
TVO =
σ¯K
Y0
C(X0, Y
2
0 T ) +
5∑
j=1
κjEj +O(ν2),
where
κ1 =
√
2
π
cHKν
√
1− ρ2σ¯TH
2H + 3
κ2 =
2cHKνσ¯T
H− 1
2
(2H + 3)Y0
κ3 = −2cHKνσ¯T
H− 1
2 (ρ2Y 20 T + 1)
(2H + 3)Y0
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κ4 =
2cHKνρσ¯T
H+ 1
2
2H + 3
κ5 = −2cHKνρσ¯T
H+ 3
2
2H + 3
E1 = E
[
BT e
− d
2
2
2
]
E2 = E [BTN(d2)]
E3 = E
[
BT e
ξ
(0)
T N(d1)
]
E4 = E
[
B2T e
ξ
(0)
T N(d1)
]
E5 = eX0N(d1),
and
d1,2 =
X0√
Y 20 T
± 1
2
√
Y 20 T .
Finally, by applying the identities in Lemma 2 and straightforward but tedious cal-
culations, we obtain the small volatility of volatility expansion up to the first order.
Note that the formula can be easily implemented numerically.
8.2. Proof of Lemma 3. Recall that
Mt =
∫ T
0
Et
[
Y 2r
]
dr
is a martingale. By applying the Clark-Ocone formula (assume we can), we have
Mt = E [Mt] +
∫ t
0
Es
[
DBs MT
]
dBs.
We calculate Es
[
DBs MT
]
as follows. Notice that for the fSABR and for s < t
DBs Yt = νYtK(t, s),
where K(t, s) is the kernel defined in (4.1). Hence,
DBs MT =
∫ T
0
DBs (Y
2
r )dr
=
∫ T
s
DBs
(
Y 20 e
2νBHr
)
dr
(
∵ DBs Yr = 0 ∀r < s
)
= 2ν
∫ T
s
Y 2r D
B
s (B
H
r )dr
= 2ν
∫ T
s
Y 2r K(r, s)dr.
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Thus,
Es
[
DBs MT
]
= 2ν
∫ T
s
Es
[
Y 2r
]
K(r, s)dr.
Moreover, we have
d〈M〉t = 4ν2
(∫ T
t
Et
[
Y 2r
]
K(r, t)dr
)2
dt
d〈X,M〉t = 2νρ
(
Yt
∫ T
t
Et
[
Y 2r
]
K(r, t)dr
)
dt.
Finally, since conditioned on Ft the fractional Brownian motion BHr is normally dis-
tributed with mean and variance given by m(r|t) and v(r|t) in Lemma 4, we have
Et
[
Y 2r
]
= Y 20 Et
[
e2νB
H
r
]
= Y 20 e
2νm(r|t)+2ν2v(r|t).
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