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A liquid crystal continuum modeling framework for icosahedra bacteriophage viruses is developed
and tested. The main assumptions of the model are the chromonic columnar hexagonal structure of
confined DNA, the high resistance to bending and the phase transition from solid to fluid-like states
as the concentration of DNA in the capsid decreases during infection. The model predicts osmotic
pressure inside the capsid and the ejection force of the DNA as well as the size of the isotropic
volume at the center of the capsid. Extensions of the model are discussed.
Double-stranded (ds)DNA bacteriophages are of re-
newed interest due to their use in medicine [1, 2] and
biotechnology [1]. Icosahedral bacteriophages consist of
a protein capsid with icosahedral symmetry whose as-
sembly is followed by the packing, by a molecular mo-
tor, of a single naked dsDNA molecule [3]. The DNA
molecule inside the viral capsid is found under extreme
concentration and osmotic pressure. At the time of infec-
tion the DNA is released by a mechanism that suggests
a phase transition, possibly into a ’liquid-like’ state [4–
6]. Both processes, packing and releasing of the genome,
are highly dependent on how the DNA molecule folds in-
side the viral capsid; however our understanding of this
folding remains very limited.
The concentration of the DNA molecule inside the viral
capsid is between 200 and 800 mg/ml [7] and the esti-
mated osmotic pressure ranges between 40 and 60 atmo-
spheres [8, 9]. Three factors contribute to the excess pres-
sure found inside the viral capsid: the decrease in entropy
associated with the confinement imposed by the capsid,
the high resistance of the DNA molecule to bending be-
yond its persistence length and the self-repulsion of the
DNA molecule [10]. Experimental and theoretical studies
acquired over the last 30 years [4, 11–16] have shown that
under such conditions the DNA molecule forms a colum-
nar hexagonal liquid crystal phase. In particular, liquid
crystalline phases in bacteriophages were first proposed
in [7], with an explicit reference to hexagonal packing
made in [17] and since then, consistent data have been
accumulating [13, 18–20].
A number of theoretical models, based on experimental
and/or simulation data, have been proposed to describe
the folding of the DNA molecule inside the bacteriophage
capsid (e.g.[4, 12, 21–25]) with only few attempts to de-
scribe the DNA molecule in a liquid crystalline phase
[20, 26]. These attempts however were based on energy
fields originally proposed for modeling DNA molecules
in free solution [13, 20, 24, 27–32] and do not provide
adequate description of DNA inside the phage capsid.
In this article, we use cryo-electron microscopy (cryo-
EM) data, the hexagonal chromonic liquid crystal struc-
ture of the packed DNA [17], and the continuum theory
of liquid crystals to build a new model of DNA folding
inside the viral capsid. The final packed structure of the
FIG. 1. DNA density of bacteriophage T5. The graph shows
the radial density distribution of DNA inside the viral capsid.
The dashed line shows the density of an empty capsid. Figure
reproduced from [38]
DNA molecule corresponds to an energy minimizing con-
figuration of the energy proposed below.
Our model assumes that the hydrated DNA fills the
entire volume of the capsid [33] hence two relevant pa-
rameters are the molar c and volume cv concentration
of DNA. We take the customary point of view that the
DNA molecule is a semiflexible elastic polymer charac-
terized by the persistence length Lp which is about the
size of the radius of the capsid. Since Cryo-EM data
for most bacteriophages present multilayered spooling-
like configurations on the outer layers of the packed
genome [11, 21, 22, 34–37] we assume that the hexag-
onal chromonic structure provides a geometric scaffold-
ing that sustains the trajectory of the DNA molecule.
The decreasing available volume during DNA packing in-
duces an extreme bending on the DNA molecule whose
bending resistance prevents the hexagonal ordering from
completely filling the capsid, so an inner core of disor-
dered/isotropic DNA is assumed to form (See Figure 1)
[34–37]. CryoEM data also suggest an axisymmetric cap-
sid with parallel and meridian arrangements of the DNA
molecule. Data at our disposal include: (1) cryoelec-
tron images of the bacteriophage exhibiting capsid shape
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2and protein core, the size and shape of the disordered
region, the volume V of the capsid and the DNA density
graphs that allow us to obtain the number, M , of concen-
tric layers [34–37]; (2) ordering of the DNA molecule at
the boundary as promoted by the capsid [12, 21, 22, 36];
(3) DNA effective diameter d and genome length L; (4)
pressure measurements as well as speeds of DNA ejection
[8, 11, 39–41].
To make our model precise, we assume that the capsid
corresponds to a bounded, discretely axisymmetric re-
gion B ∈ R3 with ∂B representing the piecewise smooth,
faceted, viral capsid. We let l0 > 0 denote the length
of the axis that connects the location of the connector
with its antipodal site in the viral capsid. Let Ω0 ⊂ B
denote the isotropic region of the capsid, also taken to
be axisymmetric with respect to l0 and Ω := B \ Ω0,
nonempty, denote the region occupied by the hexago-
nal chromonic liquid crystal phase. A piecewise smooth
curve r = r(s), s ∈ [0, L], describes the axis of the DNA.
Note that, in general, the size of Ω0 is an unknown of the
problem.
The model of hexagonal chromonic liquid crystals that
we present corresponds to that of de Gennes in the case
of small distortions ([42], sec.7.1). A triple of linearly
independent unit vectors n,m,p represents the uniaxial
nematic director, along the direction tangent to the axis
of the DNA molecule, and two local directions of order-
ing, respectively. The vectors m and p correspond to the
lattice vectors of the columnar phase and account for the
meridian and parallel arrangements. We will assume that
the three vectors are almost mutually perpendicular in
the sense made precise by the energy described below. In
an energy minimizing configuration, these directions will
be determined from their corresponding boundary values,
that is, the filament organization in the contact with the
capsid. Two complex valued functions ψ = ρeiqω and
γ = ρeiqϑ account for the density of ordered material
and describe the space filling conformation. Specifically,
ρ ≥ 0 gives the packing density of the layered molecules
(ρ = 0 corresponds to disordered DNA) along the two
preferred directions. The real number q corresponds to
the frequency of the layers with d = 2pi/q representing
the the effective diameter of the DNA and interlayer dis-
tance.
The chromonic structure is described by a discrete 2-
family of level surfaces (see Figure 2)
{Sim}
M
i=0 : ω(x) = id, {Sjp}
P
j=0
: ϑ(x) = jd (1)
where M and P = [ l0d ] (with brackets indicating the in-
teger immediately below the value of the quotient) are
nonzero positive integers. The first family corresponds
to spheres concentric with the capsid while the second
are the planes defined by z =constant. As part of sat-
isfying the boundary conditions of the problem, we take
S0m ≡ ∂B, with j = 0 corresponding to the parallel sur-
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FIG. 2. This is a schematic representation of the level sufaces
ω=constant, ϑ= constant, whose intersections provide the
scaffolding that supports the DNA filament.
face z = − l02 . These choices correspond to a spooling
direction starting on the lower part of the capsid surface.
The family of intersecting curves Ci,j = Sim ∩ Sjp, 0 ≤
i ≤ M, 0 ≤ j ≤ P, give the location of the axis of the
DNA molecule in the capsid and its ordering determines
the direction of DNA spooling in the capsid. The final
outcome, however, is independent of the ordering choices.
We propose that the total energy is given by the sum of
the ordered chromonic phase plus the disordered isotropic
core Ω0 and a surface energy penalizing the interface be-
tween the two:
E =
∫
Ω
FChr dx+ νVol(Ω0) + σArea(∂Ω0), with (2)
FChr = FN(∇n,n) + FN(∇m,m) + FN(∇p,p) + Cd
(|∇ψ − iqψm|2 + |∇γ − iqγp|2)+ FRlx(n,p,m) (3)
FN(∇n,n) = k1(∇ · n)2 + k2(n · ∇ × n)2 + k3|n× (∇× n)|2 + (k2 + k4)(tr (∇n)2 − (∇ · n)2) (4)
FRlx(n,m,p) = A(m · n)2 +B(m · p)2 + C(n · p)2. (5)
Not all the terms in the energy are relevant to the con- tinuum theory. Assuming that k1 and k2 diverge near
3the phase transition to the hexagonal phase leads to a
pure bending distortion at the limit ([42], sect 7.1; [43],
page 315). The bending modulus is taken to be that of
a semiflexible polymer in confinement, k3 = KBTLpI
−1.
I is the geometric moment of inertia with respect to the
capsid axis. The value of I depends on the distance of
the DNA molecule to to the capsid axis, and so, it ac-
counts for the increase in bending resistance as the axis
l0 is approached. For simplicity, we associate the Oseen-
Frank energy function FN (∇n,n) to the director fields
m and p, expressing, in particular, high resistance to
bending, to ensure a solid-like packing in the ordered
region. This corresponds to the assumption that the fila-
ment properties also determine the geometry of packing.
As for lyotropic liquid crystals, the energy density ν of
the isotropic phase is assumed to be a function of the
molar concentration c. Specifically, we use the approxi-
mate expressions derived by Onsager for lyotropic liquid
crystals, that in large concentration regimes [44] take the
form: ν = KBT ln(c
2 − 458 + c−2) − 1. The surface en-
ergy density σ = KBT
0.257
Lpd
is based on the Onsager’s
theory and derived in [45] for such regimes. (Approx-
imations appropriate to low concentration regimes can
also be found in the aforementioned references). The
quantity Cd corresponds to the compressibility modulus.
The volume concentration cv, which measures how much
of the capsid volume is occupied by DNA, together with
the observation that the genome tends to fill the entire
capsid [46] leads us to assume that Cd = Cd(cv) satisfying
Cd(0) = 0, C
′
d(cv) > 0 and limc→1− Cd(cv) = +∞, the
latter enforcing an idealized perfect packing structure at
the limit of high concentrations. Note that these assump-
tions on Cd encode the phase transition solid to liquid-like
behavior since the contribution of the chromonic phase
will decrease as cv decreases at the time of infection. The
energy (5) allows for the relaxation of the orthogonal-
ity constraints between pairs of vectors n,m,p. The
positive constants A,B,C are then taken to be larger
than the maximum dimensionless parameter of the en-
ergy. The combination of the energy terms (4) and (5)
is analogous to the Ginzburg-Landau energy governing
many condensed matter processes [47].
The role of the capsid proteins in promoting ordering
of the DNA molecule dictates the choice of boundary con-
ditions of the problem. If m0 denotes the normal vector
to ∂B at a point x ∈ B (where the normal is well de-
fined) and n0 the unit tangent to the axis of the DNA at
x, we take p0 := n0×m0; note that n0,m0 and p0 form
the local Fre´net-Serret system associated with the curve
through x and serve as Dirichlet boundary conditions for
the unknown fields n,m and p. In addition, we require
∂ω
∂m = q and
∂ϑ
∂p = q at x; this corresponds to an idealized
perfect packing on the capsid surface.
In the case that the disordered core Ω0 is a fixed region
and the Frank constants, ki, satisfy coercivity inequali-
ties, standard methods of calculus of variations yield ex-
istence of a minimizer of the energy subject to the previ-
ously stated boundary conditions [48]. This configuration
is piecewise smooth except for a discrete collection of sin-
gular points where n = 0. These correspond to defects of
the Oseen-Frank theory. Consequently, the level curves
Cij are piecewise smooth.
The reconstitution of the trajectory of the dsDNA
molecule is achieved by subsequently solving the ini-
tial value problem for the ordinary differential equation
r′(s) = n(r(s)), |n| = 1, s ∈ [0, l] with r(0) = r0, where
r0 represents the location of the attached filament tip at
the entrance of the capsid. The solution curve r(s) de-
scribing the trajectory of the DNA axis is piecewise differ-
entiable and provides the parametrization of the curves
Ci,j ; it becomes singular at the liquid crystal defect lo-
cations n = 0. The latter are also the sites where the
filament transitions from the curve segment Ci,j to either
Ci,j+1 or Ci+1,j , following the direction of spooling.
Filament crossings within a curve segment Ci,j also cor-
respond to liquid crystal defects. These include: (a) dis-
locations, points with ρ = 0, where two or more layers
of the same family come into contact allowing the fila-
ment to break the order of transition from Ci,j to Ci+1,j ;
(b) point defects where the curve becomes singular and
filament contacts may take place to perform a crossing;
(c) point defects of order ± 12 where the filament loses
orientation [49]. With the model in hand we address two
key questions about the bacteriophage structure: (1)the
osmotic pressure, and (2) the size of the isotropic region.
The calculation of the Cauchy stress tensor T associated
with the total energy (2) follows a standard variational
approach, formally expressed as T = δE/δx are standard.
The pressure near the surface of the capsid is then given
by P = νTTν, with ν denoting the unit outer normal to
the surface that on each tested conformation (TABLE I)
has the form
P (r) =
Lp
pir5
· RgTρDNA
MDNA
with r = 1,
where Rg is the universal gas constant; T = 310K is
the temperature; ρDNA is the density of (ds)DNA, and
MDNA its molar mass. (The ejection force at each point
corresponds to the tangential component of Tν). The
fifth column in Table II shows the predicted pressures.
They fall within the range of the experimentally mea-
sured forces on the capsid [8, 41], with bacteriophages
T4 and T5 having smaller values.
Next we estimated the size of the disordered (isotropic)
core. In this study we assume that the capsid has the
shape of a sphere equally truncated at the poles, with
DNA spooled around its distinguished axis, with cylin-
drically arranged layering. We prescribe the vector fields
according to the geometry, so that n = eθ,m = −er and
p = ez, with layer locations given by the level surfaces
of ω and γ (1), and such that m = q∇ω and p = q∇θ.
Substituting these fields into (3), we minimize the result-
4Virus Lp d c L (nm) R (nm) r0/R
T4 1.32 0.06 21.37 55047.6 40.0 0.5500
T5 1.39 0.07 17.85 39423.8 42.0 0.4286
T7 2.03 0.10 18.17 12932.0 26.05 0.5889
15 1.9 0.09 13.98 12846.0 28.37 0.5735
TABLE I. Physical measurements of four different bacterio-
phages.The symbol LP denotes the persistence length of a
DNA chain of length L, effective diameter d, molar concen-
tration c in a sphere-like capsid of radius R with a measured
radius r0 of the disordered core. T4 [50, 51]; T5 [36]; T7 [21];
15 [37].
ing energy (2) with respect to the unknown isotropic core
radius r0. TABLE II shows the the data used in these
calculations (column 2), the predicted value (column 3)
and the estimated error(column 4).
Ou proposed model can be easily extended to incor-
porate other assumptions and data. First the model is
purely geometrical and mechanical, although it implic-
itly accounts for electrostatic repulsion and ionic effects
by incorporating the value of the effective diameter of the
DNA under confinement. A model explicitly accounting
for electrostatic and ionic effects, including those of the
environment, and that may predict higher values of the
pressure, is currently being developed by the authors.
Second as a consequence of the unit director length con-
straint, the curve r(s) must satisfy |r′(s)| = 1, which
states that the DNA filament is inextensible. However,
there is evidence that under certain conditions, DNA may
stretch to the point of breaking down its double helix
structure (reviewed in [52]). In future work, the con-
straint of unit director length will be relaxed by including
the penalty term (|n(x)|2−1)2. Third, the model also al-
lows for departure from the deterministic packing by the
incorporation of appropriate random noise terms which
will help explain the formation of knots in some bacte-
riophages [28, 29]. Fourth, the description of the capsid
domain can also be modified to cases when the protein
complex that includes the molecular motor protrudes in-
side the volume determined by the capsid. Fifth, our
model is also amenable to be combined with parameter
determining optimization methods, making it appropri-
ate to broader designing features required in applications
in medicine and biotechnology. Sixth, chiral configura-
tions can also be treated extending the current model to
include chiral effects in the energy and taking into ac-
count the imprinted protein twist configurations on the
boundary of the capsid. Finally, the present model ne-
glects thermal effects that may be relevant to certain type
of viruses (e.g. the human Herpes HSV-1) that will be
addressed in future works.
Virus Measured Core Size Predicted Core Size Error P(atm)
T4 0.5500 0.5348 2.76% 28.70
T5 0.4286 0.4268 0.40% 30.17
T7 0.5889 0.5712 3.00% 44.02
15 0.5735 0.569 0.639% 40.41
TABLE II. Predicted size of the disordered phase and osmotic
pressure for different bacteriophages. The table lists the mea-
sured and predicted radii of the isotropic for several viruses.
The values are scaled by the corresponding capsid radii as
listed in Table I, The percentage error is the difference be-
tween the measured and predicted size of the isotropic phase,
divided by the measured core size. In the calculation for T5
and 15, the expressions of the material parameters ν [44] and
σ [53] correspond to the approximation in the low concentra-
tion regime. The evaluations for the other entries in the table
are taken at the high concentration limits [54–56]. The last
column lists the pressure calculated near the capsid boundary.
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