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Abstract 
 
Recently, a deep learning, Fully Convolutional Neural Network (FCN) has been widely studied because it can demonstrate promising 
results in the application of detection of objects in an image or video. Hence, the FCN approach has been proposed as one of the solution 
methods in mitigating the issues pertinent to Malaysia’s road lane detection. Previously, FCN model for lane detection has not been test-
ed in Malaysian road conditions. Therefore, this study investigates the further performance of this model in the Malaysia. The network 
model is trained and validated using the datasets obtained from Machine Learning NanoDegree. In addition, the real-time data collection 
has been conducted to collect the data sets for the testing at the highway and urban areas in Malaysia. Then, the collected data is used to 
test the performance of the FCN network in detecting the lane markings on Malaysia road. The results demonstrated that the FCN meth-
od is achieving 99% of the training and validation accuracy. 
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1. Introduction 
An intelligent vehicle with the implementation of an intelligent 
system such as an Advanced Driver Assistant System (ADAS) is 
designed to assist the driver in improving the driving process and 
vehicle collision. Correspondingly, lane detection is a part of the 
intelligent vehicle systems which can be used in ADAS [1]. Lane 
detection can be defined as the operation to display the location of 
the lane markers on the road into an intelligent system [2]. It is a 
challenging task due to the variety of road and weather conditions 
while driving. 
The conventional method of lane detection mostly utilises a hand-
crafted technique to extract the features. The extraction is a better 
technique for the network's training, yet it is time-consuming. 
While, the deep neural networks do not necessary for the imple-
mentation of hand-crafted features combined in a model-based 
approach. In contrast, a deep neural network does not require the 
implementation of hand-crafted features. It is because during 
training, the network is able to learn the features representation 
from the input images [3]. Practically, some approaches used the 
point cloud/top view images as the training dataset which pro-
duced clear and uncluttered views of the lane images with mini-
mum noise. However, this camera configuration only yields the 
optimum view of the lane markings. Thus, this study used a front-
facing camera to perform the lane detection as it can capture the 
whole front facing scene, including all possible, clutters. This step 
provides more information about the road scene images for the 
network to learn. 
Over the decades, several deep learning methods for lane detection 
had been utilised such as Siamesed Fully Convolutional Networks 
(s-FCN-loc) based on the VGG-net architecture [4]. The authors 
focused on exploiting RGB-channel images, and semantic contour 
maps. Next, in [3] presented an implementation of a deep neural 
network to estimate the lane positions that operates on images 
from laterally-mounted down-facing cameras. Subsequently, pre-
vious researchers performed road detection using point cloud top-
view images using only Light Detection and Ranging (LIDAR) 
data. Other than that, there have also been a variety of convention-
al image processing methods utilised in road lane detection such 
as Hough Transform [5, 6], Kalman Filter [7], Vanishing Point [5, 
8], Edge Detection [9], etc. In [5] proposed a combination of the 
Hough Transform and the Vanishing Point technique in highway 
lane detection. It is succeeded in the implementation of road trian-
gle extraction, the road-width calculation for scale factor determi-
nation and the Region of Interest (ROI) for detection of the road 
boundary. In [6] also proposed the same method with the addition 
of a comparative study between the Standard Hough Transform 
(SHT) and the Randomized Hough Transform (RHT).  
This paper proposes a Fully Convolutional Neural Networks 
(FCN) method in detecting the lane markings on Malaysian roads. 
It took the arbitrary size of the input road lane images and detected 
the pixel-wise version of this images by using a semantic segmen-
tation process. It is also consisted of extracting and detecting the 
lane features in a pixel of the images. Even though previous stud-
ies, to the best of our knowledge, it has not been tested under Ma-
laysian road conditions yet. Therefore, the main contribution of 
this paper is to propose the extraction of the full-scale features for 
semantic segmentation using the existing FCN model and to fur-
ther investigate the performance of the model by testing the net-
work under Malaysian road conditions. The training datasets were 
obtained from the Machine Learning NanoDegree [10]. The da-
tasets for the network’s testing process consisted of various type 
of road conditions collected from the real-time data collection. 
The results showed that the FCN method can indeed detect the 
target lane on the road.  
This paper is structured as follows: In Section 2, the methodology 
that applied in this study is explained. Then, the experimental and 
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modeling results are discussed in Section 3. Finally, the conclu-
sions and the future works are drawn in the last section. 
2. Methodology  
2.1. Datasets 
The training and validation datasets were obtained from the Ma-
chine Learning Nanodegree [10]. The input image datasets were 
RGB images with 720 pixels on the y-axis and 1280 pixels on the 
x-axis, with a frame rate of 30 (frames per second) fps. The varia-
bility of the road conditions in the datasets were varied in term of 
time, places and weather. Thus, the datasets contained images with 
the scenes of rainy and cloudy days, traffic, curvy roads, intersec-
tions, and constructions areas. 
On the other hand, for the testing datasets, the data acquisition was 
acquired from the forward-facing camera. As shown in Figure 2, 
the e-CAM21_CUMI1290_MOD camera model produced RGB 
images with 30 fps and 270p (1280x720) HD pixels of dimensions 
[11]. The camera is mounted on the rear-view mirror inside the 
vehicle, so that it can capture the highway and urban areas with 
variability in the environmental conditions. 
 
 
Fig. 1: In-vehicle sensor 
 
 
Fig. 2: e-CAM21_CUMI1290_MOD camera models 
2.2. Fully Convolutional Neural Network (FCN) Archi-
tecture 
 
Fig. 3: Fully Convolutional Neural Network Architecture 
 
FCN is most commonly utilised to detect information regarding 
images. The main advantage of FCN is that it has demonstrated 
promising results in terms of accuracy of performance. The archi-
tecture of FCN is per shown in Figure 3 [12]. According to the 
figure, FCN consisted of several layers which are convolutional, 
max pooling, normalization, dropout, deconvolutional, and un-
pooling layers. FCN emphasises the requirement of the target 
object’s shape and location by using a segmented image, which is 
taken from the original image. The input layer consists of raw 
RGB data images with dimensions of 1280x720 HD pixels. Every 
single image has its own mask. Mask is a monochrome image, 
whereby each group of the objects in the images is determined by 
a particular range number of colour [12]. The colour range for 
images is basically from 0 until 255. In this study, the images are 
divided into two groups which are lane and background. 
Firstly, the input image consists of the raw data image of the lane 
road is inserted into the FCN network. The next stage is to go 
through the image pixel by pixel and compare with the masking 
image (expected output) to determine, whether they are match or 
otherwise. In the first layer which is the convolutional layer, the 
image is filtered using a kernel filter to find the specific feature of 
the desired output. It contains 64 filters with 7 strides. The next 
convolutional layer had a filter with the size of approximately half 
of the previous convolutional layer.  
The resulting image then goes through the pooling layer to shrink 
the image size. The pooling layer that applied in this network was 
2x2 with 3x3 of a kernel size. The size shrinking process is im-
portant to reduce the computational time of the network. The nor-
malization and dropout layer are added to increase the accuracy of 
the network, while the unpooling and the deconvolutional layers 
are to resize the processed image back to its initial size. The acti-
vation function consisting of Rectified Linear Units (RELU) is 
applied in the network model. In addition, the dropout is also ap-
plied to the network with the value of 0.2, so as to overcome the 
overfitting problem. The arbitrary dropout turns off a fraction of 
the neurons during the training step and decreases the dependency 
on the training set by a certain amount. The input images pass all 
the network layers one after another and the resulting output is 
compared with its mask image using the loss function.  
Subsequently, the weights were updated to the optimum values 
required by the network. The last process was the testing operation 
to evaluate the accuracy of the detection in the network. In addi-
tion, the data that was used in the testing process was not included 
in the training dataset. Last but not least, the network was evaluat-
ed based on the accuracy and loss of the training and validation of 
the network. 
3. Results and Discussion  
The proposed network was trained using open source Tensor flow 
from the deep learning library with a batch size of 64 and 10 
epochs. The training and validation datasets were obtained from 
the Machine Learning Nanodegree [10]. The datasets for testing 
were acquire from a real-time data collection using a camera 
mounted above the rear-view mirror of the vehicle and pointing 
forwards. Both datasets had a resolution of 720x1280 pixels. The 
target scenarios of the dataset included highway-night, urban-night, 
highway-day, and urban-day in Malaysia. Table 1 presents the 
detection accuracy and loss of training and validation of the net-
work model. The training and validation accuracy both obtained 
almost the same value, which was 99% with a training loss is 
0.0323 and validation loss of 0.0278. 
 
Table 1: Results of training and validation 
 Accuracy Loss 
Training 0.9900 0.0323 
Validation 0.9922 0.0278 
 
 
Fig. 4: Plot of accuracy during the training of the FCN network 
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Fig. 5: Plot of loss during the training of the FCN network 
 
Figure 4 and Figure 5 show that the training accuracy and training 
loss were synchronised with the validation accuracy and validation 
loss. Therefore, the model was not overfitting as there was not 
much gap between the training and validation accuracy even 
though the validation loss and validation accuracy were non-linear. 
In addition, the network model performance was capable of lane 
detection since there was a slight loss between the validation loss 
and the training loss.  
Therefore, even though only using the datasets from MLND for 
training and validation and the datasets of the Malaysian roads for 
testing only, the network was still can found to perform well. It 
was able to detect the Malaysian road lane markings even though 
the network had not learned or trained for the Malaysian road 
conditions. Hence, the Fully Convolutional Neural Network model 
was found capable of detecting the road lanes in Malaysia. Figure 
6 (a) to Figure 6(g) present the lane detection results for a variety 
of lighting and road conditions. This figure shows the detected 
lanes of the road which are represented as a green surface colour. 
 
 
(a) Existence of shadow 
 
 
(b) The existence of a sign marking on the road 
 
 
(c) Vehicle overtaking 
 
(d) Slightly curve road 
 
 
(e) Different color of the road 
 
 
(f) Vehicle overtaking at night 
 
 
(g) The existence of shadow at night 
Fig. 6: Lane detection results. (a) The existence of shadow (b) The exist-
ence of a sign markings on the road (c) Vehicle overtaking (d) Slightly 
curved road (e) Different colour of the road lane (f) Vehicle overtaking at 
night (g) The existence of shadow 
 
Based on the results, the validation and training loss found by this 
study were larger than the previous study as depicted in Table 2. 
As stated by [10], the model has some weaknesses including los-
ing the right side of the lane at the one point. In addition, even 
though this model has given promising results when testing on 
actual Malaysian roads, further experiment and collection of data 
needs to be added to improve the model accuracy. In the opinion 
of the authors, the accuracy also can be further enhanced by com-
bining the current FCN with an image processing method. 
 
Table 2: The performance comparison of the proposed study with the 
previous work 
 FCN With Malaysia’s 
Road Lane Testing Da-
taset 
FCN Without Malay-
sia’s Road Lane Testing 
Dataset 
Training loss 0.0323 0.0046 
Validation loss 0.0278 0.0048 
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4. Conclusion  
This paper presents a deep learning approach namely Fully Con-
volutional Neural Network (FCN) for Malaysia road lane detec-
tion. The training and validation datasets during the modeling 
process are taken from Machine Learning NanoDegree (MLND), 
while the testing datasets are obtained from the raw images of 
Malaysia road lane. The ability of FCN model in detecting Malay-
sia road lane mark is evaluated according to the training and vali-
dation accuracies, and training and validation losses. The model 
achieved 99% of accuracy for both training and validation. More-
over, the network produced 0.0323 and 0.0278 of training and 
validation losses. These results proved that the FCN network 
model is able to detect the Malaysian road lane, even though the 
network has not been learned or trained with the Malaysia road 
conditions. In future work, for further enhancement of the network 
model, the combination with other methods such as image pro-
cessing in the modeling process is suggested. 
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