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Various environmental regulations put ever stringent requirements on the automotive industry as a part
of solution to the problem of global warming and climate change. In Europe, the upcoming Euro 6
standard that will come into force on September 1, 2014 demands reduction in NOx emissions from cars
and vehicles intended for transport by more than 50% compared to the current standard. The urea-water-
solution (UWS) based selective catalytic reduction (SCR) is currently the most promising method for
fulﬁlling these requirements. In principle, the UWS spray is injected into a hot exhaust gas stream
preceding the SCR catalyst and ammonia is generated through series of chemical reactions. Then, the
generated ammonia acts in various deNOx reactions as a reductant.
This paper investigates application of numerical modeling in the area of environmentally friendly
technology of mobile SCR as a green engineering measure to reduce pollution in the road transport
sector. Within this work the mathematical model of surface tension has been developed and compared to
analytical expression for isothermal droplet spreading. Furthermore, this model was incorporated into
the wall ﬁlm module of the commercial computational ﬂuid dynamics code FIRE for description of urea-
water-solution injection into hot exhaust gases of diesel engine and compared to experimental data.
Results of the conducted numerical study support the feasibility of commercial application of the pre-
sented model.
© 2014 Elsevier Ltd. All rights reserved.1. Introduction
Transport is one of the most challenging sectors when
addressing energy security and climate changes (Liu et al., 2013).
Preferred option for accomplishing goals of cleaner production is
through improved governmental policies (Klemes et al., 2012), one
of them being European emission standards. Strict requirements of
the upcoming Euro 6 (Regulation (EC) No 715/2007) standard can
only be met by a combination of new exhaust gas aftertreatment
and advanced engine technologies. For the commercial diesel en-
gines, this means the use of common rail fuel injection systems
with pressures of up to 2500 bar, charging pressures of 4 bar and
exhaust gas recirculation up to 30% at full load (Kr€ocher et al.,
2008). Further reduction of NOx emissions below emission limits
can be achieved by a suitable exhaust gas aftertreatment system.
The most promising technology for reduction of NOx is selective: þ385 1 6156 940.
ta), milan.vujanovic@fsb.hr
even.duic@fsb.hr (N. Duic).catalytic reduction in the exhaust gas system using ammonia pro-
duced from precursor substances such as urea. Due to combustion
with the oxygen excess in diesel engines, O2 is present in the
exhaust gas in higher concentration, which makes a simple
reduction of NOx very difﬁcult. Generally, all the applicable
reducing agents prefer to react with oxygen prior to the conversion
of the less reactive NO, because reaction with NO has higher acti-
vation energy. Application of a catalyst lowers that energy, so that
the reaction proceeds selectively towards the nitrogen, without the
reductant being oxidized. Hence the generally known name - se-
lective catalytic reduction (SCR).
Spatially uniform distribution of the reducing agent that pre-
cedes the SCR catalyst is a crucial factor for the conversion of NOx.
The uniformity of distribution and the degree of processing of the
reducing agent upstream of the SCR catalyst can be, besides the
evaporation and decomposition, inﬂuenced also by the spray/wall
interaction.
Usage of CFD simulations to investigate and improve thermo-
chemical processes is becoming increasingly important (Klemes
et al., 2010). Well established mathematical models of all relevant
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the commercial CFD codes, form the basis for the design of modern
selective catalytic reduction systems, including dozing apparatus
(Kim et al., 2004; Nguyen et al., 2010; van Helden et al., 2004). In
the upcoming sections the possibility of numerical modeling of
urea-water-solution injection into hot exhaust gases using the CFD
code FIRE (FIRE, 2013) is investigated.
2. Mathematical model
In this study, as in the most engineering applications today, the
EulerianeLagrangian method for solving the multiphase ﬂow
phenomena is used. In this approach, the spray droplets are rep-
resented by ﬁnite numbers of droplet groups called parcels. It is
assumed that all the droplets within one parcel are similar in size
and have the same physical properties. The motion and the trans-
port of the parcels are tracked through the ﬂow ﬁeld using a
Lagrangian formulation, while the gas phase is described by solving
conservation equations using an Eulerian formulation. The
coupling between the liquid and the gaseous phase is taken into
account by introducing appropriate source terms for interfacial
mass, momentum, and energy exchange (Mikulcic et al., 2013).
2.1. Continuous phase
The constitutive equations of continuummechanics are based on
the conservation laws formass,momentumand energy. The general
form of the time averaged conservation equation for any dependent
variable 4; of the continuous phase in the differential form is:
v
vt
r4þ v
vxj

r4mj
 ¼ v
vxj
 
G4
v4
vxj
!
þ S4; (1)
where r is the density, uj Cartesian velocity, G4 diffusion coefﬁcient,
and S4 is the source term of the dependent variable 4: In Eq. (1) the
ﬁrst term is an unsteady term, the second term is convection, the
third term is diffusion and the last term is source or sink. The source
term S4 is used for the coupling of the liquid and the gaseous phases
(Mikulcic et al., 2012a).
2.2. Urea water solution injection
Urea-water solution (UWS) is the most commonly used
ammonia precursor for mobile SCR applications since it represents
no danger for environment in the case of a trafﬁc accident. AdBlue
is a commercial name for an aqueous urea solution blended with
32.5% high purity urea and 67.5% deionized water.
Once AdBlue spray is injected into the hot exhaust gas stream
before the SCR catalyst, water evaporates from the UWS. After-
wards, ammonia is generated through thermal decomposition of
urea and hydrolysis of isocyanic acid:
ðNH2Þ2CO/NH3 þHNCO (2)
Hydrolysis of isocyanic acid:
HNCOþ H2O/NH3 þ CO2 (3)
Generated ammonia takes part in various deNOx reactions as a
reductant (Fang and DaCosta, 2003):
4NH3 þ 4NOþ O2/4N2 þ 6H2O ðstandard SCRÞ (4)
4NH3 þ 2NO2 þ 2NO/4N2 þ 6H2O ðfast SCRÞ (5)
NOx in diesel exhaust is usually composed of >90% of NO and
only 5e10% of NO2. Therefore, the main reaction of SCR withammonia is a reaction (4). The reaction with equimolar amounts of
NO and NO2 (5) is much faster than the main reaction and therefore
is called the fast SCR reaction. The NO2 needed for the fast SCR
reaction could be produced from engine-emitted NO in the pre-
oxidation catalyst. Under ideal spraying conditions for the urea
water solution, engine test results have shown a stoichiometric
ratio of 2.2e2.9 mol of NO per 1mol of urea consumption (Fang and
DaCosta, 2003). This is equal to a weight ratio 0.67e0.9 g of urea
required to reduce 1 g of NO in the exhaust.
In order to include all relevant phenomena appearing during the
injection of urea-water solution into a conﬁned space of mobile SCR
systems, a suitable mathematical description of the following
processes is needed (Birkhold et al., 2006):
 Momentum interaction between the gas phase and droplets;
 Evaporation and thermolysis of droplets;
 Heat transfer between the wall and droplets;
 Spray/wall interaction;
 Two-component wall ﬁlm interaction with the gas phase and
the exhaust tube;
 Secondary break-up of the spray.
This section presents the basics of some mathematical models
implemented in the commercial CFD code FIRE used for conducting
of numerical simulations.2.2.1. Evaporation and thermolysis of UWS droplets
Despite numerous experimental studies (Kontin et al., 2010;
Musa et al., 2006; Wang et al., 2009), theoretical understanding
of evaporation and decomposition of UWS droplets is still far from
satisfactory. Theoretical study conducted by Birkhold et al. (2007)
was implemented in FIRE and represents the trade-off between
accuracy of results and computational demands. This approach
assumes a two-stage process e pure water evaporation until the
droplet is composed of urea only, and subsequent thermolysis. It is
also assumed that the droplets remain spherical throughout the
evaporation and decomposition processes, and there is no urea
crystallization.2.2.1.1. Water evaporation. In order to evaluate the inﬂuence of
dissolved urea on the evaporation of water, Rapid Mixing Model is
employed. Within this model, inﬁnitely high transport coefﬁcients
are assumed for the liquid phase, resulting in spatially uniform
temperature, concentration and ﬂuid properties in the droplet.
However, these parameters will change in time (Abramzon and
Sirignano, 1989). The variation in droplet's urea concentration can
be evaluated by:
dYu
dt
¼  _mvap
md
Yu; (6)
where Yu is urea concentration, md is a droplet mass and ṁvap is a
vapor mass ﬂow. Evaporation rates are calculated using the
Abramzon-Sirignano model, which represents the extension of the
classical droplet vaporization model (Dukowicz, 1979) and includes
important effects such as variable physical properties, variable
Lewis number in the gas phase and the inﬂuence of the Stefan ﬂow
on the heat and mass transfer. The model has low computational
demands per droplet and therefore is suitable for the spray calcu-
lations that simultaneously trace many individual droplets.2.2.1.2. Urea thermolysis. Urea melts at 406 K, at which point the
thermal decomposition of urea into ammonia and isocyanic acid
starts.
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reaction:
dmu
dt
¼ Af S expð  Ea=RTdÞ (7)
wheremu is urea mass, S is droplet surface area, Af is the frequency
factor [kg/(sm2)], Td is the droplet temperature, R is the universal
gas constant and Ea is the activation energy. Experimental data
from Yim et al. (2004) were used for a default parameter ﬁt. The
wall ﬁlm approach for evaporation of UWS is similar, except for the
thermolysis, which occurs when the mass fraction of water is less
than 5%.2.2.2. Spray/wall interaction model
According to dimensionless analysis carried out by Kuhnke
(2004), there are four different regimes of sprayewall interaction
depending on the dimensionless wall temperature and the
dimensionless droplet velocity, as presented in Fig. 1. Dimension-
less temperature is deﬁned as follows:
T* ¼ TW
TS
(8)
where TW is the wall temperature and TS is the droplet saturation
temperature.
Dimensionless droplet velocity is deﬁned as:
K ¼
ðrdDdÞ3=4u5=4d;⊥
s
1=2
d m
1=4
d
(9)
where rd is the droplet density, ud,t is the wall normal component
of the droplet velocity, sd is the surface tension on the dropletegas
interface, Dd is the droplet diameter and md is the dynamic viscosity
of the droplet.2.2.3. Wall ﬁlm modeling
Wall ﬁlm model is implemented as a 2D ﬁnite volume method
on the airﬂow wall boundaries. The ﬁlm thickness equation is the
basic governing equation for the wall ﬁlm ﬂow. It represents a
slightly modiﬁed formulation of the continuity equation where,
instead of mass, thewall ﬁlm thickness is a conserved property. The
Cartesian formulation of the ﬁlm thickness equation is:
vd
vt
þ vdu1
vx1
þ vdu2
vx2
¼ 1
rA
ðSmD  SmV Þ (10)
where d is the ﬁlm thickness, r is the ﬁlm density, u1 and u2 are ﬁlm
velocity components, SmD and SmV are source/sink terms and A isFig. 1. Diagram of spray/wall interaction e Kuhnke (2004).the surface area of the ﬁlm. If we assume that the source terms are
provided, Equation (10) can be solved explicitly if the velocity
components are known.
The current wall ﬁlm model in the commercial CFD code FIRE
contains mathematical description of physical phenomena in the
form of three conservation laws: conservation of mass, momentum
and energy. However, the surface tension effects, which are of great
importance at the late ﬁlm spreading stages when the inertial
forces are negligible (Horvat, 2007) as well as when shear-driven
ﬁlm comes at a sharp expanding corner (Friedrich et al., 2008),
are not taken into account.
The ﬁlm surface tension effects that are present at the boundary
edges of the liquid phase play a crucial role in slowing down the
ﬁlm progression. These effects are not currently accounted for, and
approximation of constant ﬁlm thickness over the control volume
does not allow reconstructing the characteristics of the interface.
That way, the scattering of liquid ﬁlm causes high numerical
diffusion, which does not correspond to physical reality. The
threshold value of theminimal ﬁlm thickness can be set by the user,
and only the cells where the ﬁlm is thicker are considered active.
Such an approach is not suitable. Therefore, the objective of this
work is also improvement of the current model by incorporating
appropriate mathematical description of surface tension effects.
The continuum surface force (CSF) method of Brackbill has been
employed extensively over the last 13 years to model the surface
tension in various ﬁxed (Eulerian) mesh formulations for interfacial
ﬂows, in particular in the volume-of-ﬂuid (VOF), the level-set (LS)
and the front tracking (FT) interface representation techniques
(Francois et al., 2006). The main drawback of mentioned ap-
proaches is that they are unsuitable for ﬁnite area Eulerian
approach because of high computational demands. Those are
usually used on small scale interfaces such as impinging droplet or
few droplet collisions. Another approach to describe surface ten-
sion was made by Bai (1996), who developed the solution proce-
dure where capillary forces are taken into account through a
capillary pressure term. It is suitable to incorporate this pressure
term into the momentum equation of wall ﬁlm. The details of the
procedure are given as follows.
The ﬁlm momentum equation describes dynamics of liquid ﬁlm
interaction with its environment - wall, air stream above the ﬁlm,
impinging droplets, etc. Equation (11) gives mathematical formu-
lation of the wall ﬁlm momentum conservation law:
dMi
dt
¼
I
L
rui

ui  Vj
bnidL ¼ Z
L
pdbnidLþmgi þ Gi þ SM (11)
whereMi is ﬁlm momentum, r is the ﬁlm density, ui is ﬁlm velocity,
Vj is wall velocity, bni is normal to the face cell facing outwards, dL is
differential length of the face cell boundary, d is the ﬁlm thickness, p
is ﬁlm pressure, m is ﬁlm mass, gi is the component of gravity
vector, Gi is the term that takes into account all shear stresses and
Sm presents various source and sink terms such as ﬁlm entrain-
ment, spray droplets impingement and ﬁlm evaporation.
Inclusion of surface tension effects into the pressure term of
momentum equation was made by calculating the capillary pres-
sure. This force drives the surface towards a minimal energy state
characterized by a conﬁguration of minimum surface area and is
represented by the combined action of liquid surface tension s and
ﬁlm surface curvature C (Horvat, 2007):
ps ¼ sC (12)
As shown in O'Brien and Schwartz (2006) and Schwartz and
Weidner (1995), the mean curvature of the free surface can be
approximated using the following expression:
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
1
R1
þ 1
R2

þ
 
d
R21
þ d
R22
!
þ V  Vd (13)
On quality computational meshes the surface area patches are
so small that the ﬁrst two terms of Equation (13) could be neglec-
ted. Thus, the ﬁlm surface curvature could be approximated with
Laplacian of ﬁlm thickness whose numerical form is:
Dd ¼ V  Vd ¼ 1
S
Xnedges
i¼1
niVd$Li ¼
1
S
Xnedges
i¼1
ni
dB  dA
AB
$Li (14)
where V is del operator, d is the ﬁlm thickness, S is surface patch
area, Li is the length of the neighboring edge, ni is unit normal on
common edge facing outwards and AB is length between cell cen-
ters A and B. Equation (14) was incorporated into the pressure term
of momentum equation of the existing numerical framework.
3. Experimental setup
For the investigation, a six-hole injector (200 mmhole diameter)
made by Emitec, type EM-A1.3, was used. The cycle time was
100 ms. In order to achieve the desired ﬂow rate of 2.5 kg/h, the
opening and closing times of the injector needlewere changedwith
a frequency generator Rigol DG1022, which was connected to the
injector via an ampliﬁer.
3.1. Spray calibration
Experiments were conducted using a water at 25 C. Water was
injected at a relative pressure of 8 bar into a quiescent air at 20 C
vertically from above the rectangular test chamber where injector
was mounted. Visualization of spray behavior inside the test
chamber was performed using the AVL VisioScope which is a dig-
ital, triggerable video system especially designed for the IC engine
research. The images delivered by a digital camera are transmitted
straight to the PC as digital data and therefore with no loss of
quality.
The so called spray pattern represents the spatial distribution of
a liquid mass on a plain perpendicular to the spray axis, measured
at a ﬁxed distance from the nozzle. The device for measuring the
spray pattern is conveniently called a patternator. In our case it
consisted of 61 tubes (d¼ 5.25mm) arranged in a circular form. The
measuring procedure consists of positioning the patternator at
different distances from the nozzle, perpendicular to the spray axis.
The injected liquid was captured by the patternator tubes. By
analyzing the amount of liquid collected in each tube was possible
to deduce the spray mass distribution at given distances.
Finally, the Spraytec instrument was used to measure the size of
spray particles using the laser diffraction technique.
3.2. Test rig
A test rig with a rectangular cross-section made of transparent
and heat-resistant borosilicate glass was used for the analysis of
wall ﬁlm and air composition. Its dimensions were
970  120  45 mm and it was available for optical measuring
methods. Experiments were conducted using pure air. For the
introduction of AdBlue into the test section the same injector that
was described in Section 3, was used with identical operating
conditions. The injector was located 40 mm after the inlet and was
delivering the liquid perpendicular to the inlet air stream. Con-
centrations of ammonia and isocyanic acid formed during the urea
thermolysis were determined at the outlet of the test chamberusing Fourier transform infrared spectroscopy (FTIR). Sampling of
air was conducted at twelve points that were vertically distributed
across the channel cross-section, at 13, 18, 23 and 30 mm.
4. Results and discussion
This section presents results of numerical simulations, which
investigated the spray interaction with the hot air stream and wall.
As the modeling of primary breakup is still insufﬁciently under-
stood, the ﬁrst step was spray calibration. The obtained spray pa-
rameters, together with the newly developed surface tension
model, served as an input for the main simulation of urea thermal
decomposition in rectangular ﬂow channel geometry.
4.1. Spray calibration
Numerical simulations of the spray processes were based on the
Lagrangian multiphase model implemented in the CFD code FIRE,
which takes into account full two-way coupling between the gas
and liquid phase.
The simulation domain had a rectangular shape. A three-
dimensional 35  35  60 mm computational mesh with 73 500
orthogonal hexahedron cells was used. The wall boundary condi-
tions were deﬁned at the top and bottom of the domain, whilst a
static pressure outlet was imposed at the sides. In the FIRE code, a
nozzle is deﬁned as a point in a domain and is described by a set of
parameters given in the so called nozzle ﬁle. The domain pressure
and temperature were initialized according to the experimental
data.
The pressure velocity coupling of momentum and continuity
equation was obtained using the SIMPLE/PISO algorithm. The cen-
tral difference discretization scheme was used for the convective
term in the continuity equation with a blending factor of 1, whilst a
MINMOD Relaxed with a blending factor of 0.5 was used for the
convective terms in the momentum equations. The most favored
method for modeling the turbulent ﬂows in industrial applications
is the Reynolds-averaged NaviereStokes equations (RANS) with an
appropriate turbulence model. Many turbulent models employ the
concept of a turbulent viscosity or a turbulent diffusivity to
approximate the turbulent Reynolds stresses and the turbulent
heat ﬂuxes (Mikulcic et al., 2012b). In this work the turbulence was
modeled by the advanced k-zeta-f model (Hanjalic et al., 2004). The
spray calibration procedure consisted of the steps described below.
4.1.1. Spray penetration
Analysis of the spray penetration inside the test chamber pro-
vided data for the simulations carried out in order to determine the
start velocity of the spray. In the FIRE the start velocity can be
speciﬁed by a certain function, table or it can be set as constant.
Relatively low injection pressure of 8 bar enables the usage of
constant start velocity. Experimental data of spray penetration as a
function of time were extracted from the VisioScope
measurements.
Fig. 2 shows comparison between the measured and the
calculated results in the case of AdBlue as an injected liquid. It
demonstrates that the spray penetration curve has almost linear
proﬁle. There are only indications of expected saturation at the end
of the curve. This is a consequence of high velocities, big droplets
and relatively small dimensions of the test chamber, so that the
aerodynamic forces due to relative velocity between the droplets
and air cannot signiﬁcantly slow down the spray droplets and thus
yield a more familiar saturated spray penetration curve.
Despite the fact that the experiments were carried out with
water, there was no noticeable difference between the penetration
of AdBlue and the water spray. In the case of water, the best
Fig. 2. Spray penetration e comparison between simulation and experiment.
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the start velocity at 29 m/s and this value had to be corrected to
29.8 m/s for AdBlue.4.1.2. Spray pattern
The injection direction of the nozzle oriﬁces and the angle of the
spray plumes depicted in the Fig. 3 were varied in numerical
simulation in order to match the spray patterns obtained by the
patternator measurements. The simulation set-up was slightly
different than that of the spray penetration. A knownmass from the
patternator measurements was injected in one cycle over the 1 s
time, because themass ﬂow does not affect the spray pattern. In the
Fig. 3 legend, the ﬁrst angle indicates oriﬁce inclination, while the
second one indicates the angle of spray plumes. The value of 8 for
both angles yields a very good agreement with the measured data,
as can be seen in the Fig. 4. The last check of the selected values was
performed on the mesh that enables simulation of the spray
pattern from the nozzle at a 50 mm distance. Agreement with the
experiment, as shown on the right diagram in Fig. 4, is satisfactory,
although not as good as at the 30 mm distance. The area occupied
by the spray is larger and the mass is more evenly distributed, as
expected when increasing the nozzle distance.
With respect to all of the above, the ﬁnal values of the spray
angles were 8 for both the injection direction of the nozzle oriﬁces
and the angle of the spray plumes.Fig. 3. Schematic representation of spray angles.4.1.3. Particle size distribution
The ﬁnal step of the spray calibration was determination of the
initial particle size distribution (PSD). This is the most important
initial condition since the primary break-up mechanisms imple-
mented in the FIRE cannot be used for low injection pressures that
prevail in the SCR applications (Gapin et al., 2010).
The initial particle size distribution was speciﬁed using experi-
mental measurements at the 30mm distance from the nozzle. They
were slightly modiﬁed, keeping the integral of surface under the
curve equal to 1. The accuracy of the modiﬁed distribution for
initializing the simulation was veriﬁed by comparing the extracted
PSD curve for a 30 mm distance from the nozzle with the same
experimental data that were the basis for the modiﬁed distribution.
In order to obtain a reliable average for comparison with the
experiment, two injection cycles were simulated. Fig. 5 shows
veriﬁcation of the chosen initial PSD curve. For a visual clarity,
simulation results are shown with markers, contrary to the
convention.
The chosen input curve is conﬁrmed by a good agreement be-
tween the simulated and measured PSD at a 30 mm distance. There
are some deviations at the beginning of the curve, most likely
attributable to the error in experiment due to the vertical beginning
of the experimental curve, which is nonphysical. The average
Weber numberwas below 12. Therefore, according to Birkhold et al.
(2006), it appears reasonable to assume the absence of any sec-
ondary atomization process.
4.2. Validation of implemented surface tension model
In order to test the numerical scheme and to check if the
capillary pressure effects can be predicted properly, there is a need
for a simple case, where only the capillary force effects are relevant.
Thus, the spreading of an isothermal droplet on a solid surface is
simulated. The droplet is driven with a Laplace (capillary) pressure
as dominant force and other forces being absent or negligible.
Similar tests were obtained by Diez et al. (1994). He proposed an
analytical solution using lubrication theory, which neglects
convective terms in the momentum equation, and conﬁrmed it
experimentally. The problem can be observed as a two-dimensional
because of axial symmetry. Diez et al. (1994) showed that the
normalized ﬁlm thickness h/h0 can be expressed as a single func-
tion of the scaled radial position r/rf, irrespective of the time level.
The simulation domainwith the relevant boundary conditions is
shown in Fig. 6. A three- dimensional 5  5  0.1 mm computa-
tional mesh with 20 000 orthogonal hexahedron cells was used for
the simulation. The wall boundary condition was deﬁned at the
bottom of the domain, whilst a static pressure outlet was imposed
at all other sides. The domain pressure was 1 bar and temperature
was equal to the droplet temperature. The pressure velocity
coupling of momentum and continuity equation was obtained us-
ing the SIMPLE/PISO algorithm. The central difference discretiza-
tion scheme was used for the convective term in the continuity
equation with a blending factor of 1, whilst a MINMOD Relaxed
with a blending factor of 0.5 was used for the convective terms in
the momentum equations. Turbulence model was deactivated,
since a quiescent air is necessary for comparison with analytical
expression. Energy equation was also deactivated, so that the only
relevant force is capillary pressure, which tends to spread a given
droplet shape into a state of minimal surface energy.
The simulation starts from a drop, which initially takes a shape
of a rotational paraboloid, with a volume of 0.12 mm3 and 0.08 mm
thickness at the center. The spatial and time discretization incre-
ment were 0.05 mm and 105 s, respectively. Simulation time was
0.5 s, since the spreading of the droplet practically remained un-
changed around and after 0.4 s.
Fig. 4. Comparison between the simulated spray pattern and the experiment.
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dimensional analytical droplet proﬁle given in Fig. 7 shows that
the present numerical predictions are in excellent agreement with
the experimental data, indicating that the numerical modeling of
the capillary pressure is reasonable in terms of trade-off between
the accuracy of results and computational demands. However, the
model does not include correction of the ﬁlm curvature at the ﬁlm
front due to the wettability effects represented by the dynamic
contact angle. These effects are omitted from modeling due to the
relatively large spatial discretization, which prevails in most of the
practical applications where the wall ﬁlm phenomena are
important.
4.3. Main simulation
The experiments carried out on the test section have supplied
data for the numerical simulations, where the cases with and
without the surface tension model were compared to the experi-
mental data.
4.3.1. Simulation settings
The simulation domain with relevant boundary conditions is
shown in Fig. 8. A three dimensional 970  120  45 mm compu-
tational mesh with 335 280 hexahedron cells was used for the
simulations. The mesh was reﬁned in the vicinity of the nozzle in
order to capture transient spray behavior. A boundary layer was
also created towards the bottom plate as the wall ﬁlm formation
was expected to occur during the injection. The inlet was described
with normal velocity, air temperature, turbulent kinetic energy and
turbulent length scale.Fig. 5. Number based droplet size distribution.The pressure velocity coupling of themomentum and continuity
equations was obtained using the SIMPLE algorithm. The central
difference discretization scheme was used for the convective term
in the continuity equation with a blending factor of 1, whilst a
MINMOD Relaxed with the same blending factor was used for the
convective terms in the momentum equations. Turbulence was
modeled using the k-zeta-f model as was the case in Section 4.1.
Heat transfer through the wall was modeled using thin wall
module that approximates the temperature proﬁle of the wall with
mean temperature. Heat loss towards the environment was
modeled through the combined effect of convection and radiation.
External heat transfer coefﬁcient was set to 20W/(m2K), which was
a reasonable assumption for a free convection in the environmental
air. External wall emissivity was taken to be 0.3, and external air
temperature was set to 293.15 K according to the experiment.
4.3.2. Results
Fig. 9 shows the wall ﬁlm evolution in the case without surface
tension model, i.e. default model. It can be seen that the increase of
the surface covered with ﬁlm gradually diminishes over time. The
increase in the ﬁlm covered area formed between the 3rd and 7th
second is larger than the one formed between the 7th and 10th
second. Furthermore, after 10 s the surface occupied by the wall
ﬁlm remains unchanged, as well as the wall ﬁlm shape. It can be
concluded that a quasi steady state occurred. Most of the ﬁlm mass
is deposited at the peripheral parts of the ﬁlm due to the inﬂuence
of the main ﬂow. The deposited liquid front of semi-circular shape
propagates in the direction of the main ﬂow. Due to the effect of
viscosity, it leaves a liquid trail behind. The average ﬁlm thickness
in those areas was between 200 and 250 mm.Fig. 6. Computational domain for droplet spreading case.
Fig. 7. Comparison of simulation with non-dimensional analytical proﬁle.
Fig. 8. Computational domain with boundary conditions.
Fig. 9. Wall ﬁlm development e default model.
Fig. 10. Wall ﬁlm development e new model.
Fig. 11. Comparison of total ﬁlm area.
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Fig. 12. Comparison of total ﬁlm mass.
Fig. 13. Comparison of evaporated ﬁlm mass.
J. Baleta et al. / Journal of Cleaner Production 88 (2015) 280e288 287Fig. 10 shows the wall ﬁlm evolution with newly developed
surface tension model incorporated into the existing numerical
framework. Similar remarks regarding the relative increase in
surface covered with a ﬁlm are also equally applicable here. How-
ever, it can be noticed that the surface tension force has important
impact on the formation of the ﬁlm front as well as on the absolute
amount of surface coveredwith ﬁlm. Area covered by the ﬁlm at the
given time is greater than in the default model, which means that
default model has more intense evaporation rate. Although area
occupied by the ﬁlm is greater in the simulation with the surface
tension model, thickness of the ﬁlm is evenly distributed and
evaporation rate is smaller. On the other hand, in the default model
the ﬁlm is very thin, except for the clumps in the boundary regions
that enable fast evaporation in spite of the fact that the ﬁlm surface
is smaller. The described line of reasoning is proved by Figs. 11e13,
which show comparison of the default and the newmodel in terms
of total ﬁlmmass, total ﬁlm area and evaporated ﬁlmmass. It can be
seen that, although the area covered by the ﬁlm in the newmodel isFig. 14. Urea thermolysis products e cogreater, the total ﬁlm mass is also greater. That suggests that the
difference in the ﬁlm mass between the two models is due to the
evaporation effects depicted in Fig. 13. However, after 8 s the effects
of greater ﬁlm area in the new model prevail over effects of thin
ﬁlm in the old model.
The Fig. 14 shows changes in the mole fractions of the ther-
molysis products along the channel height on the domain exit for
both simulated cases. Considering only the experimental results,
there is no noticeable trend. The shape and size of the sampling
port in the experiment (ellipsewith dimensions of major andminor
axis of 10 and 8 mm) have introduced uncertainty in the measured
results because of the relatively large area that it encompassed. The
higher concentrations of ammonia compared to the concentrations
of isocyanic acid in each case indicate that the hydrolysis of iso-
cyanic acid occurred according to the Equation (3). Higher evapo-
ration rate in the default model suggests that the production of
HNCO will be higher, which is exactly what can be seen on the left
part of Fig. 14. The new model shows reasonable agreement with
experimental data and improvement of existing model. In the case
of ammonia concentrations depicted in the right part of Fig. 14,
inﬂuence of the surface tension model can only be noticed on the
low channel heights. It seems that the change in evaporation trend
after 8 s depicted in Fig. 13 inﬂuences concentration of ammonia on
the 30 mm height.5. Conclusion
Numerical modeling of the physical phenomena taking place
during the ureawater based selective catalytic reduction provides a
valuable tool that can be used for the investigation and better un-
derstanding of the chemical kinetics and pollutant reduction from
diesel engine propelled vehicles. A numerical model for the pre-
diction of the generation of ammonia from UWS precursor that
takes into account spray/wall interaction and wall ﬁlm formation
was tested and compared with experimental measurements.
Furthermore, the existing framework was extended by incorpora-
tion of the surface tension model, which was ﬁrst validated with
analytical expression of droplet spreading, and then compared to
the experimental data and with the default model. The model is
detailed enough to describe properly all the relevant physical and
chemical processes, yet simple enough to run on the real industrial
meshes needed for detailed CFD simulations of SCR devices.
The obtained results showed satisfactory agreement with the
experimental data. The newmodel of surface tension proved better
in describing the physical reality. The improvedmodel of liquid wall
ﬁlm behavior developed here may prove as a valuable contribution
in continuous process where constant improvement of accuracy of
the physical model used in CFD is conditio sine qua non in order to
comply with the ever increasing requirements of the industry
(Mikulcic et al., 2015). By using CFD tools it is possible to producemparison with experimental data.
J. Baleta et al. / Journal of Cleaner Production 88 (2015) 280e288288more efﬁcient, environmentally friendlier SCR technology for
improved gas aftertreatment.
Abbreviations
CFD Computational Fluid Dynamics
EC European Commission
FTIR Fourier transform infrared spectroscopy
LEVs low emission vehicles
PSD particle size distribution
SCR selective catalytic reduction
UWS urea water solution
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