ABSTRACT Currently, there are many works exploring how to more fully and efficiently use multi-scale feature maps of deep convolutional neural networks to improve the performance of object detection. But most of these works are devoted to predicting, respectively, on multi-scale feature maps or blending multiscale feature maps for enriching representation. In this paper, we present a new method of cross fusing feature, named multi-semantic pyramids (MSP), for detecting different-scale objects. Various scale objects are predicted, respectively, by corresponding semantic pyramids (SP), each SP can produce rich semantic features for predicting via reusing inherent multi-scale feature maps from the network backbone. Through promoting the reuse of inherent feature layers, our MSP can improve detection performance with marginal extra cost. In addition, since the reuse connection of the MSP facilitates the conduction of the gradient, the convergence of the network is greatly improved. The experimental results on the PASCAL VOC and COCO datasets illustrate that our MSP can achieve more competitive detection accuracy.
I. INTRODUCTION
In performing a recognition task of one scene, the human visual system judges different objects by different regions of the retina (receptive field [1] ). The identification of each object is performed by a plurality of retinal cells, including cells that identify the overall features, cells that recognize various details, etc. Inspired of this, if object detection algorithm wants to obtain high performance, objects with various scales should be predicted respectively, while the overall features and fine grain features should be considered comprehensively for one object, as illustrated in Fig. 1 . However, current mainstream object detection methods do not simultaneously consider respective predicting of different-scale objects and fusing of multi features for each object.
There are many detection algorithms exploring respective prediction of objects with different scales, and each layer predicts objects of a certain scale, as shown in Fig. 2a . The existing multi-scale algorithms include S3FD [2] , SSD [3] and MS-CNN [4] etc. These methods directly and separately use multi-scale feature maps for prediction. However, for
The associate editor coordinating the review of this manuscript and approving it for publication was Li He. the object with a certain scale in one scene, rich semantic information (both overall and fine grain representations) can not be contained in each single layer, which leads to less satisfying results.
There are also some detection algorithms considering how to combine multi-level features from different layers to achieve richer semantic expression, and the blended layer predicts all objects with various scales, as shown in Fig. 2b . One kind of methods (e.g., ResNets [5] , DenseNets [6] ) enhance the semantic representation of the convolutional layer in the backbone by adding Shortcut Connections or constructing Dense Blocks on different convolution layers. Another kind of algorithms (e.g., Hypercolumns [7] , ION [8] , ParseNet [9] and HyperNet [10] ) blend multiple feature maps into a single layer, by which the semantic representation of the integrated layer is enhanced. These methods can be summarized as achieving higher performance for object detection by enhancing the semantics of a blending single layer. However, it is hard to obtain competitive accuracy for predicting all objects whose scales are very different by using a single layer.
In this paper, we proposed a cross fusing method, named as Multi Semantic Pyramids (MSP) (Fig. 2c) , to improve the reuse of inherent multi-scale feature layers of the backbone network to obtain higher detection performance. There are several Semantic Pyramids (SP) for respective predicting on different scale objects, and each SP can produce rich semantic features for prediction. We summarize our contributions as follows.
First, we propose MSP, a cross fusing method to reuse the inherent multi-scale feature layers from the network backbone. Some feature layers may be used repeatedly, e.g., conv4_3, conv7, conv8_2 and conv9_2 are reused for 3 times, conv10_2 is reused for 2 times, conv11_2 is reused for 1 time, in Fig. 2c . Thus, we construct a pyramid with rich semantic via efficiently reusing several inherent feature layers, and SP has better ability for object detection than single layer of Fig. 2a . Then we use multiple SPs, i.e. MSP, for respective predicting multi-scale objects, which has better performance than the single blended layer of Fig. 2b . Therefore, our MSP combines the advantages of current mainstream methods.
Second, only a few simple SPs are created and attached into network backbone, so our fusing approach does not bring too much extra cost. In order to further reduce the computational burden, we do not use standard convolutional methods in SP.
Instead, we leverage both depthwise convolution [11] and pointwise grouped convolution [12] as union convolution to reduce dimensions in space and channels, which can help to solve the problem of having to sacrifice real-time performance for higher accuracy.
Third, MSP can speed up convergence in training via passing gradient directly from higher layer to lower layer. The CNNs become increasingly deep, and it is hard to transfer gradient for deeper and deeper network. Some recent algorithms try to address this problem, including short-connecting of ResNets [5] , [13] , combination of different number of convolutional blocks from FractalNets [14] , and the newest Densely Connection [6] , [15] . Comparatively, our MSP is naturally potential to alleviate the vanishing gradient.
Outline of the remainder of paper is as follows. In the next section we introduce the related works. In Section III we describe how to construct a single SP, and give the method about building MSP, then provide an example application (VGG + MSP). The experiments and relevant analysis are presented in Section IV, and we draw the conclusion in Section V.
II. RELATED WORK A. OBJECT DETECTION
The popular object detection systems [3] , [16] - [30] , achieving the state-of-the-art in their periods, are variants of the Convolutional Neural Network (CNN). There are some methods like R-CNN [16] , SPP-Net [17] and fast-RCNN [18] based on a complicated pipeline ( [21] - [23] ). The pipeline at least includes hypothesizing bounding boxes, resampling VOLUME 7, 2019 pixels or features for each box, and applying a high quality classifier. Now, more concise and efficient algorithms of object detection, including Faster-RCNN [19] , [20] , YOLO [24] , SSD [3] , FPN [27] and RetinaNet [28] , can perform end-to-end operation, straight from image pixels to bounding box coordinates and corresponding class probabilities.
Some mainstream approaches, like YOLO [24] and Faster-RCNN [19] , are based on a single-layer convolutional feature for object detection [31] . However, the theory and experiments of the other mainstream frameworks (e.g., SSD [3] , FPN [27] and RetinaNet [28] ) confirm that object detection using multi-layer can achieve higher detection accuracy in various datasets (like [32] - [34] , etc.). Currently, there are two main categories of approaches that use multi-layer features for object detection. The one is predicting multi-scale objects respectively on each feature map, and the other is blending multiple feature maps from different-scale layers.
1) PREDICTING RESPECTIVELY ON EACH FEATURE MAP
There are recent algorithms exploiting the separate using of multi-layers for detection and segmentation. Through each of multi-scale feature layers with different size of effective receptive field [35] , S3FD [2] increases the performance of face detection. SSD [3] and MS-CNN [4] predict multi-size objects by the using of multi-scale feature layers separately without combining features. These methods make respective predictions at different layers, which improve the ability of framework via predicting respectively on multi-scale feature layers.
2) BLENDING MULTI-SCALE FEATURE LAYERS
At present, a number of methods are engaged in the comprehensive utilization of multiple feature maps [36] for object detection. Hypercolumns [7] sums multi-scale feature maps for object instance segmentation. Several other approaches (e.g., ION [8] , ParseNet [9] , HyperNet [10] ) concatenate feature maps from multiple layers for predicting, which is equivalent to combining features. These approaches are devoted to integrating multi-scale feature maps into a single layer, accordingly, multi-level features are gathered and fused into a layer for detection and segmentation.
As aforementioned, we can infer that a competitive accuracy is arrived by combining the predicting respectively on multi-scale feature layers with the blending of multiscale feature layers. Now, there are some approaches (e.g., FCN [37] , [38] , RetinaNet [28] and FPN [27] or FPN based methods [39] - [41] ) exploring to improve the accuracy of prediction by using the combination approach [37] . FPN and RetinaNet enrich the feature information of multi-scale layers by adopting top-down pathway and lateral connections, and leverage several enriched feature layers to detect multi-scale objects respectively. FCN performs semantic segmentations using a similar method. In the existing combination approach, the connection of top-down pathway requires to calculate the upper feature layer firstly, then gradually sum with the feature map from lateral connection one by one to predict different scale object. This is a sequential fusion method that cannot be paralleled, which makes the detection process time consuming. At the same time, such methods cannot consider the feature information from the lower layers.
In this paper, we propose a new combination approach using cross fusing method. In our approach, each enriched feature map from SP is generated independently, and it is not affected by the neighbor maps. Thus, our MSP is a parallel fusing method, which can be observed from Fig. 1 and Fig. 2 . As for the theoretical basis of the construction of SP, it will be explained in detail through Fig. 3 .
As we know, each object consists of different components, the responses [42] of different components are in different feature layers of the Deep Convolutional Neural Networks (DCNNs). By visualizing and understanding convolutional networks, the feature maps of higher layers present more abstract and overall features, and the lower layers can describe specific details. From Fig. 3 , it is easy to see that the lower layer exhibits the detail feature, also called part-level feature (e.g., the responds of human legs and motorcycle tires in conv4-3 feature maps), and the overall characteristic (also called object-level feature) is responded in the higher feature layer (e.g., the responds of human and motorcycle in conv7 feature maps). In judging what is an object, the humans visual system recognizes the object not only by its overall appearance, but also via the perception of various fine grain features. Inspired of this, we can get better capabilities of object recognition, if we consider comprehensively both object-level features and part-level features for one object.
Since object-level features and part-level features for the same object are hidden in different convolutional layers, we construct SP to jointly consider these multiple feature layers to achieve better identification ability. For object with a certain-scale, the related SP is used for predicting, e.g., SP for disk and SP for person in Fig. 1 . For multi-scale objects, we construct MSP to perform object detection. From the description above, our MSP is a better method to embrace more competitive accuracy.
B. CONVOLUTIONAL METHODS
During the construction of SP, different input feature layers have different dimensions, thus we need to unify the partlevel feature layers with the object-level feature layer. In our SP, to obtain enrich semantic features by fusing different feature layers, we need an operation to preserve the original semantic information of each part-level feature layer as much as possible during the unifying. In order to prevent the partlevel features from being semantically abstracted too fast, and in order to reduce the amount of calculation, we use both depthwise convolution and pointwise grouped convolution to perform pre-processing of the part-level features before concatenation of different feature layers in SP.
1) DEPTHWISE SEPARABLE CONVOLUTION
Standard convolution is a very time consuming operation in deep learning. The concept of depthwise separable convolution [11] , [43] , which factorizes a standard convolution into a depthwise convolution and a 1×1 convolution called a pointwise convolution, was well demonstrated its effectiveness in MobileNet [44] .
The computational cost of standard convolution is:
where D k is the convolutionnal kernel size, the number of input feature channels is M , the number of corresponding output feature channels is N , and D F is the spatial width and height of input feature maps.
Depthwise separable convolution has a computational cost of:
which is the sum of the computational cost (
The reduction ratio of computation can be defined by:
Through Eq. (3), we know that depthwise separable convolutions can greatly reduce the amount of computation, while the detection accuracy is also reduced in some degree [44] , because that the depthwise separable convolution has weaker ability to extract abstract semantics than standard convolution. However, in our SP, such weaker ability is useful to retain the original detail features as much as possible.
2) POINTWISE GROUP CONVOLUTION
To further retain original detail features and reduce the cost of computation, we use another operator, called Pointwise Group Convolution, which was firstly introduced in ShuffleNet [12] for dealing with the result of Channel Shuffle. Since the pointwise group convolution performs the blending of semantic features based on several feature maps in the same group, rather than based on all feature maps like pointwise convolution, the pointwise group convolution can help preserve the original detail features as much as possible. Moreover, this group-based operation can further reduce the amount of calculation. So we use Pointwise Group Convolution to replace the Pointwise Convolution of Depthwise Separable Convolution in our SP.
III. MULTI SEMANTIC PYRAMIDS
Our goal is to obtain more competitive accuracy via reusing the inherent multi-scale feature maps from deep convolutional networks. We construct MSP for multi-scale object detection, each SP contains several different semantic feature inputs, and each input of feature maps comes from the inherent multi-scale, pyramidal hierarchy of deep convolutional networks. For building MSP, we first introduce how to construct a single SP with low computational burden for prediction, then give the cross fusing strategy to construct MSP, and then give an application of MSP based on the backbone of VGG16.
Consider a single image x input which is propagated through a convolutional network. The network consists of L layers, each of which performs various transformations F l ( * ), where l indexes the layer. F l ( * ) contains a series of operations such as Convolution (conv) [45] , [46] , Depthwise Convolution(Dw Conv) [11] , [43] , Pointwise Group Convolution(Pw G Conv) [12] , Pooling (pool) [47] , Rectified Linear Units (ReLU) [48] , Concatenation (concat) [49] , Batch Normalization (BN) [50] , etc. We denote the output of the l-th layer as x l .
In multi-scale object detection, we suppose that we have n layers with different spatial sizes for predictions, and these layers are denoted as {L P 1 , L P 2 , . . . , L P n }, which are a subset of inherent L layers of the network backbone. We denote the toppest predicted layer with low spatial dimension and strong semantical representation as L P n , conversely, the lower predicting layers {L P n−1 , L P n−2 , . . . , L P 1 } have attributes of higher spatial dimensions and weaker semantical representations. In our work, we construct n SPs, then use these outputs of n SPs to respectively predict multi-scale bounding boxes and corresponding class probabilities of different objects, which is illustrated in the Fig. 4 .
A. SEMANTIC PYRAMID
In our approach, each SP is designed to obtain stronger semantic features for predicting objects with a single scale. We leverage existing feature layers {L P 1 , L P 2 , . . . , L P n }, which have semantics from low to high levels, to construct SP.
1) OBJECT-LEVEL FEATURE AND PART-LEVEL FEATURE
For detecting object at a single scale, the SP includes an object-level feature layer and several part-level feature layers. The object-level feature layer contains the overall semantic representation and the approximate location of object, while the fine gain features and the boundary information are implied at different part-level feature layers. To comprehensively consider the different feature inputs of SP, we need to change the spatial sizes of part-level feature maps to be consistent with the object-level feature size, and then concatenate (F cc for short) [49] them with object-level feature maps. The operation of SP is expressed as follow:
where x SP represents the output feature maps of SP, x L ol is the output of feature layer L object−level which is directly received by concatenation, and {x L pl 1 , x L pl 2 , . . .} are the output of partlevel feature layers which are processed and then received by concatenation.
In our method, in order to improve the reusability of the feature layers {L P 1 , L P 2 , . . . , L P n }, a certain feature layer (L P i ) can be used as an object-level feature input of SP with a certain scale, and can also be used as a part-level feature input for another SP with a larger detection scale.
There are several part-level feature maps used as inputs for SP. If we do not intervene the weight between objectlevel feature and part-level feature, the output of SP may focus on smaller object or the fine grain information of a certain scale object, because the channels of part-level feature maps are usually more than that of object-level feature, which will certainly affect the accuracy of prediction. Consequently, part-level feature layers should not be treated the same as object-level feature layer. The problem of semantic distribution between object-level and part-level can be addressed by adjusting the number of channels in part-level feature maps.
That is, the weight is the ratio of channel's numbers between object and part levels.
2) EXTRA COMPUTATIONAL COST FOR PART-LEVELS
For reducing the computational burden and maintaining the feature of original details, we do not use standard convolution to change the number of channels and reduce spatial size of feature maps. We use depthwise convolution (F dw for short) [44] to reduce spatial size, and use pointwise grouped convolution (F pg for short) [12] to control the channels of feature maps. The process to deal with part-level feature maps can be defined as:
The computational cost of both depthwise convolution and pointwise group convolution can be defined as:
which is the sum of the computational cost ( The reduction ratio in computation can be redefined as:
In SP, we usually make the number of groups (G) equal to the number of channels (N ) in each preprocess of partlevel feature, which makes that the calculation of processing for each part-level feature input only requires
of the standard convolution. Compared with only using Depthwise Separable Convolution, our union convolution (both Depthwise Convolution and Pointwise Group Convolution) can further reduce computational cost, i.e., from Eq. (2) and Eq. (3) to Eq.(6) and Eq.(7). Therefore, our SP can consider part-level semantic feature with a little extra computational cost.
3) THE DEFINITION OF SP
Through the above description, we can define the feature processing of the k-th SP as:
where x SP k represents the output feature maps of the kth SP, L P k is the k-th SP's object-level feature layer,
. .) are its part-level feature layers, and (
We have experimented with different numbers of part-level layers for one SP, and observed marginally better results with too many layers. In order to obtain a better tradeoff between the accuracy and the speed of detection, we use no more than 2 part-level layers for each SP in our work.
B. MULTI SEMANTIC PYRAMIDS
Predicting objects at vastly different scales is heavy challenge for object detection. In order to enhance the performance of multi-scale detection, we construct multi Semantic Pyramids for multi-scale object detection.
1) THE FUSING STRATEGY OF MSP
For reusing the inherent feature layers more effectively, we propose a cross fusing strategy, summarized in Algorithm 1, to construct MSP, which can be drawn in detail as follow:
The goal of Step-1 is to select several semantic layers from the network backbone, each layer responses to a certain detection scale. We first calculate the effective receptive field of each layer in the network backbone, then select some specific layers whose effective receptive fields are matching with the detection sizes of MSP. Through this step, we can select a number of feature layers with different spacial sizes and semantic representations, which will be used to build MSP in Step-2.
In
Step-2, our goal is to crossly fuse the multiple selected feature layers in Step-1 for building MSP. For the k-th SP, we choose the k-th feature layer as an object-level input (x k ol−input ), the effective receptive field of object-level layer is corresponding to the size of predicting scale of current SP.
Algorithm 1 The Fusing Construction of MSP
Input: the network backbone Output: the final detection framework
Step-1: select suitable layers (L P 1 , L P 2 , . . . , L P n ) from the network backbone
Step-2:
for k = n to 1 do
Step-3:
cascade the subnets of bbox_predict and socre_predict on each SP k
Then, we choose N pl part-level inputs for the k-th SP, and x k pl −i input is the i-th part-level input of k-th SP. Each part-level layer captures more finer detail semantic features and smaller effective receptive field. In other words, for a certain SP, the object-level's effective receptive field corresponds to the detection scale of the current SP, and the receptive fields of the part-level layers are smaller than that of the object-level layer. The part-level inputs are used to enrich the semantic of current SP and provide more accurate boundary information.
The k-th feature layer (L P k ) is the object-level input of the k-th SP, and also be the part-level input of the (k + 1)-th, (k + 2)-th, . . . , SPs. In our work, we give the arrangement of MSP with no more than 2 part-level inputs on selected layers (L P 1 , L P 2 , . . . , L P n ), which can be observed in Tab. 1. Since SP 1 and SP 2 do not have enough part-level feature maps as input, SP 1 can be regarded as a special SP with only one object-level feature input, and SP 2 has two feature layers inputs with one object-level and one part-level. Thus, this connection mode is cross fusing, as shown in the top of Fig. 4 and Tab. 1. The benefit of the cross fusing mode is to make the feature layers more efficient and fully reused.
The last step is attaching two subnets of bbox_predict and socre_predict to each SP for multi scale prediction. So far, our multi-scale object detection framework has been completed TABLE 2. Multi Semantic Pyramids attached to VGG16, the convolution of F dw with N × N kernel size, S stride and P padding, and the convolution of F pg with 1 × 1 kernel size and G groups.
for training, which includes the network backbone and some attached SPs.
From the above description, it is easy to know that our MSP is easy to be attached to the network backbone, and is robust to many different backbone networks.
2) TRAINING AND TESTING OF MSP
Unlike common object detection frameworks, our multi-scale object detection framework has n prediction sets from n SPs, so we need to do some related processings for the predictions during training and testing.
In training stage, the critical problem is that the ground truth information needs to be matched with the specific outputs in predicting results of each SP. Once this matching is determined, the loss of predicting results from each SP and the back propagation are applied end-to-end.
In our method, firstly, each ground truth box is matched to the predicting box with the best jaccard overlap (as in Multibox [51] ), then the predicting boxes are matched to any ground truth with jaccard overlap higher than a threshold (0.5) (as in SSD [3] ). Using this matching strategy, the network with MSP can predict high scores for multiple overlapping predicting boxes rather than matching the maximum overlap. In practice, for best fitting a specific dataset, we need to fine-tune the matching process to the different network backbones and the sizes of input images.
At the same time, we have multiple SPs, thus the more connections from higher layers to lower layers in each SP facilitate the gradient conduction, which is conducive to speed up the convergence of training. Meanwhile, it also makes the network more sensitive to the change of learning rate during training.
In testing stage, the detection framework with MSP is based on a feed-forward convolutional network. Since this detection framework can produce predicting collections of bounding boxes and corresponding scores from multi-scale objects, compared with Fig. 2c , we have to attach a nonmaximum suppression step to eliminate redundant predictions to produce the final detections. The final testing network is shown on the top of Fig. 4 .
C. ATTACHING MSP TO NETWORK BACKBONE
Taking VGG16 as an example, we describe how to attach MSP to an existing network backbone. The VGG [52] is a very deep convolutional network for large-scale image recognition. It is confirmed that the depth of representation is beneficial for the recognition of image, and that the state-ofthe-art performance on the ImageNet challenge dataset can be obtained by using a conventional networks architecture ( [45] , [53] ) with substantially increased depth.
In this work, we choose VGG16 as network backbone, which is pre-trained for classification on the dataset of ImageNet [32] . In order to perform the task of object detection, the network backbone needs to be modified slightly. Similar to DeepLab-LargeFov [54] and SSD [3] , we convert fc6 and fc7 to convolutional layers, subsample parameters from fc6 and fc7, change pool5 from 2 × 2 -stride:2 to 3 × 3 -stride:1, and fill the ''holes'' by using the algorithm [55] , and then we remove the layer of fc8 and all the dropout layers. Now we choose several convolutional layers according to the cross fusing strategy in Algorithm 1. These selected layers (Fig. 4: conv4_3, conv7, conv8_2 , conv9_2, conv10_2, conv11_2) are reused to construct MSP, and the outputs of these SPs are used to predict bounding boxes and corresponding class probabilities for multi-scale objects respectively. Because the receptive field of conv4_3 layer is small enough and the part-level layers of SP conv4_3 can not be found, we consider SP conv4_3 as a special SP without partlevel semantic feature input, i.e., it only has one object-level feature input. Each of the other layers can find lower layers as its part-level feature layers to enrich semantics, thus we construct a SP for each of them, and the output of each SP are used to predict bounding boxes and corresponding class probabilities. The constructing details of VGG with MSP are described in Tab. 2. The overlook of MSP is shown on the top of Fig. 4 , and the implementing details of a SP (conv8_2) can be seen in the bottom of Fig. 4 .
IV. EXPERIMENT AND ANALYSIS
To further understand how to set up the parameters (the number of part-level layers and the weight between objectlevel feature and part-level feature) of SP, we attach a single SP to popular network backbone (e.g. Darknet) to compare with the original framework (e.g. YOLO) without SP. We compare the effects from different parameters of SP on the dataset of Pascal VOC 2007/2012, including partlevel connection, number of part-level layers and the weight between object-level feature and part-level feature. Then we use the best set of parameters to validate the performance of the popular detection networks (e.g. Darknet, VGG and ResNet101) on the common object detection datasets (Pascal VOC 2007/2012 and MS-COCO), which also achieve the similar trends on increasing accuracy.
For different detection frameworks, we use different schedules of learning rates during training. Throughout training we use a momentum [56] of 0.9, a weight decay 0.0005, and a batch size of 32. When we are training VGG + MSP, for the first 10K iterations we slowly raise the learning rate from 10 −4 to 10 −3 , since the training of our modified frameworks may diverge due to directly fast conduction of gradients if the original learning rate is high. We continue training with 10 −3 for 50K iterations, then 10 −4 for 50K iterations, 10 −5 for 30K iterations, 10 −6 for 30K iterations, and finally 10 −7 for 30K iterations. The training schedule of Darknet + MSP is similar with YOLOv2 [24] . For the backbone of ResNet, we use the similar schedule of the Detectron [57] for training.
A. ANALYSIS OF SP PARAMETERS
To better apply MSP, we carry out controlled experiments to examine how each parameter of a single SP affects performance. In order to reduce the complexity of parameters verification, these controlled experiments are all based on the Darknet backbone of YOLOv2, trained on Pascal VOC2007 + 2012 and tested on VOC2007 test. For all the experiments in this subsection, we use the same settings and the input size is 544 × 544, except for specified changes.
1) THE CONNECTION OF PART-LEVEL
For more pertinency of connection test, we just use a SP with one object-level layer and one part-level layer as inputs. In our experiment, The object-level layer is conv6_7, and the partlevel layer performs tentative connecting with one layer from the YOLO network backbone each time.
The effects from different connected part-level layers are shown in Tab. 3. From the table, we know that a suitable layer (conv6_1), whose receptive field size is about half of that of conv6_7 (502 × 502), as part-level input can gain better accuracy. However, the lower layer has bad effect on accuracy (conv4_3 drops by 4.52%, conv4_1 drops 21.8%), even makes the networks unable to converge normally (conv3_3). The reason is that the network backbone capacity of extracting feature is harmfully affected, if the gradient is passed directly from higher layer to conv3_3. That's why we do not select a lower layer as a part-level input for SP 1 in MSP. 
2) THE NUMBER OF PART-LEVEL INPUTS
From the afore-mentioned experiment, we know that the partlevel input with suitable connection can achieve a better result. But it does not mean that having more part-level inputs is better. As described in Tab. 4, the more part-level connections give better results. Of course, the more connections mean the more computation. When the number of part-level layers is more than 2, the improvement of accuracy is not obvious. Therefore, we denote one SP with 1 object-level layer and 2 part-level layers as inputs, which can achieve better tradeoff between computation and accuracy.
3) A SUITABLE WEIGHT BETWEEN OBJECT-LEVEL AND PART-LEVEL
As described in Sec. III-A, the weight between object-level and part-level can affect the final performance of object detection. From Tab. 5, the ratio 1:2 gets the worse accuracy, since the object-level features are weaken seriously. The ratio 1:1 achieves the good accuracy, and the ratio 2:1 achieves the better performance, but the ratio 3:1 has less accuracy than the ratio 2:1. We also do the same experiment on the modified framework of VGG + MSP, and obtain the similar results. We can conclude that the part-level features should be considered, but should not be paid too more or too less attentions. We also observe that the ratio 1:2 needs extra 44.57M weight parameters, but the ratio 2:1 only needs extra 16.96M. The more weight parameters mean more computation. Therefore, we choose the suitable ratio (2:1) as the weight between object-level and part-level, which can achieve a better precision improvement with marginal extra cost.
B. COMPARISON OF DETECTION PERFORMANCE
In this subsection, we attach MSP into the backbones of Darknet, VGG and ResNet, and construct the new detection frameworks of Darknet + MSP, VGG + MSP and ResNet + MSP. Then we compare the effects of our frameworks with MSP and the frameworks without MSP, including YOLO based on Darknet network backbone, SSD based on VGG . Since the framework of YOLO only produces one predicting set for all objects, we just attach MSP with one SP into the Darknet backbone. Similarly, since the framework of SSD generates six predicting sets for all objects with different scales, we attach MSP with six SPs for the VGG backbone. Tab. 6 shows that the detection frameworks with our MSP have higher accuracy than the frameworks without MSP. Because the number of SPs attached to VGG is much more than that of Darknet, the accuracy improvement of VGG + MSP is larger than that of Darknet + MSP. Of course, the attaching of our MSP leads to somewhat drop of the detection speed, e.g., Darknet based framework from 40 to 39 FPS, VGG16-512 based framework from 19 to 18 FPS. The drop of speed is slight, which is attributed to the using of union convolution (both depthwise convolution and pointwise grouped convolution) in MSP. And if we use the standard convolution to replace depthwise convolution and pointwise grouped convolution in MSP, it will greater affect our detection speed, while it also have a certain impact on detection performance.
We analyze the procedure of the VGG-300 + MSP framework training on Pascal VOC dataset, and give an intuitive exhibition via graph (Fig. 5) , which shows the value change of accuracy, loss and mbox_loss during the training. When we change the learning rate at the 60K-th iteration and the 140K-th iteration, the accuracy drops apparently but also can fastly recover. It means that our modified detection framework with MSP is sensitive to changes of learning rate, which is due to the fast gradient conduction, and thus MSP can help speed up the convergency of training.
2) PERFORMANCE ON PASCAL VOC2012
We use the same settings as those of PASCAL VOC2007 above, except that we add PASCAL VOC 2007 testing dataset for traing, and test the modified frameworks on the testing dataset from PASCAL VOC 2012. Tab. 7 shows the comparison results, and there are the similar trends of increasing accuracy as we observed on VOC2007 test. It can also be found that the improvements of accuracy are various from simple object category to complex object category. Taking the bottle as an example, shape is the main feature of object-level, while there are few features about part-level information. So the MSP can not obviously show its ability on exploring the fine grain features, e.g., the accuracy improvement (1.7%) on bottle from SSD512 to VGG-512 + MSP. On the contrary, there is obvious improvement in the detection accuracy of complex object category (e.g., the accuracy improvement (6.2%) on bus from SSD512 to VGG-512 + MSP), which means that our MSP can perform well on detecting objects with ample details.
3) PERFORMANCE ON COCO
To further validate the effects of MSP, we test MSP on the COCO dataset [33] . Because the framework of Detectron [57] includes state-of-the-art methods of object detection, we attach our MSP into the same network backbone (ResNet) for training and testing. Since the ''Scale'' is important to object detection, we execute two comparative experiments with/without Scale Normalization for training and testing. From Tab. 8, we can easily infer that the detection performance of our MSP method is better than other object detectors.
Some detecting results of COCO images are shown in Fig 6. From Fig 6, we can observe that each bounding box has exact boundary information, which is due to the input of part-level features in SP for generating rich semantic information, while multi-scale objects are detected simultaneously and accurately in each scene, which is the result of the application of MSP.
C. THE ANALYSIS OF CONVERGENCY
To comprehend the property of gradient conduction in MSP, we analyze the procedure of the VGG-300 + MSP framework training on Pascal VOC dataset, and give an intuitive exhibition via graph. In order to visually evaluate the convergency from different frameworks with/without MSP, we use the results from original SSD and our VGG + MSP with different weights between object-level and part-level. The left graph of Fig. 7 shows that the loss of our frameworks drops faster than original SSD, which means that MSP helps speed up the convergence. It can also be found that VGG + MSP with weight 2:1 is better than the weight 1:1. However, the change of learning rate may lead to unstable convergence, which can be observed from the right graph of Fig. 7 . The accuracy drops apparently and then quickly recovers at the 60K-th iteration and the 140K-th iteration, corresponding to the learning rate change from 10 −3 to 10 −4 and from 10 −5 to 10 −6 . We easily infer that our framework is sensitive to the changes of learning rate, which also confirms that our MSP is conducive to the propagation of gradients. Although there is fluctuation in accuracy during the training procedure, it does not affect the final accuracy improvement from our MSP. Therefore, our MSP not only brings the accuracy improvement, but also can enhance the speed of convergency.
V. CONCLUSION
This paper introduces Multi Semantic Pyramids, a new cross fusing method of multiple layers for object detection. It can boost the speed of convergency during training, while the greatest advantage is that the accuracy of object detection is effectively improved and only a slight computational burden is needed. The other advantage is its universality, i.e., we can easily attach it into the popular network backbones (e.g., Darknet, VGG-16, ResNet), and all of these modified frameworks achieve more competitive accuracy. A large number of ablation experiments and comparative experiments confirmed the effectiveness of the proposed fast Multi Semantic Pyramids via cross fusing inherent features. Therefore, our MSP can be used widely in relative fields. 
