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Resumen
El proceso de generacio´n de ima´genes ultraso´nicas mediante te´cnicas de apertura sinte´tica (SAFT) engloba dos grandes etapas:
(1) la etapa de excitacio´n y adquisicio´n, donde se almacenan las sen˜ales recibidas por cada elemento o grupo de elementos, y (2)
la etapa de conformacio´n de haz o beamforming, en la que todas las sen˜ales se combinan juntas para obtener los pixeles de la
imagen. El uso de hardware gra´ﬁco programable (GPUs) puede reducir signiﬁcativamente el tiempo de co´mputo de esta u´ltima
etapa, debido a que se emplean algoritmos que incluyen diversas funciones como focalizacio´n dina´mica, ﬁltros paso banda, ﬁltros
espaciales o deteccio´n de envolvente. Este trabajo estudia la paralelizacio´n de los procesos de conformacio´n de haz para imagen
ultraso´nica y presenta su implementacio´n con te´cnicas GPGPU (General Purpose Computation on Graphics Processing Units). Se
estudian asimismo los tiempos de ejecucio´n a partir del nu´mero de sen˜ales involucradas y las dimensiones de la imagen deseada. Los
resultados obtenidos muestran que mediante el uso de la GPU es posible acelerar, en ma´s de un orden de magnitud con respecto
a implementaciones equivalentes en CPU, los algoritmos de conformacio´n de haz y de post-procesamiento haciendo posible el
desarrollo de sistemas de imagen SAFT en tiempo real. Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los
derechos reservados.
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1. Introduccio´n
El te´rmino imagen ultraso´nica hace referencia a aquellas
ima´genes generadas por la composicio´n de las sen˜ales de eco
obtenidas por las diferencias de impedancia acu´stica que en-
cuentra una onda meca´nica de frecuencia ultraso´nica cuando
atraviesa un material. El proceso para crear una imagen ul-
traso´nica de barrido sectorial requiere de un conjunto de trans-
ductores organizados en un array, que junto con la electro´nica
de excitacio´n de los mismos, la de recepcio´n y una etapa de
procesamiento componen el sistema de imagen ultraso´nico y
determinan las caracterı´sticas ﬁnales de la imagen (Steinberg,
1976; Kino, 1987).
El uso de te´cnicas de apertura sinte´tica (Synthetic Apertu-
re Focusing Techniques o SAFT) para reducir el volumen y la
complejidad de los sistemas de imagen ha sido un tema profun-
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damente estudiado en diferentes a´reas de aplicacio´n como ra-
dar (Goodman and Stiles, 2001), so´nar (Yen and Carey, 1989)
o imagen ultraso´nica (Jensen et al., 2006; Corl et al., 1978).
Estas te´cnicas se basan en la activacio´n secuencial, uno a uno,
de los elementos del array en emisio´n y recepcio´n. Una vez se
han almacenado todas las sen˜ales, se combinan juntas median-
te te´cnicas de conformacio´n de haz para generar una imagen
(Lockwood et al., 1998). La complejidad de los algoritmos y el
gran nu´mero de sen˜ales y pı´xeles involucrados, implican que si
se pretende obtener ima´genes en tiempo real se precise de una
muy alta capacidad computacional.
En los u´ltimos an˜os, una de las tendencias dominantes en
arquitectura de microprocesadores ha sido el continuo incre-
mento del paralelismo a nivel de chip. Hoy en dı´a, es comu´n
trabajar con CPUs de 2 o 4 cores y no hay duda de que la ten-
dencia hacia el incremento del paralelismo vendra´ determinado
por chips de varios nu´cleos. Sin embargo, las unidades de pro-
cesamiento gra´ﬁco o GPUs (Graphics Processing Units) han
estado en primera lı´nea con el objetivo de incrementar el ni-
vel de paralelismo en torno al chip y hoy dı´a son procesadores
formados por multitud de cores. Como su propio nombre su-
giere, las GPUs nacieron con el objetivo de acelerar la repre-
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Figura 1: Solucio´n hardware/software propuesta: (izquierda) Sistema 2R-SAFT, (derecha) GPU enabled PC
sentacio´n de gra´ﬁcos, principalmente en aquellas interfaces de
programacio´n como OpenGL o DirectX. Debido al gran para-
lelismo inherente en los gra´ﬁcos, las GPUs son ma´quinas pa-
ralelas masivas, y aunque originalmente eran dispositivos di-
sen˜ados con una funcio´n especı´ﬁca, la gran demanda existente
para aplicaciones en tiempo real y gra´ﬁcos tridimensionales les
han hecho evolucionar hacia procesadores multicore muy ﬂexi-
bles, altamente paralelos, multihilo, con un alto poder compu-
tacional y un gran ancho de banda a memoria. De hecho, las
actuales NVIDIA GPUs pueden contener hasta 240 cores por
chip (Lindholm et al., 2008) y ser programadas directamente en
lenguaje C usando un lenguaje de programacio´n como CUDA
o recientemente OpenCL (Nvidia, 2010; Nickolls et al., 2008).
El objetivo principal de este trabajo es presentar un me´todo
de conformacio´n de haz para sistemas SAFT basado en te´cnicas
GPGPU con el objetivo de reducir el alto coste asociado a la
etapa de post-procesamiento y facilitar su implementacio´n en
sistemas en tiempo real. Por tanto, se propone el uso de GPUs
como una herramienta fundamental en el proceso y se presenta
una solucio´n que mantiene un buen compromiso entre precio y
rendimiento.
2. Descripcio´n del Sistema
La solucio´n hardware/software propuesta para el sistema de
imagen SAFT en tiempo real consiste principalmente en dos
subsistemas, como se muestra en la ﬁgura 1:
A) El primer subsistema, representado esquema´ticamente a
la izquierda de la ﬁgura 1, se centra en la excitacio´n y
la adquisicio´n de los datos. Esencialmente, el hardware
esta´ formado por una serie de componentes como son el
multiplexor, pulsers, conversores analo´gico-digital, FP-
GA y memorias, necesarios para realizar tanto la excita-
cio´n de los pulsers y el control del multiplexor, ası´ como
la adquisio´n de la sen˜ales y el pre-procesamiento de los
datos. En este trabajo se usa el me´todo 2R-SAFT (Mar-
tin et al., 2008) como estrategia para la adquisicio´n de
los datos, el cua´l requiere u´nicamente un canal en emi-
sio´n y dos en recepcio´n. Esta te´cnica utiliza el concepto
del coarray para realizar la conformacio´n de haz, co´mo
se explica en detalle en la seccio´n 3. Todas las sen˜ales
recibidas son almacenadas para ser posteriormente trans-
feridas a la GPU por medio de una conexio´n USB 2.0.
B) El segundo subsistema, se ocupa de la etapa de genera-
cio´n de la imagen a partir de los datos adquiridos (dere-
cha de la ﬁgura 1). Requiere del uso de una GPU para
poder llevar a cabo el pre-procesamiento, la conforma-
cio´n de haz, el post-procesamiento y la posterior visuali-
zacio´n de las ima´genes. Como se ha comentado con ante-
rioridad, este tipo de algoritmos son computacionalmente
intensivos y requieren de una alta capacidad de procesa-
miento.
3. Concepto del Coarray. Adquisicio´n
El coarray es una herramienta matema´tica utilizada para es-
tudiar el patro´n del haz generado en sistemas pulso-eco. Ba´sica-
mente se trata de la apertura virtual de un sistema que produce,
en un sentido, el mismo patro´n del haz que el sistema original
trabajando en emisio´n y recepcio´n.
Supongamos un array lineal con N elementos, siendo an
los pesos de los transductores. En campo lejano, y asumien-
do sen˜ales de banda estrecha, el patro´n de radiacio´n se puede
escribir como
f (u) =
N−1∑
n=0
ane jkxnu =
N−1∑
n=0
ane jkndu =
N−1∑
n=0
an(e jkdu)n (1)
donde u = sin(θ), y θ es el a´ngulo medido desde la perpen-
dicular del array. Sustituyendo e jkdu por la variable compleja
z, el patro´n de radiacio´n se puede expresar como un polinomio,
que corresponde con la Transformada-Z de la secuencia an. Ası´,
considerando un sistema pulso-eco, el patro´n de radiacio´n com-
plejo sera´ el producto de dos polinomios de grado N − 1
ftotal(z) = Z{cn} =
2N−2∑
n=0
cnzn =
N−1∑
n=0
anzn .
N−1∑
n=0
bnzn (2)
donde an y bn son las ganancias aplicadas a los transductores en
emisio´n y recepcio´n (actu´an como coeﬁcientes de los ﬁltros es-
paciales), y cn es el coarray (Z{cn} representa la Tranformada-Z
de la secuencia cn). Ası´, el patro´n de radiacio´n del sistema en
onda continua es directamente la DFT (Discrete Fourier Trans-
form) del coarray (Steinberg, 1976).
En sistemas de apertura sinte´tica, cada imagen escaneada
se obtiene despue´s de una secuencia de disparos de los elemen-
tos del array (ﬁgura 2). De acuerdo con esto, el coarray puede
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Figura 2: Me´todo 2R-SAFT: (izquierda) secuencias de emisio´n y recepcio´n de los elementos y (derecha) coarray sintetizado
expresarse como la suma de varios sub-coarrays, cada uno obte-
nido como la convolucio´n de dos sub-aperturas que representan
los pesos de los elementos activos usados para emitir y recibir
las sen˜ales cada vez.
El me´todo 2R-SAFT (Martin et al., 2008) tiene una serie de
ventajas frente a las te´cnicas SAFT convencionales. El uso de
dos transductores en recepcio´n permite eliminar los lo´bulos de
rejilla causantes de los artefactos caracterı´sticos de los me´todos
SAFT con un bajo coste hardware, generando un coarray com-
pleto de 2N − 1 sen˜ales y permitiendo obtener ima´genes con
buen rendimiento, alta resolucio´n lateral y sin lo´bulos de rejilla
(Martin et al., 2008).
4. Computacio´n paralela
Aunque no es necesario conocer la arquitectura hardware de
una GPU para programar sobre ella, si que es apropiado com-
prender sus principales caracterı´sticas para obtener el mayor be-
neﬁcio posible. Una comparacio´n entre ambas arquitecturas se
muestra en la ﬁgura 3.
Figura 3: CPU de cuatro-cores frente a GeForce GTX 295 GPU con 240 SPs
organizados en 30 MPs
Como se observa, una GPU se compone de una serie de
multiprocesadores (MPs), que van desde 1 a 30 en la arquitec-
tura actual de NVIDIA, cada uno de los cuales esta´ formado
por 8 procesadores escalares (SPs). Adema´s, cada MP contie-
ne una memoria on-chip (memoria compartida) con muy baja
latencia y alto ancho de banda, similar a una cache de primer
nivel de una CPU. Tanto la GPU como la CPU gestionan su
propia memoria. La primera, llamada memoria del host es di-
rectamente la memoria RAM del PC mientras que la segunda,
llamada memoria del dispositivo o device, es la memoria de la
tarjeta gra´ﬁca compartida por todos los multiprocesadores de la
GPU.
El concepto fundamental del modelo de programacio´n CU-
DA (Compute Uniﬁed Device Arquitecture) es trabajar con cien-
tos de hilos que ejecutan la misma funcio´n pero con diferentes
datos. Por tanto, una aplicacio´n se organiza como un programa
secuencial en la CPU que incluye funciones especiales, llama-
das kernels, que son ejecutadas varias veces sobre diferentes
datos. El programador organiza los datos a procesar por un ker-
nel en estructuras lo´gicas que consisten en bloques de hilos y
rejillas de bloques. Ası´, una rejilla o grid es una estructura 1D,
2D o 3D de bloques y un bloque es una estructura 1D, 2D o
3D de hilos. Cada grupo de threads dentro de un bloque pue-
den cooperar entre ellos por medio de distintos mecanismos de
sincronizacio´n. En ese sentido, CUDA proporciona a los desa-
rrolladores los medios para ejecutar programas paralelos en la
GPU. Una completa descripcio´n sobre la arquitectura y el mo-
delo de programacio´n puede consultarse en la extensa docu-
mentacio´n disponible (Nvidia, 2010).
Existen diferentes tipos de memoria disponibles en CUDA
deﬁnidos para diferentes usos en los kernels. Desafortunada-
mente, una implementacio´n directa de los algoritmos disen˜ados
para CPU a GPU no es normalmente la mejor opcio´n. Es im-
portante enfatizar que las transacciones entre CPU y GPU son
lentas, por lo que deben ser minimizadas lo ma´ximo posible
para mejorar el rendimiento global. Adema´s, la memoria del
dispositivo es limitada por lo que en muchos casos puede ser
necesario tener que reducir el volumen de datos que se debe
procesar en paralelo. Asimismo, el tiempo de lectura desde me-
moria global es lento y por tanto se recomienda usar algunos
otros mecanismos para acelerar las lecturas, como la memoria
de textura (que esta´ cacheada) o la memoria compartida siem-
pre que sea posible. Finalmente, simpliﬁcar las operaciones por
hilo, minimizar las escrituras a memoria de la GPU y homoge-
neizar el tiempo de ejecucio´n de todos los hilos puede resultar
muy beneﬁcioso en la programacio´n sobre GPUs.
 D. Romero-Laorden et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 144–151 147
/ f ( )
Figura 4: Algoritmo computacional en pseudoco´digo. Implementacio´n CPU (izquierda), GPU (derecha) y descripcio´n general de los kernels disen˜ados para cubrir
las distintas etapas del algoritmo (abajo)
5. Conformacio´n de haz basada en GPU
La conformacio´n de haz se basa en el retraso y suma de las
sen˜ales obtenidas desde diversos sensores con el ﬁn de compen-
sar las diferencias en los tiempos de vuelo respecto a un punto
dado del espacio. Para un sistema de imagen SAFT esto supone
compensar tanto los tiempos de emisio´n como los de recepcio´n.
Si el proceso se aplica sobre todos los puntos de una regio´n
en el interior de un objeto es posible componer una imagen don-
de se destaque la presencia de fuentes de eco que hacen referen-
cia a discontinuidades en la impedancia acu´stica del material.
Estas discontinuidades se identiﬁcan con interfases o defectos
en el objeto.
El conformador del haz, junto con el transductor, determina
el contraste, la resolucio´n espacial, sensibilidad y precisio´n del
sistema. Los requisitos que se deben cumplir en la formacio´n
del haz son: preservar el ancho de banda que contiene toda la
informacio´n acu´stica y preservar sin distorsio´n la informacio´n
del objeto en la alineacio´n de las ondas.
De acuerdo a la forma en que se actualicen los retardos
de focalizacio´n estaremos hablando de foco ﬁjo, focalizacio´n
dina´mica o compuesta. La focalizacio´n dina´mica se consigue
adecuando los retardos de focalizacio´n a todas las profundida-
des, obtenie´ndose la ma´xima resolucio´n lateral. En el caso de
sistemas SAFT e´sta puede aplicarse tanto para emisio´n como
recepcio´n.
Las caracterı´sticas que hacen ser al proceso de conforma-
cio´n de haz un candidato perfecto para la computacio´n paralela
son en primer lugar, el gran volumen de datos (sen˜ales adquiri-
das) ası´ como el nu´mero de pixeles involucrados en las ima´ge-
nes. En segundo lugar, calcular el valor para un pixel determina-
do de la imagen necesita u´nicamente realizar una serie de tareas
(ﬁltros, focalizacio´n dina´mica en emisio´n y recepcio´n, ca´lculo
de envolvente, etc) que afectan a ese pixel independientemente
de todos los dema´s. En ese sentido es factible transformar un
algoritmo originalmente disen˜ado para CPU en uno capaz de
ejecutarse en paralelo sobre GPU.
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Figura 5: Esquemas de la estrategia seguida para la implementacio´n del conformador de haz en GPU
5.1. Algoritmo computacional
La ﬁgura 4 muestra el algoritmo computacional utilizado
para realizar el proceso de conformacio´n de haz tanto en CPU y
GPU (izquierda y derecha respectivamente). A continuacio´n se
describe brevemente las distintas etapas que engloba el proceso
de conformacio´n de haz:
1. Una vez realizado el proceso de adquisicio´n de las sen˜ales,
se procede en primer lugar a aplicar un ﬁltro paso ban-
da a cada una de las sen˜ales para eliminar los diferentes
oﬀ-sets introducidos durante la etapa de captura y para
reducir el ruido, lo que resulta muy beneﬁcioso para las
etapas posteriores.
2. A continuacio´n, la segunda etapa se centra en el algorit-
mo de conformacio´n de haz para generar la imagen, la
tarea con ma´s carga computacional y que se compone de
varios pasos:
a) Ca´lculo de los tiempos de focalizacio´n. Aquı´, se
aplica focalizacio´n dina´mica en emisio´n y recep-
cio´n que pretende aumentar la profundidad del fo-
co sin disminuir la cadencia de ima´genes por uni-
dad de tiempo. Si se trata de una imagen esta´tica
e´stos pueden ser calculados a priori y almacenados
en memoria para su uso posterior.
b) Composicio´n de la imagen. Para ajustar el valor de
la muestra a los valores de retardo obtenidos se uti-
liza una funcio´n de interpolacio´n sobre la sen˜al. A
continuacio´n, con objeto de limitar los efectos de
la difraccio´n, se aplica un ﬁltro espacial (apodiza-
cio´n). Se utiliza para mejorar la forma del haz y re-
ducir los lo´bulos laterales. Algunos ﬁltros emplea-
dos son blackman-harris, triangular, hamming o box-
car (Smith, 1998).
3. La tercera etapa consiste en calcular la envolvente de la
imagen con objeto de suavizar la misma y mejorar la de-
tectabilidad del defecto. E´sta etapa actu´a por sen˜al y en
esta implementacio´n hace uso de la Transformada de Hil-
bert.
4. Finalmente, la imagen generada se visualiza directamen-
te por pantalla usando OpenGL.
5.2. Paralelizacio´n
La implementacio´n de e´stas cinco etapas en GPU ha preci-
sado del desarrollo de varios kernels paralelizando sobre sen˜ales,
pixeles o lı´neas de imagen segu´n sea necesario. En este trabajo
se ha disen˜ado una solucio´n especı´ﬁca para cada etapa del algo-
ritmo involucrado en el proceso de conformacio´n de la imagen,
y de ese modo, maximizar la eﬁciencia en GPU. Lo primero
que se hace es copiar el conjunto completo de sen˜ales desde la
CPU a la GPU. Debido a que esta transaccio´n es lenta, es reco-
mendable copiar todas las sen˜ales al mismo tiempo en lugar de
ir una por una. Para comprender las estrategias de paraleliza-
cio´n empleadas a continuacio´n se describen en profundidad las
etapas y los aspectos pra´cticos de las mismas (ﬁgura 5). Asimis-
mo, en la tabla 1 se muestra informacio´n acerca de los distintos
para´metros de conﬁguracio´n de bloques y grid, ocupacio´n de
los multiprocesadores, nu´mero de registros, etc usados por ca-
da kernel.
1. Primera etapa: pre-procesamiento, actu´a sobre las sen˜ales
adquiridas (kernel 1). La solucio´n que se ha aplicado para
resolver el ﬁltrado previo de los datos consiste en lanzar
un thread de ejecucio´n en GPU por sen˜al almacenada, de
tal manera que cada hilo se encarga de ﬁltrar una sen˜al
(de un total de 255 ya que se tiene una array de 128 ele-
mentos en la implementacio´n actual). Previamente, los
datos de las sen˜ales se han cargado en memoria de tex-
tura ası´ como las posiciones de los elementos emisores
y receptores. El taman˜o de bloque se ha ﬁjado en 256 de
manera que se crea un bloque u´nico que es suﬁciente para
aplicar el ﬁltrado a todas las sen˜ales.
2. Segunda etapa: el paso ma´s importante es la conforma-
cio´n (kernel 2). Debido a que las operaciones por pixel
son totalmente independientes se opto´ por paralelizar a
nivel de pixel de la imagen. Para una imagen de dimen-
siones tamx y tamy esto signiﬁca que un hilo calcula el
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Tabla 1: Conﬁguraciones de los distintos kernels para cada estrategia, taman˜o
de bloque tbloque, nu´mero de bloques en x e y nbx y nby respectivamente, di-
mensiones de la imagen tamx y tamy, nu´mero de registros por kernel nreg y
ocupacio´n de los multiprocesadores ocupacion
Kernels Descripcio´n y para´metros de conﬁguracio´n
1 tbloque = 256
nbx = 1
nby = 1
nreg = 3
ocupacion = 100%
2 tbloque = 128
nbx = ceil(tamx/tbloque)
nby = tamy
nreg = 12
ocupacion = 100%
3 tbloque = 128
nbx = ceil(tamx/tbloque)
nby = tamy
nreg = 5
ocupacion = 100%
4 tbloque = 128
nbx = ceil(tamx/tbloque)
nby = tamy
nreg = 4
ocupacion = 100%
valor correspondiente en ese punto de la imagen lanzan-
do un total de (tamx× tamy) hilos organizados en un grid
de ( tamxtbloque × tamy) bloques y ﬁjando el taman˜o de blo-
que tbloque = 128 hilos. En la ﬁgura 6 puede apreciarse
un ejemplo acerca de la distribucio´n de bloques e hilos
en la rejilla para este caso, donde (B0, B1, . . . , BX) es el
nu´mero de bloques creados para tener un hilo por cada
pixel en horizontal (tamx) y (B0, B1, . . . , BY ) es el nu´me-
ro de bloques creados para tener un hilo por cada pixel
en vertical (tamy) respectivamente. El ca´lculo de las len-
tes se computa dina´micamente para cada pixel cada vez
evitando las transacciones de memoria CPU-GPU lo que
permite incrementar el rendimiento y adecuar la imagen
ra´pidamente a operaciones de zoom y/o desplazamiento.
Posteriormente, el valor de la muestra de sen˜al se obtiene
de las sen˜ales mediante una funcio´n de interpolacio´n y a
continuacio´n se aplica un ﬁltro espacial almacenando el
resultado en la memoria global de la GPU.
3. Tercera etapa: ca´lculo de la envolvente (kernel 3). El
tercer paso realiza la transformada de Fourier para cada
lı´nea de la imagen operando en el dominio de la frecuen-
cia para multiplicar por el ﬁltro de Hilbert y se realiza la
inversa de la transformada de Fourier. Se usan algoritmos
de ca´lculo de transformadas de Fourier optimizados pa-
ra GPUs (librerı´a CUFFT de NVIDIA). En este caso la
paralelizacio´n es a nivel de lı´nea.
4. Cuarta etapa: conversio´n (kernel 4). Por u´ltimo se con-
vierte la imagen a decibelios para facilitar su ana´lisis. La
parelelizacio´n se hace a nivel de pixel siguiendo la misma
conﬁguracio´n descrita en la segunda etapa (ﬁgura 6).
5. Quinta etapa: visualizacio´n. Finalmente, la imagen ge-
nerada se muestra directamente en pantalla usando la li-
brerı´a OpenGL que proporciona funcionalidades especı´ﬁ-
cas para la representacio´n de gra´ﬁcos integradas con CU-
DA.
Figura 6: Conﬁguracio´n de bloques elegida para la paralelizacio´n por pixel (uti-
lizada en los kernels 2, 3 y 4)
6. Resultados
Para testear los algoritmos paralelos desarrollados, se ha uti-
lizado una tarjeta NVIDIA GeForce GTX 295. Esta tarjeta dis-
pone de dos GPUs en su interior, aunque por el momento so´lo
se ha utilizado una de ellas. Esta´ formada por 240 cores con
1GB de memoria global. Se ha instalado en un PC de 4-cores
y procesador Intel Q9450 2.66 GHz con 4GB de RAM. Una
evaluacio´n sobre los tiempos de la etapa de reconstruccio´n de
la imagen se ha llevado a cabo usando precisio´n simple.
La tablas 2 y 3 muestran el desglose de tiempos obtenidos
usando la CPU y la GPU respectivamente. Ambas tablas reﬂe-
jan los tiempos de co´mputo medios evaluados tras 10 ejecucio-
nes.
Respecto a los resultados en CPU, se ha realizado una im-
plementacio´n del algoritmo computacional operando con un so-
lo core. Los resultados muestran una progresio´n lineal a medida
que aumenta el nu´mero de puntos. Por otro lado, en la tabla de
tiempos en GPU las diferencias entre los distintos taman˜os de
imagen son evidentes a causa de un mayor uso de los recursos
del hardware gra´ﬁco. Los valores incluyen los tiempos de trans-
ferencia de datos. La primera ﬁla muestra el tiempo de adqui-
sicio´n usando una frecuencia de repeticio´n de pulsos de 5000
pulsos/s y de transmisio´n de 255 sen˜ales con 1000 muestras a
trave´s de un bus de 20MB/s. En la segunda ﬁla, el ﬁltro paso
banda presenta tiempos homoge´neos en todos los casos debido
a que se aplica siempre sobre el mismo nu´mero de sen˜ales. Por
contra, en la etapa de conformacio´n de haz, que es el nu´cleo de
la etapa de reconstruccio´n de la imagen (tercera ﬁla), se aprecia
un incremento del tiempo de co´mputo a medida que la dimen-
sio´n de la imagen crece. La deteccio´n de la envolvente hace uso
de FFTs optimizadas para GPUs y normaliza la longitud de la
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Tabla 2: Tiempos obtenidos en CPU (1 core) por el sistema de imagen 2R-SAFT
Acciones Taman˜o de la imagen (pixeles)
100x100 200x200 300x300 500x500
Adquisicio´n 20 ms
Filtro Paso Banda 6,18 ms 6,25 ms 6,20 ms 6,15 ms
Conformacio´n de haz 54,7 ms 218,8 ms 492,3 ms 1367,2 ms
Deteccio´n de la envolvente 11,25 ms 45,92 ms 118,86 ms 302,5 ms
Visualizacio´n 0,17 ms 0,23 ms 0,34 ms 0,47 ms
Tiempo global conformacio´n de haz 72,3 ms 271,2 ms 620,7 ms 1676,3 ms
Frecuencia de trama 10,8 img/s 3,43 img/s 1,56 img/s 0,59 img/s
Tabla 3: Tiempos obtenidos en GPU (240 cores) por el sistema de imagen 2R-SAFT
Acciones Taman˜o de la imagen (pixeles)
100x100 200x200 300x300 500x500
Adquisicio´n y copia al host 20 ms
Filtro Paso Banda 1,05 ms 1,03 ms 1,07 ms 1,06 ms
Conformacio´n de haz 0,69 ms 2,52 ms 4,47 ms 10,92 ms
Deteccio´n de la envolvente 0,45 ms 0,58 ms 0,84 ms 2,05 ms
Visualizacio´n 0,07 ms 0,10 ms 0,13 ms 0,20 ms
Tiempo global conformacio´n de haz 2,70 ms 4,53 ms 6,51 ms 14,23 ms
Frecuencia de trama 44,1 img/s 40,7 img/s 37,8 img/s 29,2 img/s
Figura 7: Ima´genes obtenidas con el sistema 2R-SAFT. Taman˜o de las ima´genes: 300x300 pixeles. Cambio dina´mico del rango de representacio´n: funciones de
zoom y desplazamientos permiten obtener ima´genes con ma´s detalle sin pe´rdida de resolucio´n y sin incrementar el coste computacional. Se aplica focalizacio´n
dina´mica en emisio´n y recepcio´n
lı´neas al valor ma´s cercano potencia de dos para incrementar el
rendimiento ﬁnal de este tipo de funciones y por esta razo´n, los
tiempos obtenidos son bastante similares. Finalmente, el tiem-
po dedicado a visualizar los resultados es muy breve, no siendo
necesario copiar la imagen desde la GPU a CPU, porque las
librerı´as OpenGL proporcionan mecanismos para usar directa-
mente la tarjeta gra´ﬁca para la visualizacio´n de la imagen.
La frecuencia de trama obtenida, suponiendo que la adquisi-
cio´n y la conformacio´n de haz son etapas ejecutadas de manera
secuencial, se muestra en la u´ltima ﬁla. De otra manera, consi-
derando una ejecucio´n paralela de ambas etapas la frecuencia
de trama vendrı´a condicionada por la tarea ma´s lenta (usual-
mente el tiempo de adquisicio´n) siendo en torno a 50 ima´genes
por segundo.
Los resultados obtenidos muestran por tanto una mejora
considerable en tiempo cuando operamos sobre la GPU. Si se
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tienen en cuenta los tiempos globales obtenidos en ambas ta-
blas y se comparan entre sı´, es fa´cilmente apreciable una mejo-
ra muy signiﬁcativa a medida que el taman˜o de la imagen crece.
En este sentido si las ima´genes son grandes las diferencias pue-
den llegar a ser de varios o´rdenes de magnitud.
La ﬁgura 7 muestra varias capturas de ima´genes calcula-
das en GPU en diferentes instantes de tiempo. Como se puede
observar en la parte superior de la ﬁgura, la zona activa de ana´li-
sis es una regio´n de 300x300 pixeles, que es calculada dina´mi-
camente cada vez. Debido a que la lente se calcula de forma
dina´mica dentro del mismo kernel y que se hace uso de la in-
terpolacio´n para obtener el valor de la sen˜al, las operaciones de
zoom y desplazamiento en la imagen tienen un coste nulo, pre-
sentando las ima´genes un aspecto suavizado y preservando las
caracterı´sticas de la imagen original.
7. Conclusiones
Una de las caracterı´sticas de la generacio´n de imagen ul-
traso´nica es que requiere de un alto paralelismo, pues se nece-
sita aplicar un conjunto de algoritmos de procesamiento a una
gran cantidad de sen˜ales digitalizadas y a un denso volumen
de puntos espaciales. En este trabajo se ha explorado el para-
lelismo de las GPUs, para reducir el tiempo de procesamiento
durante la etapa de conformacio´n de la imagen. Utilizando una
tarjeta gra´ﬁca sencilla equipada con tecnologı´a NVIDIA CU-
DA, los resultados experimentales muestran que el tiempo de
co´mputo por pixel (focalizacio´n dina´mica, interpolacio´n, apo-
dizacio´n, envolvente) es 0,53 μs. Esto supone 14 ms para una
imagen de 500x500 pixeles. Ası´, la frecuencia de trama de la
etapa de conformacio´n de haz es en este caso de 70 ima´genes
por segundo. Por tanto, la paralelizacio´n en GPUs constituye un
excelente me´todo para acelerar la formacio´n de la imagen a alta
velocidad y a bajo precio y complejidad, que puede aplicarse a
otros muchos casos de estudio. Se ha demostrado que desplazar
la tarea de conformacio´n de la imagen ultraso´nica desde la CPU
a un dispositivo gra´ﬁco programable GPU es una muy buena
solucio´n para acelerar la conformacio´n de haz en sistemas de
imagen SAFT.
English Summary
Beamforming parallelization for ultrasonic imaging using
GPGPU techniques.
Abstract
Ultrasonic image generation based on Synthetic Aperture
Focusing Techniques (SAFT) can be divided into two stages:
(1) the excitation and acquisition stage, where the signals recei-
ved by each element or group of elements are stored; and (2) the
beamforming stage, where the signals are combined together to
obtain the image pixels. The use of Graphics Processing Units
(GPUs) can signiﬁcantly reduce the computing time of this last
stage, that usually includes diﬀerent functions such as dyna-
mic focusing, band-pass ﬁltering, spatial ﬁltering or envelope
detection. This work studies the parallelization of the beamfor-
ming process for ultrasonic imaging and presents its implemen-
tation using GPGPU techniques (General Purpose Computation
on Graphics Processing Units). We also consider the execution
times from the number of signals involved and the desired ima-
ge dimensions. Experimental results show that using GPU can
accelerate, in more than one order of magnitude with respect
to CPU implementations, the beamforming and post-processing
algorithms making possible the development of real time SAFT
imaging systems.
Keywords:
parallel algorithms, digital signal processing, ultrasonic ima-
ging, beamforming.
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