The design of modulation schemes for the physical layer network-coded three-way wireless relaying scenario is considered. The protocol employs two phases: Multiple Access (MA) phase and Broadcast (BC) phase with each phase utilizing one channel use. For the two-way relaying scenario, it was observed by Koike-Akino et al. [4] , that adaptively changing the network coding map used at the relay according to the channel conditions greatly reduces the impact of multiple access interference which occurs at the relay during the MA phase and all these network coding maps should satisfy a requirement called exclusive law. This paper does the equivalent for the three-way relaying scenario. We show that when the three users transmit points from the same 4-PSK constellation, every such network coding map that satisfies the exclusive law can be represented by a Latin Cube of Second Order. The network code map used by the relay for the BC phase is explicitly obtained and is aimed at reducing the effect of interference at the MA stage.
I. BACKGROUND AND PRELIMINARIES The concept of physical layer network coding has attracted a lot of attention in recent times. The idea of physical layer network coding for the two-way relay channel was first introduced in [1] , where the multiple access interference occurring at the relay was exploited so that the communication between the end nodes can be done using a two stage protocol. Information theoretic studies for the physical layer network coding scenario were reported in [2] , [3] . The design principles governing the choice of modulation schemes to be used at the nodes for uncoded transmission were studied in [4] . An extension for the case when the nodes use convolutional codes was done in [5] . A multi-level coding scheme for the two-way relaying was proposed in [6] .
We consider the three-way wireless relaying scenario shown in Fig. 1 , where three-way data transfer takes place among the nodes A, B and C with the help of the relay R. It is assumed that the three nodes operate in half-duplex mode. The relaying protocol consists of two phases, multiple access (MA) phase, consisting of one channel use during which A, B and C transmit to R; and broadcast (BC) phase, in which R transmits to A, B and C in a single channel use. Network Coding is employed at R in such a way that A(/B/C) can decode B's and C's(/A's and C's /A's and B's) messages, given that A(/B/C) knows its own message.
While most of the research has been done for two-way relay channels, some work has been done for the relay channels with three or more user nodes as well [8] [9] [10] [11] . However, these Fig. 1 . A three-way relay channel works either use more than two channel uses or the treatment is information theoretic.
For our physical layer network coding strategy, we use a mathematical structure called Latin Cube, that has three dimensions out of which one is represented along the rows, one along the columns, and the third dimension is represented along 'files'. In our case, we have A's transmitted symbol along the files, B's symbol along the rows, and C's symbol along the columns. For our purposes, we define Latin Cubes as follows:
Definition 1: A Latin Cube L of second order of side M on the symbols from the set Z t = {0, 1, 2, ..., t − 1} is an M × M × M array, in which each cell contains one symbol and each symbol occurs at most once in each row, column and file.
The above definition, is given in [12] with t = M 2 .
II. SIGNAL MODEL
Multiple Access (MA) Phase: Let S denote the symmetric 4-PSK constellation {±1, ± j} as shown in Fig. 2 , used at A, B and C. Assume that A(/B/C) wants to send a 2-bit binary tuple to B and C(/A and C/A and B). Let μ : F 2 2 → S denote the mapping from bits to complex symbols used at A, B and C where F 2 = {0, 1}. Let x A = μ (s A ) , x B = μ (s B ) , x C = μ (s C ) ∈ S denote the complex symbols transmitted by A, B and C respectively, where s A , s B , s C ∈ F 2 2 . It is assumed that the Channel State Information (CSI) is not available at the transmitting nodes and perfect CSI is available at the receiving nodes. The received signal at R in the MA phase is given by, 
Let d min (H A , H B , H C ) denote the minimum distance between the points in the constellation S R (H A , H B , H C ) as given in (3) in the next page, where S n = S × S × .. × S (n times). From (3), it is clear that there exists values of ( Let (x A ,x B ,x C ) ∈ S 3 denote the Maximum Likelihood (ML) estimate of (x A , x B , x C ) at R based on the received complex number Y R , i.e.,
where
The received signals at A, B and C during the BC phase are respectively given by, 
., L l } denote the set of all such clusters. The formation of clusters is called clustering, denoted by C HA,HB ,HC .
Definition 3: The cluster distance between a pair of clusters L i and L j is the minimum among all the distances calculated between the points (x A , x B , x C ) ∈ L i and (x A ,x B ,x C ) ∈ L j in the effective constellation seen at the relay node R, as given in (4) in the next page. The minimum cluster distance of the clustering C HA,HB ,HC is the minimum among all the cluster distances, as given in (5) in the next page.
In order to ensure that A(/B/C) is able to decode B's and C's(/A's and C's /A's and B's) message, the clustering C should satisfy the exclusive law, explained in more detail in the next section, as given in (6), (7) , (8) in the next page.
The minimum cluster distance determines the performance during the MA phase of relaying. The performance during the BC phase is determined by the minimum distance of the signal set S . For values of (H A , H B , H C ) in the neighborhood of the singular fade states, the value of d min C HA,HB ,HC is greatly reduced, a phenomenon referred to as distance shortening [4] . To avoid distance shortening, for each singular fade coefficient, a clustering needs to be chosen such that the minimum cluster distance at the singular fade state is non zero and is also maximized.
A clustering C HA,HB ,HC is said to remove the singular fade state , is the minimum among all its cluster distances, as given in (9) .
The clustering used by the relay is indicated to A, B and C using overhead bits.
The contributions of this paper are as follows:
• Using our proposed scheme, exchange of information in the wireless three-way relaying scenario is made possible with totally two channel uses. • It is shown that if the three users A, B, C transmit points
from the same 4-PSK constellation, the requirement of satisfying the exclusive law is same as the clustering being represented by a Latin Cube of second order of side 4. To the best of our knowledge, this is the first work with only two channel uses for three-way relaying. • The singular fade states for the three user case are identified. • Clusterings that remove these singular fade states are obtained, that result in the size of the constellation used by the relay node R in the BC phase to lie between 16 to 23. • Simulation results are provided to verify that the adaptive clustering as obtained in the paper indeed performs better than non-adaptive clustering at high SNR. Due to space considerations the proofs of all the claims in this paper (including lemmas and theorems) have been omitted but have been made available in [14] along with more illustrative examples.
The remaining content is organized as follows: Section III demonstrates how a Latin Cube of Second Order and side 4 can be utilized to represent the network code for three user communication. In Section IV the singular fade states are specified and in Section V, clusterings corresponding to removal of each singular fade state are obtained using Latin Cubes of Second Order. Simulation results are provided in Section VI. Section VII concludes the paper.
III. THE EXCLUSIVE LAW AND LATIN CUBES
The nodes A, B and C transmit symbols from the same constellation, viz., 4-PSK. Our aim is to find the map that relay node R should use in the MA phase in order to cluster the 4 3 possibilities of (x A , x B , x C ) such that the exclusive law (given by (6), (7) , (8) ) is satisfied. The size of the constellation, or the number of clusters of the clustering that the relay utilizes has to be at least 16, since each user needs the 4 bit information corresponding to the other two users. Consider a 4 × 4 × 4 array, whose 64 entries are indexed by (x A , x B , x C ), i.e. the three messages that A, B and C send in the MA phase. Each file of this 4 × 4 × 4 array, is indexed by a single value of x A . Each row (column) of each such file is indexed by a value of x B (x C ), for this fixed value of x A . The repetition of a symbol in a file results in the failure of exclusive law given by (6) . Now, consider the 4 × 4 array with its rows being the first(/second/third/forth) rows of the 4 × 4 × 4 array. Each 4×4 array so obtained, corresponds to a single value of x B . A repetition of a symbol in this array will result in the failure of exclusive law given by (7) . Similarly, consider the 4 × 4 array with its columns being the first(/second/third/forth) columns of the 4×4×4 array. Each 4×4 array so obtained, corresponds to a single value of x C . A repetition of a symbol in this array will result in the failure of exclusive law given by (8) . Hence, if the exclusive law needs to be satisfied, then the cells of this array should be filled such that the 4 × 4 × 4 array so obtained, is a Latin cube of second order, for t ≥ 16 (Definition 1). The clusters are obtained by putting together all the tuples (i, j, k) , i, j, k ∈ 0, 1, ...t−1 such that the entry in the (i, j, k)th slot is the same entry from Z t . From above, we can say that all the relay clusterings that satisfy the mutually exclusive law forms Latin Cubes of second order of side 4 for t ≥ 16, when the end nodes use 4-PSK constellations. Hence, now onwards, we consider the network code used by the relay node in the BC phase to be a 4 × 4 × 4 array with files(/rows/columns) being indexed by the constellation point used by A(/B/C), symbols from the set Z 4 (Fig. 3 ). The cells of the array will be filled with elements of Z t in such a way, that the resulting array is a Latin Cube of Second Order of side 4 and t ≥ 16. Any arbitrary but unique symbol from Z t denotes a unique cluster of a particular clustering.
IV. SINGULAR FADE SUBSPACES
We earlier stated in Section II, that a clustering C HA,HB ,HC is said to remove singular fade state (H A , H B , H C ) ∈ H, if d min C HA,HB ,HC > 0. Alternatively, removing singular fade states for a three-way relay channel can also be defined as follows:
any two possibilities of the messages sent by the users
are placed together in the same cluster by the clustering.
consisting of all the possibilities of (x A , x B , x C ) that must be placed in the same cluster of the clustering used at relay node R in the BC phase in order to remove the singular fade state (H A , H B , H C ) is referred to as a Singularity Removal Constraint for the fade state (H A , H B , H C ) for three-way relaying scenario.
Let (H A , H B , H C ) be the fade coefficient in the MA phase. The work in [4] and [7] shows that for the two-way relaying scenario, the 4 2 possible pairs of symbols from 4-PSK constellation sent by the two users in the MA phase, can be clustered into a clustering dependent on a singular fade coefficient, of size 4 or 5 in a manner so as to remove this singular fade coefficient. In the case of three users, at the end of the MA phase, relay receives a complex number, given by (1) . Instead of R transmitting a point from the 4 3 point constellation resulting from all the possibilities of (x A , x B , x C ), the relay R can choose to group these possibilities into clusters represented by a smaller constellation. We describe one such clustering below.
Let Γ denote a singularity removal constraint corresponding to the singular fade state (H A , H B , H C ) and
result in only finitely many possibilities for the right-hand side of (11), since S is finite. Thus the singular fade states (H A , H B , H C ), which are uncountably infinite, are points in a finite number of vector subspaces of C 3 . Henceforth, we shall refer to these finite number of vector subspaces as the Singular Fade Subspaces. More precisely, there are three possibilities of singular fade subspaces for the three-way relaying as we explain individually in the following three cases. Case 1: One of the following subcases arise:
One of the following subcases arise:
Case 1: Without loss of generality, we discuss the third subcase of Case 1, i.e., the case when x A = x A , x B = x B and x C = x C . The singular fade subspace in this case is given by
The set of differences of the points of S is given by,
Let D 1 = {±1 ± j} and D 2 = {±2j, ±2}. Then,
Thus, x A − x A ∈ D can take eight non-zero values. As a result, there are eight total possibilities for the vector
where v t denotes the transpose of a vector v. Also, each one of ±1 ± j, ±2j and ±2 can be obtained as scalar multiples of 1 + j (over C). Thus,
So, ∃ only one singular fade subspace for the subcase, viz.,
Similarly, for the other two subcases, there is one singular fade subspace, resulting in a total of 3 singular fade subspaces for the case.
Case 2: Without loss of generality, we discuss the third subcase of Case 2, i.e., the case when
Here x A − x A and x B − x B ∈ D can take eight non-zero values each. There are therefore, 64 total possibilities for the vector
In this case we end up with 12 singular fade subspaces given by the null spaces of the space given in the next page in Fig.  4 . So, ∃ 12 singular fade subspaces for the subcase each being the null space of the above 12 spaces. Similarly, for each of the other two subcases, there are 12 singular fade subspaces, resulting in a total of 36 singular fade subspaces for the case.
Case 3: In this case, x A = x A , x B = x B and x C = x C . The singular fade subspace in this case is given by,
Here each of x A − x A , x B − x B and x C − x C ∈ D can take eight non-zero values. There are therefore, 512 total possibilities for the vector
In this case we end up with 112 singular fade subspaces.
Lemma 2: For the case when
, there are precisely 4 or 8 vectors (including v) over D 1 ∪ D 2 that generate the same vector space over C as v.
Since all of x A − x A , x B − x B and x C − x C ∈ D are non-zero, we can say that
As a result, we have the following three subcases:
We deal with each one of the subcases one-by-one. 1 .
Fig. 4. Null Spaces of the Singular Fades Subspaces for the case x
The singular fade subspace for the case is given by (13) . There are 64 possibilities for the vector
But precisely 4 vectors of length 3 over D 1 ∪ D 2 , i.e. the {±1, ±j} scalar multiples of the vector generate the same vector space over C. As a result, the case x A − x A ∈ D 1 and x B − x B , x C − x C ∈ D 2 leads to 16 singular fade subspaces (shown in Fig. 5 in [14] ). The same holds for the case when
This subcase therefore results in 48 singular fade subspaces.
Subcase 2: Two of x A − x A , x B − x B and x C − x C ∈ D 1 . This subcase can be dealt with similar to the Subcase 1 and results in 48 singular fade subspaces.
There are 64 possibilities for the vector
For a given such vector, possibilities of other 3 length vectors over D 1 ∪ D 2 that generate the same vector space over C are the {±1, ±j, ±1 ± j} scalar multiples of the vector. The case
leads to a total of 16 singular fade subspaces (for a listing of these subspaces see Fig.7 of [14] ).
The three cases result in a total of 3+36+48+48+16=151 singular fade subspaces. We now discuss how these singular fade subspaces can be removed using Latin Cubes of Second order.
V. REMOVING SINGULAR FADE SUBSPACES AND CONSTRAINED LATIN CUBES
In the previous section, we classify the set of singular fade subspaces into three cases. We now cluster the possibilities of (x A , x B , x C ) into a clustering using Latin Cubes. This clustering is represented by a constellation given by S , which is utilized by the relay node R in the BC phase. The objective is to minimize the size of this constellation used by R.
The clustering to be used at R, first constrains the possibilities of (x A , x B , x C ) received at the MA phase, with the objective of removing the singular fade subspaces, and fills the entries of a 4 × 4 × 4 array representing the map to be used at the relay using these constraints, and then completes the partially empty array obtained to form a Latin cube of second order. The mapping to be used at R can be obtained from the complete Latin cube keeping in mind the equivalence between the relay map with the Latin Cube of second order as shown in Section IV.
In order to obtain the constraints on the 4 × 4 × 4 array representing the map at the relay node R during the BC phase for a singular fade state, we utilize the vectors of differences, viz.,
contributing to that particular singular fade state. During the MA phase for the three-way relaying scenario, nodes A, B and C transmit to the relay R. As shown in the previous section, there is a total of 151 singular fade subspaces. Let (h A , h B , h C ) denote a point in one of the 151 singular fade subspaces.
In order to remove the singular fade state (h A , h B , h C ), the pair (x A , x B , x C ) , (x A , x B , x C ) must be kept in the same cluster in the clustering in order to make sure that the minimum distance of the clustering is greater than 0 (Section II). For in-
then the pair (x A , x B , x C ) , (x A , x B , x C ) must be kept in the same cluster in the clustering, i.e., the entry corresponding to (x A , x B , x C ) in the 4 × 4 × 4 array must be the same as the entry corresponding to (x A , x B , x C ). Similarly, every other such pair in S 3 contributing to the same singular fade subspace must be kept in the same cluster. Apart from all such pairs in S 3 being kept in the same cluster of the clustering, in order to remove this particular fade state, there are no other constraints. Upon filling up the 4 × 4 × 4 array with these constraints, the entire Latin Cube does not get filled up, but can be completed as we show later in this section. It is important to note that, this clustering cannot be utilized to remove the singular fade subspaces of Case 1 and Case 2 of the previous section, as shown in the following lemma. Lemma 3: The clustering map used at the relay node R cannot remove a singular fade state corresponding to the Case 1 and Case 2 of the previous section and simultaneously satisfy the mutually exclusive law.
The singular fade subspaces given in Case 1 and Case 2 of the previous section, whose harmful effects cannot be removed by a proper choice of the clustering are referred to as the nonremovable singular fade subspaces. The rest of the singular fade subspaces, given in Case 3 of the previous section, are referred as the removable singular fade subspaces.
We now illustrate the removal of a Case 3 singular fade state with the help of the following example.
Example 1: Consider another example for which the singular fade subspace is given by
The first vector is [1 + j, 1 + j, − 1 − j]. Here, 1 + j can be obtained as a difference of x A = 1 and x A = −j or as a difference of x A = j and x A = −1; −1 − j can be obtained as a difference of x C = −1 and x C = j or as a difference of x C = −j and x C = 1. Thus, the entries corresponding to Fig. 5 with only the bold entries considered. The constrained Latin Cube is completed as follows and the completed Latin Cube is shown in Fig. 5 .
We choose to fill the constrained array to form a Latin cube of second order by simply filling the empty cells of the partially filled 4 × 4 × 4 array with L i , i ≥ 1 in the increasing order of i keeping in mind that the resulting array must be a Latin cube of second order. The top-most and the left-most empty cell in the earliest file is filled at every iteration. The completed Latin cube is shown in Fig. 5 .
For each of the 112 possibilities of singular fade subspaces of Case 3 of the previous section, a clustering of size between 16 to 23 can be achieved by first constraining the array representing the relay map in order to remove the singular fade state and then completing the constrained array using the provided algorithm.
VI. SIMULATION RESULTS
The proposed scheme is based on the removal of singular fade states for the three-way relaying scenario. A minimum cluster distance greater than zero is ensured for all the fade states, excluding a subset of singular fade states, which are shown to be non-removable. Simulation results presented in this section identify some cases where the proposed scheme outperforms the naive approach that uses the same map for all fade states and vice verse. All the simulation results shown in this section are for the case when the end nodes use 4-PSK signal set. The simulation results for the end to end BER as a function of SNR are presented in this section for different fading scenarios.
Consider the case when H A , H B , H C , H A , H B and H C are distributed according to Rician distribution and channel variances equal to 0 dB. The SNR vs BER curve for this case, for a frame length of 256 bits. The plot for the case with a Rician factor of 10 dB is as shown Fig. 7 . The figure shows the SNR vs bit-error-rate curves for the following schemes: adaptive clustering given in the paper, and nonadaptive clustering. For non-adaptive clustering, the relay node uses the same map given by Fig. 6 for all the channel realisations, we refer to this map as the non-adaptive map. It can be seen from Fig. 7 that the schemes based on the adaptive clustering relaying perform better than the schemes based on non-adaptive clustering at high SNR, since adaptive clustering removes 112 singular fade states.
SNR Vs BER plots for other Rician factors are omitted for lack of space, but are available in [14] . It can be seen from the plots in [14] that the proposed scheme performs better than the non-adaptive network coding scheme above a certain SNR when there is a dominant line of sight component, as in the case of Rician fading scenario. The reason for this is as follows: The end to end SNR vs BER as well as the throughput performance depend on the performance during the MA phase as well as the BC phase. As the line of sight component becomes more and more predominant, the performance during the BC phase gets better and better, but the effect of multiple access interference which occurs during the MA phase remains the same. Hence, for the cases when line of sight component is predominant, the performance degradation due to the MA interference predominates over the degradation occurring during the BC phase. The case of non-adaptive network coding, the relay utilizes a constellation of least possible size, whereas in adaptive network coding, the relay attempts at removing singular fade states, thereby optimizing the performance during the MA phase to the fullest extent possible, at the cost of degraded performance during the BC phase. Fig. 8 shows the throughput for the scheme presented in this paper as well as the one in [11] . It is clear that at high SNR regime the scheme presented in this paper leads to higher throughput. At low SNR, the scheme proposed in [11] performs better since it uses a signal set of cardinality 4 during the BC phase whereas the proposed scheme uses a 
VII. CONCLUSION
Our paper deals with the three-way wireless relaying scenario, assuming that the three nodes operate in half-duplex mode and that they transmit points from the same 4-PSK constellation. The Relay node clusters the 4 3 possible transmitted tuples (x A , x B , x C ) into various clusters such that the exclusive law is satisfied. This necessary requirement of satisfying the exclusive law is shown to be the same as the clustering being represented by a Latin Cube of second order. Using the proposed schemes, not only is the exchange of information between the three nodes made possible using two channel uses, the size of the resulting constellation used by the relay node R in the BC phase is reduced from 4 3 to lie between 16 to 23. Note that we do not claim that the size of the clustering utilizing modified clustering is the best that can be achieved, since our method of filling the Latin Cube of Second Order of side 4 may not be the most optimal process of doing so, and it might be possible to fill the array with less than 23 symbols.
