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Open access under CC BWe consider the second order wave equation in an unbounded domain and propose an
advanced perfectly matched layer (PML) technique for its efﬁcient and reliable simulation.
In doing so, we concentrate on the time domain case and use the ﬁnite-element (FE)
method for the space discretization. Our un-split-PML formulation requires four auxiliary
variables within the PML region in three space dimensions. For a reduced version (rPML),
we present a long time stability proof based on an energy analysis. The numerical case
studies and an application example demonstrate the good performance and long time sta-
bility of our formulation for treating open domain problems.
 2012 Elsevier Inc. Open access under CC BY-NC-ND license.1. Introduction
One of the great challenges for wave propagation is the efﬁcient and stable computation of waves in unbounded domains.
The crucial point for these computations is that the numerical scheme avoids any reﬂections at the boundaries, even in case
the diameter of the computational domain is just a fraction of a wavelength. Since the eighties of the last century, several
numerical techniques have been developed to deal with this topic: inﬁnite elements, Dirichlet-to-Neumann operators based
on truncated Fourier expansions, absorbing boundary conditions, etc. The advantages and drawbacks of these different ap-
proaches have been widely discussed in literature, see e.g. [19,33,4]. Especially higher order absorbing boundary conditions
(ABCs) have gained increasing interest, since new methods do not involve high order derivatives [6,21–24,26,27,25,28,8].
An alternative approach to approximate free radiation is to surround the computational domain by an additional damping
layer and guarantee within the formulation, that no reﬂections occur at its interface with the computational domain. This so-
called perfectly matched layer (PML) technique was ﬁrst introduced by Berenger [11] using a splitting of the physical vari-
ables and considering a system of ﬁrst order partial differential equations (PDEs) for electromagnetics. Since then, there has
been much research work on this technique which subsequently was applied to different PDEs [2,5,15,31,37,3,38,41,43]. In
the framework of time-harmonic wave propagation, the PML can be interpreted as a complex-valued coordinate stretching
[42]. Therewith, a PML formulation for a linear PDE in frequency domain can be considered as a straightforward approach.
However, in time domain most PML formulations require a ﬁrst order hyperbolic system, e.g., [44,31,13,37]. The difﬁculty
arising for the second order wave equation in time domain is, that an inverse Fourier transform of its frequency represen-
tation will lead to convolution integrals, see e.g. [39]. A method to avoid convolution integrals is the use of auxiliary variablesc.at (M. Kaltenbacher).
Y-NC-ND license.
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lated. The basic idea of the formulation is to decompose the gradient operator in terms of components perpendicular and
parallel to the interface, and then split the mechanical displacement in four variables. However, as noticed in [36] the result-
ing equations need special treatment for the time stepping and additional memory is needed for the split-ﬁeld variables. Fur-
thermore, such split-ﬁeld PML methods suffer from numerical instability, see e.g. [40,9].
Once a PML formulation has been obtained, the question of stability arises, which is a topic of strong ongoing research. A
stability analysis is not trivial and in general it has to be performed for each new formulation. Several works have analyzed
the properties of the PML technique, such as [1,7,2,16,30,17] among others. E.g., in [16] a time-domain analysis of PML meth-
ods for wave equations in 2D by using the Cagniard-de Hoop method has been presented. The main result is to validate the
modiﬁed fundamental solution extended to the absorbing layers. This method is easily applicable to the wave equation with
any time-dependent point source. However, the evaluation is not easy for general initial value problems of the wave equa-
tion, because those in general include not only propagating but also evanescent waves [29]. Our stability analysis investi-
gates the evolution of the energy over time and we are able to show decay of an upper bound on the energy for our
formulation, thus achieving long term stability.
It should be noted that the PML formulation under consideration has been ﬁrst published in [20], where a ﬁnite difference
time domain (FDTD) method on space–time staggered grids with explicit time stepping has been used. In [34] we have dis-
cussed this formulation in a ﬁnite element (FE) setting and have shown numerically that omitting terms in the time domain
formulation (calling it an almost PML) provides long term stability when applying it to a computational setup with a thin
damping layer. In this contribution, we further investigate in our FE formulation, use unstructured grids with tetrahedra,
apply an implicit Newmark time stepping method and provide a detailed discussion of our long time stability proof based
on energy analysis. Furthermore, we perform rigorous numerical tests with different damping layer thicknesses and damp-
ing functions. The results show that for a thick enough damping layer long time stability is achieved. A key novel feature of
our approach is that the analysis not only works for a special space discretization but applies to arbitrary space discretiza-
tions such as geometrically ﬂexible unstructured ﬁnite element grids as demonstrated in the numerical case study and the
application example of ﬂow induced sound.
The remainder of the paper is organized as follows. In Section 2 we present our PML formulation for the second order
wave equation in time domain. Section 3 contains the stability proof based on energy analysis. Numerical case studies
and an application to the computation of sound generated by the ﬂow around a side view car mirror are presented in Sec-
tion 4, and ﬁnally we summarize our main achievements in Section 5.
2. PML formulation
We consider the time dependent wave equation in an unbounded three dimensional rectangular domain D  R31
c2
@p2
@t2
r  rp ¼ 0 ð1Þwith the speed of sound c > 0 and zero initial conditions. In order to model free radiation, we surround the propagation re-
gion of interest Xprop by a PML of thickness Li in each coordinate direction i and denote this region by XPML. To obtain the
correct PML formulation of the wave equation within XPML, we proceed as follows. First we transform (1) to the frequency
domainjx
c
 2
p^r  rp^ ¼ 0 ð2Þwith p^ the Fourier transform of p and x the angular frequency. According to [42] we introduce the complex change of vari-
ables inside XPML~xiðxiÞ ¼ xi þ 1jx
Z xi
0
riðxÞdx; xi 2 fx; y; zg; ð3Þwhere the damping function ri is positive inside XPML and vanishes in Xprop. Hence, we obtain the following relations@~xi
@xi
¼ 1þ ri
jx
¼ gi and
@
@~xi
¼ 1
gi
@
@xi
:Therewith, the modiﬁed Helmholtz equation, which has to be solved in XPML, reads asgxgygz
jx
c
 2
p^ gygz
@
@x
1
gx
@p^
@x
 
 gxgz
@
@y
1
gy
@p^
@y
 !
 gxgy
@
@z
1
gz
@p^
@z
 
¼ 0 ð4Þwithgx ¼ 1þ
rx
jx
; gy ¼ 1þ
ry
jx
; gz ¼ 1þ
rz
jx
: ð5Þ
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jx
c
 2
p^ @
@x
gygz
gx
@p^
@x
 
 @
@y
gxgz
gy
@p^
@y
 !
 @
@z
gxgy
gz
@p^
@z
 
¼ 0: ð6ÞNow, we investigate in the ﬁrst term of (6) and expand the terms gi by (5) to obtaingxgygz
jx
c
 2
p^ ¼ jx
c
 2
1þ rx
jx
 
1þ ry
jx
 
1þ rz
jx
 
p^
¼ 1
c2
ðjxÞ2 þ jxðrx þ ry þ rzÞ þ rxry þ rxrz þ ryrz þ rxryrzjx
 
p^: ð7ÞFor an inverse Fourier transformation of (7) we recognize, that the last term will result in a time integral of p. Therefore, we
introduce the ﬁrst auxiliary variable according tov ¼ p^
jx
: ð8ÞIn a next step, we analyze the second term in (6) and start withII ¼ gygz
gx
@p^
@x
¼
1þ ryjx
 
1þ rzjx
 
1þ rxjx
  @p^
@x
ð9ÞNow, we perform the following rearrangements and use also (8)II ¼ ðry þ jxÞðrz þ jxÞ
jxðrx þ jxÞ
@p^
@x
¼
ryrz
jx þ ðry þ rzÞ þ jx
ðrx þ jxÞ
@p^
@x
 rx
rx þ jx
@p^
@x
¼
ryrz
jx þ ðry þ rz  rxÞ
ðrx þ jxÞ
@p^
@x
þ @p^
@x
¼ 1
rx þ jx ryrz
@v
@x
þ ðry þ rz  rxÞ @p^
@x
 
þ @p^
@x
: ð10ÞThe same procedure is performed on the third and fourth term in (6). Having an inverse Fourier transform in mind, we intro-
duce a vectorial auxiliary variable ~u with the following relationsux ¼ 1rx þ jx ryrz
@v
@x
þ ðry þ rz  rxÞ @p^
@x
 
uy ¼ 1ry þ jx rxrz
@v
@y
þ ðrx þ rz  ryÞ @p^
@y
 
uz ¼ 1rz þ jx rxry
@v
@z
þ ðrx þ ry  rzÞ @p^
@z
 
:
ð11ÞNow, we are ready to apply the inverse Fourier transform to (6), (8), (11) and achieve at the following coupled system of
partial differential equations1
c2
@2p
@t2
þ a @p
@t
þ bpþ cv r  rpr ~u ¼ 0 ð12Þ
@~u
@t
þ A~uþ Brp Crv ¼ 0 ð13Þ
@v
@t
¼ p ð14Þwitha ¼ rx þ ry þ rz
c2
; b ¼ rxry þ rxrz þ ryrz
c2
; c ¼ rxryrz
c2
; ð15Þ
A ¼
rx 0 0
0 ry 0
0 0 rz
0
B@
1
CA; C ¼ ryrz 0 00 rxrz 0
0 0 rxry
0
B@
1
CA; ð16Þ
B ¼
rx  ry  rz 0 0
0 ry  rx  rz 0
0 0 rz  rx  ry
0
B@
1
CA: ð17Þ
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PML-technique [14]. Assuming a layer thickness of L, e.g., in y-direction, the damped wave will be totally reﬂected at the
outer boundary of the PML-region and this reﬂected wave at the interface between propagation and PML region takes the
valuep0r ¼ p0eð2=cÞ cosu
R L
0
ryðyÞdy ¼ p0R: ð18ÞA reasonable choice of the reﬂection factor R has to be chosen by a trade-off between the necessity of sufﬁcient reduction of
reﬂected waves according to (18) and possible disturbances of the numerical solution by a too rapid damping in a narrow
PML region. In our computations we use a value of R ¼ 103. In addition, in order to get rid of the dependence of the overall
damping on the speed of sound c, we will choose ry directly proportional to c. Using (18), we obtain the following relations:
 Constant dampingrconsty ¼
c lnR
2L cosu
: Inverse distance dampingrinversey ¼
c
L y :As shown in [12], the inverse distance damping function leads to an optimal damping behavior for the acoustic wave
equation in the frequency domain, and compared to other damping functions does not need speciﬁcation of the reﬂection
coefﬁcient R. This is also conﬁrmed by many of our computations for the wave equation in time. However, we have also ob-
tained instable results, especially for thin damping layers. In Section 4 we provide rigorous numerical tests for different
damping layer thicknesses and the two above deﬁned damping functions.
3. Stability analysis
For deriving boundedness of solutions ðp;v ;~uÞ of (12)–(14) in an appropriate norm (related to the acoustic energy) we
proceed as follows:
1. Test the system with appropriate multipliers to derive energy estimates;
2. Combine these estimates to assess the time evolution of a scalar valued function gðtÞ, more precisely, to show that gðtÞ is
nonincreasing over time; g can be interpreted as a Lyapunov function for the system (12)–(14);
3. Prove that by a proper choice of the parameters deﬁning g, the energy can be bounded by a ﬁxed multiple of g.
In the course of this derivation, it will turn out that instabilities may emerge in regions where C is strictly positive. Thus
we will end up with considering a reduced PML (rPML) where we just set C  0.
We consider the bounded computational domain X, which includes the propagation region Xprop and the attached PML
layerXPML. For the weak formulation, we introduce appropriate test functionsu; q and~w, and describe space and time depen-
dence by considering pðtÞ;vðtÞ and ~uðtÞ as elements of the function space V and H, respectively, for each time t P 0. We as-
sume homogeneous Dirichlet boundary conditions on pðtÞ; vðtÞ and the test functions u; q, but not on ~uðtÞ; ~w.pðtÞ ¼ u ¼ 0 on @X; @p
@t
ðtÞ ¼ vðtÞ ¼ q ¼ 0 on @X;i.e.,pðtÞ;u;vðtÞ; q 2 V ¼ H10ðXÞ; ~uðtÞ;~w 2 H ¼ L2ðXÞ3 8t P 0:
In addition, we introduce the matrix DD ¼
ry þ rz 0 0
0 rx þ rz 0
0 0 rx þ ry
0
B@
1
CA; ð19Þso that we can express B by A D. Therewith, the weak formulation of our coupled system of PDEs (12)–(14) becomesZ
X
@2p
@t2
ðtÞudxþ
Z
X
a
@p
@t
ðtÞudxþ
Z
X
bpðtÞudxþ
Z
X
cvðtÞudxþ
Z
X
rpðtÞrudxþ
Z
X
~uðtÞrudx ¼ 0 8u 2 V; ð20Þ
Z
X
@~u
@t
ðtÞ ~wdxþ
Z
X
ðA~uðtÞÞ ~wdxþ
Z
X
ðBrpðtÞÞ ~wdx
Z
X
ðCrvðtÞÞ ~wdx ¼ 0 8~w 2 H; ð21Þ
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X
@v
@t
ðtÞqdx
Z
X
pðtÞqdx ¼ 0 8q 2 V; ð22Þfor all t P 0. The relation according to (22) will be used explicitly as @vðtÞ=@t ¼ pðtÞ. In here a; b; cP 0 are scalars, A;B;CD
are diagonal matrices B ¼ A D with A;C;DP 0 (‘‘P’’ meaning positive semideﬁnite here) and suppfUg#XPML,
U 2 fa; b; c;A; B;C;Dg (see (15)–(17)).
1st step: test the PDEs with appropriate multipliers.
Now we insert different test functions into (20) and (21), and integrate with respect to time, using the fact that, e.g.Z t
0
Z
X
rpðsÞr @p
@t
ðsÞdxds ¼ 1
2
Z t
0
d
dt
Z
X
jrpðsÞj2 dx
 
ds ¼ 1
2
Z
X
jrpðtÞj2 dx 1
2
Z
X
jrpð0Þj2 dx:Settingu ¼ @pðsÞ=@t in ð20Þ;
u ¼ dpðsÞ in ð20Þ ðwith some possibly space dependent factor 0 6 d 6 c2aÞ;
~w ¼ rpðtÞ in ð21Þ; ð23Þ
~w ¼ F~uðtÞ in ð21Þ ðwith some possibly space dependent diagonal matrix 0 6 FÞ;and using the notationkuk2 ¼
Z
X
juj2 dx; k~wk2 ¼
Z
X
j~wj2 dx;
hu1;u2i ¼
Z
X
u1u2 dx; h~w1; ~w2i ¼
Z
X
~w1 ~w2 dx;we therewith obtain1
2
1
c
@p
@t
ðtÞ

2  12 1c @p@t ð0Þ

2 þ
Z t
0
ﬃﬃﬃ
a
p @p
@t
ðsÞ

2 dsþ 12 ﬃﬃﬃbp pðtÞ
 2  1
2
ﬃﬃﬃ
b
p
pð0Þ
 2
þ
Z t
0
hcvðsÞ; @p
@t
ðsÞidsþ 1
2
krpðtÞk2  1
2
krpð0Þk2 þ
Z t
0
h~uðsÞ;r @p
@t
ðsÞids ¼ 0; ð24Þ
Z t
0
1
c2
d
@2p
@t2
ðsÞ;pðsÞ
* +
dsþ 1
2
k
ﬃﬃﬃﬃﬃ
ad
p
pðtÞj2  1
2
k
ﬃﬃﬃﬃﬃ
ad
p
pð0Þj2 þ
Z t
0
k
ﬃﬃﬃﬃﬃ
bd
p
pðsÞk2 dsþ 1
2
k
ﬃﬃﬃﬃﬃ
cd
p
vðtÞk2  1
2
k
ﬃﬃﬃﬃﬃ
cd
p
vð0Þk2
þ
Z t
0
k
ﬃﬃﬃ
d
p rpðsÞk2 dsþ
Z t
0
hd~uðsÞ;rpðsÞids ¼ 0; ð25Þ
Z t
0
@~u
@t
ðsÞ;rpðsÞ
 	
dsþ
Z t
0
hðA~uðsÞÞ;rpðsÞidsþ
Z t
0
kA1=2rpðsÞÞk2 ds
Z t
0
kD1=2rpðsÞÞk2 ds 1
2
kC1=2rvðtÞÞk2
þ 1
2
kC1=2rvð0ÞÞk2 ¼ 0; ð26Þ
1
2
kF1=2~uðtÞk2  1
2
kF1=2~uð0Þk2 þ
Z t
0
kðFAÞ1=2~uðsÞk2 dsþ
Z t
0
hFBrpðtÞ;~uðsÞids
Z t
0
hFCrvðtÞ;~uðsÞids ¼ 0; ð27Þfor all t P 0. Now, we perform an integration by parts for the following termsZ t
0
cvðsÞ; @p
@t
ðsÞ
 	
ds ¼ 
Z t
0
k ﬃﬃﬃcp pðsÞk2 dsþ hcvðtÞ;pðtÞi  hcvð0Þ;pð0Þi
Z t
0
~uðsÞ;r @p
@t
ðsÞ
 	
ds ¼ 
Z t
0
@~u
@t
ðsÞ;rpðsÞ
 	
dsþ h~uðtÞ;rpðtÞi  h~uð0Þ;rpð0Þi
Z t
0
1
c2
d
@2p
@t2
ðsÞ; pðsÞ
* +
ds ¼ 
Z t
0
1
c
ﬃﬃﬃ
d
p @p
@t
ðsÞ

2 dsþ 1c2 d @p@t ðtÞ;pðtÞ
 	
 1
c2
d
@p
@t
ð0Þ; pð0Þ
 	
:
ð28Þ2nd step: conclude monotonicity of some Lyapunov function g.
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R t
0h@~uðsÞ=@t;rpðsÞids cancels
out. Furthermore, we deﬁne the following function of timegðtÞ :¼ 1
2
1
c
@p
@t
ðtÞ

2 þ krpðtÞk2 þ kF1=2~uðtÞk2 þ k ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbþ adp pðtÞk2 þ k ﬃﬃﬃﬃﬃcdp vðtÞk2  kC1=2rvðtÞÞk2 þ 2hcvðtÞ;pðtÞi
 
þ 2h~uðtÞ;rpðtÞi þ 2 d
c2
@p
@t
ðtÞ;pðtÞ
 	
: ð29ÞRemark 1. Here we wish to point out that the sixth term on the right hand side in (29) suggests that it is favorable to set
C ¼ 0 from a stability point of view. Indeed, even if we would add the time integral of (20) with u ¼ vðsÞ, which would give
us a term 12 krvðtÞk2 on the left hand side for possible control of kC1=2rvðtÞÞk2, we would end up with a termR t
0h~uðsÞ;rvðsÞids, which we cannot control since we have no means for obtaining an estimate of
R t
0 krvðsÞk2 ds, especially for
long times when this expression gets larger than sups2½0;tkrvðsÞk2.
Using (28) and the above deﬁnition according to (29), we obtain the following relation for the sum of (24)–(27)gðtÞ þ
Z t
0
kðFAÞ1=2~uðsÞk2 dsþ
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a d
c2
r
@p
@t
ðsÞ


2
dsþ
Z t
0
Z
X
signðbd cÞj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jbd cj
p
pðsÞj2 dxds
þ
Z t
0
Z
X
signðdI þ BÞj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jdI þ Bj
p rpðsÞj2 dxds ¼ gð0Þ  Z t
0
hðdI þ Aþ FBÞrpðsÞ;~uðsÞidsþ
Z t
0
hFCrvðtÞ;~uðsÞids
6 gð0Þ þ 1
2
Z t
0
kðFAÞ1=2~uðsÞk2 dsþ 1
2
Z t
0
kððFAÞ1=2ÞyðdI þ Aþ FBÞrpðsÞk2 dsþ 1
2
Z t
0
kððFAÞ1=2ÞyFCrvðsÞk2 ds ð30Þor if C ¼ 0gðtÞ þ
Z t
0
kðFAÞ1=2~uðsÞk2 dsþ
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a d
c2
r
@p
@t
ðsÞ


2
dsþ
Z t
0
Z
X
signðbd cÞj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jbd cj
p
pðsÞj2 dxds
þ
Z t
0
Z
X
signðdI þ BÞj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jdI þ Bj
p rpðsÞj2 dxds ¼ gð0Þ  Z t
0
hðdI þ Aþ FBÞrpðsÞ;~uðsÞids
6 gð0Þ þ
Z t
0
kðFAÞ1=2~uðsÞk2 dsþ
Z t
0
1
2
ððFAÞ1=2ÞyðdI þ Aþ FBÞrpðsÞ

2 ds; ð31Þprovided~uðsÞ 2 N ðFAÞ?; s 2 ð0; tÞ or RðdI þ Aþ FBÞ#NðFAÞ? ð32Þ(and for (30) additionally~uðsÞ 2 N ðFCÞ?; s 2 ð0; tÞ). In here, for somematrixM, we denote byRðMÞ,NðMÞ?, andMy the range,
the orthogonal complement of the nullspace, and the generalized inverse, respectively, and for some positive semideﬁnite
matrixMwe denote byM1=2 the square root, being deﬁned by the relationM1=2M1=2 ¼ M. For deriving (30) and (31), we have
exploited the identityZ t
0
hðdI þ Aþ FBÞrpðsÞ;~uðsÞids ¼
Z t
0
hððFAÞ1=2ÞyðdI þ Aþ FBÞrpðsÞ; ððFAÞ1=2Þy~uðsÞids;that holds under condition (32), and whose right hand side can then be estimated via the Cauchy–Schwarz inequality. Study-
ing (30) as well as (31), we see that forC ¼ 0; 0 6 d 6 c2a; bd cP 0; dI þ BP 0; ð33Þand4FAðdI þ BÞ  ðdI þ Aþ FBÞ2 P 0 ð34Þin all of X, we getgðtÞ 6 gð0Þ:
Note that since here time = 0 can be replaced by time ¼ s 6 t, this shows monotone decrease of the function g.
3rd step: estimate energy by g.
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2
ﬃﬃ
e
p 1
c
@p
@t
ðtÞ

2 þ kE1=2rpðtÞk2 þ k~E1=2~uðtÞk2
 !
ð35Þwith eP 0; ~E P 0; E P 0, provided that additionally to (33) and (34)I  F1 P 0 and 1 C2P
c
d
þ d
2
c2
 ðbþ adÞ
 !( )
I  F1 P 0; ð36Þwhere CP is the constant in the Poincaré–Friedrichs inequality8u 2 V ¼ H10ðXÞ : kuk 6 CPkruk:
Namely, we can estimategðtÞ ¼ 1
2
1
c
@p
@t
ðtÞ

2 þ krpðtÞk2 þ kF1=2~uðtÞk2 þ k ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbþ adp pðtÞk2 þ k ﬃﬃﬃﬃﬃcdp vðtÞk2 þ 2hcvðtÞ; pðtÞi þ 2h~uðtÞ;rpðtÞi
 
þ 2 d
c2
@p
@t
ðtÞ;pðtÞ
 	
P
1
2
1
c
@p
@t
ðtÞ

2 þ krpðtÞk2 þ kF1=2~uðtÞk2 þ k ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃbþ adp pðtÞk2 þ k ﬃﬃﬃﬃﬃcdp vðtÞk2
 

ﬃﬃﬃﬃﬃ
cd
p
vðtÞk2 
ﬃﬃﬃ
c
d
r
pðtÞ


2
 kðF  ~EÞ1=2~uðtÞk2  kðF  ~EÞ1=2rpðtÞk2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e
p
c
@p
@t
ðtÞ


2
 d
c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e
p pðtÞ

2

1
A
P
1
2
ﬃﬃ
e
p 1
c
@p
@t
ðtÞ

2 þ kE1=2rpðtÞk2 þ k~E1=2~uðtÞk2
 !
;where the last two inequalities hold ifF  ~E > 0 and I  E  ðF  ~EÞ1 P 0 ð37Þ
andc
d
þ d
2
c2ð1 eÞ  ðbþ adÞ
 !
pðtÞ


2
6 k I  E  ðF  ~EÞ1
 
rpðtÞki.e., ifF  ~E > 0 and I  E  ðF  ~EÞ1  C2P
c
d
þ d
2
c2ð1 eÞ  ðbþ adÞ
 !
IP 0: ð38ÞIt remains to interpret conditions (32)–(34), (36), (38) i.e., to ﬁnd d; F; e; ~E; E such that they can be satisﬁed:
According to (15)–(17) we havec2a ¼ rx þ ry þ rz; c2b ¼ ryrz þ rzrx þ rxry; c2c ¼ rxryrz;
Aii ¼ ri; Bii ¼ ri  rj  rk; Dii ¼ rj þ rk; ri;rj;rk 2 frx;ry;rzg
and setting C ¼ 0, conditions (33) are satisﬁed ford ¼ rx þ ry þ rz;
sincec2ðbd cÞ ¼ ðryrz þ rzrx þ rxryÞðrx þ ry þ rzÞ  rxryrz P 0:
Since F will be chosen as a diagonal matrix, condition (34) can be reformulated as0 6 4FAðdI þ A DÞ  ððdI þ AÞ þ FðA DÞÞ2 ¼ 4ðdI þ AÞAF  4ADF  ððdI þ AÞ þ AF  DFÞ2
¼ 4ðdI þ AÞAF  4ADF  ðdI þ AÞ2  A2F2  D2F2  2ðdI þ AÞAF þ 2ðdI þ AÞDF þ 2ADF2
¼ ðdI þ AÞ2 þ ð2ðdI þ AÞðAþ DÞ  4ADÞF  ðA DÞ2F2;
where the diagonal entries of the right hand side are (with the abbreviation a ¼ Aii ¼ ri; d ¼ Dii ¼ rj þ rk; f ¼ Fii; d ¼ aþ d)ð2aþ dÞ2 þ ð2ð2aþ dÞðaþ dÞ  4adÞf  ða dÞ2f 2 ¼ ð2aþ dÞ2 þ 2ð2a2 þ adþ d2Þf  ða dÞ2f 2 P 0() f 6 f 6 fþ
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2a2 þ adþ d2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a2 þ adþ d2Þ2  ð2aþ dÞ2ða dÞ2
q
ða dÞ2
: ð39ÞNote that in here, the square root gives a real number since2a2 þ adþ d2 P jð2aþ dÞða dÞj|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼j2a2add2 jand we have 0 6 f 6 fþ. Therefore, f ¼ Fii P 0 can indeed be chosen so that (34) is satisﬁed.
Condition (36) additionally requires f ¼ Fii P 1 which is enabled by the fact that fþ P 1 due toﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a2 þ adþ d2Þ2  ð2aþ dÞ2ða dÞ2
q
P ða dÞ2  ð2a2 þ adþ d2Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼a23ad
;with strict inequality unless a vanishes, hence2a2 þ adþ d2 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a2 þ adþ d2Þ2  ð2aþ dÞ2ða dÞ2
q
P ða dÞ2; ð40Þwith strict inequality if a > 0. (In case a ¼ d ¼ 0, condition (34) is trivially satisﬁed for any F and we can choose an arbitrary
F > I.)
To see the right hand part of (36) we use the fact that we have chosen d ¼ c2a and (33) inðbþ adÞ  c
d
 d
2
c2
¼ b c
d
¼ bd c
d
P 0; ð41Þso that the right hand part of (36) is implied by the left hand part. Concerning (38), we get from estimate (41) that it follows
fromF  ~E P 0 and I  E  ðF  ~EÞ1  C2P
d2
c2
e
1 e I P 0: ð42ÞIn order to check the nullspace condition (32) and to identify regions in which the matrices ~E; E or at least some of their
entries can be chosen strictly positive, we distinguish between the following subdomains:
(a) X0 ¼ fn 2 X : rxðnÞ ¼ ryðnÞ ¼ rzðnÞ ¼ 0g 	 Xprop:
On this subdomain the quantities a; b; c;A;B;C vanish. Since (13) together with ~uð0Þ ¼ 0 implies ~uðtÞjX0 ¼ 0 for all
t > 0, we directly obtain that the respective part of gðtÞ, namely (29) with k  k2 replaced by k  jX0k2L2ðX0Þ, just equals
g0ðtÞ :¼ 12 k 1c @p@t ðtÞjX0k2 þ krpðtÞjX0k2

, so we can choosee  1; ~E  I; E  I; on X0:
(b) Xxyz ¼ fn 2 X : rxðnÞ > 0 and ryðnÞ > 0andrzðnÞ > 0g:
Since on this subdomain A is strictly positive deﬁnite, choosing a positive Fwe will automatically satisfy the nullspace
condition (32). We can select F ¼ diagðF11; F22; F33Þ with Fii ¼ fþ ¼ fiþ according to (39) with a ¼ ri > 0 which implies
Fii > 1 (cf. the observation following (40)). With this choice, d ¼ rx þ ry þ rz > 0 and~E ¼ 1
2
ðF  IÞ > 0; E ¼ 1
4
I þ 1
2
ðF  IÞ
 1
ðF  IÞ > 0; e ¼ 
1þ  ; on X
xyz;
with  :¼ 14 c
2
C2Pd
2 mini2f1;2;3gð1þ 12 ðFii  1ÞÞ1ðFii  1Þ > 0, we also get (42), which by (41) is sufﬁcient for (38).(c) Xx ¼ fn 2 X : rxðnÞ > 0 and ryðnÞ ¼ rzðnÞ ¼ 0g (analogously for Xy;Xz):
Here it can be seen that the nullspace condition (32) indeed restricts the ﬁrst component of F: Since
NðFAÞ?#NðAÞT ¼ R
 f0g 
 f0g, which in general will not contain ~uðsÞ, we have to make sure that
ðdI þ Aþ FBÞ#R
 f0g 
 f0g, which by Fii P 1 (from (36)), d 6 rx (from (33)) is equivalent to
F22 ¼ F33 ¼ 1; d ¼ rx > 0, so that we have to put
~E22 ¼ ~E33 ¼ E22 ¼ E33 ¼ 0 on Xx:
Still, application of the argument from (b) and direct consideration of (38) shows that we can choose
~E11 ¼ 12 ðF11  1Þ > 0; E11 ¼
1
4
1þ 1
2
ðF11  1Þ
 1
ðF11  1Þ > 0; e ¼ 1þ  > 0; on X
x;
with  :¼ 14 c
2
C2Pd
2 ð1þ 12 ðF11  1ÞÞ1ðF11  1Þ > 0.
B. Kaltenbacher et al. / Journal of Computational Physics 235 (2013) 407–422 415(d) Xyz ¼ fn 2 X : rxðnÞ ¼ 0andryðnÞ > 0andrzðnÞ > 0g (analogously for Xzx;Xxy):
This case can be treated similarly to (c), which yields a choice F11 ¼ 1; Fjj > 1; d ¼ ry þ rz > 0,
~E11 ¼ E11 ¼ 0 on Xx:
~Ejj ¼ 12 ðFjj  1Þ > 0; Ejj ¼
1
4
1þ 1
2
ðFjj  1Þ
 1
ðFjj  1Þ > 0; e ¼ 1þ  > 0; on X
yz;
for j ¼ 2;3, with  :¼ 14 c
2
C2Pd
2 mini2f2;3gð1þ 12 ðFii  1ÞÞ1ðFii  1Þ > 0.Thus, we have proven the following stability result for a modiﬁed version of the PML system (12)–(14):
Theorem 1. Consider the system (12)–(14)with homogeneous Dirichlet boundary conditions on p, homogeneous initial conditions
on ~u, and c;a; b; c;A;B, according to (15)–(17), in L1ðXÞ; L1ðXÞ3
3, respectively, but with C :¼ 0.
There exist a space dependent strictly positive function e > 0 and positive semideﬁnite diagonal matrix functions ~E; E as well as
a nonnegative monotonically non-increasing time dependent function g such thatgðtÞP 1
2
ﬃﬃ
e
p 1
c
@p
@t
ðtÞ

2 þ E1=2rpðtÞ 2 þ ~E1=2~uðtÞ 2
 !holds for any solution ðp; v;~uÞ 2WðRþ;V;HÞ of (20)–(22), whereWðI;V;HÞ ¼ ðC2ðI;VÞ \ C1ðI; L2ðXÞÞ \ CðI;VÞÞ 
 ðC2ðI; L2ðXÞÞ \ C1ðI;VÞÞ 
 CðI;HÞ;V ¼ H10ðXÞ;H ¼ L2ðXÞ3;V ¼ H1ðXÞ (the dual of V).
More precisely we have ~EðnÞ ¼ diagð~E11ðnÞ; ~E22ðnÞ; ~E33ðnÞ and EðnÞ ¼ diagðE11ðnÞ; E22ðnÞ; E33ðnÞÞ with (upon identiﬁcation
1$ x;2$ y;3$ z)~Eii > 0; Eii > 0 on Xi; ð43ÞwhereXi ¼ fn 2 X : riðnÞ > 0g [ fn 2 X : rxðnÞ ¼ ryðnÞ ¼ rzðnÞ ¼ 0g ð44Þ
Note that it sufﬁces to impose homogeneous initial conditions on ~u in X0 ¼ fn 2 X : rxðnÞ ¼ ryðnÞ ¼ rzðnÞ ¼ 0g only.Remark 2. Here we have assumed that a weak solution ðp;v ;~uÞ 2WðRþ;V;HÞ of (12)–(14) exists. Indeed, existence and
uniqueness at a ﬁrst glance should be establishable for C  0 along the usual lines (cf., e.g., [18]):
1. Galerkin approximation, i.e., replacing V 
 V 
H by a sequence of ﬁnite dimensional nested subspaces Vn 
 Vn 
Hn whose
union is dense in V 
 V 
H, and which satisfy ru 2 Hn for all u 2 Vn (cf. (23)); Local in time existence of the Galerkin
solutions ðpn;vn;~unÞ 2Wð½0; T;V;HÞ follows from linearity of the system;
2. Uniform energy estimates of the Galerkin solutions in Wð½0; T;V;HÞ, which can be done as above, replacing the test and
ansatz spaces by their ﬁnite dimensional counterparts Vn;Hn, using the topology of the inﬁnite dimensional spaces
V;H on them; The additional Cð0; T;VÞ bound on @2pn
@t2
follows directly from (20).
3. These uniform estimates imply existence of weakly convergent subsequence whose weak limits by linearity solve the sys-
tem (20)–(22) in a weak sense provided the coefﬁcients are in L1ðXÞ; global in time existence follows from the uniform
energy estimates.
However, there is a gap in this proof: Since, e.g., ~E22 ¼ ~E33 ¼ E22 ¼ E33 ¼ 0 in Xx ¼ fn 2 X : rxðnÞ > 0 and ryðnÞ ¼
rzðnÞ ¼ 0g, we only get boundedness of the L2ðXxÞ norm of the ﬁrst component of rpn and of ~un, so only this component
converges weakly, while the other two components might diverge. Still we get existence of a very weak solution, i.e.,
ðp;v ;~uÞ 2 ðC2ð0; T; ðH2ðXÞÞÞ \ C1ð0; T; L2ðXÞÞÞ 
 C2ð0; T; L2ðXÞÞ 
 C1ð0; T; ðH1ðXÞ3ÞÞ such thatZ
X
@2p
@t2
ðtÞudxþ
Z
X
a
@p
@t
ðtÞudxþ
Z
X
bpðtÞudxþ
Z
X
cvðtÞudx
Z
X
pðtÞDudxþ
Z
X
~uðtÞrudx ¼ 0 8u 2 H2ðXÞ; ð45Þ
Z
X
@~u
@t
ðtÞ ~wdxþ
Z
X
ðA~uðtÞÞ ~wdx
Z
X
pðtÞrðB~wÞdx ¼ 0 8~w 2 H1ðXÞ3; ð46Þ
@v
@t
ðtÞ ¼ pðtÞ ð47Þin this way.
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3 andmini2f1;2;3ginf ~XiriðnÞ > 0, where
~Xi ¼ fn 2 X : riðnÞ > 0g.
Then for any T > 0 there exists a solution ðp;v;~uÞ 2 ðC2ð0; T; ðH2ðXÞÞÞ \ C1ð0; T; L2ðXÞÞÞ 
 C2ð0; T; L2ðXÞÞ

C1ð0; T; ðH1ðXÞ3ÞÞ of (45)–(47), t 2 ð0; TÞ, for which a nonnegative monotonically non-increasing time dependent function g
exists such thatgðtÞP 1
c
@p
@t
ðtÞ

2for all t 2 ð0; TÞ.Proof. We proceed as described in Remark 2 with the additional assumption Vn#H2ðXÞ;Hn#H1ðXÞ on the test spaces.
Along the lines of the proof of Theorem (1) we obtain uniform boundedness of k @pn
@t kCð0;T;L2ðXÞÞ ¼ k @
2vn
@t2
kCð0;T;L2ðXÞÞ for the Galer-
kin solutions ðpn;vn;~unÞ of (20)–(22). From this and the time differentiated version of (21) with ~w ¼ @~un@t (note that C ¼ 0) we
obtain uniform boundedness of k @~un
@t kCð0;T;ðH1ðXÞ3ÞÞ. Altogether we have existence of a uniform constant K > 0 such that for
arbitrarily ﬁxed ﬁnite time T:@pn
@t


Cð0;T;L2ðXÞÞ
¼ @
2vn
@t2


Cð0;T;L2ðXÞÞ
6 K;
pnk kCð0;T;L2ðXÞÞ ¼
@vn
@t


Cð0;T;L2ðXÞÞ
6 Kð1þ TÞ;
vnk kCð0;T;L2ðXÞÞ 6 Kð1þ TÞ2;
@~un
@t


Cð0;T;ðH1ðXÞ3ÞÞ
6 K
~unk kCð0;T;ðH1ðXÞ3ÞÞ 6 Kð1þ TÞ;
@2pn
@t2


Cð0;T;ðH2ðXÞÞÞ
6 Kð1þ TÞ2;where we have used (45) to obtain the latter estimate. Thus we can take weak limits to obtain (45)–(47). The function g here
is set to 1emin g with g from Theorem 1, where emin ¼minf1; inf ~Xiig, i ¼ 14 c
2
C2Pd
2 ð1þ 12 ðFii  1ÞÞ1ðFii  1Þ,
Fii ¼minf2; 2a
2þadþd2þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a2þadþd2Þ2ð2aþdÞ2ðadÞ2
p
ðadÞ2 g > 1 a ¼ ri; d ¼ rj þ rk; j; k– i; d ¼ aþ d. h
According to our stability analysis, we have no estimate on the L2-wrt time norm of jjrv jj (cf. Remark 1) and this term
could be a source for long time instabilities. Therefore, we will also numerically investigate the case, where C is set to zero
(i.e. we omit Crv in (13)) and will denote this reduced formulation by rPML. We are aware of the fact that this rPML for-
mulation will not achieve perfect matching. However, as numerical results will demonstrate, the additional error compared
to the full PML formulation is small, and it strongly increases the stability in case of thin damping layers. Furthermore, weFig. 1. Computational setup.
B. Kaltenbacher et al. / Journal of Computational Physics 235 (2013) 407–422 417want to state that the rPML is a true PML in case of 1D as well as 2D computations. In these cases, we do not need the
additional scalar auxiliary variable v and so C is not present. E.g., in 2D we just need the auxiliary vector variable
~u ¼ ðux; uyÞt leading to a total number of just three unknowns in the PML region. This can be also seen by analyzing (12)–
(14), e.g., assuming waves in the xyplane. Then c and C get zero (rz ¼ 0) resulting in just three scalar equations for
p;ux; uy. So an error just occurs in 3D, when waves propagate towards corners, where all three damping coefﬁcients are
active.
4. Results
4.1. Numerical studies
The setup of our numerical example for investigating the PML formulation is displayed in Fig. 1. On the surface of the
sphere we set a Dirichlet boundary condition for all nodes according to the following functionf ðtÞ ¼ d
dt
ep
2ðf0t1Þ2
 
:We choose the propagation region to be k=2 (k being the wavelength given by k ¼ c=f0 with c the speed of sound) and use
PML regions with k=8; k=4 and k=2. The propagation as well as PML region are discretized with tetrahedra ﬁnite elements of
ﬁrst order having an average edge length of about k=16. Thus, the PML is discretized in thickness direction with two ﬁnite
elements for the k=8 layer, with four ﬁnite elements for the k=4 layer, and with eight ﬁnite elements for the k=2 layer, respec-
tively. Furthermore, we use an implicit Newmark time stepping scheme with b ¼ 0:25 and c ¼ 0:5 [32] and we choose a time
step size of Dt ¼ 1=ð80f 0Þ. For the ﬁrst investigations concerning the accuracy, we use the inverse distance damping func-
tions as given in Section 2.
For this simple setup, we could compare our results to an analytical solution. However, to just measure the error intro-
duced by the PML, we compute a reference solution using the same computational mesh in the propagation region and use
instead of the PML region an additional large propagation region. We consider the evolution of the l2-error at each time step
tnErrorPMLðtnÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Nprop
XNprop
i¼1
piðtnÞ  prefn ðtnÞ
 2vuut : ð48ÞIn (48) pi denotes the solution at each FE node i using the PML formulation, prefi the reference solution at FE node i and Nprop
the number of nodes within the propagation region.
In a ﬁrst investigation, we computed the acoustic pressure over time applying the PML formulation and compare the re-
sults with our reference solution at the three observation points P1; P2 and P3. The results with a PML thickness of k=8 are
displayed in Fig. 2, for a PML thickness of k=4 in Fig. 3 and ﬁnally for a PML thickness of k=2 in Fig. 4. From the three graphs,
we can clearly see the improvement in the solutions with increasing PML thickness. The main difference, as expected, is gi-
ven for the pressure at observation point P3, which is the corner point between propagation region and PML region (see
Fig. 1). Furthermore, the results demonstrate that the reduced PML formulation denoted by rPML just has slightly worset (s)
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Fig. 2. Pressure signal at the three observation points; PML-thickness was set to k=8.
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Fig. 3. Pressure signal at the three observation points; PML-thickness was set to k=4.
t (s)
p 
(P
a)
5 10 15 20 25 30
-10
-5
0
5
10
Reference
rPML
PML
P1
P2
P3
Fig. 4. Pressure signal at the three observation points; PML-thickness was set to k=2.
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Fig. 5. The l2-error graph over time.
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B. Kaltenbacher et al. / Journal of Computational Physics 235 (2013) 407–422 419properties than the full PML formulation and the differences vanishes almost completely for a damping layer thickness of k=2
(see Fig. 4).
Based on the obtained results we further computed the l2-norm of the error as given in (48). In Fig. 5 we show the ob-
tained error introduced by the PML and rPML with a thickness of k=8 and k=4. Again, we observe the decrease in the error
over time when increasing the PML thickness. We had to stop the computation of the error at t = 40 s, since at this time the
reference solution already showed ﬁrst reﬂections back to the propagation region. Therefore, in order to investigate the sta-
bility, we also computed the overall acoustic energy at each time step tn within the propagation region by the following
formulaEacousticðtnÞ ¼
Z
Xprop
q0
2
~vðtnÞ ~vðtnÞ þ pðtnÞ
2
2q0c2
 !
dx: ð49ÞIn (49) q0 denotes the mean density of the ﬂuid and ~v the acoustic particle velocity. For this long term stability study, we
perform computations for all three cases of layer thicknesses (k=8; k=4 and k=2) and use the two different damping
functions – constant and inverse distance – as introduced in Section 2. The acoustic particle velocity ~v is related to the
acoustic pressure p via the linear momentum conservationFig. 6. Acoustic energy over time for different layer thicknesses and damping functions.
Fig. 7. Setup of the generic side mirror (D takes on the value of 0.2 m) and computed velocity for a characteristic time step.
PML region
Side mirror
Fig. 8. Acoustic pressure ﬁeld on two cutting slices around the side mirror for a characteristic time step.
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@~v
@t
¼ rp:Therewith, in a time discrete setting using a trapezoidal scheme, we obtain~vðtnÞ ¼ ~vðtn1Þ  Dtq0
rpðtnÞ;which is inserted into (49). Fig. 6 displays the computed acoustic energy within the propagation region for the reference
solution and the PML as well as rPML formulations. The ﬁrst main observation is that for the k=8 damping layer the results
for both damping functions get instable. Canceling the critical term in the PML formulation (denoted by rPML) as revealed by
the stability proof, leads to stable results (see Fig. 6(b)). The second main observation is that both damping functions results
in stable long time computations for layer thicknesses of k=4 and k=2. Furthermore, applying the rPML formulation achieves
in all cases a stronger damping behavior of the acoustic energy for increasing time. Furthermore, when comparing the energy
curves with the reference solution, we may clearly state that the inverse distance damping function (both for PML and rPML)
provides the most accurate results.
4.2. Practical application: side view car mirror
As a practical application of our PML formulation, we consider the computation of ﬂow induced sound by applying Light-
hill’s analogy, which results in an inhomogeneous wave equation1
c2
@2p
@t2
r  rp ¼ r  ðr  TÞ: ð50ÞHere, T denotes Lighthill’s tensor, which for incompressible ﬂows and isentropic state can be approximated byT  qf~v ~v ð51Þ
with ~v the ﬂow velocity and qf the mean density of the ﬂuid. For all details about our formulation we refer to [35]. Here, our
focus is on the application of the PML formulation and so we just brieﬂy discuss the ﬂow computation and then the acoustic
results.
Fig. 9. Sound pressure level (SPL) at a monitoring point over frequency.
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the computed ﬂow ﬁeld for a characteristic time step. We have computed the ﬂow ﬁeld by applied a LES (Large Eddy Sim-
ulation) on a grid with 6.5 million hexahedra applying ANSYS FLUENT™ very similarly as reported in [10]. In order to pre-
serve the acoustic energy, we have ﬁrst computed the acoustic sources within our FE formulation on the ﬁne ﬂow grid. In a
second step, we have performed a conservative interpolation to the coarser acoustic grid [35]. Fig. 8 displays the acoustic
ﬁeld around the side view mirror on two slices for a characteristic time step. One can clearly see the propagating waves
which are then absorbed within the PML region. We have used a quite coarse acoustic grid with about 340.000 elements
having about four elements within the PML thickness and applying an inverse distance damping function. As in our numer-
ical test case (see Section 4), we used a fully implicit Newmark time discretization scheme and observed no instabilities for
our PML formulation. Therewith, we can state that also for complex computational setups with a broadband acoustic ﬁeld
the PML formulation works effective. In addition, the few additional auxiliary unknowns within the PML region result in a
fast computation.
Finally, Fig. 9 displays the computed sound pressure level (SPL)1 over the frequency range at the indicated monitoring point
compared to measurements [10].5. Conclusion
We have introduced an efﬁcient PML formulation for the second order wave equation. By using auxiliary variables, we
achieve at a time domain formulation without convolution integrals. For our un-split PML formulation we presented a sta-
bility proof based on an energy analysis. We observed a term within our formulation which we could not bound due to its
adverse sign, and which may be a source for long time instabilities. The rigorous numerical tests revealed that for layer thick-
nesses of k=4 and k=2 the PML formulation for both investigated damping functions (constant and inverse distance) achieves
long time stability. Omitting the critical term, we arrive at our rPML formulation, which strongly improves the stability as
demonstrated by the numerical examples.
Therewith, we can summarize the three main results as follows: (1) we can prove long time stability of our formulation;
just one critical term containing the mixed products of the damping functions, may disturb the stability; omitting this term
yields long time stability for arbitrary layer thickness, (2) numerical tests show that the full PML formulation is long time
stable for thick enough damping layers (in our examples at least k=4), and (3) numerical tests demonstrate that for thin
damping layers one should use the rPML formulation to achieve long time stability.Acknowledgments
The authors thank Aaron Reppenhagen from the Virtual Vehicle Competence Center (ViF, Graz, Austria), who did the com-
putations for the side view mirror.
This work was partially supported by the Austrian Science Foundation (FWF) under Grants I533-N20 and P24970.
Finally, the authors wish to thank the referees for their fruitful comments leading to an improved version of the paper.1 SPL¼ 20log10ðp^=pref Þ with pref ¼ 20 lPa.
422 B. Kaltenbacher et al. / Journal of Computational Physics 235 (2013) 407–422References
[1] S. Abarbanel, D. Gottlieb, J. Hesthaven, Long time behavior of the perfectly matched layer equations in computational electromagnetics, J. Sci. Comput.
17 (2002) 405–422.
[2] D. Appelö, T. Hagstrom, G. Kreiss, Perfectly matched layers for hyperbolic systems: general formulation, well-posedness, and stability, SIAM J. Appl.
Math. 67 (1) (2006) 1–23 (electronic).
[3] D. Appelö, G. Kreiss, Application of a perfectly matched layer to the nonlinear wave equation, Wave Motion 44 (7–8) (2007) 531–548.
[4] R. Astley, Inﬁnite elements for wave problems: a review of current formulations and an assessment of accuracy, Int. J. Numer. Methods Eng. 49 (2000)
951–976.
[5] H. Barucq, J. Diaz, M. Tlemcani, New absorbing layers conditions for short water waves, J. Comput. Phys. 229 (1) (2010) 58–72.
[6] A. Bayliss, E. Turkel, Radiation boundary conditions for wave-like equations, Commun. Pure Appl. Math. 33 (6) (1980) 707–725.
[7] E. Bécache, S. Fauqueux, P. Joly, Stability of perfectly matched layers, group velocities and anisotropic waves, J. Comput. Phys. 188 (2) (2003) 399–433.
[8] E. Bécache, D. Givoli, T. Hagstrom, High-order absorbing boundary conditions for anisotropic and convective wave equations, J. Comput. Phys. 229 (4)
(2010) 1099–1129.
[9] E. Bécache, P. Joly, On the analysis of Berenger’s perfectly matched layers for Maxwell’s equations, Math. Mod. Numer. Anal. 36 (2002) 87–119.
[10] T. Belamri, CFD simulation of the aeroacoustic noise generated by a generic side view car mirror, in: Proceedings of 13th AIAA/CEAS Aeroacoustics
Conference, AIAA-2007-3568, 2007.
[11] J.-P. Berenger, A perfectly matched layer for the absorption of electromagnetic waves, J. Comput. Phys. 114 (2) (1994) 185–200.
[12] A. Bermúdez, L. Hervella-Nieto, A. Prieto, R. Rodríguez, An optimal perfectly matched layer with unbounded absorbing function for time-harmonic
acoustic scattering problems, J. Comput. Phys. 223 (2) (2007) 469–488.
[13] G.C. Cohen, Higher-Order Numerical Methods for Transient Wave Equations, Springer, 2002.
[14] F. Collino, P.B. Monk, Optimizing the perfectly matched layer, Comput. Methods Appl. Mech. Eng. 164 (1998) 157–171.
[15] F. Collino, C. Tsogka, Application of the PML absorbing layer model to the linear elastodynamic problem in anisotropic heterogeneous media,
Geophysics 88 (2001) 43–73.
[16] J. Diaz, P. Joly, A time domain analysis of PML models in acoustics, Comput. Methods Appl. Mech. Eng. 195 (29–32) (2006) 3820–3853.
[17] K. Duru, G. Kreiss, A Well-posed and Discretely Stable Perfectly Matched Layer for Elastic Wave Equations in Second Order Formulation, Technical
Report 2010–004, Department of Information Technology, Uppsala University, February 2010.
[18] L.C. Evans, Partial Differential Equations, American Math Society, 2010.
[19] D. Givoli, Numerical Methods for Problems in Inﬁnite Domains, Elsevier, Amsterdam, 1992.
[20] M. Grote, I. Sim, Efﬁcient PML for the wave equation, Numer. Anal. (2010). Available from: <arxiv:1001.0319>.
[21] M.J. Grote, J.B. Keller, On nonreﬂecting boundary conditions, J. Comput. Phys. 122 (2) (1995) 231–243.
[22] M.J. Grote, J.B. Keller, Nonreﬂecting boundary conditions for time-dependent scattering, J. Comput. Phys. 127 (1) (1996) 52–65.
[23] M.J. Grote, J.B. Keller, Exact nonreﬂecting boundary condition for elastic waves, SIAM J. Appl. Math. 60 (3) (2000) 803–819 (electronic).
[24] M.J. Grote, I. Sim, On local nonreﬂecting boundary conditions for time dependent wave propagation, Chin. Ann. Math. Ser. B 30 (5) (2009) 589–606.
[25] T. Hagstrom, M.L. De Castro, D. Givoli, D. Tzemach, Local high-order absorbing boundary conditions for time-dependent waves in guides, J. Comput.
Acoust. 15 (1) (2007) 1–22.
[26] T. Hagstrom, S.I. Hariharan, A formulation of asymptotic and exact boundary conditions using local operators, Appl. Numer. Math. 27 (4) (1998) 403–
416 (Absorbing boundary conditions).
[27] T. Hagstrom, T. Warburton, A new auxiliary variable formulation of high-order local radiation boundary conditions: corner compatibility conditions
and extensions to ﬁrst-order systems, Wave Motion 39 (4) (2004) 327–338 (New computational methods for wave propagation).
[28] T. Hagstrom, T. Warburton, Complete radiation boundary conditions: minimizing the long time error growth of local methods, SIAM J. Numer. Anal. 47
(5) (2009) 3678–3704.
[29] T. Hagstrom, T. Warburton, Complete radiation boundary conditions: minimizing the long time error growth of local methods, SIAM J. Numer. Anal. 47
(2009) 3678–3704.
[30] J.S. Hesthaven, On the analysis and construction of perfectly matched layers for the linearized Euler equations, J. Comput. Phys. 142 (1) (1998) 129–
147.
[31] F.Q. Hu, A stable, perfectly matched layer for linearized Euler equations in unsplit physical variables, J. Comput. Phys. 173 (2) (2001) 455–480.
[32] T.J.R. Hughes, The Finite Element Method, 1st ed., Prentice-Hall, New Jersey, 1987.
[33] F. Ihlenburg, Finite Element Analysis of Acoustic Scattering, Springer, New York, 1998.
[34] B. Kaltenbacher, M. Kaltenbacher, I. Sim, Stability of a reduced perfectly matched layer method for the second order wave equation in time domain, in:
Proceedings of WAVE 2011, 2011.
[35] M. Kaltenbacher, M. Escobar, I. Ali, S. Becker, Numerical simulation of ﬂow-induced noise using LES/SAS and Lighthill’s acoustics analogy, Int. J. Numer.
Methods Fluids 63 (9) (2010) 1103–1122.
[36] D. Komatitsch, J. Tromp, A perfectly matched layer absorbing boundary condition for the second-order seismic wave equation, Geophys. J. Int. 154
(2003) 146–153.
[37] T. Lähivaara, T. Huttunen, A non-uniform basis order for the discontinuous Galerkin method of the 3D dissipative wave equation with perfectly
matched layer, J. Comput. Phys. 229 (13) (2010) 5144–5160.
[38] F. Nataf, A new approach to perfectly matched layers for the linearized Euler system, J. Comput. Phys. 214 (2) (2006) 757–772.
[39] T. Rylander, J. Jin, Perfectly matched layer for the time domain ﬁnite element method, J. Comput. Phys. (2004) 238–250.
[40] S. Abarbanel, D. Gottlieb, A mathematical analysis of the PML method, J. Comput. Phys. 134 (1997).
[41] B. Sjögreen, N.A. Petersson, Perfectly matched layers for Maxwell’s equations in second order formulation, J. Comput. Phys. 209 (1) (2005) 19–46.
[42] F. Teixeira, W. Chew, Complex space approach to perfectly matched layers: a review and some developments, Int. J. Numer. Model 13 (2000) 441–455.
[43] E. Turkel, A. Yefet, Absorbing PML boundary layers for wave-like equations, Appl. Numer. Math. 27 (4) (1998) 533–557 (Absorbing boundary
conditions).
[44] L. Zhao, A. Cangellaris, A general approach for the development of unsplit-ﬁeld time-domain implementations for perfectly matched layers for FDTD
grid truncation, IEEE Microwave Guided Wave Lett. 6 (1996) 209–211.
