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Cap´ıtulo 1
Introduccio´n
Resumen
El objetivo principal de esta tesis doctoral es la exploracio´n de las posibilidades que
ofrecen las funciones de profundidad estad´ıstica, tanto en la definicio´n de medidas de
proximidad en sentido estad´ıstico, como en problemas de clasificacio´n y de contraste de
bondad de ajuste. En este cap´ıtulo se introduce, en primer lugar, la nocio´n de profundidad
estad´ıstica. A continuacio´n, se presentan las propiedades deseables de las funciones de
profundidad y una clasificacio´n suya segu´n su forma funcional. Tambie´n se enumeran
las funciones ma´s relevantes de la literatura. Por u´ltimo, se muestran aplicaciones de
las profundidades, tanto en el ana´lisis estad´ıstico de datos, como en aplicaciones ma´s
complejas.
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1.1. Ordenaciones estad´ısticas de datos
Un a´rea de investigacio´n reciente en estad´ıstica es la ordenacio´n de datos en alta
dimensio´n. La estad´ıstica multivariante se ha desarrollado ampliamente desde el punto
de vista metodolo´gico y teo´rico desde finales del siglo XIX hasta el punto de conseguir
adaptar la metodolog´ıa unidimensional con gran e´xito. Frente a e´sta tiene muchas ma´s
aplicaciones gracias a la posibilidad de estudiar la relacio´n entre variables, permitiendo
as´ı la utilizacio´n de una gran variedad de modelos, tanto para datos esta´ticos como
temporales. Pero dentro de este desarrollo existe un problema dif´ıcil de resolver que
esta´ siendo abordado durante las u´ltimas de´cadas. Es el problema de la ordenacio´n de
datos en alta dimensio´n.
Parece natural la extensio´n al caso multivariante de todos los aspectos desarrollados
para la estad´ıstica univariante. De ah´ı que el siguiente paso tras la elaboracio´n de te´cnicas
multivariantes, que van desde la descripcio´n de los datos hasta la modelizacio´n, estimacio´n
y prediccio´n, sea la adaptacio´n de los me´todos basados en rangos y ordenaciones de
conjuntos de datos. Cuando se estudia una sola variable, la ordenacio´n de un conjunto
de datos es trivial: de menor a mayor. Pero cuando la dimensio´n es mayor, ese concepto
es ma´s complejo.
La introduccio´n de los modelos no parame´tricos esta´ en parte motivada por los pro-
blemas de estimacio´n de los modelos parame´tricos en los casos en que se tienen mues-
tras contaminadas; es decir, mayoritariamente las observaciones provienen de un modelo
parame´trico o al menos cumpliendo hipo´tesis como, por ejemplo, la simetr´ıa, pero se
tiene la presencia de una pequen˜a proporcio´n de datos cuya distribucio´n, alejada de la
del grueso de las observaciones, no es en absoluto de intere´s. E´stos pueden ocasionar
graves errores en la estimacio´n de los para´metros del modelo en caso de no ser eliminado
su impacto. Este efecto indeseable ha impulsado el desarrollo de la estimacio´n robusta de
para´metros y momentos, entiendie´ndose por estimador robusto aquel que presenta poca
variacio´n ante pequen˜os cambios en la distribucio´n de los datos. Se puede entender como
una forma de continuidad respecto de la distribucio´n poblacional F . Un caso ampliamente
estudiado es el de la estimacio´n del centro de una distribucio´n sime´trica. Adema´s de la
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media y la mediana se han definido varias formas de estimar el centro como, por ejemplo,
las medias recortadas, para las que las dos medidas mencionadas son casos l´ımite. Las
medidas dirigidas a la estimacio´n robusta del centro esta´n basadas en la capacidad de
ordenacio´n de los datos con el fin de no dar peso excesivo a observaciones extremas. De
ah´ı que, como extensio´n de las te´cnicas univariantes, cuando se intenta estimar de forma
robusta en el ana´lisis multivariante sea esencial la existencia de ordenaciones, al menos
de forma parcial, de las observaciones.
En Barnett (1976) se recogen distintos tipos de ordenacio´n de datos multivariantes:
orden marginal, orden reducido, orden parcial y orden condicional. El primero consiste
en el estudio de las distribuciones marginales de las variables, sobre las que se hace una
ordenacio´n univariante. Por otro lado se tiene la ordenacio´n reducida, en la que se asigna
a cada punto en Rd un escalar obtenido mediante la combinacio´n de las coordenadas del
punto. Se suele emplear una medida de distancia generalizada (x−α)′Γ−1(x−α), donde
se encontrar´ıa la distancia de Mahalanobis. La ordenacio´n parcial consiste en dividir la
muestra en grupos y asignar a todos los puntos de cada grupo un rango. Un me´todo
para hacer esta divisio´n es el denominado convex hull peeling, que consiste en obtener la
envolvente convexa de todos los puntos y asignar a los que pertenezcan a ella un valor
(por ejemplo, 1). Dichos puntos son eliminados y sobre los restantes se vuelve a obtener
la envolvente convexa; a los pertenecientes a e´sta se les asigna otro valor y el proceso se
repite hasta que todos los puntos esta´n ordenados por capas. Por u´ltimo esta´ el orden
condicional, que se basa en la divisio´n en bloques del espacio. Se hacen divisiones a trave´s
de todas sus componentes hasta que haya una divisio´n que permita ordenar los bloques.
Otro concepto de ordenacio´n, y que sera´ la herramienta sobre la que se fundamentan
los desarrollos de esta tesis, es el de profundidad de datos multivariantes. Consiste en la
ordenacio´n con respecto a una funcio´n de distribucio´n y se basa en una ordenacio´n de
dentro hacia fuera, es decir, los puntos ma´s profundos de una nube de puntos son los
que se encuentran ma´s pro´ximos al centro de la misma, mientras que los ma´s alejados en
sentido estad´ıstico de e´stos (los ma´s externos de dicha nube) son los menos profundos.
Esta nocio´n da lugar a las llamadas funciones de profundidad que asignan a cada punto un
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valor real no negativo y que, dado un punto x ∈ Rd y una distribucio´n de probabilidad d-
dimensional F , se denotan por P (x;F ). Las Figuras 1.1(a) y 1.1(b) muestran gra´ficamente
el objetivo de las funciones de profundidad, que es el de la cuantificacio´n de la centralidad
de los puntos teniendo en cuenta la forma de la distribucio´n. As´ı, por ejemplo, en la Figura
1.1(a), debido a la forma el´ıptica de la muestra, se consideran profundos o centrales (en
rojo) los puntos pertenecientes a las elipses de volumen ma´s pequen˜o y externos (en
verde) a los que no esta´n en las elipses ma´s pequen˜as. Si la forma de la nube de puntos
no es sime´trica, como corresponde a la muestra de la la Figura 1.1(b), parece natural
pensar que, en un sentido estad´ıstico, la forma de puntos centrales (en rojo) y externos
(en verde) se ajuste a la de la nube de puntos.
(a) Muestra sime´trica (b) Muestra asime´trica
Figura 1.1: Puntos profundos y externos para muestras de diferente forma.
Para cada punto y funcio´n de distribucio´n, se denota la profundidad poblacional como
P (x;F ). Para obtener una estimacio´n a trave´s de una muestra se tiene que sustituir
F por una estimacio´n razonable Fn, denotando la funcio´n de profundidad emp´ırica o
muestral como Pn(x) ≡ P (x, Fn). Tras la aplicacio´n de una funcio´n de profundidad sobre
un conjunto de observaciones, si se ordenan los valores obtenidos de mayor a menor se
obtiene una ordenacio´n de dicho conjunto de dentro hacia fuera, desde los ma´s internos
hasta los ma´s externos.
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1.2. Propiedades de las funciones de profundidad
Algunas propiedades de las funciones de profundidad se definen en torno al centro de
simetr´ıa de la funcio´n de distribucio´n. La idea de simetr´ıa en Rd no es u´nica. Existen varias
nociones de simetr´ıa que pueden ordenarse segu´n lo restrictivas que sean. A continuacio´n
se enumeran algunas de ellas:
a. Simetr´ıa esfe´rica. La distribucio´n de la variable aleatoria X se dice que presenta
simetr´ıa esfe´rica en torno al punto c si cualquier rotacio´n de (X − c) tiene la misma
distribucio´n que (X − c), es decir, que para cualquier matriz ortogonal U la variable
U (X − c) posee la misma distribucio´n que (X − c).
b. Simetr´ıa el´ıptica. La funcio´n de distribucio´n de X es el´ıpticamente sime´trica en
torno a c si existe una matriz no singular V que transforme la variable X en una
distribucio´n esfe´ricamente sime´trica, es decir, que V X sea esfe´ricamente sime´trica
sobre c.
c. Simetr´ıa antipodal. La distribucio´n de X es antipodalmente sime´trica sobre c si la
distribucio´n de (X − c) y − (X − c) son ide´nticas.
d. Simetr´ıa angular. La distribucio´n de X es angularmente sime´trica sobre c si las
distribuciones de (X − c) / ‖X − c‖ y− (X − c) / ‖X − c‖ condicionadas a queX 6=
c son ide´nticas.
El orden en que se han dispuesto las distintas definiciones concuerda con su restric-
tividad, es decir, la ma´s restrictiva es la simetr´ıa esfe´rica y la menos, la angular. Al punto
c se le denomina centro de simetr´ıa.
Dos caracter´ısticas fundamentales que comparten todas las funciones propuestas en la
literatura son que esta´n acotadas y son no negativas, pero adema´s de estas dos propiedades
se han establecido otras deseables que han de cumplir para asegurar un comportamiento
eficaz. A continuacio´n se enumeran estas cuatro propiedades.
En primer lugar, la funcio´n debe tener su ma´ximo en el centro de la distribucio´n, ya
que e´ste es, sin duda, el punto ma´s profundo en sentido estad´ıstico. En el extremo opuesto
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nos encontramos con los puntos externos, los menos profundos con valor de la funcio´n
decayendo cuanto ma´s nos alejemos del centro; debido a la restriccio´n de no negatividad
se puede establecer que en el infinito la profundidad sea cero (es posible que algunas
funciones deban ser modificadas mediante la sustraccio´n de alguna cantidad).
Otra propiedad importante es la invarianza af´ın. Si tenemos una ordenacio´n para
un conjunto de datos y un valor de profundidad asociada a cada uno, al realizar una
transformacio´n af´ın de los mismos y ordenar el nuevo conjunto de datos, dicha ordenacio´n
y dichos valores para cada punto han de ser los mismos. Esta propiedad puede resultar
exigente para algunas funciones de profundidad, as´ı que es posible relajarla y exigir
simplemente la invarianza: que la ordenacio´n de los puntos sea igual para los datos con
y sin transformacio´n.
Por u´ltimo, se encuentra la propiedad de decrecimiento mono´tono desde el punto ma´s
profundo. Lo que significa que, dado un punto x, la profundidad para todos los puntos del
segmento que une el centro con x debe ser mono´tona decreciente conforme nos alejamos
del centro.
Estas propiedades fueron inicialmente estudiadas en Liu (1990) para la funcio´n de
profundidad simplicial y, posteriormente, y de forma gene´rica fueron agrupadas en la
siguiente definicio´n de profundidad estad´ıstica en Zuo y Serfling (2000a).
Definicio´n 1.1 Sea F la clase de funciones de distribucio´n en Rd. Sea la aplicacio´n
P (·; ·) : Rd × F→ R acotada, no negativa y verificando las siguientes propiedades:
i) P (Ax+ b;FAX+b) = P (x;FX) para cualquier vector X en Rd, cualquier matriz A
de dimensio´n d × d no singular y cualquier vector b de dimensio´n d, donde FX es
la funcio´n de distribucio´n del vector aleatorio X;
ii) P (θ;F ) = supx∈Rd P (x;F ), para cualquier F ∈ F cuyo centro sea θ;
iii) Para cualquier F ∈ F con punto ma´s profundo θ y para todo α ∈ [0, 1], se cumple
que P (x;F ) ≤ P (θ + α (x− θ) ;F ); y
iv) P (x;F )→ 0 cuando ‖x‖ → ∞, para cada F ∈ F.
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Entonces se dice que P (·;F ) es una funcio´n de profundidad.
1.3. Clasificacio´n de las funciones de profundidad
En Zuo y Serfling (2000a) se proponen cuatro formas funcionales para la construc-
cio´n de funciones de profundidad y se estudian con respecto a las cuatro propiedades
anteriores. El objetivo principal es obtener funciones no negativas, acotadas y que asig-
nen valores altos a puntos centrales de la nube de puntos y bajos a los ma´s externos. A
continuacio´n se presentan los cuatro tipos de funciones propuestos en ese trabajo.
1.3.1. Funciones de profundidad de tipo A
Dada una funcio´n acotada y no negativa h (x;x1, . . . , xr) que mide la proximidad entre
el punto x y los puntos x1, x2, ..., xr (toma valores altos si x esta´ pro´ximo a x1, x2, ..., xr),
se construye la funcio´n promedio de dichas distancias desde el punto x hasta la muestra
aleatoria de taman˜o r: P (x;F ) = E [h(x;X1, ..., Xr)], donde X1, ..., Xr es una muestra
aleatoria de F .
1.3.2. Funciones de profundidad de tipo B
Dada cualquier funcio´n no negativa y no acotada que mida de algu´n modo la distancia
entre x y el conjunto de puntos x1, x2, ..., xr, que se denota por h(x;x1, ..., xr), se define
P (x;F ) = (1 + E [h(x;X1, ..., Xr)])
−1, donde X1, ..., Xr es una muestra aleatoria de F .
1.3.3. Funciones de profundidad de tipo C
Se mide la atipicidad del punto x con respecto al centro de la distribucio´n F a trave´s
de una funcio´n, generalmente no acotada, O(x;F ). Su correspondiente funcio´n de profun-
didad acotada es de una forma funcional similar a la anterior P (x;F ) = (1 +O(x;F ))−1.
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1.3.4. Funciones de profundidad de tipo D
Sea C una clase de subconjuntos cerrados de Rd y µ una medida de probabilidad en
Rd. Se define la funcio´n de profundidad como
P (x;µ) = ı´nf {µ(C) : x ∈ C ∈ C} .
As´ı se define la profundidad del punto x como la probabilidad ma´s pequen˜a acumulada
por un conjunto C ∈ C que contiene al punto x. Existen dos condiciones que debe cumplir
la clase C para que la funcio´n sea u´til:
i) Si C ∈ C, entonces Cc ∈ C;
ii) Para C ∈ C y x ∈ Co, existe C1 ∈ C con x ∈ ∂C1, C1 ⊂ Co;
donde ∂C,Cc, Co y C son respectivamente la frontera, el complemento, el interior y la
clausura de C.
1.4. Ejemplos de funciones de profundidad
Para cada uno de los cuatro tipos de funciones de la clasificacio´n anterior existen
varias definiciones propuestas en la literatura. E´stas atienden a conceptos geome´tricos,
tanto de volumen, como de distancia en sentido estad´ıstico e incluso de atipicidad de las
observaciones con respecto al resto. En esta seccio´n se presentan y clasifican algunas de
las muchas definiciones propuestas en la literatura.
Profundidad de Mahalanobis : Esta´ basada en la distancia de Mahalanobis (ve´ase Ma-
halanobis (1936)) de cada punto al vector de medias. La distancia, para funciones de
densidad que en alguna dimensio´n tengan soporte no acotado y no se anulen sobre e´sta,
no estara´ acotada (por ejemplo en el caso de la normal), de ah´ı que se la realice una
transformacio´n para conseguir una funcio´n de profundidad acotada. Su definicio´n formal
es
PM(x;F ) =
[
1 + (x− µF )′Σ−1F (x− µF )
]−1
,
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donde µF es la esperanza de la distribucio´n F y ΣF su matriz de covarianzas. La distancia
de Mahalanobis es no negativa debido a la estructura de la matriz de covarianza y su
valor mı´nimo se alcanza para x = µF , obtenie´ndose en ese punto una profundidad igual
a 1. Para puntos alejados de la media en el sentido de esta distancia se obtienen valores
de profundidad cercanos a cero, siendo e´ste el l´ımite para puntos en el infinito. Se tiene
que PM(x;F ) toma valores entre cero y uno.
Una de sus caracter´ısticas principales es la necesidad de existencia de los primeros
dos momentos de la distribucio´n. Esta funcio´n mide la centralidad mediante elipses,
intuye´ndose por tanto, la limitacio´n existente para distribuciones no sime´tricas, no so´lo
porque las curvas de nivel de las funciones de densidad no sean el´ıpticas, sino tambie´n
porque esta´ basada en la media muestral del conjunto de datos, que es poco robusta.
La versio´n muestral se obtiene sustituyendo el vector µF y la matriz ΣF por estima-
ciones muestrales suyas, es decir, por ejemplo, PM(x;F ) =
[
1 + (x− x)′ S−1 (x− x)]−1,
donde x = n−1
∑n
i=1 xi y S = n
−1∑n
i=1 (xi − x) (xi − x)′.
Esta profundidad es af´ın invariante. En Zuo y Serfling (2000a) se estudian las otras
tres propiedades mencionadas, concluye´ndose que si la funcio´n de distribucio´n de los datos
es sime´trica, cumple las cuatro y, por tanto, es una funcio´n de profundidad estad´ıstica
segu´n la definicio´n.
La profundidad de Mahalanobis se encuadra dentro de las funciones de tipo C, ya que
se emplea una medida de atipicidad del punto x :
A(x;F ) = (x− µF )′Σ−1F (x− µF ) ,
resultando
P (x;F ) = (1 + A(x;F ))−1 =
(
1 + (x− µF )′Σ−1F (x− µF )
)−1
= PM(x;F ).
Profundidad semiespacial de Tukey: Introducida por Tukey (1975), a cada punto x se
le asigna como profundidad el mı´nimo de la probabilidad de los semiespacios que contienen
al punto x. Para una distribucio´n el´ıpticamente sime´trica, si se ca´lcula la profundidad
del centro de la misma, todos los semiespacios que pasan por e´l dejan a ambos lados una
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probabilidad igual a 1/2. Esa sera´, por tanto, la cota superior para la profundidad del
semiespacio.
Esta definicio´n se encuadra dentro de las funciones de tipo D, siendo la familia de
subconjuntos sobre los que se halla el ı´nfimo la de los semiespacios cerrados H que
verifican las dos propiedades necesarias para una correcta definicio´n:
i) SiH ∈ H entoncesHc ∈ H. Lo que es obvio, ya que el complementario de un semies-
pacio cerrado es el semiespacio abierto con vector director opuesto, y si an˜adimos
la frontera se convierte en cerrado.
ii) Dado un semiespacio H y un punto x de su interior, entonces existe otro semiespacio
H ′ contenido en el primero y en cuya frontera esta´ el punto x. Se cumple tambie´n,
pues so´lo habr´ıa que trasladar el semiespacio anterior sobre el punto x.
Dada la funcio´n de distribucio´n d-dimensional F , la profundidad semiespacial se define
como
PSem(x;F ) = ı´nf {Pr(H) : H semiespacio cerrado, x ∈ H} .
La versio´n muestral de esta profundidad se obtiene a partir de una estimacio´n de la
funcio´n de distribucio´n, por ejemplo, mediante la funcio´n emp´ırica: PSem(x;Fn). Esta
funcio´n de profundidad verifica las cuatro propiedades de la definicio´n (ve´ase Zuo y
Serfling (2000a)).
En Donoho y Gasko (1992) se estudian detalladamente propiedades asinto´ticas de
esta profundidad y del punto ma´s profundo, realizando adema´s un estudio acerca de los
puntos de ruptura de estimadores basados en la ordenacio´n por esta profundidad. Ma´s
propiedades asinto´ticas pueden encontrarse en Bai y He (1999) y Masse´ (2002). En Yeh
y Singh (1997) pueden encontrarse desarrollos sobre las regiones de confianza.
En cuanto a las propiedades asinto´ticas de la regio´n recortada de nivel α (ve´ase Nolan
(1992)), definida como la interseccio´n de los semiespacios que dejan al menos una proba-
bilidad (1− α), se tiene que, bajo ciertas condiciones de unicidad del semiespacio mı´nimo,
dicha regio´n es un conjunto convexo y consistente con la regio´n recortada de la medida
de probabilidad µ; es decir, dado un punto x, el semiespacio muestral con probabilidad
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menor o igual que α es consistente con el semiespacio distribucional. Basa´ndose en estas
regiones recortadas es posible la obtencio´n de medidas de localizacio´n robustas.
Convex hull peeling: Introducida en Barnett (1976). Consiste en la elaboracio´n itera-
tiva de capas basadas en la envolvente convexa del conjunto de datos. A cada observacio´n
dentro de la misma capa se le asigna el mismo valor, creando as´ı clases de equivalencia. El
nu´mero de capas depende del de observaciones y de la dimensio´n del problema, y adema´s
esta´ acotado. Para problemas en Rd se necesitan al menos d + 1 puntos distintos para
obtener una envolvente convexa de dichos puntos. As´ı que el mayor nu´mero de capas que
se va a obtener sera´ b n
d+1
+ 1c donde b·c denota la parte entera. El proceso iterativo es el
siguiente:
1) Crear el conjunto de ı´ndices I = 1, ..., n. Hacer contcapa = 1.
2) Hallar la envolvente convexa de todos los puntos de I. Asignar el valor contcapa a
los vertices de la envolvente, cuyos ı´ndices se denotan con Icontcapa. Eliminar dichos
puntos del conjunto: I = I\Icontcapa.
3) Si # {I} > d+ 1: actualizar contcapa = contcapa+ 1. Volver a 1; si no, terminar el
proceso asignando los puntos restantes a la u´ltima capa.
Como se puede observar, el proceso acaba, bien cuando quedan por asignar d + 1
puntos que formara´n la u´ltima envolvente, o bien cuando sobre un nu´mero menor y no se
pueda formar una envolvente. Cuando se da el caso en que la u´ltima capa esta´ formada
por ma´s de un punto, se define el ma´s profundo como la media de todos ellos.
Esta profundidad presenta el problema de que no tiene definicio´n poblacional, con el
consiguiente problema de inferencia sobre las capas obtenidas para la muestra. Adema´s,
la ordenacio´n de las observaciones se realiza por clases que pueden ser muy numerosas
(al menos d + 1 puntos). Las figuras 1.2(a) y 1.2(b) muestran las envolventes para las
muestras normal y exponencial, y tambie´n el punto ma´s profundo. Se observa que en
ambos casos la estimacio´n del centro es bastante correcta.
Debido a que no posee definicio´n poblacional no es posible clasificar el me´todo de la
envolvente convexa en ninguno de los tipos definidos en el apartado anterior.
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(a) Distribucio´n normal (b) Distribucio´n exponencial
Figura 1.2: Punto ma´s profundo segu´n envolvente convexa.
Profundidad de Oja: Introducida en Oja (1983). Se basa en la formacio´n de envolventes
convexas de d+ 1 puntos, es decir, s´ımplices, para los que se calcula su volumen. Recoge
la informacio´n del punto x al introducirlo en todos los s´ımplices. Dados x y X1, X2, ..., Xd
(muestra aleatoria de F de taman˜o d) se define el simplex S[x,X1, X2, ..., Xd] y se calcula
su volumen. Si el volumen es grande significa que el punto x esta´ alejado de los otros
d puntos y si es pequen˜o que esta´ cerca del hiperplano definido por ellos. As´ı pues, nos
encontramos ante una funcio´n que mide distancia entre puntos: h(x,X1, X2, ..., Xd) =
V ol(S[x,X1, X2, ..., Xd]) y que es no acotada. La funcio´n de profundidad de Oja se define
como
PO(x;F ) = [1 + EF (V ol(S[x,X1, X2, ..., Xd]))]
−1 ,
perteneciendo por tanto a las funciones de tipo B.
Su versio´n muestral se obtiene a partir del volumen medio para todas combinaciones
posibles de d puntos de la muestra, es decir,
POn(x) =
[
1 +
(
n
d
)−1 ∑
1≤i1<...<id≤n
V ol(S[x, xi1 , xi2 , ..., xid ])
]−1
.
Para esta profundidad no se cumple la propiedad de invarianza af´ın. Existen variantes
de la funcio´n de profundidad de Oja que s´ı cumplen esa propiedad. La funcio´n as´ı defini-
da s´ı conserva la ordenacio´n, que no el valor asignado (ya que se trata de volu´menes sin
estandarizar de ningu´n modo), ante transformaciones lineales.
Profundidad simplicial: Funcio´n de profundidad definida en Liu (1990). La profun-
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didad para el punto x se define como la probabilidad de que pertenezca a un s´ımplex
formado por una muestra de la distribucio´n F de taman˜o d+ 1. En otras palabras, dada
dicha muestra se comprueba si el punto x es combinacio´n lineal convexa de estas ob-
servaciones. As´ı pues, se espera que un punto externo de la distribucio´n pertenezca a
una pequen˜a proporcio´n de s´ımplices, ya que para que este´ en un s´ımplex debe haber un
punto en la muestra ma´s alejado que e´l y, por tanto, menos probable de encontrar. Sin
embargo, para un punto central se espera que haya un gran nu´mero de puntos que al
formar el s´ımplex le contenga.
As´ı, se tiene PS(x;F ) = Pr {x ∈ S [X1, X2, . . . , Xd+1]} = E
[
IS[X1,X2,...,Xd+1] (x)
]
,
donde IS[X1,X2,...,Xd+1] (x) es la funcio´n indicadora que se define como
IS[X1,X2,...,Xd+1] (x) =
 1 si x ∈ S [X1, X2, . . . , Xd+1]0 en otro caso.
Denotando esta funcio´n como h(x,X1, X2, . . . , Xd+1) = IS[X1,X2,...,Xd+1] (x) es posible
clasificar la profundidad simplicial dentro de las funciones de tipo A.
En la versio´n muestral la suma se realiza a trave´s de todos los posible s´ımplices,
PSn(x) =
(
n
d+ 1
)−1 ∑
1≤i1<...<id+1≤n
I(x ∈ S[x, xi1 , xi2 , . . . , xid+1 ]).
Estudios sobre su comportamiento como funcio´n de profundidad en el sentido de la
definicio´n se encuentran en Liu (1990) y Zuo y Serfling (2000a), donde se establece la
invarianza af´ın de la funcio´n y se asegura el cumplimiento de todas las propiedades para
funciones de distribucio´n angularmente sime´tricas. Su peor comportamiento se encuentra
en distribuciones discretas, donde ni la propiedad de maximalidad ni la de monoton´ıa
esta´n aseguradas.
En Liu (1990) se prueba por un lado que, para funciones de distribucio´n absolutamente
continuas con densidades acotadas, PSn (·) es uniformemente consistente:
sup
x∈Rd
|PSn (x)− PS (x;F )| c.s→
n→∞
0,
y, por otro, la convergencia casi segura del punto ma´s profundo de la muestra µˆ al punto
µ, si e´ste es el u´nico ma´ximo de PS (·;F ).
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Adema´s, en Du¨mbgen (1992) se estudian teoremas l´ımite para la profundidad simpli-
cial y se asegura que bajo ciertas hipo´tesis sobre F , si la sucesio´n Fn converge de´bilmente
a F , entonces ‖PSn (·)− PS (·;F )‖∞ → 0. Tambie´n establece la normalidad asinto´tica de
los L-estad´ısticos formados a partir de funciones de pesos diferenciables aplicadas sobre
la profundidad de cada punto del espacio.
Profundidad de la mayor´ıa: Singh (1991). Guarda similitudes con respecto a la pro-
fundidad de Tukey, ya que consiste tambie´n en la elaboracio´n de semiespacios o, ma´s
concretamente, en la construccio´n de hiperplanos, para los que se comprueba si el punto
x pertenece a la cara mayoritaria o no; es decir, dado un punto x, se toma una muestra de
taman˜o d y se calcula el hiperplano que pasa por dichos puntos; posteriormente se verifica
si el punto x pertenece al semiespacio que contiene ma´s de la mitad de la probabilidad.
La profundidad se define formalmente como la probabilidad de que el punto x pertenezca
a la cara mayoritaria obtenida por el hiperplano que pasa por los puntos de una muestra
aleatoria de taman˜o d
PMJ(x;F ) = P
 x ∈ a la cara mayoritaria del hiperplanoformado por (X1, X2, . . . , Xd)
 ,
donde (X1, X2, . . . , Xd) es una muestra aleatoria de taman˜o d. La funcio´n de profundidad
pertenece a las de clase A, donde r = d y la funcio´n h(x;x1, . . . , xd) = I
{
x ∈ HFx1,x2,...,xd
}
,
x ∈ Rd, donde HFx1,x2,...,xd es el semiespacio acotado por el hiperplano formado por los
puntos x1, x2, . . . , xd que contiene ma´s de la mitad de las observaciones.
Profundidad por verosimilitud : Esta profundidad, tal como se ha definido en Fraiman
y Meloche (1999), se corresponde con la funcio´n de densidad, es decir, PV (x;F ) = f (x)
cuya versio´n muestral puede obtenerse mediante una estimacio´n de densidad kernel, con
el consiguiente problema de eleccio´n del ancho de banda. Adema´s, no verifica la invarianza
af´ın.
Profundidad Lp: Se define como
PLp (x;F ) =
(
1 + E
[
‖x−X‖p
])−1
.
Pertenece a la clase B de funciones, ya que mide distancias mediante la norma ‖·‖p es
decir, dada h (x;x1) = ‖x− x1‖p.
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Profundidad por proyecciones : Mide la atipicidad de cada punto utilizando una funcio´n
A (x;F ) que consiste en obtener la mayor discrepancia de la proyeccio´n del punto x sobre
direcciones unitarias u con respecto a la mediana de la proyeccio´n del vector aleatorio X
sobre dicha direccio´n
A (x;F ) = sup
‖u‖=1
|u′x−Med (u′X)|
MEDA (u′X)
,
donde u′x es el producto vectorial 〈u, x〉, el vector X tiene distribucio´n F , Med representa
la mediana y MEDA representa la mediana de los valores absolutos de las desviaciones
respecto a la mediana. La funcio´n de profundidad se define como
PP (x;F ) = (1 + A (x;F ))−1 .
Sus propiedades de convergencia y puntos de ruptura han sido estudiados en Zuo (2003).
Profundidades angulares : En Liu y Singh (1992) se extienden las profundidades sim-
plicial y de Tukey, y se define la de la distancia del arco para observaciones angulares
(sobre esferas) y se estudian sus propiedades y sus puntos de ruptura.
Profundidad del Zonoide: En Koshevoy y Mosler (1997) se define otra nocio´n de
profundidad basada en las regiones (recortadas) del zonoide, para las que estudian sus
propiedades.
Profundidad asociada a la mediana L1: Definida en Vardi y Zhang (2000). Dada
una definicio´n de mediana multivariante θ y una funcio´n de distribucio´n d-dimensional
F , para la obtencio´n de la profundidad de un punto x en Rd, se calcula la mı´nima
masa probabil´ıstica ω necesaria para hacer de x la mediana multivariante de la mixtu-
ra (ωδx + F ) /(ω + 1), donde δx es la funcio´n de distribucio´n de una variable aleatoria
degenerada en el punto x. Ma´s formalmente se define como:
PL1 = 1− ı´nf
{
ω ≥ 0 : θ
(
ωδx + F
1 + ω
)
= x
}
.
Esta profundidad es computacionalmente menos exigente que muchas de las introducidas
previamente. Un algoritmo para su ca´lculo puede encontrarse en Vardi y Zhang (2000).
En Jornsten et al. (2002) y Jornsten (2004) se aplica esta profundidad en me´todos de
bu´squeda de conglomerados y clasificacio´n.
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Profundidad por bandas : Esta profundidad fue introducida en Lo´pez-Pintado y Romo
(2009). Debido a su reducido coste computacional, puede ser aplicada en datos de alta
dimensio´n. La idea de esta funcio´n consite en el ca´lculo de la probabilidad de que el
punto x este´ contenido en bandas aleatorias formadas por b puntos. Pertenece, por tanto,
al grupo de funciones tipo A. La banda aleatoria de b puntos se define como
B (x1, x2, . . . , xb) =
{
y ∈ Rd : ∀k ∈ {1, 2, . . . , d} , mı´n
i=1,...,b
x
k)
i ≤ yk) ≤ ma´x
i=1,...,b
x
k)
i
}
,
donde yk) es la coordenada k-e´sima del vector y y x
k)
i es la coordenada i-e´sima del punto
xi. La componente de la profundidad por bandas de un punto x en Rd con respecto a
una funcio´n de distribucio´n F para bandas formadas por b puntos se define como
PBb) (x;F ) = Pr [x ∈ B (X1, X2, . . . , Xb)]
= E
[
d∏
k=1
I
{
mı´n
i=1,...,b
X
k)
i ≤ xk) ≤ ma´x
i=1,...,b
X
k)
i
} ]
,
donde xk) es la coordenada k-e´sima de x, X
k)
i la coordenada k-e´sima de la variable aleato-
ria Xi y Xi, con i = 1, 2, . . . , b, son variables aleatorias independientes e ide´nticamente
distribuidas segu´n F . Haciendo la suma de esta componente para bandas formadas por
un ma´ximo de B puntos se obtiene la profundidad por B bandas del punto x:
PB (x;F,B) =
B∑
b=2
PBb) (x;F ) , B ≥ 2.
Su versio´n muestral queda definida como
PBn (x;B) =
B∑
b=2
(
n
b
)−1 ∑
(i1,i2,...,ib)∈Jb
d∏
k=1
I
{
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
}
,
donde el conjunto de ı´ndices Jb es igual a {i1, i2, . . . , ib : 1 ≤ i1 < i2 < . . . < ib ≤ n}.
Profundidad por bandas modificada: Debido a que en la pra´ctica la aplicacio´n de la
profundidad por bandas puede ser demasiado restrictiva en alta dimensio´n, en Lo´pez-
Pintado y Romo (2009) se define tambie´n una versio´n modificada en la que no se exige
la pertenencia de todas las coordenadas del punto sobre el que se calcula la profundidad,
sino que se mide el nu´mero de coordenadas en que el punto s´ı esta´ dentro de las bandas.
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Ma´s formalmente, para bandas formadas por un nu´mero b de puntos de Rd, dado el punto
x en Rd y una funcio´n de distribucio´n F , se denota por PBM b) (x;F ) a la cantidad que
representa el porcentaje medio de coordenadas para las que el punto x esta´ dentro de
bandas aleatorias formadas por b puntos, es decir,
PBM b) (x;F ) = E
[
1
d
d∑
k=1
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
=
1
d
d∑
k=1
E
[
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
=
1
d
d∑
k=1
Pr
[
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
]
donde xk) es la coordenada k-e´sima de x, X
k)
i la coordenada k-e´sima de la variable aleato-
ria Xi y Xi, con i = 1, 2, . . . , b, son variables aleatorias independientes e ide´nticamente
distribuidas segu´n F . La profundidad por bandas modificada queda definida como
PBM (x;F,B) =
B∑
b=2
PBM b) (x;F ) , B ≥ 2.
Su versio´n muestral se obtiene promediando entre todas las posibles bandas formadas
por un ma´ximo de B puntos de la muestra, es decir,
PBMn (x;B) =
B∑
b=2
PBM b)n (x) , B ≥ 2,
donde
PBM b)n (x) =
(
n
b
)−1 ∑
(i1,i2,...,ib)∈Jb
1
d
d∑
k=1
I
{
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
}
,
siendo Jb el conjunto de todas las combinaciones de n ı´ndices tomados de b en b.
El principal problema subyacente en la mayor´ıa de las definiciones de profundidad
mencionadas es el ca´lculo de las mismas. El orden de operaciones de los algoritmos intui-
tivos que se desprenden de cada definicio´n crece exponencialmente con la dimensio´n del
problema. Algoritmos aproximados y exactos para el ca´lculo de algunas profundidades
en dimensio´n baja pueden encontrarse en Rousseeuw y Ruts (1996), Rousseeuw y Struyf
(1998), Vardi y Zhang (2000) y Miller et al. (2003).
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1.5. Ana´lisis estad´ıstico de datos mediante la profun-
didad
En el caso univariante, la ordenacio´n permite tanto la identificacio´n de las observa-
ciones ma´s extremas como la estimacio´n de para´metros de forma ma´s robusta aunque
menos eficiente que la estimacio´n usual por ma´xima verosimilitud. Un ejemplo de es-
timacio´n robusta de la centralizacio´n o localizacio´n de una distribucio´n consiste en el
me´todo de las medias recortadas, en el que la influencia de los valores extremos se elimi-
na con el fin de que su atipicidad no afecte a la estimacio´n del para´metro de intere´s. Es
viable emplear esta forma de trabajo no so´lo para la centralizacio´n sino tambie´n para la
estimacio´n de otros momentos de las distribuciones de probabilidad. De ah´ı que conseguir
las ordenaciones no triviales en el espacio multidimensional sea u´til para la construccio´n
de medidas que pretendan ser robustas. Tambie´n es posible definir nuevas funciones de
las observaciones y nuevos gra´ficos de utilidad tanto para la comparacio´n de muestras
como para tratar aspectos tales como la localizacio´n, dispersio´n, asimetr´ıa o curtosis.
En Liu et al. (1999) se puede encontrar un ampl´ısimo estudio del ana´lisis de datos
multivariantes tras la ordenacio´n a partir de las funciones de profundidad estad´ıstica.
Se incluyen, adema´s de las te´cnicas comentadas arriba, me´todos inferenciales como la
estimacio´n de la matriz de covarianzas y la diagnosis de normalidad.
1.5.1. Definiciones de conjuntos elementales
Antes de realizar cualquier comentario acerca de las te´cnicas aplicables a un conjunto
de datos ordenado, se definen varios conjuntos que esta´n basados principalmente en las
curvas de nivel de la funcio´n de profundidad con la que se ordenan las observaciones.
Definicio´n 1.2 El contorno de profundidad t es
{
x ∈ Rd : P (x;F ) = t}.
Definicio´n 1.3 El conjunto de puntos encerrado por el contorno de profundidad t es
R (t) =
{
x ∈ Rd : P (x;F ) > t} .
Definicio´n 1.4 Cp = ∩
t
{R(t) : PrF (R(t)) ≥ p} es la regio´n central p-e´sima.
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El primero de los conjuntos define la curva de nivel de la funcio´n de profundidad asociada
al valor t. El segundo, R(t), hace referencia al conjunto de puntos con profundidad mayor
que t: como las ordenaciones son desde el centro hacia fuera, son los puntos contenidos
por la curva de nivel o contorno de profundidad t. Por u´ltimo tenemos el conjunto Cp que
es la regio´n ma´s pequen˜a encerrada por todos los contornos que acumulan como mı´nimo
una probabilidad p. A la frontera de dicho conjunto se le denomina curva de nivel p-e´simo
y se denota por Q(p) o QF (p).
Si F es absolutamente continua y f es no nula entonces se tiene que Cp = R(tp)
donde tp es tal que PrF
(
x ∈ Rd : P (x;F ) ≥ tp
)
= PrF (R(tp)) = p. Por conveniencia
computacional la estimacio´n muestral de Cp no se realiza sustituyendo donde corresponda
F por Fn y P (·;F ) por Pn(·), sino que se obtiene la envolvente convexa de los dnpe puntos
ma´s profundos, es decir,
Cn,p = envolvente convexa
(
X[1], X[2], . . . , X[dnpe]
)
,
donde dnpe es 1 ma´s la parte entera de np si np no es entero, y np si np es entero. A
esta estimacio´n se la denomina p-e´sima envolvente central y a su frontera Qn(p), curva
muestral de nivel p-e´simo o superficie emp´ırica del p-e´simo cuantil “dentro-fuera”. Los
empates en la profundidad definen una clase de equivalencia y, a efectos del ca´lculo de
los conjuntos anteriores, ha de tomarse con todos sus elementos.
La convergencia de los contornos de profundidad ha sido estudiada en diversos art´ıcu-
los como He y Wang (1997), Nolan (1992), Masse´ y Theodorescu (1994) y Zuo y Serfling
(2000b). Muchos de ellos se basan en los resultados de convergencia de U -procesos de
Arcones y Gine´ (1993) y Arcones et al. (1994).
1.5.2. Me´todos gra´ficos
En cuanto a las posibilidades gra´ficas que ofrecen las ordenaciones por profundidad,
existen numerosas opciones basadas principalmente en diagramas de puntos y en curvas,
dependiendo del ana´lisis que se desee llevar a cabo. De todas las opciones posibles, a
continuacio´n se introducen tres de las ma´s interesantes. La primera es una extensio´n al
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caso bidimensional del diagrama de caja. La segunda es la representacio´n de curvas que
resumen caracter´ısticas de los momentos de la distribucio´n, como, por ejemplo, la curva
de volumen o curva de escala, que se empleara´ en el cuarto cap´ıtulo para la construccio´n
de un test de bondad de ajuste. Y por u´ltimo, los denominados dd-plot, que consisten en
diagramas de dispersio´n de valores de profundidad sobre distintas muestras.
La extensio´n del diagrama de caja a dimensio´n dos se realiza a partir del contorno
muestral de nivel 0.5, que se podr´ıa interpretar como el rango intercuart´ılico debido a
la ordenacio´n dentro-fuera. As´ı, se forma la envolvente de la mitad de los puntos ma´s
profundos y el resto de los puntos se unen por una l´ınea con el centro (para ma´s detalle
ve´anse Liu et al. (1999) y Rousseeuw et al. (1999), que completa el gra´fico con otro con-
torno). Las figuras 1.3(a) y 1.3(b) muestran, respectivamente, el diagrama de caja para
una muestra de distribucio´n normal esta´ndar y para un vector de dos distribuciones expo-
nenciales independientes de media uno, con ordenaciones realizadas segu´n la profundidad
del semiespacio.
(a) Distribucio´n normal (b) Distribucio´n exponencial
Figura 1.3: Diagramas de caja bidimensionales para la profundidad de Tukey.
Con la ordenacio´n obtenida a trave´s de la profundidad se pueden definir matrices
de dispersio´n muestral recortadas (o ponderadas, asignando un peso a la aportacio´n
de cada observacio´n o clase de equivalencia), posibilitando de este modo el estudio de la
dispersio´n a trave´s de un escalar por medio del determinante de estas matrices, empleando
los conceptos de varianza generalizada o tambie´n de varianza efectiva. Pero, gracias a la
ordenacio´n multivariante, es posible calcular para distintos valores de p el volumen de
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la p-e´sima regio´n central, es decir, la que contiene la proporcio´n p de los puntos ma´s
profundos. De este modo se obtiene una funcio´n de dispersio´n para p ∈ [0, 1], que se
denomina curva de volumen o curva de escala.
La versio´n muestral puede estimarse de la siguiente forma: para distintos valores de
p se seleccionan los dnpe puntos ma´s profundos (incluyendo todos los pertenecientes a la
clase frontera de p) y calculando el volumen de la envolvente convexa de todos los puntos.
De este modo la funcio´n teo´rica y muestral ser´ıan, respectivamente,
S (p) = V ol (Cp) y Sn (p) = V ol (Cn,p) .
A trave´s de estas dos curvas se puede comparar distribuciones, teniendo en cuenta
que, si la curva de una de ellas crece ma´s ra´pidamente que la otra, tendra´ una dispersio´n
mayor. Igual que si una de las curvas esta´ para la mayor´ıa de los puntos por encima de
la otra. Por otro lado, el volumen de la envolvente convexa para algu´n valor fijo como
por ejemplo 0.5 ser´ıa el equivalente del rango intercuart´ılico, con lo que se estudiar´ıa la
dispersio´n para la mitad de puntos ma´s profunda. Parece lo´gico pensar que para una
familia de distribuciones con varianzas proporcionales (ve´ase la figura 1.4, que contiene
las curvas para dos muestras de normales con varianzas proporcionales), una de ellas
debera´ estar sistema´ticamente por encima de la otra y ambas deber´ıan presentar patrones
de crecimiento similares. Esto motiva su aplicacio´n en uno de los contrastes de bondad
de ajuste del Cap´ıtulo 4.
La utilidad de la funcio´n volumen no se limita a la comparacio´n de muestras a trave´s
de los gra´ficos anteriores. Como se muestra en Liu et al. (1999), es posible emplear dicha
funcio´n unida a algu´n me´todo de remuestreo, para la observacio´n de la eficiencia de dis-
tintos estimadores para descubrir si de forma sistema´tica un estimador se comporta mejor
que el resto. En ese mismo trabajo aparecen tambie´n otros me´todos gra´ficos basados en
curvas para determinar si un conjunto de observaciones presenta simetr´ıa o no (simetr´ıas
esfe´rica, el´ıptica, antipodal y angular) e incluso me´todos para la determinacio´n de la
curtosis mediante la aplicacio´n de la curva de Lorenz (Lorenz (1905)).
Se concluye esta seccio´n de me´todos gra´ficos con los dd-plot, que consisten en diagra-
mas de dispersio´n de los valores de profundidad de conjuntos de puntos. Su equivalente
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Figura 1.4: Curvas de volumen de dos muestras normales con matrices de covarianzas
proporcionales.
univariante se corresponder´ıa con los gra´ficos cuantil-cuantil. Son de utilidad para rea-
lizar comparaciones entre muestras, ya que con ellos se pueden diagnosticar cambios en
la localizacio´n, en la escala y en la forma con sencillos diagramas bidimensionales. Las
comparaciones que pueden llevarse a cabo son para comparar distribuciones entre s´ı,
muestras con distribuciones y muestras entre s´ı. En este u´ltimo escenario se desconoce
la distribucio´n de las variables a comparar (X e Y ) y so´lo se dispone de sus muestras,
X = {x1, x2, . . . , xn} e Y = {y1, y2, . . . , ym}. A partir de las funciones emp´ıricas se calcu-
lan las profundidades de la muestra formada por X ∪ Y. La combinacio´n de muestras se
realiza con el objetivo de representar las posibles direcciones desde el centro hacia fuera,
ya que un valor de profundidad genera una regio´n p-e´sima y hay que tener en cuenta de
algu´n modo sobre que´ punto de la frontera de esa regio´n se esta´; es decir, no importa so´lo
el valor de la profundidad en un punto, tambie´n interesa saber cua´l es la profundidad de
ese punto con respecto a las dos distribuciones emp´ıricas.
De esta manera se construye el siguiente conjunto
DD (Fn, Gm) = {(P (x;Fn) , P (x;Gm)) para todo x ∈ X ∪ Y} ,
cuyo gra´fico sera´ utilizado para comprobar si ambas muestras provienen de la misma
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distribucio´n o no. Si ambas muestras proceden de la misma distribucio´n se espera que
los puntos se concentren en torno a la bisectriz del primer cuadrante. Si esto no sucede,
ya sea porque no comparten la misma familia de distribucio´n o bien porque sus centros
o variabilidades son diferentes, los puntos estara´n alejados de la bisectriz y presentando
patrones particulares que puedan denotar sus diferencias. Por ejemplo, las Figuras 1.5(a)
y 1.5(b) muestran, respectivamente, los dd-plot para dos muestras procedentes de la
misma familia de distribuciones con diferencias en la media (1.5(a)) o en la dispersio´n
(1.5(b)).
(a) Cambio en la media (b) Cambio en la varianza
Figura 1.5: dd-plot para muestras de la misma distribucio´n con cambios en los para´metros.
1.5.3. Localizacio´n
Existen diferentes tipos de estimadores de localizacio´n en el caso univariante, pero si
el objetivo es realizar una estimacio´n parame´trica de manera robusta, no es aconsejable
el uso de alguno de ellos, tales como ma´xima verosimilitud, ya que para el supuesto de
normalidad, e´ste se corresponde con la media muestral y, como es sabido, es fa´cilmente
maleable, es decir, su punto de ruptura es cero. En Bickel y Lehmann (1975) y Huber
(1972), se hace una recopilacio´n de estimadores robustos como los L-estad´ısticos (com-
binaciones lineales de estad´ısticos de orden), los R-estad´ısticos (basados en rangos) y los
M -estad´ısticos.
En alta dimensio´n, el estimador ma´s natural del centro para cada una de las defini-
ciones de profundidad es el punto ma´s profundo. Parece lo´gico pensar adema´s que, si
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ha habido algu´n empate dentro de los puntos ma´s profundos, haya que tomar la media
muestral de los mismos como estimador del centro, ya que al obtener un empate no hay
informacio´n suficiente para seleccionar a cualquiera de ellos.
Como se ha venido observando a trave´s de los ana´lisis previos, existe la posibilidad
de que haya diferencias entre me´todos tanto en la ordenacio´n, como en la eleccio´n del
punto ma´s profundo. Estas diferencias se han comprobado al aplicar los me´todos sobre
muestras cuya forma distribucional era diferente. Con esos ejemplos se ha desechado el uso
de la profundidad de Mahalanobis como estimador de mediana multivariante, salvo para
distribuciones con curvas de nivel el´ıpticas. Pero si bien el punto ma´s profundo parece
un buen estimador de mediana multivariante en el sentido de robustez, posiblemente
este´ lejos de ser eficiente. Por lo tanto, hay que intentar encontrar un compromiso entre
ambas propiedades. En este sentido se pueden extender los conceptos de los L-estad´ısticos
univariantes, que consisten en una ponderacio´n de los elementos muestrales de forma que
sea posible eliminar la influencia de los puntos ma´s externos que puedan tener un elevado
ı´ndice de atipicidad.
Por otro lado, cuando se dispone de una muestra y se desea calcular la mediana, en
general (salvo para la profundidad de Mahalanobis), so´lo unos pocos datos influyen en
su valor final, de ah´ı que existan un gran nu´mero de estimadores que, al asignar pesos
de acuerdo con la ordenacio´n obtenida, ofrezcan un concepto de localizacio´n que se situ´a
entre la media de todas las observaciones y la mediana como el punto ma´s profundo; por
ejemplo, el caso de las medias recortadas.
En alta dimensio´n se obtiene adema´s una direccio´n de asimetr´ıa en caso de que la
distribucio´n no sea sime´trica. Cuando se trabaja en una dimensio´n suele describirse la
variable aleatoria de intere´s como asime´trica positiva o negativa, segu´n sea la cola ma´s
pesada hacia la derecha o la izquierda, respectivamente. Sin embargo, cuando se estudian
variables d-dimensionales no es viable verificar la asimetr´ıa de dicha forma, salvo si el
estudio se hace por componentes, forma que se ha desechado en la ordenacio´n desde
un primer momento. En cambio, es posible tomar como direccio´n de asimetr´ıa el vector
diferencia entre media y centro muestrales (poblacionales), ofreciendo as´ı una direccio´n
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y sentido sobre la cual la cola es ma´s pesada que sobre la misma direccio´n y sentido
opuesto.
Para definir los L-estad´ısticos basados en la idea de profundidad (ve´ase Liu et al.
(1999)), en adelante PL-estad´ısticos, es necesario primero la definicio´n de un proceso
aleatorio basado en los estad´ısticos de orden por profundidad y de una funcio´n de pesos
que se integrara´ con el proceso anterior para obtener dichos estad´ısticos.
Dados los estad´ısticos de orden para una muestra aleatoria de taman˜o n, X[1], X[2], . . . ,
X[n], se define el proceso estoca´stico
ξn(t) =
 X[i],
i−1
n
≤ t ≤ i
n
X[1], t = 0.
Su media dentro de cada clase de equivalencia se denota como ξn(t).
Por u´ltimo, hay que especificar la funcio´n de pesos que se aplicara´ a la media del
proceso anterior. Dicha funcio´n debe cumplir las siguientes propiedades:
i) w (t) ≥ 0, t ∈ [0, 1];
ii)
∫ 1
0
w (t) dt = 1.
Adema´s, de acuerdo con el objetivo de robustez para el PL-estad´ıstico, es necesario
que la funcio´n de pesos sea no creciente, ya que, debido a que la ordenacio´n se hace de
dentro hacia fuera, para valores de t pro´ximos a uno no interesa asignar pesos mayores
que a los puntos ma´s internos.
Se define el PL-estad´ıstico como PLn =
∫ 1
0
ξn(t)w (t) dt o, equivalentemente, como
PLn =
∫ 1
0
ξn(t)w (t) dt, donde w (t) es el peso medio dentro de cada clase de equivalencia,
es decir, dada una clase de equivalencia con elementos X[(i+1)/n], X[(i+2)/n], . . . , X[(i+l)/n]
la funcio´n media de pesos sera´ w (t) =
(
l
n
)−1 ∫ (i+l)/n
i/n
w (s) ds, para todo t ∈ [ i
n
, i+l
n
]
.
Un ejemplo ya mencionado de este tipo de estad´ısticos es el de las medias recortadas,
en las que se asigna un peso nulo a las observaciones menos profundas. Si se desecha
la proporcio´n α de observaciones menos profundas, se tiene la media recortada por pro-
fundidad de α%. La funcio´n de pesos en este caso asigna el mismo valor para todas las
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t menores que 1 − α y cero al resto: w (t) = 1
1−αI[0,1−α] (t). En este caso particular se
obtienen para los valores extremos α = 0 y α = 1 la media muestral y el punto ma´s
profundo o mediana respectivamente.
La versio´n poblacional se obtiene al promediar los puntos de la frontera de la regio´n
t-e´sima definida en la seccio´n (3.1) y que se denoto´ por QF (t). La media de los puntos de
esa curva sera´ la media asociada al cuantil t-e´simo y se denotara´ por QF (t). Esta media
es el equivalente de la cantidad muestral ξn(t). Dada la funcio´n de pesos, el valor del
PL-estad´ıstico sera´
PLF =
∫ 1
0
Qn(t)w (t) dt.
El ca´lculo muestral de estad´ısticos de este tipo es trivial en caso de no haber empates
entre puntos, ya que tras la ordenacio´n de datos se promedian los n (1− α) puntos ma´s
profundos si dicha cantidad es entera y en caso contrario los bn (1− α)c+1 puntos, donde
b·c denota la parte entera. Si hubiera empates y, por lo tanto, clases de equivalencia (ma´s
frecuentes para el me´todo de la envolvente convexa por su definicio´n) se asignara´ un peso
1/[n (1− α)] a todas las observaciones anteriores a la clase de equivalencia frontera de
(1− α) para la que se asigna el peso sobrante hasta la unidad y se reparte equitativamente
sobre todos los elementos de la clase.
En Fraiman y Meloche (1999) se definen los L-estad´ısticos a partir de densidades
estimadas, con el problema de eleccio´n del ancho de banda, y se comparan con los definidos
a partir de la profundidad simplicial y otras medidas de centralidad.
1.5.4. Dispersio´n
Para el ana´lisis de la variabilidad o dispersio´n de una variable aleatoria univariante
es posible la obtencio´n de medidas como la varianza, la desviacio´n t´ıpica (y la desviacio´n
t´ıpica recortada, ve´ase Bickel y Lehmann (1976)), la MEDA y el rango intercuart´ılico.
Las dos u´ltimas estiman la variabilid de forma ma´s robusta que la primera debido al uso
de estad´ısticos de orden para su ca´lculo. Si la variable aleatoria es multivariante es posible
medir su dispersio´n a trave´s de un escalar: por ejemplo, por medio de la varianza genera-
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lizada que resume la informacio´n obtenida por la matriz de covarianzas. Sin embargo, si
se analiza la variabilidad a trave´s de un escalar se ignora mucha informacio´n importante
que se extrae de la matriz de covarianzas. Esta informacio´n es la referente a las relaciones
entre variables o, consecuentemente, la direccio´n sobre la que se distribuye la masa de
probabilidad en el espacio y la anchura o grosor de la masa en torno a esta direccio´n.
Por otro lado, si se consigue resumir la variabilidad en un escalar, la comparacio´n de
distribuciones atendiendo a la dispersio´n es ma´s sencilla: es posible determinar si una
distribucio´n F esta´ ma´s o menos dispersa que otra G comparando tan so´lo esa medida
de variabilidad escalar. Este hecho no se da al comparar sus matrices de covarianzas que,
a lo sumo, podra´ hacerse componente a componente. Por ello, en un ana´lisis de datos es
necesaria la presencia de ambas formas de medir variabilidad, de ah´ı que sea necesaria
una correcta definicio´n y estimacio´n de las medidas que hara´n posible el ana´lisis.
En el estudio de la matriz de dispersio´n se puede emplear la estimacio´n usual de
la matriz de covarianzas, pero tambie´n es posible extender los estad´ısticos definidos en
el apartado 1.5.3 con el objetivo conocido de eliminar el indeseable y posible efecto de
observaciones extremas. Es necesaria, por tanto, la definicio´n de la funcio´n de pesos
que debe cumplir las propiedades comentadas anteriormente y la definicio´n del proceso
estoca´stico media. En este caso el proceso media estara´ formado por una matriz cuyos
elementos sera´n media de procesos univariantes.
Se define el proceso Sn (t) como la matriz obtenida del producto del vector distancia
entre la observacio´n (o clase de equivalencia) asociada a t con el centro υn que sera´ elegido
de acuerdo a la profundidad con que se haya realizado la ordenacio´n
Sn (t) =

(
X[i] − υn
) (
X[i] − υn
)′
,
O,
para i−1
n
< t ≤ i
n
para t = 0,
donde la matriz O es una matriz de ceros.
A partir del proceso anterior se define su media por componentes dentro de cada clase
de equivalencia y se denota por Sn (t). Por otro lado, entendiendo la integral de una
matriz como la matriz de las integrales de cada componente, se expresa, a partir de w (t),
la siguiente estimacio´n de matriz de dispersio´n:
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Sn =
∫ 1
0
Sn(t)w (t) dt =
∫ 1
0
Sn(t)w (t) dt.
Como caso particular de este tipo de matrices de dispersio´n se obtiene para el peso
unitario, w (t) = 1, para 0 ≤ t ≤ 1, y υn = X la matriz de dispersio´n cla´sica. Para fun-
ciones de ponderacio´n del tipo w (t) = 1
1−αI[0,1−α] (t) se obtendra´ la matriz de dispersio´n
muestral recortada de α%.
1.6. Otras aplicaciones
Las aplicaciones de las ideas de la profundidad estad´ıstica no se cin˜en exclusivamente
al ana´lisis de datos. Por ejemplo, en Rousseeuw y Hubert (1999) se define una funcio´n
de profundidad para rectas de regresio´n, se establecen cotas superiores e inferiores para
el valor de la profundidad de la recta ma´s profunda en la regresio´n simple y se propone
un algoritmo para su ca´lculo. Haciendo uso de la recta ma´s profunda se obtiene una
estimacio´n de la regresio´n ma´s robusta que la mı´nimo cuadra´tica y L1, ya que posee un
punto de ruptura igual a 1/3. Adema´s esa estimacio´n es invariante ante transformaciones
mono´tonas de las observaciones. En Mizera y Volauf (2002) se estudian las cotas del valor
de la profundidad del hiperplano ma´s profundo en regresio´n mu´ltiple. En Van Aelst y
Rousseeuw (2000) se demuestra que la dimensio´n no influye en el punto de ruptura. Tam-
bie´n en ese mismo trabajo se comprueba la consistencia de Fisher para dicho estimador.
Existen algortimos exactos y aproximados para el ca´lculo del hiperplano ma´s profundo en
Van Aelst et al. (2002), donde se introduce tambie´n una metodolog´ıa para los contrastes
de hipo´tesis sobre los para´metros. Bai y He (1999) estudian el comportamiento asinto´tico
del hiperplano de regresio´n por profundidad.
Las funciones de profundidad ha sido tambie´n aplicadas en la definicio´n de contrastes
de hipo´tesis, basa´ndose, por ejemplo, en las posiciones de las observaciones ordenadas
y no en su valor, en Liu y Singh (1993) se desarrollan contrastes de hipo´tesis sobre la
media y la dispersio´n aplica´ndolos sobre ı´ndices de calidad, con el fin de determinar si
una muestra obtenida de un proceso de fabricacio´n proviene o no de una supuesta dis-
tribucio´n. Tambie´n, en Liu y Singh (1997), donde de se aplica el bootstrap para verificar
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la “verosimilitud” de cierto vector de para´metros, comparando el rango que e´ste ocupa
dentro de la muestra bootstrap de puntos ma´s profundos. Ma´s aplicaciones en contrastes
pueden encontrarse en Liu y Singh (1992), Liu et al. (1999) y Hettmansperger et al.
(1994). Aplicaciones del bootstrap sobre los puntos ma´s profundos pueden encontrarse
en Yeh y Singh (1997), en el que se construyen regiones de confianza balanceadas para
el vector de para´metros. Y aplicaciones en ana´lisis de conglomerados y clasificacio´n en
Jornsten (2004), Jornsten et al. (2002) y Lo´pez-Pintado y Romo (2007).
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Cap´ıtulo 2
Similaridades basadas en
profundidad
Resumen
En este cap´ıtulo se proponen funciones para medir la proximidad o similaridad entre
puntos en un sentido estad´ıstico, es decir, del mismo modo en que las funciones de pro-
fundidad miden la centralidad de los puntos: teniendo en cuenta la forma del conjunto
de puntos o de la funcio´n de distribucio´n generadora. Aunque, en muchos de los ejemplos
que se introducen a continuacio´n, las funciones pueden extenderse de forma trivial a casos
en que interese comparar ma´s de dos puntos simulta´neamente, este cap´ıtulo se centra en
el estudio de las proximidades entre pares de puntos. En la primera seccio´n se presenta
la generalizacio´n de algunas de las funciones de profundidad propuestas en la literatura.
En la segunda se muestran, para cada una de las similaridades que se definen, algunos
gra´ficos que ilustran el funcionamiento sobre dos conjuntos de datos simulados, uno ge-
nerado de una distribucio´n sime´trica y otro de una asime´trica. La generalizacio´n de las
funciones de profundidad depende de su forma funcional, de ah´ı que las propiedades que
se estudian en la tercera seccio´n este´n muy determinadas por las de la funcio´n original.
Estas propiedades se dividen en dos grupos. El primero recoge el estudio de una ex-
tensio´n de las propiedades deseables de las funciones de profundidad. El segundo grupo
esta´ formado por las propiedades asinto´ticas de la versio´n muestral y de continuidad para
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distribuciones continuas. La u´ltima seccio´n contiene la aplicacio´n de las similaridades en
el ana´lisis de conglomerados jera´rquicos. Se muestran los grupos que se obtienen con ca-
da una de e´stas y se comparan con los que se obtienen empleando la distancia eucl´ıdea,
obtenie´ndose que todas las similaridades excepto una, mejoran los resultados obtenidos
con e´sta.
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2.1. Medidas de proximidad
Las medidas de proximidad se emplean para cuantificar la cercan´ıa o lejan´ıa de puntos,
observaciones, individuos o variables en el espacio. Estas medidas pueden clasificarse en
dos grupos: el de similaridades s compuesto por funciones que miden la cercan´ıa de dos
puntos (lo parecidos que son dos objetos) y el de disimilaridades δ con funciones que
miden la lejan´ıa de dos puntos (lo que se diferencian dos objetos).
Para cualquier par de puntos x e y en Rd, se tiene que, tanto las similaridades como
las disimilaridades, toman valores no negativos. Adema´s, la disimilaridad entre un punto
x y e´l mismo es igual a cero. No sucede lo mismo para las similaridades ya que, aunque
generalmente esta´n escaladas y el valor de la similaridad entre un punto y e´l mismo es igual
a uno, puede tomar valores distintos. A pesar de esto, s´ı se tiene que ma´xy∈Rd sx,y = sx,x.
Otra propiedad que habitualmente se exige a las proximidades es la de simetr´ıa.
A continuacio´n se enumeran algunos ejemplos de medidas de proximidad en Rd:
• Distancia eucl´ıdea: Dados los vectores x = (x1), x2), . . . , xd)) e y = (y1), y2), . . . ,
yd)), se define la distancia eucl´ıdea como
d(x, y) = ‖x− y‖ ,
siendo ‖x‖ =
√
d∑
i=1
(xi))
2
.
• Distancia eucl´ıdea ponderada: Se define como la distancia eucl´ıdea, pero pon-
derando por el vector ω = (ω1), ω2), . . . , ωd)), ωi) ≥ 0,
dω(x, y) =
√√√√ d∑
i=1
ωi) (xi) − yi))2.
• Distancia de Mahalanobis: Dados los vectores d-dimensionales x e y y una matriz
de varianzas-covarianzas no singular Σ, se define como
dMah(x, y) =
√
(x− y)′Σ−1 (x− y).
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• Separacio´n angular: Mide el coseno del a´ngulo que separa a los dos vectores. Se
define como
dang(x, y) =
d∑
i=1
xi)yi)
‖x‖ ‖y‖ .
• Distancia de cuerda: Proyecta los puntos sobre el c´ırculo unidad y calcula la
distancia eucl´ıdea entre los puntos proyectados. Esta´ definida como
dcuerda(x, y) =
√√√√ d∑
i=1
(
xi)
‖x‖ −
yi)
‖y‖
)2
.
• Correlacio´n de Pearson: Mide la asociacio´n lineal existente entre las compo-
nentes de los dos vectores. Se define como
ρ(x, y) =
d∑
i=1
(xi) − x)(yi) − y)√
d∑
i=1
(xi) − x)2
d∑
i=1
(yi) − y)2
.
De todas estas funciones tan so´lo la u´ltima se encuadra dentro del grupo de similari-
dades. Es sobre este grupo sobre el que se trabaja en este cap´ıtulo para la definicio´n de
nuevas similaridades. Las propiedades a exigir a estas nuevas funciones desde el punto de
vista de similaridad son las siguientes:
(i) No negatividad: sx,y ≥ 0
(ii) Maximalidad sobre los puntos: ma´x
y∈Rd
sx,y = sx,x y ma´x
x∈Rd
sx,y = sy,y
(iii) Simetr´ıa: sx,y = sy,x
2.2. Funciones de similaridad
La interpretacio´n de las funciones de profundidad admite varias versiones equivalentes.
Por un lado, tal y como se comento´ en el cap´ıtulo introductorio, pueden entenderse como
medidas del grado de centralidad de puntos con respecto a una funcio´n de distribucio´n.
Por otro lado, esta´ la que motiva este cap´ıtulo, que la considera como una medida de simi-
laridad entre puntos y centro. La Figura 2.1 contiene las curvas de nivel de la profundidad
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simplicial aplicada a una muestra simulada de una normal bivariante. El punto marcado
en el centro de la Figura se corresponde con el punto ma´s profundo de la muestra. La
disimilaridad entre e´ste y el otro punto del dibujo puede entenderse como el nu´mero de
contornos que hay entre ambos puntos. Puntos ma´s alejados del centro que e´ste en esa
direccio´n tendra´n un mayor nu´mero de contornos entre ambos. Tambie´n se observa que
la proximidad en este sentido no es igual en todas las direcciones ya que, sobre otras
direcciones, es posible encontrar puntos que este´n a la misma distancia eucl´ıdea y que
sean ma´s (o menos) centrales que el punto marcado. Por lo tanto, se tiene que la pro-
fundidad se adapta a la forma de la nube de puntos. As´ı pues, la idea ser´ıa entender
la proximidad como la masa de probabilidad que hay entre ambos puntos (poca masa,
puntos pro´ximos).
Figura 2.1: Profundidad simplicial vista como medida de similaridad.
Las funciones de similaridad basadas en profundidad que se introducen en este cap´ıtu-
lo son generalizaciones de funciones de profundidad de los tipos A, B y C segu´n la
clasificacio´n propuesta en Zuo y Serfling (2000a). Es importante tener en cuenta dicha
clasificacio´n ya que, tanto la generalizacio´n para la obtencio´n de similaridades como las
posibilidades de aplicacio´n a ma´s de dos puntos, dependen totalmente del tipo de funcio´n
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de profundidad elegido. Del tipo A se estudian aqu´ı las profundidades de Mahalanobis
y por proyecciones; del tipo B la profundidad de Oja; y del tipo C las profundidades
simplicial, por bandas y por bandas modificada.
Notacio´n 2.1 Sean x e y dos puntos en Rd y F una funcio´n de distribucio´n d-dimensio-
nal. La proximidad o similaridad basada en profundidad (S) entre x e y con respecto a la
funcio´n de distribucio´n F se denota como S (x, y;F ) o SF (x, y).
Notacio´n 2.2 Sean x e y dos puntos en Rd y Fn la funcio´n de distribucio´n emp´ırica de
una muestra aleatoria simple de taman˜o n de la funcio´n de distribucio´n F . La proximidad
o similaridad basada en profundidad muestral entre x e y con respecto a la funcio´n de
distribucio´n Fn se denota como Sn (x, y).
2.2.1. Similaridad de Mahalanobis
Se construye empleando la distancia de Mahalanobis. La profundidad emplea la dis-
tancia entre punto y esperanza de la distribucio´n. En la similaridad se sustituye la espe-
ranza µ por el otro punto que se desea comparar, es decir, considerando la distancia de
Mahalanobis entre ambos puntos. Esta funcio´n mide proximidades de manera adecuada
siempre que la forma de la nube de puntos (o distribucio´n) sea el´ıptica. Adema´s necesita
la existencia de los dos primeros momentos de la distribucio´n.
Definicio´n 2.1 Sea el vector aleatorio d-dimensional X con funcio´n de distribucio´n F
y con matriz de varianzas y covarianzas ΣF = E
[
(X − E [X]) (X − E [X])′]. Dados dos
puntos x e y en Rd, se define la similaridad de Mahalanobis con respecto a F como
SM(x, y;F ) =
[
1 + (x− y)′Σ−1F (x− y)
]−1
.
Si x1, x2, . . . , xn ∈ Rd es una muestra aleatoria de F , la versio´n muestral se obtiene
sustituyendo la matriz de varianzas y covarianzas por una estimacio´n suya. La robustez
de la versio´n muestral de esta similaridad depende de la del estimador de la matriz de
varianzas y covarianzas empleado.
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2.2.2. Similaridad por proyecciones
Consiste en una reduccio´n de la dimensio´n de las observaciones a un espacio unidi-
mensional empleando proyecciones sobre vectores de norma dos igual a uno. Sobre los
puntos proyectados se considera la distancia en valor absoluto y se estandariza por la
variabilidad de la distribucio´n proyectada. E´sta se estima mediante la MEDA o mediana
de los valores absolutos de las desviaciones respecto de la mediana. Tomando el mayor
valor posible de esa distancia estandarizada se obtiene la medida de separacio´n entre
ambos puntos o medida de atipicidad con respecto a F ,
A (x, y;F ) = sup
‖u‖=1
|u′x− u′y|
MEDA (u′X)
.
Esta funcio´n toma valores reales no negativos, por lo que es necesario aplicar una trans-
formacio´n, como en el caso anterior, para obtener una medida de similaridad ana´loga a
la funcio´n de profundidad de la que es extensio´n.
Definicio´n 2.2 Sea el vector aleatorio d-dimensional X con funcio´n de distribucio´n F .
Dados dos puntos x e y en Rd, se define la similaridad por proyecciones con respecto a
F como
SP (x, y;F ) =
[
1 + sup
‖u‖=1
|u′x− u′y|
MEDA (u′X)
]−1
.
Si x1, x2, . . . , xn ∈ Rd es una muestra aleatoria de F , las similaridades muestrales
se obtienen sustituyendo la MEDA (u′X) por una estimacio´n calculada a partir de la
muestra proyectada, u′x1, u′x2, . . . , u′xn. La versio´n muestral es ma´s robusta que la corres-
pondiente a la similaridad de Mahalanobis. En cuanto a su forma, fijado uno de los dos
puntos, por ejemplo, x, la similaridad verifica para todo z ∈ Rd y para todo α ≥ 0 que
SP (x+ αz, x;F ) = SP (x− αz, x;F ).
2.2.3. Similaridad de Oja
La similaridad de Oja se construye a partir de volu´menes de s´ımplices de taman˜o
d+ 1, donde d es la dimensio´n del espacio que contiene a las observaciones. En la funcio´n
de profundidad, uno de los ve´rtices de los s´ımplices es siempre el punto x. Para construir
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la similaridad se incluye como ve´rtice de todos los s´ımplices adema´s de a e´ste, al punto
y. El resto de los ve´rtices de los s´ımplices se completan de forma aleatoria con d − 1
copias de la distribucio´n F . Como puede observarse con los ejemplos de la Figura 2.2,
cuando los puntos x e y (c´ırculos de color rojo) esta´n pro´ximos (gra´fico de la izquierda),
el volumen medio de los s´ımplices para los que estos puntos son ve´rtices es pro´ximo a
cero, a diferencia de cuando los puntos esta´n alejados (gra´fico de la derecha).
Figura 2.2: Ejemplos de s´ımplices generados aleatoriamente con ve´rtices pro´ximos y dis-
tantes.
De nuevo, dado que el volumen puede tomar cualquier valor real no negativo, se realiza
la misma transformacio´n que en las similaridades anteriores.
Definicio´n 2.3 Sea la funcio´n de distribucio´n d-dimensional F . Dados dos puntos x e
y en Rd, se define la similaridad de Oja entre x e y con respecto a F como
SO(x, y;F ) = [1 + EF (V ol(S[x, y,X1, X2, . . . , Xd−1]))]
−1 ,
donde X1, X2, . . . , Xd−1 son variables aleatorias independientes con funcio´n de distribu-
cio´n F .
Esta similaridad sera´ igual a uno para todas las distribuciones discretas que tengan
menos de d−1 puntos con probabilidad no nula, ya que el volumen de todos los s´ımplices
aleatorios es nulo.
Si x1, x2, . . . , xn ∈ Rd es una muestra aleatoria de F , la versio´n muestral de esta
similaridad se obtiene promediando el volumen de todos los posibles s´ımplices formados
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por los puntos x e y, y por d− 1 puntos de la muestra
SOn(x, y) =
1 + ( n
d− 1
)−1 ∑
1≤i1<...<id−1≤n
V ol(S[x, y, xi1 , xi2 , . . . , xid−1 ])
−1 .
Esta similaridad permite de forma trivial su extensio´n para la comparacio´n de ma´s de
dos puntos simulta´neamente. Partiendo de la profundidad de Oja, la similaridad ha sido
construida eliminando un ve´rtice aleatorio e incluyendo el nuevo punto y. Siguiendo este
esquema se podr´ıa llegar a medir la proximidad de un ma´ximo de d+ 1 puntos. En este
caso extremo, la similaridad no depender´ıa de la distribucio´n ya que no habr´ıa ningu´n
te´rmino aleatorio dentro de los s´ımplices.
2.2.4. Similaridad simplicial
Esta similaridad tambie´n esta´ basada en s´ımplices con d+ 1 ve´rtices. La profundidad
simplicial mide la probabilidad de que un s´ımplice aleatorio contenga al punto para el
que se calcula la profundidad. La extensio´n que se propone aqu´ı para dos puntos consiste
en exigir la pertenencia de ambos puntos al s´ımplice. En la Figura 2.3 se presentan dos
ejemplos que muestran que la propuesta es una forma adecuada para medir proximidades.
Se puede observar que, cuando los puntos x e y (c´ırculos en rojo) esta´n pro´ximos, de los
cinco tria´ngulos generados aleatoriamente que aparecen, dos de ellos (tria´ngulos en color
rojo) contienen a ambos puntos a la vez, mientras que si los puntos esta´n alejados, ningu´n
tria´ngulo de estos cinco los contiene simulta´neamente.
Definicio´n 2.4 Sea la funcio´n de distribucio´n d-dimensional F . Dados dos puntos x e
y en Rd, se define la similaridad simplicial entre x e y con respecto a F como
SS (x, y;F ) = Pr (x, y ∈ S [X1, X2, . . . , Xd+1]) ,
donde X1, X2, . . . , Xd+1 son variables aleatorias independientes e ide´nticamente distribui-
das segu´n F .
Observacio´n 2.1 Esta similaridad puede escribirse tambie´n como
SS (x, y;F ) = EF {h (x, y;X1, X2, . . . , Xd+1)} ,
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Figura 2.3: Ejemplos de s´ımplices generados aleatoriamente para puntos pro´ximos y dis-
tantes.
donde h (x, y;X1, X2, . . . , Xd+1) es la funcio´n indicadora de inclusio´n de x e y en el
s´ımplice, I (x, y ∈ S [X1, X2, . . . , Xd+1]) .
Un concepto estad´ıstico empleado tanto en las funciones de profundidad, como en las
similaridades cuya forma funcional es ana´loga a la simplicial, es la nocio´n de U -estad´ıstico
(Hoeffding (1948)) que se introduce a continuacio´n.
Sea X1, X2, . . . , Xn una muestra aleatoria en Rd con distribucio´n F . Dada una funcio´n
m-dimensional h (x1, . . . , xm) denominada nu´cleo, el para´metro θ (F ) = EF [h (X1, . . . ,
Xm)], se estima a trave´s de su correspondiente U -estad´ıstico que, a partir de una muestra
X1, X2, . . . , Xn, con m ≤ n, se obtiene como
Un = U (X1, X2, . . . , Xn) =
(
n
m
)−1 ∑
1≤i1≤...≤im≤n
h (Xi1 , . . . , Xim) .
Si x1, x2, . . . , xn ∈ Rd es una muestra aleatoria de F , la versio´n muestral de esta
similaridad es un U-estad´ıstico con funcio´n nu´cleo h (x, y;x1, x2, . . . , xd+1). El ca´lculo
de la esperanza de esta funcio´n se realiza promediando la pertenencia sobre todos los
conjuntos de d+ 1 elementos de las n observaciones, es decir,
SSn(x, y) =
(
n
d+ 1
)−1 ∑
1≤i1<...<id+1≤n
I(x, y ∈ S[xi1 , xi2 , . . . , xid+1 ]).
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Esta similaridad puede tambie´n ser ampliada de manera trivial para la comparacio´n
de ma´s de dos puntos. No presenta la limitacio´n te´cnica comentada para la similaridad de
Oja en cuanto al nu´mero de puntos a comparar. Sin embargo, s´ı presenta una limitacio´n
pra´ctica: si el nu´mero de puntos comparados representa un porcentaje alto de la muestra
apenas habra´ s´ımplices que los contengan a todos (especialmente si alguno de los puntos
esta´ algo alejado del resto) y, por lo tanto, la mayor´ıa de las comparaciones tendra´n
valores de similaridades muy bajos o nulos.
2.2.5. Similaridad por bandas
En conjuntos de observaciones de alta dimensio´n, aquellas similaridades que tienen
factores combinatorios dependientes de dicha dimensio´n requieren un elevado tiempo de
co´mputo. No ocurre lo mismo para la similaridad por bandas, obtenida a partir de una
profundidad cuyos requerimientos en tiempo de ca´lculo son notablemente inferiores (ve´ase
Lo´pez-Pintado y Romo (2009)). Para ilustrar la idea se emplea el sistema de coordenadas
paralelas, en el que el eje X contiene el nu´mero de coordenada y el eje Y el valor de la
variable para cada coordenada. La Figura 2.4 muestra la representacio´n en coordenadas
paralelas de los puntos x = (1, 2.5, 2, 3.5, 2.5) (en rojo) e y = (1.5, 4, 4, 4.5, 3) (en azul).
Figura 2.4: Representacio´n en coordenadas paralelas de los puntos x e y.
La regio´n comprendida entre los grafos de esos dos puntos de la Figura se denomina
banda formada por x e y. Las bandas pueden estar formadas por dos o ma´s puntos.
La Figura 2.5 muestra un ejemplo de una banda formada por cuatro observaciones de
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dimensio´n diez.
Figura 2.5: Banda formada por cuatro puntos.
Ma´s formalmente se define la banda determinada por los puntos x1, x2, . . . , xb ∈ Rd
como
B (x1, x2, . . . , xb) =
{
y ∈ Rd : ∀k ∈ {1, 2, . . . , d} , mı´n
i∈{1,...,b}
x
k)
i ≤ yk) ≤ ma´x
i∈{1,...,b}
x
k)
i
}
,
donde x
k)
i es la coordenada k-e´sima del punto xi e y
k) la coordenada k-e´sima del punto
y.
La similaridad por bandas entre dos puntos se define, al igual que la similaridad
simplicial, mediante la pertenencia de manera simulta´nea de ambos puntos a regiones
aleatorias (bandas). La Figura 2.6 contiene dos ejemplos que ilustran el funcionamiento de
esta similaridad. En ambos ejemplos se encuentra representada en coordenadas paralelas
una muestra de quince puntos de dimensio´n diez. Las curvas en rojo son aquellas para las
que se ilustra la similaridad. Las curvas de color verde tienen para todas sus coordenadas
valores mayores que las coordenadas de los puntos a comparar, mientras que las moradas
tienen todas sus coordenadas menores. Cualquier combinacio´n de curvas que contenga al
menos una verde y otra morada dara´ lugar a una banda que contiene a ambos puntos.
Se puede observar que el nu´mero de curvas candidatas a bandas que incluyan a ambos
puntos es mayor si los puntos esta´n pro´ximos (gra´fico de la izquierda).
Notacio´n 2.3 Para bandas formadas por un nu´mero b de puntos de Rd, dados dos puntos
x e y en Rd y una funcio´n de distribucio´n d-dimensional F , se denota por SBb) (x, y;F ) a
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Figura 2.6: Ejemplos de candidatos a bandas para puntos pro´ximos y distantes.
la probabilidad de que bandas aleatorias formadas por b puntos con funcio´n de distribucio´n
F contengan a los puntos x e y; ma´s formalmente,
SBb) (x, y;F ) = Pr (x, y ∈ B (X1, X2, . . . , Xb))
= E
[
d∏
k=1
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
,
donde xk) es la coordenada k-e´sima de x, X
k)
i la coordenada k de la variable aleatoria
Xi y Xi, con i = 1, 2, . . . , b, son variables aleatorias independientes e ide´nticamente
distribuidas segu´n F .
Definicio´n 2.5 Dada la funcio´n de distribucio´n d-dimensional F , el nu´mero ma´ximo B
de puntos para las bandas y dos puntos x e y en Rd, se define la similaridad por bandas
entre x e y con respecto a F como
SB (x, y;F,B) =
B∑
b=2
SBb) (x, y;F ) , B ≥ 2.
Si x1, x2, . . . , xn ∈ Rd es una muestra aleatoria de F , la versio´n muestral de la simi-
laridad se obtiene sumando la estimacio´n de SBb) (x, y;F ) (denotada por SB
b)
n (x, y;F ))
para bandas formadas por b puntos donde b = 2, . . . , B,
SBn (x, y;B) =
B∑
b=2
SBb)n (x, y) , B ≥ 2,
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donde la cantidad SB
b)
n (x, y) es resultado de promediar la pertenencia a una banda sobre
todas las generadas por b puntos que se pueden formar con observaciones de la muestra
SBb)n (x, y) =
(
n
b
)−1 ∑
1≤i1<...<ib≤n
d∏
k=1
I
{
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
}
.
Cuando la dimensio´n es elevada en relacio´n al nu´mero de observaciones de la muestra,
o cuando las componentes de los vectores aleatorios no tienen una alta dependencia entre
ellas, las bandas que esta similaridad emplea son muy restrictivas, lo que puede dar lugar
a problemas en la estimacio´n de las proximidades.
2.2.6. Similaridad por bandas modificada
La similaridad por bandas modificada, basada en la profundidad por bandas modifica-
da (ve´ase Lo´pez-Pintado y Romo (2009)), es una similaridad ma´s flexible que la anterior.
E´sta no mide el porcentaje de bandas que contienen a los puntos x e y, sino la esperanza
del porcentaje de coordenadas para las que ambos puntos esta´n dentro de las bandas
aleatorias, es decir, dados los puntos x1, x2, . . . , xb que conforman una banda y los puntos
x e y, se mide
# (C (x, y;x1, x2, . . . , xb)) ,
donde
C (x, y;x1, x2, . . . , xb) =
{
k ∈ {1, 2, . . . , d} : mı´n
i∈{1,2,...,b}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
x
k)
i
}
representa las coordenadas para las que los puntos x e y esta´n dentro de la banda formada
por los puntos x1, . . . , xb y # (C) es el cardinal del conjunto C (el nu´mero de coordenadas
para las que la banda contiene a ambos puntos).
Notacio´n 2.4 Para bandas formadas por un nu´mero b de puntos de Rd, dados dos puntos
x e y en Rd y una funcio´n de distribucio´n d-dimensional F , se denota por SBM b) (x, y;F )
el porcentaje medio de coordenadas para las que los puntos x e y esta´n dentro de bandas
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aleatorias formadas por b puntos, es decir,
SBM b) (x, y;F ) =
1
d
E [# (C (x, y;X1, X2, . . . , Xb))]
= E
[
1
d
d∑
k=1
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
=
1
d
d∑
k=1
E
[
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
=
1
d
d∑
k=1
Pr
[
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
]
,
donde xk), X
k)
i e y
k) son, respectivamente, las coordenadas k-e´simas de x, Xi e y, y Xi,
con i = 1, 2, . . . , b, son variables aleatorias independientes e ide´nticamente distribuidas
segu´n F .
Definicio´n 2.6 Dada la funcio´n de distribucio´n d-dimensional F , el nu´mero ma´ximo B
de puntos para las bandas y dos puntos x e y en Rd, se define la similaridad por bandas
modificada entre x e y con respecto a F como
SBM (x, y;F,B) =
B∑
b=2
SBM b) (x, y;F ) , B ≥ 2.
Si x1, x2, . . . , xn ∈ Rd es una muestra aleatoria de F , su versio´n muestral se obtiene
sumando las probabilidades de pertenencia estimadas para bandas generadas con un
ma´ximo de B puntos de la muestra, es decir,
SBMn (x, y;B) =
B∑
b=2
SBM b)n (x, y) , B ≥ 2,
donde la probabilidad de pertenencia se estima, para cada b, promediando sobre todas
las posibles bandas de b puntos
SBM b)n (x, y) =
(
n
b
)−1 ∑
1≤i1<...<ib≤n
d−1
d∑
k=1
I
{
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
}
.
Observacio´n 2.2 Dada una funcio´n de distribucio´n d-dimensional F y dos puntos x e
y ∈ Rd, si se denota por SBM b,k) (xk), yk);F) la expresio´n
E
[
I
{
mı´n
i∈{i1,i2,...,ib}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
X
k)
i
}]
,
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donde X
k)
i es la k-e´sima coordenada de la variable aleatoria Xi con distribucio´n F y
xk) la k-e´sima coordenada de x, entonces la similaridad por bandas modificada puede
reescribirse como
SBM (x, y;B,F ) = d−1
B∑
b=2
d∑
k=1
SBM b,k)
(
xk), yk);F
)
.
Observacio´n 2.3 Dada una muestra aleatoria x1, x2, . . . , xn ∈ Rd de la funcio´n de dis-
tribucio´n F y dos puntos x e y ∈ Rd, si se denota por SBM b,k)n
(
xk), yk)
)
la expresio´n(
n
b
)−1 ∑
1≤i1<...<ib≤n
I
{
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
}
,
donde x
k)
i es la k-e´sima coordenada del punto xi y x
k) la k-e´sima coordenada de x,
entonces la similaridad por bandas modificada muestral puede reescribirse como
SBMn (x, y;B) = d
−1
B∑
b=2
d∑
k=1
SBM b,k)n
(
xk), yk)
)
.
Un algoritmo naive para el ca´lculo de esta similaridad consiste en construir todas
las posibles bandas e ir realizando, para cada par de puntos y cada banda, los ca´lculos
necesarios. A pesar de que el nu´mero de posibles bandas, fijado un valor de B, so´lo crece
con el taman˜o muestral, es decir, no depende de la dimensio´n de las observaciones, el
tiempo de co´mputo puede ser elevado si se realizan numerosas repeticiones. El siguiente
resultado se ha obtenido con el fin de mejorar el rendimiento del ca´lculo de las similaridad
muestral.
Teorema 2.1 Sea la muestra x1, x2, . . . , xn ∈ Rd y las siguientes matrices
X =

x1,1 · · · x1,d
...
...
xn,1 · · · xn,d
 y L =

l1,1 · · · l1,d
...
...
ln,1 · · · ln,d
 ,
donde li,k = # {xs,k : xs,k < xi,k, s = 1, 2, . . . , n} es el nu´mero de elementos de la columna
k de la matriz X con valores menores que la coordenada k de la observacio´n i. Entonces,
la similaridad por bandas modificada entre dos puntos de la muestra xi y xj con respecto
a Fn es igual a
SBMn (xi,xj;B) = d
−1
d∑
k=1
B∑
b=2
SBM b,k)n (xi,k, xj,k)
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donde xi,k es la coordenada k-e´sima de la observacio´n i y la funcio´n SBM
b,k
n (xi,k, xj,k)se
calcula, si xi,k 6= xj,k, segu´n la expresio´n
SBM b,k)n (xi,k, xj,k) =
(
n
b
)−1 [
lmi,j,k
(
n− lMi,j,k − ηMi,j,k
)(n− 2
b− s
)
+ηmi,j,k
(
n− lMi,j,k − ηMi,j,k
)(n− lmi,j,k − 2
b− 2
)
+ηMi,j,k lmi,j,k
(
lMi,j,k + ηMi,j,k − 2
B − 2
)
+ηmi,j,kηMi,j,k
(
lMi,j,k − lmi,j,k + ηMi,j,k − 2
B − 2
)]
,
donde ηmi,j,k es la multiplicidad del mı´n (xi,k, xj,k) dentro de la columna k, ηMi,j,k la del
ma´x (xi,k, xj,k), lmi,j,k = mı´n (li,k, lj,k), lMi,j,k = ma´x (li,k, lj,k) y
(
a
b
)
= 0 cuando a < b.
Si se tiene que xi,k = xj,k, entonces la funcio´n SBM
b,k)
n (xi,k, xj,k) se calcula segu´n la
expresio´n
SBM b,k)n (xi,k, xj,k) =
(
n
b
)−1 [
li,k
(
n− li,k − ηi,k
)(n− 2
b− s
)
+ηi,j
(
n− li,k − ηi,k
)(n− li,k − 2
b− 2
)
+ηi,kli,k
(
li,k + ηi,k − 2
B − 2
)
+
(
ηi,k
2
)(
li,k − li,k + ηi,k − 2
B − 2
)]
,
donde ηi,k es la multiplicidad de xi,k dentro de la columna k, li,k = # {xs,k : xs,k < xi,k,
s = 1, 2, . . . , n} y se supone que (a
b
)
= 0 cuando a < b.
Demostracio´n. Denotando mi,j,k = mı´n (xi,k, xj,k) y Mi,j,k = ma´x (xi,k, xj,k) se de-
sarrolla la expresio´n del nu´mero de bandas que contienen a las coordenadas
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k ≤ xi,k, xj,k ≤ ma´x
t∈{i1,i2,...,ib}
xt,k
}
=
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k ≤ xi,k, xj,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k ≥ xi,k, xj,k
}
=
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k ≤ mı´n (xi,k, xj,k)
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k ≥ ma´x (xi,k, xj,k)
}
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=
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k ≤ mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k ≥Mi,j,k
}
=
∑
1≤i1<...<ib≤n
(
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k < mi,j,k
}
+ I
{
mı´n
t∈{i1,i2,...,ib}
xt,k = mi,j,k
})
×(
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k > Mi,j,k
}
+ I
{
ma´x
t∈{i1,i2,...,ib}
xt,k = Mi,j,k
})
=
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k < mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k > Mi,j,k
}
+
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k < mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k = Mi,j,k
}
+
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k = mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k > Mi,j,k
}
+
∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k = mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k = Mi,j,k
}
.
Como la cantidad∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k < mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k > Mi,j,k
}
representa el nu´mero de bandas formadas por b puntos que esta´n formadas por al menos
un punto inferior al mı´nimo y otro superior al ma´ximo, las combinaciones posibles, si las
coordenadas son distintas, son
lmi,j,k
(
n− lMi,j,k − ηMi,j,k
)(n− 2
b− s
)
,
es decir, lmi,j,k posibles puntos por debajo del mı´nimo que se combinan con n− lMi,j,k −
ηMi,j,k puntos por encima del ma´ximo y para el resto de componentes de la banda de
taman˜o b, que son b−2, se puede coger cualquiera de los dema´s, n−2. Si las coordenadas
son iguales las posibilidades son
li,k
(
n− li,k − ηi,k
)(n− 2
b− s
)
.
El nu´mero de combinaciones posibles para∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k < mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k = Mi,j,k
}
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sera´
ηMi,j,k lmi,j,k
(
lMi,j,k + ηMi,j,k − 2
B − 2
)
si las coordenadas son diferentes y, si son iguales,
ηi,kli,k
(
li,k + ηi,k − 2
B − 2
)
.
De forma ana´loga, para∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k = mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k > Mi,j,k
}
sera´
ηmi,j,k
(
n− lMi,j,k − ηMi,j,k
)(n− lmi,j,k − 2
b− 2
)
si las coordenadas son diferentes y, si son iguales,
ηi,j
(
n− li,k − ηi,k
)(n− li,k − 2
b− 2
)
.
Y finalmente, para∑
1≤i1<...<ib≤n
I
{
mı´n
t∈{i1,i2,...,ib}
xt,k = mi,j,k
}
I
{
ma´x
t∈{i1,i2,...,ib}
xt,k = Mi,j,k
}
se tiene, si las coordenadas son distintas,
ηmi,j,kηMi,j,k
(
lMi,j,k − lmi,j,k + ηMi,j,k − 2
B − 2
)
y, si son iguales, (
ηi,k
2
)(
li,k − li,k + ηi,k − 2
B − 2
)
.
Por u´ltimo. se multiplica el nu´mero de bandas que contienen a las dos coordenadas por(
n
b
)−1
para obtener el promedio de bandas formadas por b puntos que contienen a la
coordenada k-e´sima de los puntos, tenie´ndose que
SBM b,k)n (xi,k, xj,k) =
(
n
b
)−1 [
lmi,j,k
(
n− lMi,j,k − ηMi,j,k
)(n− 2
b− s
)
+ηmi,j,k
(
n− lMi,j,k − ηMi,j,k
)(n− lmi,j,k − 2
b− 2
)
+ηMi,j,k lmi,j,k
(
lMi,j,k + ηMi,j,k − 2
B − 2
)
+ηmi,j,kηMi,j,k
(
lMi,j,k − lmi,j,k + ηMi,j,k − 2
B − 2
)]
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si las coordenadas son distintas, y
SBM b,k)n (xi,k, xj,k) =
(
n
b
)−1 [
li,k
(
n− li,k − ηi,k
)(n− 2
b− s
)
+ηi,j
(
n− li,k − ηi,k
)(n− li,k − 2
b− 2
)
+ηi,kli,k
(
li,k + ηi,k − 2
B − 2
)
+
(
ηi,k
2
)(
li,k − li,k + ηi,k − 2
B − 2
)]
si son iguales.
Observacio´n 2.4 Si en cada columna de la matriz X no se repite ningu´n valor, las
fo´rmulas para el ca´lculo son
SBM b,k)n (xi,k, xj,k) = lmi,j,k
(
n− lMi,j,k − 1
)(n− 2
b− s
)
+
(
n− lMi,j,k − 1
)(n− lmi,j,k − 2
b− 2
)
+lmi,j,k
(
lMi,j,k − 1
B − 2
)
+
(
lMi,j,k − lmi,j,k − 1
B − 2
)
,
si i 6= j y
SBM b,k)n (xi,k, xj,k) = li,k (n− li,k − 1)
(
n− 2
b− s
)
+ (n− li,k − 1)
(
n− li,k − 2
b− 2
)
+li,k
(
li,k − 1
B − 2
)
si i = j.
Observacio´n 2.5 Si adema´s de no haber valores repetidos en cada columna de X se
realiza el ca´lculo para B = 2 entonces las fo´rmulas se reducen a
SBM b,k)n (xi,k, xj,k) = (lmi,j,k + 1)
(
n− lMi,j,k
)
si i 6= j y
SBM b,k)n (xi,k, xj,k) = (li,k + 1) (n− li,k)− 1,
si i = j.
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Observacio´n 2.6 Si se quiere disen˜ar un algoritmo para el ca´lculo de la similaridad por
bandas se recomienda comenzar creando una matriz de taman˜o n× n que contenga, para
las posibles combinaciones de lmi,j,k y lMi,j,k , el nu´mero de bandas que contienen a los
puntos. Posteriormente ordenar por columnas la matriz X y, para cada comparacio´n de
pares de puntos en cada dimensio´n, tomar el valor correspondiente de la matriz calculada
previamente. De esta manera el algoritmo so´lo hace ca´lculos una vez y no hay que explorar
todas las posibles bandas, reducie´ndose el tiempo de ca´lculo sustancialmente, sobre todo
cuando la dimensio´n es elevada.
2.3. Ejemplos de aplicacio´n de las similaridades
Para mostrar la utilidad y el funcionamiento de la idea de similaridad basada en pro-
fundidad, se han simulado dos conjuntos de datos de taman˜o muestral 40 y de dimensio´n
dos, sobre los que se aplican las distintas similaridades propuestas. El primer conjunto
de datos se genero´ a partir de la distribucio´n normal esta´ndar bivariante y el segundo a
partir de la composicio´n de dos distribuciones exponenciales independientes de para´metro
igual a uno.
Para todas las similaridades propuestas se presentan varios gra´ficos. El primero es
una superficie tridimensional que muestra las similaridades de los puntos del plano con
respecto a otro punto que se toma fijo, calculadas para la muestra de datos normales.
En segundo lugar, se presentan las curvas de nivel de las similaridades con respecto a un
punto fijo, junto con los puntos de la muestra. Estas curvas muestran el comportamiento
de la similaridad en dos situaciones: cuando el punto fijo es un punto central y cuando el
punto fijo es un punto externo.
Guardando el orden de introduccio´n se comienza con la similaridad de Mahalanobis.
2.3.1. Similaridad de Mahalanobis
Las curvas de nivel presentan siempre patrones el´ıpticos debido al uso de la distancia
de Mahalanobis. La forma de esas elipses dependera´ de las relaciones entre las variables.
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As´ı pues siempre se tendra´ algu´n tipo de simetr´ıa en estas curvas, incluso cuando los
datos sobre los que se estima la matriz de covarianzas no lo sean. Este comportamiento
es el mismo que posee su funcio´n de profundidad.
Figura 2.7: Similaridad de Mahalanobis.
La Figura 2.7 muestra la superficie tridimensional de la similaridad fijado un punto y
y para cualquier punto del espacio, x. Se puede observar la suavidad de la superficie. La
Figura 2.8 muestra las curvas de nivel correspondientes a una muestra aleatoria simple de
una normal esta´ndar con dos puntos de referencia, uno central y otro externo en relacio´n
a la nube de puntos. Como puede observarse el comportamiento de las curvas de nivel
es el mismo en ambos casos, no diferenciando el hecho de que un punto es ma´s at´ıpico o
“improbable” que otro.
En cuanto a su aplicacio´n en el caso de una distribucio´n asime´trica (Figura 2.9), se
observa de nuevo que no hay distincio´n alguna entre punto interno y externo; y que el
hecho de que la forma de las curvas sea el´ıptica, en esta ocasio´n no refleja con fidelidad
las semejanzas entre los puntos.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.8: Similaridad de Mahalanobis con respecto a un punto fijo para una muestra
normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.9: Similaridad de Mahalanobis con respecto a un punto fijo para una muestra
exponencial.
2.3.2. Similaridad por proyecciones
La similaridad por proyecciones, como puede observarse en las Figuras 2.10 a 2.12 es
similar a la de Mahalanobis en el sentido de que la forma depende de todos los puntos
pero no del punto de referencia. Este comportamiento no es el ma´s deseable, ya que el
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objetivo son medidas que tengan en cuenta la forma de la distribucio´n y la posicio´n de
los puntos en el espacio. La capacidad de adaptacio´n de esta similaridad para la situacio´n
asime´trica de la Figura 2.12 no se muestra demasiado elevada, aunque en este sentido
mejora a la similaridad de Mahalanobis. Aun as´ı, una ventaja que ofrece esta similaridad
frente a la de Mahalanobis es la robustez, ya que las proyecciones situ´an las estimaciones
en el peor de los casos, lo que produce resultados ma´s estables.
Figura 2.10: Similaridad por proyecciones.
2.3.3. Similaridad de Oja
Esta similaridad presenta un comportamiento similar a la de Mahalanobis, aunque
existen algunas diferencias que la hacen ma´s atractiva que e´sta. Por un lado sus curvas
de nivel se adaptan mejor a los puntos de referencia y por otro lado tiene ma´s en cuenta
la forma de la distribucio´n, produciendo similaridades mucho ma´s adecuadas que las
dos anteriores. El decrecimiento en el valor de la similaridad cuando se toma un punto
alejado del de referencia es mucho ma´s lento que en los casos anteriores. Esto puede verse
en la Figura 2.13 que muestra la superficie fijado un punto. En las Figuras 2.14 y 2.15
se observa que las curvas son sustancialmente diferentes segu´n el punto de referencia sea
central o externo y segu´n la forma de los datos sea sime´trica o no.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.11: Similaridad por proyecciones con respecto a un punto fijo para una muestra
normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.12: Similaridad por proyecciones con respecto a un punto fijo para una muestra
exponencial.
2.3.4. Similaridad simplicial
Una de las principales caracter´ısticas de esta similaridad es que, al igual que sucede
con la profundidad simplicial, fuera de la envolvente convexa de los puntos de la muesta,
la similaridad se anula. Es decir, la similaridad entre dos puntos situados fuera de dicha
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Figura 2.13: Similaridad de Oja.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.14: Similaridad de Oja con respecto a un punto fijo para una muestra normal.
envolvente vale cero y la similaridad entre un punto de dentro y otro de fuera tambie´n.
Esto puede verse como una ventaja o como un inconveniente. Como un inconveniente
debido a que siempre que se trabaje con la similaridad muestral, aunque la distribucio´n
generadora sea no nula en todo el espacio, se tendra´ una envolvente convexa acotada y
habra´ infinitos puntos (todos los de fuera de la envolvente) para los que no se estimara´ co-
rrectamente la similaridad. Y como ventaja, el caso en que la distribucio´n generadora de
los datos tome valores no nulos sobre conjuntos acotados de alguna manera, ya que no
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.15: Similaridad de Oja con respecto a un punto fijo para una muestra exponen-
cial.
se obtendra´n similaridades positivas para puntos con funcio´n de densidad nula.
Figura 2.16: Similaridad simplicial.
En cuanto al comportamiento, se tiene que las curvas de nivel tienen picos en cada
uno de los puntos de la muestra, lo que produce que estas curvas no sean convexas.
Esto es debido a que la similaridad esta´ compuesta por s´ımplices (en dimensio´n dos,
tria´ngulos). Por otro lado, como se puede observar en la Figura 2.16, la velocidad con
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que el valor de la similaridad decrece cuando uno de los puntos se aleja del otro es ma´s
ra´pida que en las similaridades anteriores. Adema´s, a diferencia de e´stas, presenta una
capacidad de adaptacio´n tanto a la forma de la nube de puntos como a la posicio´n de
los puntos a comparar, mucho ma´s elevada. Esto puede observarse en las Figuras 2.17 y
2.18. Puede notarse tambie´n co´mo se comporta sobre variables acotadas, ya que, en el
caso exponencial (Figura 2.18), asigna valores nulos a puntos fuera del primer cuadrante.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.17: Similaridad simplicial con respecto a un punto fijo para una muestra normal.
2.3.5. Similaridad por bandas
En las Figuras 2.19 a 2.21 se presentan los gra´ficos de la similaridad por bandas para
B = 2 (bandas formadas por dos puntos). Esta similaridad, como puede verse en las
gra´ficas, comparte algunas propiedades de las comentadas para la similaridad simplicial.
Fuera del menor hipercubo que contiene a todos los puntos la similaridad se anula, es
decir, si se comparan dos puntos de fuera o uno de fuera y uno de dentro la similaridad vale
cero. Ma´s au´n, como puede observarse en las Figuras 2.20 y 2.21 existen zonas dentro
de ese hipercubo mı´nimo cuyos puntos tienen valores iguales a cero. A pesar de esto
se tiene una capacidad de adaptacio´n razonablemente buena, tanto cuando se trata de
distribuciones de formas diferentes como cuando se toman puntos de referencia centrales
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.18: Similaridad simplicial con respecto a un punto fijo para una muestra expo-
nencial.
o externos.
Figura 2.19: Similaridad por bandas.
2.3.6. Similaridad por bandas modificada
Como en el caso anterior, las Figuras han sido generadas mediante bandas formadas
por dos puntos. De nuevo, algunos comentarios sobre las propiedades coinciden con los
de la similaridad por bandas, aunque en esta ocasio´n se observa claramente co´mo no se
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.20: Similaridad por bandas con respecto a un punto fijo para una muestra normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.21: Similaridad por bandas con respecto a un punto fijo para una muestra expo-
nencial.
produce el desvanecimiento en el infinito. La Figura 2.22 muestra claramente la superficie
en la que aparece la cruz que marca las direcciones sobre las que no se anula la similaridad
(direcciones paralelas a los ejes x e y). La similaridad se anula para cuadrantes con origen
los cuatro ve´rtices del mı´nimo hipercubo que contiene a todas las observaciones: puntos
con la primera coordenada mayor que el ma´ximo en esa coordenada y con la segunda
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mayor que el ma´ximo de las segundas; primera coordenada mayor que el ma´ximo de la
primera y segunda menor que el mı´nimo de la segunda; primera coordenada menor que el
mı´nimo de la primera y la segunda menor que el mı´nimo de la segunda; y, por u´ltimo, los
que tienen la primera coordenada menor que el mı´nimo de la primera y segunda mayor
que el ma´ximo de la segunda. En cuanto a la capacidad de adaptacio´n de esta similaridad,
Figuras 2.23 y 2.24, se tiene un resultado muy satisfactorio dentro del hipercubo mı´nimo.
Fuera de e´l, los resultados no parecen fiables.
Figura 2.22: Similaridad por bandas modificada.
2.4. Propiedades de las similaridades
En esta seccio´n se estudian algunas propiedades de las similaridades introducidas
anteriormente. En Liu (1990) y Zuo y Serfling (2000a) se proponen varias propiedades
que las funciones de profundidad deben cumplir para asegurar que las ordenaciones y
puntuaciones que asignen sean congruentes. Estas propiedades se adaptan aqu´ı a las si-
milaridades basadas en profundidad con el fin de asegurar que las proximidades calculadas
a partir de e´stas sean adecuadas.
Por otro lado, tambie´n se analiza tanto el comportamiento asinto´tico de las versiones
muestrales de las similaridades como la propiedad de continuidad. Las propiedades que
debe verificar una funcio´n para ser una similaridad se incluyen tambie´n en esta seccio´n. Se
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.23: Similaridad por bandas modificada con respecto a un punto fijo para una
muestra normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 2.24: Similaridad por bandas modificada con respecto a un punto fijo para una
muestra exponencial.
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comienza con las propiedades deseables como funciones basadas en la idea de profundidad.
2.4.1. Propiedades como funciones basadas en profundidad
Las propiedades deseables para las funciones de profundidad que fueron propuestas
en Liu (1990) y Zuo y Serfling (2000a) son que la funcio´n tiene que alcanzar su ma´ximo
valor en el centro de la distribucio´n (si e´sta lo tiene), que sobre cualquier recta con
origen el centro de la distribucio´n la funcio´n debe ser mono´tona decreciente, que su
l´ımite cuando los puntos se alejan del centro tiene que ser cero y que ha de ser invariante
ante transformaciones afines.
Las propiedades que se proponen y estudian para las similaridades basadas en pro-
fundidad son adaptaciones de estas propiedades ma´s la inclusio´n de la propiedad de
simetr´ıa que todas las similaridades propuestas cumplen por definicio´n. A continuacio´n
se enumeran estas propiedades de las similaridades:
1. Al comparar un punto x con cualquier punto y del espacio, el valor ma´ximo de la
similaridad entre x e y es igual al de la similaridad entre x y e´l mismo.
2. Al comparar un punto x con cualquier punto y del espacio, la similaridad entre el
punto x y entre cualquier otro punto del segmento que une x e y es mayor o igual
que la que hay entre x e y.
3. La similaridad entre los puntos x e y tiende a cero al alejarse el punto y de x.
4. La similaridad entre x e y es igual a la similaridad entre transformaciones afines de
estos puntos (y de su distribucio´n de referencia).
5. La similaridad tiene que ser sime´trica.
Si la similaridad verifica estas cinco propiedades se dice similaridad por profundidad.
Definicio´n 2.7 Sea FX una funcio´n de distribucio´n d-dimensional. La funcio´n acotada
y no negativa S (x, y;FX) se llama similaridad basada en profundidad si verifica
(i) S (y, y;FX) = supx∈Rd S (x, y;FX), para cualquier y ∈ Rd
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(ii) Para cualesquiera x, y ∈ Rd y para todo α ∈ [0, 1] se tiene que S (x, y;FX) ≤
S (y + α (x− y) , y;FX)
(iii) Para cualquier y ∈ Rd se tiene que S (x, y;FX)→ 0 cuando ‖x‖ → ∞
(iv) S (x, y;FX) = S (Ax+ b, Ay + b;FAX+b) para cualquier par de vectores x e y en
Rd, cualquier matriz A no singular de taman˜o d× d y cualquier vector b ∈ Rd
(v) Para cualquier par de puntos x e y en Rd, se cumple que S (x, y;FX) = S (y, x;FX)
Fijado un punto x en Rd, si se aplica la funcio´n a un conjunto de puntos y se ordenan
los valores de mayor a menor se obtiene una ordenacio´n de los puntos de ma´s pro´ximos
a ma´s alejados de x.
Proposicio´n 2.1 Si ΣF es equivariante af´ın, es decir, ΣF (AX) = AΣFA
′, entonces la
similaridad de Mahalanobis es una similaridad basada en profundidad en el sentido de la
Definicio´n 2.7.
Demostracio´n. La demostracio´n de las propiedades es inmediata:
(i) Para cualquier punto y ∈ Rd, sup
x∈Rd
SM (x, y;F ) = 1 y ese valor se alcanza cuando
la distancia de Mahalanobis es cero:
d2Mah (x, y) = (x− y)′Σ−1 (x− y) = 0⇔ x = y
por lo tanto, el ma´ximo de la funcio´n SM (x, y;F ) fijado el punto y se obtiene para
x = y.
(ii) El decrecimiento mono´tono tambie´n se verifica. Sean x e y ∈ Rd, y α ∈ [0, 1];
entonces
SM (αx+ (1− α) y, y;F ) ≥ SM (x, y;F )⇐⇒
⇐⇒ d2Mah (αx+ (1− α) y, y) ≤ d2Mah (x, y)
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d2Mah (αx+ (1− α) y, y) = (αx+ (1− α) y − y)′Σ−1 (αx+ (1− α) y − y)
= (αx− αy)′Σ−1 (αx− αy)
= α2 (x− y)′Σ−1 (x− y)
≤
α2∈[0,1]
(x− y)′Σ−1 (x− y) = d2Mah (x, y)
(iii) Se cumple, ya que
l´ım
‖x‖→∞
d2Mah (x, y) =∞
(iv) La invarianza af´ın se verifica ya que la distancia de Mahalanobis es af´ın invariante:
d2Mah,AΣA′ (Ax+ b, Ay + b) = (Ax+ b− (Ay + b))′ (AΣA′)−1 (Ax+ b− (Ay + b))
= (Ax− Ay)′ (A′)−1 ΣA−1 (Ax− Ay)
= (x− y)′A′ (A′)−1 ΣA−1A (x− y)
= (x− y)′Σ (x− y) = d2Mah (x, y) ,
(v) La simetr´ıa es cierta ya que la distancia de Mahalanobis tambie´n lo es.
Proposicio´n 2.2 La similaridad por proyecciones es una similaridad basada en profun-
didad en el sentido de la Definicio´n 2.7.
Demostracio´n. Se comprueba cada una de las propiedades:
(i) La funcio´n SP (x, y;F ), fijado un punto y, alcanza su ma´ximo para valores de x,
cuando la funcio´n de atipicidad A (x, y;F ) toma su valor mı´nimo. Lo que ocurre
cuando x = y
0 ≤ mı´n
x∈Rd
A (x, y;F ) = mı´n
x∈Rd
sup
‖u‖=1
|u′x− u′y|
Meda (u′X)
≤ sup
‖u‖=1
|u′x− u′y|
Meda (u′X)
∣∣∣∣
x=y
= 0.
(ii) El decrecimiento mono´tono se verifica ya que
|u′ (αx+ (1− α) y)− u′y| = |αu′x− αu′y| = |α| |u′x− u′y| ≤ |u′x− u′y|
y, por lo tanto,
|u′ (αx+ (1− α) y)− u′y|
Meda (u′X)
≤ |u
′x− u′y|
Meda (u′X)
,
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lo que implica que
sup
‖u‖=1
|u′ (αx+ (1− α) y)− u′y|
Meda (u′X)
≤ sup
‖u‖=1
|u′x− u′y|
Meda (u′X)
y
SP (αx+ (1− α) y, y;F ) ≥ SP (x, y;F ) .
(iii) Se verifica debido a que, cuanto ma´s alejados este´n los puntos x e y, ma´s alejadas
estara´n sus proyecciones y por lo tanto mayor sera´ A (x, y;F ). En el l´ımite la funcio´n
sera´ infinita.
(iv) La similaridad es af´ın invariante ya que A (x, y;F ) lo es tambie´n.
(v) Igual ocurre con la simetr´ıa, A (x, y;F ) es sime´trica.
Proposicio´n 2.3 La similaridad de Oja verifica todas las propiedades de la Definicio´n
2.7, excepto la de invarianza af´ın.
Demostracio´n. Se demuestra cada una de las cuatro propiedades que verifica:
(i) Fijado un punto y, el ma´ximo de la funcio´n SO(x, y;F ) se obtiene cuando x = y,
ya que
ma´x
x∈Rd
SO(x, y;F ) = ma´x
x∈Rd
[1 + E (V ol(S[x, y,X1, X2, . . . , Xd−1]))]
−1
es equivalente a
mı´n
x∈Rd
E (V ol(S[x, y,X1, X2, . . . , Xd−1]))
y el volumen de todos los s´ımplices aleatorios es igual a cero so´lo en el caso en
que dos de los vertices coincidan, es decir, se tiene que dar que x = y. En ese caso
SO(x, y;F ) = 1.
(iii) En cuanto al decrecimiento mono´tono, dados x e y, como
SO(x, y;F ) ≤ SO(αx+ (1− α) y, y;F )
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es equivalente a
E (V ol(S[x, y,X1, X2, . . . , Xd−1]))≥E (V ol(S[αx+(1−α) y, y,X1, X2, . . . , Xd−1])) ,
basta con probar esa desigualdad. Dada una muestra aleatoria de taman˜o d− 1 de
F , denotada por x1, x2, . . . , xd−1, el volumen del s´ımplice para x y αx + (1−α) y
verifica que
V ol(S[x, y, x1, x2, . . . , xd−1]) ≥ V ol(S[αx+ (1− α) y, y, x1, x2, . . . , xd−1])
ya que
V ol(S[αx+ (1− α) y, y, x1, x2, . . . , xd−1])
=
1
(d+ 1)!
∣∣∣∣∣∣det
 αx+ (1− α) y y x1 . . . xd−1
1 1 1 . . . 1
∣∣∣∣∣∣
=
C1=C1−(1−α)C2
1
(d+ 1)!
∣∣∣∣∣∣det
 αx y x1 . . . xd−1
α 1 1 . . . 1
∣∣∣∣∣∣
=
1
(d+ 1)!
|α|
∣∣∣∣∣∣det
 x y x1 . . . xd−1
1 1 1 . . . 1
∣∣∣∣∣∣
= |α|V ol (S [x, y, x1, x2, . . . , xd−1])
≤
|α|≤1
V ol (S [x, y, x1, x2, . . . , xd−1]) .
Y como esto es cierto para cualquier la muestra aleatoria de taman˜o d−1, entonces
su valor esperado tambie´n lo verifica.
(iv) El volumen es una funcio´n no acotada, por tanto si uno de los puntos esta´ muy
alejado del otro, el volumen del s´ımplice puede tomar un valor arbitrariamente
grande y la esperanza sobre todos los posibles s´ımplices tambie´n puede ser tan
grande como se desee. Por tanto, SO (x, y;F ) tiende a cero.
(v) La simetr´ıa se verifica por definicio´n.
La definicio´n de similaridad de Oja propuesta no verifica la propiedad de invarianza
af´ın, pero puede realizarse una modificacio´n para resolver esta carencia y obtener una
similaridad que cumpla con todas las propiedades.
74 Cap´ıtulo 2. SIMILARIDAD POR PROFUNDIDAD
Proposicio´n 2.4 La similaridad simplicial es una similaridad basada en profundidad en
el sentido de la Definicio´n 2.7 para funciones absolutamente continuas.
Demostracio´n. En la demostracio´n se hace uso, tanto de las propiedades que la
similaridad hereda de la profundidad simplicial, como de los conjuntos que se definen a
continuacio´n. Dados dos puntos x e y en Rd, se definen los sucesos A,B,C y Aα como
conjuntos de s´ımplices aleatorios que verifican determinadas condiciones de pertenencia
de puntos x e y y combinaciones lineales convexas suyas. Se definen
A = {X1, X2, . . . , Xd+1 : x, y ∈ S [X1, X2, . . . , Xd+1]} ,
B = {X1, X2, . . . , Xd+1 : x ∈ S [X1, X2, . . . , Xd+1]} ,
C = {X1, X2, . . . , Xd+1 : y ∈ S [X1, X2, . . . , Xd+1]} y
Aα = {X1, X2, . . . , Xd+1 : αx+ (1− α) y, y ∈ S [X1, X2, . . . , Xd+1]} , α ≥ 0.
Estos sucesos verifican que A ⊆ B y A ⊆ C y, debido a la convexidad de los s´ımplices,
que si α1 ≥ α2 entonces Aα1 ⊆ Aα2 . Se demuestra cada una de las propiedades:
(i) Fijado un punto y, el ma´ximo de SS (x, y;F ) se alcanza cuando x = y, ya que
SS (x, y;F ) = Pr (A) ≤ Pr (C) = SS (y, y;F )
(ii) La propiedad de invarianza af´ın se justifica gracias a la convexidad de los s´ımplices,
es decir, dada la matriz no singular A y el vector b, se tiene que x ∈ S [x1, x2, . . . ,
xd+1] es equivalente a que Ax+b ∈ S [Ax1 + b, Ax2 + b, . . . , Axd+1 + b] y, por tanto,
la probabilidad de que eso ocurra para todos los s´ımplices aleatorios es la misma.
(iii) El decrecimiento mono´tono se asegura tambie´n por la convexidad del conjunto
S [X1, X2, . . . , Xd+1], ya que todos los s´ımplices que contienen a los puntos x e
y, por convexidad, contienen tambie´n a los todos los puntos que son combina-
ciones lineales, αx + (1− α) y, por lo tanto, los conjuntos A y Aα definidos arriba
cumplen que A ⊆ Aα y, por consiguiente, SS (x, y;F ) = Pr (A) ≤ Pr (Aα) =
SS (αx+ (1− α) y, y;F ).
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(iv) El desvanecimiento en el infinito se obtiene fa´cilmente ya que esto se verifica para
la profundidad simplicial
SS (x, y;F ) = Pr (A) ≤ Pr (B) = SS (x, x;F ) = PS (x;F ) .
Entonces, como la similaridad simplicial entre dos puntos esta´ acotada por la pro-
fundidad de cada uno de los puntos, haciendo uso del desvanecimiento en el infinito
de la profundidad simplicial (ve´ase el Teorema 1 de Liu (1990)) se concluye que
0 ≤ l´ım
‖x‖→∞
SS (x, y;F ) ≤ l´ım
‖x‖→∞
PS (x;F ) = 0.
(v) La funcio´n es sime´trica por definicio´n.
Proposicio´n 2.5 La similaridad por bandas verifica todas las propiedades para ser simi-
laridad basada en profundidad en el sentido de la definicio´n 2.7, excepto la propiedad de
invarianza af´ın.
Demostracio´n. En este caso hay que tener en cuenta que es el resultado de B − 1
sumandos. Para cada sumando se cumplen todas las propiedades (salvo la de invarianza),
por lo tanto su suma tambie´n las cumplira´. La demostracio´n para cada sumando es ana´lo-
ga a la de la similaridad simplicial. La simetr´ıa se verifica por definicio´n. La maximalidad
se obtiene cuando los dos puntos son iguales, ya que el conjunto de todos los hipercubos
que contienen a ambos puntos esta´ contenido en el conjunto de todos los hipercubos que
contienen a uno de ellos. La convexidad de los hipercubos asegura que dados x, y en Rd,
cualquier combinacio´n lineal convexa z de estos puntos esta´ tambie´n en el hipercubo,
entonces los hipercubos que contienen a x e y, tambie´n contienen a z. El desvanecimiento
en el infinito tambie´n se verifica debido a que la profundidad por bandas lo cumple y a
que las similaridades entre dos puntos esta´n acotadas por las profundidades de ambos
puntos.
Proposicio´n 2.6 La similaridad por bandas modificada verifica todas las propiedades de
la Definicio´n 2.7 salvo la de invarianza y desvanecimiento en el infinito.
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Demostracio´n. Como en el caso anterior hay que estudiar cada sumando. En este
caso para cada dimensio´n se tienen intervalos, por lo tanto, debido a que son convexos, la
demostracio´n es ana´loga a los casos anteriores. La simetr´ıa se cumple por definicio´n. El
desvanecimiento en el infinito no se verifica ya que si una de las coordenadas de un punto
esta´ en el rango de la coordenada de la funcio´n de distribucio´n, siempre habra´ bandas
que contengan a dicha coordenada por muy alejado que este´ el punto con respecto a las
dema´s coordenadas.
2.4.2. Propiedades de continuidad y asinto´ticas
A continuacio´n se presentan y demuestran algunas propiedades de utilidad para las
similaridades de la seccio´n anterior, como son la continuidad de la similaridad cuando la
funcio´n de distribucio´n F lo es y la convergencia de las versiones muestrales cuando el
taman˜o muestral aumenta.
La continuidad para las similaridades de Mahalanobis, por proyecciones y Oja esta´ ga-
rantizada ya que esta´n basadas en distancias y medidas de atipicidad que s´ı lo son.
A continuacio´n se estudia la continuidad y el comportamiento asinto´tico para las otras
tres similaridades. En la demostracio´n de los resultados de convergencia se hace uso del
Lema 3 que aparece en Liu (1990) y que se enuncia a continuacio´n.
Lema 2.1 (Lema 3 en Liu (1990)) Sean F una funcio´n de distribucio´n en Rd y x1, x2,
. . . , xn una muestra aleatoria simple de F . Sea Un =
(
n
m
)−1∑
1≤i1<...<im≤n h (xi1 , xi2 , . . . ,
xim) un U-estad´ıstico con nu´cleo h (·) de grado m. Si h esta´ acotada, por ejemplo por c,
entonces para cualquier r ≥ 2,
E [(Un − E (Un))r] ≤ K
nr/2
,
donde K es una constante que depende de c.
Se comienza con el resultado de continuidad para la similaridad simplicial.
Teorema 2.2 Dado y ∈ Rd, si F es una funcio´n de distribucio´n absolutamente continua,
entonces SS (·, y;F ) es continua.
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Demostracio´n. La funcio´n SS (·, y;F ) sera´ continua si, dada una sucesio´n xn ∈ Rd
que converge a x entonces el l´ım
n→∞
|SS (x, y;F )− SS (xn, y, F )| = 0. Para probar esto se
definen los siguientes sucesos
Ax = {X1, X2, . . . , Xd+1 : x ∈ S [X1, X2, . . . , Xd+1]} ,
Axn = {X1, X2, . . . , Xd+1 : xn ∈ S [X1, X2, . . . , Xd+1]} y
Ay = {X1, X2, . . . , Xd+1 : y ∈ S [X1, X2, . . . , Xd+1]} .
La similaridad simplicial SS (x, y;F ) es igual a Pr (Ax ∩ Ay); por lo tanto, la diferencia
SS (x, y;F ) − SS (xn, y, F ) es igual a Pr (Ax ∩ Ay) − Pr (Axn ∩ Ay). Es posible acotar
esta cantidad ya que
Ax ∩ Ay ⊆ (Axn ∩ Ay) ∪
(
Ax ∩ Axn ∩ Ay
)
,
tenie´ndose que
Pr (Ax ∩ Ay) ≤ Pr (Axn ∩ Ay) + Pr
(
Ax ∩ Axn ∩ Ay
)
y
Pr (Ax ∩ Ay)− Pr (Axn ∩ Ay) ≤ Pr
(
Ax ∩ Axn ∩ Ay
)
.
Haciendo lo mismo para Axn ∩ Ay, se obtiene que
Pr (Axn ∩ Ay)− Pr (Ax ∩ Ay) ≤ Pr
(
Ax ∩ Axn ∩ Ay
)
.
Y, por lo tanto, se tiene que
|Pr (Ax ∩ Ay)− Pr (Axn ∩ Ay)| ≤ Pr
(
Ax ∩ Axn ∩ Ay
)
+ Pr
(
Ax ∩ Axn ∩ Ay
)
≤ Pr (Ax ∩ Axn)+ Pr (Ax ∩ Axn)
≤ (d+ 1)Pr (Bn) ,
donde Bn = {X1, X2, . . . , Xd : H (X1, X2, . . . , Xd) interseca con el segmento que une xn
con x} y H (X1, X2, . . . , Xd) es el hiperplano que contiene a los puntos X1, X2, . . . , Xd,
ya que el suceso
(
Ax ∩ Axn
) ∪ (Ax ∩ Axn) esta´ contenido en el suceso definido como el
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conjunto de tria´ngulos con una arista cortando al segmento que une a x con xn. No´tese
adema´s que el l´ım supn→∞Bn = {X1, X2, . . . , Xd : x ∈ H (X1, X2, . . . , Xd)} es el haz de
hiperplanos que contienen a x, y que es un conjunto de medida nula si F es cont´ınua.
Por u´ltimo, debido a la continuidad de F , se tiene que
l´ım
n→∞
|SS (x, y;F )− SS (xn, y, F )| = l´ım sup
n→∞
|Pr (Ax ∩ Ay)− Pr (Axn ∩ Ay)|
≤ (d+ 1)l´ım sup
n→∞
Pr (Bn)
≤ (d+ 1)Pr
(
l´ım sup
n→∞
Bn
)
= 0.
Teorema 2.3 Sea D ⊆ Rd un conjunto abierto y F : D −→ R+ una funcio´n de distribu-
cio´n absolutamente continua. Entonces la similaridad simplicial verifica que
SS (x, y;F ) = SS (y, y;F ) si, y so´lo si, x = y.
Demostracio´n. Si x = y, por definicio´n se tiene que la afirmacio´n es cierta. Basta
con verificar la implicacio´n en sentido opuesto, es decir, que x 6= y implica la desigualdad
SS (x, y;F ) 6= SS (y, y;F ) (o ma´s exactamente SS (x, y;F ) < SS (y, y;F )).
Sean Axy y Ay dos conjuntos definidos de igual forma que en la demostracio´n anterior,
entonces se tiene que Pr (Axy) ≤ Pr (Ay) ∀x, y ∈ D; por lo tanto, para terminar la de-
mostracio´n, es necesario probar que la probabilidad del conjunto diferencia entre ambos,
Ay\Axy, es mayor que cero. Para probar esta afirmacio´n, por simplicidad y sin pe´rdida
de generalidad, se toma d = 2. La idea de la demostracio´n es, mediante el uso de gra´ficos,
encontrar un conjunto perteneciente a dicha diferencia Ay\Axy y que tenga probabilidad
no nula. Al suponer que el espacio es de dimensio´n dos se tiene que los s´ımplices son
tria´ngulos. Los tria´ngulos que son de utilidad para la prueba son aquellos que contienen
al punto y pero no a x.
Para la eleccio´n del primer ve´rtice del tria´ngulo se toma un punto cualquiera dentro del
conjunto D y que no este´ en la semirecta con origen x y direccio´n x−y, es decir, cualquier
punto de D\SLx,y, donde SLx,y = {x+ α (x− y) : α ≥ 0}. Pero, como F es continua, el
conjunto SLx,y tiene probabilidad nula y, por tanto, el espacio sobre el que se puede elegir
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el primer ve´rtice tiene probabilidad 1. DadoX1 ∈ D\SLx,y, se define el conjunto SX1 como{
z ∈ D : −−→X1z interseca con −→xy
}
, donde
−→
ab es el segmento que une a con b. Como puede
verse en la Figura 2.25, la regio´n SX1 6= φ, por lo que tiene probabilidad mayor que cero.
Ma´s formalmente, esta afirmacio´n sobre la probabilidad esta´ basada en la continuidad y
positividad de F y, a que, dado que D es abierto, se tiene que ∃ε > 0\Bola (y, ε) ⊂ D.
Dados dos ve´rtices del tria´ngulo, X1 ∈ D\SLx,y y X2 ∈ SX1 , la regio´n de puntos para el
Figura 2.25: Regio´n para la eleccio´n del segundo punto del tria´ngulo.
tercer ve´rtice (para formar un tra´ngulo que no contenga a x, pero s´ı a y) puede definirse
como SX1,X2 = {z : y ∈ S [X1, X2, z]}. Esta regio´n esta´ representada en la Figura 2.26
donde se representa un tria´ngulo cualquiera que contiene a y y no a x. De nuevo, debido
a que D es abierto y F es continua y positiva, se concluye que Pr (SX1,X2) > 0 y, por
u´ltimo, tomando esperanzas sobre esa cantidad se tiene que Pr (Ay\Axy) > 0.
Figura 2.26: Regio´n SX1,X2 y tria´ngulo perteneciente a Ay\Axy.
Teorema 2.4 La similaridad simplicial muestral es insesgada y consistente,
SSn (x, y)
p−→
n→∞
SS (x, y;F ) ,∀x, y ∈ Rd.
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Demostracio´n. Dados dos puntos cualesquiera x e y ∈ Rd, como SSn (x, y) es un
U -estad´ıstico, se cumple que
E [SSn (x, y)] = E
[(
n
d+ 1
)−1∑
I
(
x, y ∈ S [xi1 , xi2 , . . . , xid+1])
]
=
=
(
n
d+ 1
)−1∑
E
[
I
(
x, y ∈ S [xi1 , xi2 , . . . , xid+1])] =
=
(
n
d+ 1
)−1(
n
d+ 1
)
Pr [I (x, y ∈ S [X1, X2, . . . , Xd+1])] =
= Pr [I (x, y ∈ S [X1, X2, . . . , Xd+1])] = SS (x, y;F ) .
La versio´n muestral es consistente si su varianza converge a cero cuando el taman˜o mues-
tral aumenta. Esto es cierto ya que la similaridad muestral es un U -estad´ıstico cuyo
nu´cleo esta´ acotado por 1, y por tanto, por el Lema 2.1 y para r = 2 y una constante K
(que so´lo depende de la cota del nu´cleo), se tiene que,
E
[
(SSn (x, y)− E (SSn (x, y)))2
] ≤ K
n
n→∞−→ 0.
Teorema 2.5 La similaridad simplicial muestral es fuertemente consistente,
SSn (x, y)
c.s.−→
n→∞
SS (x, y;F ) casi seguro,∀x, y ∈ Rd.
Demostracio´n. La demostracio´n es similar a la del Teorema 2.4, ya que se hace uso
del Lema 2.1, que muestra que, para r ≥ 2, la similaridad muestral converge en media
r-e´sima. Se sabe que si la convergencia es suficientemente ra´pida, es decir, si
∞∑
n=1
E [|SSn (x, y)− SS (x, y;F )|r] <∞,
entonces converge casi seguro a SS (x, y;F ). Por tanto, haciendo r = 4, se tiene que el
U -estad´ıstico verifica
∞∑
n=1
E
[|SSn (x, y)− SS (x, y;F )|4] ≤ ∞∑
n=1
K
n2
<∞,
lo que confirma la convergencia casi segura.
Lema 2.2 Para cualquier funcio´n de distribucio´n F en Rd y cualquier punto arbitrario
pero fijo y ∈ Rd, se tiene que
sup
‖x‖≥M
SSn (x, y)
c.s.−→ 0, cuando M →∞.
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Demostracio´n. Las similaridad simplicial verifica dicha convergencia ya que, como
SS (x, y;F ) ≤ PS (x;F ), se tiene que
sup
‖x‖≥M
SSn (x, y) ≤ sup
‖x‖≥M
PSn (x, y)
c.s.−→ 0, cuando M →∞,
por lo que la convergencia de la similaridad se cumple.
Lema 2.3 Sea F es una funcio´n de distribucio´n absolutamente continua, dado el punto
y ∈ Rd arbitrario pero fijo, entonces para todo c > 0, se tiene que
sup
{x1,x2∈Bola(y,c):‖x1−x2‖<ε}
|SSn (x1, y)− SSn (x2, y)| −→
ε→0,n→∞
γ (ε) +Rn,
donde Bola (y, c) =
{
x ∈ Rd : ‖x− y‖ ≤ c}, γ (ε) es determinista y tiende a cero y Rn
converge casi seguro a cero.
Demostracio´n. En primer lugar, se introducen los te´rminos poblacionales y se emplea
la desigualdad triangular para descomponer el valor absoluto en tres sumandos:
|SSn (x1, y)− SSn (x2, y)|
= |SSn (x1, y)− SS (x1, y;F ) + SS (x1, y;F )− SSn (x2, y)
+SS (x2, y;F )− SS (x2, y;F )|
≤ |SSn (x1, y)− SS (x1, y;F )|+ |SSn (x2, y)− SS (x2, y;F )|
+ |SS (x1, y;F )− SS (x2, y;F )|
y, debido a que el supremo de esta suma es inferior a la suma de los supremos, el supremo
original queda acotado por la suma de los tres supremos sobre los que se trabaja de forma
separada.
sup
{x1,x2∈Bola(y,c):‖x1−x2‖<ε}
|SSn (x1, y)− SSn (x2, y)|
≤ sup
{x1,x2∈Bola(y,c):‖x1−x2‖<ε}
|SSn (x1, y)− SS (x1, y;F )|
+ sup
{x1,x2∈Bola(y,c):‖x1−x2‖<ε}
|SSn (x2, y)− SS (x2, y;F )|
+ sup
{x1,x2∈Bola(y,c):‖x1−x2‖<ε}
|SS (x1, y;F )− SS (x2, y;F )| .
82 Cap´ıtulo 2. SIMILARIDAD POR PROFUNDIDAD
Por un lado, se tiene que γ () = sup{x1,x2∈Bola(y,c):‖x1−x2‖<ε} |SS (x1, y;F )− SS (x2, y;F )|
tiende a cero cuando ε tiende a cero, debido a la que la similaridad es continua y el
supremo se toma dentro del conjunto Bola (y, c) que es cerrado y acotado. Por otro lado,
se tiene que
sup
{x1,x2∈Bola(y,c):‖x1−x2‖<ε}
|SSn (x2, y)− SS (x2, y;F )|
es igual a
sup
Ax1,x2 (y,c,ε)
|PrFn (Ax1,x2 (y, c, ε))− PrF (Ax1,x2 (y, c, ε))| ,
donde Ax1,x2 (y, c, ε) es el conjunto de todos los s´ımplices que contienen a los puntos x1 e
y, para x1 tal que {x1 ∈ Bola (y, c) : ‖x1 − x2‖ < ε}. Y, como los s´ımplices del conjunto
Ax1,x2 (y, c, ε) esta´n contenidos en el conjunto de los que contienen a x1 y a y (Ax1,y), se
tiene que
sup
Ax1,x2 (y,c,ε)
|PrFn (Ax1,x2 (y, c, ε))− PrF (Ax1,x2 (y, c, ε))|
es igual a
sup
Ax1,x2
|PrFn (Ax1,x2)− PrF (Ax1,x2)|
lo que, unido al resultado de que la clase de todos los conjuntos medibles Borel convexos
en Rd, forman una clase Glivenko-Cantelli si F es una densidad con respecto a la medida
de Lebesgue, es decir, que
sup
A∈C
|Fn (A)− F (A)| c.s.−→ 0,
donde C es el conjunto de todos los conjuntos medibles Borel convexos, da como resul-
tado que el supremo converge casi seguro a cero. Para el punto x2 se emplea el mismo
razonamiento.
Teorema 2.6 Sea F una funcio´n de distribucio´n absolutamente continua. Entonces la
similaridad SS (x, y;F ) es uniformemente consistente:
sup
x∈Rd
|SSn (x, y)− SS (x, y;F )| c.s.−→
n→∞
0.
Demostracio´n. La demostracio´n es ana´loga a la del Teorema 5 en Liu (1990). Para
x tal que ‖x‖ es suficientemente grande, la propiedad (iv) de la Proposicio´n 2.4 y el
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Lema 2.2 aseguran que |SSn (x, y)− SS (x, y;F )| c.s.−→
n→∞
0. Entonces, la afirmacio´n ha de
probarse para puntos pequen˜os, es decir, dado M > 0, se demostrara´ que
sup
x∈Q(y,M)
|SSn (x, y)− SS (x, y;F )| c.s.−→
n→∞
0,
donde Q (y,M) es un hipercubo de centro y y de longitud de lados M .
Dividiendo cada lado del hipercubo en N trozos, el hipercubo queda dividido en Nd
subhipercubos. Haciendo N arbitrariamente grande y aplicando el Lema 2.3 y el Teorema
2.2, se concluye que basta con probar
ma´x
x∈C(y,M)
|SSn (x, y)− SS (x, y;F )| c.s.−→
n→∞
0,
donde C (y,M) es el conjunto de todas las esquinas de los hipercubos.
Aplicando el Lema 2.1 con r = 4 y c = 1, se obtiene que
Pr
(
ma´x
x∈C(y,M)
|SSn (x, y)− SS (x, y;F )| > ε
)
≤ Nd ma´x
x∈C(y,M)
Pr (|SSn (x, y)− SS (x, y;F )| > ε)
= Nd ma´x
x∈C(y,M)
Pr
(|SSn (x, y)− SS (x, y;F )|4 > ε4)
≤ Nd ma´x
x∈C(y,M)
E
[
ε−4
(|SSn (x, y)− SS (x, y;F )|4)] = O (n−2) ,
y empleando el lema de Borel-Cantelli se tiene que la suma sobre n de
Pr
(
ma´x
x∈C(y,M)
|SSn (x, y)− SS (x, y;F )| > ε
)
es finita, por lo que la probabilidad del l´ımite superior de este evento es igual a cero,
concluyendo que la similaridad simplicial es fuertemente consistente.
A continuacio´n se enuncian y prueban los resultados anteriores aplicados a la simila-
ridad por bandas.
Teorema 2.7 Dado y ∈ Rd, sea F una funcio´n de distribucio´n d-dimensional absoluta-
mente continua entonces SB (·, y;F ) es continua.
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Demostracio´n. La demostracio´n es ana´loga a la del Teorema 2.2. La similaridad es
continua si cada sumando SBb) lo es. Dado b ≤ B, la expresio´n
E
[
d∏
k=1
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
,
puede reescribirse como Pr (x, y ∈ R (X1, X2, . . . , Xb)), donde R (X1, X2, . . . , Xb) es el
menor hipercubo que contiene a los puntos X1, X2, . . . , Xb. Entonces, definiendo los mis-
mos sucesos que en la demostracio´n del Teorema 2.2,
Ax = {X1, X2, . . . , Xb : x ∈ R [X1, X2, . . . , Xb]} ,
Axn = {X1, X2, . . . , Xb : xn ∈ R (X1, X2, . . . , Xb)} y
Ay = {X1, X2, . . . , Xb : y ∈ R (X1, X2, . . . , Xb)} ,
se prueba la continuidad con una sucesio´n convergente.
Sea xn ∈ Rd una sucesio´n que converge a x, y dado un punto arbitrario pero fijo y ∈
Rd se prueba que Pr (xn, y ∈ R (X1, X2, . . . , Xb)) → Pr (x, y ∈ R (X1, X2, . . . , Xb)), es
decir, que l´ımn→∞ |Pr (xn, y ∈ R (X1, X2, . . . , Xb))− Pr (x, y ∈ R (X1, X2, . . . , Xb))| = 0.
Entonces, trabajando con los conjuntos anteriores y sus complementarios se tiene por un
lado que
Ay ∩ Axn ⊂ (Ay ∩ Ax) ∪
(
Ay ∩ Ax ∩ Axn
) ⊂ (Ay ∩ Ax) ∪ (Ax ∩ Axn) ,
y por otro que
Ay ∩ Ax ⊂ (Ay ∩ Axn) ∪
(
Ay ∩ Axn ∩ Ax
) ⊂ (Ay ∩ Axn) ∪ (Axn ∩ Ax) .
En te´rminos de probabilidades se tiene las siguientes desigualdades
−Pr (Axn ∩ Ax) ≤ Pr (Ay ∩ Axn)− Pr (Ay ∩ Ax) ≤ Pr (Ax ∩ Axn)
que combinadas, dan lugar a
|Pr (Ay ∩ Axn)− Pr (Ay ∩ Ax)| ≤ Pr
(
Ax ∩ Axn
)
+ Pr
(
Axn ∩ Ax
)
.
Los sucesos Ax ∩ Axn y Axn ∩ Ax esta´n incluidos en el suceso Bx,xn = {X1, X2, . . . , Xb :
∃i ∈ {1, 2, . . . , b} , ∃k ∈ {1, 2, . . . , d} tales que mı´n
(
xk), x
k)
n
)
≤ Xk)i ≤ ma´x
(
xk), x
k)
n
)}
.
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Su l´ımite, cuando n tiende a infinito, es Bx =
{
X1, X2, . . . , Xb : ∃i ∈ {1, 2, . . . , b} ,∃k ∈
{1, 2, . . . , d} tal que xk) = Xk)i
}
. Por u´ltimo, la probabilidad de Bx es cero debido a que
la funcio´n de distribucio´n es continua.
Teorema 2.8 Sea D ⊆ Rd un conjunto abierto y F : D −→ R+ una funcio´n de distribu-
cio´n continua. Entonces la similaridad por bandas verifica
SB (x, y;F,B) = SB (y, y;F,B) s´ı y so´lo s´ı x = y.
Demostracio´n. Demostracio´n ana´loga a la del Teorema 2.3. Si x = y la implicacio´n
hacia la izquierda se cumple. Por lo tanto es suficiente probar que SB (x, y;F,B) =
SB (y, y;F,B) implica que x = y. La prueba se realiza mediante la implicacio´n negativa
inversa, es decir, si x 6= y entonces SB (x, y;F,B) < SB (y, y;F,B) (ya que nunca puede
ser mayor). Se prueba que el conjunto de tuplas del tipo X1, X2, . . . , Xb que forman
bandas que contienen al punto y y no al punto x, tiene una probabilidad positiva. La
similaridad por bandas esta´ definida como
SB (x, y;F,B) =
B∑
b=2
E
[
d∏
k=1
I
{
mı´n
i∈{1,2,...,b}
X
k)
i ≤ xk), yk) ≤ ma´x
i∈{1,2,...,b}
X
k)
i
}]
,
donde cada sumando puede escribirse como Pr (x, y ∈ R (X1, X2, . . . , Xb)), donde R (X1,
X2, . . . , Xb) es el menor hipercubo que contiene a los puntos X1, X2, . . . , Xb. Debido a
que se tiene que Pr (x, y ∈ R (X1, X2, . . . , Xb)) ≤ Pr (y ∈ R (X1, X2, . . . , Xb)), entonces
es suficiente probar que la desigualdad es estricta para cualquier b ∈ {2, . . . , B}. Por
simplicidad, y sin pe´rdida de generalidad, se toma d = 2 y b = 2. La prueba se realiza
a trave´s de gra´ficos que muestran las regiones para la la construccio´n de bandas que
cumplan los requisitos, es decir, los puntosX1 yX2 tales que la regio´nR (X1, X2) contenga
a y pero no a x. Se conclye que el conjunto de dichas bandas tiene probabilidad positiva.
La continuidad de la funcio´n F y el hecho de que el conjunto D es abierto son las
propiedades que aseguran que dicha probabilidad es no nula. Como puede verse en la
Figura 2.27, el punto X1 puede ser cualquiera que se encuentre en la regio´n definida por
la diferencia del conjunto D menos el cuadrante con ve´rtice x que contiene la semirrecta
{x+ α(x− y) : α > 0}. El conjunto diferencia resultante tiene probabilidad positiva. En
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el caso de que los puntos para los que se calcula la similaridad tengan el mismo valor
en alguna variable la regio´n para la eleccio´n del primer punto de la banda se realiza en
el semiespacio que no contiene a dicha semirrecta. Fijado un punto X1 perteneciente a
Figura 2.27: Regio´n para la eleccio´n de X1.
dicho conjunto, la regio´n SX1 formada por los puntos que producen bandas que contienen
a y y no a x, queda definida como la interseccio´n entre el cuadrante con origen en y
que contiene a la semirrecta {y + α(y −X1) : α > 0} y el cuadrante con origen en x que
contiene a la semirrecta {x+ α(y − x) : α > 0}. Dicha regio´n, tal como se observa en la
Figura 2.28, tiene probabilidad no nula, por lo que la funcio´n es continua.
Figura 2.28: Regio´n SX1 para la eleccio´n de X2.
Teorema 2.9 La similaridad por bandas es insesgada y consistente
SBn (x, y;B)
p→
n→∞
SB (x, y;F,B) , ∀x, y ∈ Rd.
Demostracio´n. La esperanza de SBn (x, y;B) es la suma de las esperanzas de sus
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sumandos, as´ı pues, para b = 1, 2, . . . , B se tiene que E
[
SB
b)
n (x, y)
]
E
[
1(
n
b
) ∑
1≤i1<...<ib≤n
d∏
k=1
I
{
mı´n
i∈(i1,...,ib)
x
k)
i ≤ xk), yk) ≤ ma´x
i∈(i1,...,ib)
x
k)
i
}]
=
(
n
b
)−1 ∑
1≤i1<...<ib≤n
E
[
I
{
mı´n
i∈(i1,...,ib)
x
k)
i ≤ xk), yk) ≤ ma´x
i∈(i1,...,ib)
x
k)
i ,∀k ∈ {1, 2, . . . , d}
}]
=
(
n
b
)−1 ∑
1≤i1<...<ib≤n
Pr (x, y ∈ R (X1, X2, . . . , Xb))
= Pr (x, y ∈ R (X1, X2, . . . , Xb))
y su suma es SB (x, y;F,B). Para probar la consistencia de la similaridad se hace uso del
Lema 2.1 para r = 2, debido a que todos los sumandos de la similaridad son U -estad´ısticos
de funcio´n nu´cleo acotada por 1. Aplicando el resultado se tiene que la varianza de cada
sumando verifica que
E
[(
SBb)n (x, y)− E
[
SBb)n (x, y)
])2] ≤ K
n
−→
n→∞
0,
para una constante K que so´lo depende de la cota de la funcio´n nu´cleo del U -estad´ıstico,
donde SBb) denota el sumando asociado a b bandas. Cada SBb) converge en probabilidad,
y, por lo tanto, su suma tambie´n.
Teorema 2.10 La similaridad por bandas es fuertemente consistente
SBn (x, y;B)
c.s.→
n→∞
SB (x, y;F,B) , ∀x, y ∈ Rd.
Demostracio´n. Por medio del Lema 2.1, tomando r = 4, se tiene para cada sumando
que
E
[(
SBb)n (x, y)− E
[
SBb)n (x, y)
])4] ≤ K
n2
−→
n→∞
0,
y, por lo tanto,
∞∑
n=1
E
[(
SBb)n (x, y)− E
[
SBb)n (x, y)
])4]
<∞.
Cada sumando converge casi seguro a su valor poblacional debido a que la convergencia es
suficientemente ra´pida. Finalmente, como la suma de variables que convergen casi seguro
es tambie´n convergente casi seguro se tiene la convergencia de la similaridad.
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Lema 2.4 Para cualquier F en Rd y un punto arbitrario pero fijo y ∈ Rd, se tiene que
sup
‖x‖≥M
SBn (x, y;B)
c.s.−→ 0, cuando M →∞.
Demostracio´n. Se sabe que la profundidad por bandas verifica esta convergencia.
Por lo tanto, debido a que SB (x, y;F,B) ≤ PB (x;F,B), se tiene que
sup
‖x‖≥M
SBn (x, y;B) ≤ sup
‖x‖≥M
PBn (x;B)
c.s.−→ 0, cuando M →∞,
quedando probada la convergencia para SBn.
Lema 2.5 Sea F una funcio´n de distribucio´n d-dimensional absolutamente continua,
para cada y ∈ Rd se tiene que ∀c > 0,
sup
{x1,x2∈B(y,c):‖x1−x2‖<ε}
|SBn (x1, y;B)− SBn (x2, y;B)| c.s.−→
ε→0,n→∞
0,
donde B (y, c) = {x : ‖x− y‖ ≤ c}.
Demostracio´n. El razonamiento para la demostracio´n es el mismo que el de la de-
mostracio´n del Lema 2.3, por lo que se omite.
Teorema 2.11 Sea F una funcio´n de distribucio´n absolutamente continua. Entonces
SBn (x, y;B) es uniformemente consistente,
sup
x∈Rd
|SBn (x, y;B)− SB (x, y;F,B)| c.s.−→
n→∞
0.
Demostracio´n. La demostracio´n es ana´loga a la del teorema 5 de Liu (1990). Para
x tal que ‖x‖ es suficientemente grande gracias a la propiedad (iv) de la Proposicio´n 2.5
y al Lema 2.4 se tiene que |SB (x, y;B)− SB (x, y;F,B)| c.s.−→
n→∞
0. Se prueba ahora para
puntos de menor magnitud, es decir, dada M > 0, se prueba que
sup
x∈Q(y,M)
|SBn (x, y;B)− SB (x, y;F,B)| c.s.−→
n→∞
0 cuando n→∞,
donde Q (y,M) es un hipercubo de centro y y de lado M .
Dividiendo cada arista en N trozos, el hipercubo queda dividido en Nd subhipercubos.
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Haciendo N arbitrariamente grande y debido a los resultados del Lema 2.3, del Teorema
2.2 y del lema de Borel-Cantelli, basta probar que
ma´x
x∈C(y,M)
|SBn (x, y;B)− SB (x, y;F,B)| c.s.−→
n→∞
0 cuando n→∞,
donde C (y,M) es el conjunto de todos los ve´rtices de los subhipercubos.
Aplicando el Lema 2.1 con r = 4 y c = 1, resulta que
Pr
(
ma´x
x∈C(y,M)
|SBn (x, y;B)− SB (x, y;F,B)| > ε
)
≤ Nd ma´x
x∈C(y,M)
Pr (|SBn (x, y;B)− SB (x, y;F,B)| > ε)
= Nd ma´x
x∈C(y,M)
Pr
(|SBn (x, y;B)− SB (x, y;F,B)|4 > ε4)
≤ Nd ma´x
x∈C(y,M)
E
[
ε−4
(|SBn (x, y;B)− SB (x, y;F,B)|4)] = O (n−2) ,
y, por el lema de Borel-Cantelli, la suma sobre n de Pr
(
ma´xx∈C(y,M) |SBn (x, y;B)
−SB (x, y;F,B)| > ε) es finita. Por tanto la probabilidad del l´ımite superior de este
suceso es igual a cero, por lo que la similaridad por bandas es fuertemente consistente.
A continuacio´n se presentan resultados para la similaridad por bandas modificada.
Para las demostraciones de estos resultados se hace uso de la notacio´n introducida en la
Observacio´n 2.2.
Teorema 2.12 Dado y ∈ Rd, sea F es una funcio´n de distribucio´n d-dimensional abso-
lutamente continua entonces SBM (·, y;F,B) es continua.
Demostracio´n. Se prueba que cada sumando SBM b,k)
(
xk), yk);F
)
, con b = 2, . . . , B
y k = 1, 2, . . . , d, es continuo y, debido a que SBM es una funcio´n lineal de estos suman-
dos, entonces sera´ tambie´n continua. Para ver si cada sumando es continuo, se analizan
en te´rminos de probabilidades: SBM b,k)
(
xk), yk);F
)
es la probabilidad de que el intervalo
construido a partir del mı´nimo y el ma´ximo de las k-e´simas coordenadas de una muestra
aleatoria simple de taman˜o b, contenga a la k-e´sima coordenada de x e y, es decir,
Pr
[
mı´n
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
)
≤ yk), xk) ≤ ma´x
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
)]
.
Sea xn ∈ Rd una sucesio´n tal que xn → x. Se comprueba que la diferencia∣∣SBM b,k) (xk)n , yk);F)− SBM b,k) (xk), yk);F)∣∣
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tiende a cero. A esta diferencia contribuyen las observaciones cuyos intervalos contienen
a yk) y, o so´lo a xk) o so´lo a x
k)
n . Pero, debido a que el l´ımn→∞ x
k)
n = xk), los l´ımites
de los eventos que contribuyen a la diferencia son mı´n
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
)
= xk) y
ma´x
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
)
= xk) los cuales tienen probabilidad nula debido a la con-
tinuidad de F .
Teorema 2.13 Sea D ⊆ Rd un abierto y F : D −→ R+ una funcio´n de distribucio´n
continua. Entonces la similaridad por bandas modificada verifica
SBM (x, y;F,B) = SBM (y, y;F,B) si, y so´lo si, x = y.
Demostracio´n. Si x = y, se cumple que SBM (x, y;F,B) = SBM (y, y;F,B). Para
la implicacio´n opuesta se prueba que x 6= y implica la desigualdad del lado izquerdo.
Debido a que SBM b,k)
(
xk), yk);F
) ≤ SBM b,k) (yk),k) ;F) para b = 2, 3, . . . , B y k =
1, 2, . . . , d, entonces es suficiente probar la desigualdad estricta para algu´n valor de b y k.
Por simplicidad se toman d = 2, b = 2, para k = 1 y k = 2 simulta´neamente.
Dados x e y la regio´n para la eleccio´n de uno de los dos puntos que formen la banda se
representa en la Figura 2.29. Para cualesquiera x, y ∈ Rd esta regio´n es el cuadrante con
origen en x que contiene al punto y. Este cuadrante siempre tendra´ probabilidad no nula.
Para cualquier punto en el cuadrante se tendra´ una regio´n no vac´ıa para seleccionar el
Figura 2.29: Regio´n SX1 para la eleccio´n de X2.
otro punto de la banda, como puede verse en la Figura 2.30.
Teorema 2.14 La similaridad por bandas modificada es insesgada y consistente,
SBMn (x, y;B)
p→
n→∞
SBM (x, y;F,B) , ∀x, y ∈ Rd.
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Figura 2.30: Regio´n SX1 para la eleccio´n de X2.
Demostracio´n. SBMn (x, y;B) sera´ insesgada si cada sumando lo es. Se tiene que
E
[
SBM
b,k)
n
(
xk), yk)
)]
es igual a
E
(n
b
)−1 ∑
(i1,i2,...,ib)∈Jb
I
{
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
}
=
(
n
b
)−1 ∑
(i1,i2,...,ib)∈Jb
Pr
(
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
)
= Pr
(
mı´n
i∈{i1,i2,...,ib}
x
k)
i ≤ xk), yk) ≤ ma´x
i∈{i1,i2,...,ib}
x
k)
i
)
= SBM b,k)
(
xk), yk);F
)
,
donde Jb es el conjunto de todas las combinaciones de n puntos tomados de b en b y, por
lo tanto,
E
[
1
d
B∑
b=2
d∑
k=1
SBM b,k)n
(
xk), yk)
)]
=
1
d
B∑
b=2
d∑
k=1
E
[
SBM b,k)n
(
xk), yk)
)]
= SBM (x, y;F,B) .
Aplicando el Lema 2.1 con r = 2 a cada sumando, se tiene que la varianza del sumando
SBM
b,k)
n
(
xk), yk)
)
tiende a cero y por lo tanto SBM
b,k)
n
(
xk), yk)
) p→ SBM b,k) (xk), yk);F)
lo que implica que SBMn (x, y;B)
p→ SBM (x, y;F,B).
Teorema 2.15 La similaridad por bandas modificada es fuertemente consistente,
SBMn (x, y;B)
c.s.→
n→∞
SBM (x, y;F,B) , ∀x, y ∈ Rd.
Demostracio´n. La demostracio´n es ana´loga a las de los teoremas 2.5 y 2.10. Se
prueba que cada sumando verifica la convergencia. Aplicando el Lema 2.1 con r = 4
y m = b, la varianza de SBM
b,k)
n
(
xk), yk)
)
para k = 1, 2, . . . , d decrece suficientemente
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ra´pido como para verificar
∑∞
n=1E
[(
SBM
b,k)
n
(
xk), yk)
)− E [SBM b,k)n (xk), yk))])4] <
∞.
Como se ha comentado en la seccio´n 2.4.1, la similaridad por bandas modificada
no se desvanece en el infinito, por lo que la afirmacio´n sup‖x‖≥M SBM (x, y;Fn, B)
c.s.−→
0, cuando M →∞ no es cierta.
Para finalizar con las propiedades de las funciones propuestas es conveniente estudiar-
las como funciones de similaridad. Una funcio´n de similaridad S (·, ·) tiene que verificar
las tres propiedades siguientes para cualquier par de puntos a y b:
1. S (a, a) ≥ S (a, b)
2. S (a, b) ≥ 0
3. S (a, a) = S (a, b)⇔ a = b
Por definicio´n, y como se ha comprobado previamente, las dos primeras propiedades
se cumplen para todas las similaridades propuestas. Para las similaridades de Maha-
lanobis, Oja y por proyecciones, la tercera propiedas siempre se satisface. Para el resto,
se cumplira´n siempre que la funcio´n de distribucio´n sea absolutamente continua.
2.5. Aplicacio´n de las similaridades en el ana´lisis de
conglomerados jera´rquico
El ana´lisis de conglomerados se enmarca dentro de los me´todos de clasificacio´n no
supervisados, cuyo objetivo es clasificar y agrupar las observaciones cuando no se conoce
la pertenencia de e´stas a los posibles grupos. Es una te´cnica exploratoria, que trata de
describir co´mo se encuentran las observaciones en el espacio. Algunos de los me´todos de
ana´lisis de conglomerados necesitan informacio´n a priori acerca del nu´mero de grupos en
que se divide el conjunto, antes de llevar a cabo la agrupacio´n de las observaciones. Los
me´todos ma´s empleados se dividen en dos grupos: jera´rquicos y de particionado.
Los me´todos de particionado, realizan una particio´n en K grupos, donde K es gene-
ralmente definido por el usuario, aunque su eleccio´n se puede automatizar. Se considera
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que un agupamiento es particio´n si cada uno de los grupos contiene al menos una ob-
servacio´n y cada observacio´n pertenece a un u´nico grupo. Con estas condiciones se tiene
que, como mucho, podra´ haber tantos grupos como observaciones. El objetivo es llevar a
cabo una particio´n adecuada, es decir, una particio´n en la que los grupos sean entre s´ı lo
ma´s heterogeneos posible e internamente presenten una elevada homogeneidad. Ejemplos
de este tipo de me´todos son, por ejemplo, k-medias Hartigan (1975), PAM (Partitioning
Around Medoids, Kaufman y Rousseeuw (1987)), CLARA (Clustering Large Applica-
tions, Kaufman y Rousseeuw (1986)), FANNY (Fuzzy Analysis, Kaufman y Rousseeuw
(1990)) y, basado en la profundidad L1, el propuesto en Jornsten (2004).
El otro grupo de te´cnicas de ana´lisis de conglomerados es el de los me´todos jera´rquicos.
E´stos, a diferencia de los de particionado, no ofrecen una u´nica divisio´n del conjunto de
observaciones, ya que el me´todo es iterativo y en cada paso se obtiene un agrupamien-
to. Existen dos tipos de conglomerados jera´rquicos, los aglomerativos y los divisivos. En
el primer tipo se comienza con tantos grupos como observaciones y se van aglomeran-
do observaciones y subgrupos de forma iterativa hasta tener un u´nico grupo compuesto
por todas las observaciones. Los divisivos actu´an en sentido contrario: comienzan con un
primer grupo formado por toda la muestra y, de forma iterativa, divide todos los sub-
grupos hasta obtener tantos grupos como elementos de la muestra. Todos los pasos de
aglomeracio´n o divisio´n que se llevan a cabo son representados por medio de a´rboles cono-
cidos como dendrogramas. A partir de estos a´rboles es posible obtener las agrupaciones
para determinados valores del nu´mero de grupos.
Existen varios criterios para la determinacio´n de las distancias entre grupos. Los ma´s
importantes son:
1. Encadenamiento simple o vecino ma´s pro´ximo: Se toma la distancia entre dos grupos
como la menor distancia entre elementos de ambos grupos.
2. Encadenamiento completo o vecino ma´s alejado: Se toma la distancia entre dos
grupos como la mayor distancia entre elementos de ambos grupos.
3. Media de grupos: Se toma la distancia entre dos grupos como la media de las
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distancias entre elementos de ambos grupos.
4. Me´todo de Ward: Se parte con tantos grupos como observaciones. En cada paso se
agrupan los objetos que produzcan el incremento mı´nimo de la suma sobre todos
los grupos de la suma del cuadrado de las distancias entre elementos del grupo y
su centroide.
En esta seccio´n se aplican las distintas similaridades propuestas en el ana´lisis de
conglomerados jera´rquico. Se analizan diferentes conjuntos de datos en dimensio´n dos,
simulados sobre distintas distribuciones y configuraciones de los grupos. Los resultados
se comparan con los obtenidos con la distancia eucl´ıdea.
2.5.1. Ca´lculo de la matriz de similaridades
Las similaridades definidas en este cap´ıtulo son adecuadas para obtener las proximi-
dades entre pares de puntos conforme a la forma de la nube de puntos o de la distribucio´n,
aunque algunas de ellas tienen, como se ha visto previamente, una mayor capacidad para
adaptarse a e´stas. E´ste es el caso de las similaridades por bandas y por bandas modificada.
Cuando se trata de describir proximidades de una forma descriptiva sobre una muestra,
su comportamiento es bueno. Sin embargo, al aplicarlas en la bu´squeda de grupos o con-
glomerados los resultados no son adecuados. Esto se debe a que no hay observaciones en
los huecos que separan a los grupos, lo que hace que la similaridad muestral los ignore
y estime que la similaridad entre estos puntos sea alta a pesar de que la distancia entre
ellos sea elevada.
Para ilustrar este feno´meno se presenta la Figura 2.31. E´sta contiene los diagramas
de dispersio´n de dos muestras generadas a partir de una mixtura de normales. En el
primero de los diagramas se grafican las observaciones de la muestra cuyos grupos esta´n
claramente separados. En el segundo, las observaciones de la muestra cuyos grupos son
tangenciales. En esta situacio´n las similaridades por bandas y por bandas modificada
fallan a la hora de identificar las disimilaridades entre objetos de un grupo y los del
otro. Esto puede verse claramente en la Tabla 2.1, en la que se presentan por un lado
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las similaridades muestrales medias entre observaciones de grupos diferentes y por otro,
las similaridades medias entre elementos del mismo grupo. Se observa en primer lugar,
que la diferencia entre las medias entre e intra grupos para ambos ejemplos es menor
para la similaridad por bandas modificada. En segundo, que tanto para la similaridad
por bandas como para la similaridad por bandas modificadas apenas hay diferencia en
los valores medios (entre vs. entre e intra vs. intra) entre los dos ejemplos. Tambie´n la
similaridad por proyecciones presenta escasas diferencias. Por u´ltimo para la simplicial, en
terminos absolutos no muestra diferencias elevadas, su cambio s´ı se observa en te´rminos
relativos, en lo referente a las similaridades entre grupos.
(a) Grupos separados (b) Grupos cercanos
Figura 2.31: Diagramas de puntos para grupos distribuidos normales pro´ximos y distantes.
Para solucionar este problema presente en las similaridades por bandas y por bandas
modificada, se propone completar el espacio con una funcio´n de distribucio´n continua.
De este modo se introduce masa de probabilidad en los huecos, con lo que se consigue
separar los grupos. En la pra´ctica, este completado de espacio consiste en calcular las
similaridades no con respecto a la muestra, sino con respecto a otra distribucio´n. Pero,
como una de las ventajas que ofrecen tanto profundidades como similaridades basadas
en profundidad muestrales es que tienen en cuenta la forma de la nube de puntos, no
parecere del todo adecuado cambiar totalmente la distribucio´n empleada para el ca´lculo.
Por tanto, se propone emplear una mixtura entre la funcio´n de distribucio´n muestral y
la funcio´n de relleno.
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Grupos alejados Grupos pro´ximos
Similaridad Entre grupos Intra grupos Entre grupos Intra grupos
Mahalanobis 0.1648 0.5234 0.2003 0.4596
Proyecciones 0.2466 0.4313 0.2576 0.3973
Oja 0.3649 0.5523 0.5870 0.6966
Simplicial 0.0417 0.2117 0.0723 0.1913
Bandas 0.1558 0.2901 0.1574 0.2919
Bandas modificada 0.4176 0.5552 0.4241 0.5588
Tabla 2.1: Media de las similaridades con respecto a la distribucio´n muestral.
Esta distribucio´n de relleno no debe distorsionar en gran medida la funcio´n de dis-
tribucio´n emp´ırica, ya que en ese caso se podr´ıan obtener resultados no deseados. As´ı pues,
un requisito deseable es que los para´metros de la funcio´n de relleno se estimen por medio
de la muestra, para que completen el espacio de forma coherente. Por ejemplo, es posible
tomar la distribucio´n normal multivariante con vector de medias y matriz de covarianzas
muestrales o una distribucio´n t de Student si se desea que tenga colas ma´s pesadas. Otra
opcio´n es rellenar de forma uniforme un hipercubo (o elipse) que contenga a todas las
observaciones.
En esta seccio´n se utiliza la distribucio´n normal multivariante como funcio´n de com-
pletado y se le da el mismo peso a e´sta que a la emp´ırica, es decir, las similaridades se
calculan con respecto a mixtura F = α·Normal
(
µˆ, Σˆ
)
+(1− α)·Fn, con α = 0.5 y donde
µˆ y Σˆ son, respectivamente, el vector de medias y la matriz de covarianzas muestral.
La Tabla 2.2 contiene las similaridades medias de la Tabla 2.1 tomando como distribu-
cio´n de ca´lculo de las similaridades esta mixtura. Se observa co´mo, para las similaridades
por bandas y por bandas modificada, se produce un cambio en las similaridades entre
grupos al pasar de grupos pro´ximos a grupos alejados que, si bien no es elevado en te´rmi-
nos absolutos (-0.0117 en SB y -0.018 en SBM), s´ı lo es en te´rminos relativos (-8.6 % en
SB y -4.6 % en SBM). Por otro lado se puede observar que, para la mayor´ıa de similari-
dades, las medias de similaridades entre grupos disminuye tras emplear la mixtura. Para
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las medias de las similaridades intra grupos se produce mayoritariamente un incremento.
Esto significa que al aplicar la mixtura se consigue que los elementos de un mismo grupo
sean ma´s similares entre s´ı y menos con los del otro grupo.
Grupos alejados Grupos pro´ximos
Similaridad Entre grupos Intra grupos Entre grupos Intra grupos
Mahalanobis 0.1639 0.5227 0.2002 0.4597
Proyecciones 0.2427 0.4364 0.2538 0.3999
Oja 0.3661 0.5472 0.5882 0.6968
Simplicial 0.0391 0.2335 0.0654 0.1952
Bandas 0.1236 0.3401 0.1353 0.3042
Bandas modificada 0.3770 0.5991 0.3950 0.5674
Tabla 2.2: Media de las similaridades con respecto a la mixtura.
Por u´ltimo, otra gran ventaja que se produce al introducir el relleno es que, si la
funcio´n de relleno es continua en todo el espacio, las similaridades calculadas para pun-
tos fuera de la envolvente convexa en el caso simplicial, fuera del menor hipercubo que
contiene a toda la muestra en el caso de la similaridad por bandas o fuera de los inter-
valos de todas las coordenadas en el caso de la similaridad por bandas modificada, no
son iguales a cero, esquivando de este modo uno de los mayores inconvenientes de estas
tres similaridades. Como desventajas principales esta´n que el ca´lculo, para la mayor´ıa
de las similaridades, presenta un incremento en el coste computacional y que so´lo puede
obtenerse una aproximacio´n. Para las similaridades por bandas y por bandas modificadas
no se da ninguno de estos dos problemas.
Dada una muestra de n observaciones x1, x2, . . . , xn en Rd se obtiene la matriz de
similaridades
S =

S1,1 S1,2 . . . S1,n
S1,2 S2,2 . . . S2,n
...
...
. . .
...
Sn,1 Sn,2 . . . Sn,n

,
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donde Si,j representa la similaridad entre el punto xi y el punto xj con respecto a la
mixtura α · Normal
(
µˆ, Σˆ
)
+ (1− α) · Fn, donde µˆ y Σˆ el vector de medias y la matriz
de covarianzas muestrales y α ∈ [0, 1].
Una vez se ha calculado la matriz de similaridades, es necesario transformarla en otra
de disimilaridades, ya que el ana´lisis de conglomerados jera´rquicos se obtiene a partir de
matrices de este tipo.
Debido a que las similaridades simplicial, por bandas y por bandas modificadas, el
rango de posibles valores esta´ acotado por el valor de la profundidad de los puntos que
se comparan, se realiza un escalado con el que se consigue que los nuevos valores puedan
tomar cualquier valor en el intervalo [0, 1]. Con este escalado se consigue adema´s que las
similaridades entre pares de puntos distintos este´n en la misma escala y sean, por tanto,
comparables.
Sea D la matriz diagonal
D =

S1,1 0 . . . 0
0 S2,2 . . . 0
...
...
. . .
...
0 0 . . . Sn,n

,
se obtiene la similaridad escalada Sesc = D−1/2SD−1/2.
Finalmente, dada la matriz de similaridad escalada con unos en la diagonal principal,
Sesc, se aplica la transformacio´n logar´ıtmica para obtener las disimilaridades,
δ =

−log(Sesc1,1 ) −log(Sesc1,2 ) . . . −log(Sesc1,n)
−log(Sesc1,2 ) −log(Sesc2,2 ) . . . −log(Sesc2,n)
...
...
. . .
...
−log(Sescn,1) −log(Sescn,2) . . . −log(Sescn,n)

.
2.5.2. Ejemplos de aplicacio´n
En este apartado se presentan los resultados obtenidos tras aplicar el ana´lisis de con-
glomerados jera´rquico sobre muestras formadas por varios grupos y generadas de forma
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aleatoria. Debido a que uno de los objetivos es poder comparar entre s´ı las similaridades
propuestas, todos los conjuntos de datos son de dimensio´n dos, ya que, en dimensiones
mayores, algunas de las similaridades no se pueden obtener en un tiempo razonable. Los
resultados para las similaridades se comparan con los obtenidos tomando la distancia
Eucl´ıdea. En todos los ejemplos se ha utilizado la mixtura al 50 % con la distribucio´n
normal multivariante.
En cuanto al criterio de determinacio´n de la distancia entre grupos empleado en el
ana´lisis, la experiencia sugiere para todas las similaridades la eleccio´n del me´todo de
Ward. Para la distancia eucl´ıdea se toma tanto este criterio, como el del vecino ma´s
pro´ximo.
En total se analizan 14 conjuntos de datos, compuestos por dos, tres o cuatro gru-
pos. Dependiendo del ejemplo, los grupos tienen distribuciones sime´tricas, asime´tricas
e incluso con relaciones no lineales. En ningu´n caso se representan los dendrogramas,
pues el taman˜o muestral de los conjuntos de datos no permite su representacio´n de for-
ma adecuada, aunque se utilizan para hacer la divisio´n segu´n el nu´mero de grupos que
corresponda. Para cada similaridad y para cada criterio de agrupacio´n en el caso de la
distancia eucl´ıdea, se grafican las observaciones caracterizando las distintas agrupaciones
resultantes mediante colores.
Se comienza mostrando los resultados para los ejemplos cuyos grupos tienen distribu-
cio´n sime´trica.
2.5.2.1. Grupos con distribucio´n sime´trica
El primer grupo de conjunto de datos esta´ compuesto por agrupaciones sime´tricas.
Se presentan seis ejemplos de datos simulados. En los cuatro primeros, los grupos se han
generado a partir de la distribucio´n normal bivariante y en todos, salvo en uno en que
hay tres, esta´n compuestos por dos grupos. En los otros dos ejemplos, los grupos tienen
forma rectangular y han sido generados a partir de vectores aleatorios con coordenadas
independientes distribuidas segu´n una uniforme. Uno de ellos contiene dos grupos y el
otro cuatro. Los ejemplos son los siguientes.
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Ejemplo 1: Dos grupos de taman˜os n1 = n2 = 100, simulados a partir de las dis-
tribuciones Normal (0, I) y Normal (µ, I), donde 0 es un vector de ceros de dimensio´n
dos, I es la matriz identidad de dimensio´n 2× 2 y µ = (5, 5)′.
Ejemplo 2: Dos grupos cuyas variables tienen correlaciones opuestas, de taman˜os
n1 = n2 = 100 y simulados a partir de las distribuciones Normal (0,Σ1) y Normal (µ,
Σ2), donde 0 es un vector de ceros de dimensio´n dos, µ = (3.5, 3.5)
′,
Σ1 =
 1 0.8
0.8 1
 y Σ2 =
 1 -0.8
-0.8 1
 .
Ejemplo 3: Dos grupos con variables de dispersio´n diferentes, de taman˜os n1 = n2 =
100 y simulados a partir de las distribuciones Normal (0,Σ) y Normal (µ,Σ), donde 0
es un vector de ceros de dimensio´n dos, µ = (5, 0)′ y
Σ =
 1 0
0 10
 .
Ejemplo 4: Tres grupos con variables de dispersio´n diferentes, de taman˜os n1 = n2 =
n3 = 100. Dos de los grupos son los del ejemplo 3. El otro ha sido simulado a partir de
Normal (µ, I), donde µ = (10, 20)′ e I es la matriz identidad de dimensio´n 2× 2.
Ejemplo 5: Dos grupos rectangulares con coordenadas uniformes, de taman˜os n1 =
n2 = 100. El primer grupo tiene la primera coordenada con distribucio´n U (-0.5, 0.5) y
la segunda con U (0.5, 10.5). El segundo grupo tiene la primera coordenada distribuida
segu´n una U (0.5, 10.5) y la segunda segu´n una U (-0.5, 0.5).
Ejemplo 6: Cuatro grupos rectangulares con coordenadas uniformes, de taman˜os
n1 = n2 = n3 = n4 = 100. Dos de estos grupos han sido generados a partir de las
distribuciones del ejemplo 5. El tercer grupo tiene la primera coordenada con distribucio´n
U (-0.5, 0.5) y la segunda con U (-0.5, -10.5) y el cuarto tiene la primera coordenada
distribuida segu´n una U (-10.5, -0.5) y la segunda segu´n una U (-0.5, 0.5).
La Figura 2.32 contiene los diagramas de puntos de estos seis ejemplos. Puede obser-
varse que en todos los ejemplos los grupos, salvo para alguna observacio´n, son separables.
Las Figuras desde 2.33 hasta 2.38, contienen para cada similaridad y para la distancia
eucl´ıdea (me´todos de encadenamiento simple y de Ward) las agrupaciones resultantes de
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(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
(e) Ejemplo 5 (f) Ejemplo 6
Figura 2.32: Diagramas de dispersio´n de los ejemplos con grupos sime´tricos.
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aplicar un corte al dendrograma a la altura correspondiente para dividir la muestra en el
nu´mero de grupos de cada ejemplo.
Para el ejemplo ma´s sencillo, Figura 2.33, se tiene que, salvo para la similaridad
simplicial en la que se clasifica de forma incorrecta una observacio´n del grupo de media
cero, todas las dema´s funciones clasifican incorrectamente una observacio´n del grupo de
vector de medias µ = (5, 5)′. El error es por tanto para todas las funciones de 0.5 %. Para
el ejemplo nu´mero dos (Figura 2.34), el de grupos con variables correladas, todas las
funciones menos la de similaridad por proyecciones que clasifica mal dos observaciones
(1 %), no cometen ningu´n error. Si una de las variables posee una variabilidad mucho
mayor que la otra (Figura 2.35), la distancia eucl´ıdea en el mejor de los casos parte
ambos grupos y agrupa las mitades, obtenie´ndose en torno a un 50 % de error. En ese
caso, las similaridades que peor se comportan son por bandas y por bandas modificada
con 9.5 y 5.5 por ciento de error, respectivamente. Si se an˜ade otro grupo de media
distinta y con sus dos coordenadas de igual varianza, Figura 2.36, la distancia eucl´ıdea
con el me´todo de encadenamiento simple llega a obtener un error del 66 % (con Ward del
29.7 %). En este caso, la similaridad que peor agrupamiento ofrece es la de Oja, con un
16 % de error, seguida de las de Mahalanobis y por proyecciones con un 10 %.
Para las muestras con grupos uniformes, Figuras 2.37 y 2.38, en el caso de la distancia
eucl´ıdea se tienen diferencias elevadas, ya que cuando hay dos grupos el error ma´ximo es
9 % (Ward), mientras que cuando hay cuatro llega al 64 % (encadenamiento simple). En
cuanto a las similaridades, salvo para la de bandas modificadas, las variaciones no son
tan sustanciales. Las mejores, de forma global sobre los dos ejemplos, son la similaridad
simplicial y la similaridad por bandas.
2.5.2.2. Grupos con distribucio´n asime´trica en al menos una coordenada
El segundo grupo de muestras esta´ formado por conjuntos de datos formadas por
grupos que presentan asimetr´ıa en alguna de sus coordenadas. E´sta se introduce por
medio de componentes de distribucio´n exponencial. El hecho de introducir asimetr´ıa a
trave´s de esta funcio´n puede distorsionar algunas medidas debido a la aparicio´n de valores
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.33: Agrupacio´n para muestra procedente de dos normales de igual matriz de
covarianzas y medias distintas.
104 Cap´ıtulo 2. SIMILARIDAD POR PROFUNDIDAD
(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.34: Agrupacio´n para muestra procedente de dos normales con iguales varianzas,
correlaciones opuestas y medias distintas.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.35: Agrupacio´n para muestra procedente de dos normales con variabilidad elevada
en una de sus coordenadas y medias distintas.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.36: Agrupacio´n para muestra procedente de dos normales con variabilidad elevada
en una de sus coordenadas y medias distintas y de otra normal con matriz de covarianza
identidad y vector de medias distinto al de los otros grupos.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.37: Agrupacio´n para muestra procedente de dos recta´ngulos uniformes.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.38: Agrupacio´n para muestra procedente de cuatro recta´ngulos uniformes.
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alejados de la mediana de cada variable. Los ejemplos son los siguientes.
Ejemplo 1: Dos grupos de taman˜os n1 = n2 = 100. El primer grupo tiene ambas
coordenadas independientes y distribuidas segu´n una exponencial de media igual a uno.
El segundo grupo tiene la misma composicio´n pero con signo negativo en ambas variables.
Ejemplo 2: Cuatro grupos de taman˜os n1 = n2 = n3 = n4 = 100. Dos de los grupos
se simulan conforme a los grupos del Ejemplo 1. El tercero se genera como el primero pero
trasladado cuatro unidades hacia abajo (en la segunda coordenada) y el cuarto como el
segundo pero trasladado cuatro unidades hacia arriba (segunda coordenada).
Ejemplo 3: Dos grupos de forma aproximadamente rectangular, con una coordenada
uniforme y otra exponencial y de taman˜os n1 = n2 = 100. El primer grupo tiene la
primera coordenada con distribucio´n U (-0.5, 0.5) y la segunda con exponencial de media
igual a 3 y origen en 0.5. El segundo grupo tiene la primera coordenada distribuida segu´n
una exponencial de media igual a 3 y origen en 0.5 y la segunda segu´n una U (-0.5, 0.5).
Ejemplo 4: Cuatro grupos de forma aproximadamente rectangular, con una coorde-
nada uniforme y otra exponencial y de taman˜os n1 = n2 = n3 = n4 = 100. Dos de estos
grupos han sido generados a partir de las distribuciones del ejemplo 3. El tercer grupo
tiene la primera coordenada con distribucio´n U (-0.5, 0.5) y la segunda con distribucio´n
exponencial de media 3 cambiada de signo y con origen en -0.5 y el cuarto tiene la primera
coordenada distribuida segu´n una distribucio´n exponencial de media 3 cambiada de signo
y con origen en -0.5 y la segunda segu´n una U (-0.5, 0.5).
La Figura 2.39 contiene los diagramas de puntos de las muestras de los cuatro ejem-
plos. Puede observarse como el gra´fico del Ejemplo 2 (Figura 2.39(d)) no tiene los grupos
completamente separables debido a un par de observaciones que aparecen dentro de otros
grupos, con lo que el error en este caso no podra´ ser en ningu´n caso igual a cero.
Las Figuras desde 2.40 hasta 2.43 contienen los resultados de agrupamientos para la
distancia eucl´ıdea y las similaridades. Para la muestra del ejemplo de dos grupos con
coordenadas exponenciales, Figura 2.40, todas las funciones tienen errores por debajo
del 2 % (casi todas sin errores), salvo la similaridad de Mahalanobis para la que el error
alcanza el 34 %. Si son cuatro los grupos, Figura 2.41, los errores se situ´an en torno al 10 %,
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(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 2.39: Diagramas de dispersio´n de los ejemplos con grupos asime´tricos.
exceptuando el encadenamiento simple para la distancia eucl´ıdea que se ve afectada por
valores extremos (74.8 % de error) y las similaridades de Mahalanobis y por proyecciones
con errores en torno al 30 %.
Para las muestras de grupos aproximadamente rectangulares, Figuras 2.42 y 2.43,
se tiene que las mejores similaridades son las de bandas y bandas modificada y, en el
extremo opuesto, la distancia eucl´ıdea, tanto para el me´todo de encadenamiento simple
como para el de Ward, aunque e´ste en menor medida.
2.5.2.3. Grupos con relaciones no lineales entre variables
El u´ltimo grupo de muestras se corresponde a muestras en las que los grupos presentan
formas no lineales. Estas formas son circunferencias, anillos y mitades de anillos. La
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.40: Agrupacio´n para muestra procedente de dos exponenciales, una positiva y
otra negativa.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.41: Agrupacio´n para muestra procedente de cuatro exponenciales de signos y
or´ıgenes distintos.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.42: Agrupacio´n para muestra procedente de dos grupos con una coordenada uni-
forme y otra exponencial.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.43: Agrupacio´n para muestra procedente de cuatro grupos con una coordenada
uniforme y otra exponencial.
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generacio´n de las muestras de cada forma se ha llevado a cabo mediante la seleccio´n de
las observaciones generadas segu´n una distribucio´n uniforme en un cuadrado, que estaban
dentro de las regiones de cada forma. A continuacio´n se introducen los cuatro ejemplos.
Ejemplo 1: Dos grupos de taman˜os n1 = n2 = 200. Uno de los grupos tiene dis-
tribucio´n uniforme dentro de una circunferencia de radio unidad y el otro distribucio´n
uniforme dentro de un anillo circular de radio inferior igual a 1.5 y de radio superior igual
a 2.5. Ambas regiones esta´n centradas en el origen.
Ejemplo 2: Dos grupos de taman˜os n1 = n2 = 200. Uno de los grupos tiene dis-
tribucio´n uniforme dentro de una circunferencia de radio unidad y el otro distribucio´n
uniforme dentro de la mitad izquierda de un anillo circular de radio inferior igual a 1.5 y
de radio superior igual a 2.5. Ambas regiones esta´n centradas en el origen.
Ejemplo 3: Dos grupos de taman˜os n1 = n2 = 100. Uno de los grupos tiene distribu-
cio´n uniforme dentro de la mitad izquierda de un anillo circular con centro el origen, de
radio inferior igual a 1.5 y de radio superior igual a 2.5. El otro grupo es la mitad derecha
de otro anillo con los mismos valores de radios y centrado en el punto (0, 2)′.
Ejemplo 4: Dos grupos de taman˜os n1 = n2 = 100. Uno de los grupos tiene distribu-
cio´n uniforme dentro de la mitad izquierda de un anillo circular con centro el origen, de
radio inferior igual a 1.5 y de radio superior igual a 2.5. El otro grupo es la mitad derecha
de otro anillo con los mismos valores de radios y centrado en el punto (-0.75, 2)′.
La Figura 2.44 contiene los diagramas de puntos de los cuatro ejemplos. En tres
de los ejemplos es necesario aplicar un clasificador no lineal para separar los grupos
completamente. So´lo en el Ejemplo 3 (Figura 2.47) los grupos pueden separarse con una
recta.
Las agrupaciones resultantes de aplicar el ana´lisis de conglomerados se encuentran
representadas en las Figuras 2.45 a 2.48. En el ejemplo de la circunferencia y el anillo
alrededor de e´sta (Figura 2.45), la u´nica medida que no comete error de agrupamiento es
la distancia eucl´ıdea con el encadenamiento simple. La mejor similaridad en este ejemplo
es la de bandas modificada que obtiene un 27 % de error, valor ligeramente inferior al
30 % obtenido para la distancia eucl´ıdea con el me´todo de Ward. Si se toma la mitad
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(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 2.44: Diagramas de dispersio´n de los ejemplos con grupos circulares y grupos con
formas no lineales.
del anillo, Figura 2.46, los errores de clasificacio´n disminuyen. El encadenamiento simple
para la distancia eucl´ıdea agrupa correctamente las observaciones. Las similaridades de
Mahalanobis, simplicial y por bandas obtienen errores entre el 13 y el 16 % y la de bandas
modificada apenas sufre variacio´n con respecto al ejemplo anterior.
En el Ejemplo 3, Figura 2.47, la distancia eucl´ıdea con encadenamiento simple y las
similaridades de Mahalanobis y de Oja no cometen errores. La similaridad por proyec-
ciones presenta un 42 % de error, mientras que la de bandas modificada continu´a en los
niveles de ejemplos anteriores. Por u´ltimo, en la muestra del Ejemplo 4, Figura 2.48, se
tiene que la distancia eucl´ıdea con encadenamiento simple sigue sin cometer errores. Las
mejores similaridades son la de Mahalanobis, la de bandas y la simplicial.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.45: Agrupacio´n para muestra procedente de una uniforme en un c´ırculo y de otra
uniforme en un anillo.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.46: Agrupacio´n para muestra procedente de una uniforme en un c´ırculo y de otra
uniforme en una mitad de anillo.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.47: Agrupacio´n para muestra procedente de dos uniformes en mitades de anillos,
cuyos centros difieren en la coordenada y.
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(a) Distancia Eucl´ıdea (Ward) (b) Distancia Eucl´ıdea (Simple)
(c) Similaridad de Mahalanobis (d) Similaridad por proyecciones
(e) Similaridad de Oja (f) Similaridad simplicial
(g) Similaridad por bandas (h) Similaridad por bandas modificada
Figura 2.48: Agrupacio´n para muestra procedente de dos uniformes en mitades de anillos,
cuyos centros difieren en sus dos coordenadas.
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2.5.2.4. Comparacio´n de resultados
En este apartado se recogen y analizan de forma conjunta los errores de clasificacio´n
obtenidos por cada funcio´n para cada uno de los catorce ejemplos. Esta informacio´n se
encuentra en la Tabla 2.3.
Distancia Eucl´ıdea Similaridades
Tipo Ejemplo Ward Simple SM SP SO SS SB SBM
Sime´tricos 1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
2 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0
3 50.0 49.5 1.5 1.5 1.5 2.5 9.5 5.5
4 29.7 66.0 10.0 10.0 16.0 3.0 6.0 0.0
5 9.0 0.0 22.0 22.0 14.5 8.5 0.0 0.0
6 26.5 64.0 24.8 19.8 12.8 0.2 0.5 26.8
Asime´tricos 1 0.0 0.5 34.0 0.0 0.0 0.0 0.0 4.0
2 11.5 74.8 29.5 29.5 9.0 9.8 10.3 6.8
3 35.0 49.5 35.0 42.0 35.0 31.5 0.0 0.0
4 45.8 74.8 37.3 45.8 13.5 25.3 0.7 13.3
No lineales 1 30.3 0.0 28.3 48.0 49.5 40.5 33.8 27.0
2 23.5 0.0 16.0 23.5 28.5 16.0 13.0 26.5
3 14.5 0.0 0.0 42.0 0.0 1.5 11.5 28.5
4 22.0 0.0 7.0 48.0 40.0 16.5 8.5 28.5
Media 21.3 27.1 17.6 23.8 15.8 11.1 6.7 11.9
Tabla 2.3: Errores de clasificacio´n del ana´lisis de conglomerados.
Atendiendo a la media global sobre todos los ejemplos la funcio´n que mejor resultados
de agrupamiento obtiene es la similaridad por bandas, seguida de la simplicial y la de
bandas modificada. El error ma´ximo obtenido para la similaridad por bandas es del
33.8 %. So´lo la similaridad por bandas modificada tiene un error ma´ximo menor que e´ste.
La distancia eucl´ıdea, tanto para el encadenamiento simple como para el de Ward, pre-
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senta valores medios que mejoran u´nicamente la media de la similaridad por proyecciones.
Adema´s presenta cierta variabilidad frente al me´todo elegido, es decir, para algunos ejem-
plos el encadenamiento simple es mucho peor que el de Ward y viceversa. Esto muestra la
dependencia entre el error de agrupamiento, la eleccio´n del me´todo de ca´lculo de las dis-
tancias entre grupos y la forma de las agrupaciones existentes. Lo que puede respresentar
un problema si no se tiene informacio´n a priori de la forma de e´stas.
Por u´ltimo se tiene que el peor funcionamiento de las similaridades se obtiene cuando
existen grupos de forma no lineal. En ese caso, la distancia eucl´ıdea se muestra superior.
En especial, si se emplea el me´todo de Ward. Sobre muestras formadas por grupos sime´tri-
cos, en general, los errores para las similaridades son menores. Este comportamiento se
acentu´a cuando una de las variables presenta una variabilidad sustancialmente mayor
que la otra (Ejemplos 3 a 6 de la categor´ıa de sime´tricos). Para grupos con asimetr´ıa en
alguna de sus variables la distancia eucl´ıdea con el me´todo de Ward obtienen tasas de
error elevadas debido a que forma grupos con so´lo una observacio´n (at´ıpica). Para este
tipo de ejemplos las dos mejores funciones son la similaridad por bandas y por bandas
modificada con tasas de error de 2.75 % y 6.03 % respectivamente.
Cap´ıtulo 3
Distancias basadas en similaridades
Resumen
En este cap´ıtulo se introduce un nuevo tipo de distancias, basadas en la idea de
profundidad, que se obtienen como extensio´n de las similaridades definidas en el Cap´ıtulo
2. El objetivo del cap´ıtulo es proponer y aplicar nuevas me´tricas que sean de utilidad
para problemas multivariantes como los me´todos de clasificacio´n. Como sucede con las
similaridades del cap´ıtulo anterior, las funciones que se introducen tienen la capacidad
de adaptacio´n no so´lo a la forma de la distribucio´n generadora de las observaciones, sino
tambie´n a la posicio´n que e´stas ocupan en el espacio, de ah´ı que puedan ser consideradas
distancias en sentido estad´ıstico. El paso de las similaridades a las distancias se reali-
za a trave´s de transformaciones cuya mayor dificultad radica en el cumplimiento de la
propiedad triangular. Aqu´ı se proponen algunas transformaciones para las similaridades
estudiadas previamente y se comprueba que cumplen las propiedades de distancia. La
transformacio´n a aplicar no es gene´rica, depende de la forma funcional de la similaridad
que se quiera adaptar. Para ilustrar el comportamiento de las distancias y para mostrar su
capacidad de adaptacio´n para distribuciones de formas diferentes, se presentan, como en
el cap´ıtulo anterior, gra´ficos con curvas de nivel que muestran la distancia entre cualquier
punto del plano y otro punto fijado previamente. Por u´ltimo, para justificar la aplicacio´n
y la utilidad de estas distancias, se presentan los resultados de su aplicacio´n al ana´lisis
de conglomerados. Estos resultados se obtienen mediante el algoritmo de k-medias, sobre
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el que se propone una modificacio´n que mejora el rendimiento del algoritmo para las
distancias basadas en profundidad. Con e´ste se tiene, que las similaridades simplical,
por bandas y por bandas modificadas mejoran los resultados obtenidos por la distancia
eucl´ıdea, tanto para el algoritmo modificado, como para el algoritmo de k-medias.
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3.1. Distancias basadas en similaridades
En esta seccio´n se proponen las transformaciones con que se consigue el paso de
similaridades a distancias. Aunque algunas de las similaridades propuestas en el cap´ıtulo
anterior esta´n definidas a partir de funciones que ya son distancias (por ejemplo la de
Mahalanobis), se continu´a con ellas, pues uno de los objetivos principales es ilustrar que
con las funciones de profundidad pueden construirse tanto similaridades como distancias.
Las distancias basadas en profundidad que se proponen a continuacio´n se definen a
partir de la clasificacio´n de funciones de profundidad hecha en Zuo y Serfling (2000a).
Tal y como se hizo en el cap´ıtulo anterior, se puede diferenciar entre las similaridades
procedentes de profundidades denotadas como tipo A y las denotadas como tipos B y C.
Se tratara´n todas las similaridades propuestas en el cap´ıtulo anterior: de Mahalanobis,
por proyecciones y de Oja, procedentes de profundidades de tipo B y C, y la simplicial,
por bandas y por bandas modificada procedentes de profundidades de tipo A. Como se
comento´ en el cap´ıtulo anterior, para las tres primeras el rango de posibles valores que la
similaridad puede tomar no depende de los puntos x e y, es decir, fijando uno de los dos
puntos el rango de la similaridad coincide con el intervalo [0, 1). Sin embargo, para las
otras tres similaridades, fijado uno de los puntos el rango depende de ese punto, es decir,
el rango para dos puntos cualesquiera x e y es el intervalo [0,mı´n (P (x) , P (y))), donde
P (x) es la profundidad del punto x calculada a partir de la funcio´n de profundidad
de la que procede la similaridad. Debido a estas diferencias las distancias basadas en
profundidad se definen dependiendo de la forma funcional y del rango de posibles valores
de las similaridades.
Se comienza proponiendo la transformacio´n para las similaridades basadas en dis-
tancias y en medidas de atipicidad (tipos B y C). Es bien conocido que, para cualquier
distancia d, la funcio´n d/ (1 + d) es tambie´n una distancia. Basado en este resultado, y
debido a la expresio´n de este tipo de similaridad, S (x, y) = 1/ (1 + A (x, y)), se tiene
que 1 − S (x, y) es una distancia si la medida de atipicidad A (x, y) tambie´n lo es. Por
definicio´n estas tres distancias son continuas (incluso si la distribucio´n no lo es), por lo
que verifican:
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(i) D (x, y;F ) = 0 s´ı y so´lo s´ı x = y
(ii) D (x, y;F ) ≥ 0 ∀x ∈ Rd
(iii) D (x, y;F ) = D (y, x;F ) ∀x, y ∈ Rd.
Por lo tanto, bastar´ıa con probar la propiedad triangular para las tres funciones.
Observacio´n 3.1 La similaridad de Mahalanobis se ha definido empleando el cuadrado
de la distancia. Si en vez de usar el cuadrado se usa la distancia, se tiene que DM (x, y) =
1−SM (x, y) es tambie´n una distancia. Las ordenaciones de los puntos segu´n la distancia
sobre un punto fijo no var´ıan al tomar la distancia en vez del cuadrado.
La similaridad de Oja, bajo la transformacio´n 1 − SO (x, y) no es una distancia, ya
que la desigualdad triangular no se cumple para todas las funciones de distribucio´n.
Esto puede verse mediante un contraejemplo: suponiendo que la funcio´n de distribucio´n
sobre la que se calcula la similaridad es degenerada en un punto t ∈ Rd y que se tienen
los puntos x, y, z ∈ Rd dispuestos como en la Figura 3.1, entonces 1 − SO (x, z) > 1 −
SO (x, y)+1−SO (y, z), ya que SO (x, y) = 1 (esta´n alineados) y el volumen del s´ımplice
S [x, z, t] es mayor que S [y, z, t].
Figura 3.1: Contraejemplo similaridad de Oja.
Proposicio´n 3.1 La similaridad por proyecciones verifica que 1− SP (x, y) es una dis-
tancia.
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Demostracio´n. Para demostrar que es distancia basta con ver que verifica la pro-
piedad triangular. La medida de atipicidad de la similaridad entre dos puntos x y z se
ha definido como
A (x, z;F ) = sup
‖u‖=1
|u′x− u′z|
MEDA (u′X)
.
Sea v ∈ Rd el vector con norma igual a 1, tal que
sup
‖u‖=1
|u′x− u′z|
MEDA (u′X)
=
|v′x− v′z|
MEDA (v′X)
,
entonces sumando y restando la cantidad v′y dentro del valor absoluto del numerador se
tiene que
|v′x− v′z|
MEDA (v′X)
=
|v′x− v′y + v′y − v′z|
MEDA (v′X)
≤ |v
′x− v′y|
MEDA (v′X)
+
|v′y − v′z|
MEDA (v′X)
y, debido a que
|v′x− v′y|
MEDA (v′X)
≤ sup
‖u‖=1
|u′x− u′y|
MEDA (u′X)
= A (x, y;F )
y
|v′y − v′z|
MEDA (v′X)
≤ sup
‖u‖=1
|u′y − u′z|
MEDA (u′X)
= A (y, z;F ) ,
se obtiene que A (x, z;F ) ≤ A (x, y;F )+A (y, z;F ), por lo que A es distancia y por tanto,
DP (·, ·;F ) tambie´n lo es.
Tras el ana´lisis de este tipo de distancias basadas en profundidad, se pasa a estudiar
las similaridades de tipo A: las basadas en probabilidades de pertenencia a conjuntos
aleatorios. Como se ha comentado anteriormente el valor de estas medidas fijado uno de
los dos puntos depende del valor de la profundidad de dicho punto. Debido a esto hay
que tener en cuenta la proximidad de los puntos al centro introduciendo esta informacio´n
en la expresio´n que define las distancias.
Para ilustrar la idea de la transformacio´n que se introduce a continuacio´n, se toma la
profundidad y la similaridad simplicial. En el caso bidimensional, la similaridad busca el
conjunto de tria´ngulos que contienen a los puntos x e y. As´ı pues, denotando por Ax y Ay,
respectivamente, a los conjuntos de todos esos tria´ngulos para x y para y, se obtiene que
la similaridad simplicial es igual a la probabilidad de la interseccio´n de ambos conjuntos.
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Pero, como se desea tener una medida amplia que no dependa de las profundidades
de cada punto, es necesario cuantificar un l´ımite superior a esta interseccio´n. Si x se
encuentra lejos de y, entonces pocos tria´ngulos que este´n en Ax estara´n en Ay, y viceversa.
Mientras que si los puntos x e y se encuentran pro´ximos, habra´ entonces muchos tria´ngulos
de Ax que este´n en Ay, y rec´ıprocamente. En el l´ımite, cuando ambos puntos sean iguales,
la interseccio´n de los dos conjuntos de tria´ngulos sera´ igual a dichos conjuntos y por tanto
a su unio´n. De ah´ı que, para obtener una medida independiente de la posicio´n de los
puntos pero dependiente de la distancia que los separa se propone una transformacio´n
que tenga en cuenta ambas cantidades: la interseccio´n y la unio´n.
Por lo tanto, dada una similaridad por profundidad S (x, y;F ) basada en probabili-
dades de conjuntos aleatorios, que es extensio´n de una funcio´n de profundidad P (x;F )
(funciones de profundidad de tipo A y sus similaridades), la funcio´n que se propone como
distancia entre puntos es 1− SP (x, y, F ) / (P (x, F ) + P (y, F )− SP (x, y, F )), es decir,
1−Pr (Ax ∩ Ay) /Pr (Ax ∪ Ay), donde Ax y Ay son los conjuntos aleatorios de las formas
geome´tricas en que se basa la profundidad, que contienen respectivamente a los puntos
x e y. El siguiente resultado recoge el cumplimiento de la propiedad triangular para las
distancias as´ı definidas.
Observacio´n 3.2 Sean (Ω,A, P r) un espacio de probabilidad y A, B y C tres elementos
cualesquiera de A. Se tiene que
Pr (A∆C)
Pr (A ∪ C) ≤
Pr (A∆B)
Pr (A ∪B) +
Pr (B∆C)
Pr (B ∪ C) ,
donde A∆C es (Ar C) ∪ (C r A).
Demostracio´n. Se comienza con la parte izquierda de la desigualdad. Se introduce
la probabilidad de un conjunto tanto en el numerador como en el denominador. En este
caso, el cociente es menor o igual que 1 y el sumando que se introduce es mayor o igual que
0. Es sencillo comprobar que el resultado es mayor que el cociente anterior. El conjunto
cuya probabilidad se introduce en este paso es B r (A ∪ C). Entonces se tiene que
Pr (A∆C)
Pr (A ∪ C) ≤
Pr (A∆C) + Pr (B r (A ∪ C))
Pr (A ∪ C) + Pr (B r (A ∪ C)) .
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Por un lado, en el denominador se tiene que (A ∪ C)unionsq (B r (A ∪ C)) = A∪B∪C, donde
unionsq es la unio´n disjunta. Por lo que el denominador puede reemplazarse por la expresio´n
P (A ∪B ∪ C). Por otro lado, es sencillo probar que
(A∆C) unionsq (B r (A ∪ C)) ⊂ (A∆B) ∪ (B∆C) ,
por lo que
Pr (A∆C)
Pr (A ∪ C) ≤
Pr ((A∆C) unionsq (B r (A ∪ C)))
Pr (A ∪B ∪ C) ≤
Pr (A∆B)
Pr (A ∪B ∪ C) +
Pr (B∆C)
Pr (A ∪B ∪ C)
y, debido a que Pr (A ∪B ∪ C) es mayor o igual que P (A ∪B) y que Pr (B ∪ C), se
obtiene que
Pr (A∆C)
Pr (A ∪ C) ≤
Pr (A∆B)
Pr (A ∪B) +
Pr (B∆C)
Pr (B ∪ C) .
Por u´ltimo, las tres similaridades por profundidad de este tipo verifican por definicio´n la
propiedad de simetr´ıa. Segu´n el teorema 2.3 (Similaridad Simplicial) y para las funciones
de distribucio´n que verifican sus supuestos, se tiene que la distancia definida a conti-
nuacio´n es igual a cero si, y so´lo si, los dos puntos son iguales. Por lo que la siguiente
proposicio´n queda demostrada.
Proposicio´n 3.2 Sea D ⊆ Rd un conjunto abierto y sea F : D → R+ una funcio´n de
distribucio´n continua. Entonces la funcio´n DS (x, y;F ) = 1−SS (x, y;F ) / (PS (x;F ) +
PS (y;F )− SS (x, y;F )) (o distancia simplicial) es una distancia en Rd.
Para las distancias por bandas y por bandas modificada no son va´lidos de forma
directa los resultados 2.8 y 2.13, debido a que en el paso a distancia no se estandariza la si-
milaridad en s´ı, sino que se estandariza cada uno de los sumandos. Para la similaridad por
bandas, con el mismo razonamiento y las mismas hipo´tesis del Teorema 2.8, se comprueba
de forma inmediata que cada sumando SBb) verifica que SBb)(x, y;F ) = SBb)(x, x;F )
si y so´lo si x = y, lo que implica que la distancia entre x e y es igual a cero si y so´lo si
x = y. La Observacio´n 3.2 asegura que la transformacio´n sobre cada sumando verifica la
propiedad triangular. Con estos resultados queda demostrada la siguiente proposicio´n.
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Proposicio´n 3.3 Sea D ⊆ Rd un conjunto abierto y sea F : D → R+ una funcio´n de
distribucio´n continua. Entonces la funcio´n DB (x, y;F,B) =
∑B
b=2
(
1− SBb) (x, y;F ) /(
PBb) (x;F ) + PBb) (y;F )− SBb) (x, y;F ))), donde PBb) (x;F ) = Pr (x ∈ R (X1, . . . ,
Xb)) y SB
b) (x, y;F ) = Pr (x, y ∈ R (X1, . . . , Xb)), es una distancia en Rd.
Por u´ltimo, se define la distancia por bandas modificada.
Definicio´n 3.1 Sea F una funcio´n de distribucio´n continua en Rd. Dados dos puntos
x e y en Rd. Se define el componente k-e´simo para bandas formadas por b puntos de la
profundidad por bandas modificada como:
PBM b,k)
(
xk);F
)
= Pr
(
mı´n
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
)
≤ xk) ≤ ma´x
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
))
y el componente k-e´simo para bandas formadas por b puntos de la similaridad por bandas
modificada como:
SBM b,k)
(
xk), yk);F
)
=Pr
(
mı´n
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
)
≤xk), yk)≤ma´x
(
X
k)
1 , X
k)
2 , . . . , X
k)
b
))
.
Proposicio´n 3.4 Sea D ⊆ Rd un conjunto abierto y sea F : D → R+ una funcio´n de
distribucio´n continua. Entonces la funcio´n
DBM (x, y;F,B) = 1
d
B∑
b=2
d∑
k=1
(
1− SBM
b,k)(xk),yk);F)
PBMb,k)(xk);F)+PBMb,k)(yk);F)−SBMb,k)(xk),yk);F)
)
(o distancia por bandas modificada) es una distancia en Rd.
Demostracio´n. La demostracio´n esta´ tambie´n basada en la Observacio´n 3.2. Gracias
a este resultado se tiene que cada sumando verifica la desigualdad triangular, por lo
que el sumatorio doble tambie´n la satisface. Para esta distancia hay que demostrar que
efectivamente la distancia entre dos puntos es igual a cero si, y so´lo si, los dos puntos
son iguales. Si x = y por definicio´n se verifica que la distancia es nula. La implicacio´n
opuesta es cierta ya que para cualquier b, si la suma
d∑
k=1
(
1− SBM
b,k)
(
xk), yk);F
)
PBM b,k) (xk);F ) + PBM b,k) (yk);F )− SBM b,k) (xk), yk);F )
)
vale cero, entonces cada uno de los sumandos (al ser no negativos) ha de ser igual a cero
y, por lo tanto, debido a la continuidad de F se obtiene que x tiene que ser igual a y.
Es decir, que esta suma sobre las coordenadas es tambie´n una distancia. Por u´ltimo, se
tiene que DBM (x, y;F,B) es una distancia debido a que es suma de distancias.
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3.2. Algunos ejemplos pra´cticos
En este apartado se muestran los contornos de las funciones definidas en la seccio´n
anterior para los conjuntos de datos simulados segu´n la normal y la exponencial, que se
emplearon en el cap´ıtulo anterior.
Para las distancias basadas en profundidad construidas a partir de funciones de atipi-
cidad o distancias, las ordernaciones y distancias que se obtienen son equivalentes a las
que se obtienen a trave´s de las similaridades por profundidad. A pesar de esta equivalen-
cia, en esta seccio´n se muestran las figuras para los dos conjuntos de datos. Las Figuras
3.2 y 3.3 se corresponden a las superficies para las muestras normal y exponencial respec-
tivamente. Se oberva la similitud entre e´stos y los presentados en el cap´ıtulo anterior. Lo
mismo sucede para la distancia por proyecciones (Figuras 3.4 y 3.5). Aunque se ha proba-
do que no es una distancia, se muestran tambie´n estas superficies para 1 − SO (x, y;F )
(Figuras 3.6 y 3.7).
Para las otras tres distancias la situacio´n es diferente debido a que la similaridad
se estandariza por los valores de profundidad, es decir, que la distancia depende de
lo cercanos al centro de la distribucio´n que sean los puntos que se esta´n comparando.
Esto produce que los contornos de las distancias, fijado uno de los dos puntos, cambien
sustancialmente cuando ese punto es pro´ximo al centro, o no. En las figuras que se
mostraron en el cap´ıtulo dos, el centro atra´ıa los contornos hacia s´ı mismo, como un
centro de gravedad. La situacio´n despue´s de la estandarizacio´n que produce la distancia
es otra, el centro pierde peso y los contornos se aproximan al punto que se toma como
fijo. Esos contornos parece que son ma´s apropiados para medir distancias que los que se
obtienen con las similaridades. Las Figuras 3.8 y 3.9 son las superficies de la distancia
simplicial para los dos conjuntos de datos de la seccio´n 2.3.
Las Figuras desde 3.10 hasta 3.13 son las correspondientes a las distancias por bandas
y por bandas modificada. Se observa que los contornos se vuelven algo ma´s sime´tricos
con respecto al punto fijo, pero que au´n as´ı siguen respetando adecuadamente la forma
de la nube de puntos.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.2: Distancia de Mahalanobis con respecto a un punto fijo para una muestra
normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.3: Distancia de Mahalanobis con respecto a un punto fijo para una muestra
exponencial.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.4: Distancia por proyecciones con respecto a un punto fijo para una muestra
normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.5: Distancia por proyecciones con respecto a un punto fijo para una muestra
exponencial.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.6: Uno menos la similaridad de Oja con respecto a un punto fijo para una muestra
normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.7: Uno menos la similaridad de Oja con respecto a un punto fijo para una muestra
exponencial.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.8: Distancia simplicial con respecto a un punto fijo para una muestra normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.9: Distancia simplicial con respecto a un punto fijo para una muestra exponencial.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.10: Distancia por bandas con respecto a un punto fijo para una muestra normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.11: Distancia por bandas con respecto a un punto fijo para una muestra expo-
nencial.
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(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.12: Distancia por bandas modificada con respecto a un punto fijo para una mues-
tra normal.
(a) Punto de referencia central. (b) Punto de referencia externo.
Figura 3.13: Distancia por bandas modificada con respecto a un punto fijo para una mues-
tra exponencial.
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3.3. Aplicacio´n de las distancias basadas en profun-
didad
En esta seccio´n se estudia el comportamiento de las distancias basadas en profun-
didad en el ana´lisis de conglomerados. En primer lugar, se presenta una modificacio´n
del algoritmo de k-medias. Este algoritmo modificado, aplicado sobre las distancias por
profundidad, mejora los resultados de agrupamiento que estas funciones obtendr´ıan si se
empleara el algoritmo de k-medias. En segundo lugar, se aplica dicho algoritmo modifi-
cado sobre conjuntos de datos bidimensionales. E´stos se simulan con los mismos modelos
que se emplearon en el Cap´ıtulo 2. Por u´ltimo, los resultados que se obtienen para las
distancias por profundidad, se comparan, tanto con los obtenidos mediante k-medias
(con la distancia eucl´ıdea), como con los obtenidos empleando la distancia eucl´ıdea en el
algoritmo modificado.
Uno de los procedimientos de agrupamiento no jera´rquico ma´s empleado es el al-
goritmo de k-medias (Hartigan (1975)). Es un me´todo iterativo que, partiendo de un
conjunto de puntos considerados como los representantes de cada grupo y denominados
centroides, asigna cada una de las observaciones al grupo de cuyo centroide esta´ ma´s
pro´ximo. Se recalculan los centroides y se reasignan las observaciones tantas veces como
sean necesarias, hasta que los centroides se estabilizan y no se producen cambios en la
asignacio´n de observaciones. Se persigue por tanto, minimizar la suma de las distancias
entre cada observacio´n y el centroide de su grupo. Para poder emplear el algoritmo es
necesario conocer el nu´mero de grupos en que se divide la muestra. En ocasiones, debido
a la naturaleza de los datos, es posible tener esta informacio´n, pero en otras muchas
situaciones esto no es posible y se hace necesario estimar dicho nu´mero. Para la eleccio´n
de los centroides iniciales existen diversas propuestas que van desde asignar de forma
aleatoria observaciones de la muestra, hasta ejecutar el algoritmo con submuestras del
conjunto de datos y tomar los centroides de los grupos resultantes. El principal problema
de este me´todo es la sensibilidad a la eleccio´n del punto inicial, ya que el algoritmo puede
detenerse en algu´n mı´nimo local que no sea del todo satisfactorio.
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3.3.1. Modificacio´n del algoritmo de k-medias
El algortimo de k-medias basa la asignacio´n de observaciones en los centroides de cada
grupo. La modificacio´n que se introduce a este algoritmo es la eliminacio´n del centroide
y la asignacio´n de observaciones al grupo para el que la distancia media sobre todos los
elementos del grupo sea mı´nima. De este modo se consigue una asignacio´n ma´s robusta ya
que no depende u´nicamente de la distancia a un so´lo punto. La inicializacio´n del algoritmo
se conserva sin modificaciones, es decir, dados K puntos, donde K es el nu´mero de grupos,
se asignan todas las observaciones al punto ma´s cercano.
El algoritmo propuesto consta de los siguientes pasos:
1. Obtener los K representantes iniciales
2. Calcular la distancia de cada punto a los K puntos
3. Asignar cada observacio´n al grupo con menor media de distancia a sus elementos
4. Repetir el paso 3 hasta que no se pueda minimizar ma´s la suma de las distancias
de las observaciones a su grupo
3.3.2. Ana´lisis de sensibilidad de los puntos iniciales
En este apartado se analiza co´mo influye la eleccio´n de los K puntos iniciales en el
resultado final del porcentaje de observaciones bien agrupadas. Para poder obtener este
porcentaje es necesario aplicar el algoritmo sobre conjuntos de observaciones simulados,
para los que s´ı se conoce tanto la pertenencia a los grupos, como el nu´mero de e´stos.
El algoritmo se aplica sobre los catorce conjuntos de datos empleados en el ana´lisis de
conglomerados jera´rquico del Cap´ıtulo 2. Para cada uno de e´stos se toman como puntos
iniciales 1000 muestras sin reemplazamiento de taman˜o el nu´mero de grupos y se ejecu-
ta el algoritmo. Los porcentajes de acierto para cada ejemplo se representan mediante
diagramas de caja que incluyen los resultados para las distancias por profundidad de
Mahalanobis, proyecciones, simplicial, por bandas y por bandas modificada. A pesar de
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que se ha demostrado que la transformacio´n 1−SO(xi, xj) no es una distancia, sus resul-
tados tambie´n se incluyen. Por u´ltimo, como distancia de contraste se presentan tambie´n
los resultados obtenidos con el algoritmo modificado para la distancia eucl´ıdea (que se
denota por DE) y los obtenidos con el algoritmo de k-medias y esta distancia.
Las matrices de distancias por profundidad empleadas en estas simulaciones se calcu-
lan con respecto a la mixtura al 50 % de la funcio´n emp´ırica y la distribucio´n normal de
para´metros estimados, empleada en el ana´lisis de conglomerados jera´rquico del Cap´ıtulo
2.
La organizacio´n de los resultados es ana´loga a la del cap´ıtulo anterior. En primer lugar,
se muestran y analizan los resultados para los conjuntos de datos con grupos sime´tricos,
seguidos de los asime´tricos y de los que presentan relaciones no lineales. Tras el ana´lisis
individual de cada tipo de agrupacio´n, se realiza un ana´lisis conjunto para determinar
que´ similaridad presenta mejor comportamiento.
3.3.2.1. Grupos con distribucio´n sime´trica
La Figura 3.14 contiene, para cada uno de los seis ejemplos de grupos sime´tricos, los
diagramas de caja de los errores cometidos al aplicar el algoritmo modificado (adema´s del
de k-medias para la distancia eucl´ıdea) sobre las muestras analizadas en el Cap´ıtulo 2,
tomando como representantes iniciales de cada grupo muestras aleatorias sin reemplaza-
miento del conjunto de datos. Se han simulado 1000 muestras de centros iniciales.
La sensibilidad a los puntos iniciales depende del rango de valores de los porcentajes
de error. Aque´llas que tienen un rango ma´s amplio son ma´s sensibles a la eleccio´n de
centros inicial y, por lo tanto, ma´s necesaria es la aplicacio´n de algu´n refinamiento en la
seleccio´n de e´stos. La valoracio´n de los errores de clasificacio´n como tal se realiza en la
siguiente seccio´n.
En cuanto a los resultados obtenidos para el ejemplo de los grupos de distribucio´n
normal esta´ndar con vector de medias distinto (Figura 3.14(a)) la longitud de la caja
es cero para todas las distancias, salvo para la de proyecciones. Todas las distancias
propuestas en el cap´ıtulo presentan alguna observacio´n at´ıpica, lo que sugiere que, en
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(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
(e) Ejemplo 5 (f) Ejemplo 6
Figura 3.14: Diagramas de caja del porcentaje de error para 1000 muestras de puntos
iniciales en los ejemplos con grupos sime´tricos.
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esta situacio´n, la distancia eucl´ıdea con el algoritmo modificado y con el de k-medias son
las ma´s robustas. Sobre el resto de los ejemplos se tiene que la distancia por proyecciones
es la menos robusta, ya que en todos menos en un ejemplo, posee rangos intercuart´ılicos
elevados, seguida de uno menos la similaridad de Oja y las distancias por bandas y por
bandas modificadas que poseen rangos elevados o muchos valores at´ıpicos en tres de
los seis ejemplos. Del resto de funciones, la ma´s robusta es la distancia eucl´ıdea con el
algoritmo modificado.
3.3.2.2. Grupos con distribucio´n asime´trica en al menos una coordenada
Cuando una de las coordenadas de las observaciones tiene una distribucio´n asime´trica
(Figura 3.15), la distancia por proyecciones continu´a siendo la ma´s sensible. En segundo
lugar, se situ´an la similaridad de Oja y las distancias simplicial y de Mahalanobis, que se
ve muy afectada por la asimetr´ıa de las variables. En una posicio´n intermedia esta´n las
distancias por bandas y por bandas modificadas. Como en el caso anterior, las mejores
son la distancia eucl´ıdea con el algoritmo modificado y el algoritmo de k-medias, que
mejora con respecto al caso anterior.
3.3.2.3. Grupos con relaciones no lineales entre variables
Por u´ltimo, se analiza el tipo de muestras con grupos no lineales (Figura 3.16),
tenie´ndose resultados ana´logos a los dos casos anteriores. Para las distancias basadas
en profundidad se produce un empeoramiento generalizado y en especial, para la de Ma-
halanobis, que ahora se muestra como la menos robusta junto con la de proyecciones.
Para el algoritmo modificado con la distancia eucl´ıdea, se tiene que, aunque el rango in-
tercuart´ılico no aumenta considerablemente, aparece un mayor nu´mero de observaciones
at´ıpicas.
3.3.2.4. Comparacio´n global
Finalmente, se comparan todas las distancias y algoritmos por medio de los rangos
intercuart´ılicos y la proporcio´n de at´ıpicos de cada ejemplo (Tablas 3.1 y 3.2).
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(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 3.15: Diagramas de caja del porcentaje de error para 1000 muestras de puntos
iniciales en los ejemplos con grupos asime´tricos.
El algoritmo modificado con la distancia eucl´ıdea mejora ligeramente la dependencia
de los centros iniciales del algoritmo de k-medias, que es la segunda de las opciones ma´s
robusta (ve´ase la Tabla 3.1). De las funciones basadas en profundidad las que, en media,
tienen mayor robustez son: uno menos la similaridad de Oja y la distancia simplicial, que
poseen rangos medios muy similares. Las siguientes ma´s sensibles son: la distancia por
profundidad de Mahalanobis y las de bandas y bandas modificada con rangos entre 12 y
14 por ciento. Por u´ltimo, se encuentra la distancia por proyecciones, cuyo rango medio
se eleva hasta casi el 25 por ciento.
En los diagramas de caja anteriores se ha representado el resultado de la ejecucio´n
del me´todo de agrupacio´n, es decir, los porcentajes de error son los obtenidos para los
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(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 3.16: Diagramas de caja del porcentaje de error para 1000 muestras de puntos
iniciales en los ejemplos con grupos circulares y grupos con formas no lineales.
mı´nimos (locales o globales) en los que el algoritmo se ha detenido. Por eso, debido a que
a cada mı´nimo se puede llegar desde distintos puntos iniciales, es necesario calcular el
porcentaje de at´ıpicos para obtener una idea correcta de los comportamientos extremos de
los mı´nimos alcanzados. Es decir, puede que el valor at´ıpico representado en los diagramas
este´ repetido un elevado nu´mero de veces y, sin embargo, se tenga la impresio´n de que
es una u´nica solucio´n la que tuvo ese comportamiento. Estos porcentajes de at´ıpicos
se encuentran recogidos en la Tabla 3.2. Segu´n los datos de esta tabla, la que menor
porcentaje de at´ıpicos tiene es la distancia por proyecciones, seguida de la distancia
por bandas modificada y de la distancia eucl´ıdea para los dos algoritmos. Aunque para
interpretar estos porcentajes medios, es necesario tener en cuenta los valores de los rangos
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Distancia Eucl´ıdea Similaridades
Tipo Ejemplo k-medias mod. k-medias DM DP 1-SO DS DB DBM
Sime´tricos 1 0.0 0.0 0.0 43.0 0.0 0.0 0.0 0.0
2 0.0 0.0 0.0 20.5 18.5 1.0 0.0 0.5
3 0.0 0.0 0.0 36.0 1.5 1.0 42.5 48.0
4 0.7 0.0 0.3 3.0 4.0 2.3 5.3 29.0
5 0.0 0.0 31.5 35.5 11.0 0.0 0.0 0.0
6 0.8 33.8 1.5 30.3 0.5 4.3 0.0 22.0
Asime´tricos 1 0.0 0.0 35.5 42.3 0.0 40.0 37.5 0.0
2 18.3 0.0 4.3 18.4 4.5 10.1 12.8 19.0
3 0.0 0.0 13.0 31.5 9.5 0.5 37.0 0.0
4 4.5 4.5 16.8 17.8 9.0 11.0 9.1 24.8
No lineales 1 0.5 0.0 12.8 7.5 0.8 5.0 6.0 12.3
2 5.0 4.5 3.0 4.5 2.5 4.5 5.0 4.0
3 0.0 0.0 28.5 35.0 12.0 7.5 17.0 26.0
4 0.5 0.0 24.5 24.0 29.5 18.5 13.5 11.0
Media 2.2 3.1 12.3 24.9 7.4 7.6 13.3 14.0
Tabla 3.1: Rango intercuart´ılico de los errores de agrupacio´n.
intercuart´ılicos, ya que, para una distancia con valores altos del rango, es menos probable
que aparezcan observaciones at´ıpicas debido a que las cantidades que se analizan son
porcentajes. Es lo que sucede con la distancia por proyecciones que presenta los rangos
ma´s elevados y el porcentaje de at´ıpicos ma´s pequen˜o. Sin embargo, s´ı permite comparar
las distancias que presentan rangos parecidos. Por ejemplo, para el algoritmo k-medias el
porcentaje de datos extremos es menos de la mitad que para la distancia eucl´ıdea para
el algoritmo modificado.
Como conclusio´n final se tiene que, debido a la falta de robustez frente a la inicializa-
cio´n del algoritmo y debido a que tiene ma´s mı´nimos locales que k-medias, el uso de las
distancias basadas en profundidad debe estar acompan˜ado de algu´n tipo de refinamiento
de los puntos iniciales o de algu´n criterio que minimice su impacto.
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Distancia Eucl´ıdea Similaridades
Tipo Ejemplo k-medias mod. k-medias DM DP 1-SO DS DB DBM
Sime´tricos 1 0.0 0.0 9.2 0.0 1.4 1.5 1.9 0.3
2 0.0 0.0 0.3 0.0 0.2 2.9 15.2 0.1
3 0.0 0.0 9.1 0.0 7.3 8.8 0.0 0.0
4 0.3 0.0 0.0 0.2 5.7 26.5 23.8 0.0
5 0.0 0.0 0.0 0.0 19.9 0.0 0.0 0.3
6 0.1 0.0 11.0 0.0 22.6 24.4 38.3 0.0
Asime´tricos 1 0.0 0.0 0.0 0.0 1.5 0.0 0.0 0.4
2 0.0 14.5 22.7 0.0 18.4 3.0 1.8 0.0
3 0.3 0.0 7.9 0.0 8.7 0.3 0.0 0.2
4 11.5 3.1 0.0 0.0 2.4 5.3 15.2 0.0
No lineales 1 22.3 8.5 0.0 13.7 19.7 0.0 0.0 0.0
2 0.7 0.0 3.8 8.1 0.5 5.8 6.8 21.9
3 23.7 0.0 0.0 0.0 0.7 11.7 0.0 0.0
4 0.0 0.0 0.0 0.0 0.0 0.0 0.1 1.1
Media 4.3 1.9 4.6 1.6 7.8 6.4 7.4 1.7
Tabla 3.2: Porcentaje de at´ıpicos en los diagramas de caja.
3.3.3. Resultados de simulacio´n
En el apartado anterior no se han analizado los errores de clasificacio´n desde el punto
de vista de la bondad del agrupamiento. Ese ana´lisis se lleva a cabo a continuacio´n, por
medio de simulaciones de 100 muestras para cada uno de los modelos con los que se
generaron las muestras del apartado anterior. Adema´s, con el objetivo de evitar la falta
de robustez de las distancias por profundidad ya comentada, para cada una de las 100
muestras de cada ejemplo, se ha ejecutado el algoritmo en 20 ocasiones (20 conjuntos de
centros iniciales, seleccionados sin reeemplazamiento de la muestra) y se ha tomado como
mejor solucio´n de cada muestra la repeticio´n para la que las distancias intra grupos era
menor.
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3.3.3.1. Grupos con distribucio´n sime´trica
La Figura 3.17 contiene los diagramas de caja para los mejores resultados de las 100
muestras generadas con el modelo de cada uno de los ejemplos de grupos sime´tricos. Para
el ejemplo uno, con grupos de distribucio´n normal esta´ndar y de medias distintas, todas
las distancias y algoritmos, salvo la simiplicial, presentan errores menores al 1 %, aunque
mayoritariamente no se cometen errores. Cuando los grupos presentan correlacio´n de
sentido inverso y medias distintas (Figura 3.17(b)), todas las distancias por profundidad,
salvo la de bandas modificada, presentan errores de clasificacio´n menores que los de k-
medias y del algoritmo modificado usando la distancia eucl´ıdea.
Cuando la variabilidad de una de las coordenadas es superior a la de la otra (Figura
3.17(c)), la distancia eucl´ıdea comete errores cercanos al 45 %, mientras que las distancias
por profundidad el error se situ´a en torno al 1 %. Si se incluye adema´s otro grupo con
distribucio´n normal esta´ndar y media distinta de la de los anteriores (Figura 3.17(d)),
la distancia eucl´ıdea disminuye ligeramente su error, mientras que la distancia por pro-
fundidad de Mahalanobis, por proyecciones y uno menos la similaridad de Oja aumentan
el error dra´sticamente hasta el entorno del 50 %. El resto de distancias tiene errores en
el entorno del 5 % o menos, siendo la de bandas modificada la que menores y menos
variables errores tiene.
Por u´ltimo, para las muestras con grupos rectangulares, los peores errores se obtienen
para la distancia por profundidad de Mahalanobis, la de proyecciones y uno menos la
similaridad de Oja. Los resultados para la distancia eucl´ıdea son ligeramente peores que
para las distancias simplicial, por bandas y por bandas modificada, cuando hay dos
grupos. Para las muestras de cuatro grupos la distancias de los errores entre simplicial,
bandas y bandas modificadas y el resto aumentan.
3.3.3.2. Grupos con distribucio´n asime´trica en al menos una coordenada
Para los modelos en que los que alguna de las coordenadas se distribuye segu´n una
exponencial, los porcentajes de error de clasificacio´n ma´s elevados, corresponden a la dis-
tancia por profundidad de Mahalanobis, a la de proyecciones y a uno menos la similaridad
148 Cap´ıtulo 3. DISTANCIAS POR PROFUNDIDAD
(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
(e) Ejemplo 5 (f) Ejemplo 6
Figura 3.17: Diagramas de caja del porcentaje de error para la mejor agrupacio´n, para
100 muestras de los ejemplos con grupos sime´tricos.
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de Oja. Para el resto de distancias hay que diferenciar los casos en que las dos coordenadas
son exponenciales de los que tienen forma rectangular (coordenada uniforme y coordena-
da exponencial). En el primer grupo (Figuras 3.18(a) y 3.18(b)) todas tienen resultados
similares, si bien, tanto la distancia por bandas como por bandas modificada presentan
resultados mejores que las otras tres. En el segundo grupo (Figuras 3.18(c) y 3.18(d)), los
errores para la distancia eucl´ıdea aumentan de forma considerable, especialmente cuando
son cuatro los grupos.
(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 3.18: Diagramas de caja del porcentaje de error para la mejor agrupacio´n, para
100 muestras de los ejemplos con grupos asime´tricos.
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3.3.3.3. Grupos con relaciones no lineales entre variables
Para finalizar los ana´lisis de resultados individuales, se estudia el error de agrupamien-
to para las muestras con grupos no lineales. En el primero de los modelos (circunferencia
y anillo, Figura 3.19(a)), se observa un incremento generalizado del error. Las distancias
que mejor comportamiento ten´ıan en los ejemplos anteriores son las que ahora cometen
ma´s error. La que presenta mejores porcentajes es la distancia simplicial.
(a) Ejemplo 1 (b) Ejemplo 2
(c) Ejemplo 3 (d) Ejemplo 4
Figura 3.19: Diagramas de de caja del porcentaje de error para la mejor agrupacio´n, para
100 muestras de los ejemplos con grupos con formas no lineales.
En el segundo (circunferencia y mitad de anillo, Figura 3.19(b)), las similaridades
que menores errores cometen vuelven a ser la de bandas, simplicial y bandas modificada,
que se situ´an muy alejadas de la distancia eucl´ıdea con el algoritmo modificado y con
k-medias.
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En el tercer ejemplo (Figura 3.19(c)), los mayores errores se obtienen para la distancia
eucl´ıdea y para uno menos la similaridad de Oja. Mientras que en el u´ltimo (Figura
3.19(d)), los errores ma´s elevados se producen tanto para la distancia eucl´ıdea como para
la distancia simplicial y la similaridad de Oja.
3.3.3.4. Comparacio´n global
De forma global (Tabla 3.3) se confirman los resultados que se han ido obteniendo por
grupos, es decir, que las distancias que ofrecen mejores agrupamientos son la de bandas,
seguida de la simplicial y de la de bandas modificada, con 3.3, 6.4 y 6.5 por ciento de
error, respectivamente. Adema´s, mejoran sustancialmente los resultados obtenidos tanto
por el algoritmo de k-medias, como el algoritmo modificado, para la distancia eucl´ıdea.
Distancia Eucl´ıdea Similaridades
Tipo Ejemplo k-medias mod. k-medias DM DP 1-SO DS DB DBM
Sime´tricos 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 1.5 2.0 1.0 0.5 0.5 1.0 1.0 3.0
3 47.3 47.5 0.5 0.5 1.0 1.0 1.0 0.5
4 34.7 34.7 46.8 48.2 51.3 3.2 2.3 1.7
5 0.0 0.0 14.5 13.5 15.5 0.0 0.0 0.0
6 4.5 4.5 54.6 34.9 53.8 0.0 0.0 0.0
Asime´tricos 1 0.0 0.0 42.5 44 20.8 0.0 0.0 0.0
2 9.0 8.5 65.0 64.6 70.1 10.3 6.9 7.5
3 0.5 25.0 45.0 43.8 28.5 0.0 0.0 0.0
4 23.8 36.4 72.0 71.5 69.4 0.0 0.0 0.3
No lineales 1 45.3 46.8 25.5 26.3 44.9 43.1 19.0 47.1
2 23.5 28.0 14.0 17.3 26.0 6.0 2.5 13.0
3 13.0 15.0 0.0 0.0 23.8 5.0 3.5 4.0
4 21.5 22.5 14.5 14.3 26.0 20.0 10.5 13.5
Media 16.0 19.4 28.3 27.1 30.8 6.4 3.3 6.5
Tabla 3.3: Mediana del porcentaje del error.
En cuanto al porcentaje de at´ıpicos presentes en las muestras del porcentaje de error
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(Tabla 3.4), se tiene en todos los casos valores entre el 3 y el 6 por ciento, lo que sugiere
que tomando la solucio´n de menor distancia para los 20 conjuntos de puntos iniciales
se ha conseguido homogeneizar la dependencia de las distancias y los centros iniciales,
obtenie´ndose, por lo tanto, que los resultados entre las diferentes distancias sean compa-
rables.
Distancia Eucl´ıdea Similaridades
Tipo Ejemplo k-medias mod. k-medias DM DP 1-SO DS DB DBM
Sime´tricos 1 4 4 3 3 3 3 3 3
2 3 4 0 6 13 0 0 5
3 5 5 5 6 8 3 2 7
4 6 6 0 6 0 2 3 4
5 14 16 18 16 4 1 4 2
6 0 0 12 0 6 3 12 6
Asime´tricos 1 15 9 7 6 0 9 12 1
2 1 1 1 4 9 2 0 2
3 0 0 2 0 10 16 2 2
4 0 1 9 10 6 10 23 4
No lineales 1 1 2 0 0 0 16 6 3
2 1 0 2 1 1 5 0 5
3 0 0 0 22 0 5 0 1
4 3 1 0 0 0 0 0 3
Media 3.8 3.5 4.2 5.7 4.3 5.4 4.8 3.4
Tabla 3.4: Porcentaje de at´ıpicos en los diagramas de caja.
Cap´ıtulo 4
Contrastes basados en profundidad
Resumen
Este cap´ıtulo se centra en contrastes basados en profundidad para espacios de dimen-
sio´n mayor que uno. En e´l se introducen tres me´todos para medir la discrepancia entre
muestra y poblacio´n. El primero se basa en la dispersio´n muestral representada a trave´s
de la curva de escala introducida en el primer cap´ıtulo. En segundo lugar, tambie´n basado
en curvas, se presenta un contraste en el que el estad´ıstico de discrepancia se obtiene a
trave´s de comparaciones de las regiones centrales de muestra y poblacio´n. Por u´ltimo, se
define un contraste basado en las similaridades definidas en el Cap´ıtulo 2. Para los tres
contrastes que se proponen se realiza un estudio de potencia mediante simulacio´n, cuyos
resultados se comparan entre s´ı y con los contrastes de bondad de ajuste multivariantes
ma´s relevantes de la literatura. Se estudia la potencia para las distribuciones normal,
uniforme y exponencial. Para las tres distribuciones y de forma global sobre los tres con-
trastes, las profundidades y similaridades de Oja y de bandas modificada, son las que
obtienen los mejores resultados. En particular, para la distribucio´n normal multivariante,
el contraste basado en la similaridad de Oja y el basado en la similaridad por bandas
modificada, se comportan de forma muy competitiva con respecto a otros contrastes de
bondad de ajuste, mejorando los porcentajes de rechazo de muchos de e´stos.
153
154 Cap´ıtulo 4. CONTRASTES DE BONDAD DE AJUSTE
4.1. Introduccio´n
Uno de los problemas ba´sicos de la estad´ıstica aplicada consiste en la eleccio´n del
modelo probabil´ıstico para un conjunto de observaciones. Este problema se hace ma´s
relevante cuando se realiza la diagnosis de un modelo basado en hipo´tesis distribucionales
de la muestra o de los residuos de dichos modelos. Teniendo que, de no cumplirse las
hipo´tesis, el modelo y sus propiedades pueden no ser va´lidos. De ah´ı la importancia de
contrastar los supuestos iniciales y de que estos contrastes sean lo ma´s potentes posible.
Dada una muestra aleatoria simple x1, x2, . . . , xn cuya funcio´n de distribucio´n F es
desconocida, los tests de bondad de ajuste contrastan las siguientes hipo´tesis:
H0 : F = F0
H1 : F 6= F0,
donde F0 es la funcio´n de distribucio´n que se supone ha generado dicha muestra.
Existe una gran cantidad de contrastes en la literatura para el caso univariante. Al-
gunos pueden aplicarse sobre cualquier funcio´n de distribucio´n, mientras que otros son
espec´ıficos para determinadas funciones como, por ejemplo, la distribucio´n normal que es
la que, por su importancia, ha sido estudiada de una forma ma´s amplia. Algunos ejemplos
de contrastes univariantes son el de Anderson y Darling (1954), el de Kolmogorov-Smirnov
y Cramer-von Mises (Darling (1957)), el contraste de la chi-cuadrado (Watson (1957),
Watson (1958) y Watson (1959)), el contraste de ana´lisis de varianza para normalidad
(Shapiro y Wilk (1965)) y el de D’Agostino (1971). En Stephens (1974) se propone un
contraste basado en la funcio´n de distribucio´n emp´ırica, en Royston (1982b) y Royston
(1982a) se estudia y extiende el estad´ıstico de Shapiro-Wilk para la distribucio´n normal.
Contrastes basados en la funcio´n caracter´ıstica pueden encontrarse en Epps y Pulley
(1983) y Hall y Welsh (1983); basado en la idea de entrop´ıa esta´ Vasicek (1976). Una
modificacio´n del contraste de Anderson y Darling fue propuesta por Sinclair et al. (1990).
En Cso¨rgo y Faraway (1996) se realiza un estudio de las distribuciones asinto´ticas del
estad´ıstico de Cramer-von Mises. Estudios en los que se realizan comparaciones de con-
trastes pueden verse en Shapiro et al. (1968), Stephens (1974), Pearson et al. (1977) y
Baringhaus et al. (1989).
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El caso multidimensional no ha sido tan analizado como el unidimensional. Entre
los contrastes ma´s importantes se encuentran los basados en la asimetr´ıa y la curtosis
multivariante (Mardia (1970) y Malkovic y Afifi (1973)), en el estad´ıstico de Shapiro-Wilk
(Royston (1983), Fattorini (1986) y Koziol (1986)) y en el estad´ıstico Cramer-von Mises
(Zhu et al. (1997)). La extensio´n al caso multivariante del contraste de Kolmogorov-
Smirnov puede encontrarse en Justel et al. (1997). Existen propuestas en las que se
realizan proyecciones (Cui y Cheng (1996) y Zhu et al. (1997)), en las que se emplea
la idea de entrop´ıa (Zhu et al. (1995)), las distancias entre puntos (Bartoszynski et al.
(1997) y Sze´kely y Rizzo (2005)) o se utiliza una metodolog´ıa de vecinos ma´s pro´ximos
(Zhou y Jammalamadaka (1993)). En Henze y Zirkler (1990), Romeu y Ozturk (1993) y
Quiroz y Dudley (1991) pueden encontrarse otras propuestas.
Aunque los contrastes que se definen a continuacio´n pueden aplicarse sobre cualquier
distribucio´n continua, la motivacio´n de los mismos se centran en la distribucio´n normal
multivariante. Los estudios de potencia se realizan para la distribucio´n normal multiva-
riante y para dos vectores aleatorios bidimensionales, cuyas coordenadas son indepen-
dientes y se distribuyen segu´n una uniforme o una exponencial.
4.2. Contraste de dispersio´n basado en la curva de
escala
El primer contraste que se propone se basa en una caracter´ıstica de forma de los datos:
la dispersio´n medida a trave´s de la curva de escala. A diferencia de los contrastes en Jar-
que y Bera (1987) y Mardia (1970), que se construyen a partir de la asimetr´ıa y curtosis
para toda la muestra, el contraste que se introduce a continuacio´n esta´ definido sobre una
curva, con lo que se dispone de toda la evolucio´n de la caracter´ıstica de forma elegida.
El patro´n con que la versio´n muestral de dicha curva crece entre su valor mı´nimo (cero)
y su valor ma´ximo (el volumen de la envolvente convexa de todos los puntos) presenta
comportamientos equivalentes para algunas funciones de distribucio´n entre las que se en-
cuentra la distribucio´n sobre la que se realizan las simulaciones: la normal. Una desviacio´n
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elevada entre la curva muestral y la que se obtendr´ıa con la funcio´n de distribucio´n que
se desea contrastar sugiere que la muestra no procede de dicha distribucio´n.
La curva de escala introducida en el Cap´ıtulo 1 calcula el volumen de las regiones
centrales p-e´simas o Cp (ve´ase la definicio´n 1.4) para valores de p entre cero y uno.
Definicio´n 4.1 Sea F una funcio´n de distribucio´n en Rd y P (x;F ) una funcio´n de
profundidad con respecto a F . Se define la curva de escala como
S (p) = Volumen (Cp) , p ∈ [0, 1] ,
donde Cp = ∩
t
{R (t) : Probabilidad (R (t)) ≥ p} y R (t) = {x ∈ Rd : P (x;F ) > t}.
Dada una muestra x1, x2, . . . , xn en Rd, la curva de escala muestral o Sn (p) se obtiene
a partir de una estimacio´n de las regiones centrales Cn,p. Una posible estimacio´n de e´stas
consiste en tomar la envolvente convexa de los dnpe puntos ma´s profundos, donde dnpe
es igual a np, si np es entero, y a la parte entera de np ma´s uno, si np no es entero. Es
decir, dada la muestra con los puntos ordenados segu´n alguna funcio´n de profundidad de
ma´s a menos profundos, x[1], x[2], . . . , x[n], se calcula
Sn,p = Volumen
(
envolvente convexa
{
x[1], x[2], . . . , x[dnpe]
})
.
Para motivar el contraste se introducen a continuacio´n varios ejemplos que muestran
el comportamiento de la curva de escala en muestras estandarizadas generadas a par-
tir de distintas distribuciones junto con la curva esperada para la distribucio´n normal
bivariante. Estos ejemplos se muestran a trave´s de la Figuras 4.1 a 4.4, en las que se
representan, para taman˜os muestrales 50 y 100, curvas muestrales y esperadas obtenidas
con la profundidad semiespacial. La curva en color rojo es la curva de escala esperada
para la distribucio´n normal esta´ndar bivariante y el taman˜o muestral correspondiente.
Las curvas en color azul representan las curvas de escala de diez muestras generadas a
partir de distintas distribuciones. La distribucio´n generadora para la Figura 4.1 es la nor-
mal esta´ndar. Las distribuciones de las otras tres figuras consiste en un vector bivariante
con sus dos coordenadas independientes e igualmente distribuidas. En la Figura 4.2 cada
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coordenada del vector ha sido generada a partir de una distribucio´n exponencial, en la
4.3 a partir de una distribucio´n t con dos grados de libertad y en la 4.4 a partir de una
uniforme.
En primer lugar, se puede observar co´mo la variabilidad en las curvas de escala mues-
trales se reduce al aumentar el taman˜o muestral. En segundo lugar, puede verse co´mo
para las muestras no normales, las diferencias entre curvas muestrales y esperadas (ba-
jo normalidad) son menores en el caso exponencial (Figura 4.2), en el que se observa
adema´s co´mo para regiones centrales pequen˜as el volumen muestral es menor que para
la distribucio´n normal. Esto es as´ı debido a que posee una mayor curtosis, es decir, como
tiene muchos puntos concentrados en poco espacio es necesaria una cantidad importante
de e´stos para que el volumen empiece a aumentar. Esto puede verse ma´s claramente en
la Figura 4.2(b) en la que sistema´ticamente (aproximadamente hasta p = 0.7) todas las
curvas muestrales esta´n por debajo de lo que se esperar´ıa para una normal.
(a) n = 50 (b) n = 100
Figura 4.1: Ejemplos de curvas de escala de muestras normales y esperada bajo normalidad
para la profundidad semiespacial.
En cuanto a las otras dos distribuciones, Figuras 4.3 y 4.4, se observa que las discre-
pancias entre curva muestral y curva esperada son mayores que para el caso exponencial.
Se tiene que, para la distribucio´n t de dos grados de libertad, las curvas muestrales esta´n
para la mayor´ıa de valores de p por debajo de la esperada y para el resto por encima
de dicha curva, presentando incluso valores sustancialmente mayores para la envolvente
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convexa de todos los puntos (p = 1). Esto se debe a que es una distribucio´n de colas
ma´s pesadas que la normal, lo que hace que presente una mayor cantidad de puntos muy
alejados de la media y tenga un volumen de envolvente convexa de todos los puntos mucho
ma´s elevado. En el caso de coordenadas uniformes se tiene un crecimiento constante que,
si bien nunca esta´ demasiado alejado de la curva esperada de la normal debido a que no
puede tener valores extremadamente grandes, la mayor parte del tiempo esta´ separada
de e´sta.
(a) n = 50 (b) n = 100
Figura 4.2: Ejemplos de curvas de escala muestrales para diez muestras de dos exponen-
ciales independientes y curva de volumen bajo normalidad. Ordenacio´n segu´n la profun-
didad semiespacial.
4.2.1. Envolventes convexas
A continuacio´n se analizan las caracter´ısticas de las envolventes convexas que se uti-
lizan. En todas las curvas de escala esperadas de las figuras anteriores se observa una
particularidad al final de la misma: es constante para un intervalo de valores de p altos.
Este hecho se debe a la profundidad escogida para la ordenacio´n, la semiespacial, en la
que todos los puntos de la envolvente convexa toman el mismo valor de profundidad.
La mayor o menor longitud de este intervalo representa el porcentaje de puntos sobre el
total, que forma parte de la envolvente convexa de toda la muestra. Cuanto mayor es el
taman˜o muestral menor es dicho porcentaje. Esto puede verse tanto en estas figuras, al
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(a) n = 50 (b) n = 100
Figura 4.3: Ejemplos de curvas de escala muestrales para diez muestras de dos t2 indepen-
dientes y curva de volumen bajo normalidad. Ordenacio´n segu´n la profundidad semiespa-
cial.
(a) n = 50 (b) n = 100
Figura 4.4: Ejemplos de curvas de escala muestrales para diez muestras de dos distribu-
ciones uniformes independientes y curva de volumen bajo normalidad. Ordenacio´n segu´n
la profundidad semiespacial.
pasar de 50 a 100 observaciones, como en la Figura 4.5 que contiene las curvas esperadas
para la normal bivariante esta´ndar para taman˜os muestrales 50, 100, 200, 500 y 1000, en
la cual el intervalo constante es casi inapreciable para la curva de taman˜o muestral 1000
(curva en color verde).
En Hueter (1999) puede encontrarse la siguiente cota superior para la esperanza del
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Figura 4.5: Curvas de escala esperadas para muestras de diferentes taman˜os y distribucio´n
normal bivariante. Ordenacio´n segu´n la profundidad semiespacial.
nu´mero de ve´rtices de la envovente convexa para muestras de n observaciones de dis-
tribuciones normales d-dimensionales (Nn),
E [Nn] ≤ c (ln (n))(d−1)/2 ,
donde c = 2
√
d− 1 (2pi)(d−1)/2 /Γ (d/2) y Γ(x) = ∫∞
0
tx−1e−tdt. Gracias a esta cota se
tiene que la esperanza del porcentaje de puntos en la envolvente convexa para muestras
normales tiende a cero cuando el taman˜o muestral aumenta,
lim
n→∞
E [Nn]
n
≤ limn→∞ c (ln (n))
(d−1)/2
n
= 0.
Otra caracter´ıstica de la curva de escala es que depende de la funcio´n de profundidad
escogida para realizar la ordenacio´n. En la Figura 4.6 se representa la curva de escala
esperada para muestras de taman˜o 100, simuladas a partir de una normal bivariante
esta´ndar y con ordenaciones obtenidas a trave´s de distintas profundidades. Se puede
observar que las profundidades de Oja, L1 y por proyecciones poseen curvas pra´cticamente
iguales. Se puede comprobar tambie´n que en la parte final de la curva las diferencias
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entre profundidades son ma´s significativas, ya que las curvas de estas tres profundidades
junto con la de bandas modificada presentan mayor suavidad y no tienen una parte
final constante. El hecho de poseer una parte final constante depende de la variedad de
posibles valores de la profundidad sobre una muestra. En la profundidad simplicial ocurre
lo mismo que en la semiespacial, los puntos de la envolvente convexa poseen el mismo
valor de profundidad y forman, por lo tanto, una clase de equivalencia que determina
la forma del final de la curva. Para la profundidad por bandas se producen tambie´n
numerosos empates para valores de profundidad bajos, aunque su cantidad es menor que
para estas dos profundidades.
Figura 4.6: Curva media para muestras de taman˜o 100 de una normal esta´ndar bivariante
para varias profundidades.
Como ya se ha comentado, el patro´n de crecimiento de la curva de escala para normales
con matriz de covarianzas diferentes es equivalente. Este hecho puede observarse en la
Figura 4.7, en la que se representan las curvas medias para muestras de taman˜o 100
para cinco distribuciones normales con matrices de varianzas covarianzas diferentes. Las
ordenaciones para este ejemplo han sido obtenidas segu´n la profundidad semiespacial.
Todas las curvas de la figura son proporcionales y el factor de proporcionalidad con
respecto a la curva de la normal esta´ndar es igual a la desviacio´n t´ıpica generalizada de
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cada distribucio´n, la cual dada una variable d-dimensional X con matriz de covarianzas
Σ, se define como (det (Σ))1/2. Tomando como referencia la curva de la normal esta´ndar
se tiene que la curva roja es el doble y la verde, magenta y amarilla son, respectivamente,
√
2, 0.6 y
√
3 veces la esta´ndar.
Figura 4.7: Curvas medias de muestras de taman˜o 100 para normales bivariantes de
varianzas diferentes segu´n la profundidad semiespacial.
Proposicio´n 4.1 Dado el conjunto de puntos x1, x2, . . . , xn en Rd (n > d) y dada una
matriz de varianzas-covarianzas Σ de dimensio´n d, se tiene que
Vol
(
env conv
(
Σ1/2x1,Σ
1/2x2, . . . ,Σ
1/2xn
))
= det (Σ)1/2 Vol (env conv (x1, x2, . . . , xn)) .
Demostracio´n. Como la envolvente convexa de los n puntos puede ser descompues-
ta en un conjunto finito y disjunto de envolventes convexas de subconjuntos de d + 1
elementos, basta con probar que se verifica para esas envolventes de subconjuntos. Sin
pe´rdida de generalidad se toman los primeros d+ 1 puntos del conjunto ya multiplicado
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por Σ1/2. El volumen de la envolvente convexa de estos puntos es igual a
1
(d+ 1)!
∣∣∣∣∣∣det
 Σ1/2x1 Σ1/2x2 . . . Σ1/2xd+1
1 1 . . . 1
∣∣∣∣∣∣
y, restando la primera columna a todas las dema´s,
=
1
(d+ 1)!
∣∣∣∣∣∣det
 Σ1/2x1 Σ1/2 (x2 − x1) . . . Σ1/2 (xd+1 − x1)
1 0 . . . 0
∣∣∣∣∣∣
=
1
(d+ 1)!
∣∣∣det( Σ1/2 (x2 − x1) . . . Σ1/2 (xd+1 − x1) )∣∣∣
=
det
(
Σ1/2
)
(d+ 1)!
∣∣∣det( x2 − x1 . . . xd+1 − x1 )∣∣∣
=
det (Σ)1/2
(d+ 1)!
∣∣∣∣∣∣det
 x1 x2 − x1 . . . xd+1 − x1
1 0 . . . 0
∣∣∣∣∣∣
=
det (Σ)1/2
(d+ 1)!
∣∣∣∣∣∣det
 x1 x2 . . . xd+1
1 1 . . . 1
∣∣∣∣∣∣
= det (Σ)1/2 Vol (env conv (x1, x2, . . . , xd+1)) .
4.2.2. Estad´ıstico del contraste
Este contraste de hipo´tesis trata de determinar si la curva de escala de un conjunto
de datos es igual a la que se obtendr´ıa para una determinada funcio´n de distribucio´n F0,
es decir,
H0 : Cn,p es igual a CF0,p
H1 : Cn,p no es igual a CF0,p.
El estad´ıstico del contraste debe considerar las discrepancias entre la curva de volumen
muestral (Cn,p)y la nula (CF0,p). Separaciones elevadas entre estas curvas sugieren que la
distribucio´n nula no es adecuada para el conjunto de datos, por lo que cualquier funcio´n
que mida la distancia entre ambas curvas puede usarse como estad´ıstico del contraste.
La funcio´n que se propone es el a´rea entre ambas curvas, es decir,
A (Cn,p) =
∫ 1
0
|Cn,p − CF0,p| dp.
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Aunque es posible emplear cualquier funcio´n basada en la norma Lk de la diferencia entre
las funciones, ∫ 1
0
|Cn,p − CF0,p|k dp,
donde 1 ≤ k < ∞, se ha tomado el valor k = 1 ya que se obtiene una mayor robustez
ante observaciones extremas que produzcan que el volumen tome valores elevados.
Como se puede observar en la Figura 4.5, la diferencia entre la curva muestral para
n = 50 y la curva para n = 1000 para valores de p mayores que 0.8 es elevada. El hecho
de que el final de las curvas sea constante para determinadas profundidades hace que no
sea adecuado emplear directamente la curva bajo la nula en el estad´ıstico, ya que nunca
podr´ıa encontrarse una curva muestral con valor del estad´ıstico igual a cero. Para corregir
este problema en muestras pequen˜as se propone sustituir CF0,p por una estimacio´n que
s´ı dependa del nu´mero de observaciones en la muestra. La estimacio´n que se considera
ma´s adecuada es
CˆF0,p = B
−1
B∑
i=1
Cn,p
(
X
i)
F
)
,
donde Cn,p (X
i
F ) es la curva de escala muestral para la i-e´sima muestra X
i)
F , X
i)
F es una
muestra aleatoria de taman˜o n de F y B es un nu´mero suficientemente grande para que
la variabilidad de las curva media sea despreciable. Con esta estimacio´n el estad´ıstico del
contraste, queda como
A (Cn,p) =
∫ 1
0
∣∣∣Cn,p − CˆF0,p∣∣∣ dp.
El estad´ıstico as´ı definido no verifica de forma estricta la propiedad de invarianza ante
transformaciones afines bajo la hipo´tesis nula que cualquier test de bondad de ajuste
deber´ıa cumplir. A continuacio´n se propone una modificacio´n con la que se consigue la
invarianza en los casos en que las ordenaciones se realicen con funciones de profundidad
que verifiquen la propiedad de invarianza af´ın.
La modificacio´n consiste en dividir el estad´ıstico por la desviacio´n t´ıpica generalizada
de la distribucio´n normal de la hipo´tesis nula,
A′ (Cn,p) =
1
det (Σ)1/2
∫ 1
0
∣∣∣Cn,p − CˆF0,p∣∣∣ dp,
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donde Σ denota la matriz de varianzas-covarianzas bajo la hipo´tesis nula. Esta modifi-
cacio´n es va´lida cuando la hipo´tesis nula es simple. Cuando es compuesta (no se fija el
valor de Σ) hay que sustituir la matriz Σ por una estimacio´n suya, por ejemplo, con la
cuasivarianza muestral S = n−1
(
X −X)′ (X −X).
Observacio´n 4.1 Se puede probar de manera inmediata que el resultado de la modifica-
cio´n es equivalente a estandarizar la muestra por la matriz de covarianzas de la hipo´tesis
nula o muestral, segu´n sea dicha hipo´tesis nula o compuesta, y posteriormente calcular el
estad´ıstico A (Cn,p).
4.2.3. Valores cr´ıticos
Debido a la dificultad teo´rica introducida con las ordenaciones obtenidas con las
funciones de profundidad, no ha sido posible encontrar una forma cerrada ni para la
curva esperada bajo la nula ni para la distribucio´n muestral del estad´ıstico del contraste,
por lo que tanto la curva esperada como los percentiles de dicha distribucio´n han sido
estimados mediante simulacio´n.
La Tabla 4.1 contiene una estimacio´n de los percentiles 0.9, 0.95 y 0.99 para el con-
traste de hipo´tesis con distribucio´n nula normal, para las funciones de profundidad ma´s
relevantes y taman˜os muestrales 50 y 100. E´stos se han obtenido mediante simulacio´n, a
partir de 5000 muestras estandarizadas de normales con matriz de varianzas identidad. La
curva esperada que se emplea en el estad´ıstico A′ (Cn,p) se ha estimado tambie´n mediante
la simulacio´n de 5000 muestras estandarizadas.
Los percentiles estimados para el vector bidimensional con coordenadas uniformes in-
dependientes y para el vector bidimensional con coordenadas exponenciales se encuentran
en las Tablas 4.2.
4.2.4. Potencia del contraste
El estudio de la potencia para los contrastes de bondad de ajuste presenta una mayor
complejidad que, por ejemplo, para los contrastes sobre la media o sobre cualquier otra
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Percentil
Profundidad Taman˜o muestral 0.90 0.95 0.99
Semiespacio 50 0.90 1.02 1.28
100 0.67 0.76 0.94
Simplicial 50 0.83 0.96 1.24
100 0.64 0.72 0.90
Oja 50 0.56 0.64 0.81
100 0.48 0.54 0.67
Proyecciones 50 0.60 0.68 0.85
100 0.50 0.57 0.71
L1 50 0.58 0.65 0.82
100 0.49 0.56 0.70
Bandas 50 0.65 0.74 0.94
100 0.53 0.59 0.75
Bandas modificacada 50 0.71 0.81 1.07
100 0.68 0.78 1.05
Tabla 4.1: Valores cr´ıticos para el contraste de dispersio´n con distribucio´n nula normal.
caracter´ıstica de una distribucio´n, ya que en e´stos la hipo´tesis alternativa resulta ser
sencilla en comparacio´n con los de bondad de ajuste, en los que la alternativa es cualquier
funcio´n de distribucio´n. Por lo tanto, para estudiar la potencia en este tipo de contrastes
lo ma´ximo que se puede hacer es un ana´lisis sobre un nu´mero elevado de distribuciones
de formas diferentes para poder asegurar de algu´n modo que el contraste ha sido probado
para alternativas heteroge´neas.
A continuacio´n se introducen los resultados de potencia obtenidos mediante simulacio´n
para la distribucio´n normal multivariante y los vectores bidimensionales uniformes y
exponenciales. Debido a su importacia en Estad´ıstica, se hace un mayor e´nfasis en los
resultados para la distribucio´n normal.
4.2.4.1. Potencia para distribucio´n nula normal
En este apartado se presentan los resultados de simulacio´n de la potencia del contraste
frente a 36 distribuciones alternativas que presentan una heterogeneidad considerable. Es-
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Uniforme Exponencial
Percentil Percentil
Profundidad Taman˜o muestral 0.90 0.95 0.99 0.90 0.95 0.99
Semiespacio 50 0.065 0.075 0.095 1.501 1.865 2.8
100 0.048 0.056 0.071 1.225 1.451 2.095
Simplicial 50 0.064 0.074 0.092 1.43 1.788 2.563
100 0.047 0.055 0.072 1.194 1.423 1.973
Oja 50 0.059 0.068 0.089 0.582 0.675 0.931
100 0.046 0.053 0.070 0.487 0.559 0.748
Proyecciones 50 0.062 0.072 0.094 0.629 0.731 0.969
100 0.046 0.054 0.070 0.522 0.601 0.756
L1 50 0.062 0.072 0.093 0.657 0.759 1.025
100 0.046 0.054 0.068 0.546 0.614 0.78
Bandas 50 0.062 0.072 0.093 0.982 1.18 1.731
100 0.047 0.054 0.068 0.828 0.961 1.289
Bandas modificada 50 0.061 0.072 0.094 1.203 1.515 2.469
100 0.046 0.053 0.069 1.281 1.616 2.575
Tabla 4.2: Valores cr´ıticos para el contaste de dispersio´n con distribucio´n nula uniforme
y exponencial.
tos ejemplos de distribuciones alternativas se encuentran en el estudio de simulacio´n del
contraste de bondad de ajuste basado en distancias entre puntos propuesto en Bartoszyn-
ski et al. (1997). Estas 36 distribuciones alternativas se han separado en cuatro grupos.
El primero esta´ compuesto por distribuciones bivariantes en las que cada coordenada
del vector bidimensional se distribuye segu´n una distribucio´n univariante y donde ambas
coordenadas son independientes. En el segundo grupo se encuentran mixturas de nor-
males con diferentes medias y matrices de covarianzas. El tercer grupo esta´ compuesto
por distribuciones de Pearson y esfe´ricamente sime´tricas y el cuarto por distribuciones
con correlacio´n radial/angular.
Las tablas presentan el porcentaje de rechazos de la hipo´tesis nula de normalidad para
un contraste de nivel de significacio´n α = 0.95 y para las profundidades cuyos valores
cr´ıticos aparecen en la tabla 4.1. El porcentaje se ha obtenido mediante simulacio´n de 1000
muestras estandarizadas de taman˜os muestrales 50 y 100 de la distribucio´n alternativa.
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Para realizar una comparacio´n de la potencia del contraste para las diferentes pro-
fundidades empleadas en la ordenacio´n de las muestras se obtiene un ı´ndice. Para cada
una de las distribuciones alternativas se ordenan los valores de potencia y se asigna el
valor uno a la profundidad que tiene un valor ma´s alto y el siete a la que tiene el menor
valor. Si dos profundidades tienen el mismo valor se les asigna el valor igual al nu´mero
de profundidades menor que e´stas ma´s uno. El ı´ndice para cada profundidad se obtiene
promediando las puntuaciones sobre todas las distribuciones alternativas. Se calcula un
ı´ndice por cada uno de los cuatro grupos de alternativas y otro global, para analizar sobre
que´ tipos de distribuciones se comportan mejor unas profundidades que otras.
La Tabla 4.3 contiene los resultados de potencia para las distribuciones compuestas
por dos distribuciones univariantes iguales e independientes. Se puede observar co´mo au-
menta la potencia cuando la alternativa presenta una mayor asimetr´ıa o cuando presenta
unas colas ma´s pesadas. Tambie´n puede notarse que para algunas distribuciones las di-
ferencias entre profundidades son elevadas, como en el caso de la chi-cuadrado con cinco
grados de libertad y la exponencial. Esto se debe a que en distribuciones ma´s asime´tricas
se tiene una mayor diferencia al ordenar la muestra. Los casos en los que todas las pro-
fundidades se comportan de forma homoge´nea y con un porcentaje alto de rechazo son
la beta(1,1) (es decir, U(0, 1)), la lognormal y la t de Student de dos grados de libertad.
Cuando una de las coordenadas del vector bivariante es la normal esta´ndar, Tabla 4.4,
la potencia se reduce en todos los casos, pero se mantenienen como mejores los casos de
la exponencial y la beta(1,1), para los que la potencia sigue siendo mayor del cincuenta
por ciento para la mayor´ıa de las profundidades.
En la Tabla 4.5 aparecen el ı´ndice calculado para todas las distribuciones de las Tablas
4.3 y 4.4. En gris oscuro aparece, para cada taman˜o muestral, el valor de la funcio´n de
profundidad que mejor se ha comportado de forma global y en gris claro la segunda
mejor. Aunque intercambian posiciones conforme el taman˜o muestral aumenta, las dos
profundidades que ma´s potencia ofrecen son la de Oja y la L1.
El segundo grupo de distribuciones contiene mixturas al cincuenta por ciento de dos
distribuciones normales bivariantes. Cada ejemplo de mixtura se denota por la tupla
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Exponencial 50 25 24 99 99 91 58 48
100 51 50 100 100 100 91 72
Lognormal 50 73 75 100 100 100 95 90
100 98 97 100 100 100 100 99
Gamma(5,1) 50 8 8 18 18 12 11 11
100 12 13 36 35 21 15 16
chi-cuadrado(5) 50 9 11 52 50 33 16 17
100 18 20 89 89 66 33 26
chi-cuadrado(15) 50 7 7 12 11 11 7 9
100 10 10 17 20 15 10 11
t(2) 50 97 97 97 97 98 97 96
100 100 100 100 100 100 100 100
t(5) 50 52 52 45 45 45 50 51
100 78 77 76 74 74 76 75
Log´ıstica(0,1) 50 27 28 27 24 23 25 29
100 50 47 43 42 44 46 46
Beta(1,1) 50 87 90 86 79 89 90 78
100 100 100 100 100 100 100 100
Beta(1,2) 50 40 45 28 25 40 40 28
100 90 91 86 84 82 86 74
Beta(2,2) 50 26 27 31 31 39 35 20
100 75 76 78 73 76 77 60
Tabla 4.3: Potencia del contraste de dispersio´n con distribucio´n nula normal para el grupo
de alternativas de coordenadas independientes e ide´nticamente distribuidas.
(a, b, c), que representa la mixtura de las distribuciones
N
 0
0
 ,
 1 b
b 1
 y N
 a
a
 ,
 1 c
c 1
 .
La potencia simulada para las mixturas se presenta en la tabla 4.6. Puede obser-
varse que el contraste para una muestra de 50 observaciones detecta en torno a un diez
por ciento si los componentes del vector de medias se separan en dos unidades, incre-
menta´ndose ligeramente cuando se modifica la matriz de covarianzas de una de ellas. La
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Normal(0,1) y Exponencial 50 11 14 67 64 48 27 23
100 23 23 97 97 81 50 34
Normal(0,1) y chi-cuadrado(5) 50 8 8 18 21 15 11 12
100 11 13 35 39 22 15 13
Normal(0,1) y t(5) 50 23 23 20 22 19 24 23
100 43 39 34 34 35 37 37
Normal(0,1)y Beta(1,1) 50 20 23 23 21 32 28 16
100 60 66 64 57 67 64 43
Normal(0,1) y Beta(1,2) 50 9 10 9 7 12 10 6
100 26 27 21 16 25 26 16
Tabla 4.4: Potencia del contraste de dispersio´n con distribucio´n nula normal, para el
grupo de alternativas de coordenadas independientes no ide´nticamente distribuidas.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 5.09 4.25 3.22 3.81 3.09 3.59 4.94
100 4.44 4.09 3.09 3.94 3.66 3.72 5.06
Tabla 4.5: I´ndice de rangos para el contraste de dispersio´n con distribucio´n nula normal
y el grupo 1 de alternativas.
potencia esta´ en torno a un cuarenta por ciento si la diferencia es de cuatro unidades
y sube al cincuenta por ciento cuando ambas normales tienen correlacio´n elevada y de
signo contrario.
De nuevo se observa (ve´ase Tabla 4.7) que, de forma global para el grupo, las pro-
fundidades que mejor se comportan son la de Oja y L1 y, para taman˜o muestral 100,
tambie´n la profundidad por bandas.
El tercer grupo de distribuciones esta´ formado por distribuciones esfe´ricamente sime´-
tricas, de Pearson tipos II y VII y esfe´ricas cuyo radio sigue una distribucio´n determinada.
La Tabla 4.8 contiene las estimaciones de la potencia frente a estas alternativas. Se ob-
serva que a diferencia de los grupos anteriores, todas las profundidades se comportan de
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Mixtura Normal (2,0,0) 50 7 9 12 9 13 10 6
100 17 21 24 20 25 28 13
Mixtura Normal (4,0,0) 50 34 42 38 37 54 47 36
100 84 92 87 86 93 95 82
Mixtura Normal (2,0.9,0) 50 9 8 24 27 15 13 10
100 31 24 56 52 34 36 15
Mixtura Normal (0.5,0.9,0) 50 24 24 28 33 22 24 22
100 41 42 45 49 45 42 24
Mixtura Normal (0.5,0.9,-0.9) 50 42 44 57 53 55 51 62
100 85 77 91 83 90 89 95
Tabla 4.6: Potencia del contraste de dispersio´n con distribucio´n nula normal, para el
grupo de alternativas formado por mixturas de normales.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 6.00 4.90 2.40 3.10 2.90 3.60 5.10
100 5.60 4.90 2.50 3.80 2.70 2.70 5.80
Tabla 4.7: I´ndice de rangos para el contraste de dispersio´n con distribucio´n nula normal
y el grupo 2 de alternativas.
forma muy homoge´nea sobre la misma distribucio´n. La potencia para las distribuciones
de Pearson es mayor que para las distribuciones esfe´ricas de radio aleatorio, sobre las que
sobresalen las que tienen por radio la distribucio´n exponencial y la beta(1,1).
En la Tabla 4.9 se presentan los ı´ndices para este grupo. Dependiendo del taman˜o
muestral se muestran mejores unas que otras. Si e´ste es bajo destaca en primer lugar la
profundidad L1 y en segundo la de Oja. Cuando aumenta, la profundidad por bandas es
la mejor seguida de la de Oja.
El u´ltimo grupo de alternativas esta´ compuesto por la distribucio´n definida en Quiroz
y Dudley (1991), la cual presenta una correlacio´n entre las componentes radial y angular
de las coordenadas estandarizadas. Se emplean diferentes valores para la correlacio´n. En
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
PearsonII(0) 50 94 96 91 85 97 96 84
100 100 100 100 100 100 100 100
PearsonII(1) 50 41 43 49 47 52 49 26
100 92 94 92 89 93 92 70
PearsonVII(2) 50 99 98 99 99 98 98 97
100 100 100 100 100 100 100 100
PearsonVII(3) 50 75 77 72 72 73 74 70
100 95 95 95 94 95 96 89
PearsonVII(5) 50 34 35 33 33 31 34 29
100 62 59 55 55 55 59 48
Esfe´rica(Exponencial) 50 100 100 100 100 100 99 100
100 100 100 100 100 100 100 100
Esfe´rica(Gamma(5,1)) 50 7 7 12 10 15 13 8
100 18 19 28 25 28 28 18
Esfe´rica(Beta(1,1)) 50 11 14 38 39 40 30 16
100 75 79 88 84 85 85 21
Esfe´rica(Beta(1,2)) 50 60 56 74 73 74 65 57
100 88 87 95 94 94 94 77
Esfe´rica(Beta(2,2)) 50 18 21 27 26 29 26 11
100 64 70 66 60 64 66 34
Tabla 4.8: Potencia del contraste de dispersio´n con distribucio´n nula normal, para el
grupo de alternativas formado por distribuciones de Pearson y esfe´ricas.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 4.45 4.25 3.25 3.80 2.50 3.60 6.15
100 4.25 3.60 3.10 4.60 3.45 2.95 6.05
Tabla 4.9: I´ndice de rangos para el contraste de dispersio´n con distribucio´n nula normal
y el grupo 3 de alternativas.
la Tabla 4.10 se puede observar co´mo a mayor correlacio´n, mayor es el porcentaje de
rechazos. Como se ve en la Tabla 4.11, las profundidades que mejor se comportan ante
esta alternativa, para muestras pequen˜as son la de proyecciones, Oja y L1 y para muestras
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grandes la de Oja y proyecciones.
Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
0.2 50 5 4 5 5 6 6 6
100 4 6 6 5 5 7 5
0.4 50 4 5 8 9 7 5 6
100 7 8 10 10 7 9 5
0.6 50 7 8 10 19 10 9 8
100 15 14 19 28 14 16 9
0.8 50 17 17 36 44 19 17 11
100 42 36 69 80 40 37 19
1 50 41 40 92 95 57 47 35
100 93 93 100 100 99 96 86
Tabla 4.10: Potencia del contraste de dispersio´n con distribucio´n nula normal, para el
grupo de alternativas con correlacio´n radial/angular.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 5.80 5.80 2.70 1.80 2.70 4.10 5.10
100 5.00 4.70 1.90 2.00 4.60 3.20 6.60
Tabla 4.11: I´ndice de rangos para el contraste de dispersio´n con distribucio´n nula normal
y el grupo 4 de alternativas.
De forma global para todas las alternativas (ve´ase la Tabla 4.12), las ordenaciones que
mejor comportamiento presentan para muestras de taman˜o 50 son, por orden decreciente,
las basadas en las profundidades L1, de Oja, por proyecciones y por bandas y, para
muestras de taman˜o 100, la de Oja, por bandas, L1 y por proyecciones.
4.2.4.2. Potencia para distribucio´n nula uniforme
En esta seccio´n se presentan los resultados de potencia en el caso en que se quiera
contrastar si la curva de escala es igual a la de una distribucio´n uniforme en el cuadrado
[0, 1]× [0, 1].
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Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 5.14 4.56 3.04 3.43 2.85 3.67 5.32
100 4.63 4.15 2.85 3.83 3.60 3.29 5.65
Tabla 4.12: I´ndice de rangos global para el contraste de dispersio´n con distribucio´n nula
normal.
Las distribuciones alternativas para las que se analiza la potencia del contraste se
enumeran a continuacio´n. Algunas de las alternativas se corresponden a distribuciones
en determinados recintos, mientras que otras son las distribuciones de vectores aleato-
rios bidimensionales, cuyas coordenadas son independientes e ide´nticamente distribuidas
segu´n una distribucio´n unidimensional.
1. Vector con coordenadas distribuidas segu´n beta con para´metros α = β = 0.8,
α = β = 0.9, α = β = 1.15 y α = β = 1.3.
2. Distribucio´n uniforme en la circunferencia unidad.
3. Distribucio´n normal esta´ndar y normal esta´ndar truncada fuera de las circunferen-
cias de radio 1, 1.5 y 2.
4. Mixtura de uniformes en cuadrados: αU [0, 1]2 + (1− α)U [0, b]2, con valores α =
0.9 y b = 0.25, α = 0.75 y b = 0.25, α = 0.9 y b = 0.5 y α = 0.75 y b = 0.5.
5. Distribucio´n uniforme en la regio´n resultante de intersecar el cuadrado [0, 1]× [0, 1]
con el semiespacio y ≥ b− x, para valores de b iguales a 0.2, 0.4, 0.6, 0.8 y 1.
6. Vector con coordenadas distribuidas segu´n una Pearson de tipo II con para´metro
igual a 0 y a 1.
La potencia simulada, para la distribucio´n beta, la uniforme en la circunferencia y
para las normales se encuentra recogida en la Tabla 4.13. Puede observarse co´mo las
diferencias entre profundidades no son tan elevadas como para la distribucio´n nula normal.
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Las profundidades que presentan valores de potencia ma´s elevados son la semiespacial,
simplicial y por bandas.
Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Beta(0.8,0.8) 50 26 24 24 20 25 27 28
100 49 52 47 45 53 54 50
Beta(0.9,0.9) 50 9 10 9 9 10 9 10
100 14 14 14 14 18 15 15
Beta(1.15,1.15) 50 9 8 10 9 10 10 8
100 20 18 17 18 19 20 19
Beta(1.3,1.3) 50 25 24 19 17 22 27 20
100 52 53 47 45 51 50 52
Unif. Circunferencia 50 33 31 25 26 25 30 22
100 76 76 67 72 71 76 72
Normal 50 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100
Normal circ. (1) 50 58 56 49 47 49 55 47
100 95 96 92 93 94 95 92
Normal circ. (1.5) 50 83 79 77 73 78 82 77
100 100 100 99 100 100 100 100
Normal circ. (2) 50 96 95 94 91 95 96 94
100 100 100 100 100 100 100 100
Tabla 4.13: Potencia del contraste de dispersio´n con distribucio´n nula uniforme y alter-
nativas beta, uniforme en circunferencia y normal.
Los resultados de potencia para el resto de distribuciones alternativas se encuentran
en la Tabla 4.14. Para las mixturas de uniformes, los mejores resultados se dan para la
profundidad de Oja y por proyecciones. Mientras que para las alternativas de uniformes
en cuadrados recortados y de Pearson, las mejores profundidades son la del semiespacio,
simplicial y por bandas.
De forma global (Tabla 4.15), sobre las veinte alternativas se observa que, sobre el
porcentaje medio de rechazo, cuando la muestra esta´ formada por 50 observaciones las
mejores profundidades son la del semiespacio y la de bandas, mientras que para muestras
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Mixt. Unif. (0.1,0.5) 50 6 6 7 7 6 5 7
100 5 5 8 10 5 5 7
Mixt. Unif. (0.25,0.5) 50 17 14 25 27 13 13 11
100 19 18 41 51 23 19 22
Mixt. Unif. (0.1,0.25) 50 7 8 7 9 6 8 8
100 8 10 8 9 9 9 12
Mixt. Unif. (0.25,0.25) 50 10 9 32 41 9 10 10
100 10 8 50 65 12 9 13
Cuad. Recort (0.2) 50 6 5 5 6 5 7 5
100 6 5 6 5 5 5 5
Cuad. Recort (0.4) 50 12 9 10 9 9 9 9
100 21 20 19 20 22 18 17
Cuad. Recort (0.6) 50 48 41 34 35 35 43 34
100 85 83 75 77 78 83 81
Cuad. Recort (0.8) 50 96 93 89 88 88 91 89
100 100 100 100 100 100 100 100
Cuad. Recort (1) 50 100 100 99 99 98 100 99
100 100 100 100 100 100 100 100
Pearson II (0) 50 32 29 28 26 24 31 20
100 76 78 70 71 71 77 70
Pearson II (1) 50 88 88 87 80 88 88 84
100 100 100 100 100 100 100 100
Tabla 4.14: Potencia del contraste de dispersio´n con distribucio´n nula uniforme y alter-
nativas mixtura de uniforme, uniforme en cuadrados recortados y Pearson II.
de taman˜o 100 lo son la de proyecciones y de Oja. En cuanto al ı´ndice de la posicio´n media
sobre todas las alternativas, se tiene para ambos taman˜os muestrales que las mejores son,
por este orden, la del semiespacio y la de bandas.
4.2.4.3. Potencia para distribucio´n nula exponencial
Para finalizar el estudio de la potencia del contraste, se presentan los resultados del
porcentaje de rechazos para distribucio´n nula exponencial y el conjunto de distribuciones
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Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
Potencia media 50 43.05 41.45 41.5 40.95 39.75 42.05 39.10
100 56.10 56.10 57.30 59.05 55.65 56.00 55.60
Rango medio 50 2.60 3.65 4.40 4.65 4.72 3.05 4.93
100 3.63 3.75 4.88 4.20 3.80 3.73 4.03
Tabla 4.15: Porcentaje medio de rechazo e ı´ndice de rangos para el contraste de dispersio´n
sobre distribucio´n nula uniforme.
alternativas, que son vectores aleatorios con coordenadas independientes distribuidas
segu´n:
1. Distribucio´n normal esta´ndar.
2. |X|, donde X tiene distribucio´n normal esta´ndar.
3. Distribucio´n lognormal esta´ndar.
4. Distribucio´n chi-cuadrado con 1, 3, 4, 5 y 10 grados de libertad.
5. Distribucio´n gamma de para´metros (5, 1).
6. Distribucio´n Weibull de para´metros (1, 0.5), (1, 0.75), (1, 0.9), (1, 1.1), (1, 1.3) y
(1, 1.7).
7. Mixtura de exponenciales (α,1/λ): αexp (1)×exp (1)+(1− α) exp (1/λ)×exp (1/λ),
con valores de α iguales a 0.7, 0.8 y 0.9 y valores de λ iguales a 2 y 5.
Los resultados de la potencia para las cinco primeras se presentan en la Tablas 4.16.
Se observa, como era esperable, que todas las profundidades rechazan el 100 % de las
veces la nula exponencial para muestras normales. Lo mismo sucede para la chi-cuadrado
con 10 grados de libertad y para la distribucio´n gamma de para´metros 5 y 1. Segu´n las
diferencias que se encuentran para la chi-cuadrado de 1, 3 y 4 grados de libertad, para
la lognormal y para el valor absoluto de la normal, las profundidades L1, de Oja y por
bandas son las ma´s potentes para este grupo de alternativas.
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Normal 50 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100
|Normal| 50 32 30 42 36 46 48 22
100 91 90 88 86 91 93 62
Lognormal 50 45 45 58 50 53 52 44
100 66 63 81 80 80 74 64
Chi-cuadrado (1) 50 89 90 93 94 97 96 82
100 100 100 100 100 100 100 94
Chi-cuadrado (3) 50 12 14 31 26 41 31 12
100 59 56 69 61 84 74 28
Chi-cuadrado (4) 50 75 71 94 88 96 92 65
100 100 99 100 100 100 100 91
Chi-cuadrado (5) 50 98 97 100 100 100 100 96
100 100 100 100 100 100 100 100
Chi-cuadrado (10) 50 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100
Gamma (5.1) 50 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100
Tabla 4.16: Potencia del contraste de dispersio´n con distribucio´n nula exponencial y al-
ternativas normal, lognormal, gamma y chi-cuadrado.
Para las alternativas Weibull y mixturas de exponenciales (Tabla 4.16), se observa
que, cuando el para´metro de forma de la distribucio´n Weibull esta´ alejado de 1 (valores
0.5 y 1.7), para todas las profundidades el porcentaje de rechazos es igual a 100 o muy
pro´ximo a este valor. La potencia se reduce cuando esta´ pro´ximo a 1, hasta el punto
de que la potencia llega a ser menor que la significacio´n del contraste para valor del
para´metro igual a 1.1 (esto se debe a un problema de precisio´n por el taman˜o muestral
empleado para la estimacio´n de los porcentajes). Para las mixturas de exponenciales,
el porcentaje de rechazo es ma´s del doble cuando el para´metro λ de la distribucio´n de
contaminacio´n es 5 que cuando es 2 (exponenciales de medias 0.2 y 0.5). Tambie´n se
tiene que para valores de contaminacio´n pequen˜os, el hecho de doblar el nu´mero de
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observaciones no contribuye de forma sustancial al aumento de potencia. Esto podr´ıa ser
debido a la naturaleza asime´trica de la distribucio´n exponencial.
Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Weibull (1.0.5) 50 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100
Weibull (1.0.75) 50 74 73 78 75 82 81 69
100 94 95 95 95 97 96 83
Weibull (1.0.9) 50 21 22 21 21 21 22 19
100 32 30 26 28 33 32 23
Weibull (1.1.1) 50 2 2 5 3 4 3 1
100 7 6 7 7 12 9 4
Weibull (1.1.3) 50 28 26 39 32 54 49 22
100 80 80 84 79 93 91 53
Weibull (1.1.7) 50 100 99 100 100 100 100 98
100 100 100 100 100 100 100 100
Mixt. Expo. (0.7.0.2) 50 46 41 57 58 59 53 40
100 67 65 83 84 86 80 49
Mixt. Expo. (0.8.0.2) 50 24 23 33 30 36 32 23
100 38 34 45 52 56 46 27
Mixt. Expo. (0.9.0.2) 50 12 11 12 14 13 12 11
100 14 14 17 19 20 16 14
Mixt. Expo. (0.7.0.5) 50 13 15 16 13 14 14 11
100 22 17 20 22 19 19 14
Mixt. Expo. (0.8.0.5) 50 11 10 12 10 12 12 8
100 12 14 15 12 14 12 11
Mixt. Expo. (0.9.0.5) 50 6 9 6 6 7 7 9
100 8 7 7 8 8 9 7
Tabla 4.17: Potencia del contraste de dispersio´n con distribucio´n nula exponencial y al-
ternativas Weibull y mixtura de exponenciales.
De forma global sobre las 21 alternativas se tiene que, la profundidad que mayor
porcentaje de rechazo obtiene es la L1 para ambos taman˜os muestrales, seguida de la de
bandas y la de Oja, en ese orden. Se extrae la misma conclusio´nal analizar el ı´ndice de
las posiciones sobre todas las alternativas.
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Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
Potencia media 50 51.82 51.33 57.00 55.05 58.81 57.33 49.14
100 66.19 65.24 68.43 68.24 71.10 69.10 58.29
Rango medio 50 4.93 4.75 2.98 3.89 2.50 3.05 5.91
100 4.07 4.68 3.55 3.70 2.73 3.25 6.02
Tabla 4.18: Porcentaje medio de rechazo e ı´ndice de rangos para el contraste de dispersio´n
sobre distribucio´n nula exponencial.
4.3. Contraste basado en las curvas de concordancia
Cuando la dimensio´n del espacio del conjunto de observaciones es mayor que dos,
el tiempo necesario para el ca´lculo del volumen de la envolvente convexa aumenta de
forma exponencial, lo que implica que la aplicacio´n del contraste basado en la curva de
escala sea inviable en esta situacio´n. En esta seccio´n se introduce otro contraste basado
tambie´n en el uso de las regiones centrales que, si bien es computacionalmente costoso,
para algunas funciones de profundidad es aplicable en dimensiones mayores que dos.
La idea principal del contraste consiste en la medicio´n, por medio de curvas, de la
concordancia de la muestra con la distribucio´n y viceversa. Para medir la concordancia
o similitud en cualquiera de las dos direcciones se emplean las regiones centrales de nivel
p, tanto muestrales como bajo la hipo´tesis nula, obtenie´ndose probabilidades y propor-
ciones de pertenencia a dichas regiones. Con esos valores de pertenencia se construyen
las denominadas curvas de concordancia.
La Figura 4.8 ilustra co´mo se estima la concordancia de una muestra con la distribu-
cio´n normal esta´ndar para dos regiones centrales (p = 0.25 y p = 0.50). El c´ırculo de
color rojo representa la regio´n central p-e´sima de la normal esta´ndar y los puntos en color
rojo representan el conjunto de observaciones de la muestra que esta´n en dicha regio´n.
Si la muestra procede de la distribucio´n nula se espera que la proporcio´n de puntos rojos
este´ en torno a p. La concordancia de la distribucio´n nula con la muestra se ilustra en la
Figura 4.9. En ella se representan los contornos de la funcio´n de densidad de la normal
multivariante, una muestra de taman˜o 100 y la regio´n central muestral de niveles 0.25 y
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0.50. La concordancia de la nula con la distribucio´n se obtiene calculando la probabilidad
bajo la nula de la regio´n central correspondiente. Todas las figuras contenidas en esta
seccio´n se han obtenido empleando la profundidad de Oja.
(a) Regio´n central 0.25 (b) Regio´n central 0.50
Figura 4.8: Regiones centrales 0.25 y 0.50 de una normal esta´ndar y muestra de taman˜o
100.
(a) Regio´n central 0.25 (b) Regio´n central 0.50
Figura 4.9: Muestra de taman˜o 100 de una distribucio´n normal esta´ndar con regiones
centrales 0.25 y 0.50 y curvas de nivel de la normal esta´ndar.
Cuando una funcio´n de distribucio´n F es absolutamente continua y no nula en todo el
espacio, se tiene que Cp = R(tp), donde tp es tal que verifica que Prob(R(tp)) = Prob(x ∈
Rd : P (x;F ) > tp) = p. Por lo tanto, para una variable aleatoria X distribuida segu´n F ,
182 Cap´ıtulo 4. CONTRASTES DE BONDAD DE AJUSTE
se denota por tp el cuantil 1−p de la variable aleatoria P (X;F ). As´ı pues, para obtener la
concordancia entre la muestra x1, x2, . . . , xn y la distribucio´n nula F0, en vez de obtener
Cp y ver cua´ntos puntos se encuentran en dicha regio´n, se obtiene el cuantil 1 − p de
la variable P (X;F0) (P
p(X;F0)) y se calcula el porcentaje de puntos de la muestra que
tienen, con respecto a la distribucio´n nula, un valor de profundidad mayor que dicho
cuantil, es decir,
#{xi : P (xi;F0) > P 1−p (X;F0)}
n
.
La obtencio´n de la concordancia en la direccio´n opuesta se realiza de manera ana´loga.
Dada la muestra x1, x2, . . . , xn, se obtiene el percentil 1−p de la muestra Pn(xi) (P 1−pn (x))
y se calcula la probabilidad de que la variable aleatoria Pn(X), con X distribuida segu´n
F0, sea mayor que el percentil, es decir,
ProbF0
(
Pn (X) > P
1−p
n (x)
)
.
Definicio´n 4.2 Sean F0 la distribucio´n bajo la hipo´tesis nula y x1, x2, . . . , xn una mues-
tra aleatoria. Se define la curva de concordancia de muestra con distribucio´n,
como
CCn(p) =
#{xi : P (xi;F0) > P 1−p (X;F0)}
n
,
y de distribucio´n con muestra, como
CCF (p) = ProbF0
(
Pn (X) > P
1−p
n (x)
)
.
donde p ∈ [0, 1].
A continuacio´n se muestra el comportamiento de estas dos curvas para muestras si-
muladas de varias distribuciones que se comparan con la distribucio´n normal esta´ndar
como nula. Los ejemplos se ilustran en las Figuras 4.10 a 4.16 que contienen, por un lado
un diagrama de dispersio´n de la muestra junto con la funcio´n de densidad bajo la nula
y, por otro, un gra´fico de las curvas de concordancia, donde la curva roja representa la
concordancia de muestra con distribucio´n y la azul a concordancia inversa.
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(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.10: Comparacio´n entre una muestra de taman˜o 100 de una normal esta´ndar con
la distribucio´n normal esta´ndar.
La Figura 4.10 se ha obtenido para una muestra sin estandarizar de la normal esta´ndar.
Se observa co´mo las dos curvas de concordancia esta´n muy pro´ximas y apenas difieren
de la l´ınea en negro que muestra lo que se espera si la muestra tiene distribucio´n F0.
Las muestras de las figuras 4.11 y 4.12 se han simulado tambie´n para una distribucio´n
normal, pero con vector de medias (1, 1)′ y matriz de covarianzas identidad en el primer
caso y con vector de medias cero y matriz de varianza dos veces la identidad en el segundo.
Cuando la variacio´n se produce en la media, las dos curvas se alejan de lo esperado bajo
la nula y entre ellas apenas hay diferencias. Sistema´ticamente las curvas de concordancia
esta´n por debajo de lo esperado, ya que los contornos iniciales esta´n separados y apenas
tienen interseccio´n. Si la variacio´n es en la variabilidad, la concordancia de la muestra con
la distribucio´n se situ´a por debajo de la media, ya que esta´ ma´s dispersa y los contornos
de la nula son demasiado pequen˜os para conterner el nu´mero de puntos esperado. La
concordancia de la distribucio´n con la muestra presenta un comportamiento opuesto,
porque los contornos de la muestra son demasiado grandes en relacio´n a la nula, por lo
que la probabilidad de pertenencia es mayor.
Las Figuras 4.13 a 4.16 contienen las curvas en ejemplos no normales. Para una
muestra simulada de dos exponenciales independientes y estandarizada (Figura 4.13) se
184 Cap´ıtulo 4. CONTRASTES DE BONDAD DE AJUSTE
(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.11: Comparacio´n entre una muestra de taman˜o 100 de una normal con vector
de medias (1,1)’ y la distribucio´n normal esta´ndar.
(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.12: Comparacio´n entre una muestra de taman˜o 100 de una normal con varianza
σ11 = σ22 = 2 y σ12 = 0 con la distribucio´n normal esta´ndar.
observa que la concordancia de distribucio´n con muestra detecta de forma ma´s efectiva
ese cambio de forma. Si la muestra estandarizada proviene de distribuciones uniformes
independientes, Figura (4.14) ninguna de las dos curvas detecta en gran medida la dis-
crepancia entre distribuciones, si bien la distancia con lo esperado es mayor que para la
muestra de la normal esta´ndar (ve´ase Figura 4.10).
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(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.13: Comparacio´n entre una muestra estandarizada de taman˜o 100 de un vector
con componentes exponenciales y la distribucio´n normal esta´ndar.
(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.14: Comparacio´n entre una muestra estandarizada de taman˜o 100 de un vector
con componentes uniformes y la distribucio´n normal esta´ndar.
Las muestras de los dos u´ltimos ejemplos, Figuras 4.15 y 4.16, se han simulado de un
vector compuesto por una coordenada normal con varianza
√
2 y otra uniforme entre -0.5
y 0.5, y de una normal esta´ndar con un treinta por ciento de contaminacio´n en torno al
punto (2.5, 2.5)’, respectivamente. En el primer ejemplo se observa co´mo la concordancia
de distribucio´n con muestra recoge mejor la discrepancia, mientras que en el segundo
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caso la situacio´n es la opuesta.
(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.15: Comparacio´n entre una muestra de taman˜o 100 de un vector con compo-
nentes normal y uniforme y la distribucio´n normal esta´ndar.
(a) Diagrama de dispersio´n y contornos espera-
dos
(b) Curvas de concordancia
Figura 4.16: Comparacio´n entre una muestra de taman˜o 100 de una normal contaminada
en torno al punto (2.5,2.5)’ y la distribucio´n normal esta´ndar.
Las diferencias en el comportamiento de las curvas de concordancia en las Figuras 4.12,
4.13, 4.15 y 4.16 motiva el hecho de que el contraste tenga en cuenta ambas direcciones
de ana´lisis de discrepancia y no so´lo una de ellas, ya que, en determinadas situaciones es
posible que alguna de las medidas no detecte las diferencias existentes entre la muestra
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y la distribucio´n nula.
4.3.1. Estad´ıstico del contraste
Al igual que en el contraste basado en la curva de escala, conviene medir las desvia-
ciones de las curvas con respecto a la curva esperada si la distribucio´n nula fuera cierta.
La Figura 4.17 contiene una muestra de diez curvas de concordancia y una estimacio´n
de la curva esperada obtenida mediante simulacio´n de 5000 muestras estandarizadas de
la distribucio´n normal esta´ndar. Se observa co´mo la curva esperada en ambos casos es la
recta y = x.
(a) CCFo(p) (b) CCn(p)
Figura 4.17: Muestra aleatoria de curvas de concordancia bajo H0 y curva esperada.
Observacio´n 4.2 Si la distribucio´n nula es cierta, se tiene que, para cualquier p ∈ [0, 1],
la variable aleatoria nCCn(p) sigue una distribucio´n binomial de para´metros n y p, ya
que la variable aleatoria dicoto´mica “pertenencia de xi al conjunto Cp” es una variable
aleatoria Bernouilli con para´metro la probabilidad de la regio´n Cp que es igual a p.
El estudio de la curva de concordancia de forma conjunta se podr´ıa llevar a cabo
teniendo en cuenta que
Prob (nCn(p) = x/nCn(q) = y) = Prob
(
Binomial
(
n− y, p− q
(1− q)
)
= x− y
)
,
donde p ≥ q y x ≥ y.
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Los percentiles de la muestra Pn(xi) pueden emplearse para construir una particio´n
multivariante del espacio sobre la que aplicar la idea del contraste de bondad de ajuste
chi-cuadrado, que podr´ıa mejorar los resultados del contraste en Watson (1957), Watson
(1958) y Watson (1959) y sus posteriores versiones, en el que la particio´n del espacio
se realiza mediante una elipse central rodeada por anillos el´ıpticos. Con el uso de las
funciones de profundidad se puede realizar una particio´n a priori ma´s ajustada al conjunto
de observaciones, en la que para cada regio´n se asegura la pertenencia de un porcentaje
de la muestra. No se tiene en cuenta esta posibilidad en este cap´ıtulo, ya que el hecho
de realizar particiones presenta una cierta pole´mica, debido a que cada particio´n puede
arrojar un resultado diferente y no se puede asegurar que´ particio´n es la ma´s adecuada.
Debido a que existe la posibilidad de que, en determinadas situaciones, alguna de
las dos curvas no detecte las diferencias entre muestra y distribucio´n, el estad´ıstico de
contraste que se propone integra a ambas curvas. Una posibilidad de integracio´n es tomar
el a´rea entre las dos, pero no es adecuada ya que no siempre se tiene una de las curvas por
encima de la recta y = x y la otra por debajo, como en el ejemplo de la normal trasladada
(Figura 4.11), en el que las dos curvas esta´n por debajo de la esperada y la diferencia
entre ellas es escasa. Para evitar ese problema se define el estad´ıstico de contraste ACC
como combinacio´n lineal convexa de las discrepancias detectadas por ambas curvas, es
decir, ACC = αACCn + (1− α)ACCF0 con α ∈ [0, 1], donde ACCn (ACCF0) representa
la discrepancia detectada por la curva de concordancia de muestra con distribucio´n (de
distribucio´n con muestra).
La funcio´n que se propone para cuantificar la aportacio´n de cada curva es, como en
el contraste basado en la curva de escala, de la forma
Aportacio´n =
∫ 1
0
|Curva (p)− p|k dp,
es decir, para la concordancia de muestra con distribucio´n se tiene que
ACCn =
∫ 1
0
|CCn (p)− p|k dp
y para la concordancia inversa
ACCF0 =
∫ 1
0
|CCF0 (p)− p|k dp,
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donde 1 ≤ k <∞. Se toma de nuevo el valor k = 1, es decir, el a´rea entre la curva y su
esperanza. Como a priori no se dispone informacio´n sobre que´ curva detecta mejor las
discrepancias, se toma para el peso de cada discrepancia el valor α = 0.5. Por lo que se
define el estad´ıstico del contraste como
ACC =
1
2
∫ 1
0
|CCn (p)− p| dp+ 1
2
∫ 1
0
|CCF0 (p)− p| dp.
Las funciones de cuantificacio´n de cada curva pueden ser modificadas de modo que se
pondere la variabilidad de las curvas para un determinado valor de p. La variabilidad de
las curvas en los extremos es pequen˜a, mientras que para valores de p pro´ximos a 0.5 es
mayor. Una posible modificacio´n es ponderar el valor absoluto por p(1− p) o √p(1− p),
obtenie´ndose
ACCn =
∫ 1
0
|CCn (p)− p|√
p(1− p) dp.
Para la obtencio´n del estad´ıstico sobre una muestra hay que calcular cuatro profundi-
dades: Pn(xi), Pn(X) con X distribu´ıda segu´n una normal, P (xi;F ) y P (X;F ), donde F
representa la funcio´n de distribucio´n de la normal esta´ndar y X tiene distribucio´n F . De-
pendiendo de cua´l sea la profundidad empleada para realizar las ordenaciones, se puede
evitar el ca´lculo de las profundidades involucradas en CCn(p), reducie´ndose el tiempo
computacional para la estimacio´n de esta concordancia. Las profundidades semiespacial,
simplicial, de Oja, por proyecciones y L1 verifican que P (x;F ) ≥ P (y;F ) si, y so´lo si,
‖x‖ ≤ ‖y‖, y que P (x;F ) = P (y;F ) si, y so´lo si, ‖x‖ = ‖y‖, donde F es la funcio´n de
distribucio´n normal esta´ndar. Por lo que, para estas cinco profundidades, los valores de
profundidad de un punto x ∈ Rd con respecto a la normal esta´ndar se relacionan con la
norma eucl´ıdea del punto x mediante una funcio´n mono´tona, lo que, unido a que la norma
al cuadrado bajo F sigue una distribucio´n χ2d, justifica que sea equivalente el comparar
los valores de profundidad y sus cuantiles con comparar las normas y sus cuantiles.
4.3.2. Valores cr´ıticos
A pesar de que sea factible el estudio de la distribucio´n de la concordancia de muestra
con hipo´tesis nula, los valores cr´ıticos que se introducen a continuacio´n se han estimado
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mediante simulacio´n, debido a que el estudio teo´rico de la distribucio´n de la concordancia
de distribucio´n nula con muestra resulta muy complejo.
La tabla 4.19 contiene los valores cr´ıticos estimados para contrastes con niveles de
significacio´n 0.1, 0.05 y 0.01, para todas las profundidades empleadas en el contraste de
bondad de ajuste anterior y para taman˜os muestrales 50 y 100.
Percentil
Profundidad Taman˜o muestral 0.90 0.95 0.99
Semiespacio 50 0.0540 0.0605 0.0730
100 0.0370 0.0410 0.0500
Simplicial 50 0.1355 0.1430 0.1595
100 0.0840 0.0900 0.1020
Oja 50 0.0510 0.0570 0.0720
100 0.0350 0.0395 0.0500
Proyecciones 50 0.0490 0.0555 0.0700
100 0.0340 0.0385 0.0475
L1 50 0.0555 0.0625 0.0745
100 0.0370 0.0420 0.0520
Bandas 50 0.0980 0.1060 0.1230
100 0.0580 0.0635 0.0730
Bandas modificada 50 0.0504 0.0573 0.0722
100 0.0367 0.0410 0.0513
Tabla 4.19: Valores cr´ıticos para el contraste de bondad de ajuste basado en las curvas de
concordancia para distribucio´n nula normal.
Para distribuciones nulas uniforme y exponencial, no se ha estudiado si existe alguna
propiedad que permita evitar el ca´lculo de las profundidades con respecto a la funcio´n
de distribucio´n nula. En el caso de normalidad es posible utilizar los cuantiles de la
distribucio´n chi-cuadrado para obtener estas profundidades. Por lo tanto, para estas dos
distribuciones nulas, es necesario realizar estimaciones de las profundidades con respecto
a la distribucio´n nula. Esto se lleva a cabo mediante muestras generadas a partir de la
nula de taman˜o 10000. Adema´s, debido al elevado coste computacional de estos ca´lculos
para algunas funciones de profundidad, solo se aplica el algoritmo a las profundidades
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por proyecciones, bandas y bandas modificada. Los valores cr´ıticos estimados con 10000
muestras esta´n recogidos en la Tabla 4.20.
Uniforme Exponencial
Percentil Percentil
Profundidad Taman˜o muestral 0.90 0.95 0.99 0.90 0.95 0.99
Proyecciones 50 0.0717 0.0816 0.1028 0.0577 0.0664 0.0853
100 0.0516 0.0594 0.0770 0.0413 0.0473 0.0606
Bandas 50 0.1043 0.1145 0.1379 0.1208 0.1326 0.1579
100 0.0660 0.0741 0.0910 0.0750 0.0847 0.1038
Bandas modificada 50 0.0755 0.0878 0.1156 0.0699 0.0806 0.1033
100 0.0535 0.0626 0.0804 0.0502 0.0575 0.0735
Tabla 4.20: Valores cr´ıticos para el contraste de bondad de ajuste de la curva de concor-
dancia para distribucio´n nula uniforme y exponencial.
4.3.3. Potencia del contraste
El estudio de la potencia del contraste se realiza sobre las mismas hipo´tesis alternativas
que en el contraste de la curva de escala, construye´ndose el mismo ı´ndice de ordenacio´n
de profundidades para medir cua´l se comporta mejor. Se comienza con el contraste de la
hipo´tesis nula de normalidad.
4.3.3.1. Potencia para distribucio´n nula normal
Las Tablas 4.21 y 4.22 contienen las potencias estimadas para las alternativas del
primer grupo, formadas por vectores bidimensionales de coordenadas independientes. En
este contraste se observa una mayor homogeneidad entre las distintas profundidades,
salvo en los casos en que la distribucio´n beta esta´ en alguna de las dos coordenadas,
donde las profundidades simplicial, por bandas y por bandas modificada no son capaces
de determinar diferencia alguna con respecto a la normal.
Sobre muestras pequen˜as la profundidad que sustancialmente mejor se comporta para
este grupo es la profundidad de Oja (Tabla 4.23), que conserva su posicio´n como mejor
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Exponencial 50 93 73 96 94 91 90 88
100 100 97 100 100 100 100 99
Lognormal 50 99 98 100 100 100 100 100
100 100 100 100 100 100 100 100
Gamma(5,1) 50 20 17 24 22 22 21 23
100 29 25 36 36 29 36 33
chi-cuadrado(5) 50 42 31 52 49 45 45 42
100 67 55 79 76 67 72 66
chi-cuadrado(15) 50 12 11 16 14 12 14 15
100 16 15 22 22 17 23 21
t(2) 50 99 99 99 98 98 99 99
100 100 100 100 100 100 100 100
t(5) 50 51 58 54 53 57 61 60
100 77 82 80 78 83 87 84
Log´ıstica(0,1) 50 27 34 31 27 32 37 37
100 45 53 50 46 50 59 59
Beta(1,1) 50 82 0 74 70 66 1 0
100 100 21 99 99 99 69 46
Beta(1,2) 50 40 0 20 17 18 0 0
100 80 1 48 43 55 11 3
Beta(2,2) 50 32 0 22 22 16 0 0
100 66 0 58 61 54 5 2
Tabla 4.21: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula normal, para vectores bidimensionales cuyas componentes
son independientes e igualmente distribuidas.
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Normal(0,1) y Exponencial 50 46 38 62 63 49 52 54
100 76 62 87 88 76 85 74
Normal(0,1) y chi-cuadrado(5) 50 17 15 24 25 22 21 24
100 26 23 36 38 29 36 30
Normal(0,1) y t(5) 50 24 28 25 27 25 31 31
100 38 43 40 39 37 51 50
Normal(0,1) y Beta(1,1) 50 23 0 17 18 15 0 0
100 58 1 48 48 47 5 2
Normal(0,1) y Beta(1,2) 50 12 1 8 5 7 1 1
100 25 0 15 11 14 2 1
Tabla 4.22: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula normal, para vectores bidimensionales cuyas componentes
son independientes y poseen distribuciones diferentes.
tambie´n para muestras grandes, aunque las diferencias con el resto en ese caso sean
menores. En segundo lugar se encuentra la profundidad por proyecciones que, si bien
ocupa el tercer lugar en muestras de taman˜o 100, la diferencia con la segunda (profun-
didad por bandas) es pequen˜a, mientras que en muestras de 50 observaciones ocupa el
segundo lugar con una considerable distancia sobre la tercera.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 4.16 5.72 2.59 3.41 4.16 4.06 3.91
100 3.91 5.94 3.00 3.25 4.13 3.19 4.59
Tabla 4.23: I´ndice de rangos para el contraste basado en las curvas de concordancia con
distribucio´n nula normal y el grupo 1 de alternativas.
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En la Tabla 4.24, correspondiente a las mixturas de normales, se puede observar
que, cuando las normales que componen la mezcla so´lo se diferencian en la media, las
profundidades simplicial, por bandas y por bandas modificada se comportan de nuevo
muy por debajo del resto, mientras que cuando tambie´n se tienen diferencias en la matriz
de covarianzas llegan incluso a ser mejores que las restantes. De forma global sobre este
grupo de alternativas, Tabla 4.25, se tiene que la mejor profundidad con diferencia es la
semiespacial.
Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
Mixtura Normal (2,0,0) 50 13 0 10 9 8 0 1
100 31 0 25 26 20 1 2
Mixtura Normal (4,0,0) 50 73 0 60 59 64 2 1
100 99 28 97 97 98 69 41
Mixtura Normal (2,0.9,0) 50 34 29 30 30 19 31 22
100 49 47 43 43 28 52 38
Mixtura Normal (0.5,0.9,0) 50 34 39 38 37 37 40 31
100 59 67 57 64 58 64 52
Mixtura Normal (0.5,0.9,-0.9) 50 78 85 76 64 72 77 53
100 97 99 96 91 93 98 93
Tabla 4.24: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula normal, para mixturas de normales bidimensionales.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 2.20 4.30 3.10 4.20 4.50 3.50 6.20
100 2.20 3.80 4.20 3.90 4.70 3.30 5.90
Tabla 4.25: I´ndice de rangos para el contraste basado en las curvas de concordancia con
distribucio´n nula normal y el grupo 2 de alternativas.
Para el grupo de distribuciones alternativas esfe´ricas (Tabla 4.26) se obtienen de forma
global mejores resultados para las distribuciones de Pearson que para las esfe´ricas en las
que se especifica la distribucio´n del radio. De nuevo, las profundidades simplicial, por
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Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
PearsonII(0) 50 92 0 85 85 83 4 3
100 100 40 100 100 100 87 76
PearsonII(1) 50 42 0 33 36 24 0 0
100 88 1 80 83 72 14 6
PearsonVII(2) 50 99 99 99 99 99 99 99
100 100 100 100 100 100 100 100
PearsonVII(3) 50 78 82 80 76 80 82 79
100 96 97 97 96 95 97 97
PearsonVII(5) 50 34 39 35 36 39 42 39
100 55 63 58 56 57 62 62
Esfe´rica(Exponencial) 50 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100
Esfe´rica(Gamma(5,1)) 50 23 1 18 17 14 1 1
100 50 2 47 43 44 7 3
Esfe´rica(Beta(1,1)) 50 33 19 34 38 27 18 15
100 75 28 78 82 67 38 36
Esfe´rica(Beta(1,2)) 50 79 83 82 83 82 79 78
100 98 98 99 99 98 98 98
Esfe´rica(Beta(2,2)) 50 20 0 16 16 10 0 0
100 47 0 45 43 34 2 0
Tabla 4.26: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula normal, para distribuciones de Pearson y esfe´ricas.
bandas y por bandas modificada encuentran problemas en varios de los ejemplos. El
ı´ndice (Tabla 4.27) en este grupo muestra que la mejor profundidad es la de Oja, seguida
de la de proyecciones y la simplicial, que tienen un comportamiento global muy parecido.
Para el cuarto grupo (Tabla 4.28) se sigue detectando el problema de potencia en los
casos simplicial, por bandas y por bandas modificada, si bien si se observa co´mo, a medida
que aumenta el valor de la correlacio´n, se tiene una mayor potencia. En esta ocasio´n, segu´n
puede observarse en la Tabla 4.29, la mejor profundidad es por proyecciones, seguida de
Oja y de semiespacial, que experimenta una notable mejora cuando el taman˜o muestral
es igual a 100.
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Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 3.35 4.40 3.30 3.25 3.80 4.50 5.40
100 3.40 5.10 2.75 3.35 4.25 4.30 4.85
Tabla 4.27: I´ndice de rangos para el contraste basado en las curvas de concordancia con
distribucio´n nula normal y el grupo 3 de alternativas.
Profundidad de ordenacio´n
Distribucio´n n PSem PS PO PP PL1 PB PBM
0.2 50 4 4 7 6 5 6 6
100 6 6 6 6 5 5 4
0.4 50 6 6 9 10 7 8 6
100 9 6 12 12 8 8 8
0.6 50 13 7 14 20 11 9 10
100 16 8 19 28 12 11 12
0.8 50 22 9 25 38 20 10 13
100 36 9 34 69 23 12 17
1 50 37 9 42 76 29 12 17
100 71 9 67 99 45 18 24
Tabla 4.28: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula normal, para distribuciones con correlacio´n radial/angular.
Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 4.30 6.70 1.80 1.40 4.20 4.80 4.80
100 2.50 6.10 2.40 1.40 4.60 5.70 5.30
Tabla 4.29: I´ndice de rangos para el contraste basado en las curvas de concordancia con
distribucio´n nula normal y el grupo 4 de alternativas.
Finalmente, sobre las 36 alternativas (Tabla 4.30), se tiene, como en el contraste de
la curva de escala, que la ordenacio´n que mejor se comporta es la de Oja, seguida de
proyecciones, apareciendo en tercer lugar la del semiespacio.
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Profundidad de ordenacio´n
n PSem PS PO PP PL1 PB PBM
50 3.68 5.29 2.75 3.19 4.11 4.21 4.76
100 3.33 5.43 3.01 3.11 4.31 3.86 4.94
Tabla 4.30: I´ndice de rangos global para el contraste basado en las curvas de concordancia
con distribucio´n nula normal
4.3.3.2. Potencia para distribucio´n nula uniforme
Como ya se ha comentado en la seccio´n del valor cr´ıtico, el contraste de la curva de
concordancia para distribuciones nulas uniforme y exponencial se ha aplicado sobre las
profundidades por proyecciones, bandas y bandas modificada. A continuacio´n se muestran
los porcentajes de rechazo obtenidos, para cada una de las veinte alternativas, a partir
de 1000 simulaciones.
La Tabla 4.31 contiene los porcentajes de rechazo estimados para vectores con co-
ordenadas distribuidas segu´n la distribucio´n beta, para la uniforme en la circunferencia
unidad y para la normal con y sin truncamiento. Se observa que existe una elevada he-
terogeneidad dentro de cada grupo de distribuciones. As´ı, por ejemplo, para la beta con
para´metros menores que uno, los mejores resultados corresponden a la profundidad por
proyecciones y a la de bandas modificada, mientras que si son mayores que uno, se dan
para la de proyecciones y la de bandas. Para la distribucio´n normal sin truncamiento,
todos los porcentajes esta´n en el entorno del 100 %. Para la normal con truncamiento, el
comportamiento de la profundidad por bandas esta´ por encima que el de las dema´s.
Para las mixturas de uniformes (Tabla 4.32), la mejor es la profundidad por proyec-
ciones, seguida de la de bandas modificada. Mientras que para las uniformes en cuadrados
recortados y la distribucio´n de Pearson, la profundidad por bandas es superior al resto.
De forma global (Tabla 4.33), la que presenta tanto un porcentaje de rechazo medio
ma´s elevado, como un ı´ndice de rangos medio ma´s bajo, es la profundidad por bandas,
seguida por la de proyecciones.
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Profundidad
Distribucio´n n PP PB PBM
Beta(0.8,0.8) 50 30 2 36
100 48 21 56
Beta(0.9,0.9) 50 12 1 13
100 17 4 19
Beta(1.15,1.15) 50 6 16 4
100 15 29 9
Beta(1.3,1.3) 50 14 30 7
100 41 65 32
Unif. Circunferencia 50 20 35 13
100 66 78 62
Normal 50 100 100 99
100 100 100 100
Normal circ. (1) 50 43 60 34
100 91 95 89
Normal circ. (1.5) 50 71 85 64
100 100 100 99
Normal circ. (2) 50 92 98 87
100 100 100 100
Tabla 4.31: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula uniforme y alternativas beta, uniforme en circunferencia y
normal.
4.3.4. Potencia para distribucio´n nula exponencial
La Tabla 4.34 contiene los porcentajes de rechazo para distribuciones alternativas
normal, lognormal, chi-cuadrado y gamma. Para la chi-cuadrado con 4 o ma´s grados
de libertad, as´ı como para la normal y la gamma, estos porcentajes son, para las tres
funciones de profundidad, iguales a 100 o a valores muy pro´ximos. Para la distribucio´n
lognormal las tres profundidades obtienen resultados similares que se situ´an en torno
al 55 %. Por u´ltimo, para el valor absoluto de la distribucio´n normal, se tiene que la
profundidad por proyecciones obtiene una potencia menor que las otras dos.
Los resultados para las alternativas distribuidas segu´n la distribucio´n Weibull y para
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Profundidad
Distribucio´n n PP PB PBM
Mixt. Unif. (0.1,0.5) 50 5 6 4
100 7 5 4
Mixt. Unif. (0.25,0.5) 50 18 13 4
100 33 14 5
Mixt. Unif. (0.1,0.25) 50 13 3 15
100 21 3 18
Mixt. Unif. (0.25,0.25) 50 74 16 34
100 91 28 53
Cuad. Recort (0.2) 50 4 6 4
100 4 9 4
Cuad. Recort (0.4) 50 6 13 3
100 14 22 8
Cuad. Recort (0.6) 50 16 31 7
100 39 53 22
Cuad. Recort (0.8) 50 58 59 16
100 93 95 44
Cuad. Recort (1) 50 88 90 34
100 100 100 88
Pearson II (0) 50 18 35 13
100 68 75 60
Pearson II (1) 50 79 90 72
100 100 100 100
Tabla 4.32: Potencia del contraste de bondad de ajuste basado en las curvas de concor-
dancia con distribucio´n nula uniforme y alternativas mixtura de uniforme, uniforme en
cuadrados recortados y Pearson II.
Profundidad de ordenacio´n
n PP PB PBM
Potencia media 50 38.35 39.45 28.15
100 57.40 54.80 48.60
Rango medio 50 1.90 1.48 2.63
50 1.78 1.70 2.53
Tabla 4.33: Porcentaje medio de rechazo e ı´ndice de rangos para el contraste de bondad
de ajuste de la curva de concordancia sobre distribucio´n nula uniforme.
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Profundidad
Distribucio´n n PP PB PBM
Normal 50 100 100 100
100 100 100 100
|Normal| 50 38 61 50
100 59 84 73
Lognormal 50 54 57 55
100 81 82 80
Chi-cuadrado (1) 50 46 35 97
100 88 98 100
Chi-cuadrado (3) 50 53 85 77
100 77 98 96
Chi-cuadrado (4) 50 94 100 100
100 100 100 100
Chi-cuadrado (5) 50 100 100 100
100 100 100 100
Chi-cuadrado (10) 50 100 100 100
100 100 100 100
Gamma (5,1) 50 100 100 100
100 100 100 100
Tabla 4.34: Potencia del contraste de bondad de ajuste basado en las curvas de con-
cordancia con distribucio´n nula exponencial y alternativas normal, lognormal, gamma y
chi-cuadrado.
las mixturas de exponenciales se encuentran en la Tabla 4.35. Se observa co´mo, de for-
ma generalizada para todos los valores de los para´metros, la profundidad por bandas
modificada mejora sustancialmente los porcentajes de proyecciones y bandas.
Como sugieren los resultados de la tablas anteriores, el porcentaje de rechazo medio
ma´s alto se da para la profundidad por bandas modificada (Tabla 4.36), que alcanza para
50 observaciones el 60 %. Tras e´sta se situ´a la profundidad por bandas con un 53 % de
rechazo. Segu´n el ı´ndice de posiciones para cada alternativa la segunda posicio´n estar´ıa
ocupada por la profundidad por proyecciones.
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Profundidad
Distribucio´n n PP PB PBM
Weibull (1,0.5) 50 97 94 100
100 100 100 100
Weibull (1,0.75) 50 12 3 59
100 32 38 92
Weibull (1,0.9) 50 3 1 9
100 5 0 22
Weibull (1,1.1) 50 16 23 19
100 13 36 30
Weibull (1,1.3) 50 57 84 80
100 79 98 95
Weibull (1,1.7) 50 99 100 100
100 100 100 100
Mixt. Expo. (0.3,0.2) 50 16 1 35
100 34 12 73
Mixt. Expo. (0.2,0.2) 50 6 0 21
100 14 2 45
Mixt. Expo. (0.1,0.2) 50 3 1 7
100 6 1 16
Mixt. Expo. (0.3,0.5) 50 5 2 3
100 4 2 6
Mixt. Expo. (0.2,0.5) 50 5 3 4
100 5 2 6
Mixt. Expo. (0.1,0.5) 50 4 4 5
100 5 4 3
Tabla 4.35: Potencia del contraste de bondad de ajuste basado en las curvas de concordan-
cia con distribucio´n nula exponencial y alternativas Weibull y mixtura de exponenciales.
Profundidad de ordenacio´n
n PP PB PBM
Potencia media 50 49.81 53.10 60.53
100 60.05 63.86 71.90
Rango medio 50 2.26 2.17 1.57
100 2.24 2.05 1.71
Tabla 4.36: Porcentaje medio de rechazo e ı´ndice de rangos para el contraste de bondad
de ajuste basado en las curvas de concordancia sobre distribucio´n nula exponencial.
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4.4. Contraste basado en similaridades
En Liu et al. (1999) se propone el uso de los dd-plots para comparar dos muestras, dos
distribuciones o una muestra con una distribucio´n. Los dd-plots son diagramas de disper-
sio´n en los que cada coordenada representa la profundidad P respecto a un determinado
conjunto de datos o una determinada funcio´n de distribucio´n. Por ejemplo, para realizar
comparaciones entre una muestra x1, x2, . . . , xn y otra y1, y2, . . . , ym, se representan todos
los puntos de coordenadas
(PFn(x), PGm(x)) , x ∈ X ∪ Y,
donde X e Y representan el conjunto de las observaciones de cada muestra, y F y G las
distribuciones de X e Y , respectivamente. Para comparar dos distribuciones F y G se
realiza el diagrama de puntos de
(PF (x), PG(x)) , x ∈ Rd.
Finalmente si se desea comparar una muestra x1, x2, . . . , xn de distribucio´n desconocida
F con una distribucio´n G se representan los puntos
(PFn(x), PG(x)) , x ∈ {x1, x2, . . . , xn} .
Hasta la fecha no se ha propuesto ningu´n estad´ıstico basado en la idea del dd-plot
para contrastar si una muestra sigue una determinada distribucio´n. Es por lo tanto un
me´todo gra´fico del tipo de los gra´ficos cuantil-cuantil. Los dd-plots, segu´n puede verse
en Liu et al. (1999), pueden detectar cambios tanto en la media como en la varianza, la
asimetr´ıa y la curtosis.
El objetivo de esta seccio´n no es directamente el de cuantificar la discrepancia de
un dd-plot, sino cuantificar las discrepancias que ofrecen n dd-plots. Con las funciones
de profundidad se obtiene una medida de la proximidad al centro que hace posible la
comparacio´n por medio de estos diagramas de dispersio´n. Sin embargo, con las funciones
de similaridad introducidas en el Cap´ıtulo 2, se obtiene, para cada observacio´n de una
muestra de n observaciones, los n− 1 valores de la proximidad de los restantes puntos de
la muestra, ma´s su posicio´n con respecto al centro (su profundidad).
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En esta seccio´n, las similaridades sobre las que se aplica el contraste son la de Oja, por
proyecciones, por bandas y por bandas modificada. No se tiene en cuenta la similaridad
simplicial ya que no se dispone de ningu´n algoritmo que permita su uso para el ca´lculo
tanto de valores cr´ıticos como de potencia.
Segu´n se definieron estas cuatro similaridades en el Cap´ıtulo 2, se tiene una primera
diferencia entre ellas: las profundidades de Oja y por proyecciones entre dos puntos iguales
es igual a 1 (SO(x, x;F ) = 1 y SP (x, x;F ) = 1), mientras que para las similaridades
por bandas y por bandas modificada es igual a la profundidad del punto (SB(x, x;F ) =
PB(x;F ) y SBM(x, x;F ) = PB(x;F )). Para establecer una definicio´n adecuada es
necesario homogeneizar estas diferencias.
Definicio´n 4.3 Dadas una distribucio´n d-dimensional F y una muestra aleatoria x1, x2,
. . . , xn, se define la matriz de similaridad de Oja estandarizada (MSOEF ) como
MSOEF =

1 SOF (x1, x2) · · · SOF (x1, xn)
SOF (x2, x1) 1
. . .
...
...
. . . . . . SOF (xn−1, xn)
SOF (xn, x1) · · · SOF (xn, xn−1) 1

y la matriz de similaridad de Oja (MSOF ) como MSOF = D
1/2 ·MSOEF ·D1/2, donde
D =

POF (x1) 0 · · · 0
0 POF (x2)
. . .
...
...
. . . . . . 0
0 · · · 0 POF (xn)

.
De forma ana´loga se definen las matrices para la similaridad y profundidad por proyec-
ciones.
Definicio´n 4.4 Dadas una distribucio´n d-dimensional F y una muestra aleatoria x1, x2,
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. . . , xn, se define la matriz de similaridad por proyecciones estandarizada (MSPEF ) como
MSPEF =

1 SPF (x1, x2) · · · SPF (x1, xn)
SPF (x2, x1) 1
. . .
...
...
. . . . . . SPF (xn−1, xn)
SPF (xn, x1) · · · SPF (xn, xn−1) 1

y la matriz de similaridad por proyecciones (MSPF ) como MSPF = D
1/2 ·MSPEF ·D1/2,
donde
D =

PPF (x1) 0 · · · 0
0 PPF (x2)
. . .
...
...
. . . . . . 0
0 · · · 0 PPF (xn)

.
Las matrices para las similaridades por bandas y por bandas modificada se obtienen
de forma inversa.
Definicio´n 4.5 Dadas una distribucio´n d-dimensional F y una muestra aleatoria x1, x2,
. . . , xn, se define la matriz de similaridad por bandas (MSBF ) como
MSBF =

SBF (x1, x1) SBF (x1, x2) · · · SBF (x1, xn)
SBF (x2, x1) SBF (x2, x2)
. . .
...
...
. . . . . . SBF (xn−1, xn)
SBF (xn, x1) · · · SBF (xn, xn−1) SBF (xn, xn)

y la matriz de similaridad por bandas estandarizada (MSBEF ) como MSBEF = D
−1/2 ·
MSBF ·D−1/2, donde
D =

PBF (x1) 0 · · · 0
0 PBF (x2)
. . .
...
...
. . . . . . 0
0 · · · 0 PBF (xn)

.
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Definicio´n 4.6 Dadas una distribucio´n d-dimensional F y una muestra aleatoria x1, x2,
. . . , xn, se define la matriz de similaridad por bandas modificada (MSBMF ) como
MSBMF =

SBMF (x1, x1) SBMF (x1, x2) · · · SBMF (x1, xn)
SBMF (x2, x1) SBMF (x2, x2)
. . .
...
...
. . . . . . SBMF (xn−1, xn)
SBMF (xn, x1) · · · SBMF (xn, xn−1) SBMF (xn, xn)

y la matriz de similaridad por bandas modificada estandarizada como MSBMEF =
D−1/2 ·MSBMF ·D−1/2, donde
D =

PBMF (x1) 0 · · · 0
0 PBMF (x2)
. . .
...
...
. . . . . . 0
0 · · · 0 PBMF (xn)

.
Gracias a estas matrices de similaridad (MS) y de similaridad estandarizada (MSE)
es posible analizar de manera gra´fica, a trave´s de diagramas de dispersio´n, las discre-
pancias existentes entre muestra y distribucio´n. En estos gra´ficos similaridad-similaridad
o ss-plot, se representan los pares de puntos (MSF (i, j),MSFn(i, j)) (para las matrices
sin estandarizar) o (MSEF (i, j),MSEFn(i, j)) (para las matrices estandarizadas) donde
MSF (i, j) (MSFn(i, j)) es el elemento j-e´simo de la fila i-e´sima de la matrizMSF (MSFn),
MSF es la matriz de similaridad teo´rica bajo F y MSFn es la matriz de similaridad
muestral o bajo Fn.
Las Figuras 4.18 y 4.19 contienen, para las matrices de similaridades por bandas
MSB y MSBE, los ss-plots de muestras simuladas a partir de distribuciones normal,
uniforme, exponencial y normal contaminada, comparadas con la funcio´n de distribucio´n
teo´rica normal bivariante. Puede observarse co´mo en los gra´ficos en los que las muestras se
generan a partir de la distribucio´n normal (Figuras 4.18(a) y 4.19(a)), los puntos se dispo-
nen de forma equilibrada por encima y por debajo de la bisectriz del primer cuadrante
que representa la l´ınea esperada. No sucede lo mismo en el resto de las muestras. Cuando
la muestra es uniforme los puntos presentan una forma no lineal, estando su mayor´ıa por
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encima de la recta. Hecho que se cumple con ma´s claridad en la Figura 4.18(b) que en
la 4.19(b). Para muestras de exponenciales independientes (Figuras 4.18(c) y 4.19(c)), la
mayor´ıa de los puntos se situ´a por debajo de la recta, pudie´ndose observar adema´s que la
variabilidad aumenta significativamente con respecto a los ejemplos anteriores, da´ndose
este aumento de forma ma´s notable para la matriz de similaridad estandarizada. Por
u´ltimo, para la muestra generada a partir de una normal contaminada, se tiene que en
el caso de la matriz MSB (Figura 4.18(d)), la disposicio´n de los puntos es semejante a
la de la muestra normal, si bien esta´ ligeramente sesgada por encima de la recta. Si se
emplea la matriz MSBE se detecta de forma ma´s clara la desviacio´n con respecto a la
teo´rica debido al aumento de la variabilidad.
4.4.1. Estad´ıstico del contraste
En esta seccio´n se introduce el estad´ıstico que cuantifica las desviaciones entre muestra
y distribucio´n de los ss-plots. E´ste depende de si la matriz empleada es la estandarizada
o la que contiene los valores de la profundidad en la diagonal principal y consiste en el
promedio de los valores absolutos de las desviaciones entre las similaridades muestrales
y las esperadas o teo´ricas bajo la hipo´tesis nula de normalidad.
As´ı se tiene que, si la matriz empleada es la de similaridad (las profundidades en la
diagonal principal), se define el estad´ıstico DS como
DS =
(
n (n+ 1)
2
)−1 n∑
i=1
n∑
j=i
|MSFn(i, j)−MSF (i, j)| ,
y que, si se emplea la matriz estandarizada, se define el estad´ıstico DSE como
DSE =
(
n (n− 1)
2
)−1 n∑
i=1
n∑
j=i+1
|MSEFn(i, j)−MSEF (i, j)| .
Para ilustrar co´mo se comportan estos estad´ısticos ante varias muestras simuladas
y comparando con la distribucio´n normal, se introducen las Figuras 4.20 a 4.27. Las
muestras para las que se obtienen estas figuras se han simulado de cuatro distribuciones:
normal, exponencial, uniforme y normal contaminada. Para cada una de las cuatro mues-
tras se tienen dos figuras: en una se toma como punto fijo uno pro´ximo a la media de
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(a) Muestra normal (b) Muestra uniforme
(c) Muestra exponencial (d) Muestra normal contaminada
Figura 4.18: Diagramas de puntos de la matriz de similaridades por bandas teo´rica (eje
X) frente a la muestral (eje Y).
la muestra, y en la otra un punto externo alejado de e´sta. Cada una de las ocho figuras
esta´ compuesta por cuatro gra´ficos que representan superficies. Los dos primeros mues-
tran la superficie de la similaridad muestral y la teo´rica, y los u´ltimos las superficies de los
valores absolutos de las diferencias entre las similaridades muestrales y teo´ricas y entre
las similaridades estandarizadas muestrales y teo´ricas. La similaridad empleada para su
obtencio´n es la similaridad por bandas.
Las Figuras 4.20 y 4.21 corresponden a la muestra de distribucio´n normal. Puede
observarse la elevada similitud existente entre las similaridades muestrales y las teo´ricas
tanto para el punto central (4.20(a) y 4.20(b)) como para el punto externo (4.21(a)
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(a) Muestra normal (b) Muestra uniforme
(c) Muestra exponencial (d) Muestra normal contaminada
Figura 4.19: Diagramas de puntos de la matriz de similaridades por bandas estandarizada
teo´rica (eje X) frente a la muestral (eje Y).
y 4.21(b)). Debido a esta similitud se tiene que las superficies de |MSBF −MSBFn| y
|MSBEF −MSBEFn| no presentan amplias zonas con elevados valores de esta diferencia,
siendo, en el primer caso todas menores que 0.04 y en el segundo menores que 0.1, ya sea
el punto fijo central o externo.
Las superficies para la muestra con coordenadas independientres de distribucio´n ex-
ponencial se encuentran en las Figuras 4.22 y 4.23. Puede observarse co´mo disminuye
respecto al ejemplo anterior la similitud entre las similaridades muestrales y las teo´ricas
tanto para el punto central (4.22(a) y 4.22(b)) como para el externo (4.23(a) y 4.23(b)),
tenie´ndose una mayor diferencia para el central, debido a que la teo´rica presenta una
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.20: Muestra de distribucio´n normal y punto fijo central.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.21: Muestra de distribucio´n normal y punto fijo externo.
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mayor simetr´ıa en torno al punto fijo. Estas diferencias se plasman en las superficies de
|MSBF −MSBFn| y |MSBEF −MSBEFn| donde se aprecian zonas amplias con valores
de la diferencia elevados, llegando en el caso del punto fijo (externo) a valores de 0.08 y
0.7 (0.1 y 0.2), respectivamente.
Las Figuras 4.24 y 4.25 corresponden a la muestra con coordenadas independientres
de distribucio´n uniforme. Las diferencias entre las similaridades muestrales y las teo´ricas
son muy parecidas al caso de la muestra normal tanto para el punto central (4.24(a) y
4.24(b)) como para el externo (4.25(a) y 4.25(b)). La mayor diferencia con el caso normal
que se aprecia es la velocidad con que decrece la similaridad muestral, ya que en el caso
uniforme, al rellenarse el cuadrado de forma homoge´nea, se tiene que para puntos alejados
del punto fijo la similaridad es mayor que en el caso normal donde resulta menos probable
encontrar puntos a esa distancia. Esto implica que los valores de |MSBF −MSBFn| y
|MSBEF −MSBEFn| no sean mucho ma´s elevados que los que se obtuvieron en los
ejemplos de la muestra normal (0.065 y 0.055 frente a 0.04 para |MSBF −MSBFn| y
0.12 y 0.18 frente a 0.1 para |MSBEF −MSBEFn|). Sin embargo, si se observa que las
zonas donde los valores son elevados tienen un a´rea mayor que en el caso normal.
Las superficies para la muestra de distribucio´n normal contaminada con otra nor-
mal de media (2.5, 2.5)′ y varianza 0.25 se encuentran en las Figuras 4.26 y 4.27. Se
observa co´mo los contornos para el punto fijo central esta´n orientados hacia el grupo de
contaminacio´n y que para el externo esta´n orientados hacia el grupo mayoritario. Las
similaridades muestrales son ma´s sensibles que las teo´ricas, ya que pueden encontrarse
puntos de otros grupos con valores de similaridad elevados. En cuanto a la diferencia
|MSBF −MSBFn| para el punto fijo central (Figura 4.26(c)) se aprecia que el ma´ximo
esta´ muy pro´ximo al obtenido para la muestra normal y que el a´rea de las zonas con es-
tos valores es elevada. No ocurre lo mismo para |MSBEF −MSBEFn| (Figura 4.26(d))
donde el ma´ximo es 0.2 y las zonas en las que se alcanza dicho valor son pequen˜as. Para el
punto externo los ma´ximos y las zonas con valores altos son mayores que en el caso nor-
mal, ya que los puntos externos tienen una profundidad teo´rica pequen˜a y al estandarizar
hacen que algunas filas y columnas de la matriz presenten valores elevados.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.22: Muestra de distribucio´n exponencial y punto fijo central.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.23: Muestra de distribucio´n exponencial y punto fijo externo.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.24: Muestra de distribucio´n uniforme y punto fijo central.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.25: Muestra de distribucio´n uniforme y punto fijo externo.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.26: Muestra de distribucio´n normal contaminada y punto fijo central.
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(a) MSBFn (b) MSBF
(c) |MSBF −MSBFn | (d) |MSBEF −MSBEFn |
Figura 4.27: Muestra de distribucio´n normal contaminada y punto fijo externo.
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4.4.2. Valores cr´ıticos
Los valores cr´ıticos de ambos estad´ısticos del contraste se han obtenido mediante la
simulacio´n de 5000 muestras estandarizadas de la distribucio´n normal esta´ndar bivariante.
Salvo para la profundidad de Oja, para la que la similaridad teo´rica ha sido estimada
mediante muestras bivariantes estandarizadas de taman˜o 10000, las similaridades teo´ricas
son exactas. Las Tabla 4.37 contiene, para los estad´ısticos DS y DSE, los valores cr´ıticos
para el contraste con significacio´n 0.1, 0.05 y 0.01 y muestras de taman˜o 50 y 100.
DS DSE
Percentil Percentil
Similaridad Taman˜o muestral 0.90 0.95 0.99 0.90 0.95 0.99
Oja 50 0.0110 0.0120 0.0160 0.0070 0.0080 0.0090
100 0.0070 0.0080 0.0100 0.0040 0.0050 0.0060
Proyecciones 50 0.0360 0.0400 0.0500 0.0450 0.0520 0.0650
100 0.0240 0.0270 0.0330 0.0300 0.0330 0.0410
Bandas 50 0.0120 0.0130 0.0150 0.0610 0.0650 0.0710
100 0.0070 0.0080 0.0090 0.0450 0.0470 0.0520
Bandas modificada 50 0.0230 0.0240 0.0270 0.0500 0.0530 0.0590
100 0.0160 0.0170 0.0190 0.3880 0.4100 0.4560
Tabla 4.37: Valores cr´ıticos para los estad´ısticos DS y DSE para distribucio´n nula normal.
Los valores cr´ıticos de los dos estad´ısticos para las distribuciones nulas uniforme y
exponencial se encuentran recogidos en las Tablas 4.38 y 4.39.
4.4.3. Potencia del contraste
Como en los contrastes anteriores, se realiza a continuacio´n un estudio de la potencia
para cada una de las tres distribuciones nulas. La potencia se ha estimado por medio
de la simulacio´n de 1000 muestras estandarizadas de cada alternativa. Se presentan los
resultados para taman˜os muestrales 50 y 100. De nuevo, salvo para la similaridad de Oja,
para la que la similaridad teo´rica ha sido estimada mediante muestras de taman˜o 10000,
los ca´lculos de similaridad teo´rica son exactos. Se calcula adema´s el ı´ndice para medir la
efectividad de cada similaridad frente al resto. En cada tabla de esta seccio´n se presentan
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DS DSE
Percentil Percentil
Similaridad Taman˜o muestral 0.90 0.95 0.99 0.90 0.95 0.99
Oja 50 0.0051 0.0057 0.0069 0.0029 0.0032 0.0038
100 0.0037 0.0041 0.0049 0.0020 0.0023 0.0027
Proyecciones 50 0.0320 0.0365 0.0458 0.0463 0.0529 0.0647
100 0.0224 0.0254 0.0322 0.0320 0.0364 0.0446
Bandas 50 0.0182 0.0198 0.0231 0.0770 0.0814 0.0905
100 0.0106 0.0117 0.0138 0.0533 0.0562 0.0631
Bandas modificada 50 0.0396 0.0438 0.0524 0.0708 0.0766 0.0884
100 0.0251 0.0280 0.0334 0.0463 0.0499 0.0573
Tabla 4.38: Valores cr´ıticos para los estad´ısticos DS y DSE para distribucio´n nula uni-
forme.
DS DSE
Percentil Percentil
Similaridad Taman˜o muestral 0.90 0.95 0.99 0.90 0.95 0.99
Oja 50 0.0271 0.0322 0.0430 0.0125 0.0144 0.0181
100 0.0186 0.0217 0.0292 0.0083 0.0095 0.0120
Proyecciones 50 0.0311 0.0349 0.0425 0.0468 0.0530 0.0662
100 0.0202 0.0227 0.0281 0.0301 0.0343 0.0431
Bandas 50 0.0146 0.0161 0.0193 0.0678 0.0721 0.0812
100 0.0088 0.0097 0.0116 0.0491 0.0521 0.0585
Bandas modificada 50 0.0289 0.0318 0.0397 0.0560 0.0600 0.0688
100 0.0197 0.0220 0.0275 0.0396 0.0423 0.0488
Tabla 4.39: Valores cr´ıticos para los estad´ısticos DS y DSE para distribucio´n nula expo-
nencial.
para cada similaridad los resultados para ambos estad´ısticos de contraste. Se comienza
con la distribucio´n normal.
4.4.3.1. Potencia para la distribucio´n nula normal
La Tabla 4.40 contiene los resultados para las distribuciones alternativas compuestas
por dos coordenadas independientes e igualmente distribuidas. En e´sta se puede obser-
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var que las distribuciones para las que se obtiene mejor potencia son la exponencial,
la lognormal y la t con dos grados de libertad. Tambie´n puede apreciarse que para al-
gunas alternativas los resultados no son homoge´neos para las distintas profundidades;
as´ı se tiene que para las distribuciones gamma(5, 1), χ2 y beta(1,2), la similaridad por
proyecciones se comporta notablemente peor que las dema´s. Para beta(1,1) y beta(2,2),
la diferencia es muy clara en favor de la similaridad por bandas y por bandas modificada,
mientras que para la log´ıstica es a la inversa. Por u´timo se tiene que por lo general la
potencia alcanzada con el estad´ıstico DSE es superior a la obtenida con DS. Si una de
las coordenadas se distribuye segu´n una normal (Tabla 4.41) se tiene que las similaridades
por bandas y por bandas modificada tienen una mayor presencia, ya que cuando la otra
coordenada tiene distribucio´n beta, tanto la similaridad de Oja como la de proyecciones
presentan potencias pra´cticamente nulas.
Tomando como medida global de potencia sobre el grupo el ı´ndice, Tabla 4.42, se tiene
por un lado que, para todas las similaridades, el estad´ıstico DSE se comporta mejor que
el DS y por otro que las mejores similaridades son la de Oja y la de bandas modificada.
Sobre mixturas de normales, Tabla 4.43, salvo para la similaridad por bandas modifi-
cada y, en menor medida, por bandas, el contraste no es capaz de detectar discrepancias
cuando las distribuciones son diferentes so´lo en media. Si los cambios se producen tambie´n
en la forma de la matriz de covarianzas, la eficacia se invierte, siendo mejores la de Oja
y la de proyecciones. De forma global sobre este grupo (Tabla 4.44) se tiene que los dos
estad´ısticos para la similaridad de Oja son mejores que para el resto de similaridades y
se confirma para cada similaridad que el estad´ıstico DSE es ma´s potente.
Para el grupo de alternativas esfe´ricamente sime´tricas (Tabla 4.45) se tiene un mejor
comportamiento para las distribuciones de Pearson de tipo VII y para las esfe´ricas de radio
exponencial y beta(1,2). De forma global (Tabla 4.46), se tiene que la mejor similaridad
es la de bandas modificada, que para las alternativas en las que el resto no detectan
nada esta´ claramente por encima. Cuando el taman˜o muestral muestral es igual a 100,
se comporta mejor el estad´ıstico DS.
Por u´ltimo, para las distribuciones con correlacio´n radial/angular, puede observarse
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Exponencial 50 100 100 80 85 95 100 100 100
100 100 100 98 99 100 100 100 100
Lognormal 50 100 100 99 100 100 100 100 100
100 100 100 100 100 100 92 100 100
Gamma(5,1) 50 47 55 15 16 10 44 28 45
100 80 90 23 26 45 80 66 82
chi-cuadrado(5) 50 79 87 30 34 34 79 66 82
100 99 100 50 55 91 99 98 100
chi-cuadrado(15) 50 31 38 9 10 9 31 15 25
100 62 76 16 18 26 60 42 60
t(2) 50 99 99 98 97 90 98 96 96
100 100 100 100 100 100 92 100 100
t(5) 50 60 55 48 45 14 46 33 37
100 84 80 71 71 52 70 67 64
Log´ıstica(0,1) 50 35 32 26 23 4 24 11 16
100 54 48 44 43 18 40 31 30
Beta(1,1) 50 0 1 0 0 73 31 99 83
100 2 20 0 0 99 91 100 100
Beta(1,2) 50 15 37 1 2 56 56 89 85
100 64 94 0 1 98 96 100 100
Beta(2,2) 50 0 0 0 0 33 4 56 18
100 0 1 0 0 68 20 89 56
Tabla 4.40: Potencia del contraste basado en similaridades con distribucio´n nula nor-
mal, para vectores bidimensionales cuyas componentes son independientes e igualmente
distribuidas.
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Normal(0,1) y Exponencial 50 86 91 39 46 41 83 84 92
100 100 100 68 76 96 99 100 100
Normal(0,1) y chi-cuadrado(5) 50 47 54 14 15 11 44 30 46
100 79 87 22 27 47 79 70 84
Normal(0,1) y t(5) 50 32 30 21 20 5 22 11 19
100 53 50 34 36 15 34 29 33
Normal(0,1) y Beta(1,1) 50 1 3 0 1 26 14 58 35
100 1 8 0 1 67 50 93 84
Normal(0,1) y Beta(1,2) 50 9 16 2 3 23 27 45 42
100 21 47 1 2 62 62 86 87
Tabla 4.41: Potencia del contraste basado en similaridades con distribucio´n nula normal,
para vectores bidimensionales cuyas componentes son independientes y poseen distribu-
ciones diferentes.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
50 3.53 2.94 6.53 5.97 5.91 3.69 3.97 3.47
100 3.81 3.09 6.59 5.97 5.00 4.53 3.75 3.25
Tabla 4.42: I´ndice de rangos para el contraste basado en similaridades con distribucio´n
nula normal y el grupo 1 de alternativas.
4.4. CONTRASTE BASADO EN SIMILARIDADES 223
Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Mixtura Normal (2,0,0) 50 1 3 1 1 3 4 12 7
100 1 5 0 1 4 8 17 11
Mixtura Normal (4,0,0) 50 4 12 1 3 22 40 90 83
100 9 44 0 5 59 86 100 100
Mixtura Normal (2,0.9,0) 50 77 84 43 45 21 35 24 44
100 98 100 78 82 56 67 64 80
Mixtura Normal (0.5,0.9,0) 50 52 52 44 44 21 17 6 12
100 81 82 73 76 34 22 14 19
Mixtura Normal (0.5,0.9,-0.9) 50 98 99 99 98 93 63 9 9
100 100 100 100 100 100 97 12 12
Tabla 4.43: Potencia del contraste basado en similaridades con distribucio´n nula normal,
para mixturas bidimensionales de normales.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
50 4.00 2.70 5.00 4.80 5.30 4.80 4.90 4.50
100 3.90 2.80 5.60 4.50 5.00 4.80 5.00 4.40
Tabla 4.44: I´ndice de rangos para el contraste basado en similaridades con distribucio´n
nula normal y el grupo 2 de alternativas.
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
PearsonII(0) 50 0 0 0 0 3 4 84 36
100 24 40 0 3 14 65 99 85
PearsonII(1) 50 0 0 0 0 6 1 42 13
100 1 3 0 0 11 6 72 30
PearsonVII(2) 50 99 99 98 98 86 95 94 95
100 100 100 100 100 99 94 100 100
PearsonVII(3) 50 83 80 69 66 27 57 46 51
100 97 95 93 93 68 80 83 81
PearsonVII(5) 50 42 38 29 27 6 24 11 15
100 66 59 51 52 17 33 29 29
Esfe´rica(Exponencial) 50 100 100 100 100 92 98 98 99
100 100 100 100 100 100 100 100 100
Esfe´rica(Gamma(5,1)) 50 1 3 0 0 6 5 20 10
100 1 4 0 0 7 10 34 22
Esfe´rica(Beta(1,1)) 50 8 7 30 31 6 6 14 23
100 9 10 42 45 9 5 35 45
Esfe´rica(Beta(1,2)) 50 75 72 83 84 30 49 48 62
100 96 96 98 98 73 69 88 91
Esfe´rica(Beta(2,2)) 50 0 0 1 1 6 1 22 7
100 0 0 0 0 10 3 45 16
Tabla 4.45: Potencia del contraste basado en similaridades con distribucio´n nula normal,
para distribuciones de Pearson y esfe´ricas.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
50 4.05 4.35 4.15 4.15 6.05 5.15 4.25 3.85
100 4.35 4.10 4.95 4.60 5.70 5.45 3.35 3.50
Tabla 4.46: I´ndice de rangos para el contraste basado en similaridades con distribucio´n
nula normal y el grupo 3 de alternativas.
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en la Tabla 4.47, co´mo las similaridades se comportan de forma ma´s homoge´nea que en
los grupos anteriores y co´mo la potencia aumenta conforme el coeficiente de correlacio´n
se acerca a 1, caso en el que la mayor´ıa de las similaridades obtiene un rechazo cercano
al 100 %. Las mejores similaridades en este grupo (Tabla 4.48) son, con mucha diferencia
sobre el resto, la de Oja y la de bandas modificada en su versio´n DSE.
Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
0.2 50 7 8 5 6 6 9 6 9
100 10 16 6 7 7 11 12 16
0.4 50 17 24 11 14 5 18 14 23
100 37 59 12 17 18 36 31 46
0.6 50 38 58 15 25 10 40 33 49
100 79 95 21 37 46 73 74 87
0.8 50 66 85 23 40 20 66 61 79
100 98 100 37 65 80 96 98 100
1 50 89 98 38 65 41 92 89 96
100 100 100 63 90 98 100 100 100
Tabla 4.47: Potencia del contraste basado en similaridades con distribucio´n nula normal,
para distribuciones con correlacio´n radial/angular.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
50 4.00 1.40 7.40 5.90 7.40 2.80 5.20 1.90
100 3.50 1.60 8.00 6.90 6.10 4.20 3.70 2.00
Tabla 4.48: I´ndice de rangos para el contraste basado en similaridades con distribucio´n
nula normal y el grupo 4 de alternativas.
De forma global para las 36 alternativas (Tabla 4.49) se tiene por un lado que la
similaridad que mejor se comporta es la de Oja, seguida de cerca por la de bandas
modificada y por otro, que se tiene una mayor potencia si se emplea la diferencia entre
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matrices de similaridades estandarizadas.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
50 3.81 3.08 5.78 5.29 6.07 4.13 4.35 3.50
100 3.93 3.13 6.19 5.51 5.35 4.78 3.81 3.31
Tabla 4.49: I´ndice de rangos global para el contraste basado en similaridades con distribu-
cio´n nula normal.
4.4.3.2. Potencia para la distribucio´n nula uniforme
Para vectores aleatorios de coordenadas independientes y con distribucio´n beta, se
tiene que tanto la similaridad por bandas, como la similaridad por bandas modificada,
presentan porcentajes de rechazo ma´s elevados para para´metros menores que uno. Mien-
tras que, para valores mayores, la de Oja y la de proyecciones se comporta mejor. Para la
uniforme en la circunferencia unidad, la similaridad por bandas para el estad´ıstico DSE
obtiene los mejores resultados. Tras e´sta, se situ´a la de Oja, con el estad´ıstico DS. Para
la normal esta´ndar so´lo la similaridad por proyecciones presenta rechazos en la pra´ctica
totalidad de las muestras para ambos estad´ısticos. En el extremo opuesto se encuentra
la similaridad por bandas con el que apenas rechaza un 85 % de las ocasiones. Sobre dis-
tribuciones normales truncadas fuera de circunferencias, tanto la similaridad por bandas
como la de bandas modificada se muestran muy superiores al resto.
Tanto para las mixturas de distribuciones uniformes, como para las distribuciones
uniformes en cuadrados recortados (Tabla 4.51), son las similaridades por proyecciones
y de Oja las que obtienen porcentajes de rechazo mayores. Para las distribuciones de
Pearson tipo II, de nuevo la similaridad de Oja aparece como una de las mejores (DS),
acompan˜ada por la de bandas (DSE) que obtiene porcentajes mayores que e´sta. Para este
conjunto de alternativas, con el estad´ıstico DS se obtienen siempre mejores resultados.
Globalmente, sobre las 20 distribuciones alternativas, se obtienen resultados hete-
roge´neos (ve´ase la Tabla 4.52): existe una elevada diferencia entre la potencia media
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Beta(0.8,0.8) 50 18 11 2 3 29 26 40 39
100 39 17 1 3 53 46 66 69
Beta(0.9,0.9) 50 8 6 2 3 13 10 16 16
100 9 6 1 3 20 14 25 26
Beta(1.15,1.15) 50 5 4 12 10 2 4 1 1
100 13 6 18 12 1 9 2 3
Beta(1.3,1.3) 50 14 5 22 17 0 9 0 1
100 35 9 38 28 5 30 11 15
Unif. Circunferencia 50 17 6 14 9 0 32 1 2
100 59 18 27 16 46 98 36 39
Normal 50 99 93 99 99 85 99 92 96
100 100 100 100 100 100 100 100 100
Normal circ. (1) 50 38 9 31 20 3 51 4 7
100 87 43 68 50 80 99 77 78
Normal circ. (1.5) 50 66 22 60 45 11 67 17 24
100 98 77 93 86 96 100 98 98
Normal circ. (2) 50 87 46 87 76 35 85 52 59
100 100 98 100 99 100 100 100 100
Tabla 4.50: Potencia del contraste basado en similaridades con distribucio´n nula uniforme
y alternativas beta, uniforme en circunferencia y normal.
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Mixt. Unif. (0.1,0.5) 50 10 12 7 8 6 6 5 4
100 15 15 10 12 5 5 6 6
Mixt. Unif. (0.25,0.5) 50 45 48 21 25 6 9 5 4
100 77 81 46 42 11 11 7 6
Mixt. Unif. (0.1,0.25) 50 20 24 9 15 25 16 20 14
100 42 44 20 25 39 23 35 25
Mixt. Unif. (0.25,0.25) 50 87 89 65 67 69 41 65 31
100 99 100 95 94 96 67 94 63
Cuad. Recort (0.2) 50 5 5 6 6 2 3 3 3
100 7 7 7 6 1 4 2 2
Cuad. Recort (0.4) 50 14 13 10 8 4 7 1 1
100 26 23 13 12 2 16 3 4
Cuad. Recort (0.6) 50 54 51 22 20 11 15 1 1
100 93 93 46 43 15 23 8 7
Cuad. Recort (0.8) 50 97 97 51 56 34 27 4 2
100 100 100 93 91 60 35 28 16
Cuad. Recort (1) 50 100 100 71 83 65 45 12 6
100 100 100 100 100 94 51 71 39
Pearson II (0) 50 18 5 15 9 0 30 1 2
100 63 18 27 16 49 98 37 41
Pearson II (1) 50 75 30 69 56 19 77 29 35
100 100 93 98 95 99 100 99 99
Tabla 4.51: Potencia del contraste basado en similaridades con distribucio´n nula uniforme
y alternativas mixtura de uniforme, uniforme en cuadrados recortados y Pearson II.
4.4. CONTRASTE BASADO EN SIMILARIDADES 229
de la mejor similaridad (Oja) con respecto a la peor (bandas modificada) y, para las
similaridades de Oja y por bandas, los resultados dependen del estad´ıstico elegido.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
Potencia media 50 43.85 33.8 33.75 31.75 20.95 32.95 18.45 17.40
100 63.1 52.40 50.05 46.65 48.60 51.45 45.25 41.80
Global 50 2.40 3.85 3.70 3.80 6.05 3.88 6.18 6.15
100 2.42 4.43 4.47 5.35 4.95 4.08 5.13 5.18
Tabla 4.52: Porcentaje medio de rechazo e ı´ndice de rangos para el contraste basado en
similaridades sobre distribucio´n nula uniforme.
4.4.3.3. Potencia para la distribucio´n nula exponencial
A continuacio´n se introducen los resultados obtenidos para la distribucio´n nula ex-
ponencial. En la Tabla 4.53, se encuentran las distribuciones alternativas obtenidas a
partir de la normal, la chi-cuadrado y la gamma. Para la distribucio´n normal se tiene que
todas las similaridades, salvo la de Oja, rechazan la totalidad de las muestras. El com-
portamiento opuesto se da para su valor absoluto, ya que so´lo esta similaridad discrimina
correctamente e´ste y la distribucio´n exponencial. Las similaridades por proyecciones y
por bandas obtienen los porcentajes de rechazo ma´s elevados para la lognormal. Para
los vectores aleatorios con componentes distribuidos segu´n la chi-cuadrado con diferentes
grados de libertad, son las similaridades de Oja y la de bandas modificada las que tienen
un mejor comportamiento. Por u´ltimo, para la distribucio´n gamma de para´metros 5 y 1,
todas las similaridades rechazan el 100 % de las muestras.
Para los vectores cuyas componentes tienen distribucio´n Weibull (Tabla 4.54), si el
para´metro de forma es menor que uno, las similaridades por bandas y por bandas mo-
dificada obtienen los mejores resultados. Si dicho para´metro es mayor que uno, la de
Oja tiene un mejor funcionamiento. Por u´ltimo, sobre las mixturas de exponenciales, de
nuevo la similaridad por bandas y por bandas modificada obtienen porcentajes de rechazo
mayores.
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Normal 50 58 86 100 100 100 100 100 100
100 49 85 100 100 100 100 100 100
|Normal| 50 90 88 11 6 7 54 30 44
100 99 99 14 7 44 84 70 82
Lognormal 50 8 5 71 70 16 70 37 57
100 11 8 94 93 70 96 88 97
Chi-cuadrado (1) 50 93 82 8 27 99 94 100 100
100 100 100 34 46 100 100 100 100
Chi-cuadrado (3) 50 81 77 31 22 22 70 59 64
100 97 96 50 34 80 94 95 95
Chi-cuadrado (4) 50 100 100 76 62 82 99 99 100
100 100 100 94 87 100 100 100 100
Chi-cuadrado (5) 50 100 100 95 88 99 100 100 100
100 100 100 100 99 100 100 100 100
Chi-cuadrado (10) 50 100 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100 100
Gamma (5,1) 50 100 100 100 100 100 100 100 100
100 100 100 100 100 100 100 100 100
Tabla 4.53: Potencia del contraste basado en similaridades con distribucio´n nula expo-
nencial y alternativas normal, lognormal, gamma y chi-cuadrado.
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Similaridad
SO SP SB SBM
Distribucio´n n DS DSE DS DSE DS DSE DS DSE
Weibull (1,0.5) 50 100 100 86 96 100 100 100 100
100 100 100 100 100 100 100 100 100
Weibull (1,0.75) 50 66 43 6 20 81 47 90 88
100 98 95 20 31 98 83 99 99
Weibull (1,0.9) 50 5 2 4 6 21 7 27 23
100 22 12 4 8 35 13 40 37
Weibull (1,1.1) 50 24 21 7 6 2 16 7 9
100 43 39 11 7 8 24 18 20
Weibull (1,1.3) 50 91 88 27 19 19 69 58 65
100 100 99 43 29 75 93 94 96
Weibull (1,1.7) 50 100 100 86 80 97 100 100 100
100 100 100 99 97 100 100 100 100
Mixt. Expo. (0.3,0.2) 50 19 12 16 40 70 42 67 56
100 60 67 55 70 93 76 90 87
Mixt. Expo. (0.2,0.2) 50 9 5 8 19 49 24 47 36
100 31 29 25 35 77 45 71 62
Mixt. Expo. (0.1,0.2) 50 4 3 5 8 22 10 25 19
100 9 6 9 14 40 16 30 25
Mixt. Expo. (0.3,0.5) 50 3 3 6 9 9 6 9 8
100 5 4 10 13 15 7 13 12
Mixt. Expo. (0.2,0.5) 50 4 3 5 7 8 4 10 8
100 4 3 7 8 13 5 8 7
Mixt. Expo. (0.1,0.5) 50 4 4 6 7 6 5 7 5
100 4 4 7 7 7 5 7 6
Tabla 4.54: Potencia del contraste basado en similaridades con distribucio´n nula expo-
nencial y alternativas Weibull y mixtura de exponenciales.
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De forma global sobre las 21 alternativas (Tabla 4.55), la similaridad que obtiene
tanto un mayor porcentaje de rechazo medio, como un ı´ndice de rangos menor es la de
bandas modificada. El estad´ıstico DS presenta un menor ı´ndice de rangos, mientras que
el DSE tiene un porcentaje medio ma´s elevado, aunque apenas exsita diferencia entre
ambas medidas.
Profundidad de ordenacio´n
SO SP SB SBM
n DS DSE DS DSE DS DSE DS DSE
Potencia media 50 55.19 53.43 40.67 42.48 52.81 57.95 60.57 61.05
100 63.43 64.10 51.24 51.67 69.29 68.62 72.52 72.62
Global 50 4.52 5.26 5.86 5.60 4.33 3.98 3.10 3.36
100 4.57 5.05 5.88 5.74 3.64 4.31 3.33 3.48
Tabla 4.55: Porcentaje medio de rechazo e ı´ndice de rangos para el contraste basado en
similaridades sobre distribucio´n nula exponencial.
4.5. Comparacio´n de los contrastes basados en pro-
fundidad
En esta seccio´n se realiza la comparacio´n de los tres contrastes que se han propuesto.
La comparacio´n para la distribucio´n nula normal se lleva a cabo en dos direcciones. La
primera persigue encontrar los casos espec´ıficos (contraste y profundidad/similaridad)
de entre todas las posibilidades, que mejor comportamiento global presenten, teniendo
en cuenta tanto el ı´ndice empleado en el estudio de potencia de cada contraste como la
potencia media de cada posibilidad. En segundo lugar se realiza una comparacio´n entre
contrastes para cada una de las profundidades/similaridades para concluir que´ contraste
es ma´s adecuado u obtiene una mayor informacio´n sobre cada una de estas funciones.
Para las distribuciones nulas uniforme y exponencial, debido a que no se ha aplicado el
contraste de la curva de concordancia para todas las funciones de profundidad, so´lo se
realizara´ la primera comparacio´n de las comentadas.
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4.5.1. Comparacio´n global
La primera comparacio´n que se lleva a cabo es la global, cuyo objetivo es encontrar
las combinaciones de profundidad-similaridad y tipo de contraste para las que se obtienen
mejores resultados de potencia. Para la determinacio´n de un ranking de combinaciones
se tiene en cuenta tanto el ı´ndice de rangos como la probabilidad de rechazo media sobre
las 36 alternativas. Se comienza con un ana´lisis para los contrastes aplicados sobre la
distribucio´n nula normal.
Los resultados para el ı´ndice y la probabilidad media se encuentran, respectivamente,
en las Tablas 4.56 y 4.57. En e´stas se dispone de las medidas para cada grupo de dis-
tribuciones y para taman˜os muestrales 50 y 100. Adicionalmente, en ambas tablas, con
el fin de ayudar a interpretar los resultados, se han resaltado con tres tonos de gris las
nueve mejores combinaciones de cada fila de la tabla. Cuanto mejor es la combinacio´n,
ma´s oscuro es el color de la celda.
En la Tabla 4.56, correspondiente al ı´ndice de rangos, puede observarse co´mo el con-
traste de la curva de escala tiene un comportamiento peor que las otras dos opciones.
Apenas tiene celdas coloreadas y las que tiene generalmente poseen tonos gris claro. Entre
los otros dos contrastes se aprecia una leve diferencia en favor de los basados en similari-
dad, para los que la mayor´ıa de las celdas sombreadas lo esta´n en color gris oscuro. Por
grupos de distribucio´n se tiene que, para el primero, los contrastes basados en similaridad
son considerablemente mejores. Para el segundo grupo de distribuciones, el de mixturas
de normales, el mejor es el contraste basado en las curvas de concordancia, seguido de
cerca por el basado en similaridades. Para el grupo de alternativas esfe´ricamente sime´tri-
cas (grupo tercero), las similaridades no son capaces de detectar las discrepancias entre
la muestra y la distribucio´n normal, mientras que el contraste basado en concordancia
s´ı lo es. El de la curva de escala se situ´a lejos de e´ste pero por encima del anterior. Para
el u´ltimo grupo, el de distribuciones con correlacio´n radial/angular, de nuevo los basados
en similaridades se muestran superiores al resto. En cuanto a las profundidades, se tiene
que la profundidad/similaridad que mejor comportamiento ofrece es la de Oja, ya que
posee celdas sombreadas para todos los contrastes.
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Para el basado en la curva de concordancia, adema´s de e´sta, tambie´n aparecen la
profundidad semiespacial, la de proyecciones y, en menor medida, la L1. Por u´ltimo,
en el contraste basado en similaridades destacan tanto la de Oja como la de bandas
modificada. Sobre las 36 alternativas, para taman˜o muestral 50, la mejor combinacio´n es
DSE/Oja, seguida de ACC/Oja y DS/Oja y para taman˜o muestral 100, en primer lugar
esta´ DSE/Oja, seguida de DS/Oja, ACC/Oja y ACC/Proyecciones.
Para la probabilidad de rechazo media, Tabla 4.57, se pueden apreciar algunos cambios
relevantes como que el contraste de la curva de escala ofrece mejores resultados que para
el ı´ndice en detrimento del contraste basado en la curva de concordancia y del basado
en la similaridad sin estandarizar. Se observa como el contraste basado en similaridades
sigue siendo mejor que el resto para los grupos 1 y 4, y que el basado en concordancia
sobresale solamente para el grupo 2 de distribuciones, ya que sobre el grupo 3 el que mejor
se comporta en te´rminos de potencia es el de la curva de escala. De forma global sobre
todas las alternativas destaca el de similaridades, ya que para muestras de taman˜o 50
obtiene los tres valores ma´s altos y cuando el taman˜o es 100 obtiene 2 de los tres valores
ma´s elevados. En cuanto a profundidades/similaridades la que obtiene medias ma´s altas
es la de bandas modificada. La profundidad y similaridad de Oja no obtiene resultados
tan positivos como anteriormente si bien sigue destacando de forma global en todos los
contrastes.
A continuacio´n se analizan los tres contrastes sobre las tres distribuciones nulas para
las que se ha aplicado el contraste. Se comparan, para cada taman˜o muestral, tanto el
ı´ndice de rangos, como el porcentaje de rechazo globales sobre todas las alternativas de
cada distribucio´n. La Tabla 4.58 contiene estas medidas para cada combinacio´n contraste
/ profundidad (similaridad).
Se observa co´mo ambas medidas de bondad de los contrastes ofrecen ordenaciones
similares, es decir, las celdas sombreadas para el ı´ndice de rangos son, en su mayor´ıa, las
mismas que para el porcentaje de rechazo, si bien si se producen, para algunas combi-
naciones cambios sustanciales en la posicio´n dentro de cada fila. Esto se debe a que hay
combinaciones que se comportan razonablemente bien en comparacio´n al resto, para cada
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Tabla 4.56: Comparacio´n del ı´ndice para los tres contrastes y todas las profundi-
dades/similaridades. Distribucio´n nula normal.
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distribucio´n alternativa y, sin embargo, poseen porcentajes de rechazo lejos del ma´ximo
para cada una de e´stas (porcentaje global intermedio e ı´ndice de rangos alto). O al reve´s,
que tienen valores del porcentaje altos para la mayo´ıa de las alternativas y para el resto
valores muy bajos (porcentaje global alto e ı´ndice de rangos intermedio). Por ejemplo, la
similaridad de Oja aplicada al estad´ıstico DS para la distribucio´n nula normal, posee un
ı´ndice de rangos global bajo y, sin embargo, no aparece dentro de las mejores en cuanto
al porcentaje de rechazo. En el lado opuesto esta´ la similaridad por bandas tambie´n para
DS, que posee un ı´ndice medio-alto y un porcentaje de rechazo de los ma´s elevados.
Para la distribucio´n nula normal, el contraste que mejores resultados ofrece es el
basado en las similaridades de Oja y de bandas modificada, para el estad´ıstico obtenido
a partir de las matrices estandarizadas. Para la distribucio´n uniforme, se tiene que el
contraste basado en la curva de volumen es sustancialmente mejor que el resto. Su mejor
resultado se obtiene ordenando segu´n las profundidades del semiespacio, de bandas y
de Oja. Le sigue el contraste basado en la similaridad de Oja con el estad´ıstico DS.
Por u´ltimo, para la exponencial, el contraste basado en la similaridad por bandas y por
bandas modificada, obtiene tanto los ı´ndices ma´s bajos, como los porcentajes medios ma´s
elevados. El contraste basado en la curva de concordancia ofrece buenos resultados para
contrastar normalidad para las profundidades del semiespacio, de Oja y por proyecciones.
Debido a la imposibilidad de su aplicacio´n pra´ctica para otras distribuciones, se desconoce
el desempen˜o fuera de esta distribucio´n.
A la vista de los resultados, se tiene que el contraste basado en la curva de volumen
es la mejor opcio´n de todas las propuestas para variables aleatorias que tomen valor en
recintos acotados, mientras que la mejor opcio´n en caso contrario es contraste basado en
las similaridades de Oja, bandas y bandas modificada.
4.5.2. Comparacio´n individual para la distribucio´n nula normal
El otro enfoque de comparacio´n que se explora es el que indicara´ para cada funcio´n
de profundidad o similaridad, cu´al es el tipo de contraste con el que se obtienen mejores
resultados.
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La Tabla 4.59 contiene los resultados del ca´lculo del ı´ndice para los contrastes de
cada funcio´n y los resultados del porcentaje de rechazo medio sobre las 36 alternativas.
Para las profundidades en que so´lo se aplican los contrastes de la curva de escala y la de
concordancia, se tiene que el valor mı´nimo para el ı´ndice de rangos se alcanza siempre
para este u´ltimo. Mientras que para aquellas profundidades (similaridades) para las que
se aplicaron los cuatro contrastes, los mejores resultados se obtienen para el contraste
basado en la similaridad estandarizada, salvo para la profundidad por proyecciones cuyo
mejor resultado se obtiene para la curva de concordancia y la de bandas modificada en
muestras de 100 observaciones en que el menor ı´ndice se corresponde con el basado en la
similaridad sin estandarizar.
En cuanto a los porcentajes medios de rechazo los resultados son ligeramente diferen-
tes, quedando los cuatro contrastes ma´s igualados. El contraste de la curva de escala es
el mejor para las profundidades simplicial y L1 y, en muestras de taman˜o 100, para la
de Oja y por proyecciones. El basado en la curva de escala ocupa el primer lugar para la
profundidad semiespacial y, en muestras de taman˜o 100, para la de proyecciones. Final-
mente, el basado en la similaridad sin estandarizar es el mejor para la profundidad por
bandas modificada mientras que el basado en la estandarizada lo es para la profundidad
por bandas y para la de Oja sobre taman˜o muestral 50.
4.6. Comparacio´n con otros contrastes de normali-
dad
En esta seccio´n se comparan las mejores combinaciones de profundidad y de tipo de
contraste con algunos de los contrastes de normalidad ma´s relevantes de la literatura.
Las comparaciones se realizan teniendo en cuenta tanto el ı´ndice de rangos sobre las
36 alternativas como el porcentaje medio de rechazo. Se obtienen ambas caracter´ısticas
para cada uno de los cuatro grupos y para el total. Se toma un taman˜o muestral de 50
observaciones pues es en muestras pequen˜as donde los contrastes pueden presentar ma-
yores dificultades a la hora de detectar discrepancias. Sobre muestras grandes, la mayor´ıa
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ofrecera´ buenos resultados.
Las combinaciones que son objeto de comparacio´n son los cuatro tipos de contraste
para la profundidad (similaridad) de Oja, el contraste de la curva de concordancia para la
profundidad por proyecciones y los contrastes basados en similaridades para la similaridad
por bandas modificada.
La comparacio´n de estos siete ejemplos se realiza frentre a los contrastes de asimetr´ıa
y curtosis en Mardia (1970) (MA y MC), de Shapiro-Wilks en Fattorini (1986) (FA), de
la funcio´n caracter´ıstica emp´ırica en Henze y Zirkler (1990) (HZ), la segunda versio´n del
contraste de chi-cuadrado en Quiroz y Dudley (1991) (QD), el contraste de vecinos ma´s
pro´ximos de Zhou y Jammalamadaka (1993) (NN) y el estad´ıstico Q en Bartoszynski et
al. (1997).
La Tabla 4.60 contiene los resultados del ı´ndice de rangos y del porcentaje medio de
rechazo para cada grupo de distribuciones y para el global. En cuanto al ı´ndice se tiene
que el mejor contraste es el basado en la similaridad de Oja estandarizada. Tras e´ste esta´n
los contrastes FA, Q, el basado en la similaridad de Oja sin estandarizar. Los que peor
comportamiento tienen son los basados en la asimetr´ıa y la curtosis y el de los vecinos
ma´s pro´ximos. En cuanto al porcentaje de rechazo, se tiene que los tres primeros puestos
los ocupan por orden FA, Q y HZ y detra´s de estos todas las combinaciones propuestas.
En este caso se tiene que los contrastes basados en la similaridad por bandas modificada
se comportan mejor que los basados en la de Oja, pero no a gran distancia.
Se concluye por tanto que los contrastes basados en las matrices de similaridad tanto
para Oja como para bandas modificada son competitivos en relacio´n con alguno de los
contrastes multivariantes ma´s importantes. Tambie´n que aunque el porcentaje de rechazo
sea ligeramente inferior a e´stos, debido a que para algu´n grupo de distribuciones el con-
traste presenta problemas, se tiene que de forma global ocupa mejores posiciones cuando
se comparan entre ellos.
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Tabla 4.57: Comparacio´n del porcentaje de rechazo para los tres contrastes y todas las
profundidades/similaridades. Distribucio´n nula normal.
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Tabla 4.58: Comparacio´n del ı´ndice y el porcentaje de rechazo para los tres contrastes y
todas las profundidades/similaridades. Distribuciones nula normal, uniforme y exponen-
cial.
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I´ndice Porcentaje rechazo
Distribucio´n n A(Cn,p) ACC DS DSE A(Cn,p) ACC DS DSE
Semiespacial 50 1.85 1.15 34.7 45.4
100 1.57 1.43 57.1 63.4
Simplicial 50 1.61 1.39 35.8 31.0
100 1.51 1.49 57.3 41.3
Oja 50 2.83 2.67 2.44 2.06 45.4 44.9 44.4 47.8
100 2.76 2.58 2.54 2.11 66.7 62.7 58.5 64.1
Proyecciones 50 2.08 1.89 3.29 2.74 45.3 45.5 32.6 34.6
100 2.01 1.79 3.50 2.69 65.9 64.5 41.7 45.1
L1 50 1.57 1.43 43.7 41.7
100 1.50 1.50 63.1 58.7
Bandas 50 2.42 2.50 3.00 2.08 39.9 33.1 31.5 42.4
100 2.40 2.72 2.53 2.35 61.1 49.5 55.3 61.7
Bandas modificada 50 2.89 2.72 2.40 1.99 34.8 31.8 48.5 48.4
100 2.83 2.85 2.15 2.17 50.8 45.5 68.8 68.0
Tabla 4.59: I´ndice y porcentaje de rechazo para cada similaridad. Distribucio´n nula nor-
mal.
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Tabla 4.60: Comparacio´n del ı´ndice y el porcentaje de rechazo de las mejores combina-
ciones de contrastes-similaridad/profundidad con otros contrastes existentes. Distribucio´n
nula normal.
Cap´ıtulo 5
Conclusiones y futuras l´ıneas de
investigacio´n
Resumen
En este cap´ıtulo se resumen los resultados principales de la tesis y se enumeran algunas
de las posibles futuras l´ıneas de investigacio´n. El desarrollo ma´s importante que se ha
introducido en este documento es el de las funciones de similaridad, que preservan la idea
de profundidad estad´ıstica. Estas funciones de similaridad son la base sobre la que se
definen nuevas me´tricas que, por su forma de medir proximidades, pueden ser de especial
intere´s en Estad´ıstica, aplica´ndolas, por ejemplo, a la construccio´n de contrastes y a
problemas de clasificacio´n en los que, en ocasiones, las distancias empleadas usualmente
no son adecuadas. Basado en estas similaridades, se ha propuesto un contraste de bondad
de ajuste, que se situ´a al mismo nivel que los mejores contrastes de bondad de ajuste
multivariante. E´ste, para deteminadas similaridades, puede aplicarse de forma sencilla
sobre muestras de dimensio´n mayor que dos. Adema´s, se ha profundizado en la aplicacio´n
de las funciones de profundidad mediante la definicio´n de dos contrastes, uno de dispersio´n
y otro de bondad de ajuste, cuyos resultados esta´n pro´ximos a los obtenidos con el
contraste basado en similaridades.
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5.1. Conclusiones
A continuacio´n se enumeran las principales conclusiones que se extraen de los resul-
tados recogidos en esta memoria.
La profundidad estad´ıstica consiste en la cuantificacio´n de la centralidad de puntos
con respecto a una funcio´n de distribucio´n. Numerosas funciones se han propuesto en
la literatura y cada una de e´stas mide la centralidad de una forma particular. Algu-
nas funciones esta´n basadas en medidas de discrepancia o distancias, y otras tienen en
cuenta determinados aspectos geome´tricos de la funcio´n respecto a la cual calculan la
profundidad. Todas estas funciones tienen en comu´n el objetivo de medir el grado de
proximididad entre un punto cualquiera y el centro de una distribucio´n. El primer resul-
tado que se extrae de esta tesis es que es posible realizar extensiones de estas funciones de
profundidad, conservando la nocio´n ba´sica de proximidad de cada profundidad, con las
que se obtienen otras funciones que permiten la comparacio´n de dos e incluso ma´s puntos
simulta´neamente. Estas nuevas funciones verifican las propiedades necesarias para que se
las considere funciones de similaridad.
Se ha conseguido realizar la adaptacio´n de seis funciones de profundidad conocidas.
Para todas estas similaridades se ha llevado a cabo un ana´lisis de las propiedades deseables
como extensio´n de las funciones de profundidad. De estas seis similaridades, tres de ellas
(Mahalanobis, proyecciones y Oja) esta´n basadas en funciones que miden la discrepancia
o distancia entre puntos. Las otras tres similaridades (simplicial, bandas y bandas modifi-
cada) esta´n basadas en aspectos ma´s geome´tricos de la configuracio´n de los puntos o de la
forma de la funcio´n de distribucio´n. Para estas tres funciones, se ha realizado un estudio
ma´s exhaustivo de sus propiedades, para determinar que, bajo ciertas condiciones, son
funciones continuas y sus versiones muestrales convergen a las poblacionales cuando el
taman˜o muestral aumenta.
A partir de las similaridades ha sido posible, mediante determinadas transformaciones,
la definicio´n de nuevas funciones que miden distancias teniendo en cuenta la forma de la
funcio´n de distribucio´n. De las seis similaridades que se han definido, tan so´lo la de Oja no
ha sido transformada en distancia. Las similaridades de Mahalanobis y por proyecciones,
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se han convertido en distancias de forma trivial, ya que estaban construidas a partir
de funciones que ya eran distancias. El resultado ma´s importante con respecto a las
distancias por profundidad se encuentra en la obtencio´n de las distancias simplicial, por
bandas y por bandas modificadas, ya que son funciones ma´s novedosas y poseen adema´s
una mayor capacidad de adaptacio´n que las otras a la forma de la funcio´n de distribucio´n,
lo que las hace ma´s atractivas para su aplicacio´n en problemas multivariantes.
Las similaridades y las distancias por profundidad se han aplicado en el ana´lisis de
conglomerados, obtenie´ndose mejoras con respecto a la distancia eucl´ıdea que es la ma´s
utilizada en este tipo de problemas. Ma´s concretamente, las similaridades han sido apli-
cadas en el ana´lisis de conglomerados jera´rquico, para el que, tomando como criterio de
agrupacio´n el me´todo de Ward, todas las similaridades excepto la de proyecciones, han
obtenido errores de clasificacio´n menores que los obtenidos por medio de la distancia eu-
cl´ıdea. Siendo las tres similaridades con mejores tasas de error la de bandas, simplicial y
bandas modificada. Por su parte, las distancias se han utilizado tambie´n para el ana´lisis
de conglomerados, pero sobre una modificacio´n del algoritmo de k-medias. Del estudio
de los resultados con este algoritmo modificado se ha concluido, por un lado, que las
distancias por profundidad son muy sensibles a la eleccio´n de los centros iniciales sobre
los que se ejecuta el algoritmo y, por otro lado, que el nu´mero de mı´nimos locales en
los que el algoritmo puede detenerse parece ser superior al del algoritmo de k-medias.
Y tambie´n, que una vez eliminado el efecto de los centros iniciales, las tasas de errores
en la agrupacio´n para determinadas distancias son mucho menores que las obtenidas con
la distancia eucl´ıdea y con el algoritmo de k-medias. De nuevo, las distancias que ob-
tienen mejores resultados en las agrupaciones son la de bandas, simplicial y de bandas
modificada.
Sobre las funciones de profundidad, se han disen˜ado dos contrastes de hipo´tesis. En
el primero, el objetivo es determinar si la dispersio´n de un conjunto de datos es igual
a la dispersio´n de una determinada funcio´n de distribucio´n. Este contraste se basa en
la curva de escala, que mide la evolucio´n del volumen desde los puntos ma´s profundos
hasta los ma´s externos. Del estudio de la potencia, para contrastar si la dispersio´n es
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igual que la de la distribucio´n normal multivariante, se concluye que las profundidades
que en promedio poseen una potencia ma´s elevada son la de Oja, la L1 y la de bandas. El
segundo contraste es un contraste de bondad de ajuste. E´ste estudia cua´nto se parecen
las regiones centrales de muestra y distribucio´n nula. Las discrepancias se recogen en dos
curvas: una que muestra la concordancia de la muestra con la distribucio´n y otra que
recoge la discrepancia en sentido inverso. Si la muestra procede de la distribucio´n nula,
ambas curvas son iguales e iguales a su vez a la recta y = x. Tomando como hipo´tesis
nula la distribucio´n normal multivariante, del estudio de la potencia del contraste se
tiene que las profundidades para las que el contraste es ma´s potente son la de Oja y la
de proyecciones.
El u´ltimo contraste que se ha introducido en esta memoria es un contraste de bondad
de ajuste basado en las similaridades por profundidad. Las similaridades por profundidad
entre dos puntos se calculan con respecto a una funcio´n de distribucio´n. En este contraste
se obtienen las similaridades entre puntos de la muestra con respecto a la funcio´n de
distribucio´n emp´ırica y con respecto a la distribucio´n nula y se comparan. Si la muestra
sigue la distribucio´n nula las diferencias son pequen˜as. Las similaridades que obtienen
mayor potencia son la de Oja y la de bandas modificada.
Los resultados obtenidos en los tres contrastes para la hipo´tesis de distribucio´n normal,
se comparan con los obtenidos para otros contrastes de la literatura obtenie´dose resultados
competitivos. Sobre todo para el contraste basado en la similaridad de Oja que ocupa la
primera posicio´n en esta comparacio´n si se tiene en cuenta un ı´ndice calculado a partir
de la posicio´n sobre todas las distribuciones alternativas y la sexta si se tiene en cuenta
la potencia media. El basado en la similaridad por bandas modificada tambie´n esta´ entre
los primeros y por delante de contrastes de normalidad como los de asimetr´ıa y curtosis
de Mardia. Para la distribucio´n nula uniforme el contraste que mejores resultados obtiene
es el de la curva de volumen, mientras que, para la distribucio´n nula exponencial, lo es el
basado en la similaridad por bandas y por bandas modificada. Esto sugiere la posibilidad
de que para variables aleatorias que tomen valores en regiones acotadas, sea mejor emplear
el contraste de la curva de escala y, en caso contrario, el basado en la similaridad.
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Como u´ltima conclusio´n y valorando de forma global los resultados de las aplicaciones,
se tiene que para problemas de clasificacio´n, las similaridades y distancias simplicial, de
bandas y de bandas modificada funcionan mucho mejor que el resto. Mientras que, para
la determinacio´n de la bondad de ajuste, las mejores son con diferencia la profundidad y
similaridad de Oja, seguidas de la similaridad por bandas modificada y de las funciones
de profundidad por proyecciones y L1.
5.2. Futuras l´ıneas de investigacio´n
La investigacio´n desarrollada en esta tesis doctoral sugiere varias l´ıneas de posible
investigacio´n futura que se presentan a continuacio´n.
5.2.1. Extensio´n de otras funciones de profundidad
Aparte de las seis profundidades extendidas en esta tesis, existen numerosas funciones
de profundidad en la literatura. Una l´ınea de posible investigacio´n consiste en la exten-
sio´n y ana´lisis de las propiedades para otras funciones de profundidad. Por ejemplo, se
pueden extender la profundidad del zonoide y la profundidad L1, la cual puede ser de
una gran utilidad en problemas de clasificacio´n en alta dimensio´n debido al bajo coste
computacional necesario para su ca´lculo.
5.2.2. Refinamiento de los centros iniciales en clasificacio´n no
supervisada
Debido al problema de sensibilidad al emplear las distancias en el algoritmo de k-
medias, se hace necesaria la aplicacio´n de algu´n me´todo de refinamiento de centros ini-
ciales. Por lo tanto debe realizarse un ana´lisis exhaustivo de los me´todos de centros
iniciales para determinar cua´l de ellos produce resultados ma´s fiables para las distancias
por profundidad. Tambie´n es necesario analizar los criterios de convergencia del algoritmo
para adecuarlos a la naturaleza de las distancias, con el objetivo de reducir el nu´mero de
mı´nimos locales.
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5.2.3. Aplicacio´n de las distancias por profundidad en clasifi-
cacio´n supervisada
La clasificacio´n supervisada no ha sido abordada en esta memoria. Se propone in-
troducir las distancias basadas en profundidad de dos formas. La primera, como matriz
de distancias entre puntos, calculada con respecto a una mixtura entre la distribucio´n
emp´ırica de toda la muestra y una distribucio´n continua. Y la segunda, a trave´s de tantas
matrices como grupos haya en la muestra y que se obtengan con respecto a la mixtura
entre la distribucio´n emp´ırica de los componentes del grupo y una distribucio´n continua.
En el segundo caso habr´ıa que analizar adema´s las escalas de las matrices de cada grupo
para hacer que sean comparables y que, por tanto, las asignaciones no dependan tanto
de estas escalas.
5.2.4. Similaridades y distancias en grupos
En todas las aplicaciones de esta memoria se miden las similaridades y las distancias
entre pares de puntos. En problemas de clasificacio´n y agrupamiento resulta de utilidad
el poder realizar comparaciones de ma´s de dos puntos simulta´neamente para obtener una
medida global de las distancias o similitudes dentro de un grupo. Es conveniente estudiar
su introduccio´n tanto como criterio de aglomeracio´n en el ana´lisis de conglomerados
jera´rquico como representacio´n de la heterogeneidad global dentro de un grupo en el
algoritmo de k-medias o modificaciones suyas. Las similaridades de Oja, simplicial, por
bandas y por bandas modificadas permiten de forma inmediata la inclusio´n de ma´s puntos.
5.2.5. Modificaciones del contraste de escala
En el contraste de la curva de escala, el estad´ıstico del contraste es el a´rea entre la
curva muestral y la curva esperada cuando la hipo´tesis nula es cierta. Este estad´ıstico
no tiene en cuenta que la variabilidad al principio de la curva es menor que al final. Se
pretende estudiar si mejora la potencia del contraste al cambiar la metodolog´ıa como se
expone a continuacio´n. Llevar a cabo la simulacio´n de un nu´mero elevado B de muestras
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bajo la hipo´tesis nula, para las que se obtiene la curva de escala. Posteriormente, calcular
la profundidad de la curva de escala de la muestra que se desea contrastar con respecto a
la distribucio´n emp´ırica de las B curvas simuladas y rechazar cuando dicha profundidad
sea menor que el percentil de nivel α calculado a partir de las profundidades de las B
curvas de escala simuladas.
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