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Abstract—Congestion in wireless sensor networks (WSN) 
may lead to packet losses or delayed delivery of important 
information rendering the WSN-based monitoring or control 
system useless. In this paper a routing-aware predictive 
congestion control (RPCC) yet decentralized scheme for WSN is 
presented that uses a combination of a hop by hop congestion 
control mechanism to maintain desired level of buffer 
occupancy, and a dynamic routing scheme that works in concert 
with the congestion control mechanism to forward the packets 
through less congested nodes. The proposed adaptive approach 
restricts the incoming traffic thus preventing buffer overflow 
while maintaining the rate through an adaptive back-off 
interval selection scheme. In addition, the optimal routing 
scheme diverts traffic from congested nodes through alternative 
paths in order to balance the load in the network, alleviating 
congestion. This load balancing of the routes will even out the 
congestion level throughout the network thus increasing 
throughput and reducing end to end delay. Closed-loop stability 
of the proposed hop-by-hop congestion control is demonstrated 
by using the Lyapunov-based approach. Simulation results 
show that the proposed scheme results in reduced end-to-end 
delays. 
I. INTRODUCTION 
Network congestion in wireless networks occurs when 
offered load exceeds available capacity or the link bandwidth 
is reduced due to fading channels. This causes channel 
quality to degrade and loss rates rise. It leads to packets 
drops at the buffers, increased delays, wasted energy, and 
required retransmissions. Additionally, in wireless sensor 
networks (WSN), bandwidth limitations due to channel 
fading and hardware limitations in terms of memory, 
processing, energy, and communication capacity of each 
node have a significant impact on scalability for network 
protocols, especially in a congested network. In the case of a 
routing protocol, the memory requirements for a wireless 
sensor node depend upon the number of traffic flows and 
buffer length for each flow. The former depends on how well 
the routing load is distributed among the nodes. For the 
latter, network congestion is the main source of increased 
buffer occupancy. Besides increased occupancy, network 
congestion will result in unfair handling of traffic flows 
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which traverse either through congested area or through a 
significant number of hops thus reducing the performance 
and lifetime of the network.  
Therefore, adaptive data transmission protocols are 
required to mitigate congestion resulting from fading 
channels and to balance the load preventing packet drops and 
network deadlock. Finally, an adaptive routing protocol that 
will balance a load between several nodes will further lower 
the memory and processing requirements of sensor nodes 
minimizing buffer overflows. 
Rigorous work was reported in wired networks on end-to-
end congestion control techniques [5]. In spite of several 
advantages in end-to-end control schemes, a hop-by-hop 
congestion control scheme reacts to congestion faster and is 
normally preferred to minimize packet losses in wireless 
networks.  Other protocols [2][3][4] do not predict the onset 
of congestion in dynamic environments resulting from fading 
channels. Additionally, very few analytical results are 
presented in the literature in terms of guaranteeing the 
performance of available congestion control protocols.  
On the other hand, certain researchers [6][7] have focused 
on the performance analysis of the back-off selection 
schemes for static environments since in CSMA/CA-based 
wireless networks, a back-off selection mechanism is used to 
provide simultaneous access to a common transmission 
medium and to vary transmission rates.  Scheduling schemes 
[6][7][8][9] tend to vary the rate based on traffic type, 
However, these schemes lack the ability to adapt to the 
channel state, congestion level, and network size. By 
contrast, the proposed algorithm dynamically alters back-off 
intervals according to current network conditions, for 
instance the varying number of neighbor nodes and fading. 
By combining the routing and hop by hop congestion 
control, the proposed scheme overcomes network congestion 
by selecting alternative route that avoids the congested 
nodes. In contrast, typical congestion control scheme 
assumes that the routes are fixed by routing scheme. While 
the autonomous routing scheme ignores congestion levels 
thus not taking advantage of alternative paths that may 
bypass the congested area. Additionally, the performance of 
this scheme is ensured through Lyapunov-based analysis.  
II. PROPOSED METHODOLOGY 
In this paper, we will minimize congestion by varying the 
back off intervals and finding alternate routes using 
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knowledge of the channel state. Next, an overview of the 
proposed scheme is presented. 
A. Overview of the Proposed Scheme 
The scheme can be summarized in the following steps: 
1) The buffer occupancies at the transmitter and receiver 
nodes along with the transmitter power required to 
overcome the channel state at the subsequent time 
interval will be used to detect an onset of congestion. 
The rate selection algorithm is then executed at the 
receiver to determine the appropriate rate (or available 
bandwidth) for the predicted channel state. 
2) The available bandwidth (or rate) is allocated for the 
flows according to the flow weights. This ensures 
weighted fairness in terms of bandwidth allocation 
among the neighboring nodes. The weights can be 
selected initially and held subsequently or updated over 
time. 
3) The distributed power control (DPC) and rate 
information is communicated by the receiver to the 
transmitter for every link. 
4) At the transmitter node, a back-off interval is selected 
by using the proposed scheme based on the assigned 
outgoing rate. 
Remark 1: The feedback information is piggybacked to 
the ACK frame of the MAC protocol thus ensuring receipt. 
By contrast, the broadcast message used in CODA does not 
guarantee the receipt due to the lack of acknowledgement. 
Remark 2: In this paper a single MAC data rate is 
considered without addressing the interlayer coordination 
and routing protocols. However, the mathematical analysis 
suggests that changes in routes and MAC data rates 
(bandwidth) will be accommodated by the outgoing traffic 
estimation algorithm. Embedded channel estimator in DPC 
[1] indicates the state of the wireless channel which is 
utilized to assess the onset of congestion.   
B. OEDSR based Routing Scheme 
In optimal energy delay subnetwork routing 
(OEDSR)[10][11], sub-networks are formed around an 
event/ fault and nodes wake up in the sub-networks while the 
nodes elsewhere in the network are in sleep mode. An 
appropriate percentage of nodes in the sub-network are 
elected as cluster heads (CHs) based on a cost  metric 
composed of available energy and relative location to an 
event [10] in each sub-network. Once the CHs are identified 
and the nodes are clustered relative to the distance from the 
CHs, the routing towards the BS is initiated. Our scheme 
extends this protocol by adding a term, based on the 
measured queue utilization and outgoing flow rate, to the 
link cost factor. Since these are good predictors of 
congestion and queuing delay, the protocol will select less 
congested relay nodes which can provide lower delay.  Next 
the proposed scheme is discussed. 
III. ADAPTIVE CONGESTION CONTROL 
The congestion is alleviated by a) designing suitable back 
off intervals for each node based on channel state and current 
traffic; and b) by controlling the flow rates of all nodes 
including the source nodes to prevent buffer overflowing. 
The rate and back-off selection algorithms are described 
next. 
A. Rate Selection Based on Buffer Occupancy 
The rate selection scheme takes into account the buffer 
occupancy and a target outgoing rate. The target rate at the 
next hop node indicates what the incoming rate should be. 
The selection of the incoming rate is described next. 
 
Fig. 1. Rate selection overview. 
Consider buffer occupancy at a particular node i, as shown 
in Fig. 1. The change in buffer occupancy in terms of 
incoming and outgoing traffic at this node is given as 
( ) ( ) ( ) ( )[ ])()(1 1 kdkufkuT+kqSat=+kq iiiipi +−⋅ +  (1) 
where T is the measurement interval, qi(k) is the buffer 
occupancy of node i at time instant k, ui(k) is a regulated 
(incoming) traffic rate, d(k) is an unknown disturbance in 
traffic, fi(•) represents an outgoing traffic which is dictated 
by the next hop node i+1 and is disturbed by changes in 
channel state, and Satp is the saturation function that 
represents the finite-size queue behavior. The regulated 
incoming traffic rates ui(k) have to be calculated and 
propagated as a feedback to the node i-1 located on the path 
to the source, which is then used to estimate the outgoing 
traffic for this upstream node fi-1(•). 
Select the desired buffer occupancy at node i to be qid. 
Then, buffer occupancy error defined as ebi(k)=qi(k)-qid can 
be expressed using (1) as ebi(k+1)=qi(k)+Tui(k)-
fi(ui+1(k))+d(k)-qid. Next, the controller is introduced and its 
stability analysis is presented by using two different 
scenarios. 
The outgoing traffic fi(•) is unknown and has to be 
estimated. In such a case, we define the traffic rate input, 
ui(k) as 
( )[ ])()1())((ˆ)( 11 kekkufTSatku bibviipi −+= +−  (2) 
where ))((ˆ 1 kuf ii +  is an estimate of the unknown outgoing 
traffic ))(( 1 kuf ii + . In this case, the buffer occupancy error at 
the time instant k+1 becomes  





111 kufkufkuf iiiiii +++ −=  represents the estimation 
error of the outgoing traffic. 
The outgoing traffic function is estimated, using a traffic 
parameter vector θ , by )()1())(( 1 kkfkuf iii εθ +−⋅=+ , where 
fi(k-1) is the past value of the outgoing traffic and the 
approximation error ε(k) is assumed bounded by a known 
constant εN. Now, define traffic estimate in the controller 
as )1()(ˆ))((ˆ 1 −=+ kfkkuf iii θ , where )(ˆ kiθ is the actual vector of 
traffic parameters, ))((ˆ 1 kuf ii +  is an estimate of the unknown 
outgoing traffic ))(( 1 kuf ii + , and )1( −kf i  is the past value of 
the outgoing traffic. 
Given the incoming rate selection scheme above with the 
back-off interval updated as (2) with the parameter iθ  
updated as 
( ) ( ) ( ) ( ) ( ) ( )kθkfIΓ+kekf+kθ=+kθ iiTbiiii ˆ1ˆ1ˆ 2−−⋅λ  (4) 
where 0>Γ  is a design parameter. Then the mean error 
ebi(k) in queue utilization and the mean estimated parameters 
)(ˆ kθ i  can be shown to be bounded.  
The rate selected by the above algorithm in equation (2) 
does not take into account the fading channels. To mitigate 
congestion due to channel fading, the selected rate from (4) 
has to be reduced when the transmission power calculated by 
the DPC scheme exceeds the transmitter node’s capability 
(greater than maximum transmission power). This is 
accomplished by using virtual rates and back-off interval 
selection. Selecting the back-off interval for a given node is a 
difficult task since it depends upon the back-off intervals of 
all neighboring nodes which are normally unknown.  
Therefore an adaptive scheme is proposed to estimate the 
back-off interval. 
B. Back-off Interval Selection 
For a given node, a relationship between transmission rate 
and back-off interval depends upon the back-off intervals of 
all nodes within a sensing range of a transmitting node in the 
case of CSMA/CA paradigm. To calculate this relationship, 
a node needs to know the back-off intervals of all its 
neighbors, which is not feasible. 
Therefore, we propose using a distributed and predictive 
algorithm to estimate back-off intervals, such that a target 
rate is achieved. The main goal is to select back-off interval, 
BOi, at the i
th
 transmitting node such that the actual 
throughput meets the desired outgoing rate fi(k). To simplify 
calculations, we consider the inverse of the back-off interval, 
which is denoted as VRi =1/BOi, where VRi is the virtual rate 
at i
th
 node, and BOi is the corresponding back-off interval. 
The fair scheduling algorithm schedules the packet 
transmissions according to the calculated node’s back-off 
interval. The fair scheduling scheme is discussed in the next 
subsection. The interval is counted-down when a node does 
not detect any transmission, and pauses otherwise. 
Consequently, a node will gain access to the channel 
proportional to its virtual rate and inversely proportional to 
the sum of virtual rates of its neighbors. The actual rate of 
the i
th
 node is a fraction of the channel bandwidth, B(t), 
defined as 
( ) ( ) ( ) ( ) ( ) ( ) ( )tTVRtVRtB=tVRtVRtB=tR ii
i
Sl lii
⋅⋅ ∑ ∈  (5) 
where TVRi is the sum of virtual rates for all neighbor nodes. 
Since the scheme considers only a single modulation 
scheme, bandwidth, B, is assumed time-invariant until the 
back-off interval is selected. It is assumed that the total 
bandwidth is constant as long as communication is possible 
on a link (when the received power is above a certain 
threshold). However, when the severe fading occurs, the 
bandwidth will drop to zero. In such a case, back-off 
intervals are set at a large value, lar, to prevent unnecessary 
transmissions when a suitable signal to noise ratio (SNR) 
cannot be achieved at a destination node due to power 
constraints. Additionally, under normal circumstances, the 
algorithm presented below is used to calculate the back-off 
interval BOi, which is then randomized in order to minimize 
probability of collision on access between nodes. 













i   (6) 
where ρ  is a random variable with mean one, lar is a large 
value of the back-off interval and B(k) is the variable that is 
used to identify whether there is an onset of channel fading. 
Equation (5) represents the relationship between the back-
off intervals and the outgoing flow rate. In order to design a 
controller which will track the target value of that rate, the 
system equation is differentiated and then transformed into 
discrete-time domain. This allows the feedback controller 
design for the selection of the appropriate back-off interval. 
1) Adaptive Back-off Interval Selection 
A discrete-time state equation is obtained using [12] as 
( ) ( ) ( ) ( ) ( )kvkβ+kkR=+kR iiiii α1  (7) 
where αi(k)=1-TVR(k+1)/TVRi(k), βi(k)=Ri(k)/VRi(k), and 
vi(k)=VRi(k+1)=1/BOi(k+1). The variable αi describes a 
variation of back-off intervals for flows at the neighboring 
nodes from the time instant k to k+1. This variation is caused 
due to congestion resulting from traffic and fading channels. 
Since this information is not available locally, it is 
considered an unknown parameter, and thus estimated by the 
algorithm. The parameter βi is the ratio between actual and 
the used virtual rate at time instant k, and can be easily 
calculated. The term vi is the back off interval that needs to 
be calculated for the node under consideration. 
Equation (7) indicates that the achieved rate at the instant, 
k+1, depends on the variations of back-off intervals in the 
neighboring nodes. Now, select the back-off interval as 
MoA06.3
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( ) [ ] )1(/1)()(ˆ)()()()( 1 +=+−= − kBOkekkRkfkkv iiviijiii καβ  (8) 
where ( )kiαˆ  is estimate of αi(k), ei(k)=Ri(k)-fi(k) is defined as 
throughput error, and Kv is the feedback gain parameter. In 
this case, the throughput error is expressed as 
( ) ( ) ( ) ( ) )1()(~1 +−+++ kfkfkRkkeK=ke iiiiivi α  (9) 
where ( ) ( ) ( )kkk iii ααα ˆ~ −=  is the error in estimation. 
Given the back-off selection scheme above with the back-
off interval updated as (8), consider that the parameter iα  is 
updated as 
( ) ( ) ( ) ( ) ( ) ( )kkRI+kekR+k=+k iiiiiii ασαα ˆ1ˆ1ˆ 2−Γ−⋅⋅  (10) 
where 0>iΓ  is a design parameter. Then the mean error ei(k) 
in queue utilization and the mean estimated of the variable αi 
can be shown to be bounded  
2) Overall Convergence of the Proposed Scheme 
In this section, the generalized theorem on convergence 
without the need for the persistency of excitation condition is 
presented. This shows that the overall system that combines 
the queue utilization control and back-off interval selection 
scheme is stable with a specific bound. 
Let’s rewrite error equations (3) and (9) as 
)()()(~)()1( kkKkkPk iv
T
iii εξψξ +⋅+=+  (11) 
where ])()([)( kekek ibi
T





i αθψ =  is a vector of errors in estimation of 
system parameters, ( ))(),()( kRkfdiagkP iii =  is a regression 
matrix, ),( vbvv kkdiagK =  is gain matrix, and )(kε  is vector 
of disturbance errors. Now, the parameters updates (4) and 
(10) can be rewritten as 
( ) ( ) ( ) ( ) ( ) ( )kkPI+kkP+k=+k iiiiii ψξψψ ˆ1ˆ1ˆ 2−Η−⋅⋅Λ  (12) 
where Λ  and Η  are adaptation gains. 
Theorem 1 presents that the proposed congestion control 
scheme ensures convergence of the actual value to its target 
outgoing rate and buffer utilization level where the dynamics 
are estimated by an adaptive scheme. The estimation error is 
bounded by known value εN. The proof guarantees stability 
in the sense of Lyapunov [10][11] as the buffer utilization 
control and back-off interval selection algorithms are posed a 
feedback dynamic system. Moreover, Theorem 1 relaxes 
requirement of the persistency of excitation condition present 
in [13].  
Theorem 1 (Convergence of system with queue 
utilization and back-off interval selection algorithms): 
Given the incoming rate selection scheme and the back-off 
selection scheme above, and if the back-off intervals are 
selected as (2) and back-off interval selected as (8) with 
algorithm parameters update from (12). Then the mean 
estimation errors for queue utilization and outgoing rate, 
)(kiξ , and the mean estimated parameters ( )kiψˆ  are bounded 
without the need for the persistency of excitation condition, 
with the bounds specifically given by (22) or (24) provided 
the following conditions hold: 
( ) 12 <kPiΛ  (13) 
10 << Η  (14) 
δ<K vmax 1  (15) 
where vmaxK is the maximum singular value of vK , Λ  is the 
adaptation gain, and 
( )













Note: The parametersΛ , η, δ are dependent upon the desired 
outgoing rate value with time. 
Proof: The Lyapunov candidate function is selected as 
( ) ( )[ ]kkκ+kkJ iTiiTii ψψξξ ~~)()( 1−Λ=  (17) 
Then, the first difference is equal to 




















Use the estimation error (11) and parameter tuning 
mechanism (12) to obtain 
[ ] ( ) ( )[ ]
( )( ) ( ) ( )
( ) ( )( ) ( )









































( ) ( )( ) ( ) maxiiN kPkP+εη=γ ψ21 Λ−Η , and (20) 
[ ( ) ( )( ) ( ) ( ) ]NmaxiiN εkPkP+εη=ρ ψ22 12 Λ−Η  (21) 
Completing the squares for )(~ kiψ  in (19) and taking 
expectations on both sides results in ( ) 0>JE  and 
( ) 0≤∆JE , this shows the stability in the mean via sense of 
Lyapunov provided the conditions (13) and (15) hold. This 
demonstrates that ( )∆JE  is negative outside a compact set 
U. According to a standard Lyapunov extension, the rate 
estimation error ( )[ ]kE iξ  is bounded for all 0≥k  and the 
upper bound on the mean rate error is given by 




211 vmaxvmaxvmaxi klρ+γkk>kE ξ  (22) 
where ( ) 22211 )(1)2( maxi k+= ψψρρ Λ−Η−ΗΛ−  (23) 
On the other hand, completing the squares for ( )kiξ  in (19) 
results in ( ) 0≤∆JE  as long as the conditions (13)-(15) are 
satisfied and  





 Η−ΗΗ−ΗΗ−Η 2211)(~ 222 Θ++>kE maxmaxi ψψψ
(24) 
where 






22 1 kPρ+=Θ imaxψ  and (25) 
( )2222 1 vmaxvmax δkkγ+ρ=ρ −  (26) 
In general ( ) 0≤∆JE  in a compact set as long as (13) and 
(15) are satisfied and either (22) or (24) holds. According to 
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the standard Lyapunov extension theorem [12], this 
demonstrates that the tracking error and the error in 
parameter estimates are bounded without the need for any PE 
condition on the inputs. 
Remarks: 
a) Note that for practical purposes, (22) or (24) can be 
considered as bounds for ( )kiξ , and )(~ kiψ .  
3) Rate Propagation 
This total incoming rate is then divided among the 
upstream nodes proportionally to the sum of flow weights 
passing through a given node j as 




ku =ku ϕϕ , where )(kuij  
is the rate allocated for a transmitting node j at receiving 
node i, ui(k) is the rate selected for all incoming flows at i
th
 





 flows respectively. Next, the selected rate 
uij(k) is communicated to the upstream node j to mitigate 
congestion. This feedback continues recursively.  
IV. ROUTING SCHEME WITH CONGESTION CONTROL 
In this section we present the derivation of the delay cost 
function used to select less congested nodes in routing. 
A. Route Selection with Delay Optimization 
Consider a new flow m with weight mϕ  for which a new 
route is being established. The goal of the proposed scheme 
is to optimize the end-to-end delay for the new flow. Hence, 
the cost function, V, is selected as a sum of delays on each 
hop toward the destination node 
∑ ∈= Pi iDPV )(  (27) 
where P is the list of hops on the route of flow m; Di is the 
delay at hop i
th
. This cost can be recursively expressed as 
)1()( 1 ++= + iVDiV i  (28) 
where V(i) is a cost of route from i
th
 hop. The routing scheme 
has to select the node for the i
th
 hop such that the cost is 
minimized. The value of Di is derived from the outgoing 
flow controlled by the congestion control scheme from 
Section III. The cost “to-go” V(i+1) have to be estimated 
since it is not known at the time the routing decision is being 
made. The node with the lowest cost (28) is selected to be 
the next hop node. Next, the details of route selection are 
presented. 
1) Estimation of the Cost “to-go” 
The cost “to-go” can either calculated based on reports 
from the nodes on a potential path to BS, or estimated using 
expected values of per-hop delays and number of hops. The 
former method, though very accurate, is inefficient in 
wireless networks due to high communication and 
computational overheads. Hence, the latter method is 
proposed next. 
The value V(i) can be estimated as a sum of average 
delays,D , over the n(i) hops to the BS 
( ) DiniV ⋅=)(  (29) 
Remark: The average per-hop delay, D , proportional to 
ideal queue utilization level from Section III.A, since the 
proposed congestion control scheme will maintain queue 
level close to ideal value [13]. 
The number of hops can be calculated by dividing 
distance from the current node to BS, xi, by the average 
distance gain toward BS per hop, δ  
δ/)( ixin =  (30) 
Remark: The number of hops, n(i), is a real number since 
it represents the expected (average) number of hops. 
Remark: The average distance gain, δ , can be calculated 
as an average difference in distance to BS between the 
current node and a randomly located next-hop node that is 
within the communication range, r. Moreover, the difference 
will be positive since the routing protocol requires that a 
relay node candidate is closer to BS than the current one. 
Now, the cost “to-go” (29) can be rewritten as a function 
of a distance between i
th
 node and BS δ/)( DxxV ii ⋅= . 
2) Next Hop Delay 
The next hop delay can be calculated using parameters 
from the proposed back-off selection algorithm from Section 
III.B. A packet delay for a given hop is expressed as 
iii fqD /=  (31) 
where qi is a queue length at node i, and fi is the outgoing 
flow rate. The queue level is equal to desired queue 
utilization level since the proposed congestion control 
algorithm is used to maintain the queue utilization at the 
desired level. The outgoing flow is provided by the 
congestion control algorithm. 
Overall the cost function for a next hop candidate node 
(28) can be rewritten as 
δ//)( 111 DxfqxV iiii ⋅+= +++  (32) 
The selection of a next hop node on the route is based on 
the cost function (32). The node with the lowest cost is 




⋅+= +++ . 
B. Protocol Design 
The calculation of the cost value (32) is performed by the 
relay candidate node when it receives a request for a route. 
As a result, the calculation of the delay cost is distributed 
such that each node has to calculate one value. Next, the 
acknowledgement (ACK) message is transmitted back with 
the calculated delay cost value. 
The relay node requesting a route will receive the ACK 
responses for a predefined interval and select node with the 
lowest cost value. The node will temporarily store 
information for the current best relay candidate thus 
minimizing memory requirements for the routing protocol. 
MoA06.3
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V. SIMULATION RESULTS 
Simulations of the proposed routing scheme were 
performed using MATLAB to provide an initial evaluation 
of RPCC routing performance. Simulations are performed on 
a 500m by 500m grid topology of 121 sensor nodes with 
each node 50m from its closest neighbors. The base station is 
located at position (50,250). The communication range for 
transmissions is 115m, the sensing range is 230m, each 
source generates 0.1 Mbps, channel bandwidth is 1 Mbps, 
and packets are 64 bytes. The ideal queue level is set to 10 
packets. Since the RPCC scheme is used the average queue 
utilization is assumed to be equal to the ideal one. In cases 
where the channel is insufficient to carry all traffic RPCC is 
assumed to give each flow a proportional share of the 
bandwidth. New routes are established one after another. 
RPCC performance in terms of end-to-end delay has been 
compared to the scheme using a shortest path algorithm and 
congestion control scheme similar to the RPCC. 
 
Fig. 2.  OEDSR Routing without RPCC 
 
Fig. 3.  OEDSR Routing with RPCC 
Fig. 2 illustrates the paths selected by a shortest path 
routing. Five new sources, labeled 1 to 5, are created and the 
routes are established toward the BS one at a time. In Fig. 3, 
a routes selected by the RPCC scheme are shown. Table I 
summarizes the average end-to-end delay and throughput 
results of 20 simulations. In these simulations routes from 
sources 1 through 5 were established sequentially in random 
order. The paths for sources 2, 4, and 5 are different than in 
shortest path case since the route selection algorithm chooses 
less congested paths. This reduces the delay on these routes 
since the nodes along the RPCC path have fewer nodes that 
share the same channel bandwidth than for the shortest path 
scheme, as shown in Table I. Furthermore, by diverting these 
routes, RPCC also reduces the overall network congestion 
since it reduces number of interfering nodes. However, for 
route 3, delay and throughput does not change since the 
source is in the middle of transmitting network and there 
exist no alternative route with lower congestion. 
TABLE I.  SIMULATION RESULTS 
 End-to-End Delay [s] Throughput [kbps] 
Route 1 2  3  4  5  1 2  3  4  5  
Shortest Path .23 0.34 0.35  0.51  0.43 87 83 80 74  74 
RPCC .22 0.32  0.35  0.48 0.38 91 90  80  79 81 
VI. CONCLUSIONS 
This paper presents a novel routing-aware, predictive 
congestion control scheme whereby the congestion is 
mitigated by suitably predicting the back-off interval of all 
the nodes and providing alternate routes based on the current 
network conditions. The network conditions include the 
traffic flow through a given region and channel state. The 
convergence analysis is demonstrated by using a Lyapunov-
based analysis. The simulation results show that the 
performance of RPCC improves over scheme with 
autonomous routing and congestion control. 
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