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Abstract
Given ann×r integrablematrix functionY (t), we extend the Lyapunov–Lindenstrauss theoremdescribing
extreme points of the set {∫ T0 Y (t)u(t) dt |u ∈ I} from the Cartesian product I of r Lipschitz classes to the
Cartesian product I = H[0, T ] : =H1 [0, T ] × · · · × Hr [0, T ] of classes H[0, T ] of functions with
the modulus of continuity majorized by the given concave modulus of continuity .
We also explain the intimate relationship between the aforementioned problem and the characterization
of extremal functions in the classical time minimization problem of optimal control
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), u(·) ∈ H[0, T ],
(x(0), u(0)) = 0, (x(T ), u(T )) = (̂, ̂),
for locally integrable n×n- and n×r-matrix valued functionsA(t) andB(t), the collection=(1, . . . ,r )
of concave moduli of continuity, and ̂ ∈ Rn, ̂ ∈ Rr .
Relying on these results, we solve the classical rendezvous problem of ﬁnding the optimal trajectory in the
phase space (x, x˙, x¨, . . . , x(r)), x(r) ∈ H(R+), connecting two given points in Rr+1. Then, we describe
the extreme points of the set
S,r,,a : ={(x(), x′(), . . . , x(r)())|x(r) ∈ H[0, T ] : x(i)(0) = ai, i = 0, . . . , r}
for a = (a0, . . . , ar ) ∈ Rr+1, > 0. This problem is related to the Kolmogorov problem for intermediate
derivatives where the triples (x(), x(m)(), x(r)()) are considered for 0<m<r .
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0. Introduction
0.1. Range of vector measures: Lyapunov theorem for Lipschitz classes
Let n, r ∈ N, and Y (t) be an integrable n × r matrix function on a ﬁxed interval [0, T ], and
let Lip r [0, T ] be deﬁned as the class of r-dimensional vector functions with Lipshitzian entries
originating at 0, i.e. Lip r [0, T ] := Lip [0, T ] × · · · × Lip [0, T ], where
Lip [0, T ]:={f∈AC[0, T ] ∣∣ f (0)=0, |f (x)−f (y)| |x−y| ∀x, y∈[0, T ] } (0.1)
and Dr [0, T ] := D[0, T ] × · · · × D[0, T ] be the class of the derivatives of all functions from
Lip r [0, T ]:
D[0, T ] := {f ′ ∣∣ f ∈ Lip [0, T ] } = {g ∈ L∞[0, T ] ∣∣ ‖g‖L∞[0,T ]1 }. (0.2)
Lyapunov [12] and later Lindenstrauss [11] described the extreme points for the set
M[Y ] :=
{∫ T
0
Y (t)u(t) dt
∣∣ u(·) = (u1(·), . . . , ur (·)) ∈ Lip r [0, T ]}
=
{∫ T
0
Z(t)v(t) dt
∣∣ v(·) = (v1(·), . . . , vr (·)) ∈ Dr [0, T ]} , (0.3)
where Z(x) := ∫ x
T
Y (t) dt , 0xT .
Deﬁnition 0.1. Let {Ei}ri=1 bemeasurable subsets in [0, T ] andE = E1×· · ·×Er . The derivative
of the function u(E; ·) = (u1(E1; t), . . . , ur (Er ; t)) from Lip r [0, T ] is introduced by
u′i (Ei; t) :=  (Ei; t) −  ([0, T ] \ Ei; t) , t ∈ [0, T ], i = 1, . . . , r, (0.4)
where (A; t) is the indicator function of the set A (i.e. 1 on A and 0 elsewhere).
Theorem 0.2. The set of extreme points for M[Y ] coincides with the collection of integrals∫ T
0 Y (t)u(E; t) dt over all subsets E = E1 × · · · × Er ⊆ [0, T ]r with measurable components{Ei}ri=1.
In our generalizations we consider classes of vector functions (f1, . . . , fr ) with the moduli
of continuity (fi, ·) majorized by the given concave moduli of continuity rather than the linear
function m(t) = t .
0.2. Classes H[a, b]
Deﬁnition 0.3. A concave modulus of continuity  : R+ → R+ is an increasing concave
function  on R+ originating at zero: (0) = 0.
The Hölder moduli (t) = ct for 0 <  < 1 and c > 0 serve as a typical example of strictly
concave moduli of continuity.
Deﬁnition 0.4. Let I = [a, b], r ∈ N, and , {i}ri=1 be concave moduli of continuity, and
 := (1, . . . ,r ). Then, H(I) := H1(I) × · · · × Hr (I), where
H(I) := {x ∈ C(I) ∣∣ |x(t) − x()|(|t − |), t,  ∈ I}. (0.5)
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For r ∈ N, a concave modulus of continuity , and  ∈ (0, 1], we also introduce WrH(I) and
the Hölder class WrH (I) as follows:
WrH(I) := {x ∈ Cr(I) ∣∣ x(r) ∈ H(I)},
WrH (I) := {x ∈ WrH(I) ∣∣ (t) = t }.
0.3. Lyapunov and Fel’dbaum–Bushaw problems in H[a, b]
In this paper we extend the Lyapunov–Lindenstrauss result to the classes H, i.e. we describe
the set of extreme points for
E :=
{∫ T
0
Y ()u() d
∣∣ u ∈ H[0, T ]} (0.6)
for all ﬁxed T > 0 and  = (1, . . . ,r ), where {i}ri=1 are concave moduli of continuity. In
accomplishing this goal,we give the complete solution of a generalization of one of the best-known
problems of the optimal control theory—the Fel’dbaum–Bushaw time optimal problem.
In the ﬁfties, Bushaw [6] and Fel’dbaum [8] gave a mathematical solution of the following
rendezvous problem of the classical control theory:
Let the position x(t) of a car of the unit mass moving along a horizontal track with negligible
friction be determined by the Newton Law of Motion x¨(t) = u(t), where u(t) is the external
controlling force applied to the car. Assuming that the machine’s initial position and velocity are
zeroes, the problem is to guide the car to a prescribed target x(T ) = x0, x˙(T ) = x1 in the phase
space in minimal possible time T by means of a controlling force u(t) subject to the constraint
|u(t)|1.
This elementary Fel’dbaum–Bushaw problem
T → inf; (x(0), x˙(0)) = (0, 0), (x(T ), x˙(T )) = (x0, x1), |x¨|1
is a particular case of a more general setting of the time optimal problem of linear dynamics:
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), x(0) = 0n, x(T ) = , u ∈ Cr, (0.7)
where x(t),  ∈ Rn, u(t) ∈ Rr , Cr is the unit cube in Rr , and A(t) and B(t) are n × n- and
n × r-matrix functions on R+. Various settings of the linear theory of optimal processes are
discussed in [4,5,9,14].
It will be shown that the solution of the Lyapunov problem of characterizing the extreme points
of the set E in (0.6) is equivalent to describing the necessary and sufﬁcient conditions of optimality
in the corresponding problem of linear dynamics for classes H[0, T ]:
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), u(·) ∈ H[0, T ],
(x(0), u(0)) = 0n+r , (x(T ), u(T )) = (̂, ̂), (0.8)
for an arbitrary collection  = (1, . . . ,r ) of concave moduli of continuity.
0.4. Organization of the paper
The paper divides into ﬁve sections. In Section 1 we start with explaining the relation between
the Lyapunov and Fel’dbaum–Bushaw problems. Then, we describe all extremal functions of
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the problem (0.8) and present two alternative sets of optimality conditions—in the form of the
Lyapunov and Minkowski principles (in the terminology of the theory of optimal control, see, e.g.,
[9]) given in Theorems 1.10 and 1.11, respectively. We conclude Section 1 with characterizing
the extreme points for the set E in Theorem 1.16. Due to the equivalence of the Lyapunov and
Fel’dbaum–Bushaw problems, this result is an easy corollary of Theorems 1.10 and 1.11.
The proof of these results is given in Section 2. It turns out that the coordinate functions
{̂ui(·)}ri=1 of the optimal control û are extremal functions of the problem∫ T
0
h(t)(t) dt → sup, h ∈ H[0, T ], h(0) = 0, h(T ) = , (0.9)
for an appropriate choice of the kernel . A comprehensive exposition of structural properties of
the extremal function of this problem is presented in Section 3. In Section 3 we also touch on
the equivalence of the problem of maximization of the functional in (0.9) and the well-known
Kantorovich–Mongemass transfer problemwith concave cost functions (see also [13] for details).
Section 4 presents an analog of the Pontryagin maximum principle (see. [14])—the integral
maximum principle, and a variant of the dynamic programming principle.
Finally, as an application of the main results of the paper, in Section 5 we present a solution of
a special case of the problem (0.8):
T → inf; x ∈ WrH[0, T ],
x(i)(0) = 0, x(i)(T ) = i , i = 0, . . . , r,
for a given concave modulus of continuity and vector  = (0, . . . ,r ) ∈ Rr+1. Equivalently,
we describe the set
S,r,T := {(x(T ), x′(T ), . . . , x(r)(T ))
∣∣ x ∈ WrH[0, T ] : x(i)(0) = 0, i = 0, . . . , r}.
In cases r = 1, 2, explicit formulae will be given for functions x(·) whose vector of derivatives
(x(T ), x′(T ), . . . , x(r)(T )) lies on the boundary of the set S,r,T .
1. Extremal trajectories in time optimal problems
1.1. Relation between the Lyapunov and time-optimal problems
Let 0l denote the zero in Rl , l ∈ N. In the present section we identify extremal functions of the
problem
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), u(·) ∈ H[0, T ],
(x(0), u(0)) = 0n+r , (x(T ), u(T )) = (̂, ̂), (1.1)
for locally integrable n × n- and n × r-matrix valued functions A(t) and B(t), the collection
 = (1, . . . ,r ) of concave moduli of continuity, and ̂ ∈ Rn, ̂ ∈ Rr .
Let X(t) be the principal matrix solution of the uncontrolled system
X˙(t) = A(t)X(t), X(0) = In,
where In is the n × n identity matrix. Under the change of coordinates
Y (t) = X−1(t)B(t), y(t) = X−1(t)x(t), t ∈ R+, (1.2)
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the controlled system of differential equations in (1.1) reduces to y˙(t) = Y (t)u(t) and the problem
(1.1) is equivalent to
T → inf; y˙(t) = Y (t)u(t), u(·) ∈ H[0, T ],
(y(0), u(0)) = 0n+r , (y(T ), u(T )) = (,), (∗)
for  = X(T )̂ and  = ̂. The problem (∗) will be referred to as such throughout the paper.
Note that (,) = (y(T ), u(T )) = ∫ T0 y˙(t) dt = ∫ T0 Y (t)u(t) dt , so the set of all integrals in
(0.6) for the function Y (·) from (1.2) over all u ∈ H[0, T ] coincides with the set of all points
in Rn attainable in time T via an admissible trajectory.
1.2. Conditions imposed on A(t) and B(t)
We assume that for any nonzero 1 × n-vector 	 the entries {[	 · Y (t)]j }rj=1 of 	 · Y (t) are
integrable functions with ﬁnite numbers of sign changes on [0, ], ∀  > 0.
Remark 1.1. IfA and B are constant matrices, then this condition is equivalent to the requirement
that for all j = 1, . . . , r the vectors bj , Abj , . . . , An−1bj are linearly independent, where {bj }rj=1
are the column vectors of B (see [9]). Moreover, in the case of autonomous A and B and r = 1
the requirement is satisﬁed if and only if there exists a change of coordinates y = Qx such that
QAQ−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 1 · · · 0
...
. . .
...
0 · · · 0 1
−a1 −a2 · · · −an
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Qb =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0
0
...
0
1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
and the original system reduces to 
(D)y1 = u, 
() := n +
n−1∑
i=0
ai+1i , D := d/dt .
1.3. Extremal functions
For m ∈ Zm+ let Sm denote the unit sphere in lm+11 :
Sm :=
{
	 = (	1, 	2, . . . , 	m+1) ∈ Rm+1
∣∣∣∣∣
m+1∑
i=1
|	i | = 1
}
. (1.3)
Deﬁnition 1.2. For T > 0 and  = (1, . . . ,r ),
(T ) := {(u1, . . . , ur ) ∈ Rr
∣∣ |uj |j (T ), j = 1, . . . , r}. (1.4)
In Section 3 we describe the structure of the unique extremal function of the problem∫ T
0
〈(t), u(t)〉 dt → sup, u ∈ H[0, T ] : u(0) = 0r , u(T ) = , (1.5)
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for all  ∈ (T ), where the entries of  = (1, . . . ,r ) are integrable functions with ﬁnite
numbers of sign changes (in the sense of Deﬁnition 3.6).
Deﬁnition 1.3. Let 	 ∈ Sn−1, T > 0, and ∈ (T ). Then, u	,T ,(·) is deﬁned as the extremal
function of the problem∫ T
0
〈[	 · Y (t)], u(t)〉 dt → sup, u ∈ H[0, T ] : u(0) = 0r , u(T ) = ; (1.6)
and
y	,T ,(t) :=
∫ t
0
Y ()u	,T ,() d, t ∈ [0, T ]; 	,T , := y	,T ,(T ). (1.7)
The set(T ) of points in Rn+r attainable in time T via an optimal trajectory (y	,T ,(t), u	,T ,)
for some 	 ∈ Sn−1, T > 0, and  ∈ (T ) is deﬁned by
(T ) := {(	,T ,,)
∣∣ 	 ∈ Sn−1, T > 0, ∈ (T )}.
Theorem 1.4. Let 	 ∈ Sn−1, T > 0, and  ∈ (T ). Then, y	,T , is a unique extremal solution
of the problem (∗) for 	,T ,.
Proof. Let us assume the existence of a T̂ T and û ∈ H[0, T̂ ] such that
û(0) = 0r , û(T̂ ) = ; ŷ(T̂ ) = 	,T , for ŷ(t) =
∫ t
0
Y (t )̂u(t) dt. (1.8)
We introduce u˜ ∈ H[0, T ] by
u˜(t) := 0r , t ∈ [0, T − T̂ ]; u˜(t) := û(t + T̂ − T ), t ∈ [T − T̂ , T ] (1.9)
and set y˜(t) := ∫ t0 Y (t )˜u(t) dt , t ∈ [0, T ]. By (1.8), (1.9), the couples (y	,T ,, u	,T ,) and (y˜, u˜)
satisfy the same set of boundary conditions at t = 0, T . Thus, in view of Deﬁnition 1.3, we have
sup
u∈H[0,T ]
∫ T
0
〈[	 · Y (t)], u(t)〉 dt = 〈	,	,T ,〉 =
∫ T
0
〈[	 · Y (t)], u˜(t)〉 dt. (1.10)
However, u	,T , is the unique extremal function of the problem (1.6) (according to Theorem 3.8),
and the formulae (3.12), (3.14) of Section 3 for u′	,T , show that u	,T , does not vanish on any
open interval (, ) ⊂ [0, T ]. This contradiction with the extremality (1.10) of u˜ in (1.6) shows
that T̂ = T and u˜ ≡ u. 
Deﬁnition 1.5. For  = (1, . . . ,r ), l ∈ {1, . . . , r}, T > 0, and  ∈ {±1},
(l, T , ) := {(u1, . . . , ur ) ∈ (T )
∣∣ ul = l (T ) }. (1.11)
In other words,(l, T , ) is the set of vectors (u1, . . . , ur ) from(T ) such that one of the
entries ul attains its maximum or minimum value ±l (T ).
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Theorem 1.6. Let 1,2 ∈ (l, T , ) for l ∈ {1, . . . , r}, T > 0,  ∈ {±1}. For k = 1, 2, let
uk(·) ∈ H[0, T ] and yk(·) be such that
uk(0) = 0r , uk(T ) = k; yk(t) :=
∫ t
0
Y ()uk() d, t ∈ [0, T ].
Then, for all  ∈ [0, 1] the function y(t) := y1(t) + (1 − )y2(t) is extremal in (∗) for
 := 1 + (1 − )2,  := y1(T ) + (1 − )y2(T ).
Proof. By Deﬁnition 1.5, the inclusions k = (k1, . . . ,kr ) ∈ (l, T , ), k = 1, 2, imply that
1l = 2l = l = l (T ) where (1, . . . ,r ) =  := 1 + (1 − )2. If û ∈ H[0, T̂ ] and
û(T̂ ) = , then T̂ −1l (|l |) = −1l ◦ l (T ) = T , since  is a strictly increasing function
(−1l is the inverse function to l). 
Deﬁnition 1.7. Let l ∈ {1, . . . , r}, T > 0,  ∈ {±1},  ∈ (l, T , ), and  = (1, . . . ,r ) ∈
Lr1[0, T ], where {j }rj=1 have ﬁnite numbers of sign changes on [0, T ]. Then, u,T , is deﬁned
as the extremal function of the problem∫ T
0
〈(t), u(t)〉 dt → sup, u ∈ H[0, T ] : u(0) = 0r , u(T ) = , (1.12)
and
y,T ,(t) :=
∫ t
0
Y ()u,T ,() d, t ∈ [0, T ]; ,T , := y,T ,(T ). (1.13)
If  ∈ Lr1[0, T ], T > 0,  ∈ (l, T , ) are as in Deﬁnition 1.7, then, by Theorem 1.6 (for
 = 0 or  = 1), y,T , is extremal in (∗) for  = ,T ,.
1.4. Sets of attainability
Deﬁnition 1.8. Let T 0. We introduce the setsA(T ),A andR(T ),R ∈ Rn+r attainable
in time T and in some time 0 via trajectories (x(·), u(·)) and y(·), u(·) admissible for problems
(1.1) and (∗), respectively:
A(T ) :=
⋃
∈(T )
{(∫ T
0
Y ()u() d,
) ∣∣ u ∈ H[0, T ] : u(0) = 0r , u(T ) = } ,
R(T ) := {(X(T ),)
∣∣ (,) ∈ A(T )}, A := ⋃
T>0
A(T ), R :=
⋃
T>0
R(T ).
The core results of the paper are presented in the remaining part of this section and will be
proven in Section 2.
1.5. Lyapunov principle for the problem (∗)
In Theorem 1.10, the function 
 = (
1, . . . ,
r ) is endowed with the following property: for
all 	 ∈ Rn and  = 0 all entries of 	,(t) = 	 · Y (t) + 
(t) are integrable functions with a
ﬁnite number of sign changes on [0, T ], T > 0.
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Example 1.9. In the general Fel’dbaum–Bushaw problem (cf. [2])
T → inf; x(r) ∈ H[0, T ],
(x(0), x˙(0), . . . , x(r)(0)) = 0r+1, (x(T ), x˙(T ), . . . , x(r)(T )) = , (1.14)
for  ∈ Rr+1 we have 	 · Y (t) = ∑ri=1 	i t i−1. Therefore, an analytic function 
 satisﬁes the
afore mentioned conditions if and only if 
 is not a polynomial of degree r − 1.
Theorem 1.10. For all (,) ∈ A one of the following two statements holds.
1. There exist 	 ∈ Sn−1, T > 0 such that  = 	,T ,, and y	,T , is extremal in the problem (∗).
2. There exist l ∈ {1, . . . , r}, T > 0,  ∈ {±1} such that  ∈ (l, T , ) and
 = ,T , for (t) = (1 − ||)[	 · Y (t)] + 
(t),
for some 	 ∈ Sn−1 and  ∈ [−1, 1]. Then, y,T , is extremal in (∗).
1.6. Minkowski principle for the problem (∗)
Theorem 1.11. For all (,) ∈ A one of the following two statements holds.
1. There exist 	 ∈ Sn−1, T > 0 such that  = 	,T ,, and y	,T , is extremal in the problem (∗).
2. Otherwise,  ∈ (l, T , ) for some l ∈ {1, . . . , r}, T > 0,  ∈ {±1} and there exist
	1, 	2 ∈ Sn−1 such that
 = 	1,T , + (1 − )	2,T ,,
for some  ∈ (0, 1). Then, y =  y	1,T , + (1 − )y	2,T , is extremal in (∗).
Remark 1.12. We show in the proof of Theorem 1.11 in Section 2 that these vectors 	k =
(	k1, . . . , 	
k
n), k = 1, 2, can be chosen in such a way that 	2i =  	1i+1, i = 1, . . . , n− 1, for some
 > 0.
Corollary 1.13. Let the set (T ) be introduced in Deﬁnition 1.3.
1. (T ) is the set of the extreme points for A(T ).
2. (T ) is the boundary of A(T ) if and only if (t) = (K1t, . . . , Kr t), t ∈ [0, T ], for some
(K1, . . . , Kr) ∈ Rr+.
3.
⋃
T>0
(T ) is the set of points (,) in Rn+r \ {0n+r} attainable through a unique optimal
trajectory (ŷ, û).
1.7. Range of vector measures: Lyapunov theorem for classes H[0, T ]
Using the results of Sections 1.5, 1.6, we can describe the set of the extreme points for E =
{∫ T0 Y ()u() d ∣∣ u ∈ H[0, T ]} for all ﬁxed T > 0 and  = (1, . . . ,r ), where {i}ri=1 are
concave moduli of continuity.
Deﬁnition 1.14. Let  = (1, . . . ,r ) ∈ {(u1, . . . , ur )
∣∣ |ui |i (T ), 1 ir}, and () :=
max
1 j r
−1j (|j |). For  ∈ [(), T ],  ∈ [−1, 1], 	 ∈ Sn−1, and the function 
 as in
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Theorem 1.10, v,,	, ∈ H[0, ] is introduced as the extremal function of the problem∫ 
0
〈
	,(), u()〉 d → sup, u ∈ H[0, ] : u(0) = 0r , u(T ) = ,
where 
	,() := (1 − ||)[	 · Y ()] + 
(). The function w,,	, ∈ H[0, T ] and the
admissible integral I (, , 	,) are given by
w,,	,(t) =
{
0r , t ∈ [0, T − ];
v,,	,(t + − T ), t ∈ [T − , T ];
I (, , 	,) :=
∫ T
0
Y ()w,,T ,() d.
Deﬁnition 1.15. The sets E1(),  ∈ [0, T ], E1, E2 are deﬁned by
E1() := {I (, 0, 	,)
∣∣ 	 ∈ Sn−1,  ∈ ()}, E1 := ⋃
∈[0,T ]
E1(),
E2 :=
r⋃
l=1
{I (, , 	,) ∣∣  ∈ [0, T ],  ∈ [−1, 1], 	 ∈ Sn−1,  ∈ (l, , ),  = ±1},
where () and (l, , ) are introduced in Deﬁnitions 1.2 and 1.5.
Now Theorems 1.10 and 1.11 can be reformulated as a generalization of the Lyapunov–
Lindenstrauss result.
Theorem 1.16. Let E =
{∫ T
0 Y ()u() d
∣∣ u ∈ H[0, T ]}. Then,
E = E1 ∪ E2,
and E1(T ) is the set of extreme points for E .
2. Proofs
The proofs will be based on applications of the Borsuk Antipodality Theorem.
Theorem 2.1. Let Sn = { ∈ Rn+1 ∣∣ ‖‖ = r }, where ‖ · ‖ is a norm in Rn+1, and let 	 : Sn →
Rn, be a continuous and odd (	(−) = −	()) n-dimensional vector ﬁeld on Sn. Then, there
exists a vector ∗ ∈ Sn such that 	(∗) = 0n.
2.1. Proof of Theorem 1.10
Let (,) belong to A(T̂ ) for some T̂ > 0. In other words, (,) is attainable via an
admissible trajectory in time T̂ , i.e. there exists a û ∈ H[0, T̂ ] such that
û(0) = 0r , û(T̂ ) = ; y(̂u; T̂ ) = , (2.0)
where ŷ(̂u; t) := ∫ t0 Y ()̂u() d, 0 t T̂ .
90 S.K. Bagdasarov / Journal of Approximation Theory 147 (2007) 81–111
2.1.1. Borsuk mapping
Let  = 0r and
 = (1, . . . ,r ),  := max
1 j r
−1j (|j |), (2.1)
where −1j is the inverse of the concave modulus j : j ◦ −1j (t) = t , t ∈ R+. By (2.1),
 ∈ (T ) for all T .
Let T := T̂ + 1 +  and S be the sphere of radius T in ln+11 :
S =
{
 = (1, . . . , n+1) ∈ Rn+1
∣∣∣∣∣
n+1∑
i=1
|i | = T
}
. (2.2)
Given a  = (1, . . . , n+1) ∈ S, we introduce , T and a ∈ [0, 1] by
 :=
n∑
i=1
|i |, T := max{,}, a := min{,}/. (2.3)
Let a function 
 ∈ Lr1 satisfy the requirements of Theorem 1.10. Set
	 := (1, 2, . . . , n), (t) := a · [	 · Y (t)] + sign n+1 · (1 − a) · 
(t). (2.4)
B(·) is introduced as an odd function on R given by the formula
B(x) = −B(−x) := min{x, 1}, x ∈ R+. (2.5)
Then, u ∈ H[0, T] is deﬁned as the extremal function of the problem∫ T
0
〈(t), u(t)〉 dt → sup, u ∈ H[0, T] : u(0) = 0r , u(T) = B(n+1), (2.6)
where  = (1, . . . , n+1). The structure of u is described in Section 3. Let
y(t) :=
∫ t
0
Y ()u() d, t ∈ [0, T]. (2.7)
Finally, the Borsuk mapping  : S → Rn, is deﬁned by
() := y(T) − B(n+1),  = (1, 2, . . . , n+1) ∈ S. (2.8)
2.1.2. Solutions ∗ of the equation () = 0
Taking into account the requirements imposed on Y and , Corollary 3.16 guarantees the
continuity of the mapping  on S. From deﬁnitions (2.3)–(2.8) we observe that  is an odd
((−) = −(),  ∈ S) mapping fromS toRn. The Borsuk Theorem 2.1 assures the existence
of a ∗ ∈ S such that (∗) = 0n, which in combination with (2.6), (2.8) guarantees that
y∗(T∗) = B(∗n+1), u∗(T∗) = B(∗n+1). (2.9)
In our analysis we consider two possible situations.
Case 1: ∗. By (2.3), in this case we have
T∗ = max{∗ ,} = ∗ , a∗ = min{∗ ,}

= 1,
∗(t) = 	(∗) · Y (t), t ∈ [0, T∗ ]. (2.10)
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We introduce 	˜ ∈ Sn−1, T ∈ R+, and ˜ ∈ R by
	˜ := 	(∗)/‖	(∗)‖ln1 , T := ∗ , ˜ := B(∗n+1). (2.11)
Since 	(∗) · Y (·) and 	˜ · Y (·) generate the same extremal function u∗ in (2.6), we infer from
(2.10) that (consult Deﬁnition 1.3 for notations)
y∗ ≡ y˜	,T ,˜, u∗ ≡ u	˜,T ,˜,
	˜,T ,˜ = B(∗n+1) · , ˜ = B(∗n+1). (2.12)
By Theorem 1.4, y˜	,T ,˜ is the unique extremal function and T is the minimal time in the problem
(∗) for (˜, ˜). However, according to (2.0), the admissible trajectory (B(∗n+1)ŷ, B(∗n+1)̂u) leads
to the point (˜, ˜) in time T̂ . Therefore, T  T̂ . Consequently, from the deﬁnitionT := T̂ +1+
we infer that
|∗n+1| := T − ∗ = T − T T − T̂ = (T̂ + 1 + ) − T̂ > 1.
Therefore, by Deﬁnition (2.5) of B(·), we have
B(∗n+1) = sign ∗n+1. (2.13)
Setting 	 := sign ∗n+1 · 	˜ and relying on (2.12) and (2.13), we obtain the triple (	, T ,) ∈
Sn−1 × R+ × (T ) endowed with the desired property 	,T , =  and the function y	,T ,
extremal in the problem (∗) for the given couple (,).
Case 2: ∗ < . In this case, by the deﬁnition T = T̂ + + 1 and (2.3)–(2.5), we have
T∗ := , |∗n+1| := T − ∗ > 1, B(∗n+1) = sign ∗n+1,
∗(t) := a∗ · [	(∗) · Y (t)] + sign ∗n+1 · (1 − a∗) · 
(t). (2.14)
Setting T :=  and  := sign s∗n+1(1 − a∗), and relying on (2.9), (2.14), we infer that
y,T , ≡ (sign ∗n+1) · y∗ , u,T , ≡ (sign ∗n+1) · u∗ , ,T , = ,
where(t) := (1−||)[	·Y (t)]+
(t), 	 = 	(∗)/‖	‖ln1 in the case = ±1, and(t) := 
(t),
if  = ±1. From Deﬁnition (2.1) of  and (2.6) it also follows that u,T ,(T ) = .
This completes the proof of Theorem 1.10. 
2.2. Proof of Theorem 1.11
In the proof of Theorem 1.11 we make the following modiﬁcations to the construction of
Section 2.1. These changes inﬂuence only Deﬁnitions (2.4) of  and (2.6) of y.
Given a  = (1, . . . , n+1) ∈ S, we introduce
	1() := (1, 2, . . . , n−1, n), 	2() := (2, 3, . . . , n, n+1),
k(t) := 	k(∗) · Y (t), k = 1, 2. (2.15)
If 	k() = 0n for k = 1, 2, then we deﬁne vk ∈ H[0, T] as the extremal function of the
problem∫ T
0
〈k(t), u(t)〉 dt → sup, u ∈ H[0, T] : u(0) = 0r , u(T) = B(n+1). (2.16)
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If 	k() = 0n, k = 1, 2, then u ∈ H[0, T] is introduced by
u(t) := a · v1(t) + (1 − a) · v2(t), t ∈ [0, T], (2.17)
where a is deﬁned in (2.3). If 	1() = 0n (i.e. n+1 = ±T), we set u := v2, and if 	2() = 0n
(i.e. 0 = ±T), we set u := v1.
The rest of the construction of the Borsuk mapping and the argument in the proof proceeds
mutatis mutandis. As before, two possibilities arise.
Case 1: ∗. In this case
T∗ = ∗ , a∗ := 1, u∗(·) := v1∗(·), (2.18)
and we can proceed as in Case 1 of Section 2.1.
Case 2: ∗ < . In this case, by (2.1), T∗ =  = −1j (|j |) for some j ∈ {1, . . . , r}.
Therefore,  ∈ (j, T , sign s∗n+1) in notations of Deﬁnition 1.5. We also have
u∗(·) := a∗ · v1∗(·) + (1 − a∗) · v2∗(·). (2.19)
Let 	̂k = 	k(∗), k = 1, 2. If 	̂1 = 0, we set
	k := sign ∗n+1 · 	̂k/‖̂	k‖ln1 , k = 1, 2, T := , a := a∗ . (2.20)
Then, we have
sign ∗n+1 · y∗ :=a · y	1,T ,+(1 − a) · y	2,T ,, =a · 	1,T ,+(1−a) · 	2,T ,. (2.21)
If 	̂1 = 0, then a = 0 and sign ∗n+1y∗ = y	2,T ,. 
3. Extrema of integral functionals over H[a, b]
As the reader has seen in the previous sections, the structure of extremal functions in the
Fel’dbaum–Bushaw time-optimal problem and the Lyapunov problem of characterization of ex-
treme points in the range of vector measures over H can be described in terms of extremal
functions of the problem∫ b
a
h(t)(t) dt → sup, h ∈ H[a, b], h(a) = E1, h(b) = E2. ()
Indeed, ifwe have a functionu(·) = (u1(·), . . . , un(·)) ∈ H[a, b] a kernel
(·) = (
1(·), . . . ,

n(·)) ∈ L1[a, b], and Li = (Li1, . . . , Lin) ∈ Rn, i = 1, 2, then
sup
{∫ b
a
〈u(t),
(t)〉 dt
∣∣∣ u ∈ H[a, b] : u(a) = L1, u(b) = L2}
=
n∑
i=1
sup
{∫ b
a
v(t)
i (t) dt
∣∣∣ u ∈ H[a, b] : v(a) = L1i , v(b) = L2i } .
This section reduces the solution of the problem () to the description of the structure of extremal
functions for the problem∫ b
a
h(t)(t) dt → sup, h ∈ H[a, b], h(a) = E, ()
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Fig. 1. Rearrangement∗(·) of a simple kernel and function f0.
for kernels  ∈ L1[a, b] with ﬁnite numbers of sign changes on [a, b]. All proofs of the results
of Sections 3.2–3.6 can be found in our papers [1,2].
3.1. Simple kernels and Korneichuk Lemma
Descriptively speaking, simple kernel is an absolutely continuous function such that the equa-
tion |(x)| = y has precisely two solutions on some interval [a, b] for all y ∈ (0, ‖	‖C[a,b]) (see
Fig. 1).
Deﬁnition 3.1. Let  ∈ L1[a, b] :
∫ b
a
(x) dx = 0 be such that
(x) < 0, x ∈ [a, a′]; (x) = 0, x ∈ [a′, b′]; (x) > 0, x ∈ [b′, b], (3.1)
for some points a′, b′ : a < a′b′ < b. Then, the function (x) =  ∫ x
a
(t) dt ,  ∈ {1,−1},
is called a simple kernel on [a, b].
The Korneichuk Lemma 3.2 (cf. [10]) describes extremal functions (see Fig. 1) and gives the
value of the supremum in () for derivatives  of simple kernels.
Lemma 3.2. Let (t) := ∫ t
a
(y) dy, a tb, be a simple kernel with  satisfying (3.1), and
 be a concave modulus of continuity. Let c := (a′ + b′)/2, and  : [a, c] → [c, b] be deﬁned by
(t) = ((t)), t ∈ [a, a′]; (t) = a′ + b′ − t, t ∈ [a′, c]. (3.2)
Then,
sup
f∈H[a,b]
∫ b
a
f (t)(t) dt =
∫ b−a
0
∗(t)′(t) dt, (3.3)
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where ∗(t), t ∈ [0, b − a], is the decreasing rearrangement of  :
∗((t) − t) := (t) = ((t)), t ∈ [a, c].
The supremum in (3.3) is realized on functions f0(t) + C with
d
dx
f0(x) =
{
′((x) − x), axc,
′(x − −1(x)), cxb.
The next property clariﬁes the structure of the function f0: for all x ∈ [0, c],
f0((x)) − f0(x) =
∫ x
c
′((u) − u)[′(u) − 1] du = ((x) − x). (3.4)
3.2. Notations and deﬁnitions
Notation 3.3. The notation I =  is used for intervals I = [, ] with empty interiors.
Let us introduce classes of integrable kernels with a ﬁnite number of sign changes.
Deﬁnition 3.4. Let j ∈ {−1, 0,+1} and n ∈ N. Then,  ∈ C[a, b] belongs to Mjn[a, b] for
n2, if and only if sign ∫ b
a
(x) dx = j , and
(−1)i(t) > 0 for a.e. t ∈ (i−1, i ), i = 1, . . . , n,
for some a = 0 < 1 < · · · < n−1 < n = b.
Deﬁnition 3.5. For n ∈ N, the sets of indices {Ji(n)}i∈N, {Li}i∈N, and pairs of indices P(n) are
deﬁned as follows:
Ji(n) =
{
∅ for i = n − 2, n − 1, n if n3 and for n = 1, 2;
{j = i + 1 + 2k, k ∈ N ∣∣ jn}, 1 in − 3;
Li =
{
∅, i = 1, 2, 3;
{l = i − 1 − 2k, k ∈ N ∣∣ l1}, 4 in;
P(n) = {(i, j) ∈ N2 ∣∣ 1 in − 3, j ∈ Ji(n) }.
3.3. V jn -partitions of ﬁnite intervals
The structure of extremal functions of the problem () is characterized in terms of special
partitions of the interval [a, b].
Deﬁnition 3.6. Let n∈N and j∈{±1, 0}. A partition V={Ai, Bi, Ci, Di}ni=1 of [a, b] into in-
tervals and subintervals {Bij , Cji}(i,j)∈P(n) is called a V jn -partition, provided that the following
conditions are satisﬁed.
(A) Ci = [4i−4, 4i−3];Di = [4i−3, 4i−2];
S.K. Bagdasarov / Journal of Approximation Theory 147 (2007) 81–111 95
Fig. 2. V 08 -partition.
Bi=[4i−2, 4i−1];Ai=[4i−1, 4i]; for i=1, . . . , n, and such {i}4ni=0, that a=01 · · ·
n=b;
(B) Ci = , i = 1, 2, 3; Bi = , i = n − 2, n − 1, n;
(C1) j = 0 ⇒ Di = , i = 1, . . . , n;
(C2) j = −1 ⇒ D2k = , k = 1, . . . , [n/2];
(C3) j = +1 ⇒ D2k−1 = , k = 1, . . . , n/2;
(D) Bi = ⋃
j∈Ji (n)
Bij , 1 in − 3, where
Bij = [i ( j−i+12 ), i ( j−i−12 )], j ∈ Ji(n), for such {i (k)}|Ji (n)|k=1 that 4i−2 = i (|Ji(n)|)
 · · · i (2)i (1) = 4i−1;
(E) Ci = ⋃
l∈Li
Cil , 4 in, where
Cil = [i ( i−l−12 ), i ( i−l+12 )], l ∈ Li , for such {i (k)}|Li |k=1 that 4i−4 = i (1)i (2) · · ·
i (|Li |) = 4i−3.
Example 3.7. We list all the atoms ofV jn -partitions of [a, b] into the intervals {Ai, Bi, Ci,Di}ni=1
excluding the degenerated intervals AN, {Bi}Ni=N−2, {Ci}3i=1:
N = 2 : D1A1D2; N = 3 : D1A1D2A2D3; N = 4 : D1B1A1D2A2D3A3C4D4;
N = 5 : D1B1A1D2B2A2D3A3C4D4A4C5D5;
N = 6 : D1B1A1D2B2A2D3B3A3C4D4A4C5D5A5C6D6,
N7 : D1B1A1D2B2A2D3B3, AkCk+1Dk+1Bk+1, 3kN − 4,
AN−3CN−2DN−2AN−2CN−1DN−1AN−1CNDN .
Fig. 2 clariﬁes the order of nondegenerated atoms and subatoms in V 08 -partitions.
3.4. Extremal functions of the problem ()
Theorem 3.8 in the case  ∈ M0n[a, b] can be regarded as a generalization of the Korneichuk
Lemma in the case n > 2: we show that if  ∈ M0n[a, b] and n2, then the kernel (t) =∫ t
a
(x) dx can be decomposed into the sum of simple kernels {	i (·) = 	i (; ·)}li=1 such that
(t) =
l∑
i=1
	i (t); sup
h∈H[a,b]
∫ b
a
h(t)(t) dt =
l∑
i=1
sup
h∈H[a,b]
∫ b
a
h(t)	′i (t) dt.
Theorem 3.8. Let  ∈ Mjn[a, b], j ∈ {−1, 0,+1}, and {i}ni=0 be the points of sign change
of  as in Deﬁnition 3.4. There exists a solution x, of the problem () and a V jn -partition V
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of the interval [a, b] with the following properties:
(A) i ∈ Ai, i = 1, . . . , n − 1;
(B) ∫
Bij∪Cji (t) dt = 0, (i, j) ∈ P(n);
(C) ∫
Ai
(t) dt = 0, i = 1, . . . , n − 1;
(D1) j = −1 ⇒ x,(t) = E − (t − a), t ∈ D2k−1 = , k = 1, . . . , n/2;
(D2) j = 1 ⇒ x,(t) = E + (t − a), t ∈ D2k = , k = 1, . . . , [n/2];
(E) for (i, j) ∈ P(n), the function x, is extremal in the problem∫ b
a
h(t)ij (t) dt → sup, h ∈ H[a, b], (3.5)
ij (t) := (t) · X (Bij ∪ Cji; t), t ∈ [a, b]; (3.6)
(F) for i = 1, . . . , n − 1, the function x, is extremal in the problem∫ b
a
h(t)i (t) dt → sup, h ∈ H[a, b], (3.7)
i (t) := (t) · X (Ai; t), t ∈ [a, b]. (3.8)
3.5. Properties of extremal functions of the problem ()
All kernels
ij (t) =
∫ t
a
ij (y) dy, (i, j) ∈ P(n), i (t) =
∫ t
a
i (y) dy, i = 1, . . . , n − 1 (3.9)
are simple on their respective supports in the sense of Deﬁnition 3.1. Indeed, from the inclusions
i∈Ai=[a1i , a2i ], i=1, . . . , n−1, and the order of atoms in the V jn -partition (see Example 3.7) we
conclude that
sign(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(−1)i on
{
Bij , (i, j) ∈ P(n);
[a1i , i], i = 1, . . . , n − 1;
(−1)i+1 on
{
Cji, (i, j) ∈ P(n);
[i , a2i ], i = 1, . . . , n − 1;
(3.10)
where [a1i , a2i ] := Ai , i = 1, . . . , n − 1, and
sign(t) =
{
−1 on D2i−1, i = 1, . . . , n/2;
1 on D2i , i = 1, . . . , [n/2]. (3.11)
Therefore, by (3.10) and the statements (B) and (C) of Theorem 3.8, each of the kernels
{ij }(i,j)∈P(n) and {i}n−1i=1 , in (3.9) is simple. Then, Korneichuk’s Lemma 3.2 gives us the
following formulas for the derivative d
dt
x,(t):
d
dt
x,(t) =
{
(−1)i+1′(ij (t) − t), t ∈ Bij ;
(−1)i+1′(t − −1ij (t)), t ∈ Cji;
(3.12)
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Fig. 3. V+15 -partition and graphs of x, and for  ∈ M+15 [a, b].
for all (i, j) ∈ P(n), where ij : Bij → Cji is determined from the equation
ij (t) = ij (ij (t)), t ∈ Bij , ij (t) ∈ Cji, (3.13)
and
d
dt
x,(t) =
{
(−1)i+1′(i (t) − t), t ∈ [a1i , i];
(−1)i+1′(t − −1i (t)), t ∈ [i , a2i ];
(3.14)
where i : [a1i , i] → [i , a2i ] is determined from the equation
i (t) = i (i (t)), t ∈ [a1i , i], i (t) ∈ [i , a2i ]. (3.15)
Graphs of the extremal function x, for  ∈ Ml5[a, b], the corresponding extremal V l5-partition
for l = ±1, and the kernel  are illustrated on Figs. 3 and 4.
The formulae (3.13) and (3.14) assure that the following uniqueness result holds.
Proposition 3.9. If  ∈ Mjn[a, b], then the problem () has a unique solution.
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Fig. 4. V−15 -partition and graphs of x, and for  ∈ M−15 [a, b].
The property (3.4), applied to functions {i,j }(i,j)∈P(n) in (3.13) and {i}n−1i=1 in (3.15), implies
that
(i) x,(i,j (t)) − x,(t) = (i,j (t) − t), t ∈ Bi,j , (i, j) ∈ P(n);
(ii) x,(i (t)) − x,(t) = (i (t) − t), t ∈ [a1i , i], i = 1, . . . , n − 1; (3.16)
where [a1i , a2i ] := Ai, i = 1, . . . , n − 1. The following result further clariﬁes the structure of
x,.
Lemma 3.10. Let x ∈ H[a, b], and
|x(a2) − x(a1)| = (a2 − a1), |x(a4) − x(a3)| = (a4 − a3)
for some a1 < a2, a3 < a3. Then, either (a1, a2) ∩ [a3, a4] = ∅, or [a1, a2] ⊆ [a3, a4], or
[a3, a4] ⊆ [a1, a2].
Then, the combination of (3.16)(i) and an application of Lemma 3.12 leads us to the following
proposition.
Proposition 3.11. Let Bi1,j1 =  and Bi2,j2 = . Then, one of the following inclusions holds:[i1, j1] ∩ [i2, j2] = ∅, or [i1, j1] ⊆ [i2, j2], or [i2, j2] ⊆ [i1, j1].
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It could be derived from this result that the total number of kernels in (3.9) with nonempty
supports does not exceed (3n − 1)/2 − 1.
The Korneichuk’s formula (3.3), applied to the simple kernels in (3.9), gives the quantitative
solution of the problem ().
Corollary 3.12. Let the rearrangement (; ·) be deﬁned by
(; x) :=
n−1∑
i=1
∗i (x) +
∑
(i,j)∈P(n)
∗i,j (x) + |(t + a)|
n∑
i=0
X (Di; t), (3.17)
where simple kernels {i}n−1i=1 and {i,j }(i,j)∈P(n) are introduced in (3.9). Then,
sup
h∈H[a,b]
{∫ b
a
h(t)(t) dt
∣∣∣∣ h(a) = E} = ∫ b−a
0
(; x)′(x) dx − E(a). (3.18)
3.6. Extremal functions of the problem ()
First, observe that a function X(t) is extremal in the problem∫ b
a
h(t)
(t) dt → sup, h ∈ H[a, b], h(b) = E,
if and only if the function X(b + a − t) is extremal in the problem () for the kernel (t) =

(b + a − t).
Relying on Theorem 3.8, we reduce the characterization of the maxima in () to the description
of extremal functions in the problem ().
Theorem 3.13. If |1 − 2|(b − a), then there exists a c ∈ (a, b) such that
sup
h∈H[a,b]
h(a)=1, h(b)=2
∫ b
a
h(t)(t) dt = sup
h∈H[a,c]
h(a)=1
∫ c
a
h(t)(t) dt + sup
h∈H[c,b]
h(b)=2
∫ b
c
h(t)(t) dt. (3.19)
Remark 3.14. We can give an explicit characterization of points on [a, b] endowed with the
property of the point c in the statement of Theorem 3.15. Let X be the extremal function of the
problem (3.19), and
A := max{ ∈ (a, b] ∣∣ |X() − X(a)| = (− a)},
B := min{ ∈ [a, b) ∣∣ |X(b) − X()| = (b − )},
and {ci}ki=0, A =: c0 < c1 < · · · < ck−1 < ck := B be the maximal system of points enjoying
the property
|X(ci) − X(ci−1)| = (ci − ci−1), i = 1, . . . , k. (3.20)
The points {ci}ki=0 exhaust the set of points c endowed with the property (3.19). If the set {ci}k−1i=1
is not empty, then∫ ci
ci−1
(t) dt = 0, i = 1, . . . , k, (3.21)
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so the interval [ci, ci+1] contains at least one point of sign change of  for each i = 1, . . . , k− 1.
Consequently, the number of points with the property (3.19) does not exceed l + 1, where l is the
number of sign changes of the kernel .
Deﬁnition 3.15. Let {ai}i∈N, lim
i→∞ ai = a0, and {bi}i∈N, limi→∞ bi = b0, be two convergent
sequences such that ai < a < b < bi for all i ∈ Z+ and some a, b. We shall say that the sequence
of functions fi ∈ L[ai, bi] converges in the metrics Lp[a0, b0] to the function f0 ∈ Lp[a0, b0], if
lim
i→∞ ‖f¯i − f¯0‖Lp[a,b] = 0, where f¯i (t) = fi(
bi−ai
b−a (t − a) + ai), t ∈ [a, b], for all i ∈ Z+.
Corollary 3.16. Let S be a compact in Rd , and families of concave moduli of continuity {s}s∈S
and kernels s(t), deﬁned on as tbs for s ∈ S, be endowed with the following properties:
(i) the endpoints as and bs are continuous functions of s on S, and as < a < b < bs for all
s ∈ S:
(ii) there exists an n ∈ N such that s ∈ Mjk [as, bs] for some kn and j ∈ {−1, 0, 1} for all
s ∈ S;
(iii) families {s}s∈S and {s}s∈S depend continuously on s in the sense of Deﬁnition 3.15 in
the metrics L1[a, b] and L∞[a, b], respectively.
If zs is the solution of the problem∫ bs
as
f (t)s(t) dt → sup, f ∈ Hs [as, bs] : f (as) = 0, f (bs) = ,
then s → zs is a continuous mapping on S in the uniform metrics L∞[a, b].
Deﬁnition 3.17. Let T > 0 and  ∈ [−(T ),(T )]. The functions MT,(x) and NT,(x) are
deﬁned for x ∈ [0, T ] by
MT,(x):=min{(x), +(T−x)}, NT,(x):=max{−(x), −(T − x)}. (3.22)
Corollary 3.18. If (x)0 ((x)0) for all x ∈ [0, T ], then the function MT,(t) (NT,(t)) is
extremal in () for 1 = 0, 2 = , and a = 0, b = T .
Proof. Indeed, if x ∈ H[0, T ] and x(0) = 0, x(T ) = , then
NT,(t)x(t)MT,(t), t ∈ [0, T ], (3.23)
which proves the result. 
3.7. Duality relation between () and Monge–Kantorovich problem
Let 1 and 2 be operators of projection of Borel measures  on R × R onto their marginals:
1(B) := (B × X), 2(B) := (X × B),
for all Borel sets on R. Let  be an absolutely continuous measure deﬁned on its support [a, b]
by d(x) = (x) dx for some  ∈ M0n[a, b].
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The Monge–Kantorovich problem, or the mass transfer problem, dual to the problem∫ b
a
h(t)(t) dt → sup, h ∈ H[a, b], (3.24)
deals with minimizing the integral functional
T () :=
∫
R×R
(|x − y|) d(x, y)
on the set of Borel measures  on R × R subject to the constraints
0, (1 − 2) = .
The corresponding economic interpretation is as follows: given initial 1 and desired 2 distribu-
tions of a commoditywith d(2−1)(x) = (x) dx,
∫ b
a
(x) dx = 0, onewishes to proceed from
the ﬁrst distribution to the second at the minimum expense, provided that the cost of transferring
a unit of the commodity from a point x to a point y equals (|x − y|).
ByCorollary 3.12, thisminimumcost is given by
∫ b−a
0 (; x)′(x) dx. According to (3.16),
the transactions x ↔ y ofmass between the points x and y, which assure theminimum cost, should
be carried out between the following pairs:
t ↔ i,j (t), t ∈ Bi,j , (i, j) ∈ P(n); t ↔ k(t), t ∈ [a1k , k], k = 1, . . . , n − 1.
The reader can learn more about the mass transfer problem from [13].
4. Basic principles
4.1. Integral maximum principle
Let the Hamiltonian (cf. [5,9,14]) for (1.1) be given by H(, x, t, u) := 〈, A(t)x + B(t)u〉,
and x(·) and u(·) satisfy the canonical system of equations
(i) x˙ = H

= A(t)x + B(t)u, (ii) ˙ = H
x
= −A(t). (4.1)
Then, (t) = 	X−1(t) is a general solution of (4.1)(ii), and Theorem 1.10 can be reformulated in
the form of the integral maximum principle as a necessary and sufﬁcient condition of optimality
in the problem (1.1) (or (∗)).
Theorem 4.1. The trajectory (x∗, u∗) is extremal and the time T ∗ is optimal in the problem (1.1)
for an attainable (̂, ̂) if and only if there exists a nonzero solution ∗(·) of (4.1)(ii) such that∫ T ∗
0
H(∗(t), x∗(t), t, u∗(t)) dt = max
(x,u)
∫ T ∗
0
H(∗(t), x(t), t, u(t)) dt (4.2)
for (X−1(T ∗)̂,) ∈ (T ∗), and there exists ∗ ∈ [−1, 1] such that∫ T ∗
0
H(	∗(t), x∗(t), t, u∗(t)) dt = max
(x,u)
∫ T ∗
0
H(	∗(t), x(t), t, u(t)) dt (4.3)
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for (X−1(T ∗)̂,) ∈ A(T ∗) \ (T ∗) and 	∗(t) := (1 − |∗|)∗(t) + ∗
(t) with  as
in Theorem 1.10, where the maximum in (4.2) and (4.3) is taken over all u ∈ H[0, T ∗] and
solutions x of (4.1)(i).
4.2. Dynamic programming principle in the case r = 1
Let x̂, û, and T̂ be the optimal function, control, and time for the problem
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), u˙(·) ∈ Cr ;
(x(0), u(0)) = 0n+r , (x(T ), u(T )) = (,), (4.4)
where Cr is the unit cube in Rr . Let also () := x̂(), () := û(),  ∈ [0, T̂ ]. Then, (4.4) is a
problem of linear dynamics in the classical control theory, and optimal trajectories for (4.4) obey
the Bellman dynamic programming principle (cf. [3]).
Proposition 4.2. The triples x̂
∣∣[0,](·), û∣∣[0,](·),  and x̂∣∣[,T̂ ](· − ), û∣∣[0,](· − ), T̂ −  are the
extremal function, control, and time for the problems
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), u˙(t) ∈ Cr, t ∈ [0, T ];
(x(0), u(0)) = 0n+r , (x(T ), u(T )) = ((),()),
and
T → inf; x˙(t) = A(t)x(t) + B(t)u(t), u˙(t) ∈ Cr, t ∈ [, T ];
(x(), u()) = ((),()), (x(T ), u(T )) = (,),
respectively, for all  ∈ (0, T̂ ).
Notation 4.3. Let f ∈ Cr [a, b] and  ∈ [a, b]. The entries of the vector Ir(f ) are deﬁned as the
values of consecutive derivatives of f at :
Ir(f ) = (0, 1, . . . , r ), k := f (k)(), k = 0, . . . , r.
Consider the problem
T → inf; P(D)x = u ∈ H[0, T ],
(In0(x), u(0)) = 0n+1, (InT (x), u(T )) = (,), (4.5)
where P() := n +
n−1∑
i=0
i+1(t)i , D := d/dt , and  ∈ Rn,  ∈ R. Clearly, the problem (4.5) is
a particular case of (1.1) for xi(t) = x(i−1)(t), i = 1, . . . , n and the matrix A = {ai,j }ni,j=1 and
n × 1-vector B = {bi}ni=1 with the entries
ai,i+1 = 1, i = 1, . . . , n − 1; an,i = −i , i = 1, . . . , n; bn = 1.
All other entries of A and B are zeroes (consult Section 1.2). Let  = 	,T , for some 	 ∈ Sn−1,
T > 0, and  ∈ (T ) (see Deﬁnition 1.3). Relying on Theorems 1.10 and 1.11, we give a
criterion for a point  ∈ (0, T ) to satisfy a version of the dynamic programming principle.
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Proposition 4.4. Let x̂, û be the extremal in the problem (4.10), T̂ be the minimal time, and
() := In (̂x), () := û(), 0 T̂ . Then, the triples , x̂
∣∣[0,](·), û∣∣[0,](·) and T̂ − ,
x̂
∣∣[,T ](· − ), û∣∣[,T ](· − ) are extremal in the problems
T → inf; P(D)x = u ∈ H[0, T ],
(In0(x), u(0)) = 0n+1, (InT (x), u(T )) = ((),()),
and
T → inf; P(D)x = u ∈ H[, T ],
(In (x), u()) = ((),()), (InT (x), u(T )) = (,),
respectively, if and only if
sup
u∈H[0,T̂ ]
u(0)=0, u(T̂ )=
∫ T̂
0
u(t)(	 · Y (t)) dt
= sup
u∈H[0,]
u(0)=0
∫ 
0
u(t)(	 · Y (t)) dt + sup
u∈H[,T̂ ]
u(T̂ )=
∫ T̂

u(t)(	 · Y (t)) dt. (4.6)
The Bellman points with the property (4.6) were characterized in Remark 3.14. In particular,
the number of points, satisfying the dynamic programming principle, does not exceed l+1, where
l is the number of sign changes of 	 · Y (t).
5. Classical rendezvous problem
In this sectionwe ﬁrst pose the rendezvous problem for classesWrH(I) and explain the simple
relationship between the rendezvous and Fel’dbaum–Bushaw problems. Then, we brieﬂy remind
the reader the structure of the extremal functions of the rendezvous problem in Sobolev classes
Wr∞(I). Then, we present the solution of the rendezvous problem by giving a proper interpretation
of the results of Section 1. Finally, we present the explicit formulae for the extremal functions of
the rendezvous problem for r = 1, 2.
5.1. Relation between the rendezvous and Fel’dbaum–Bushaw problems
Recall the Deﬁnition 0.4 of classes WrH[0, T ] of functions whose rth derivative belongs to
H[0, T ] and Notation 4.3 for Ira(f ).
Deﬁnition 5.1. The classical rendezvous problem is formulated as follows:
T → inf; Ir0(x) = 0, IrT (x) = 1, x ∈ WrH[0, T ], (5.1)
for all r ∈ N, 0,1 ∈ Rr+1, and concave modulii of continuity .
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Remark 5.2. Note that the problem (5.1), and, more generally, extremal problems with control
inclusions of the form(
dn
dtn
+
n−1∑
i=0
i
di
dt i
)
x(t) = u(t) ∈ H[0, T ]
can be readily expressed in the canonical form (0.8) for the following entries of the constant n×n
matrix A = {ai,j }ni,j=1 and n × 1 column B = {bi}ni=1:
ai,i+1 = 1, i = 1, . . . , n − 1; an,i = −i−1, i = 1, . . . , n; bn = 1.
All other entries of A and B are zeroes.
5.2. Rendezvous problem in Sobolev classes
The Sobolev classWr+1∞ (I) for r ∈ Z+ is deﬁned as the class of r times differentiable functions
f such that f (r) is absolutely continuous and ‖f (r+1)‖L∞(I)1. In other words, Wr+1∞ (I) ≡
WrH 1(I), where the Hölder classes WrH (I) for  ∈ (0, 1] are introduced in Deﬁnition 0.4.
The present subsection deals with the following variant of the problem (5.1):
T → inf; x ∈ Wr+1∞ [0, T ], Ir0(x) = 0, IrT (x) = . (5.2)
For X ∈ Wr+1∞ [0, T ] we set xk(t) := X(k−1)(t), k = 1, . . . , r + 1, and introduce the nota-
tion x(t) := (x1(t), x2(t), . . . , xr (t)). Then, the inclusion X ∈ Wr+1∞ [0, T ] is equivalent to the
restriction |u(t)|1 for a. e. t ∈ [0, T ], where u(t) := xr+1(t).
Let (̂x, û, T̂ ) be an optimal process for the problem (1.1). The Pontryagin maximum princi-
ple guarantees the existence of such piecewise C[0, T̂ ]-functions {pk(·)}rk=1 that the following
conditions are satisﬁed for the Lagrangian:
L(t, x(t), x˙(t), u(t)) := +
r∑
k=1
pk(t)(x˙k(t) − xk+1(t)) + pr+1(t)(x˙r+1(t) − u(t)),
of the problem (5.2):
(i) The canonical Euler equations − d
dt
Lx˙k (t) + Lxk (t) = 0, k = 1, . . . , r + 1:
p˙1(t) = 0, p˙k+1(t) = −pk(t), k = 1, . . . , r. (5.3)
(ii) The Weierstrass condition min
u(t)∈U L(t, x̂(t),
˙̂x(t), u(t)) = L(t, x̂(t), ˙̂x(t), û(t)):
max
u(t)∈[−1,1]
pr+1(t)u(t) = pr+1(t )̂u(t) for a.e. t ∈ [0, T̂ ]. (5.4)
From (5.3) we infer that p(r+1)r+1 ≡ 0, so pr+1(t) =
r∑
i=0
i t i is a polynomial of degree r . The
Weierstrass condition (5.4) leads us to the conclusion that the optimal control û(t) coincides with
the sign of pr+1(t) wherever pr+1(t) = 0.
These necessary conditions (5.3)–(5.4) of the maximum principle are also sufﬁcient for the
description of extremal controllers of the problem (5.2).
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Fig. 5. Optimal trajectories of the rendezvous problem.
Theorem 5.3. For any vector  = (0, . . . , r ) ∈ Rr+1 \ {0} there exists a T > 0, a set of kr
points {i}ki=1 : 0 < 1 < 2 < · · · < k < T , and  ∈ {±1}, such that the function
HT,(t) = t
r+1
(r + 1)! +
2
(r + 1)!
k∑
i=1
(−1)i(t − i )r+1+ (5.5)
satisﬁes the boundary conditions IrT (HT,) = . The function HT, is a unique solution of the
problem (5.2).
Remark 5.4. We also make the following observation, which serves as a prelude to the results
of Section 5.2. Note that the “almost everywhere” variant (5.4) of the Weierstrass condition is
equivalent to the integral version
max
u(t)∈[−1,1]
∫ Tˆ
0
pr+1(t)u(t) dt =
∫ Tˆ
0
pr+1(t)uˆ(t) dt. (5.6)
Integrating by parts in (5.6), we arrive at the necessary (and sufﬁcient) conditions of extremality
of x̂(r) and T̂ in the problem (5.2) for the Hölder–Sobolev classes Wr+1∞ (I) = WrH 1(I):
(i)
∫ T̂
0
x̂(r)(t)q(t) dt = max
x∈WrH 1[0,T̂ ]
∫ Tˆ
0
x(r)(t)q(t) dt, x(r)(0) = 0, x(r)(T̂ ) = r ,
(ii) q(r)(t) ≡ 0.
Theorem 5.3 enables us to describe families (see Fig. 5) of solutions of the problem (5.2) in
the phase plane (x, x˙) in the case r = 1.
If a point (0,1) is on − : x = 12 x˙2, x˙0 (+ : x = − 12 x˙2, x˙0), then u∗ = −1(u∗ = 1), and the optimal motion (x(t), x˙(t)) follows the arc of the curve − (+). If the
point (0,1) is above (below) the switching locus  := − ∪ +, then it lies on the curve
+c : x = c − 12 x˙2 (−c : x = 12 x˙2 − c) for some c > 0, and the optimal motion of the phase
coordinates consists of steering along the curve − (+) with deceleration −1 (acceleration 1),
then switching to the parabola+c (−c ) at the point (c/2,
√
c/2) of intersection of the two curves
and moving to the target position with acceleration 1 (deceleration −1).
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5.3. Deﬁnitions
In order to describe the complete solution of the problem (5.1), we need a series of deﬁnitions.
As before, for m ∈ Zm+ let Sm be the unit sphere in lm+11 :
Sm :=
{
s = (s0, . . . , sm) ∈ Rm+1
∣∣∣∣∣
m∑
i=0
|si | = 1
}
.
Deﬁnition 5.5. The set Pn of normalized polynomials of degree n − 1 is introduced as follows:
Pn :=
{
ps(t) :=
n−1∑
i=0
si t
i
∣∣∣∣∣ s ∈ Sn−1
}
, n ∈ N. (5.7)
Deﬁnition 5.6. Let s ∈ Sr−1, T > 0, and  ∈ [−(T ),(T )]. Then, hs,T ,(·) is deﬁned on
[0, T ] as the function extremal in the problem∫ T
0
h(t)ps(t) dt → sup, h ∈ H[0, T ], h(0) = 0, h(T ) = . (5.8)
Deﬁnition 5.7. Let s ∈ Sr−1, T > 0, and  ∈ [−(T ),(T )]. Then, Hs,T ,(·) is the rth integral
of hs,T , that vanishes with all derivatives {H(l)s,T ,}rl=1 at the origin:
Hs,T ,(x) = 1
(r − 1)!
∫ T
0
(x − t)r−1+ hs,T ,(t) dt, x ∈ [0, T ]. (5.9)
Deﬁnition 5.8. Let s ∈ Sr−1, T > 0, and  ∈ [−(T ),(T )]. Then, the vector s,T , ∈ Rr+1
of boundary conditions is deﬁned by
s,T , = (0,1, . . . ,r ), k := H(k)s,T ,(T ), k = 0, . . . , r. (5.10)
Using Notation 4.3, we can as well write s,T , := IrT (Hs,T ,).
Deﬁnition 5.9. Let T > 0,  ∈ {±1}, and  ∈ L[0, T ] be a kernel with a ﬁnite number of sign
changes. The function h,T , is deﬁned as the extremal function of the problem∫ T
0
h(t)(t) dt → sup, h ∈ H[0, T ], h(0) = 0, h(T ) = (T ). (5.11)
The function H,T , is the following rth integral of h,T ,,
H,T ,(x) = 1
(r − 1)!
∫ T
0
(x − t)r−1+ h,T ,(t) dt, x ∈ [0, T ], (5.12)
and the vector ,T , is deﬁned by
,T , := IrT
(
H,T ,
)
. (5.13)
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5.4. Extremal functions of the rendezvous problem
In this section we present the results of Section 1 in the equivalent form adapted for the
description of the optimal trajectories in the problem (5.1).
The following result is an analog of Theorem 1.4.
Proposition 5.10. Let s ∈ Sr−1, T > 0, and  ∈ [−(T ),(T )]. The function Hs,T , is a
unique extremal solution of the problem (∗) for  = s,T ,.
The next result is an interpretation of Theorem 1.6.
Proposition 5.11. Let T > 0,  ∈ {±1}, and  ∈ L[0, T ] be a kernel with a ﬁnite number of sign
changes on [0, T ]. Then, the function H,T , is extremal in the problem (∗) for  = ,T ,.
As the following results demonstrate, if  = ,T , then the problem (5.1) has a continuum of
extremal trajectories leading to .
Let  be a locally integrable kernel on R+ such that (t)+pr−1(t) has a ﬁnite number of sign
changes on any ﬁnite interval I ⊂ R+ for any polynomial pr−1 of degree r −1. In particular, any
polynomial of degree r with the nonzero leading coefﬁcient satisﬁes this condition. A more
general example is an r times differentiable function 
(·) with 
(r) having a ﬁnite number of
sign changes on any ﬁnite subinterval of R+ (e.g., an analytic function that is not a polynomial
of degree r − 1).
Given such a kernel  on R+, the following variant of Theorem 1.10 holds.
Theorem 5.12. Let lim
t→∞(t) = ∞. For any  ∈ R
r+1 \ {0} one of the following two statements
holds.
1. There exist s ∈ Sr , T > 0, and  ∈ R, such that
 = s,T ,, (5.14)
and the function Hs,T , is extremal in the problem (∗).
2. There exist a polynomial p(t) =
r∑
i=0
i t i , T > 0, and  ∈ {±1} such that
 = p,T ,, (5.15)
and the function Hp,T , is extremal in the problem (∗).
Another description of solutions of the problem (5.1), an analog of Theorem 1.11, assures that
for any nonzero  ∈ Rr+1 there exist two triples (s1, T , ) and (s2, T , ) such that  is a convex
combination of s1,T , and s2,T ,, and the corresponding extremal function of the problem (∗)
is the convex combination of Hs1,T , and Hs2,T ,.
Theorem 5.13. Let lim
t→∞(t) = ∞. For any  ∈ R
r+1 \ {0} one of the following two statements
holds.
1. There exist s ∈ Sr , T > 0, and  ∈ R, such that
 = s,T ,, (5.16)
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2. There exist s1, s2 ∈ Sr , T 0,  ∈ {±1}, and  ∈ (0, 1), such that
 = s1,T ,(T ) + (1 − )s2,T ,(T ), (5.17)
and the function Hs1,T ,(T ) + (1 − )Hs2,T ,(T ) is extremal in the problem (∗).
5.5. Rendezvous problem for r = 1
In this section we describe geometry of extremal functions and sets of attainability in the
problem (5.1) for n = r = 1:
T → inf; x˙+x=u ∈ H[0, T ] : (x(0), u(0))=(0, 0), (x(T ), u(T ))=(,), (5.18)
for  ∈ R,  ∈ R. In this case X(t) = e−t and 	 · Y (t) = 	et for 	 ∈ S0 = {±1}. In view of
Corollary 3.18, the set (T ) from Deﬁnition 1.3 splits into two curves
+(T ) :=
⋃
−(T )(T )
{
(y1,)
∣∣ y1 := ∫ T
0
MT,(t)e
t dt
}
,
−(T ) :=
⋃
−(T )(T )
{
(y2,)
∣∣ y2 := ∫ T
0
NT,(t)e
t dt
}
, (5.19)
where the functions MT, and NT, are introduced in Deﬁnition 3.17. Note that+(T ) is a sym-
metric image of−(T )with respect to the origin. The strict inequalitiesMT,(x) > NT,(x), x ∈
[0, T ], imply that y1 > y2 for all  ∈ [−(T ),(T )]. Therefore, +(T ) ∩−(T ) = ∅.
Let the functionsL andK on R+ be deﬁned as compositionsL := L◦−1 andK := K ◦−1,
where
L(t) =
∫ t
0
()e d, K(t) =
∫ t
0
[(t) − (t − )]e d, t ∈ R+. (5.20)
Remark 5.14. If  = 0, (t) = t,  ∈ (0, 1], then L() = 

+1
+1 and K() = 

+1
+1 .
Then, (T ) = ⋃
T 0
(+(T ) ∪ −(T )) = R2 \ E, where
E := { (a, b) ∣∣K(b) < a < L(b) or − L(b) < a < −K(b), b > 0 }. (5.21)
The boundary B(T ) of the set A(T ) of all points in the plane (y, u) attainable via an optimal
trajectory in time T is given by
B(T ) = +(T ) ∪ −(T ) ∪ J1(T ) ∪ J2(T ), (5.22)
where J1(T ), J2(T ) are open segments connecting (y1,) and (y
2
,) for  = ±(T ), re-
spectively. The trajectory z1(t) =
∫ t
0 [NT,(T )()+ (1 − )MT,(T )()]e d leads to the point
K ∈ J1(T ), and z2(t) =
∫ t
0 [NT,−(T )()+ (1 − )MT,−(T )()] d terminates at L ∈ J2(T )
in time T . As we have shown in Theorems 1.10, 1.11, the points on J1(T ) and J2(T ) are reachable
through a continuum of optimal trajectories. Fig. 6 illustrates scaled sets B(T ) for  = 0 and
(x) = x, (x) = √x, (x) = ln(1 + x), and (x) = tan−1(x).
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Fig. 6. Sets A(T ) for  = 0 and T = 2, 4, 6, 8, 10.
Let A := lim
t→∞ (t) and B :=
∫∞
0 (t)e
t dt . Then, the set A of points in R2 attainable
through a trajectory (y(·), u(·)) coincides with (−B,B) × (−A,A). Therefore, A = R2 if and
only if A = ∞ and 0.
5.6. Extremal trajectories in the rendezvous problem for r = 2
Fix T > 0 and  ∈ [−(T ),(T )]. In view of Theorem 5.13, it sufﬁces to describe the
extremal function h(t) of the problem∫ T
0
h(t)p(t) dt → sup, h ∈ H[0, T ], h(0) = 0, h(T ) = , (5.23)
for linear polynomials p(t) = t −  for all  ∈ R,  ∈ [−(T ),(T )], and T > 0.
Deﬁnition 5.15. The function Ka,b on [a, b] is deﬁned by
Ka,b(x) =
{
− 12 (a + b − 2x) + 12 (b − a), ax 12 (a + b);
1
2 (2x − a − b) + 12 (b − a), 12 (a + b)xb.
The following result is an immediate corollary of the Korneichuk Lemma 3.2.
Corollary 5.16. If a simple kernel  enjoys the property
(− x) = (+ x), x ∈ [0, ],
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Fig. 7. Second derivatives of extremal functions in (∗) for r = 2.
with respect to themidpoint  := (a+b)/2, then(x)−x = 2(−x), and the functionKa,b(x)+E
is extremal in the problem ().
Corollary 3.18 implies that
h(t) = MT,(t) if  < 0; h(t) = NT,(t) if  > T. (5.24)
Let  = ,(T ) be derived from the equation () − (T − ) = . The description of the
function h in the case  ∈ (0, T ) is divided into consideration of the following three subcases
illustrated on Figs. 7a,b,c.
Subcase 1:  ∈ (0, /2]. In this case (Fig. 7a),
h′(y) =
⎧⎪⎨⎪⎩
K ′0,2(y), y ∈ [0, 2];
′(y), y ∈ [2, ];
−′(T − y), y ∈ [, T ];
(5.25)
where the functionKa,b(·) is introduced in Deﬁnition 5.14. The point  is the only Bellman point
on [0, T ] (see Section 4.2).
Subcase 2:  ∈ [/2, T − /2]. For x ∈ [0, T −] we derive tx ∈ [, T ] from the equation
−(x) + (tx − x) + (T − tx) = , (5.26)
and introduce x := (tx + x)/2. One can easily show that x increases from /2 to (T − )/2,
as x increases from 0 to (T − )/2. Then (Fig. 7b),
hx (y) =
⎧⎪⎨⎪⎩
−′(y), y ∈ [0, x];
K ′x,tx (y), y ∈ [x, tx];
−′(T − y), y ∈ [tx, T ].
(5.27)
In this case, x and tx are the two Bellman points.
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Subcase 3:  ∈ ((T − )/2, T ]. In this case (Fig. 7c),
h(y) =
⎧⎪⎪⎨⎪⎪⎩
−′(y), y ∈ [0, T − ];
′(T − y), y ∈ [T − , 2− T ];
K ′2−T ,T (y), y ∈ [2− T , T ].
(5.28)
Thus, T −  is the Bellman point.
Note that (, y) → h(y),  ∈ [0, T ], y ∈ [0, T ], is a continuous homotopy between h0(·) =
MT,(·) and ht (·) = NT,(·). We also graph extremal functions of (5.23) for  = (T ) and
various  ∈ [0, T ] (Fig. 7d).
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