Low-rank decomposition model has been widely used in fabric defect detection, where a matrix is decomposed into a low-rank matrix representing the defect-free region (background) of the image and a sparse matrix identifying the defective region (foreground). Two shortcomings, however, still exist. First, the traditional low-rank decomposition model can only deal with Laplacian noise, ignoring Gaussian noise in the image region. Second, when textiles have periodic complex patterns, it is difficult for traditional models to separate the defective regions from the background. To address these problems, we propose a low-rank decomposition model with noise regularization and gradient information (G-NLR): 1) noise regularization, which characterizes the image noise part and enlarges the gaps between defective objects and background in the feature space. 2) The gradient information constrains the noise term adaptively according to the mutation degree of the current pixel point, so as to guide the matrix decomposition and reduce the noise misjudgment. This ensures the accuracy of detection results. We evaluate our model for fabric defect detection on the standard database including box-, star-and dot-patterns, and compare with four recent detection methods. Experimental results show that our method has good results in terms of recall rate and precision.
I. INTRODUCTION
Since the industrial revolution, the textile industry has evolved from a traditional handicraft industry to a modern machine manufacturing industry [1] . Although the methods of fabric manufacturing have changed fundamentally, the flaw in different styles and sizes on the fabric surface called defect still occurs due to the imperfect facilities, preservation methods and other reasons. The resulting loss of profits may be up to 45-60% [2] . Traditional fabric quality detection is mainly done by skilled workers. However, manual operations always lead to low detection rates and accuracy because of the subjective factors. Contrastively, the automatic fabric detection system has the ability to handle different types of fabric defects at the lowest cost while maintaining high accuracy and efficiency [3] .
Generally, fabrics can be classified into two categories: non-patterned fabric and fabric with periodic pattern. The first category of fabric appeared earlier, many mature and The associate editor coordinating the review of this manuscript and approving it for publication was Paolo Napoletano. effective detection algorithms have been developed for it in recent decades. For instance: Fourier transform [4] , [5] , morphology operation [6] , wavelet [7] , [8] , Gabor filter [9] , [10] , sparse dictionary reconstruction [11] , [12] , Markov random field [13, 14] , support vector machine [15] , [16] , neural network [17] , [18] , etc. The above algorithms can be roughly divided into five categories: statistical, spectrum, training, structural and modal-based approaches. Normally, the characteristics of statistical approaches are texture features, which may include: fractal feature, autocorrelation function, cooccurrence matrix and morphology operation, etc. The spectrum approaches transform the fabric image from the spatial domain to the frequency domain, and locate the defect by spectral features. The spectrum approaches mainly include wavelet transform, Fourier transform and Gabor filter. The training approaches are based on neural network. In these approaches, the parameters of the fabric are trained by a multi-layer network, and the training result is used as a threshold to judge the position of the defect. The structural approaches usually analyse the texture pattern features of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ textiles, firstly, extracting the texture elements, and then inferring the layout rules of the texture information. The model-based approaches contain random field (RF) model, autoregressive model (AR) and Gaussian mixture model (GMM). The model-based approaches can transform the defect detection problem into a statistical hypothesis test problem and use the finite parameter to describe the statistical correlation between a pixel and the pixels in its adjacent region, which can effectively describe the structural and statistical properties of the texture. The second category of fabric is relatively difficult to detect. However, a large number of approaches have emerged in recent years, such as Golden Image Subtraction (GIS) [19] , Elo Ranking (ER) [20] , Image Decomposition (ID) [21] , Template Correction (TC) [22] , Lattice Segmentation and Gabor [23] , etc. For instance, Traditional Image Subtraction (TIS) is a common method of template matching approaches. Ngan et al. [19] proposed a Golden Image Subtraction method (GIS) based on the TIS method, and improved it by combining with wavelet transform. The overall algorithm is thus called Wavelet based Golden Image Subtraction method (WGIS). The accuracy of WGIS method on 30 patterned fabric defect images is up to 96.7%. Tsang et al. [20] proposed a detection method based on Elo Ranking (ER), in which they selected an image block from the innocent image and subtracted it from other image blocks. The threshold of judgment is obtained by training a large number of innocent images. This method requires artificial preset parameters and achieves high detection accuracy. Ng et al. [21] introduced an Image Decomposition (ID) model for the fabric detection, where the decomposition coefficient of defect-free image is regarded as a parameter to decompose the defect image into a texture part (represent defect-free region) and a cartoon part (represent defect region). The detection accuracy of this method on three kinds of defect samples is 94.9% to 99.6%. Considering the influence of textile distortion on the template, Chang et al. [22] developed the Template Correction (TC), in which the problems of stretching and deformation can be effectively reduced. Jia et al. [23] segmented the lattice automatically based on morphological composition analysis (MCA), and formulated the defect inspection as a new voting procedure to locate the defect region.
The above methods are mainly classified into three categories: model-based approaches, statistical approaches and template matching approaches. Some deficiencies, however, still exist. The results obtained by the model method are often erratic, and the computational complexity of the algorithm is high [24] . The rationality of the statistical detection results depends on different texture patterns and defect shapes [25] . The detection results of the model-based approaches are unreliable because of the randomness of defect-free partition selection during the training phase.
On the other hand, a patterned fabric image with complex texture elements has a very large visual redundancy and the defect regions are salient in the fabric background. In view of these characteristics, it is more appropriate to apply a low-rank decomposition model to the fabric defect detection. Most of the existent low-rank decomposition models decompose the fabric image into a low-ranked innocent part and a sparse defect part, without considering the influence of noise on the sparse part. The RPCA with noise term and defect prior (PN-RPCA) [26] considers the influence of noise, adding noise terms and defect priors to RPCA. However, when there are similarities between the defective block and background or when the defective block is large, it is difficult for PN-RPCA to disentangle them.
In order to overcome the above issues, we propose a low-rank decomposition model with noise regularization and gradient information (G-NLR). We improve the traditional low-rank decomposition model with a noise regularization measured by matrix F-norm to suppress the noise. Considering the structural characteristics of the patterned fabric, the gradient information is also introduced to guide the decomposition process, which can constrain the noise term adaptively according to the mutation degree of the current pixel point. The contributions of this paper are summarized as follows:
1) According to the characteristics of the fabric structure, the gradient edge information is added to the noise term. It can constrain the noise term adaptively according to the mutation degree of the current pixel point and reduce the noise misjudgment.
2) The proposed gradient-weight model can set different thresholds according to the gray level distribution of the current image, where the model can enhance image edge information and suppress non-edge information adaptively, thereby obtaining the true edge distribution of the image. 3) Extensive experimental results reveal that our proposed achieved the state-of-the-art defect detection performance. The remainder of this paper is organized as follows. In Section 2, the work related to low-rank decomposition with Gradient information model is briefly described. In Section 3, we propose a Low-rank decomposition with Gradient information model and discuss the optimization details. In Section 4, we evaluate the performance of Lowrank decomposition with Gradient information method on a standard data and compare it with existing representative methods PN-RPCA, GHOG, WGIS and ER. Finally, Section 5 concludes the paper.
II. RELATED WORK
The proposed G-NLR method depends on two pivotal components: low rank decomposition and gradient information constraint. The following literature briefly discourses each component related with fabric defect detection.
A. LOW-RANK DECOMPOSITION
Low-rank decomposition is also referred to as low-rank matrix recovery depending on different applications. The low-rank matrix recovery decomposes the feature matrix D into a low rank matrix A (representing the background region of the image) and a sparse matrix E (representing an important foreground region of the image). Gao et al. [27] proposed an improved algorithm based on the low rank decomposition model and applied it to fabric defect detection, where Gabor and Histogram of Oriented Gradient (HOG) feature descriptors are used as the input to the model. Therefore, it can be described as the following problem:
where · 0 denotes the l 0 norm of the matrix, λ > 0 is the parameter, which is used to control the tradeoff between the two items. In addition, A corresponds to the low-rank matrix, E corresponds to the sparse matrix and D is the input matrix. This model works well for star-patterns, but it has poor detection of dot-and box-patterns, limiting its applicability.
Since rank(·) and l 0 norm have non-convex and nonsmooth properties in optimization, which is an NP-hard problem [28] , it is difficult to obtain an optimal solution. Based on the convex relaxation theory, we instead adopt the nuclear norm and l 1 norm as a convex relaxation, i.e.,
where · * represents the nuclear norm of the matrix, which is the sum of all singular values in the matrix. · 1 represents the l 1 norm of the matrix, which is the maximum of the sum of the absolute values of the matrix column vectors.
Huangpeng et al. [29] introduced a weighted low rank reconstruction model called W-LRR based on GHOG, where the defect prior texture features are constructed to guide model decomposition. It is formulated as follows:
where W is a defect prior, which is used to calculate the possibility that the current pixel becomes a defect. The limitation of this method is that the fallacious defect priori will have a great impact on the detection results. There are also other improved low-rank decomposition approaches for fabric defect detection. Ng et al. [30] proposed a TVG model, which is an image decomposition model based on Total Variation (TV) and G norm (more strictly, approximation of the G norm). The TVG model regards the defect image as a superposition of defects and background, it has good performance for dot-pattern, but for star-and boxpattern, still need to be improved. Cao et al. [12] developed an unsupervised model called prior knowledge-guided least squares regression (PG-LSR), where the prior knowledge is used to guide decomposition while least squares regression is employed to solve the model. The F norm is different from the nuclear norm and the l 1 norm. In some cases, the detection results are unreliable.
B. GRADIENT INFORMATION CONSTRAINT
The gradient information constraint uses the gradient information to determine the edge position of the image, where the weight of the exponential function framework is designed to control the smoothing factors in different image regions, so that the model can adaptively distinguish and emphasize the edges [31] . Meanwhile, the defect in fabric refers to the area where the original gray distribution of the image is destroyed, therefore, the defect part has strong edge information. According to the above analysis, it is reasonable to apply the gradient information constraint to guide the decomposition.
In the field of digital image processing, the edges of most images can be obtained by calculating the image gradient. Gradient is a vector, which carries multi-directional pixel point gray-scale mutation information. We choose the absolute value of the image gradient field, i.e.,
where D is the desired image and (x, y) is the coordinates of the pixel D(i, j). A constraint factor is introduced into the weight as the exponential term of the weight model, in order to make it reasonable to apply the gradient edge information in the model. It establishes a constraint boundary, so that the model can accurately achieve adaptive weighting for different regions, i.e., the weight model enhances the edge information when the pixel is at the edge, conversely, suppresses the edge information.
III. THE PROPOSED G-NLR METHOD
The proposed G-NLR method conceptually consists of three steps: gradient weight matrix construction, low-rank decomposition and saliency map segmentation. Firstly, the gradient information matrix is constructed according to the exponential function framework, which is merged into the low rank decomposition model to guide the matrix decomposition. Secondly, the fabric defect image is decomposed into three parts: low-rank part (A), sparse part (E) and noise part (N). Finally, segmenting the saliency map by the optimal threshold algorithm to locate the defect region. Fig. 1 is the framework of the proposed G-NLR method.
A. IMPROVED LOW-RANK DECOMPOSITION
In G-NLR method, a noise term and a gradient weight matrix are applied to the traditional low-rank decomposition model in order to make the detection result of different defect types more accurate and robust. The noise term, which characterizes the image noise part and enlarges the gaps between defective objects and background in the feature space making the model more robust. The gradient weight matrix, which constrains the noise term adaptively according to the mutation degree of the current pixel point, reduces the noise misjudgment and ensures the accuracy of the detection results 
1) IMPROVING LOW-RANK DECOMPOSITION WITH NOISE TERM (NLR)
Many fake defects are in all probability generated when the fabric images contain noise, fickle shadows and illumination changes, which affect the image quality. The traditional lowrank decomposition model utilizes l 1 norm to characterize the sparsity of defects, which cannot overcome the noise mentioned above. We introduce a noise term to Equation (2) to solve the problem:
where N 2 F = ij N 2 ij and the F-norm can characterize Gaussian noise when the data is normalized. The matrix N = R m×n presents the noise generated by the distortion and illumination changes in the image. The parameters λ and β are used to balance the sparse and noise terms. Fig. 2 shows that a saliency map without fake defects can be obtained by the improved low rank decomposition model.
The result obtained by NLR model is much better than which the traditional low-rank decomposition model generated. However, it still needs to be further optimized because of the incomplete saliency map.
2) IMPROVING NLR MODEL WITH GRADIENT WEIGHT MATRIX (G-NLR)
In addition, when there are similarities between the defective objects and background, the above methods are incapable of disentangling them. Hence we design a gradient weight matrix G to guide the detection:
where ϕ ij characterizes gradient edge information of the fabric image. The consequent of writing G = R m×n as Eq. (7) is to control its value within the range of (0, 1) to avoid infinity. Larger ϕ ij means that the pixel D (i, j) has larger probability to be an edge pixel. It will be described in the next section. in Eq. (6)
We wish to punish the elements of N corresponding to the noise regions since Eq. (4) is a minimization problem. Thus the gradient weight matrix G can nonlinearly encourage the edge regions while suppressing the non-edge regions. Through importing the gradient weight matrix, we can cope with unclear defective regions and get a complete saliency map. Fig. 3 shows the decomposition results.
B. CONSTRUCTION OF GRADIENT EDGE INFORMATION
According to the structural characteristics of the fabric defect image, we design a gradient information matrix ϕ ij to describe the edge of the image, where a constraint factor is introduced as the exponential term of the weight model to make ϕ ij more reasonable for the fabric defect image. i.e., where M ij represents the gradient of the fabric defect image. s ij is the constraint factor, which can establish a constraint boundary for ϕ ij , so that ϕ ij can accurately determine different weighting behaviors for different regions. The constraint factor is defined as:
where t is a threshold, which can filter out the non-edge regions in the image to get more accurate edge information. it is described as:
where L is the variation range of the gradient field of the fabric image. α is a parameter, by which the weight model can set the threshold adaptively according to different fabric images. In this paper, α is set to 4 and its selection strategy is described in Section 4.2.
C. OPTIMIZATION
Considering the balance between efficiency and accuracy in practice, we resort to the alternating direction method (ADM) [32] to optimize the G-NLR model. The augmented Lagrangian function of Eq. (6) is:
where Y is the Lagrange multipliers, and µ > 0 is the penalty parameter. To solve Eq. (11), we search for the optimal A, E and N iteratively, and update the three components alternately. We outline the optimization procedure in Algorithm 1 and call it ADM-(G-NLR). In the following, we analyze the details of the optimization process. Updating E: When A and N are fixed, we update E by solving the following problem:
where X E = D − A k − N k + Y k /µ k , the solution to Eq. (12) can be derived as
where ε = λ/µ k . and S η [x] = sign(x) max{abs(x) − η, 0} soft-thresholding (shrinkage) operator. Updating N: When A and E are fixed, we update N by solving the following problem:
where
Updating A: When E and N are fixed, we update A by solving the following problem:
where X A = D−E k+1 −N k+1 +Y k /µ k , the solution to Eq. (16) can be derived as
Note that is the singular value of the matrix of X A and T [·] presents Singular Value thresholding (SVT) [33] operator. Updating Y: update the Lagrange multipliers Y: 
2 , µ 0 = 1 ε = 10 −7 and k = 0. 2 while not converged do 3 update E and fix the others by
update N and fix the others by
update A and fix the others by
update the parameter µ by µ k+1 = min ρµ k , max µ 8 check the convergence conditions: 
A. DESCRIPTION OF EVALUATION METRICS
A number of metrics are employed for evaluation, true positive (TP), false positive (FP), true negative (TN), false negative (FN), accuracy (ACC), true positive rate (TPR), false positive rate (FPR), positive predictive value (PPV) and negative predictive value (NPV). Related definitions of these metrics can be found in [21] . In addition, the f value (f measure) is obtained in this paper to evaluate the detection more correctly. where γ is the weight and γ is set to 1 in [34] . Thus Eq. (19) can be derived as
Eq. (19) and Eq. (20) show that when the FP and FN increase, i.e., the detection results are inconsistent with the ground-truth, the f value decreases, on the contrary, the f value increases and is closer to 1. This evaluation index only considers TPR and PPV, which avoids unreasonable evaluation caused by the too small defective regions. Therefore, the f value can be an effective and reasonable evaluation in this paper.
B. TUNING THE PARAMETERS OF G-NLR
There are some parameters with predefined values in G-NLR, i.e., the edge threshold α in Eq. (10), Super-parameter λ and β in Eq. (6) . These parameters are further tuned and the corresponding orders of magnitude (OM), TPR and FPR are analyzed in this section.
1) EFFECT OF THRESHOLD α
For the edge threshold α employed in Eq. (10), turning it range from 0.1 to 0.9. The variance of 3 pattern types are estimated and illustrated in Fig. 4 , which describes the distance between the variable and its expected value. Hence, a low variance indicates the good performance.
As the Fig. 4 shows, the variances of box-and starpatterned fabrics are relatively stable, while the variances of dot-patterned changes drastically. However, all of them reach 0 when α = 0.4. Meanwhile, the edge distribution of the defective fabric images can be truly described. So, the edge threshold α is set to 0.4 in this paper.
2) EFFECTS OF PARAMETERS λ AND β λ and β employed in Eq. (6) are the parameters for G-NLR model which are used to balance the sparse and noise terms. In order to prove their necessity and determine their range of values, we set λ = 1 and β = 1 to achieve the fluctuation and OM distribution of each term (low-rank, sparse and noise term). Turning λ and β according to the OM distribution which are shown in Fig. 5 . For low-rank part (A) shown in Fig. 5(c) . Different from sparse part (E) and noise part (N), the curve representing the value of it tends to be steady during the convergence process and the OM of A is 4, which is same as the original image.
As the above analysis, the OM of sparse part (E), noise part (N) and low-rank part (A) are 0, 2 and 4, which indicates that the three terms obtained by the model decomposition are meaningless. In order to obtain Meaningful result of the decomposition, we stipulate that the OM of sparse part (E) is 2, the OM of noise part (N) is 3 and the OM of lowrank part (A) is 4. As the result, λ is confirmed to range from 0.01 to 0.09 according to the Eq. (13) and β = 1 is confirmed to range from 0.1 to 0.9 according to the Eq. (15) . We turn the parameters λ and β by analyzing the OM of the two parts.
Based on traditional cross-validation, the OM concept is introduced to simplify the cumbersome process of turning parameter. According to the analysis in the previous section, λ is from 0.01 to 0.09, β = 1 is from 0.1 to 0.9. There are 81 combinations. However, when λ ≥ 0.06 and β ≥ 0.6, the OM of two parts have no changes, so we take the first 25 of the 81 groups, i.e., 0.01-0.1, 0.02-0.1,. . . , 0.05-0.5 shown as cells by Table 1 . The datas (in bold) correspond to the experimental renquirements. Table 1 shows the Preliminary judgment results of λ and β, where λ = 0.03 while β = 0.1, λ = 0.03 while β = 0.2 and λ = 0.04 while β = 0.2. Taking the selected three sets of parameters into the model. The result of different parameters are illustrated in figure 6 and the numeric results are presented in tables 2 and 3. Fig. 6 shows when β = 0.1 and λ = 0.03, there are some false detection results, when β = 0.2 and λ = 0.04, the results are not complete; when β = 0.2 and λ = 0.03, G-NLR obtains the best results.
For numeric box-pattern results in Table 2 , when β = 0.2 and λ = 0.03, defect types Hole, Netting Multiple, and Thick Bar have the highest TPR. When β = 0.1 and λ = 0.03, the FPR of defect type Broken End is the lowest, but TPR of all defect types is low. When β = 0.2 and λ = 0.04, defect types Hole and Thin Bar get the lowest FPR, but the rest defect types have lower TPR. When β = 0.2 and λ = 0.03, although FPR do not reach the minimum, TPR is the highest. Considering the above situation, the parameters of the box pattern fabric are β = 0.2 and λ = 0.03.
For numeric star-pattern results in Table 3 , when β = 0.2 and λ = 0.03, defect types Broken End, Hole, Thick Bar and Thin Bar get the highest TPR. When β = 0.1 and λ = 0.03, defect type Thick Bar gets the lowest FPR, but TPR of all defect types are low. When β = 0.2 and λ = 0.04, defect types Broken End, Hole, and Thin Bar get the lowest FPR, but low TPR for defect types Hole, Netting Multiple and Thick Bar. Considering the above situation, the parameters of the starpattern fabric are β = 0.2 and λ = 0.03.
For numeric dot-pattern results in Table 4 , when β = 0.2 and λ = 0.03, except Netting Multiple, TPR of other types reaches the highest. When β = 0.1 and λ = 0.03, TPR is very low, while FPR of defect type Thick Bar reaches the lowest defect type. When β = 0.2 and λ = 0.04, although FPR gets the lowest, FPR is not low. Considering the robustness of the model, the parameters of the star-pattern fabric are β = 0.2 and λ = 0.03.
C. NOISE TERM EVALUATION
In this section, a contrast experiment is performed to verify the validity of the noise term. Adding Gaussian noise to the original image and detecting them with G-NLR model. The result are illustrated in Fig. 7 and the numeric results are presented in Tables 5-7 . Fig. 7 shows that the G-NLR method still obtains good results for the images with noise, although there are some false detection results in box-and star-pattern.
For numeric box-, star-and dot-pattern results in Tables 5-7 , the overall TPR decrease only 1% for box-pattern, 1.99% for star-pattern and 2.17% for dot-pattern after adding noise to the original image and star-and dot-pattern have better FPR. This illustrates that the noise term is sensitive to Gaussian noise and the G-NLR is more stable than traditional low rank decomposition model.
D. NUMERICAL AND GRAPHICAL RESULTS
For each defective type of the fabric image database, an exemplar is randomly chosen and the results of G-NLR, ER [20] , GHOG [27] and PN-RPCA [26] are illustrated in Figs. 8-10 . For box-pattern exemplars shown in Fig. 8 , the accuracies of G-NLR are visually higher than the rest. PN-RPCA [26] detects the defection well, but it introduces lots of false detections. For star-pattern exemplars depicted in Fig. 9 , both G-NLR and PN-RPCA [26] show higher accuracies than the rest. GHOG [27] cannot detect the whole defects and ER fail to detect the defects. For dot-pattern exemplars depicted in Fig. 10 , all of the 4 methods expect GHOG show high accuracies of the detection. However, ER [20] introduces lots of false detections. Tables 8-10 contrast the results of the six test methods (WGIS [19] , ER [20] , PN-RPCA [26] , GHOG [27] and G-NLR) for box-, star-and dot-patterned fabrics, and the best results marked in bold. The first column is the defect type name; the second column is the TPR; the third column is the FPR; the fourth column is the PPV; the fifth column is the NPV; the sixth column is the f value; and the seventh column is the different detection method. Each row of the table represents the average detection result for a method, and all rows are classified according to the types of defects.
For numeric box-pattern results in Table 8 , G-NLR method has the highest overall TPR. ER [20] gets the lowest FPR, however, TPR of which is also the lowest. In addition, it is invalid for defect type Hole. PN-RPCA [26] has a highest TPR of defect type Broken End, but for other types are very low. WGIS [19] has the highest TPR of defect type Think Bar reached 99%, the same as PN-RPCA [26] , has a very low TPR for others. What is more, it also has a high FPR.
For numeric star-pattern results in Table 9 , G-NLR method has the highest overall TPR. WGIS [19] has a highest TPR of defect type Broken End, but for other types are low. The GHOG [27] method is sensitive to the defect types Broken End and Hole, and gets the highest TPR, but for other types are low. PN-RPCA [26] has the highest PPV and the lowest FPR, but its TPR is 11.59% lower than G-NLR paper.
For numeric star-pattern results in Table 10 , G-NLR method has the highest overall TPR. ER [20] has the lowest FPR for defect types Knots and Netting Multiple, and the highest PPV for defect types Broken End and Knots, but it has a low TPR. The same as table 9, PN-RPC [26] has the highest PPV and the lowest FPR, but its TPR is 16.38% lower than G-NLR method.
Scatter plots of TPR and FPR for box-, star-and dotpattern cases are shown in Figs. 11(a), 11(b) and 11(c), respectively, to visually evaluate the performance. The ideal performance means 100% TPR and 0 FPR which corresponds to the upperleft corner of the TPR-FPR scatter plot.
For box pattern shown in Fig. 11(a) , the scattering distribution of G-NLR is on the upper left, which indicates that G-NLR has good detection results for the box-patterned fabric. GHOG [27] has the highest FPR and lower TPR, which indicates that it is not an ideal model for detecting box-patterned fabric.
For star pattern shown in Fig. 11(b) , TPR of G-NLR are more than 80% for all defect types. Therefore, G-NLR has good detection results for the star-patterned fabric.
For dot pattern shown in Fig. 11(c) , TPR of G-NLR are more than 90% for 4 defect types and the remaining two are above 80%. However, FPR of G-NLR is higher than PN-RPCA [26] and GHOG [27] .
According to the above analysis, G-NLR method is more robust than other methods and is suitable for all types patterned fabrics in the database.
V. CONCLUSION
This paper proposes a low-rank decomposition model with noise regularization and gradient information called G-NLR. We improve the traditional low-rank decomposition model with a noise regularization measured by matrix Fnorm to suppress the noise. Considering the structural characteristics of the patterned fabric, the gradient information is also introduced to guide the decomposition process, which can constrain the noise term adaptively according to the mutation degree of the current pixel point, so as to reduce the noise misjudgment and ensure the accuracy of the detection results. Experimental results show that G-NLR achieves an average TPR of 87.34% on box-, star-and dot-patterned fabrics. G-NLR decomposes the original fabric image into three parts: a sparse part corresponding to the defective region, a noise part corresponding to the noise and a lowrank part corresponding to the defect-free region. We use the optimal threshold segmentation algorithm to segment the saliency map to complete the defect detection. The results of Experiments which are conducted on the standard database show that G-NLR has better performance than other methods mentioned in this paper. However, G-NLR has a high FPR for dot-patterned fabrics which needs to be improved.
