








MODELLING THE DYNAMICS OF TEAM 
SITUATION AWARENESS 
by 
JOANNE CLAIRE KITCHIN 
A thesis submitted to 
The University of Birmingham 
for the degree of 





School of Engineering 
Department of Electronic, Electrical and Systems Engineering  
















This unpublished thesis/dissertation is copyright of the author and/or third 
parties. The intellectual property rights of the author or third parties in respect 
of this work are as defined by The Copyright Designs and Patents Act 1988 or 
as modified by any successor legislation.   
 
Any use made of information contained in this thesis/dissertation must be in 
accordance with that legislation and must be properly acknowledged.  Further 
distribution or reproduction in any format is prohibited without the permission 







For decades both industry and academia have been interested in situation awareness, from 
individual situation awareness to system situation awareness of dynamic collaborative 
systems. Several theories and definitions exist for situation awareness and although 
considerable research has been conducted in this domain no definitive consensus has been 
reached. Therefore, the purpose of the research in this thesis is not develop new theories or 
definitions, but to explore how situation awareness presents itself in teams and systems in 
terms of team cognition. The methods used in this thesis include simulating team tasks using 
agent-based modelling, analysing team knowledge using concept maps and analysing team 
processes using entropy. In order to remove the risk of intrusion on the tasks being explored, 
the communications of team members are recorded and used as the primary data for the 
analyses conducted. Visually presenting knowledge of agents using concept maps made it 
easier to understand how the information was stored and transferred throughout the teams. An 
interesting result showed that it was not important for all agents to have the same information 
when key decisions were made and that when information is not shared the team performed 
better and with greater accuracy than when there was a focus on information sharing. Visually 
presenting team processes using entropy and process distribution allowed for patterns of 
behaviour to be identified. Results show that while individuals within teams feel confident 
with the amount of knowledge they have they will focus on working independent up until the 
point they can no longer achieve results on their own, at that point the team shifts to 
teamworking. The differences between teamwork and taskwork are related to the theories of 
shared and distributed situation awareness, concluding that shifts in team processes represent 




To my best friend, companion and husband Sebastian Kitchin. Thank you for your continued 
loving support, encouragement and late-night tea breaks. Without you none of this would 
have been possible. 
I am also very gratefully for my father, John Homer, who has always believed in me and 
encouraged me to continue along this academic path. Thanks to you the last four years have 
been some of the best in my life, and you’re right, I would have been a fool not to do it. 
A special mention to my PhD supervisor, Chris Baber. My PhD has been an amazing 
experience and I thank you from the bottom of my heart for your tremendous academic and 
moral support. I hope we get the chance to network again at conferences in the future. 
To everyone I shared the office with throughout the PhD, thank you for being so kind and 
open. Waldo Cervantes, Natan Moran, Sandra Starke, Megan Field and Laurence Hanes, each 
one of you kept me sane throughout the PhD and I’m proud to call you all my friend. 
Martin Read, you have provided considerable insight both emotionally and academically, 
probably more than you think. Without your words of encouragement and support I don’t 
think I would be where I am today. Thank you, my friend. 
To Maisy and Daisy, you have both given me more emotional support than any human 
possibly could. Thank you for coming into my life. 
Finally, I want to thank DSTL for their financial support and for giving me the opportunity to 
continue researching the very important field of human factors. 
Thank you all!  
iv 
 
TABLE OF CONTENTS 
ABSTRACT ........................................................................................................................................................ II 
ACKNOWLEDGEMENTS ................................................................................................................................... III 
TABLE OF CONTENTS ....................................................................................................................................... IV 
LIST OF FIGURES .............................................................................................................................................. IX 
LIST OF TABLES .............................................................................................................................................. XX 
LIST OF APPENDICES ..................................................................................................................................... XXI 
JOURNAL PUBLICATIONS & CONFERENCE PAPERS ....................................................................................... XXV 
CHAPTER 1 INTRODUCTION ............................................................................................................................. 1 
1.1 INTRODUCTION .............................................................................................................................................. 1 
1.2 RESEARCH QUESTIONS .................................................................................................................................... 4 
1.2.1 Question 1: How can the use of agent-based modelling help explore humanlike behaviours and 
the distribution of knowledge throughout a system? .................................................................................... 4 
1.2.2 Question 2: How can the analysis of communication give insight into team situation awareness 
and team behaviour? ..................................................................................................................................... 8 
1.3 THESIS STRUCTURE ......................................................................................................................................... 9 
1.3.1 Chapter 2 – Situation awareness in teams ...................................................................................... 9 
1.3.2 Chapter 3 – Modelling the HMS Dryad Operations Room ............................................................... 9 
1.3.3 Chapter 4 – Communication as Knowledge: A Study of Team Working .......................................... 9 
1.3.4 Chapter 5 – Communication as Knowledge: Modelling Teams ..................................................... 10 
1.3.5 Chapter 6 – Communication as Action: A Study of Team Processes .............................................. 10 
1.3.6 Chapter 7 – Discussion ................................................................................................................... 10 
CHAPTER 2 LITERATURE REVIEW .....................................................................................................................11 
2.1 LITERATURE REVIEW METHOD ........................................................................................................................ 11 
v 
 
2.1.1 Reasons for Conducting a Literature Review ................................................................................. 11 
2.1.2 Choosing a Literature Review Method ........................................................................................... 11 
2.2 TEAM COGNITION ........................................................................................................................................ 14 
2.2.1 Information processing .................................................................................................................. 14 
2.2.2 Team holistic ecology and dynamic activity .................................................................................. 14 
2.2.3 Neurodynamics .............................................................................................................................. 15 
2.3 TEAM SITUATION AWARENESS ........................................................................................................................ 16 
2.3.1 Distributed Decision Making (Wellens, 1993) ................................................................................ 18 
2.3.2 Framework of Team SA (Salas et al., 1995) ................................................................................... 18 
2.3.3 Team SA (Endsley, 1995a).............................................................................................................. 18 
2.3.4 Situated Situation Awareness ........................................................................................................ 19 
2.3.5 Distributed Situation Awareness ................................................................................................... 20 
2.4 MEASURING SITUATION AWARENESS IN TEAMS ................................................................................................. 21 
2.5 ANALYSING TEAMS ....................................................................................................................................... 27 
2.5.1 Social Network Analysis ................................................................................................................. 27 
2.5.2 Communication .............................................................................................................................. 29 
2.6 AGENT BASED MODELLING ............................................................................................................................ 36 
2.6.1 Choosing an Agent Based Modelling Package ............................................................................... 37 
2.6.2 NetLogo ......................................................................................................................................... 41 
2.7 SUMMARY .................................................................................................................................................. 44 
CHAPTER 3 SIMULATING THE HMS DRYAD OPERATIONS ROOM .....................................................................45 
3.1 CASE STUDY: AN AGENT BASED MODEL OF THE HMS DRYAD OPERATIONS ROOM .................................................. 45 
3.1.1 HMS Dryad ..................................................................................................................................... 45 
3.1.2 Model Design ................................................................................................................................. 53 
3.2 SIMULATION RESULTS ................................................................................................................................... 68 
3.2.1 Analysis of Performance Data ....................................................................................................... 68 
3.2.2 Social Network Analysis of Agent Interactions .............................................................................. 71 
vi 
 
3.2.3 Analysis of Agent Knowledge ......................................................................................................... 88 
3.3 DISCUSSION ................................................................................................................................................ 95 
3.4 SUMMARY ................................................................................................................................................ 100 
CHAPTER 4 COMMUNICATION AS KNOWLEDGE: STUDY OF TEAMWORKING ............................................... 101 
4.1 INTRODUCTION .......................................................................................................................................... 101 
4.2 HYPOTHESES ............................................................................................................................................. 103 
4.3 METHOD .................................................................................................................................................. 105 
4.3.1 Experiment Design ....................................................................................................................... 105 
4.3.2 Participants .................................................................................................................................. 106 
4.3.3 Procedure ..................................................................................................................................... 106 
4.3.4 Task Development ....................................................................................................................... 107 
4.3.5 Concept Map Application ............................................................................................................ 111 
4.3.6 Experimental tasks ....................................................................................................................... 114 
4.3.7 Creating Concept Maps from Participant Messages ................................................................... 115 
4.3.8 Data Analysed .............................................................................................................................. 117 
4.4 RESULTS ................................................................................................................................................... 118 
4.4.1 Performance ................................................................................................................................ 119 
4.4.2 Total Comments ........................................................................................................................... 120 
4.4.3 Task Relevant comments ............................................................................................................. 121 
4.4.4 Comments against performance ................................................................................................. 122 
4.4.5 Comparing Scores for High and Low Performance Teams ........................................................... 126 
4.4.6 Review of high and low performing teams’ transcript content ................................................... 128 
4.4.7 Information Held within the Network .......................................................................................... 132 
4.5 CONCLUSIONS ........................................................................................................................................... 137 
4.6 EXPERIMENT CRITIQUE ................................................................................................................................ 139 
4.7 SUMMARY ................................................................................................................................................ 141 
CHAPTER 5 TEAM TRAFFIC MODEL: COMMUNICATION AS KNOWLEDGE ...................................................... 142 
vii 
 
5.1 AGENT BASED MODEL OF TEAMWORKING ...................................................................................................... 142 
5.2 METHOD .................................................................................................................................................. 143 
5.2.1 Program Structure ....................................................................................................................... 143 
5.2.2 Export - Illegal Characteristic Identification................................................................................. 154 
5.2.3 Export – Interval Agent Knowledge ............................................................................................. 155 
5.2.4 Export – Total comments made, and task relevant comments made ......................................... 155 
5.2.5 Model Concept Maps ................................................................................................................... 155 
5.3 RESULTS ................................................................................................................................................... 156 
5.3.1 Performance ................................................................................................................................ 156 
5.3.2 Communication ............................................................................................................................ 160 
5.3.3 Comments against performance ................................................................................................. 168 
5.3.4 Information Held within the Network .......................................................................................... 176 
5.4 DISCUSSION .............................................................................................................................................. 178 
5.4.1 Concept Map Critique .................................................................................................................. 182 
5.5 MODEL CRITIQUE ....................................................................................................................................... 184 
5.6 SUMMARY ................................................................................................................................................ 184 
CHAPTER 6 THE DYNAMICS OF DISTRIBUTED SITUATION AWARENESS ......................................................... 185 
6.1 INTRODUCTION .......................................................................................................................................... 185 
6.1.1 Entropy & Thermodynamics ........................................................................................................ 186 
6.1.2 Entropy & Team Cognition ........................................................................................................... 188 
6.2 HYPOTHESIS .............................................................................................................................................. 190 
6.3 METHOD .................................................................................................................................................. 190 
6.3.1 Application of Entropy Method.................................................................................................... 196 
6.4 RESULTS ................................................................................................................................................... 212 
6.4.1 Coherence .................................................................................................................................... 212 
6.4.2 Interaction ................................................................................................................................... 221 
6.5 DISCUSSION .............................................................................................................................................. 223 
viii 
 
6.6 METHOD CRITIQUE ..................................................................................................................................... 225 
6.7 SUMMARY ................................................................................................................................................ 226 
CHAPTER 7 DISCUSSION ................................................................................................................................ 227 
7.1 INTRODUCTION .......................................................................................................................................... 227 
7.2 RESEARCH QUESTIONS ................................................................................................................................ 228 
7.2.1 Question 1: How can the use of agent-based modelling help explore humanlike behaviours and 
the distribution of knowledge throughout a system? ................................................................................ 228 
7.2.2 Question 2: How can the analysis of communication give insight into team situation awareness 
and team behaviour? ................................................................................................................................. 229 
7.2.3 Understanding SA in teams ......................................................................................................... 230 
7.3 USING AGENT BASED MODELLING IN RESEARCH .............................................................................................. 231 
7.3.1 Benefits of using Agent Based Modelling .................................................................................... 231 
7.3.2 Limitations using Agent Based Modelling ................................................................................... 233 
7.4 ENTROPY AS A MEASURE OF TEAM ACTIVITY ................................................................................................... 234 
7.4.1 Benefits of using entropy as a measure of team activity ............................................................. 234 
7.4.2 Limitations of using entropy as a measure of team activity ........................................................ 235 
7.5 INTEGRATING THE ENTROPY OUTPUTS INTO A DISPLAY........................................................................................ 236 
7.6 CONTRIBUTIONS OF THE RESEARCH ................................................................................................................ 241 
7.7 FUTURE RESEARCH ..................................................................................................................................... 242 
REFERENCES .................................................................................................................................................. 243 





LIST OF FIGURES 
Figure 1 – Hierarchy of the types of situation awareness......................................................... 17 
Figure 2 - Timeline of SA measurement techniques ................................................................ 21 
Figure 3 - An excerpt from Wheelan & Williams (2003) showing patterns of the verbal 
interaction sequence ................................................................................................................. 34 
Figure 4 - Excerpt from Wiltshire et al. (2017) showing entropy time series for a team with 
vertical black lines representing transition points between team processes ............................. 35 
Figure 5 – Netlogo: Code View ................................................................................................ 42 
Figure 6 – NetLogo: Interface View......................................................................................... 43 
Figure 7 - Agent interactions and information flow directions in the distributed without 
sharing version of the model .................................................................................................... 50 
Figure 8 - Agent interactions and information flow directions in the distributed with sharing 
version of the model ................................................................................................................. 50 
Figure 9 - Screenshot of the distributed without sharing version of the model........................ 52 
Figure 10 - Screenshot of the distributed with sharing version of the model ........................... 52 
Figure 11 – Flowchart of the model code ................................................................................. 54 
Figure 12 - Summary of agent rules, how they are activated and carried out in the distributed 
tasks model ............................................................................................................................... 58 
Figure 13 - Summary of agent rules, how they are activated and carried out in the shared tasks 
model ........................................................................................................................................ 59 
Figure 14 – Performance data output, example .csv file .......................................................... 66 
x 
 
Figure 15 – Agent Interaction data output, example .csv file................................................... 66 
Figure 16 – Agent Knowledge Data output, example .csv file ................................................ 67 
Figure 17 – Performance results for both versions of the model.............................................. 69 
Figure 18 – Performance results for both versions of the model.............................................. 69 
Figure 19 – System workload results for the distributed without sharing version of the model
 .................................................................................................................................................. 70 
Figure 20 – System workload results for the distributed with sharing version of the model ... 70 
Figure 21 – Directed agent networks at the end of the model trial for the distributed with 
sharing and distributed without sharing versions of the model ................................................ 73 
Figure 23 - Degree centrality value results for both the distributed with sharing and distributed 
without sharing versions of the model ...................................................................................... 75 
Figure 24 - Density value results for both the distributed with sharing and distributed without 
sharing versions of the model ................................................................................................... 75 
Figure 25 - Interval Networks of Agents During the Shared HMS Dryad ABM Task: 500 tick 
intervals .................................................................................................................................... 76 
Figure 26 - Interval Networks of Agents During the Shared HMS Dryad ABM Task: 1000 
tick intervals ............................................................................................................................. 76 
Figure 27 - Interval Networks of Agents During the Shared HMS Dryad ABM Task: 2000 
tick intervals ............................................................................................................................. 77 
Figure 28 - Interval Networks of Agents During the Shared HMS Dryad ABM Task: 10000 
tick intervals ............................................................................................................................. 77 
xi 
 
Figure 29 - Interval Networks of Agents During the Distributed HMS Dryad ABM Task: 500 
tick intervals ............................................................................................................................. 78 
Figure 30 - Interval Networks of Agents During the Distributed HMS Dryad ABM Task: 
1000 tick intervals .................................................................................................................... 78 
Figure 31 - Interval Networks of Agents During the Distributed HMS Dryad ABM Task: 
2000 tick intervals .................................................................................................................... 79 
Figure 32 - Interval Networks of Agents During the Distributed HMS Dryad ABM Task: 
10000 tick intervals .................................................................................................................. 79 
Figure 33 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad 
ABM Task: 500 tick intervals .................................................................................................. 80 
Figure 34 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad 
ABM Task: 1000 tick intervals ................................................................................................ 80 
Figure 35 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad 
ABM Task: 2000 tick intervals ................................................................................................ 81 
Figure 36 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad 
ABM Task: 10000 tick intervals .............................................................................................. 81 
Figure 37 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 
ABM Task: 500 tick intervals .................................................................................................. 82 
Figure 38 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 
ABM Task: 1000 tick intervals ................................................................................................ 82 
Figure 39 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 
ABM Task: 2000 tick intervals ................................................................................................ 83 
xii 
 
Figure 40 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 
ABM Task: 10000 tick intervals .............................................................................................. 83 
Figure 41 - Interval Density Values During the Shared HMS Dryad ABM Task: 500 tick 
intervals .................................................................................................................................... 84 
Figure 42 - Interval Density Values During the Shared HMS Dryad ABM Task: 1000 tick 
intervals .................................................................................................................................... 84 
Figure 43 - Interval Density Values During the Shared HMS Dryad ABM Task: 2000 tick 
intervals .................................................................................................................................... 85 
Figure 44 - Interval Density Values During the Shared HMS Dryad ABM Task: 10000 tick 
intervals .................................................................................................................................... 85 
Figure 45 - Interval Density Values During the Distributed HMS Dryad ABM Task: 500 tick 
intervals .................................................................................................................................... 86 
Figure 46 - Interval Density Values During the Distributed HMS Dryad ABM Task: 1000 tick 
intervals .................................................................................................................................... 86 
Figure 47 - Interval Density Values During the Distributed HMS Dryad ABM Task: 2000 tick 
intervals .................................................................................................................................... 87 
Figure 48 - Interval Density Values During the Distributed HMS Dryad ABM Task: 10000 
tick intervals ............................................................................................................................. 87 
Figure 49 – Concept map of the distributed without sharing and distributed with sharing 
networks ................................................................................................................................... 89 
Figure 50 – Concept map with coloured rings showing agent knowledge for the distributed 
with sharing network ................................................................................................................ 93 
xiii 
 
Figure 51 – Concept map with coloured rings showing agent knowledge for the distributed 
without sharing network ........................................................................................................... 94 
Figure 51 - Excerpt from Stanton et al. (2008) showing the Social Network Analysis of the 
HMS Dryad Operations Room ................................................................................................. 98 
Figure 52 - Comparing Shared and Distributed knowledge ................................................... 103 
Figure 53 - Screenshot of the traffic animation used in the experiment ................................ 107 
Figure 54 – Screenshots of the separate displays created from the animation code .............. 108 
Figure 55 – Video display and chat window .......................................................................... 109 
Figure 56 – Layout of computers and participants ................................................................. 110 
Figure 57 – Concept maps of condition 2 and 3 created using data from the transcript analysis
 ................................................................................................................................................ 113 
Figure 58 - Example of one of the raw transcript files for group 6 ........................................ 115 
Figure 59 - A .txt file of knowledge from group 6 ................................................................. 116 
Figure 60 – Concept map using knowledge extracted from the group 6 transcripts .............. 117 
Figure 61 - Comparison of Mean Performance Over the Three Experimental Conditions .... 119 
Figure 62 - Comparison of Mean Overall Comments Over the Three Experimental Conditions
 ................................................................................................................................................ 120 
Figure 63 - Comparison of Mean Task-Relevant Comments Over the Three Experimental 
Conditions ............................................................................................................................... 121 
Figure 64 - Relationship Between Overall Comments and Performance for Condition 1 ..... 122 
Figure 65 - Relationship Between Overall Comments and Performance for Condition 2 ..... 123 
xiv 
 
Figure 66 - Relationship Between Overall Comments and Performance for Condition 3 ..... 123 
Figure 67 - Relationship Between Task Relevant Comments and Performance for Condition 1
 ................................................................................................................................................ 124 
Figure 68 - Relationship Between Task Relevant Comments and Performance for Condition 3
 ................................................................................................................................................ 125 
Figure 69 - Relationship Between Task Relevant Comments and Performance for Condition 2
 ................................................................................................................................................ 125 
Figure 70 - Comparison of scores between high performing and low performing groups .... 127 
Figure 71 – Comparison of comments made between high performing and low performing 
groups ..................................................................................................................................... 127 
Figure 72 – Team 4 transcript for condition 2 and 3 .............................................................. 129 
Figure 73 - Team 6 transcript for condition 2 and 3 ............................................................... 130 
Figure 74 - Team 6 transcript for condition 2 and 3 continued… .......................................... 131 
Figure 75 - Concept map example for Group 6 in Condition 2 .............................................. 133 
Figure 76 - Concept map example for Group 8 in Condition 2 .............................................. 134 
Figure 77 - Concept map example for Group 6 in Condition 3 .............................................. 135 
Figure 78 - Concept map example for Group 8 in Condition 3 .............................................. 136 
Figure 79 - The OODA principles in the model ..................................................................... 145 
Figure 80 – Flowchart of the model code for the distributed model ...................................... 146 
Figure 81 - Summary of agent rules, how they are activated and carried out during the task 149 
Figure 82 – Model interface ................................................................................................... 151 
xv 
 
Figure 83 - Comparison of Mean Performance Results Between the Experiment, Calibrated 
Model, Expert Model and Novice Model using the Separate Display ................................... 157 
Figure 84 - Comparison of Mean Performance Results Between the Experiment, Calibrated 
Model, Expert Model and Novice Model using the Common Display .................................. 158 
Figure 85 - Comparison of Mean Performance Results Between the Separate and Common 
Display for the Calibrated Model, Expert Model and Novice Model .................................... 159 
Figure 86 - Comparison of Mean Communication Results Between the Experiment, 
Calibrated Model, Expert Model and Novice Model using the Separate Display ................. 161 
Figure 87 - Comparison of Mean Communication Results Between the Experiment, 
Calibrated Model, Expert Model and Novice Model using the Common Display ................ 162 
Figure 88 - Comparison of Mean Communication Results Between the Separate and Common 
Display for the Calibrated Model, Expert Model and Novice Model .................................... 163 
Figure 89 - Comparison of Mean Task-Related Communication Results Between the 
Experiment, Calibrated Model, Expert Model and Novice Model using the Separate Display
 ................................................................................................................................................ 164 
Figure 90 - Comparison of Mean Task-Related Communication Results Between the 
Experiment, Calibrated Model, Expert Model and Novice Model using the Common Display
 ................................................................................................................................................ 166 
Figure 91 - Comparison of Mean Task-Related Communication Results Between the Separate 
and Common Display for the Calibrated Model, Expert Model and Novice Model.............. 167 
Figure 92 - Relationship Between Overall Comments and Performance for the Calibrated 
Model in Separate Display Condition .................................................................................... 168 
xvi 
 
Figure 93 - Relationship Between Overall Comments and Performance for the Novice Model 
in Separate Display Condition ................................................................................................ 169 
Figure 94 - Relationship Between Overall Comments and Performance for the Expert Model 
in Separate Display Condition ................................................................................................ 169 
Figure 95 - Relationship Between Overall Comments and Performance for the Calibrated 
Model in Common Display Condition ................................................................................... 170 
Figure 96 - Relationship Between Overall Comments and Performance for the Novice Model 
in Common Display Condition ............................................................................................... 171 
Figure 97 - Relationship Between Overall Comments and Performance for the Expert Model 
in Common Display Condition ............................................................................................... 171 
Figure 98 - Relationship Between Task-Relevant Comments and Performance for the 
Calibrated Model in Separate Display Condition ................................................................... 172 
Figure 99 - Relationship Between Task-Relevant Comments and Performance for the Novice 
Model in Separate Display Condition .................................................................................... 173 
Figure 100 - Relationship Between Task-Relevant Comments and Performance for the Expert 
Model in Separate Display Condition .................................................................................... 173 
Figure 101 - Relationship Between Task-Relevant Comments and Performance for the 
Calibrated Model in Common Display Condition .................................................................. 174 
Figure 102 - Relationship Between Task-Relevant Comments and Performance for the Novice 
Model in Common Display Condition ................................................................................... 175 
Figure 103 - Relationship Between Task-Relevant Comments and Performance for the Expert 
Model in Common Display Condition ................................................................................... 175 
xvii 
 
Figure 104 – Concept map results for the model for sperate and same videos, calibrated for 
expert agents ........................................................................................................................... 177 
Figure 105 - Changes of states of matter of water .................................................................. 187 
Figure 106 - Ordered (low entropy) communication content and disordered (high entropy) 
communication content........................................................................................................... 189 
Figure 107 - Excerpt from Wiltshire et al (2017) showing the collaborative problem-solving 
process codes and categories .................................................................................................. 191 
Figure 108 – Continued excerpt from Wiltshire et al (2017) showing the collaborative 
problem-solving process codes and categories ....................................................................... 192 
Figure 109 – Excerpt from Wiltshire et al (2017) showing how the category codes were 
assigned to the communication transcripts in their study ....................................................... 193 
Figure 110 – Excerpt from Wiltshire et al (2017) showing the results of applying the entropy 
analysis and smoothing algorithm to the communication transcripts in their study .............. 195 
Figure 111 - Excerpt from Group 6’s communication transcript from condition 1, with the 
first 5 calculated coherence entropy values ............................................................................ 202 
Figure 112 – Raw entropy team process values. Group 6, condition 2 .................................. 203 
Figure 113 – Raw entropy team process values with overlaid most common processes. Group 
6, condition 2 .......................................................................................................................... 205 
Figure 114 - Raw entropy team process values with overlaid will all present processes. Group 
6, condition 2 .......................................................................................................................... 205 
Figure 115 – Excerpt from Group 6’s communication transcript from condition 2, with the 
first 5 calculated interaction entropy values ........................................................................... 207 
xviii 
 
Figure 116 – Raw entropy interaction values. Group 6, condition 2 ..................................... 209 
Figure 117 – Raw entropy interaction values with overlaid most common processes. Group 6, 
condition 2 .............................................................................................................................. 211 
Figure 118 - Raw entropy interaction values with overlaid will all present processes. Group 6, 
condition 2 .............................................................................................................................. 211 
Figure 119 - Raw entropy team process values for groups 4 and 6 for each of the three 
conditions, with the overlaid common code data series ......................................................... 214 
Figure 120 - Raw entropy team process values for groups 4 and 6 for each of the three 
conditions, with the overlaid common code data series and coloured regions representing the 
most common process code. The moment a characteristic was identified is also shown. ..... 216 
Figure 121 - Raw entropy team process values for groups 4 and 6 for each of the three 
conditions, with the overlaid common code data series and stacked bars showing the 
distribution of processes. The moment a characteristic was identified is also shown............ 218 
Figure 122 – Amount of teamwork processes compared to taskwork processes per region for 
groups 4 and 6 in conditions 1, 2 and 3 .................................................................................. 220 
Figure 123 - Raw entropy interaction values for groups 4 and 6 for each of the three 
conditions, with the overlaid common code data series ......................................................... 222 
Figure 124 – An example interface for Team 4 and Team 6 during the “Current Task”, which 
was condition 3 in the experiment in Chapter 4 ..................................................................... 238 
Figure 125 – An example interface for Team 6 only during the “Current Task”, which was 
condition 3 and “Previous Task”, which was condition 3, from the experiment in Chapter 4
 ................................................................................................................................................ 239 
xix 
 
Figure 126 – An example interface for Team 4 only during the “Current Task”, which was 
condition 3 and “Previous Task”, which was condition 3, from the experiment in Chapter 4
 ................................................................................................................................................ 240 
Figure 127 – Behaviour Composer: Compose View .............................................................. 269 
Figure 128 – Behaviour Composer: Run View ...................................................................... 269 





LIST OF TABLES 
Table 1 - Summary of Agent Based Models ............................................................................ 40 
Table 2 - Roles and responsibilities of agents in Model 1 and Model 2 .................................. 46 
Table 3 - Summary of data variables from the model .............................................................. 68 
Table 4 – Information held by each agent when a decision is made in the distributed without 
sharing version of the model .................................................................................................... 91 
Table 5 - Information held by each agent when a decision is made in the distributed with 
sharing version of the model .................................................................................................... 91 
Table 6 – Team process codes adapted from Wiltshire et al’s (2017) chosen process codes 198 
Table 7 - Transcripts of Group 5 in Condition 1 with accompanying process codes............. 199 
Table 8 - Transcripts of Group 6 in Condition 1 with accompanying process codes............. 200 
Table 9 – Entropy process for window 1 with a window size of 6 and the 6 team process 
codes for group 6 in condition 2 ............................................................................................. 201 
Table 10 – Entropy process for window 1 with a window size of 6 and the 6 interaction codes 
for group 6 in condition 2 ....................................................................................................... 208 
xxi 
 
LIST OF APPENDICES 
Appendix A – Summary of Situation Awarenes Measurement Techniques .......................... 260 
Appendix B – Comparason of alternative ABM packages..................................................... 268 
Appendix C - Page 1 of the participant information sheet used in the experiment ................ 272 
Appendix D - Page 2 of the participant information sheet used in the experimentAppendix E - 
Page 1 of the participant information sheet used in the experiment ....................................... 272 
Appendix F - Page 2 of the participant information sheet used in the experiment ................ 273 
Appendix G - Page 2 of the participant information sheet used in the experiment ................ 273 
Appendix H - Descriptive Statistics for the Performance Results of Teams in Chapter 4 ..... 274 
Appendix I – Boxplots for the Performance Results of Teams in Chapter 4 ......................... 274 
Appendix J - Friedman Test of Performance in Chapter 4 ..................................................... 275 
Appendix K - Wilcoxon Signed Ranks of Performance in Chapter 4 .................................... 275 
Appendix L - Descriptive Statistics for Communication Results of Teams in Chapter 4 ...... 276 
Appendix M – Boxplots for the Communication Results of Teams in Chapter 4.................. 276 
Appendix N – One-way ANOVA of Total Comments and Paired Samples Statistics in 
Chapter 4 ................................................................................................................................ 277 
Appendix O - Descriptive Statistics for Task-Relevant Communication Results of Teams in 
Chapter 4 ................................................................................................................................ 278 
Appendix P – Boxplots for the Task-Relevant Communication Results of Teams in Chapter 4
 ................................................................................................................................................ 279 
xxii 
 
Appendix Q – One-way ANOVA of Task-Relevant Comments and Paired Samples Statistics 
in Chapter 4 ............................................................................................................................ 280 
Appendix R - Correlation results for total comments and performance in Chapter 4 ............ 281 
Appendix S - Correlation results for task-relevant comments and performance in Chapter 4
 ................................................................................................................................................ 282 
Appendix T - Condition 2: Separate Display, Group 2 .......................................................... 283 
Appendix U - Condition 2: Separate Display, Group 3 .......................................................... 284 
Appendix V - Condition 2: Separate Display, Group 4 .......................................................... 285 
Appendix W - Condition 2: Separate Display, Group 5 ......................................................... 286 
Appendix X - Condition 2: Separate Display, Group 6 .......................................................... 287 
Appendix Y - Condition 2: Separate Display, Group 7 .......................................................... 288 
Appendix Z - Condition 2: Separate Display, Group 8 .......................................................... 289 
Appendix AA - Condition 2: Separate Display, Group 9 ....................................................... 290 
Appendix BB - Condition 3: Same Videos, Group 2 ............................................................. 291 
Appendix CC - Condition 3: Same Videos, Group 3 ............................................................. 292 
Appendix DD - Condition 3: Same Videos, Group 4 ............................................................. 293 
Appendix EE - Condition 3: Same Videos, Group 5 .............................................................. 294 
Appendix FF - Condition 3: Same Videos, Group 6 .............................................................. 295 
Appendix GG - Condition 3: Same Videos, Group 7 ............................................................. 296 
Appendix HH - Condition 3: Same Videos, Group 8 ............................................................. 297 
xxiii 
 
Appendix II - Condition 3: Same Videos, Group 9 ................................................................ 298 
Appendix JJ – Normal distribution stats for the performance scores of each model (calibrated, 
expert and novice) for both the shared and common display ................................................. 299 
Appendix KK – Kruskal-Wallis Test for the performance scores of each model (calibrated, 
expert and novice) for both the shared and common display ................................................. 300 
Appendix LL - Mann-Whitney Tests for the performance scores of each model (calibrated, 
expert and novice) for both the shared and common display ................................................. 301 
Appendix MM - Paired Samples t-test comparing the performance scores for each model 
(calibrated, expert & novice) using the shared and common display ..................................... 305 
Appendix NN - – Normal distribution stats for the total comments made in each model 
(calibrated, expert and novice) for both the shared and common display .............................. 306 
Appendix OO – One Way ANOVA comparing the total comments of each model (calibrated, 
expert and novice) for both the shared and common display ................................................. 307 
Appendix PP – Independent samples t-tests comparing the total comments of each model 
(calibrated, expert and novice) for both the shared and common display .............................. 308 
Appendix QQ - Paired Samples t-test comparing the total comments for each model 
(calibrated, expert & novice) using the shared and common display ..................................... 314 
Appendix RR – Normal distribution stats for the task relevant comments in each model 
(calibrated, expert and novice) for both the shared and common display .............................. 315 
Appendix SS – One Way ANOVA comparing the task-relevant comments of each model 
(calibrated, expert and novice) for both the shared and common display .............................. 316 
xxiv 
 
Appendix TT – Independent samples t-tests comparing the task relevant comments of each 
model (calibrated, expert and novice) for both the shared and common display ................... 317 
Appendix UU - Paired Samples t-test comparing the task relevant comments for each model 
(calibrated, expert & novice) using the shared and common display ..................................... 323 
Appendix VV - Pearson Correlations for total comments and performance for the separate 
display ..................................................................................................................................... 324 
Appendix WW - Pearson Correlations for total comments and performance for the common 
display ..................................................................................................................................... 325 
Appendix XX - Pearson Correlations for task relevant comments and performance for the 
separate display....................................................................................................................... 326 
Appendix YY - Pearson Correlations for task relevant comments and performance for the 




JOURNAL PUBLICATIONS & CONFERENCE PAPERS 
Conference paper Towards Agent-Based Modelling for Situation 
Awareness: Modeling a Ships Operations Room 
(Kitchin and Baber, 2016a)  
Author Contribution 
Conception and design of the work Joanne Kitchin 
Data collection Joanne Kitchin 
Data analysis and interpretation Joanne Kitchin 
Drafting the article Joanne Kitchin 
Critical revision of the article Chris Baber 
Final approval of the version to be 
published 




Journal paper A Comparison of Shared and Distributed Situation 
Awareness in Teams Through the use of Agent-
Based Modelling (Kitchin and Baber, 2016b) 
Author Contribution 
Conception and design of the work Joanne Kitchin 
Data collection Joanne Kitchin 
Data analysis and interpretation Joanne Kitchin 
Drafting the article Joanne Kitchin 
Critical revision of the article Chris Baber 
Final approval of the version to be 
published 








Conference paper The Dynamics of Distributed Situation Awareness 
(Kitchin and Baber, 2017) 
 
Author Contribution 
Conception and design of the work Joanne Kitchin 
Data collection Joanne Kitchin 
Data analysis and interpretation Joanne Kitchin 
Drafting the article Joanne Kitchin 
Critical revision of the article Chris Baber 
Final approval of the version to be 
published 




Conference paper Exploring Workload and Performance Through 
the use of Visual Analytics (Kitchin and Baber, 
2018) 
Author Contribution 
Conception and design of the work Joanne Kitchin 
Data collection Joanne Kitchin 
Data analysis and interpretation Joanne Kitchin 
Drafting the article Joanne Kitchin 
Critical revision of the article Chris Baber 
Final approval of the version to be 
published 




CHAPTER 1 INTRODUCTION 
1.1 INTRODUCTION 
It is rare for people to work totally independently, and there is ever growing appreciation for 
the importance of teams and teamwork in many industrial domains. There have been many 
catastrophic events which have hit the headlines; the Donner Party disaster (Patton, 2011), 
Three Mile Island accident (U.S. Nuclear Regulatory Commission, 1979), the Challenger 
shuttle disaster (Rogers et al., 1986), the Bhopal gas tragedy (Browning, 1993) and the 
Deepwater Horizon oil spill (United States. National Commission on the BP Deepwater 
Horizon Oil Spill and Offshore Drilling., 2011), to name a few. In a review of 32 major 
disasters in the UK, Pollock (2013) identified how serious teamwork failures were repeated 
time and again. This recurrence is in part due to the challenges of learning from past events 
and implementing improvement recommendations. When these events happen however, 
research into investigating why they happened follows with the goal of preventing the same 
incident occurring again. During these investigations, it is crucial to study what happened on 
the run up to the event rather than just the outcomes. Thus, as part of these investigations, it is 
also crucial to study how teams work together to achieve shared goals and detect where team 
breakdowns arise or where teamwork can be improved to prevent serious incidents repeatedly 
occurring. 
In order to study teams and teamwork, it is important to understand what a team actually is 
and how a team conducts the process of teamwork. Salas and colleagues (1992) define a team 
as “a set of two or more individuals interacting adaptively, interdependently and dynamically 
towards a common and valued goal”, and this definition remains prominent in the literature 
(Salas et al., 2000). Additionally, teams are seen as having three-stages, the first where they 
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utilise resources (input), the second where they maintain internal processes (throughput) and 
thirdly where they produce a specific product (output) (Mickan et al., 2000). Due to this three-
stage system, time becomes an important aspect when assessing teams, not only in terms of 
how long a task may take but also concept of tasks requiring time to be completed. Without 
this allocation of time, teams could not function. Simply put, time matters in teams (McGrath, 
1990). 
Many evaluations of teams focus on the output, the product created by the team and the 
quality of this product. For example, Hackman (1987) conceptualised performance as the 
evaluation of the outcomes of team processes relative to a set of predetermined standards.  
This focus on team output evaluation has its benefits: it gives a way of evaluating the product 
that the teams create and the effectiveness of the team, be it in terms of time taken or 
resources used. However, evaluating team outputs do not give insight into how teams reach 
the end goal, how they produce the end product. They do not take time into account or look at 
the processes that take place over the course of the team task. The dynamic nature of teams is 
ignored and the answer to understanding why the outcome occurred the way it did is lost.  
Fortunately, there has been a increase in research looking into how teams solve tasks over the 
past decade (Bierhals et al., 2007; Cooke et al., 2008; Fiore et al., 2010a, 2010b, 2007; Fiore 
and Wiltshire, 2016; Fischer et al., 2013; Letsky et al., 2008; Newton et al., 2018; Parker and 
DeCottis, 2013; Quesada et al., 2005; Rosen, 2010; Salas and Fiore, 2004; Turner et al., 2014; 
Wiltshire et al., 2017, 2014). Just like individuals, teams must also carry out a number of 
processes such as learning, planning, reasoning, decision making, problem solving, 
remembering, designing, and assessing situations in order to solve these problems and be 
effective at doing so (Bolstad et al., 2007; Cooke et al., 2013; Letsky et al., 2008; Mishra et 
al., 2009; Parker and DeCottis, 2013; Salas et al., 2000). These processes are what make up 
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cognition in individuals and therefore, must also make up the cognition of the team (Cooke et 
al., 2013). It is important to note however, that team cognition is not the sum of induvial team 
members, instead it emerges through the interactions of individuals within the team in the 
pursuit of a common goal (Cooke et al., 2008; Letsky et al., 2008; Parker and DeCottis, 2013; 
Salas and Fiore, 2004; Turner et al., 2014). Aggregation-based metrics of team cognition do 
not capture the adaptive interactions of individuals, which is its underlying feature, and 
therefore metrics which focus on processes would be more applicable (Cooke et al., 2008). A 
common problem with measuring and analysing individual cognition, this that this resides in 
the individuals mind and defies direct observation (Cooke et al., 2008) however, team 
cognition is directly observable via the coordination and communication behaviour of teams 
and rather than team communication being a window to team cognition, it is team cognition 
itself (Cooke et al., 2008). It is the team interactions which serve cognitive functions that 
integrate the thoughts of the system (Cooke et al., 2008). 
There are several methods which have been employed to measure and/or analyse teams (see 
Chapter 2), including; communication analysis, simulation, cognitive task analysis and 
cognitive work analysis. What is clear from both the theory and measurement is that 
knowledge is central to team cognition (Cooke et al., 2000) and that communication is key to 
analysis. 
One emergent property of team cognition during problem solving tasks is situation awareness, 
a topic that has received much attention within the literature both in terms of its definition and 
measurement (see Chapter 2). There is a heated debate within the literature about whether 
situation awareness can be associated with anything other than the individual (Endsley, 
1995a; Stanton et al., 2014, 2010), and that it would be impossible to have team or system 
situation awareness due to cognition occurring only in the mind (Endsley, 1995a; Resnick, 
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2004), a concept also debated within the team cognition literature (Cooke et al., 2008). 
According to Endsley (1995a), the idea of team situation awareness occurs as an aggregate of 
individual situation awareness, however has previously stated within the team cognition 
literature, this aggregation style approach does not capture the adaptive interactions of 
individuals or show the complexity of situation awareness in teams. This follows the premise 
that team situation awareness is a product which occurs after a number of cognitive processes 
take place. By viewing team situation awareness as a process however, it is possible to 
capture this complexity by analysing interactions between individuals via communications 
(Gorman et al., 2006; Salas et al., 1992). Team process which facilitate communication and 
therefore help build team situation awareness (Salas et al., 1995), is made available through 
the communications of team members (Endsley, 1995b). 
1.2 RESEARCH QUESTIONS  
1.2.1 Question 1: How can the use of agent-based modelling help explore humanlike 
behaviours and the distribution of knowledge throughout a system? 
The debate about whether team situation awareness is possible or whether situation awareness 
can only be within the human mind is interesting. In the 1990’s there was an emphasis on 
using task simulations in order to study team cognition (Cooke et al., 2008) although 
modelling humans themselves has been a more difficult task, with researchers again arguing 
that humans are far too complex to model. Team situation awareness has also fallen into this 
conflict. However, if one were to take the team cognition approach to team situation 
awareness where knowledge is central (Cooke et al., 2000) and that communication is key to 
analysis, one should be able to model and simulate teams at work. The motivation for the first 
research question in this thesis is to explore whether it is possible to model human-like 
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behaviour in such a way that team situation awareness can be explored during problem 
solving tasks using agent based modelling and if it is necessary to model complex cognitive 
processes. 
In their study, Moiser & Chidester (1991) reasoned that information solicitation and transfer 
among crew members during emergency situations could be captured and used as an indicator 
of situation awareness and that a level of situation awareness could be estimated based on the 
relevant information that the individuals possessed (Shrestha et al., 1995). Similarly, Smith & 
Hancock (1995) argue that “situation awareness specifies what must be known to solve a class 
of problems posed when interacting with a dynamic system”, that consciousness is part of an 
individual’s knowledge generating behaviour and that the product of situation awareness is 
the knowledge about and the directed actions within the environment. This notion is 
analogous with distributed situation awareness which is defined as “activated knowledge for a 
specific task within a system” and assumes that “‘knowledge’ is externalized through 
communication” (Stanton et al., 2006). 
The work in Chapter 3 aims to provide a proof of concept where agents within a collaborative 
problem solving team (Wenger, 1998) can be modelled using agent-based modelling and that 
knowledge can be presented visually for analysis. This chapter introduces the concepts of 
agent-based modelling and concept maps; a definition of these terms will now be outlined. 
“Agent-based modelling (ABM) is the computational study of social agents as evolving 
systems of autonomous interacting agents” (Janssen, 2005). It is used to study social systems 
from the perspective that dynamic systems are complex and adaptive and is used to explore 
the emergent phenomena which arises from micro level behaviour among a mixed group 
interacting agents (Holland, 1992). Many modelling packages are available, however due to 
its ease of use and fast learning curve it was NetLogo which was used to create the agent-
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based models in this thesis. Refer to Chapter 2 for a review of modelling packages and 
applications of agent-based modelling. 
Concept maps have been used as a common method for visually depicting knowledge (Novak 
and Cañas, 2006) and have been described to “facilitate the externalisation of knowledge” 
(Coffey et al., 2006). Concept maps are graphical tools which include concepts represented by 
text enclosed by circles or boxes and relationships between concepts indicated by a 
connecting line, with a linking word or phrase (Novak and Cañas, 2008). A concept is defined 
as “a perceived regularity in events or objects, or records of events or objects, designated by a 
label” (Novak and Cañas, 2008). Concept maps represent propositions, “statements about 
some object or event in the universe, either naturally occurring or constructed. Propositions 
contain two or more concepts connected using linking words or phrases to form a meaningful 
statement” (Novak and Cañas, 2008). Variations of concept maps, termed propositional 
networks, have also been used externalise the knowledge required for situation awareness in 
teams (Baber et al., 2006; Stanton et al., 2006). 
Outputs of the model reveal that communication, be it via a model of team interactions and 
behaviour, can give insight into team and system situation awareness, using concept maps to 
visualise activated knowledge within the team/system. Therefore, the next stage of research 
involved a laboratory experiment which captured team communications with the intention of 
analysing their situation awareness using concept maps and agent-based modelling. 
The reliability of individuals within a team during a detection task, where decision making is 
integral to that task, affects the performance of the team as a whole. When the reliability of 
those individuals is similar, the combined performance tends to be better if they were to work 
independently, as long as they are free to communicate the confidence in their own decisions 
(Bahrami et al., 2010). If either person within that team has lower reliability compared to the 
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rest of the team, the overall performance is much worse than if the individuals worked 
independently. One could argue that in this case the team is spending more time bringing the 
level of reliability up to a common standard and evidence has also shown that teams focussing 
on this type of teamwork can become dysfunctional (Janis, 1982). Mesmer-Magnus and 
Dechurch (Mesmer-Magnus and DeChurch, 2009) suggest that when team members already 
have all the information they need to complete a task within the group, they are more likely to 
become involved in the sharing process. This could therefore have a detrimental effect on 
teams with highly capable individuals when sharing is encouraged as time could be spent 
“wasted” sharing when there is no need to. Therefore, one could suggest that in some 
situations sharing may not be optimal and working independently would achieve better results 
than focusing on sharing throughout the task, that is working in a Distributed without Sharing 
network, opposed to a Distributed with Sharing network as outlined by Dekker (2002). 
How these teams work together and decide what and when to share information influenced 
the work in Chapter 4, which aims to explore the effects of sharing information on situation 
awareness via the analysis of team communication. Concept maps are used to visually 
represent the knowledge of individuals extracted from communication transcripts and agent-
based models are used to explore the idea further.  
The outcomes of the work in Chapter 5 provides evidence for the notion of distributed 
situation awareness and encourages the idea that visually representing situation awareness, 
through the use of communications, can be of great benefit to analysists who want to avoid 
task intrusion or research bias. The next stage of the research was to develop a way of 
analysing communications in terms of (but not limited to) agent interactions and coherence, 
which could then ultimately be used to inform key decision makers of the system situation 
awareness as a visual aid. 
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1.2.2 Question 2: How can the analysis of communication give insight into team 
situation awareness and team behaviour? 
It is this focus on cognitive processes which can be directly observed via the communications 
of team members which is the motivation for the second research question within this thesis. 
Using communication as the raw data for team situation awareness has received interest in the 
literature, however how team processes can be extracted and presented from this 
communication data is limited. Currently, there are no team situation awareness measurement 
techniques (see Chapter 2) which are non-intrusive on the task and which show the dynamic 
nature of teams and team situation awareness.  
Through the utilisation of externalized communication between team members, one can see 
that the commonly observed problem of intrusion on individuals within a team task (see 
Chapter 3) can be eliminated. The work in Chapter 6 uses the methodology employed by 
Wiltshire et al. (2017) to generate a metric for analysing team situation awareness. As 
previously discussed, taking communication as a proxy for externalised knowledge (Hutchins, 
1995, Stanton et al., 2006) and distributed situation awareness is considered activated 
knowledge for a task (Stanton et al., 2006, Stanton et al., 2010) which is achieved through the 
interactions of agents within the system or team (Stanton et al., 2017), it is argued that the 
order and disorder (i.e. entropy) of communications and team processes could be used to 
analyse team and system situation awareness.  
This chapter introduces the term entropy, which is a quantification of the amount of order or 
disorder within a system as a function of the number of units of information needed to 
describe that system (Shannon and Weaver, 1959).  
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The work within this chapter aims to develop a visual display of team and/or system 
interactions through the use of communications in order to: a) explore the emergent properties 
of distributed situation awareness and b) provide a visual aid for key decision makers within a 
system to better understand team behaviour and processes and, c) detect trends in system 
performance, operation and team behaviour.  
1.3 THESIS STRUCTURE 
1.3.1 Chapter 2 – Situation awareness in teams 
The work in Chapter 2 outlines the current theories which surround the subject of situation 
awareness in teams and systems and techniques which measure team cognition and situation 
awareness in teams and systems are critiqued. This chapter also introduces the use of agent 
based modelling and outlines the process for choosing an agent-based modelling package and 
provides a critique of current packages available. 
1.3.2 Chapter 3 – Modelling the HMS Dryad Operations Room 
The work in Chapter 3 describes the design and development of the model of the operations 
room of HMS Dryad in terms of agent layout, roles and responsibilities on using the chosen 
package is then designed and developed. This model is then used to simulate the operations 
room on HMS Dryad during a target detection exercise. The results of the simulations are 
presented, analysed and discussed. The chapter introduces the use of concept maps to display 
system knowledge. 
1.3.3 Chapter 4 – Communication as Knowledge: A Study of Team Working 
The work in Chapter 4 outlines the design, execution and analysis of a target detection 
experiment using teams of three participants. The experiment captures communications 
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between the team members through written transcripts, the content of these transcripts are 
used to extract participant knowledge. Concept maps are again used to display the 
organisation of knowledge throughout the team structure. 
1.3.4 Chapter 5 – Communication as Knowledge: Modelling Teams 
Using the experiment design and results from Chapter 4, a model was created to simulate the 
actions of the teams involved in the experiment in Chapter 5. The development and design of 
the model is outlined, and simulations are carried out to explore the information flow and 
knowledge acquisition of the agents within the system. Results are presented, and concept 
maps are used to display the temporal nature of the organisation of knowledge throughout the 
team structure. 
1.3.5 Chapter 6 – Communication as Action: A Study of Team Processes 
The work in Chapter 6 utilises the communication transcripts obtained from the experiment in 
Chapter 4. The content of these transcripts is used to extract participant actions, described as 
team processes, and the level of order and disorder of these processes is calculated. Several 
displays of the team processes are presented, analysed and discussed in terms of taskwork and 
teamwork. 
1.3.6 Chapter 7 – Discussion 
The implications of the findings from Chapters 3 to 6 and their relation of the theories of 
situation awareness are discussed in Chapter 7. The benefits and limitations of using agent-
based modelling and analysing the order and disorder of team processes is also discussed. 
Finally, examples of how the measurement of team processes and the resulting outputs can be 
integrated into a user interface are presented. 
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CHAPTER 2 LITERATURE REVIEW  
Parts of this chapter have been published in: 
[1] “A comparison of shared and distributed situation awareness in teams through the use 
of agent-based modelling” in the Journal of Theoretical Issues in Ergonomics 
Science, 2016, 17(1), p 8-41 
[2]  “The Dynamics of Distributed Situation Awareness” in the Proceedings of the 
Human Factors and Ergonomics Society Annual Meeting, 2017, 61(1), p 277-281. 
The sections: Distributed Situation Awareness on Page 10 of [1] and Introduction on Page 
277 of [2] have been used to prepare this chapter. 
2.1 LITERATURE REVIEW METHOD 
2.1.1 Reasons for Conducting a Literature Review 
Based on Hart’s (2018) 11 reasons for conducting a literature review, it was felt that 3 were 
most appropriate to the aims of this thesis: 
1. Distinguish what has been done from what needs to be done; 
2. Enhance and acquire the subject vocabulary; 
3. Identify the main methodologies and research techniques that have been used. 
2.1.2 Choosing a Literature Review Method 
Generally when conducting a search of the literature, one starts with a scoping review with 
the aim to provide an initial indication of the potential size and nature of the available 
literature on a particular topic (Grant and Booth, 2009; Paré et al., 2015). Such a review may 
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also be conducted to examine the extent and range of research activities, determine whether a 
full systematic review needs to be conducted, or to identify research gaps in the literature 
(Arksey and O’Malley, 2005; Kitchenham et al., 2011; Rumrill et al., 2010). Scoping reviews 
also tend to focus on the breadth of the literature rather than the depth (Arksey and O’Malley, 
2005; Rumrill et al., 2010) and unlike narrative and descriptive reviews, the goal of a scoping 
review is to be as comprehensive as possible (Paré et al., 2015). For this thesis, it was felt that 
a scoping review would be sufficient to cover identify areas in the literature to which the 
methods and approach of this work could contribute. Although there is no exact set of 
procedures for conducting a scoping literature review (Peterson et al., 2016), there is a 
framework published by Arksey and O’Malley (2005) that researchers can follow in order to 
guide the process, and this is followed in this thesis.  
2.1.2.1 Identifying the research question(s) 
2.1.2.2 Identifying the relevant studies 
Sources consulted included: Google scholar, Science Direct, Web of Science, the University 
of Birmingham Libraries (FindIt@Bham) and the Bodleian Libraries at the University of 
Oxford (FindIt@Oxford). The search was conducted in two phases, first a broad review of 
how teams are analysed was conducted which provided the terms used in phase two. Phase 1 
search terms included:  
• Measurement, measurement techniques, analysis, teams, teamworking  
Phase 1 identified many ways in which teams are analysed and in order to structure and 
analyse the results in a coherent manner, 6 main topics were identified. These include: Agent 
Based Modelling, Communication Analysis and Situation Awareness. Phase 2 of the search 
used these 3 main topics along with the following terms: 
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Topic 1 – Communication Analysis 
[Communication Analysis] AND [transcripts OR text OR speech] AND [measurement OR 
measurement techniques OR analysis] AND [teams OR teamworking] 
Topic 2 – Agent Based Modelling 
[Agent Based Modelling OR simulations] AND [measurement OR measurement techniques 
OR analysis] AND [teams OR teamworking] 
Topic 3 – Situation Awareness 
[Situation Awareness OR Situational Awareness OR Team Situation Awareness OR System 
Situation Awareness OR Distributed Situation Awareness] AND [measurement OR 
measurement techniques OR analysis] AND [teams OR teamworking] 
The list of terms above provided the means for the initial scoping search, however many 
articles reviewed were found from the reference lists of the searched articles. Literature 
relating to any of the 6 main topics and team measurement and/or analysis was included.  
2.1.2.3 Study selection 
Instead of collating all the literature and then reviewing it in one go, the literature search and 
selection was continuous throughout the course of the project. Literature selection was based 
on its relevance to team analysis or measurement, that is process driven rather than outcome 
driven. 
2.1.2.4 Collating, summarizing, and reporting the data 
All literature was stored online using the reference management software Mendeley 
(https://www.mendeley.com). As the literature was reviewed throughout the PhD, the 
summarising and reporting of the literature were constantly updated, the results of which can 
be found in the next sections of this chapter.  
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2.2 TEAM COGNITION 
The literature has highlighted three theories of team cognition: the information processing 
perspective, the team holistic ecology and dynamic activity (THEDA) perspective and the 
neurodynamics perspective.  
2.2.1 Information processing  
The information processing perspective is influenced by process-oriented theories from 
psychology of small groups and industrial-organisations (Cooke et al., 2008). Hackman 
(1987) suggested that interaction processes could be studied in order to explore the effects of 
individual, team and environmental factors on team outputs. This approach is termed the 
input-process output (I-P-O) framework for work team productivity (Cooke et al., 2008). 
Viewing team cognition in terms of the I-P-O framework, knowledge is distributed over team 
members and is operated on by team process behaviours (Cooke et al., 2008). The I-P-O 
framework has been linked to team cognition by a number of researchers, either as an input 
(Mohammed and Dumville, 2001), a process (Brannick et al., 1995) or an output (Mathieu et 
al., 2000).  
2.2.2 Team holistic ecology and dynamic activity 
The THEDA perspective provides a view of team cognition, which is motivated by alternative 
views of psychology, including; distributed cognition (Hutchins, 1995a), ecological 
psychology (Reed, 1996) and dynamical systems theory (Alligood et al., 1997). Team 
cognition from this perspective is considered emergent and is focused on the interplay of team 
members. The observation is that cognition is likely to be distributed throughout a system of 
individuals (human or non-human). Hutchins (1995b) explores the notion that, in an aircraft 
cockpit, it would be unlikely that a single agent within a system would hold all the knowledge 
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required to know the speed of the aircraft, and that it must be the cockpit system which holds 
this knowledge and that the knowledge occurs through the interactions of the pilots within 
that cockpit (Hutchins, 1995b). In other words, “no one member has the overall SA, rather it 
is distributed around the system” (Salmon et al., 2007). This means that it is important to 
study team structures and interactions beyond the summation of team knowledge. Cooke et al 
(2008) describe this focus on team interactions as having much in common with the small 
group work on decision making (Festinger, 1954), social decision schemes (Davis, 1973; 
Hinsz, 1995; 1999), and transactive memory (Hollingshead and Brandon, 2003). Team 
cognition within the THEDA perspective is considered a single organism which adapts itself 
to the ever changing environment via the coordination of team processes and perceptual 
systems (Stanton et al., 2014). The coordination and communication behaviour of teams 
allows for team cognition to be directly observed and rather than team communication being a 
window to team cognition, it is team cognition itself. In other words, the team interactions are 
cognitive functions that integrate the thinking and decision making of the team (Cooke et al., 
2008). 
2.2.3 Neurodynamics 
The neurodynamics approach is a more recent perspective on team cognition and has been 
explored primarily by Stevens & colleagues (e.g. Stevens et al., 2010, 2012, 2017; Stevens, 
2013; Stevens, Galloway and Lamb, 2014; Stevens and Galloway, 2016; Stevens, Galloway 
and Willemsen-Dunlap, 2017, 2018; Stevens, Galloway and Willemson-Dunlap, 2017; 
Stevens, Willemsen-Dunlap, et al., 2018; Stevens, Galloway, et al., 2018). This perspective 
views teams as complex systems which operate at a level which self-organises between 
random and highly organised states (Stevens, 2013). Teamwork in this sense was first 
described as “the continuous effort involved in stabilization of an inherently unstable system” 
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(Gorman et al., 2010; Stevens, 2013; Treffner and Kelso, 1999) and more recently the 
“evolving dynamics across temporal scales that are continually punctuated by small and large 
fluctuations as disturbances to the team’s normal rhythms are encountered and resolved” 
(Stevens and Galloway, 2017). In this sense, the dynamics of teams not only includes the 
communication and behaviours of teams seen in the THEDA perspective, it also considers 
neurophysiological changes. Stevens and colleagues have been exploring these 
neurophysiological changes through the use of EEG-derived levels of engagement (Stevens et 
al., 2011; Stevens and Gorman, 2011) which they term Neurophysiologic Synchronies 
(Stevens, 2013). Their aim is to detect pattern dynamics within the Neurophysiologic 
Synchronies in the context of changing team tasks across different timescales and quantifying 
the degree of organisation through the use of entropy, where low entropy indicates a greater 
degree of organisation in the team neurophysiological state (Stevens, 2013). The fluctuations 
of entropy in the Neurophysiologic Synchronies data has been linked with team experience, 
communication and variations in the task environment (Stevens, 2013). While the 
neurodynamic approach requires the collection of EEG data from team members, this could 
be intrusive and so it is a moot point as to whether the approach could be applied from other 
sources of data (for this thesis, the focus will be on the content of messages that team 
members exchange). 
2.3 TEAM SITUATION AWARENESS 
Endsley’s (1995a) definition of SA is generally accepted and is as follows: 
“Situation awareness is the perception of the elements in the environment within a volume of 




SA can be split into; Individual SA, Team SA and System SA (see Figure 1). While Endsley 
is resolute in the idea SA itself can only occur at an individual cognitive level (Endsley, 2015, 
1995b), indicating her roots in the process-oriented view outlined above. However, SA can 
also be seen from a THETA or system level where compatible information is distributed 
throughout the systems agents (humans and artefacts) (Salmon et al., 2008; Stanton et al., 
2005, 2014, 2006). The arrows, in Figure 1 show the knowledge or information transfer. 
Although there several theories of individual SA (Endsley’s Three Level Model (1995a), 
Smith and Hancocks’s Perceptual Cycle Model (1995) and Bedny & Meister’s Activity 
Theory Model (1999)), this review will be focussing on Team and System SA only. These 
Team and System SA models include the Wellens (1993) Model of Distributed Decision 
Making, Salas et al.’s Framework of Team SA (1995), Endley’s Team SA Model (1995a) and 
Chiappe et al. (2012b) Situated SA Theory, as well as Stanton et al.’s (2006) Distributed 
Situation Awareness Model which describes System SA. 
 
  
Figure 1 – Hierarchy of the types of situation awareness 
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2.3.1 Distributed Decision Making (Wellens, 1993)  
The model of distributed decision making describes SA during a collaborative team activity 
and suggests the arrangement of teams is the key to team SA, so that there is sufficient 
overlap between the individuals SA enabling the team members to work together, but still 
leaving enough distance to allow for individual SA to develop (Salmon et al., 2008).  
2.3.2 Framework of Team SA (Salas et al., 1995)  
The perception of SA elements (i.e. Level 1 SA (Endsley, 1995a)) is influenced by factors 
such as communication of mission objectives, individual tasks, team capacity etc. (Salmon et 
al., 2008), where the comprehension of this (i.e. Level 2 SA (Endsley, 1995a)) can be affected 
by interpretations by other individuals within the team (Salmon et al., 2008). This suggests a 
cycle of SA, where the development of individual SA leads to and modifies SA both the 
individuals SA, but also the other team members SA. They conclude that team SA: “…occurs 
as a consequence of an interaction of an individual’s pre-existing relevant knowledge and 
expectations; the information available from the environment; and cognitive processing skills 
that include attention allocation, perception, data extraction, comprehension and projection” 
(Salas et al., 1995). The Salas et al. (1995) framework comprises of individual SA and team 
processes, where the team SA depends on communication at various levels (Salmon et al., 
2008), using the Endsley (1995a) three level model of individual SA in its approach. 
2.3.3 Team SA (Endsley, 1995a)  
According to Endsley (1995a) each member of the team has their own specific set of SA 
elements (to be perceived i.e. Level 1 SA) which is determined by each of the team member’s 
responsibilities or requirements, with an overlap of some of those requirements between team 
members (Endsley, 1995a). This subset of overlapped information is described by Endsley 
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(1995a) as what constitutes much of team coordination and is termed “shared SA”. Endsley 
(1995a) also states that every team member must have SA of their own requirements for team 
SA to be complete. Endsley (1995a) describes team SA as: “…the degree to which every team 
member possesses the SA required for his or her responsibilities. This is independent of any 
overlaps in SA requirements that may be present” (1995a). Team situation awareness is the 
overlap of the individuals situation awareness within the team and this overlapping occurs 
when team members share knowledge and communicate. Another important aspect of this 
theory is that situation awareness is still a cognitive activity occurring in the individuals mind 
and it is the sharing of this or common ground which represents team situation awareness. 
However, according to (Stanton et al., 2006), sharing awareness does not necessarily require 
communication. If all team members attempted to share their interpretation of their own 
individual awareness via communication it may be confusing or misleading (Stanton et al., 
2006). 
2.3.4 Situated Situation Awareness 
The situated SA theory states that individuals will off-load cognitive computation and 
information storage to the environment as often or as much as possible (Chiappe et al., 
2012a), based on the notion that at times to achieve SA knowing where the information is in 
the environment is all that is required, rather than having to remember exactly what that is 
(Durso et al., 1999). This reduces the amount of information held in working memory, 
making better use of the individuals working memory capacity. Chiappe, Strybel & Vu 
(2012a) emphasises that off-loading will only be useful if the individuals incorporate artefacts 
into their environment in which they can off load to and the offloading occurs in such a way 
that it benefits performance. However, there are cognitive overheads which occur when the 
act of communication takes place, for example communication may interrupt ongoing tasks or 
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the information communicated may need to be processed. Therefore, it could be of benefit to 
the individual and team to have a central repository where information and knowledge is 
pooled, reducing the amount of direct communication required. The notion of Situated SA 
(Chiappe et al., 2012b, Chiappe et al., 2012a, Durso et al., 1999) suggests that individuals will 
utilize artefacts in the environment in order to off-load computation and information storage 
allowing for a reduction of cognitive processes such as internal memory expenditure. This 
process would reduce the amount of knowledge held by each individual, but the system 
including the utilized artefacts, would hold the knowledge required for the team to function. 
2.3.5 Distributed Situation Awareness 
Distributed Situation Awareness (DSA) properties that are not part of individual cognition, 
with SA therefore being an emergent property of the system (Salmon et al., 2008). “No one 
member has the overall SA, rather it is distributed around the system” (Salmon et al., 2007). It 
is important for the agents within the system to interact with each other to maintain and 
develop the DSA of the system as well as the humans individual SA (Salmon et al., 2007). 
Stanton et al. (2006) defines SA as: “…activated knowledge for a specific task, at a specific 
time within a system.” (Stanton et al., 2006). This knowledge is distributed throughout the 
system and is held by the human agents, e.g. via working or long term memory, and captured 
by either the human or the hardware used, e.g. via digital sensory inputs (Stanton et al., 2006). 
The information for the system SA is held by the individual agents (both human and 
hardware) however no single agent has overall SA, this is only achieved at the system level. 
Each human has their own individual SA, but this will undoubtedly be limited to their own 
environment and elements, with the system SA being much more information rich. It is 
important to note that DSA does not replace the individual SA of the human or render it 
redundant; neither does it suggest that the hardware or artefacts used have its own individual 
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SA, more over it provides an approach to viewing and describing SA at a higher systems level 
(Stanton et al., 2014, 2006). 
2.4 MEASURING SITUATION AWARENESS IN TEAMS 
45 different situation awareness (SA) measurement techniques have been identified, the 
earliest noted method dating 1988 and the latest 2018. The quantity of measurement 
techniques reflects differences of opinion as to what the concept of ‘situation awareness’ 
indicates and how it ought to be measured. Figure 2 depicts when these measures were 
introduced into the academic domain as a cumulative sum (bars) and shows the prevalence of 
individual SA measures compared to team and system measures (lines). The majority of 
situation awareness measurement techniques were developed in the 90’s and 00’s and focused 
primarily on individual situation awareness, with team situation awareness methods gaining 
more interest in the 00’s. Out of all the techniques available, 32 assess individuals, 18 assess 
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Figure 2 - Timeline of SA measurement techniques 
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individual and team situation awareness) and only 2 take into account the assessment of 
systems. Appendix A provides a table of these techniques categorised in terms of whether 
they focus on individual, team or system; when they are applied; which type of measurement 
technique is used; and their advantages / disadvantages.  
Observer rating methods (e.g. CAST, SALIANT, TARGETS, CSA & SAM-TC) where a 
subject matter expert (SME) allows trained observers to rate a team, based on predefined SA 
criteria. However, SA is determined by changes in real-world situations, which makes the 
technique inflexible to change within the scenario under observation, unfortunately in the 
real-world it is not possible to know beforehand what SA should or will comprise of (Stanton 
et al., 2013). One could argue that the act of observing itself could have an impact on the 
individual’s behaviour. Team members may revert to ‘by the book’ actions which would 
exhibit high SA while in reality they may have low, undetected, SA (Salmon, 2008). It may 
also be difficult to distinguish between different levels of SA perception / comprehension / 
prediction) using this method (Salmon, 2008), however there are plenty of individual SA 
measurement techniques available which can be utilised alongside the observer rating to 
achieve this, although these have their own implications on an individual’s SA and so the 
technique would need to be chosen wisely.  
Freeze-probe techniques have a number of benefits such as using queries based on SME 
expertise rather than using self-rating methods (Salmon et al., 2008), the ability to gather data 
concurrently negating the risk of limited information retrieval post-hoc (Salmon et al., 2006; 
Stanton et al., 2013) and, arguably, the capability to provide a direct measure of individual SA 
(Endsley, 1995b, 1995a, 1988; Salmon et al., 2006; Stanton et al., 2013). SAGAT (Endsley, 
1988) can be used to measure team SA by summing each individual’s SAGAT score, the 
higher the score the greater the team SA (Wright et al., 2004). The technique TSAGAT 
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(Crozier et al., 2015) aims to achieve this. By using this method, one can detect the levels of 
SA of each of the individuals, while also having an overall metric of the team SA. However, 
freeze-probe techniques have been heavily criticised for (but not limited to) their intrusiveness 
on task performance, inability to be applied to real-world scenarios, requirement for costly 
simulation and hardware equipment, predetermined definitions of SA which are inflexible to 
changing situations and the risk that the probes/queries used may direct individuals to 
particular states or elements of SA that they were previously unaware of.  
Considering that communication is vital for collaborative team tasks, be it verbally or non-
verbally, it stands to reason that communication itself can be key to understand the SA of 
teams. For example, SAMTC (Lampton et al., 2006) analyses team communication using the 
observer rating method and rates the comments made as either ‘good’ or ‘bad’, with an 
average of all ratings giving an overall team SA score. The score is based on a predetermined 
standard of what good or bad SA comments are and so as the team communicate what is said 
can be simply compared to that standard. Unfortunately, the technique does not give insight 
into how SA has been formed, although, it could be possible to conduct some sort of content 
analysis to provide more in-depth knowledge of how the team reached its own level of SA. 
One such technique has tried to do this (IPTE) (Banbury and Howes, 2001; cited in Breton, 
Valcartier and Tremblay, 2007) using decision-making analysis and real-time probes (similar 
to freeze-probes, however the task is not paused). The creators argue that the real-time probe 
results in a measure of team SA based on how much each individual knows about other team 
members goals and knowledge. However, the more interesting part of this technique is in how 
the process of team SA is analysed using individual decision making. By tracking critical 
information within the team by analysing decisions made by individuals, i.e. if an information 
‘seed’ has been received then a particular decision will be made, a more in-depth analysis of 
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how team SA was acquired can take place. This process of information seeds propagating 
through the system and being transformed at different nodes within the system, supports the 
notion of distributed cognition. 
The DSA approach follows the premise that ‘knowledge’ is externalised through 
communication and research has shown that there is a strong link between communication 
and team SA (Endsley and Jones, 2001; Fischer and Orasanu, 1999; Garbis and Artman, 
2004; Gorman et al., 2005; Hazlehurst et al., 2007; Wright et al., 2004) The content of 
communication (whether spoken or typed) therefore could be used as a proxy for what 
individuals within a team may know and how that could be used to inform situation 
awareness. A typical way of showing knowledge in a team or system is through concept maps 
(Novak and Cañas, 2008) which are described to "encourage the externalization of 
information" (Coffey et al., 2006). It is plausible that due to the individuals own experience 
and perception of the environment that they would have different knowledge from one 
another, resulting in different SA (Salmon et al., 2008). 
Using PropNets to show activated knowledge within the system is one of the only methods 
that view team/system SA as more than just the sum of its parts. Monitoring the knowledge in 
the team allows the analysist to see how, when and where that knowledge is being used, if at 
all. The emergence of DSA can be seen using this technique. It does not rely on individual 
measures of SA because it is not the individual that is being measured, it is the system. 
However, using PropNets to analyse teams and systems is a time-consuming task, although 
the data can be collected during the task, the creation of the PropNets can only really be done 
post-hoc. There are also a lot of results to analyse, the networks tend to be large with many 
knowledge objects and propositions to keep track of as well as there being several networks 
representing different points within the task, or different sub-tasks being carried out. Other 
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limitations of using PropNets is that the data used to populate the networks is carried out 
using CDM, which unfortunately is prone to memory degradation as it is carried out post-task 
(Key, 2016), the method may have difficulties identifying knowledge that has been used but 
not openly expressed (Key, 2016). However, the technique is not intrusive on the task at hand, 
which allows for the team/system to run through the scenario unhindered. Unfortunately, 
however, the networks only show activated knowledge, they do not show who (or what) has 
activated that knowledge. This may sound like a contradiction to what has already been said 
about team/system SA not being about individual SA, however for practical reasons it may be 
of use to know where that knowledge is coming from or who/what is using it. In Human 
Factors it is important to ensure that individuals within any system are not put under 
unnecessary cognitive or physical load. If the PropNets could give insight into where the 
knowledge is generated and used (and by whom), then they may also give insight into the 
cognitive load of certain parts of that team/system or even specific nodes within the system. 
The question is: how can this be done without intrusion on the task and how can the extracted 
knowledge be analysed to show a measure of team SA? 
One study (Foltz et al., 2017) used TeamPrints, a system that utilised computational 
linguistics and machine learning techniques coupled with Latent Semantic Analysis (LSA) to 
analyse and model team communications, with the aim of predicting team SA levels (as in 
Endsley’s 3 Levels of SA) and performance. The study used post-hoc transcript data from a 
simulated collaborative team task which TeamPrints learned, once a model was created other 
transcript data was then analysed using the model to predict SA. The model results were not 
as accurate as expected (~50% agreement with transcripts), although the authors suggest this 
could be due to “having to infer SA based on post-hoc analysis of team communications”. 
However, findings did show that the TeamPrints system was able to identify certain levels of 
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SA within the team, however the findings did not correlate with scores from SAGAT. 
Considering that team SA in this case was based on Endsleys 3 level model, one would expect 
for there to be a better relationship between the results of TeamPrints and SAGAT. A reason 
for this could be, as previously mentioned, team SA could be a different construct to 
individual SA and therefore individual SA measurement techniques will not be comparable to 
team SA measurement techniques.  
A number of other studies have also used communication transcripts as the unit of 
measurement for analysing team SA (Bowers et al., 1998; Cooke et al., 2004; Fischer and 
Orasanu, 1999; Garbis and Artman, 2004; Hazlehurst et al., 2007; Kiekel et al., 2001; Min et 
al., 2004; Parush et al., 2011; Wiltshire et al., 2017). A number of these approaches relies on 
coding communication transcripts based on a set of classifications suited for the task at hand 
and then looking for patterns which emerge from the resulting data. Some of these 
classifications are based on process behaviours and used distributed cognition as the 
theoretical framework (Cooke et al., 2004; Fischer and Orasanu, 1999; Hazlehurst et al., 
2007) where others step away from the theoretical semantics and simply describe the 
approach as an analysis of task coordination and/or collaboration (Heath and Luff, 1991; Min 
et al., 2004; Wiltshire et al., 2017). What is clear is that the content of communication 
contains rich data which can give insight into the way a team is behaving and constructing 
their knowledge of situation (Parush et al., 2011) and there is a strong focus on team 




2.5 ANALYSING TEAMS 
2.5.1 Social Network Analysis 
Social Network Analysis (SNA) has been used in many domains, e.g. construction (Zheng et 
al., 2016), healthcare (Bae et al., 2015; Chambers et al., 2012), education (Cela et al., 2015), 
project management (Mead, 2001), sports (Clemente et al., 2015) and command & control 
(Walker et al., 2008a). It is used to analyse and investigate interconnected networks of 
individuals and focusses on the relationships between individuals and the patterns that arise 
from the interactions between them (Wasserman and Faust, 1994).  
Commonly, SNA is used to indicate the size of the network, via the number of nodes, and 
how busy a network is, via the number of links between nodes (Scott, 1988). The analysis can 
also identify distinct sub groups within the network, known as components (Scott, 1988). 
Then density of a network, that is the number of total links within the network, can show the 
extent to which a network is interconnected (Scott, 1988). SNA can also show, on average, 
how often links pass through nodes (mean degree centrality) and the number of unique paths 
pass through nodes (mean betweenness) (Scott, 1988).  
In the healthcare for example, SNA has been used to present complex interaction patterns 
between primary care providers (Scott et al., 2005), to show how social influence impacts 
personal and professional relationships (Zheng et al., 2007) and identify gaps in informal 
networks which have been shown to impede the dissemination of information and influence 
between directors of nursing and medical directors (West et al., 1999; West and Barron, 
2005). SNA has also been used to explore teams within sports. In a study by Ribeiro et al. 
(2017), SNA was used to explore complex interactions between players by mapping actions 
(such as ball passing) onto a teammate network to evaluate individual and collective 
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performance data. In order to study how cooperation among organizations occur, Washe 
(2015) used SNA to investigate an informal sport tourism network in order to better 
understand the mechanisms of interorganizational cooperation.  
Although SNA has been a method used in research since the 1950’s (Freeman, 2004) it is still 
providing a way of analysing teams. Recently it enabled researchers to discover several 
interesting features of teams, for example, teams are more creative when the process of 
information flow is supported a large number of interactions between team members and that 
shared leadership promotes a positive effect on knowledge sharing (Wu and Cormican, 2016). 
In sports, Clemente et al (2015) was able to show that high performance was associated to a 
large volume of connectivity between teammates. SNA has also allowed researchers to delve 
into how emergency response teams behave when responding to an emergency at an oil and 
gas refinery. Mohammadfam and colleagues (2015) were able to show that in this particular 
emergency response teams, there was poor coordination between key members of the team 
network and that there low levels of coordination and cohesion. SNA has also been used to 
explore how teams gain awareness of their teammates and identify leaders within that team 
(Bourbousson et al., 2015). In the same study, it was found that there was often one team 
member which either hindered or was hindered by their team mates which was used to 
identify them at the leader within the team. Interestingly, experts within the team showed little 
awareness of their teammates implying they can work alone up until the point they are alerted 
to their teammates and need to respond. 
Stanton and Roberts (2018) has shown that SNA not only can be used to explore the outcomes 
of team performance, but also the dynamic nature of teams in complex systems, in particular 
within submarine command and control. By analysing social, task and information networks 
they were able to clearly see that the types of social interactions, information transition and 
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focus of task is highly dependant on the operation taking place. Their approach has enabled 
the analysis of both human and non-human agent (hardware) and has allowed a more 
comprehensive analysis of the submarine command and control system. 
Stanton and colleagues (2008, 2018) have incorporated SNA into a larger team analysis 
technique, Event Analysis of Systemic Teamwork (EAST), which uses a combination of team 
networks to explore team performance; including task networks, social networks and 
information networks. This method focuses on the team system, to explore patterns ad 
behaviours which occur through interactions.  
Social Network Analysis, as well Stanton et al’s (2008, 2018) EAST method of including task 
and information network analysis has provided a way of both visually and quantitatively 
study teams statically and dynamically. There are however, several other ways in which 
communication interactions can be analysed and explored in order to give insight into teams 
and teamwork. The next section will develop this discussion further.  
2.5.2 Communication 
Communication in this context is the exchange of information occurring both verbally and 
non-verbally between team members (Adams, 2007; Marlow et al., 2018; Mesmer-Magnus 
and DeChurch, 2009). This team communication is integral to many of both team processes 
and interdependent team behaviours which lead to performance (Marks et al., 2001) and 
researchers posit that communication assists with emergent team states, such as team 
cognition (Salas et al., 1997). 
Communication has been used by many researchers to measure performance in teams and 
deficiencies in communication has been linked to catastrophic outcomes in routine and high-
stakes environments (Bundy, 1994; Foushee, 1984; Lingard et al., 2004; Moorman, 2007; 
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Salas et al., 2004; Sasou and Reason, 1999; Singleton, 1989; Sutcliffe et al., 2004). Initially it 
was believed that more communication leads to more information processing and therefore 
better performance, although not all research has supported this premise (Rosen, 2010). There 
is evidence that larger volumes if communication acts are associated with higher performance 
(Foushee and Manos, 1981; Mosier and Chidester, 1991), however the findings have not been 
replicated elsewhere (Bowers et al., 1998). On the other hand, other researchers have provided 
evidence that increased communication was associated with poor performing teams (Choi and 
Levine, 2004) and that it is the quality of communication is more integral to team 
performance (Taylor and Faust, 1952; Barnlund, 1959; Campbell, 1968; Lamm and 
Trommsoorff, 1973; MCGrath, 1984; Marks, Zaccaro and Mathieu, 2000; Hassall, 2009; 
Sorensen and Stanton, 2013; Marlow et al., 2018). This conflicting research has been 
discussed by Hassall (2009), and MacMillan et al. (2005) within the team cognition literature. 
It has been suggested that teams do require communication to coordinate actions but can be 
costly in terms of workload for the team members. Depending on the team, more actions may 
need to be discussed and therefore more communications occurring, regardless of the 
outcomes of the teams themselves. Additionally, Marlow et al. (2018) suggest that high 
frequency communication may contain distracting and irrelevant information which could 
interfere with teams setting priorities appropriately. This method of simply counting the 
number of comments therefore, like other aggregated based measures, does not capture the 
dynamic nature of the processes taking place. 
Other methods have tried to capture this dynamism via analysing the content of the 
communication of teams. Research has shown communication is related to higher 
performance when the content of that communication is consistent with the task requirements 
(Hackman, 1978; MCGrath, 1984; Salazar et al., 1994; Harris and Sherblom, 2005). Rosen 
31 
 
(2010) identified two general methods for analysing the content of communications: manual 
content analysis done by hand (Krippendorff, 2006) and automated content analysis via Latent 
Semantic Analysis (Landauer et al., 1998).  
Latent Semantic Analysis uses machine learning algorithms to statistically infer predicted 
relations between contextual uses of words in communication (Foltz, 2007). The method has 
been shown to predict team performance outcomes which were reasonably accurate compared 
to actual team performance scores (Gorman et al., 2012; Martin and Foltz, 2010). The method 
does have the benefit of discriminating between high and low performing teams, however has 
been criticised for having a low level bottom up approach to understanding team 
communication (Rosen, 2010). 
Manual content analysis involves coding of transcripts in order to categorise the type of 
communication occurring. A number of coding schemes have been developed to explore team 
effectiveness (Bales, 1950; Bowers et al., 1998; Fisher, 1970; Rosen, 2010; Tschan, 1995). 
Depending on the number of categories used, the richness and complexity of the content may 
become lost, however it is argued that this abstraction is necessary part of generating 
measures of team processes (Rosen, 2010). Despite this, there has been substantial research 
looking at the type of communication or interactions in relation to team performance 
(Hackman and Morris, 1975; Hirokawa, 1990, 1980; Mabry and Atiridge, 1990; Sorenson, 
2006; Sundstrom et al., 1997). For example, research as shown that there is a positive 
relationship between communication activity and performance quality (Sorenson, 2006). In 
this example, communication activity was based on Bale’s (1950) Interaction Process 
Analysis (IPA) approach, where team members structure, elaborate and evaluate shared tasks. 
Mabry and Atiridge (1990) also used Bale’s (1950) IPA approach to compare production 
(structured) and problem solving (unstructured) tasks. In their study, they found no 
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relationship between communication activity and performance in the structured task, however 
in the unstructured problem-solving task there were significant findings between 
communication activity and performance. Following the common theme of research in this 
area, not all findings within the literature have discovered relationships between 
communication activity and performance. For example, the findings of a study conducted by 
Sundtrom et al. (1997), where teams performed a desert survival problem solving task, found 
no relationship between communication activity measures and team decision quality. 
Although the research exploring the content of communication discussed above endeavours to 
move away from aggregate-based measures and provide insight into the dynamics of teams, 
they are still in a way, aggregate-based measures. The number of times a particular 
communication activity, process or behaviour occurs over the course of a task is summed and 
compared to a predetermined standard of performance. This could explain the reoccurring 
conflict between findings within this area of research. There are some researchers however 
who have been exploring at patterns of communication activities occurring over the course of 
a task (Angus et al., 2012; Dale et al., 2014; Fusaroli et al., 2014; Hassall, 2009; Kiekel et al., 
2001; Roberts et al., 2004; Wheelan and Williams, 2003; Wiltshire et al., 2017) as well as 
methods which look more specifically at team dynamics (Demir et al., 2018a; Gorman et al., 
2017; Reed and Vallacher, 2019). For example, Wheelan and Williams (Wheelan and 
Williams, 2003) were able to identify three types of communication patterns within their 
sample of teams using Wheelan et al’s (1994) 8 communication categories and plotting this 
data as a wavelet transform image. Wiltshire et al. (2017) were also able to identify patterns 
of communication over time based on Rosen’s (2010) 16 communication categories.  
Both of these studies have attempted to show the dynamics of team processes visually and 
have accepted that teams are inherently non-linear and complex. Wheelan and Williams 
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(Wheelan and Williams, 2003) based their work on Dyke’s (1990) chaos/complexity theory 
(i.e. the study of patterns) and looks at the change in frequency or amplitude of the extreme 
and/or subtle differences in coded communications from one statement to the next and in 
relationship to the other statements. This was done by inputting the resultant codes into the an 
accepted complexity software, Chaos Data Analyzer, (Alligood et al., 1997; Casti, 1996). The 
end product of the analysis is a colour image of the verbal interaction sequence that occurred 
during team interaction, with colours representing patterns of comments and shifts in those 
patterns across time (Wheelan and Williams, 2003). An example of these outputs can be seen 




Figure 3 - An excerpt from Wheelan & Williams (2003) showing patterns of the verbal 
interaction sequence 
 
Wiltshire et al. (2017) chose to display the complex nature team processes through the use of 
entropy, where entropy is a way of displaying the order and disorder with a system. They also 
coded transcripts and provided a time series of data based on the entropy results of those 
codes over a sliding window, using Shannon’s (1959) entropy equation. They were able to 
plot these entropy results on a graph, which allowed for a visual representation of the 
complexity of presented team processes, which in turn allowed for the detection of patterns 
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which were associated with transitions between specific team processes. An example of these 
outputs can be seen in Figure 4.  
Researchers working within the neurodynamics domain have also examined entropy in the 
context of team performance. Work by Stevens and colleagues (Likens et al., 2014; Stevens, 
2012; Stevens et al., 2012) have attempted to understand how entropy, using EEG data rather 
than communications, relates to peoples expertise and performance. Entropy in this context 
corresponds to the degree of cognitive flexibility exhibited by the team and Stevens (Stevens, 
2012) found that teams who performed better on team tasks exhibited higher entropy than 
poor performing teams. 
This shift towards analysis of communication and the visual representation of team processes 
shows promising results, both in terms of understanding how teams conduct themselves over 
the course of a task and also in terms of detecting patterns in team behaviours. However, due 
to the necessary abstraction from the micro to the macro, as seen in the above two examples, 
the exact processes taking place are lost. Therefore, there is clearly a trade off between 
Figure 4 - Excerpt from Wiltshire et al. (2017) showing entropy time series for a team 
with vertical black lines representing transition points between team processes 
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exploring the macro team processes over time and understanding the micro processes taking 
place all within the same visual output. 
2.6 AGENT BASED MODELLING 
As systems become comprised of more autonomous sensing artefacts, those artefacts could 
potentially be considered as members of the team. This raises the question about the situation 
awareness of individuals and the situation awareness held by the system in which those 
individuals are interacting (Woods and Sarter, 2010). A way in which this can be explored is 
by using Agent-Based Models, which can be configured to create a range of team and system 
structures. Agent Based Models allow for situations to modified and manipulated to ensure 
the conditions applied to each agent within that model is the same each time. The models also 
allow for many “participants” to be recruited and many trails to be run. 
A justified argument against using agent based modelling is that internal cognitive processes 
are complex and cannot be reduced to a simple set of calculations or algorithms. It is 
recognized that a reduction of cognitive process is a potential limitation of the approach one 
could argue any form of simulation of cognitive activity (from Artificial Intelligence to 
Cognitive Architectures) have the same limitation. Therefore, accepting the limitations while 
utilizing the benefits of agent based modelling makes it possible to explore aspects of teams 
and systems which would be difficult in the real word, such as the link between the micro-
level behaviour of individuals and the emergent properties arising from the interactions of 
those individuals. 
With this in mind, using agent based modelling to simulate tasks in order to study situation 
awareness has not received widespread attention in the literature, although some researchers 
have acknowledged its potential (Baber et al., 2013; Bolstad et al., 2005; Bosse et al., 2013b, 
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2013a; Bosse and Mogles, 2014; Connelly et al., 2007). The study by Bolstad et al. (2005) 
aimed to develop a computational model of shared situation awareness by employing 
cognitive modelling and Social Network Analysis (SNA). Baber et al. (2013) on the other 
hand used the program NetLogo to explore the impact of a Common Operating Pictures 
(COP) on the transfer of information within a Search and Rescue system. The model was used 
to explore the transfer of information and how that information could be lost during the task. 
The model allowed for a visual representation of the situation awareness of the network. 
Baber et al. (2013) highlighted a number of benefits for using NetLogo as an agent based 
modelling package, including the large amount of models and code available online through 
the NetLogo community, the high-level programming language being easy to learn and use 
and that the graphic representation of the model makes it easier to understand how the model 
is working 
2.6.1 Choosing an Agent Based Modelling Package 
There is a vast array of ABM packages available, 85 packages were identified in a review by 
Abar et al. (2017) and compared using a range of categories including coding language, 
availability/accessibility, type of agent based on interaction behaviour and application 
domain. The purpose of this chapter is not to replicate this research, but to explain and justify 
the use of the chosen ABM package, NetLogo, in this thesis. A review of two other ABM 
packages, Behaviour Composer and Scratch, can be found in Appendix B. 
Six criteria from the categories in Abar et al. (2017) were identified as important for deciding 
on an ABM package to use in this project, a summary of which can be seen in Table 1. The 
first relates to the level of programming experience and skill required to create the agent 
based models, represented by “Easy to code/develop” in Table 1. Many of the packages do 
not require any coding experience and have been developed in such a way that the coder is 
38 
 
writing a story or giving instructions in plain English, and the platform interprets that into 
code which the computer can understand (Abar et al., 2017). These packages enable the user 
to generate ABM quickly with little training, however due to the high-level programming they 
can restrict both the complexity and scale of the agent based model. For more flexibility 
competent programmers with knowledge of languages like C, C++ or C#, can use (Abar et al., 
2017). Clearly for someone with limited coding experience, at least to start with, the effort for 
both learning and developing agent based models would need to be kept low to achieve results 
in a timely manner. This was the first and deemed the most important criteria for deciding 
which ABM package to use.  
Similar to keeping the learning based on the ABM itself, rather than a new programming 
language, it was important to have an ABM package that is standalone i.e. does not require 
any advanced setup or additional processes to execute the models/simulations. A number of 
packages come with their own modelling environments, which allow for a more plug and play 
type (Abar et al., 2017). This, plug and play type feature was added to the list of criteria for 
choosing the ABM package, represented by “Inbuilt coding/development” in Table 1. 
Scripting the behaviour of individual agents in ABM can be approached in a variety of ways, 
e.g. complex formulas, BDI, reactive-behavioural / ‘if-then’. To maintain simplicity in the 
code and due to the nature of the models to be produced, a reactive ‘if-then’ approach was 
chosen, using a package which enables goals, actions and attributes to be assigned to active 
agents using a class like structure. Therefore, only packages which focussed on the 
agents/objects which are implemented as class structures were considered and therefore all of 
the packages in Table 1 have this feature. The package must also be free and easy to access, 
this again was to ensure that research could be carried out swiftly without any unnecessary 
time delays. Considering the large variety of free ABM packages available, this was deemed a 
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reasonable criterion, represented by “Free/Open Source” in Table 1. Ensuring that there were 
also no time delays in obtaining specialist hardware or software, the second criterion was that 
the ABM must be able to be run on a Windows or Mac PC, both readily available at the start 
of the research project, this was deemed a reasonable criterion, represented by “Used on 




Easy to code/develop Use on Windows/Mac Free/Open source Models & Librarys Available Used in social sciences Inbuilt coding/development Score
AgentScript P P P P P O 5/6
AgentSheets P P O O P P 4/6
Altreva Adaptive Modeler P P O O O P 3/6
Behaviour Composer P P P P P P 6/6
FlexSim P P O P O P 4/6
Framsticks P P O O O P 3/6
JAMEL P P P P O O 4/6
JAS P P P P P O 5/6
JCASim P P P O O P 4/6
jES P P P O O P 4/6
MOBIDYC P P P O O P 4/6
NetLogo P P P P P P 6/6
PedSim P P P P O P 5/6
PS-I P P P P O P 5/6
Scratch P P P P P P 6/6
SeSAm P P P O P P 5/6
SimJr P P P O O O 3/6
SimSketch P P P O O O 3/6
SOARS P P P O O P 4/6
StarLogo P P P O P P 5/6
StarLogo TNG P P P P O P 5/6
Sugarscape P P P P O P 5/6
VisualBots P P P P O P 5/6
VSEit P P P P O P 5/6




The final criterion was based on the intended application domain of the ABM package and the 
availability of example solutions in the literature. Considering that the research domain of the 
project is under the social sciences umbrella, it was important to choose an ABM package that 
had already proven its worth within that domain. As the ABM package needed to allow for 
low effort development only packages that fulfilled this criterion were considered, this was 
deemed a reasonable criterion, represented by “Used in social sciences” in Table 1. Out of the 
24 identified, only 3 packages fulfilled all 6 criteria: Behaviour Composer, NetLogo and 
Scratch. The following section will explain why NetLogo was chosen for this project. 
2.6.2 NetLogo  
NetLogo has already been mentioned in the above description of Behaviour Composer, 
essentially the only difference between NetLogo and Behaviour Composer is that in NetLogo 
you do the ‘coding’ where in Behaviour Composer the coding has been done for you. The 
NetLogo version shown here is the downloadable executable from the 
https://ccl.northwestern.edu/netlogo/ website, however a web version is also available and this 
is the one that Behaviour Composer is built upon, however there is no difference in how 
models are created or run in either of the two versions. The Netlogo website also has a large 
amount of support, including a primitive dictionary which explains with examples what the 
different primitives within the language can do and where they can do it as well as user 
manuals in several different languages. There is also a vast array of sample models, both 
online and in the downloaded package. 
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The example in Figure 5 (the code) & Figure 6 (the output/interface) is similar to the fish 
swarm in Behaviour Composer and it is clear how similar they are visually in the 
output/interface view. 
In NetLogo (and Behaviour Composer) there are 4 main components:  
• Turtles: agents that move around in the world (the output view) 
• Patches: square pieces of ‘ground’ over which turtles moves and can interact with 
• Links: agents that connect two or more turtles, represented by a line 
Figure 5 – Netlogo: Code View 
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• The observer: the overseer of the world of turtles and patches 
The code allows for turtles to be created and attributes assigned to them, for example under 
“to setup” in Figure 5, several turtles are created based on the selected population variable in 
the interface view (Figure 6) and a number of attributes are assigned to those turtles, such as 
colour, size & position within the view window. The turtles are then asked to carry out the 
“flock” procedure, which involves a number of actions and procedures which have been 
coded and are called during the “go” command.  




The work in this chapter has outlined the current theories which surround the subject of 
situation awareness in teams and systems and provided a critique of the current techniques 
and methods which measure situation awareness.  
Some theories suggest that SA is a cognitive process which must be held in the head of the 
human agents in the system (Endsley, 1995b; Nofi, 2000). In contrast, Distributed Situation 
Awareness recognise that it is the collective knowledge of each agent, human and non-human, 
within the system which builds the situation awareness. Situation awareness from this 
perspective is developed via the interactions between agents in the system and is described as 
an emergent property of the whole system. Therefore, one could argue that situation 
awareness can be defined by the ‘external’ presentation of information, potentially from the 
content of messages or displayed information in the system and that system SA is an 
accumulation of relevant information for a particular function, process or task. Various 
theories of SA agree that SA is in fact task specific (Endsley, 1995, Bedny & Meister, 1999) 
and involves “…activated knowledge for a specific task, at a specific time within a system” 
(Stanton et al., 2006). In order to take this perspective, one needs methods which enable the 
collection and analysis of activated knowledge. 
The work in next chapter introduces the use of agent-based modelling using NetLogo. The 
process for designing and developing a model in terms of agent layout, roles and 




CHAPTER 3 SIMULATING THE HMS DRYAD 
OPERATIONS ROOM 
Parts of this chapter have been published in: 
[1] “A comparison of shared and distributed situation awareness in teams through the use of 
agent-based modelling” in the Journal of Theoretical Issues in Ergonomics Science, 2016, 
17(1), p 8-41 
[2] “Towards Agent-Based Modelling for Situation Awareness: modeling a ships Operations 
Room” in the Proceedings of Contemporary Ergonomics and Human Factors, 2016, p 284-
289. 
The sections: Why use concept maps to describe SA? on Page 14 of [1], Concept Maps on 
Page 287 of [2], Models Description on Page 286 of [2], and Discussion on Page 288 of [2] 
have been used to prepare this chapter. 
The chapter is based on the work in [1] & [2]. 
3.1 CASE STUDY: AN AGENT BASED MODEL OF THE HMS DRYAD OPERATIONS 
ROOM 
3.1.1 HMS Dryad 
A model was designed and developed using NetLogo with the aim to simulate the operations 
room on a Type 23 Frigate naval vessel. The layout of the agents in the model represented the 
layout of the operators during a training session at Her Majesty’s Ship (HMS) Dryad in the 
study by (Stanton et al., 2006). The agents were both human and non-human entities within 
the operations room, a radar screen in which airplanes move randomly was also presented 
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along with arrows which transferred information from one agent to another. The human 
agents in the model represented the following personnel in the operations room: Air Picture 
Supervisor (APS), Missile Director (MD), Principle Warfare Officer (PWO), Anti-Air 
Warfare Officer (AAWO), Captain and Electronic Warfare Officer (EWD). the rules in which 
they work within the operations room can be found in Table 2 and these were the rules in the 
model were based on these. 
3.1.1.1 Model Description 
The task modelled is an airstrike determination task, where the system of human and non-
human agents work together to decide on a particular course of action; either eliminate a 
target or declare the target as safe/a non-threat. This task is similar to the SCUDHunt game 
that Dekker (2002) uses in his study on C4ISR Architectures and Military Organisational 
Structures. SCUDHunt used a 4x4 grid with four randomly-located missile launch sites, 
where four squadrons were each allocated to one of the 16 squares with the aim of detecting 
the launch site. The squadrons used two sensors, one provided intelligence about a column of 
the grid and the other provided intelligence about the whole grid. Before a squadron is 
allocated, they used this intelligence to plan where they to be placed; this planning added a 
Agent Title Roles and Responsibilities
 Responsible for the plan of defence in response to an air attack
 Works with the PWO to assess and prioritise the targets
Responsible for the tactical handling of the ship and use of its
weapons systems
 Works with the AAWO to assess and prioritise the targets
Air Picture Supervisor (APS)  Monitors the Radar picture compiler
Captain  Oversees the operations room and makes final decisions
Electronic Warfare Officer (EWD)
Monitors the electronic systems in the operations room and on the
ship
Missile Director (MD)  Monitors the weapons systems on the ship
Table 2: Roles and responsibilities of agents in Model 1 and Model 2
Anti-Air Warfare Officer (AAWO)
Principle Warfare Officer (PWO)
Table 2 - Roles and responsibilities of agents in Model 1 and Model 2 
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time delay to the action of squadron allocation. During this time, there was a chance, 
determined by probability of 0.01 to 0.5, that the missile launch locations moved to a new 
location, resulting in an unsuccessful airstrike. The higher the probability, the more critical for 
the planning stage to be quick to ensure a successful strike. The sensors used had a quality 
metric, which may result in “false alarms” where a target was reported although one is not 
present. 
The HMS Dryad model in this chapter is similar to the ~SCUDHunt game in a number of 
ways. First, the system of human and non-human agents share and use intelligence from a 
sensors and computers (i.e. the Radar, Jam Status, Stock and Threat) in order to decide on a 
particular outcome; either eliminate a target or declare the target as safe/a non-threat. 
However, the sensors in this model do not have a quality metric and therefore are always 
accurate at the time of sharing, e.g. if the Radar shares a red aircraft with the APS, the aircraft 
is indeed red. Secondly, the agents in the model must plan, creating time delay, before a 
decision is made. Intelligence must be passed through the system to get to the PWO which in 
itself takes time, but also each act of sharing takes an amount of time to complete. Thirdly, 
during this planning stage the airplanes are moving on the radar at a set speed, when the speed 
is low the time to plan is not critical however the faster the airplanes, the more crucial it is 
that a decision is made quickly. If the decision is delayed for too long, then the result may be 
a “false alarm” or even to the detriment of agents as the aircraft has reached the ship. In this 
case the airplanes are the equivalent of the missile launch sites and therefore the speed of the 
airplanes is this models version of battlefield tempo. Each of these parameters relate to the 
settings that the model deploys, and it is possible for future versions of the model to be run 
with, for example, different levels of sensor reliability or different settings for decision delay. 
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As the aim of the model here is to explore communication activity, it was not felt necessary to 
manipulate these parameters. 
The model has two settings, one where knowledge is distributed throughout the model within 
the agents and the other where knowledge is shared with all human agents within the system. 
The agent communication networks of the model are analogous to the Distributed without 
Sharing and Distributed with Sharing network structures outlined by Dekker (2002). The 
Distributed without Sharing networks focus on nodes working towards their own goals and 
communicating when those goals are complete, this could be described as a task-work 
directed approach to completing the macro level system goal. The Distributed with Sharing 
network has the same structure Distributed without Sharing network. However, more 
connections are made between the nodes within the Distributed with Sharing network, with its 
emphasis on sharing information. The proposed benefit of a Distributed with Sharing network 
is that a pool of intelligence is created with an increase in the accuracy of that intelligence 
(Houghton et al., 2006), however there is the caveat that more sharing leads to more delays in 
intelligence reaching the right node in time to complete the system goal (Dekker, 2002). As 
part of each node’s individual task is to share information, this approach can be described as a 
teamwork directed approach to completing the macro level system goal. 
As shared SA requires nodes to share information about of each individuals task knowledge 
and environment (and therefore focussing on teamwork), it can be argued that the Distributed 
with Sharing network can be used as a framework for exploring shared SA within an agent 
based model. On the other hand, as distributed SA does not require agents to share or even 
know about of each individuals task knowledge and environment (and therefore focussing on 
task work), the Distributed without Sharing network can be used as a framework to explore 
how distributed SA affects the outcome of system goals. System performance in this manner 
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is achieved by reducing distractions caused by over-interacting / sharing of knowledge and 
limiting cognitive load to only that in which is necessary for the agents to complete their own 
individual task. It is also argued that due to effective training and experience, it is not 
necessary to have a high level of information sharing as agents are already aware what is 
required for the system to achieve its goal. 
Figure 7 and Figure 8 show a Distributed without Sharing network and a Distributed with 
Sharing network. The rules of the agents described above ensure that these networks are 
achieved during the model simulations. There is a deviation from the shared SA theory in this 
approach, which can be seen in Figure 7, where non-human agents are considered within the 
system. The shared SA theory is based on Endsley’s (1995b) individual SA theory, in which 
SA can only be held within the individuals mind and therefore not within non-human agents. 
The interpretation of shared SA in the context of this chapter allows for non-human agents to 
be a part of the team, making up a system of human and not human agents. Therefore, the 
approach here is to explore the notion that sharing information within a system (team work) 
benefits system performance, and whether a larger pool of knowledge is a help or a hindrance.
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Figure 7 - Agent interactions and information flow 
directions in the distributed without sharing version of the 
model 
Figure 8 - Agent interactions and information flow 




3.1.1.2 Model of HMS Dryad Operations Room 
As previously mentioned, the agent based model is based on the agent networks within the As 
previously mentioned, the agent based model is based on the agent networks within the 
operations room on HMS Dryad. In the Distributed without Sharing version of the model 
when information is received via an arrow, the agent will store that information, generate a 
new arrow and send that information on to one other agent. Figure 9 shows a snapshot of the 
model in action during using this version of the model. The overall goal of the system is to 
make correct decisions about potential air threats, ultimately it is the PWO who makes the 
decision about what to do with the airplane being tracked. Once the PWO has relieved all the 
information needed to make that decision it will do so. In the Distributed with Sharing version 
of the model, when information is received via an arrow, the agent will store that information, 
generate a new arrow and send that information on to all other agents. The PWO will decide 
what action to take once it has relieved all the information needed to make that decision and 
when all of the other agents in the team have stored the ID of the airplane being tracked. This 
is to simulate the teamwork aspect of the network, that all agents must “agree” on which 
airplane must be acted upon. Figure 10 shows a snapshot of the Distributed with Sharing 
version of the model in action during the simulation. For both versions of the model, to 
simulate the act of an individual completing a task, the act of storing information takes time 
and has priority over other tasks. This could result in information being ignored or missed 





Figure 10 - Screenshot of the distributed with sharing version of the model 
Figure 9 - Screenshot of the distributed without sharing version of the model 
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3.1.2 Model Design 
3.1.2.1 The Model 
Figure 11 shows a simplified flowchart and description of the model design; which involves 
the model setup, the main ‘go’ function and the export of the recorded data. The setup 
function is called once by the user via a button on the main interface. The go function is 
started via a button on the main interface and is called every tick resulting in 40,000 cycles of 
the go code. This makes up one trial, the model allows for any number of trials to be carried 
out however, for this study 100 trials were chosen. The model environment and turtles are 
reset at the beginning of each trial. The parameters used in the study are as follows: 
• Task time – 200 ticks 
• Model duration – 40,000 ticks 
• Airplane speed – 0.1 patches 
• Information introduction frequency – 200 ticks plus a random number of ticks between 0 
and 100 
• Number of trials -100 
Where the task time is the time it takes for an agent to carry out the ‘store information’ task, 
the model duration is the total number of cycles of the ‘go’ code, the airplane speed is the 
distance travelled over the radar by each airplane per tick and the information introduction 
frequency determines when the Radar, Stock and Jam Status agents share information, each 
calculated separately. The models were run with the number of trials selected eight times, 
with the airplane speed increasing by 0.2 each time, simulating a workload increase for the 
agents. The statistical analysis of performance results shown in this chapter are from the 
original 0.1 airplane speed data, where the performance results of each of the eight airplane 




Figure 11 – Flowchart of the model code 
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3.1.2.2 The Agents 
Each of the agents has attributes which are used throughout the model. Knowledge attributes 
are what is stored during the data transfer action, from a data arrow to an agent.  
Knowledge Attributes 
• selected-airplane-colour – the colour of the selected airplane in the radar 
• selected-airplane-proximity – the proximity to the ship at the time of data transfer. 
• selected-airplane-id – the id of the airplane 
• selected-airplane-threat – the treat level of the airplane 
• operator-stock-level – the missile stock level 
• operator-signal-strength – the electronic signal strength for potential incoming/outgoing 
messages 
Functional attributes are used during the actions, and determine when tasks are performed, or 
when counters record processes within the model. 
Functional Attributes 
• knowledge – the amount of knowledge the agent holds, to a maximum of 6 
• info-count – the agents’ internal stopwatch for a task being carried out, i.e. receiving 
information. 
• task-go – is set depending on the info-count of the agent. If the info-count is greater than 
the task time, it is set to 0 and if it is less than the task time, it is set to 1; with 0 meaning 
run next task and 1 meaning wait until the task time is over.  
• ignored-info – the amount of data arrows ignored while the agent is busy dealing with a 
data arrow. 
• info-used - the amount data arrows the agent accepts 
• new-info – the amount of new data arrows created by the agent. The Radar, Stock and Jam 
Status arrows create new sources of data in the model 
Each of the agents has role-specific rules which they follow during each of the trials. The 
following outlines what those rules are for each agent. 
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3.1.2.2.1 Agent Actions 
In this model the agents communicate directly from one another, that is they request and share 
information from each other. The actions that take place can be described as active and 
reactive. These active and reactive actions within the model can be described as analogous to 
the push/pull actions described by Demir et al. (2018b). The pushing and pulling of 
information described by Demir et al. (2018b) explains how information is requested and 
provided by agents via particular individual behaviours. In this model the agents do not 
replicate these specific behaviours, however the pushing and pulling of information is still 
carried out, that is between both human and non-human agents within the system, e.g. the 
radar agent. Depending on the agent, they will either push and/or pull information to agents 
with in the system.  
An explanation of the rules of each of the agents are to follow, but first ow these rules and the 
actions are activated and carried out will be discussed. Referring back to Figures 8 and 9, the 
arrows show either a one-way action (push) or two-way action (push pull) of information 
between the agents. Figure 12 and Figure 13 show examples of how these actions propagate 
around the distributed and shared tasks models, respectively. 
Figure 12 shows the distributed tasks model. Here the agents push information onto the other 
agents within the system. Each of these actions have two parts; sending the information and 
receiving the information. This is demonstrated with the first two steps in Figure 12. Once 
this is complete, the receiver agent is triggered to push information to other agents in the 
model. We can see this propagation of actions via the numbers in Figure 12. The different 
coloured arrows show whether this information is being passed between human agents, non-
human agents or a combination of the two. In the figure, we can see that the path of 
information either starts with the Radar and Jam Status agent or the Stock agent. The first 
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path is represented by numbers, 1 to 12 and the second is represented by letters, A to J. 
Information flows through the system from one agent to another following these paths until it 
reaches the PWO, at which point the PWO, if the they have enough information about the 
airplane to do so, will decide about whether to remove the airplane or dismiss it. During this 
time information is continually passing along this path and the agents are updating their 
knowledge. 
Figure 13 shows the other hand shows the shared tasks model. This model is much more 
complex and there are many more potential paths of information transfer compared to the 
previous model. Only two of these paths have been represented in the figure, as to provide 
more would make the figure unreadable. The first path, represented by numbers 1 to 12 and a 
thick red line, follows the same route as the one in the previous model. The second route, 
represented by letters A to M and a dashed red line, shows a more complex route of 
information transfer, where information is both received and sent from multiple, and 
sometimes the same, agents. In this second route, information starts with the Jam Status 
Agent and is transferred to the EDW agent which in turn shares information with the MD 
Agent. The MD agent sends information back to the EWD agent, who then sends information 
to the APS agent. The information is then transferred to the AAWO agent before reaching the 
PWO, at which point they will make their decision about the airplane as usual. As the 
information is passed through the system, agents knowledge is updated and modified along 
the route based on the information they currently hold and information that may be missing. 
The next section describes in more detail the rules for each of agents in the system which 









Figure 13 - Summary of agent rules, how they are activated and carried out in the shared tasks model 
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3.1.2.2.2 Rules of Non-human agents 
3.1.2.2.2.1 Radar Agent 
If no airplane has been selected, the Radar Agent selects one of the airplanes within the radar 
and saves the airplane ID, colour and proximity to ‘memory’ as knowledge. This happens at 
the start of the model and when a target has been eliminated or disregarded. 
After a set amount of time based on the frequency variable, set by the user, the Radar Agent 
creates a link to the APS Agent. A data arrow is created containing the knowledge of the 
Radar Agent, and has its heading set towards the APS Agent. 
3.1.2.2.2.2 Stock Agent 
After a set amount of time based on the frequency variable, set by the user, the Stock Agent 
saves the stock level to ‘memory’. It then creates a link to the MD Agent as well as creating a 
data arrow containing the knowledge of the Stock Agent, and has its heading set towards the 
MD Agent. 
3.1.2.2.2.3 Jam Status Agent 
After a set amount of time based on the frequency variable, set by the user, the Jam Status 
Agent saves the signal strength to ‘memory’. It then creates a link to the EWD Agent as well 
as creating a data arrow containing the knowledge of the Jam Status Agent, and has its 
heading set towards the EWD Agent.  
3.1.2.2.2.4 Threat Status 
For both the distributed without sharing and distributed with sharing versions of the model, 
when an arrow arrives at the Threat Status it creates 1 data arrow containing the knowledge of 
the Threat Status with its heading set towards the Computer, a link to the Computer is also 
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created. The Threat Status uses the “colour” and “proximity” knowledge items to determine 
the “threat” of the tracked airplane. 
3.1.2.2.2.5 Computer 
For both the distributed without sharing and distributed with sharing versions of the model, 
when an arrow arrives at the Computer it creates 1 data arrow containing the knowledge of 
the Computer with its heading set towards the PWO, a link to the PWO is also created. 
3.1.2.2.3 Rules of Human Agents 
3.1.2.2.3.1 APS Agent 
For the distributed without sharing version of the model, when an arrow arrives at the APS it 
creates 1 data arrow containing the knowledge of the APS with its heading set towards the 
AAWO, a link to the AAWO is also created.  
For the distributed with sharing version, the APS it creates 5 data arrows containing the 
knowledge of the APS with each having its heading set towards either the AAWO, Captain, 
EWD, MD or PWO. Links are also created between the APS and the AAWO, Captain, EWD, 
MD or PWO.  
3.1.2.2.3.2 EWD Agent 
For the distributed without sharing version of the model, when an arrow arrives at the EWD it 
creates 1 data arrow containing the knowledge of the EWD with its heading set towards the 
AAWO, a link to the AAWO is also created.  
For the distributed with sharing version, the EWD it creates 5 data arrows containing the 
knowledge of the EWD with each having its heading set towards either the APS, AAWO, 
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Captain, MD or PWO. Links are also created between the EWD and the APS, AAWO, 
Captain, MD or PWO. 
3.1.2.2.3.3 MD Agent 
For the distributed without sharing version of the model, when an arrow arrives at the MD it 
creates 1 data arrow containing the knowledge of the MD with its heading set towards the 
Captain, a link to the Captain is also created.  
For the distributed with sharing version, the MD it creates 5 data arrows containing the 
knowledge of the MD with each having its heading set towards either the APS, AAWO, 
Captain, EWD or PWO. Links are also created between the MD and the APS, AAWO, 
Captain, EWD or PWO. 
3.1.2.2.3.4 AAWO Agent 
For the distributed without sharing version of the model, when an arrow arrives at the AAWO 
it creates 1 data arrow containing the knowledge of the AAWO with its heading set towards 
the Captain, a link to the Captain is also created.  
For the distributed with sharing version, the AAWO it creates 5 data arrows containing the 
knowledge of the AAWO with each having its heading set towards either the APS, MD, 
Captain, EWD or PWO. Links are also created between the MD and the APS, MD, Captain, 
EWD or PWO. 
3.1.2.2.3.5 Captain Agent 
For the distributed without sharing version of the model, when an arrow arrives at the Captain 
it creates 1 data arrow containing the knowledge of the Captain with its heading set towards 
the PWO, a link to the PWO is also created.  
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For the distributed with sharing version, the Captain it creates 6 data arrows containing the 
knowledge of the Captain with each having its heading set towards either the APS, MD, 
AAWO, EWD, PWO and Threat Status. Links are also created between the MD and the APS, 
MD, AAWO, EWD, PWO and Threat Status. 
3.1.2.2.3.6 PWO Agent 
The PWO is the decision maker in both models, the PWO does not send information to any 
other agent and action depends on the information gathered from all other agents in the 
system.  
First the PWO checks the airplane colour and proximity to determine the threat level of the 
airplane under examination and assigns this to the selected-airplane-threat attribute. The PWO 
then carries out the kill-target action: in the distributed without sharing version of the model 
the action will be executed when the PWO has an airplane-ID attribute stored, in the 
distributed with sharing version of the model all human agents (APS, AAWO, MD, EWD, 
Captain) must have the same airplane-ID as the PWO stored. The PWO then checks its own 
selected-airplane-threat and selected-airplane-proximity attributes. If the threat is high the 
selected airplane is eliminated and removed from the radar. If the threat is low, the selected 
airplane is dismissed and another airplane is selected. All of the PWO knowledge attributes 
are set to ‘unknown’ as it now has to wait for new information to be received from other 
agents in the system. The decisions-made counter is increased by 1 and if the airplane was 
eliminated, the operator-stock-level attribute of the Stock Level agent is reduced by 1. The 
model then records the decision made by the PWO was correct based on the colour and 




• Potential threats hit = correct decision 
• None threats passed = correct decision 
• None threats hit = incorrect decision 
• Potential threats missed = incorrect decision 
By adding the potential threats hit and none threats passed the total number of correct 
decisions is calculated, similarly adding the none threats hit and potential threats missed 
provides a total of incorrect decisions. Additionally, if the airplane being monitored by the 
system reaches the centre of the radar, i.e. has a proximity of <10km to the boat, before a 
decision has been made an additional potential threat missed is added to the total incorrect 
decisions.  
3.1.2.3 Agent Interactions 
The interactions between agents depend on the version of the model being used. Figure 7 
show the predetermined or allowed interactions between agents in the distributed without 
sharing version of the model, for example the Radar can interact with the APS, but the APS 
does not interact with the Radar, that is the information flow is from the Radar to the APS, but 
no information is passed from the APS to the Radar. In this sense, an interaction is the sharing 
of information from one agent to another. In the same model, the APS and EWD shares 
information with the AAWO, but the AAWO does not share information with either of the 
APS or EWD. In this version of the model, information flow is in one direction throughout 
the system. This is one of two main differences between the distributed without sharing and 
distributed with sharing version of the model. As well as there being a two-directional flow of 
information within the distributed with sharing version of the model between the human 
agents, the agents can also share information with more agents compared to the distributed 
without sharing version (Figure 8). For example, in the distributed with sharing version of the 
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model the AAWO can share knowledge with and receive knowledge from all other human 
agents.  
3.1.2.4 Summary of data recorded by the model 
A number of variables are recorded during each trial, some of which have already been 
mentioned above. Below is a summary of all variables recorded and output at the end of each 
trial in a .csv file. The data can be grouped into three categories: performance data used for 
quantitative statistical analysis, knowledge data for concept map plotting and agent 
interactions for social network analysis. 
3.1.2.4.1 Performance Data 
• Number of Correct Decisions Made 
• Number of Incorrect Decisions Made 
• Total Number of Decisions Made 
• Total Number of Ignored Information 
• Total Used/Stored Information 
• Number of Times Info is Shared  




3.1.2.4.2 Agent Interactions 
• Interval matrices of agent interactions 
• Final matrix of agent interactions 
• An example of the output .csv data file can be seen in Figure 15. 
  
Figure 14 – Performance data output, example .csv file 




3.1.2.4.3 Agent Knowledge Data 






This is the knowledge attribute data previously outlined and an example of the output .csv 
data file can be seen in Figure 16. 
 
 
Figure 16 – Agent Knowledge Data output, example .csv file 
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3.2 SIMULATION RESULTS 
3.2.1 Analysis of Performance Data 
Figure 17 shows the results of variables 1-3 and Figure 18 shows the results of variables 4-6 
(see Table 3 for a recap of the data variables recorded by the model). Referring to Figure 17, 
in the distributed with sharing version of the model there were fewer decisions made 
compared to the distributed without sharing version of the model (for correct and incorrect 
decisions, and total decisions). Figure 18 shows that more information was ignored, 
used/stored and shared in the distributed with sharing version of the model compared to the 
distributed without sharing version of the model.  
Table 3 - Summary of data variables from the model 
Performance Data 
Variable 1 Number of Correct Decisions Made 
Variable 2 Number of Incorrect Decisions Made 
Variable 3 Total Number of Decisions Made 
Variable 4 Total Number of Ignored Information 
Variable 5 Total Used/Stored Information 
Variable 6 Number of Times Info is Shared 
Agent Interaction Data 
Variable 7 Interval matrices of agent interactions 
Variable 8 Final matrix of agent interactions 
Agent Knowledge Data 
Variable 9 selected-airplane-colour 
Variable 10 selected-airplane-proximity 
Variable 11 selected-airplane-id 
Variable 12 selected-airplane-threat 
Variable 13 operator-stock-level 





















Distributed with Sharing Distributed without Sharing








Total Number of Ignored Information Total Used/Stored Information Total Info Shared
Model Performance Results
Distributed with Sharing Distributed without Sharing
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Distributed with Sharing Decisions
With Sharing Correct Decisions With Sharing Incorrect Decisions
Figure 20 – System workload results for the distributed with sharing version of the model 
71 
 
Figure 19 and Figure 20 show the performance for the two versions of the model for eight 
airplane speeds, with 1 being the slowest speed and 8 being the highest. Figure 19 shows the 
results for the distributed without sharing network and Figure 20 shows the results for the 
distributed with sharing network. At the slowest airplane speed, the performance of each 
version of the model is relatively high; above 60% correct decisions for the distributed with 
sharing network and above 80% correct decisions for the distributed with sharing network, 
however as airplane speed increases the amount of correct answers reduce for both networks. 
For the distributed without sharing network, the amount of correct decisions remains above 
50% for the first three speeds and then drops off to under 20% for the remaining speeds with 
the final and fastest speed resulting in zero correct decisions. For the distributed with sharing 
network, only the slowest speed results in correct decisions, all other speeds result in zero 
correct decisions made. 
3.2.2 Social Network Analysis of Agent Interactions 
A Python script was written using the networkx and matplotlib libraries to calculate and 
present the interactions, degree centrality and density values for the agents using the agent 
interaction data. Figure 21 shows the agent interactions as a network of nodes and directed 
links at the end of a trial, after 40000 ticks, for the distributed with sharing and distributed 
without sharing version of the model. Figure 22 and Figure 23 show the degree centrality and 
the density values of the networks for each version of the model at the end of the trial, 
respectively. 
The networks in Figure 21 show that at the end of the trial, the agents within the distributed 
with sharing model have more connections throughout the network and that a number of those 
connections are in both directions. That is, agents are sharing and receiving information from 
each other. In comparison, the agents in the distributed without sharing model have much less 
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connectivity throughout the network and that connections made are in one direction, that is 









The degree centrality results (seen in Figure 22) support the network results, where agents 
have a higher degree centrality in the distributed with sharing model compared to the 
distributed without sharing model. The density value (seen in Figure 23) also shows that the 
agents in distributed with sharing model utilize more of the potential connections than that of 
the agents distributed without sharing model.  
Although the SNA gives a snapshot of how the system was interacting at the end of the trial, 
it gives no insight into how the interactions changed during the trial. As situation awareness is 
dynamically changing throughout any task, the same SNA was applied to a moving window 
across the trial. A range of window sizes were used over the 40000 ticks, e.g., in intervals of 
500, 1000, 2000 and 10000 ticks the SNA data was saved for further analysis.  
Figure 24, Figure 25, Figure 26 & Figure 27 show the interval networks for agents in the 
Shared Model, and Figure 28, Figure 29, Figure 30 & Figure 31 show the interval networks 
for agents in the Distributed Model.  
Figure 32, Figure 33, Figure 34 & Figure 35 show the interval degree centrality for agents in 
the Shared Model, and Figure 36, Figure 37, Figure 38 & Figure 39 show the interval degree 
centrality for agents in the Distributed Model. 
Figure 40, Figure 41, Figure 42 & Figure 43 show the interval density for agents in the Shared 
Model, and Figure 44, Figure 45, Figure 46 & Figure 47 show the interval density for agents 


















Distributed with Sharing Distributed without Sharing
Figure 22 - Degree centrality value results for both the distributed with sharing and distributed 








Distributed with Sharing Distributed without Sharing
Density Values
Figure 23 - Density value results for both the distributed with sharing and distributed without 





Figure 24 - Interval Networks of Agents During the Shared HMS 
Dryad ABM Task: 500 tick intervals 
Figure 25 - Interval Networks of Agents During the Shared HMS 





Figure 27 - Interval Networks of Agents During the Shared HMS 
Dryad ABM Task: 10000 tick intervals 
Figure 26 - Interval Networks of Agents During the Shared HMS 
Dryad ABM Task: 2000 tick intervals 
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Figure 28 - Interval Networks of Agents During the Distributed HMS 
Dryad ABM Task: 500 tick intervals 
Figure 29 - Interval Networks of Agents During the Distributed HMS 





Figure 30 - Interval Networks of Agents During the Distributed HMS 
Dryad ABM Task: 2000 tick intervals 
Figure 31 - Interval Networks of Agents During the Distributed HMS 




Figure 32 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad ABM 
Task: 500 tick intervals 
Figure 33 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad ABM 




Figure 34 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad ABM 
Task: 2000 tick intervals 
Figure 35 - Interval Degree Centrality Values for Agents During the Shared HMS Dryad ABM 




Figure 36 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 
ABM Task: 500 tick intervals 
Figure 37 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 




Figure 38 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 
ABM Task: 2000 tick intervals 
Figure 39 - Interval Degree Centrality Values for Agents During the Distributed HMS Dryad 




Figure 40 - Interval Density Values During the Shared HMS Dryad ABM Task: 500 tick 
intervals 





Figure 42 - Interval Density Values During the Shared HMS Dryad ABM Task: 2000 tick 
intervals 





Figure 45 - Interval Density Values During the Distributed HMS Dryad ABM Task: 1000 tick 
intervals 





Figure 47 - Interval Density Values During the Distributed HMS Dryad ABM Task: 10000 tick 
intervals 




It is clear from visual inspection of each of the figures (Figure 24 to Figure 47), that the 
selected interval greatly affects the overall outcome of the results and therefore the 
interpretation of those results. It is also clear that the there is much variation in the SNA 
metrics over the course of the trial and therefore any results from a single snapshot could be 
misleading of the overall task. Another obvious problem with these results is that the greater 
the number of intervals used, the more complicated and difficult the results are to interpret. 
However, when comparing models like the ones in this chapter, this type of analysis can give 
a general overview of social network differences. The graphs show, regardless of the chosen 
interval, that the networks within the distributed with sharing model appear to be more 
complex and varied compared to those from the distributed without sharing model. This aside, 
the analysis does not give any insight into how the system came to the decisions made. One 
way of exploring this would be to develop concept maps for each agent to see how they used 
the available information. The next section explains how concept maps can be used to show 
how knowledge within the system. 
3.2.3 Analysis of Agent Knowledge 
The concept maps in this chapter were created manually using the diagram features in 
Microsoft PowerPoint. At the end of each trial, the exported .csv file contains the information 
held by the agents in the system. Figure 48 shows the concept map of the ‘system’ in 
distributed without sharing and distributed with sharing version of the model. The “concepts” 
in the map represent the possible information that is present the model (e.g. proximity or 
weapon stock level) and are shown as filled boxes. Links between the boxes represent the 
connections between the concepts, for example the “threat” concept is linked to the “colour” 
of the aircraft and the “proximity” of the aircraft to the ship. Note, the “decision” concept is 
linked to the “threat concept” but not vice versa. To represent this, the links have directed 
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arrows and text which defines the relationship between the two concepts. In this example, the 
“threat” concept is “determined by” the “colour” and the “proximity” concepts but not the 
“decision” concept, whereas the “decision” concept is “determined by” the “threat”, “ID”, 
“Electronic Signal Strength” and “Weapon Stock Level” concepts. The map provides a visual 
representation of how the overall goal of deciding what to do about a potential threat is 
achieved and the knowledge required to do so. 




To provide further insight into how each of agents work towards the end goal, each of the 
concepts is ringed to represent the agent which holds that piece of information. For example, 
in the distributed with sharing version of the model, all agents except for the Radar holds the 
“threat” knowledge, whereas in the distributed without sharing version of the model only the 
PWO holds this knowledge. In both versions, it is only the PWO that holds the “decision” 
knowledge. With this addition, it is possible to identify how key information is distributed 
throughout the system. 
The information held by each agent in the distributed without sharing network can be seen in 
Table 4 which shows that the total information held by the agents is 53% of the systems total 
information storage capacity. The information held by each agent in the distributed with 
sharing network can be seen in Table 5 which shows that the total information held by the 
agents is 76% of the systems total information storage capacity. It can be argued that in the 
shared model, more of the systems information storage capacity is being used and this could 
potentially restrict the agents from reacting to new information in the system. Also, with all 
agents needing to have the same airplane ID information before the PWO agent makes a 
decision introduces a time delay in the decision-making process, and also restricts the system 





Table 4 – Information held by each agent when a decision is made in the distributed without 

















radar X X X    
APS X X X    
stock    X   
MD    X   
jam-status     X  
EWD     X  
captain     X  
AAWO X X X X X X 
PWO X X X X X X 
computer X X X X X X 
threat-status X X X X X X 
 
 
Table 5 - Information held by each agent when a decision is made in the distributed with sharing 

















radar X  X    
APS X X X X X X 
stock    X   
MD X X X X X X 
jam-status     X  
EWD X X X  X  
captain X X X X X X 
AAWO X X X X X X 
PWO X X X X X X 
computer X X X X X X 





Figure 49 and Figure 50 and show the concept maps for each of the networks at the time a 
decision is made, the thickness of the lines represent how often the information held is the 
same as the information held by the PWO. In the distributed with sharing network, the 
number of agents holding each of the knowledge objects (“Colour”, “ID”, “Proximity”, 
“Threat”, “Stock Level” and “Signal Strength”) is higher than in the distributed without 
sharing network. The aim of the distributed with sharing network is to generate a pool of 
information in which all agent can draw from, the concept map shows that the agents do 
indeed share this knowledge and have a larger pool of knowledge. Each of the agents hold 
more information each than in the distributed without sharing network. The line thickness 
indicates that apart from the “Signal Strength”, the agents have consistent knowledge of the 
targeted airplane as the PWO at the time a decision is made, indicating that the system of 
agents are working on the same airplane until the decision is made. The distributed without 
sharing concept map however shows that the system holds all the information required to 
make the decision, however each individual agent does not. It also shows that particular 
agents do not always have the same knowledge as the PWO at the time of decision making, in 





Line thickness represents 
how often the information 
held by the agent is the 
same as the information 
held by the PWO at the 
time a decision is made. 





Line thickness represents 
how often the information 
held by the agent is the 
same as the information 
held by the PWO at the 
time a decision is made. 




Agent based modelling has made the determination of agent knowledge and information 
possible, not only at the end of the simulations, but at any given point during the trial. The 
models also allow for this data to be displayed in the package itself or exported to a file for 
further analysis. Using this data it is possible to show what the agents know during the course 
of the simulation. Increasing model parameters such as the proportion of airplane threats or 
number of total airplanes in the radar, the total amount of information being transferred within 
and throughout the system also increases. As agents must perform tasks before receiving new 
information, it is possible that new information could be missed. This implies that the 
performance of the agents within the model can be affected in terms of decision making and 
information processing, and in turn the performance of the system as a whole. 
The use of concept maps allows for a visual representation of how knowledge is organised 
throughout the model system and gives the opportunity to better understand how information 
is transferred and stored during the simulation. The models in this chapter were not given a 
limit to information storage as such, although only once aspect of each characteristic of the 
aircraft was stored. For example, only one value was stored for the proximity of the airplane 
at a time. If new information was received, this value was overridden, and the old value 
forgotten. With a small adjustment to the code conditions could have agents with limited 
memory, and therefore provide insight into agent workload. It could also be possible to 
identify whether the information that the agents are using and/or sharing is relevant to just 
their own task or if the information being shared is for the benefit of team members. 
Interestingly, the concepts maps show that at the time of decision making it is not important 
for all agents to have the same information to ensure high performance. In fact, it can be the 
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case that when information is not shared the system performs better and with greater accuracy 
that when information is shared. 
In terms of operational tempo and workload, the models manipulated aircraft speed. When the 
aircraft move too fast for the system to respond, the performance of that system is reduced. 
This higher level of system performance is not simply a matter of lower level agent cognition, 
but arises from the actions of the system as a whole. The results of this study show that, when 
given ample time, the structure of the system is not so important in terms of accuracy with 
both network structures providing correct decisions over 60% of the time, although the 
distributed without sharing network was more accurate than the distributed with sharing 
network overall (over 80%). With higher aircraft speeds and therefore system loads, it is clear 
that the distributed with sharing network cannot cope and fails to make any correct decisions, 
whereas the distributed without sharing network is able to make correct decisions with an 
accuracy of over 60% for the first three airplane speeds, after that performance drops to below 
20% and, similarly to the distributed with sharing network, 0% with the fastest airplane speed. 
These results are comparable to Dekker’s (2002), where a distributed without sharing network 
had higher performance than distributed with sharing network when the battle field tempo (i.e. 
workload/airplane speed) was high and the accuracy of the intelligence was also high. Sharing 
of information is therefore, not always beneficial to the success of a system. In this case, the 
act of sharing information hindered the system in making both correct decisions and the 
overall number of decisions. Even when the workload was low, focussing on task-work 
within the distributed without sharing model resulted in a higher overall number of decisions 
and a higher percentage of correct decisions than focussing on team work within the 
distributed with sharing model. It is, perhaps, the nature of the task itself that lends itself to 
such performance. Other time critical tasks have also been analysed in the literature, such as 
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the reactions to a chemical incident at a remote farm and a factory fire, both in the study by 
Houghton et al. (2006). The networks were also found to be distributed, and one can assume 
they have evolved as such to ensure the highest performance of those networks. More 
evidence that sharing is not always better. 
The purpose of the work in this chapter is to demonstrate that agent-based modelling can be 
used to show that it is possible to model and simulate human–like behaviour as well as and 
discovering emergent system behaviours. Although the agents in the models do not have 
comparable cognitive features to humans, they do have comparable information sharing 
properties which mimic human-like information sharing behaviours. That said, the models do 
have a number of limitations, for example there the information being transmitted has no 
degradation which does not represent the very real property of human error. However, as 
previously mentioned, it is the system in which being studied and not the agents and therefore 
complex replication of human cognition is not required. 
When reviewing the SNA within this chapter, it is important to note that they do not fully 
replicate the social networks seen in Case Study of HMS Dryad by Stanton et al. (2008) (see 
Figure 51). This could be due to several reasons. First, the models in this chapter do not 
utilize all the agents in the HMS Dryad case study (Stanton et al., 2008) and so there are 
interactions that could have taken place that are not shown in Figure 21. Secondly, although 
the models in this chapter follow similar rules to the ones in the HMS Dryad case study 
(Stanton et al., 2008) they were modified to replicate more extreme ways of working; 
focussing on independent working in the distributed model and team working in the shared 
model. This could explain why the networks in this chapter did not replicate the split network 
seen in Figure 51Error! Reference source not found.. One other reason could be that the 
social network constructed in Figure 51 utilised communications from the whole observed 
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scenario and input from subject matter experts. The social network results presented in Figure 
21 to Figure 23 show a snapshot of interactions at the end of the model scenarios and Figure 
24 to Figure 47 show snapshots of interactions throughout the model scenarios. These results 
do not show a cumulative social network analysis as seen in Figure 51 and the HMS Dryad 
case study (Stanton et al., 2008), instead they show how the social networks change from one 
point in the scenario and show differences in how the social networks from point in the 
scenario to another.  
Due to the limitations of many of the current SA measurement techniques highlighted in 
Chapter 2, the use of concept maps to gain a better understanding of what agents and systems 
know has been applied to the agent based models. However, like the SNA methods used in 
this chapter, the concept maps here only give an insight into system at a snapshot in time. For 
the SNA the snapshots are based on some arbitrary set intervals taken across the task; for the 
Figure 51 - Excerpt from Stanton et al. (2008) showing the Social Network Analysis of the HMS 
Dryad Operations Room 
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concept maps, in order to obtain insight into how the system is working when specific actions 
are taken, the snapshots are when a decision is made by the PWO. A comparison of the 
interval values chosen shows that, depending on the value, the interpretation of how the 
system is performing may be very different, purely based when the results are taken. With 
methods such as freeze-time or real-time probes, the data gathered are also from snapshots in 
time, an interpretation of that data only gives insight into the individuals SA at that singular 
point in time, it does not show how the SA was formed or how it changed from one snapshot 
to the next. The SNA in this chapter suffers the same problem, it is not known how the 
systems change from one network analysis to the next. There may be time in-between the 
snapshots where the network is acting considerably different to the one observed and so 
changing the interval time and comparing the results from the different interval data could 
potentially provide conflicting interpretations of how that network is acting. However, SA 
needs to be dynamic and should be treated as such. Taking snapshots of the task is one step 
towards dynamically measuring SA, however these snapshots have proven insufficient. It is 
proposed that by instead taking snapshots, SNA could be analysed as a time series across the 
whole duration of the task instead, this would provide a set of data which could be analysed to 
detect and categorise patterns within the systems actions. Thanks to the nature of the models, 
it is possible to obtain such data.  
Using such models also guarantee that when we ‘ask’ the agent what they know, the answer 
given will be true as there is no need to interpret the answer or the answer is not skewed by 
the agent giving the answer, another common criticism observed with freeze-time or real-time 
probe methods. These models also allow for conditions to be changed quickly and easily 
without the need to recruit more participants, this results in essentially having the same 
participants for as many experiments as are needed without the worry of fatigue or learning 
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affects. If the study in this chapter were to be carried out with human participants, 1000 naval 
personnel would be needed to obtain the same amount of data, all of which would have hold 
positions in operations room on a naval ship, a virtually impossible task for a project of this 
scale. Using ABM therefore gives us the opportunities to explore systems which previously 
were unattainable. 
3.4 SUMMARY 
The model in this chapter is based on a case study previously carried out by and although the 
benefits of used an ABM have been highlighted, the information obtained is limited. For 
example, it is not known what is said by the agents on HMS Dryad in the operations room and 
it is known how they encode the information or how that information is interpreted in the real 
world. Therefore, the next step in this project is to carry out an experiment using human 
participants to explore how teams communicate and obtain the information required to reach a 
specific goal. This communication will prove a real-time series of data which can be analysed 
without the need to interrupt the participants or interfere with the task. As the DSA approach 
works on the assumption that ‘knowledge’ is externalised through communication, capturing 
the content of the communications can provide a proxy for what they know and how this 
might be used to inform DSA. As the task will be designed from start to finish, it can also be 
modelled and therefore simulations of the same task can be conducted post hoc. 
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CHAPTER 4 COMMUNICATION AS KNOWLEDGE: 
STUDY OF TEAMWORKING 
Parts of this chapter have been published in: 
[1] A comparison of shared and distributed situation awareness in teams through the use 
of agent-based modelling” in the Journal of Theoretical Issues in Ergonomics 
Science, 2016, 17(1), p 8-41 
The sections: Distinguishing between SA Theories on Page 10 of [1], Hypotheses on Page 20 
of [1], Design on Page 15 of [1], Participants on Page 15 of [1], Procedure on Page 15 of 
[1], Setup on Page 18 of [1], Experimental tasks on Page 16 of [1], Comparing Comments 
and Scores for High and Low Performance Teams on Page 23 of [1], Review of transcripts 
for high and low performing teams on Page 23 of [1], Information Held within the Network 
on Page 14 of [1] and Future Work on Page 38 of [1] have been reproduced in this chapter. 
The chapter is based on the work in [1]. 
4.1 INTRODUCTION 
When reviewing the Shared SA of a team one is looking at how the Individual SA (as the 
contents of each individual’s ‘internal’ representation of key information) of a team member 
is shared with all of the other members of that team, where all team members hold the same 
knowledge. However, when reviewing the Distributed SA of a system, one is looking at how 
each agent (human or non-human) within that system contributes to the overall SA (as the 
content of the ‘external’ representations communicated through the system) of that system 
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and how the SA of the system emerges via the interactions and individual actions of the 
agents within it.  
The primary difference between the SA theories to be explored is the extent to which sharing 
of information facilitates SA in a team and how communication aids the systems 
performance. This difference is explored through a simple scenario in which a team is 
required to identify a target by agreeing on the features which can be used to distinguish it 
from not target objects. The team members either view the situation using the same visual 
display, or each team member will have a unique display. In the former case, one might 
expect communication to rely on highlighting information-in-common, perhaps checking that 
each team member was looking at the same part of the display. One might expect 
communication to rely on highlighting differences in information, perhaps checking for 
overlaps in the information available to each team member or trying to reach a consensus on 
the information being used. In this case, the displays become the focus of communication and 
one might expect higher levels of communication to reflect Shared SA. In each condition, it is 
possible that no one member of the team draws on all of the information but that this 
information is essentially held in the system, i.e., distributed through the team members and 
the displays they are using. This will reflect Distributed SA. 
The previous chapter utilised ABM to observe how agents (human and non-human) interact 
together in order for the system to achieve a goal. Due to the nature of ABM it was possible to 
record what knowledge the agents had at any given time during the simulated trials. A 
concept map, where the knowledge objects within the map owned by the agents are visually 
represented, was presented as a way of exploring the DSA of the system at a given point in 




The previous chapter highlighted the benefits of using ABM, however the model itself was 
based on a case study and not on experimental data. Therefore, in this chapter a study was 
carried out to observe how team members work together to achieve a common goal. Due to 
the limitations of the project, it was not possible to recruit naval personnel and so for the 
simple target detection task, students from the University of Birmingham were recruited. The 
study is concerned with the information sharing within a team and how this affects the 
performance of that team. 
4.2 HYPOTHESES 
Figure 52 summarises the hypotheses explored in this chapter, contrasting Shared versus 
Distributed knowledge and Separate versus Common Displays. Shared knowledge is obtained 
via a Distributed with Sharing network, where distributed knowledge is obtained via a 
Distributed without Sharing network. Thus, when information needs to be Shared and there 
are Separate Displays we might expect relatively low performance (in comparison with the 
other conditions) because team members will need to expend effort on reaching consensus on 
Figure 52 - Comparing Shared and Distributed knowledge 
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the value and meaning of the content of their separate displays. In contrast, when team 
members work individually and do not communicate there might be a higher level of 
performance; not only due to the reduced need to communicate but also due to the impact of 
individual decision making on collaborative performance. Likewise, when team members 
have information-in-common (through Common Displays), then one might expect higher 
performance when information is Shared (because the team members work from the basis of 
common ground in their discussions), and this could be better than when team members work 
individually with a Common Display (because the performance of the team could be affected 
by unresolved conflict in interpreting the display). 
In this chapter, depicting the knowledge that agents might hold during the development of a 
given situation is of interest. The content of messages sent by the participants in the 
experimental trials and by analysing the content of the messages exchanged by agents in the 
models will be analysed. This means that we make the assumption that external 
communication (e.g. verbally or written) of information indicates (but need not directly 
correspond to) the knowledge held by people or agents. This means that we are describing 
information flow within a team performing a task in order to reflect the manner in which 
information might inform SA. We realise that this skirts a number of deeper philosophical 
discussions of epistemology and the nature of cognition and reasoning, but feel that the use of 
concept maps in this paper is analogous with other uses to reflect knowledge required to 
understand a domain or situation (Novak, 1991, Williams, 1998, Hoffman et al., 2002a, 
Hoffman et al., 2002b, Hoffman et al., 2004, Novak & Cañas, 2006, Coffey et al., 2006, 
Novak & Cañas, 2008). 
It is hypothesised that condition 2 (Separate Displays) will be more difficult than condition 3 
(Common Displays), and that this will be reflected in the scores in each condition and the 
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number of messages passed between participants. We allowed teams to communicate as they 
felt appropriate, rather than imposing a form of communication on them. This allow us to 
explore whether teams spontaneously adopt a ‘shared’ or ‘distributed’ approach to the task 
(see Figure 52). 
4.3 METHOD 
4.3.1 Experiment Design 
In this experiment, an A-B-A design was used. An initial condition (A), referred to as the 
practice condition or condition 1, is used to introduce the experimental task and equipment. 
This is followed by an experimental condition (B), referred to as condition 2, in which a 
variant of the task is presented, and then repletion of the initial condition, referred to as 
condition 3. This allows us to consider the potential impact of learning effects on a repeated 
measures design. If performance improves between the two A conditions (first and third), then 
there is a learning effect, but if the performance on B does not follow this trend, then this 
condition has disrupted the ability to learn the task. A-B-A is useful as a means of testing the 
impact of a variable on performance. In the case of this experiment, the independent variable 
was the type of information presented to participants, i.e., information-in-common versus 
individual information. While the experiment is presented as an exploration of the effect of 
information presentation on communication, it was also intended to provide input to the 
development of the models developed in the next chapter. 
The experiment involved teams of three participants working together to identify a ‘target’. In 
this case, the target was defined by a specific type of vehicle crossing a specific location on 
the display provided. The task involved a team watching a video and communicating (via 




The experiment was approved by the University of Birmingham ethical review process. 
Twenty-seven participants were recruited from the School of Electronic, Electrical and 
Systems Engineering (participants were Undergraduate students, mean age 21; with 14 males 
and 7 female). Participants were randomly assigned to teams of three before each session. All 
teams took part in each of the conditions, resulting in a repeated measures design. 
4.3.3 Procedure 
Each participant was given an information sheet which explained the purpose of the 
experiment and was asked to sign a form of consent (see Appendix B and Appendix C). 
Participants were free to withdraw at any point during the conduct of the experiment and 
within two weeks of the end of the experimental sessions (i.e., they could request their results 
to be withdrawn from analysis). 
The experimental task was described as follows (both verbally and in the form of a crib sheet 
given to participants):  
Vehicles are on a toll road and certain vehicles have not paid their annual road 
subscription. These illegal vehicles are detected automatically based on multiple 
different characteristics. These characteristics are known by the experimenter and the 
team will be informed when all characteristics have been identified. There will be 
more than one illegal vehicle, but they will share the same characteristics. Your task 
is to monitor the screen which shows the vehicles on the road. You must work as a 
team to identify the characteristics which make the vehicle illegal using the instant 
messenger on the display. Each team member will work from their own individual 
display. Once the team has come to a decision, a member of the team must ask the 
experimenter if this determination is correct, using the following form: The illegal 
vehicle is…The experimenter will provide feedback to the team in response to this 
phrase. All communication must be performed using the instant messenger. Any 
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member of the team can ask for feedback, using the phrase The illegal vehicle is… as 
often as they like.  
4.3.4 Task Development 
Due to the familiarity of NetLogo and the seamless integration of the task into the ABM in 
chapter 3, it was decided that the videos used in the experiment would be made using this 
platform. The videos are taken from simple animations which are coded in such a way that 
vehicles spawn at either side of a road background comprising of three two-way lanes and a 
vertical colour representing a grey “zone”. A screenshot of this animation can be seen in 
Figure 53. In the code the vehicles are set to randomly choose the colours red or blue as well 
as the shape of a bus or car. The frequency of vehicle generation, colour, shape and 
background can all be easily modified within the NetLogo code by changing several basic 
Figure 53 - Screenshot of the traffic animation used in the experiment 
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variables. These modifications to the code enabled the animations used in condition 2 
(separate display condition) to be created (see Figure 54). The animations were recorded 




Figure 54 – Screenshots of the separate displays created from the animation code 
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the experiment. A computer lab at the University of Birmingham was used for the experiment 
and four identical desktop computers were chosen, each using the Windows 7 operating 
system. Through the use of a server, the videos and chat windows were made accessible via 
two separate web-pages displayed in Google Chrome, which were positioned side by side on 
the screen (see Figure 55). The Internet Protocol address (IP address) of each computer 
identified the participants throughout the experiment, the participant ID (e.g. participant 1, 
participant 2, participant 3 and operator) were assigned in order of the webpage being 
accessed, i.e. the first participant to access the webpage was given the ID participant 1 for the 
duration of the experiment. This setup was carried out by the experimenter at the beginning of 
each experiment.  
The screens had a video of the cars on the road as well as a chat window. The chat window 
was the only source of communication throughout the experiment. Each input into the chat 
window was preceded by the participant ID; this allowed the operator and other participants 
in the team to know who was talking. The observer was the experimenter in each experiment 
Figure 55 – Video display and chat window 
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and provided feedback to the participants using the same chat window. The outputs from the 
chat window were exported in real time to a .csv file in a transcript format and stored the 
following data points for each message typed: participant ID, text from chat window message 
and the date and time stamp. At the beginning of each condition a new .csv file was created 
and stored in a specific folder in the experimenter’s computer account, resulting in 3 files at 
the end of each experiment. Those files were collated resulting in one .csv file containing all 
the communication from each condition in the experiment. 
The computer layout can be seen in Figure 56, the participants were arranged in such a way 
that they could not see each other’s computer screens, however the operator was positioned so 
that they could see all computer screens if necessary. The experimental task was explained in 
Figure 56 – Layout of computers and participants 
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the same manner and at the same time in each experiment and a crib sheet was also given to 
each participant for reference throughout the experiment. 
4.3.5 Concept Map Application 
In this chapter, concept maps were created manually using Microsoft PowerPoint, this method 
was time consuming and unscalable. Therefore, a concept map application was created using 
the NetLogo programming language which allows for the maps to be created automatically. 
As NetLogo has been used throughout this thesis it was an obvious choice for creating the 
application.  
After reviewing the transcripts and messages exchanged between the team members in each 
team, the characteristics that were mentioned in relation to the vehicle were grouped into three 
concept categories; colour, position and shape. Each of the characteristics in these categories 
was used as the concepts within the map. In condition 2, the colour concepts of the vehicle 
could be either; <red>, <blue>, <grey>, <not red>, <not blue> or <not grey>, the position 
concepts could be either in the <grey zone>, in the <white zone>, in the <not grey zone> or in 
the <not white zone> and the shape concepts could be either a <bus>, <car>, <circle>, 
<square>, <not bus>, <not car>, <not circle> or <not square>. In condition 3 the colour 
concepts of the vehicle could be either <red>, <blue>, <not red> or <not blue>, the position 
concepts could be either in the <grey zone>, in the <white zone>, in the <not grey zone> or in 
the <not white zone> and the shape concepts could be either a <bus>, <car>, <not bus> or 
<not car>.  
The construction of the maps consisted of nodes and links, arranged in a hierarchal tree 
structure, with the left side of the tree showing the concepts that are not classed as illegal and 
the right side showing the illegal concepts. The concept map application visualised the 
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concepts for the illegal and illegal vehicles in either condition 2 or condition 3 using 
propositions to connect them. For example, one branch of the concept map could read “Illegal 
vehicle exists if colour is red” with <red> being a concept, <colour> being a concept category 
and <exists if> and <is> being propositions. The program created 6 identical concept maps 
(for each condition) with the title Interval 1 through to Interval 6 at the top of each map, 
identifying which interval of information the map was showing.  
Due to the information used in the concept map application deriving from a manual post hoc 
analysis of the communication transcripts, the setup of the concept maps were programmed 
manually meaning that maps used in this chapter could also be used in chapter 5 with no 
additional programming, setup or analysis. These maps can be seen in Figure 57, the yellow 





Condition 2 Concept Map 
 
Condition 3 Concept Map 
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4.3.6 Experimental tasks 
In the experiment, there was a practice condition (condition 1) in which participants had 
Common Displays, an experimental condition (condition 2) in which participants had 
Separate Displays, and a repetition of the practice condition (condition 3) (although it was 
decided to introduce a slight variation in this third condition by adjusting the rules so that the 
team still needed to discover these rather than simply recall what they had done in the first 
condition). The practice condition (condition 1) provided an opportunity for participants to 
become familiar with the displays, the instant messaging and the concept of defining rules for 
illegal vehicles.  
In the practice condition (condition 1), the display shows cars and buses in six lanes. The 
vehicles moved from one side of the screen to the other at different speeds and were coloured 
red or blue. Figure 53 shows this display. There is also a grey line which represented the toll 
area. In order to identify an illegal vehicle participants had to identify it as a <car> that was 
<blue> and <in the grey zone>. This results in a correct answer which involves three elements 
and the team needed to identify all three elements for a successful target detection. Each 
participant had their own individual computer screen in each condition, with either common 
or different displays depending on the experimental condition.  
Condition 2 presented each participant with a different display. While the displays had lanes 
and objects across the screen, each display showed different features (Figure 54). Thus, one 
participant saw coloured squares, another saw grey circles and the grey line, the third saw 
grey vehicles. This meant that the correct answer had to be arrived at through combining the 
colour from one participant, the grey zone from another, and the vehicle shape from the third. 
condition 3 presented all participants with the same view (as in the practice condition 
(condition 1) but used a different set of rules. The objects were synchronised with each other 
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on all displays, so that the participants saw the objects in the same position on each display 
regardless of the objects characteristics.  
4.3.7 Creating Concept Maps from Participant Messages 
To overlay the knowledge of each participant in the experiment the transcripts of messages 
they sent were analysed post-hoc by the lead author. The video duration (6 minutes 42 
seconds) was divided by 6 to generate the interval time (every 1 minute 7 seconds). The 
content of messages sent by a participant was coded using the concept categories for legal 
vehicles (e.g. <blue>, <not red>, <grey zone>) for each block of 1 minute and 7 seconds, by 
Figure 58 - Example of one of the raw transcript files for group 6 
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referring to the time stamp next to each message in the transcript. A text document (.txt) was 
created in Notepad for each participant for each time interval; a total of 18 .txt files per 
condition. Figure 58 - Example of one of the raw transcript files for group 6 shows an 
example of one of the raw transcript files for group 6 and Figure 59 - A .txt file of knowledge 
from group 6 shows a .txt file of knowledge from the same transcript at time interval 6 for 
participant 2. The knowledge of each participant was manually entered into these text files in 
a format that could be imported into the concept map application. The concept program 
contained three nodes which represented the participants in the study. When the text file was 
imported into the program, the information for each participant was stored in each participant 
node. A coloured ring which represents one of these nodes circles a concept if at that interval 
that participant is holding that particular bit of information. For example, if participant 2 
knows that the illegal vehicle is red and participant 2 is represented by a small green ring, a 
small green ring will be applied over the concept <red> in the concept map (see Figure 60 – 





Figure 59 - A .txt file of knowledge from group 6 
117 
 
4.3.8 Data Analysed 
Three variables were obtained from the experiment: 
• Number of identified characteristics 
• Number of comments 
• Participant knowledge 
The number of identified characteristics were identified via post-hoc analysis of the 
communication transcripts. Each time the observer (i.e. the experimenter) confirmed an illegal 
characteristic following the phrase “The illegal vehicle is…” made by one of the participants 
it was considered identified by the group. The communication transcripts also allowed for the 
number of comments to be counted for each condition and the content of the transcripts 
Figure 60 – Concept map using knowledge extracted from the group 6 transcripts 
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allowed for the knowledge of the participants to be recorded. When a participant used the 
phrase “The illegal vehicle is…” and the observer (i.e. the experimenter) provided a response 
that participant was considered to have that knowledge. For example, if the participant said, 
“The illegal vehicle is a car” and the observer replied with “Correct, the illegal vehicle is a 
car” it was assumed that the participant had the knowledge that the illegal vehicle had the 
shape of a car. Similarly, if the participant said, “The illegal vehicle is a blue” and the 
observer replied with “Incorrect, the illegal vehicle is not blue” it was assumed that the 
participant had the knowledge that the illegal vehicle was not blue in colour.  
4.4 RESULTS 
Following initial review of the results, it was apparent that team 1 had failed to complete the 
task in any of the conditions, i.e., they failed to mention any of the concept categories in their 
messages. This data was excluded from the analysis because it was clear that they were not 
following the experiment instructions, therefore the data from the remaining eight teams were 
used. A combination of quantitative analysis, using SPSS V23, and qualitative analysis of the 
results was carried out on the data obtained from these eight teams. Results presented are: 
• Performance 
• Total comments 
• Task relevant comments 
o Task relevant comments are the comments pertaining to the task and exclude 
any miscellaneous utterances. 
• Total comments against performance 
• Task relevant comments against performance 




The tests for normal distribution can be found in Appendix H & Appendix I and show that the 
performance data was not parametric. Therefore, a Friedman test was conducted to compare 
the performance over each of the three conditions. As there was a statistically significant 
differences between group means as determined by the Friedman test (χ2(2) = 11.217, p = 
0.004) a post-hoc Wilcoxon Signed Ranks Test was conducted to compare the results further, 
the results of which can be seen in Figure 61 and the statistical results for the Friedman test 
and post-hoc Wilcoxon Signed Ranks Test can be found in Appendix J and Appendix K, 
respectively. There was a not a significant difference in the scores for condition 1 and 
condition 2; (Z = -1.089, p > 0.05). However, there was a significant difference in the scores 
for condition 1 and condition 3; (Z = -2.251, p = 0.024) and for condition 2 and condition 3; 
Comparison of Mean Performance Over the Three Experimental Conditions 
Legend 
TP1 = Task 
Performance Result 
in Condition 1 
TP2 = Task 
Performance Result 
in Condition 2 
TP3 = Task 
Performance Result 
in Condition 3 
 
Figure 61 - Comparison of Mean Performance Over the Three Experimental Conditions 
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(Z = -2.401, p = 0.016). The results here suggest a learning effect took place over the three 
conditions, with there being no significant decrease in scores between condition 1 and 2 but 
an increase between 1 and 3.  
4.4.2 Total Comments 
The tests for normal distribution can be found in Appendix L & Appendix M and show that 
the performance data was parametric. Therefore, a one-way ANOVA was conducted to 
compare the total comments over each of the three conditions, the results of which can be 
seen in Figure 62 and the statistical results can be found in Appendix N. There were no 
statistically significant differences between group means as determined by the one-way 
ANOVA (F(2,21) = 0.74, p = 0.490) and therefore no post-hoc analysis was conducted.  
Comparison of Mean Overall Comments Over the Three Experimental Conditions 
Legend 
TCC1 = Total 
Comments Result 
in Condition 1 
TCC3 = Total 
Comments Result 
in Condition 2 
TCC3 = Total 
Comments Result 
in Condition 3 
Figure 62 - Comparison of Mean Overall Comments Over the Three Experimental Conditions 
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4.4.3 Task Relevant comments 
The tests for normal distribution can be found in Appendix O & Appendix P and show that 
the performance data was parametric. Therefore, a one-way ANOVA was conducted to 
compare the task relevant comments over each of the three conditions, the results of which 
can be seen in Figure 63 and the statistical results can be found in Appendix Q. There were no 
statistically significant differences between group means as determined by the one-way 
ANOVA (F(2,21) = 1.77, p = 0.196) and therefore no post-hoc analysis was conducted. 
 
Comparison of Mean Task-Relevant Comments Over the Three Experimental Conditions 
Figure 63 - Comparison of Mean Task-Relevant Comments Over the Three Experimental Conditions 
Legend 
TRC1 = Task 
Relevant 
Comments Result 
in Condition 1 
TRC2 = Task 
Relevant 
Comments Result 
in Condition 2 
TRC3 = Task 
Relevant 
Comments Result 
in Condition 3 
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4.4.4 Comments against performance  
4.4.4.1 Total Comments Made 
A Pearson product-moment correlation coefficient was computed to assess the relationship 
between the team performance scores and the comments made for each condition. The results 
of which can be seen in Figure 64, Figure 65 & Figure 66 and the statistical results can be 
found in Appendix R. The analysis showed that there was no correlation between the team 
performance scores and the total number of comments made in any of the three conditions; 
Condition 1: r = 0.262, n =8, p = 0.531, Condition 2: r = -0.113, n =8, p = 0.790, Condition 3: 
r = 0.295, n =8, p = 0.497.  
 
  
Relationship Between Overall Comments and Performance for Condition 1 
Legend 
TCC1 = Total 
Comments Result 
in Condition 1 
TP1 = Task 
Performance Result 
in Condition 1 




Relationship Between Overall Comments and Performance for Condition 2 
Figure 65 - Relationship Between Overall Comments and Performance for Condition 2 
Legend 
TCC2 = Total 
Comments Result in 
Condition 2 
TP2 = Task 




Relationship Between Overall Comments and Performance for Condition 3 
Legend 
TCC3 = Total 
Comments Result 
in Condition 3 
TP3 = Task 
Performance Result 
in Condition 3 
 
Figure 66 - Relationship Between Overall Comments and Performance for Condition 3 
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4.4.4.2 Task Relevant Comments 
A Pearson product-moment correlation coefficient was computed to assess the relationship 
between the team performance scores and the number of task relevant comments made for 
each condition. The results of which can be seen in Figure 67, Figure 69 & Figure 68 and the 
statistical results can be found in Appendix S. There was no correlation between the team 
performance scores and the number of task relevant comments made in any of the three 
conditions; Condition 1: r = -0.086, n = 8, p = 0.839, Condition 2: r = -0.092, n = 8, p = 0.828, 





Relationship Between Task Relevant Comments and Performance for Condition 1 
Legend 
TRC1 = Total 
Comments Result 
in Condition 1 
TP1 = Task 
Performance Result 
in Condition 1 
 




Relationship Between Task Relevant Comments and Performance for Condition 2 
Figure 69 - Relationship Between Task Relevant Comments and Performance for Condition 2 
Legend 
TRC2 = Task 
Relevant 
Comments Result 
in Condition 2 
TP2 = Task 
Performance Result 
in Condition 2 
 
 
Relationship Between Task Relevant Comments and Performance for Condition 3 
Legend 
TRC3 = Task 
Relevant 
Comments Result 
in Condition 3 
TP3 = Task 
Performance Result 
in Condition 3 
 
Figure 68 - Relationship Between Task Relevant Comments and Performance for Condition 3 
126 
 
4.4.5 Comparing Scores for High and Low Performance Teams 
By taking the average number of characteristics identified for each team over the 3 conditions 
(4.5) along with the standard deviation (2.07), a high performing team was classified as 
having a score of 6.57 (average plus the standard deviation) or above and a low performing 
team would be classified as having a score less than 2.43 (average minus the standard 
deviation). On these criteria, teams 6 and 8 were classed as high performing and teams 4 and 
7 were classed as low performing. The comments and scores of the high and low performing 
teams were compared.  
No statistical inference could be made on these results due to only 4 teams being analysed, 
however some qualitative observations can be presented. Figure 70 shows the scores achieved 
for the teams for conditions 1, 2 and 3. First it can be seen that both of the low performance 
teams were unable to identify any characteristics in condition 2 where both of the high 
performance teams were able to identify 2 out of the maximum 3 characteristics. Note also 
that both of the high performance teams were able to identify all 3 of the characteristics 
required in condition 3. 
Comparing the comments made (Figure 71), it can be seen that the high performing teams 
exhibit similar patterns in both conditions. Team 6 had around 20 comments in both 
conditions, team 8 had around 40 comments in both conditions. While these differ between 
team, each team seems to have a consistent approach to the task. In contrast, the low 
performing teams have lower numbers of comments in condition 3 (even if they have 
different total numbers of comments). This implies a change in approach from the two 
conditions. It is interesting to note that the low performance teams made more comments in 







Figure 70 - Comparison of scores between high performing and low performing groups 




4.4.6 Review of high and low performing teams’ transcript content 
The transcript for team 4, a low performing team, in condition 2 (see Figure 72 – Team 4 
transcript for condition 2 and 3) reveals that there was a high concentration of communication 
about what could be seen on their individual screens with an emphasis on sharing 
information. However, none of the team members attempted to identify a characteristic of an 
illegal vehicle. This implies emphasis on achieving common ground for the task rather than 
actually performing the task. This emphasis on sharing information was replicated in 
condition 3. The content of the messages gave no indication that the team members knew 
each other before the experiment. This team attempted to create their own vocabulary, using 
words such as “Op 1” which replaced “Operator 1”. A review of the transcript for team 7 
(also a low performing team) revealed a similar approach to the task, having an emphasis on 
sharing what they could see. Again, this can be said for both condition 2 and condition 3. The 
messages gave no impression that the team members knew each other before the experiment. 
This team did not attempt to create their own vocabulary. 
In contrast, the transcript for team 6, a high performing team, (see Figure 73 & Figure 74) 
shows team members, for both condition 2 and condition 3, working independently and 
attempting to identify characteristics before conversing with the other team members. The 
messages were friendly and gave the impression that these team members knew each other. 
This team attempted to create their own vocabulary, using words such as “IV” which replaced 
“illegal vehicle”. Team 8’s transcript (also high performing) showed the same emphasis on 
working independently with no comments showing an attempt to share information in 
condition 3, and minimal attempts in condition 2. The conversation gave no impression that 
the team members knew each other before the experiment and they did not attempt to create 




operator3 3 dual lanes not middle partition operator1 3 dual lanes,  grey partician 3/4 left
operator1 no grey line in centre operator3 3 dual lanes,  grey reservation 3/4 left
operator1 Op 2 same? operator2
Same set up,  partition now  3/4 left,  same 
w idth,  back to red and blue vehicles
operator2 Same set up,  central block shifted to right operator1 red and blue cars
operator3 all vehicles grey operator3 red and blue cars
operator1 Op 2 has different display operator2 I have busses also
operator1 I have three dual lanes no partition operator3 buses also]
operator3 same as op 1 operator1 top lane left to right,  bottom right to left
operator1 cars are now  blocks operator1 buses as w ell
operator1 Red and blue operator3 same
operator2 I have grey circles operator2 Rgr
operator1 w here? operator3 middle lane now  slow er
operator3 same cars and buses from before, all grey operator1 ok i think the 2 vehicle rule may be true
operator1 Cars all grey? operator1 red illegal vehical 
operator2
My central partition is 3/4 to right,  same 
w idth as previous
operator2
It might be tw o vehicles of same colour in 
the partition at a time
operator3 yes operator1
entered middle lane w ith tw o vehicles 
already present
operator1 w here are the circles Op 3? OBSERVER No - the illegal vehicle is not red
operator3 no circles operator1 illegal vehicle is blue bus
operator1 sorry Op 2 OBSERVER Yes - the illegal vehicle is a blue bus
operator2
Might be w orth counting how  many get int 
partition aria at the same time?
operator2 Why??
operator3 op 2 are all vehicles now  circle? OBSERVER
Reminder: there are multiple conditions for 
an illegal vehicle
operator1 roger operator1 illegal vehicle is blue car
operator2 Ye operator2 Blue bus again
operator3 op 1 they are circles for you? operator2 *illegal vehicle
operator1 so w e have circle and square vehicles operator1
*****OBSERVER: No - the illegal vehicle is not 
red******
operator1 ? OBSERVER No - the illegal vehicle is not a blue car.
operator2
Illegal vehical just left screen middle lane, 
bottom
operator1 it has to be blue
operator1 no mine are square,  colours red and blue OBSERVER
Reminder: Yes - the illegal vehicle is a blue 
bus
OBSERVER Information supplied not suff icient.
operator1 Op 1: square vehicles red and blue
operator1 Op2: circles vehicles grey
operator1 op 3:?
operator3 normal vehicles but all grey
operator1 Op 2 has partition 3/4 right?
OBSERVER
Reminder: there are multiple characteristics 
w hich make the vehicle illegal
operator2
Pattern seems to be that it has max of 2 
vehicles per partition at a time, and yes 
partition located theree4
Condition 1 Condition 2
Figure 72 – Team 4 transcript for condition 2 and 3 
Condition 2 Condition 3 




operator2 w e meet again operator2 hola
operator1 back on-the-line boyz operator1 cant w ait to get a sandw hich IRL
operator3 let's catch these f ilthy criminals operator2 road is clear
operator2 same road same gaol operator3 sandw ich* lol
operator1 w orkin hard or hardly w orkin? operator2 blue and red bastards again for me 
operator1 w hat. operator3 blue and red cars f lying all over the shop
operator2 grey..... operator3 blue bus spotted
operator3 curveball operator2 bus has just arrived 
operator3 the illegal vehicle is a grey circle operator2 im behind 3
operator1 w hat kind of road is this?? operator3 red bus spotted
operator2 m25 operator2 is the iv a bus?
operator1 the illegal vehicle (IV) is a square? operator1
i have red and blue cars and and a grey 
area (presaumedly a traff ic collision 
hotspot) right of centre
operator2 is the vechile a grey? operator2 im the same as 1
operator2 is the vechile a car? operator3 my grey is left of centre
operator3 all i have is grey circles operator3 a bit like my politics
operator2 ids the vecjhile a bus? operator1 sorry i w as AFK for 2 secs
operator2 no w ay i have cars and buses operator1 w as messaging the gf
operator3 lots and lots of grey circles operator1 you know  how  it is
operator1 i have squares!!! operator2 im left of centrre asw ell
OBSERVER The illegal vehicle is not grey operator2 operator answ er my q please
operator2 operator one come in operator1 damn sass
operator3 trippy road operator3
i think i just saw  a blue bus go under the 
grey birt
operator1 Operator 2 operator2 observer*
OBSERVER The illegal vehicle is a car 22 - 6 = operator2 focus!
operator2 i have cars and buses operator3 is ithe illegal one a blue bus?
OBSERVER The illegal vehicle is not a circle OBSERVER The illegal vehicle is a blue bus
operator1 The IV is a square!! operator2 w oooooooooooooo
OBSERVER The illegal vehicle is not a bus operator3 YESSSSSSS
operator3 ok my road is clear operator1 YEAAA !!!
operator1 The IV is a square operator1 thats just how  w e do
operator2 i havnt seen anything but grey stuff operator1 he's going aw ay for along time
operator1 i have red and blue squares operator2 is the illegal vechile heading east?
operator3
still just grey circles going back and forw ard 
here :s :s xD
OBSERVER The direction of the vehicle is not revelant
operator2 is the illegal vechile red? operator2 damn
operator2 is the illegal vechile blue? operator1 blue bus over grey zone
OBSERVER The illegal vehicle is not red operator2 is the illegal vechile travelling too fast?
operator1
w hat connecting characteristics can w e 
locate?
operator3 yeah i think i w as just seeing things lol
operator2 w ise ^ OBSERVER
Correct! The illegal vehicle is a blue bus 
w hich is over the grey zone.
OBSERVER The illegal vehicle is blue 33 - 6 = 27 operator1 this job can do that to you
operator1 oh shush operator3 oops
operator1 are any behicles tailgating? OBSERVER All characteristics have been identif ied
operator2 blue and and a car so far! operator1 ah
operator1
The grey bit in the middle has gone for you 
guys too??
operator1 so w e w in?




is my road meant to be just grey 
circles?????? i'm freakin out
operator2 party
operator2 i have seen none operator1 I hate crime
operator2 its a trip observer 3 operator2 w e are the champions
operator1 The illegal vehicle is a blue square operator3 pmsl
operator3 my grey bit has moved to the right OBSERVER You Win
OBSERVER The illegal vehicle is not a square operator3 sorry
operator1 mine has gone totally operator2 observer 3 is w ell chuffed
operator2 my road is so dull operator1 op 3 cool your engines
operator2 Does the illegal vechile have any mates? operator1 that op 3 for ya
operator1 The ilegal vehicle is 'blue' as a concept operator3 can't control myself w hen i'm otk
operator1 w ho has a grey zone? operator1 i w ant this job IRL
OBSERVER
The illegal vehicle has friends,  they are also 
illegal
operator3 afk i'm normal i sw ear
operator3 my road is w ay too law  abiding operator1 otk? On the ket?
operator1
i'm assuming thats the toll part of the bridge 
and w e all have different sections of this 
bridge
operator2 cant w ait for fabios task
operator3 i have a grey zone operator3 any choomahs?
operator1 its a gang operator3 i think i just saw  one
operator1 w ho is op 3 IRL? operator1 haha
operator2 is the IV a bus ? operator1 so how  about that airplane food?
operator2 isaac is 2 operator3 can't w ait for next ep of TBLS
Condition 2 Condition 3
Figure 73 - Team 6 transcript for condition 2 and 3 
Condition 2 Condition 3 
Team 6 Transcripts 




operator2 w e meet again operator2 hola
operator1 back on-the-line boyz operator1 cant w ait to get a sandw hich IRL
operator3 let's catch these f ilthy criminals operator2 road is clear
operator2 same road same gaol operator3 sandw ich* lol
operator1 w orkin hard or hardly w orkin? operator2 blue and red bastards again for me 
operator1 w hat. operator3 blue and red cars f lying all over the shop
operator2 grey..... operator3 blue bus spotted
operator3 curveball operator2 bus has just arrived 
operator3 the illegal vehicle is a grey circle operator2 im behind 3
operator1 w hat kind of road is this?? operator3 red bus spotted
operator2 m25 operator2 is the iv a bus?
operator1 the illegal vehicle (IV) is a square? operator1
i have red and blue cars and and a grey 
area (presaumedly a traff ic collision 
hotspot) right of centre
operator2 is the vechile a grey? operator2 im the same as 1
operator2 is the vechile a car? operator3 my grey is left of centre
operator3 all i have is grey circles operator3 a bit like my politics
operator2 ids the vecjhile a bus? operator1 sorry i w as AFK for 2 secs
operator2 no w ay i have cars and buses operator1 w as messaging the gf
operator3 lots and lots of grey circles operator1 you know  how  it is
operator1 i have squares!!! operator2 im left of centrre asw ell
OBSERVER The illegal vehicle is not grey operator2 operator answ er my q please
operator2 operator one come in operator1 damn sass
operator3 trippy road operator3
i think i just saw  a blue bus go under the 
grey birt
operator1 Operator 2 operator2 observer*
OBSERVER The illegal vehicle is a car 22 - 6 = operator2 focus!
operator2 i have cars and buses operator3 is ithe illegal one a blue bus?
OBSERVER The illegal vehicle is not a circle OBSERVER The illegal vehicle is a blue bus
operator1 The IV is a square!! operator2 w oooooooooooooo
OBSERVER The illegal vehicle is not a bus operator3 YESSSSSSS
operator3 ok my road is clear operator1 YEAAA !!!
operator1 The IV is a square operator1 thats just how  w e do
operator2 i havnt seen anything but grey stuff operator1 he's going aw ay for along time
operator1 i have red and blue squares operator2 is the illegal vechile heading east?
operator3
still just grey circles going back and forw ard 
here :s :s xD
OBSERVER The direction of the vehicle is not revelant
operator2 is the illegal vechile red? operator2 damn
operator2 is the illegal vechile blue? operator1 blue bus over grey zone
OBSERVER The illegal vehicle is not red operator2 is the illegal vechile travelling too fast?
operator1
w hat connecting characteristics can w e 
locate?
operator3 yeah i think i w as just seeing things lol
operator2 w ise ^ OBSERVER
Correct! The illegal vehicle is a blue bus 
w hich is over the grey zone.
OBSERVER The illegal vehicle is blue 33 - 6 = 27 operator1 this job can do that to you
operator1 oh shush operator3 oops
operator1 are any behicles tailgating? OBSERVER All characteristics have been identif ied
operator2 blue and and a car so far! operator1 ah
operator1
The grey bit in the middle has gone for you 
guys too??
operator1 so w e w in?




is my road meant to be just grey 
circles?????? i'm freakin out
operator2 party
operator2 i have seen none operator1 I hate crime
operator2 its a trip observer 3 operator2 w e are the champions
operator1 The illegal vehicle is a blue square operator3 pmsl
operator3 my grey bit has moved to the right OBSERVER You Win
OBSERVER The illegal vehicle is not a square operator3 sorry
operator1 mine has gone totally operator2 observer 3 is w ell chuffed
operator2 my road is so dull operator1 op 3 cool your engines
operator2 Does the illegal vechile have any mates? operator1 that op 3 for ya
operator1 The ilegal vehicle is 'blue' as a concept operator3 can't control myself w hen i'm otk
operator1 w ho has a grey zone? operator1 i w ant this job IRL
OBSERVER
The illegal vehicle has friends,  they are also 
illegal
operator3 afk i'm normal i sw ear
operator3 my road is w ay too law  abiding operator1 otk? On the ket?
operator1
i'm assuming thats the toll part of the bridge 
and w e all have different sections of this 
bridge
operator2 cant w ait for fabios task
operator3 i have a grey zone operator3 any choomahs?
operator1 its a gang operator3 i think i just saw  one
operator1 w ho is op 3 IRL? operator1 haha
operator2 is the IV a bus ? operator1 so how  about that airplane food?
operator2 isaac is 2 operator3 can't w ait for next ep of TBLS
Condition 2 Condition 3
Figure 74 - Team 6 transcript for condition 2 and 3 continued… 
Condition 2 Condition 3 
Team 6 Transcripts continued 
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4.4.7 Information Held within the Network 
To represent the knowledge held by each participant (in relation to the characteristics in the 
study) a circle of a different size and colour was allocated to that participant for each concept 
map (a set of 6 per condition, due to the recordings taking place over 6 intervals) and was 
applied to each bit of knowledge that that participant had at the given interval. Figure 75, 
Figure 76, Figure 77 & Figure 78 show examples of the interval concept maps results, 
however all results can be seen in Appendix T - Condition 2: Separate Display, Group 2 to 
Appendix AA - Condition 2: Separate Display, Group 9 for groups 2 to 9 in condition 2 and 
Appendix BB - Condition 3: Same Videos, Group 2 to Appendix II - Condition 3: Same 
Videos, Group 9 for groups 2 to 9 in condition 3. Due to the large performance difference 
between condition 2 and 3, only these conditions were compared. Each set of 6 concept maps 
represents the knowledge data for a given group over the course of the task. 
In condition 2 (Appendix T - Condition 2: Separate Display, Group 2 to Appendix AA - 
Condition 2: Separate Display, Group 9) teams 2, 4, 5 and 7 showed either no team member 
knowledge or very little (e.g. one bit of knowledge for only one participant). In condition 3 
(Appendix BB - Condition 3: Same Videos, Group 2 to Appendix II - Condition 3: Same 
Videos, Group 9) teams 4, 5 and 7 also showed no team member knowledge or very little, 
similar to that in condition 2. Team 9 showed that only one team member held information in 
both condition 2 and condition 3. For team 6, one of the team members can be seen to hold 
most of the information in condition 2. However, in condition 3, it is less apparent that a 







Group 6 – Condition 2 




Group 8 – Condition 2 
Figure 76 - Concept map example for Group 8 in Condition 2 
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Group 6 – Condition 3 




Group 8 – Condition 3 




Despite a learning effect, the results imply that performance was higher in condition 3 
compared to condition 2, that is the Common Display aided the teams to reach the end goal 
more than the Separate Display or the teams were able to work better together when they were 
provided the same information. From the results in this chapter imply that performance does 
not change from condition 1 to condition 2, but there is improvement from condition 1 to 
condition 3. Due to the nature of an ABA experimental design, this tells us that there was no 
impact on the experimental condition (condition B), and there was difference in condition 3 
(condition A). This could be explained by Tuckman’s (1965) forming–storming–norming–
performing model of group development. The model suggests that for a group to fully 
develop into one that can perform at its best it must transition through each of these phases. 
As participants were randomly assigned to the groups carrying out the tasks and due to the 
short task time, one could argue that the teams were still forming, storming and norming over 
the first two conditions and that it took until the third condition to reach the performing phase. 
Further experiments would be needed to test this hypothesis further and could be done by 
either increasing the task time during each condition and comparing performance over 
different task times or comparing already formed groups to randomly selected groups. 
When it comes to communication, interestingly there was no overall difference in the number 
of comments made between the two conditions however, when comparing high and low 
performance teams, the number of comments were fewer in condition 3 for the high-
performance teams. Low performance teams had a similar number of comments for both 
conditions, the content of these comments indicated that there was a focus on teamwork and 
reaching a consensus which resulted in a distraction from the main task. Content of the 
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comments suggests that higher performance teams focussed on task work and were more 
willing to act independently. 
In conjunction with the performance results, teams 6 and 8 performed highest and also used 
the most amount of information as seen in the concept maps. Teams 4 and 7 performed the 
worse and also used very little information as seen in the concept maps. As the information 
used in the concept maps was taken from the transcripts it is clear that information sharing is 
key to system performance, however it is the content of that communication that is of 
importance and task relevant communications provide the information required for high 
performance. Although communication is important, the concept maps how that information 
is contained within the system. Group 6 in condition 2 (Figure 75 - Concept map example for 
Group 6 in Condition 2), where information is limited for each participant, information is 
distributed throughout the system, implying that even when the task requires sharing 
information it is not necessary to duplicate that information.  
Duplication would occur if team members were repeating or confirming comments made by 
other team members, that is if they were trying to reach a consensus on the information being 
used. Concept maps which show agents holding the same information would imply that they 
were focusing on teamwork and reaching a consensus, where when agents have different 
information one could suggest that they are focusing on task work and that reaching a 
consensus is not necessary in order to achieve the common goal. Concept map results of the 
high performing teams reflect this teamworking behaviour. 
Therefore, the conclusion is that more knowledge within the system promotes better 
performance, however that knowledge does not need to be duplicated, and suggests that 
completing the task is not reliant on sharing everything, just what is required for the system to 
perform. When low performance teams tried to reach a consensus, they did not achieve 
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sufficient SA and in turn were not able to complete the task. Therefore, teams did not gain 
awareness through simply sharing, it emerged via the distribution of participant knowledge. 
Although the concept maps provide some insight into when the knowledge concepts were 
obtained during the task, and which participants held that knowledge it is still not clear how 
the system used this knowledge or when the knowledge was truly gained. While obtaining the 
knowledge from transcripts eliminates the problem of intrusion or influence, it is a second-
hand account of what the participants knew. It is possible that the participants knew 
considerably more, but it was not communicated and therefore not available to us as an 
analysist. However, as previously shown, with ABM it is possible to record exactly when that 
agent receives information and stores it to memory. Using the performance results and 
transcript content, it is possible to model the experiment in this chapter and therefore provide 
a more accurate account of what the system knows and when during the task. The following 
chapter takes this data and provides such a model, simulations from this model are then 
analysed in the form of concept maps. 
4.6 EXPERIMENT CRITIQUE 
Although the main purpose of the experiment was to provide results to both create and 
validate the model used in chapter 5, the results themselves raised questions and provided 
interesting results in relation to communication and situation awareness. With this in mind, 
the following modifications and improvements to the experiment are considered for future 
research.  
Due to the varied nature of the participants themselves a question was raised about the 
familiarly between participants and the effect on the experiment. Therefore a control over the 
level of familiarly between participants could be implemented in future variations of the 
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experiment with a focus on whether this familiarly has an impact on overall performance and 
task implementation style. This raises questions such as, “does language style and/or 
communication amount differ between teams who know each other?”, “does how much the 
participants know each other affect the SA/performance of the team?” and “does the type of 
relationship (social or professional) affect how the teams work together and the overall 
SA/performance?” This could provide insights into the focus and usefulness of team building 
and training. If this version of the experiment were to be implemented a larger sample size 
would be necessary to gain the reliable results. 
Increasing the number of characteristics to identify may also give a greater resolution in the 
data. These characteristics could be split into different categories such as vehicle specific (e.g. 
colour, shape, size, number of wheels, number of windows, etc.) and environmental (e.g. 
background/zone colour, lane number, direction of travel, etc.). With more characteristics and 
types of characteristics to identify, we could see if the teams allocate roles to each other or 
focus on one type of characteristic over another. Any modifications to the experiment would 
need to be carried over to the model/s used in Study 2, for example the increase in 
characteristics and role allocation (if necessary) again using the results from the experiment to 
validate the model.  
A countdown timer could also be available on the screen for all team members (or perhaps 
only one during the separate display condition) to see if this has an effect on the amount teams 
communicate, how they communicate and again if this has an effect on overall performance. 
The increase in characteristics could also give a richer form of the concept maps, allowing for 
a greater understanding of how an individual team builds up their knowledge during the task. 
Coupling this with teams who have different levels of familiarity could also give insight into 
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how these different types of teams build up knowledge, work together and also work 
independently. 
4.7 SUMMARY 
The work in presented a target detection experiment using teams of three participants. The 
experiment captured communications between the team members through written transcripts, 
the content of these transcripts are used to extract participant knowledge. Concept maps were 
used to display the organisation of knowledge throughout the team system. A discussion of 
how effective the use of concept maps are in this case and a critique of the experiment is 
presented. The next step is to use the experiment design and results from this chapter and 
create a model of the team structure and task. The development and design of the model will 
be outlined in the next chapter, and simulations carried out to explore the information flow 
and knowledge acquisition of the agents within the system. Concept maps will be used again 
to display the temporal nature of the organisation of knowledge throughout the team.
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CHAPTER 5 TEAM TRAFFIC MODEL: 
COMMUNICATION AS KNOWLEDGE 
Parts of this chapter have been published in: 
[1] A comparison of shared and distributed situation awareness in teams through the use 
of agent-based modelling” in the Journal of Theoretical Issues in Ergonomics 
Science, 2016, 17(1), p 8-41 
The sections: Study 2: modelling SA on Page 26 of [1], Conclusion on Page 26 of [1], 
Program Structure on Page 27 of [1], Setup on Page 28 of [1], Questions and Comments in 
Agent Messages on Page 31 of [1], ‘Go’ - Main Operating Loop on Page 32 of [1], 
Distributed Model on Page 32 of [1], Shared Model on Page 33 of [1], Export - Illegal 
Characteristic Identification on Page 33 of [1], Export – Interval Agent Knowledge on Page 
33 of [1] and Conclusions on Page 36 of [1] have been reproduced in this chapter. 
The work in this chapter is based on the work in [1]. 
5.1 AGENT BASED MODEL OF TEAMWORKING 
The experiment in the previous chapter illustrated differences in the ways in which display 
influences behaviour of teams in a Situation Awareness task. In order to explore those 
differences in more detail, and to consider how SA might vary under different conditions, two 
ABM were developed, again using NetLogo. Once the models produced comparable results to 
the experimental data, they were manipulated to explore the effects of different conditions. 
The advantage of using the models is that level of performance can be set for team members, 
e.g., novice or expert, or type of SA that teams employ, e.g., Distributed Situation Awareness, 
143 
 
where the agents only know their own knowledge and do not share this with the other agents, 
or Shared Situation Awareness, where agents share knowledge once they acquire it. An expert 
team is described as compromising of agents that were more likely to ask task-relevant 
questions, where a novice team was more likely to ask non task-related questions. 
The first of the two models used common and separate video outputs (common video outputs 
used in the practice condition (condition 1) and 2nd condition the experiment and separate 
video outputs used in the 1st condition [experimental condition]). When using either the 
common or separate video outputs the agents had distributed information, i.e. the agents asked 
a question they kept any relevant information output for themselves only. 
The second model differed only in that when using either the common or separate video 
outputs the agents had shared information, i.e. when the agent asked a question they shared all 
relevant information, which took priority over additional questions being asked. The sharing 
of information took the same amount of time as one agent cycle through the video, screen and 
output window, during this time no other questions or comments were made. 
5.2 METHOD 
5.2.1 Program Structure 
Facilitated by the direction of the experimental task, the actions of the agents reflect Boyd’s 
Observe-Orient-Decide-Act (OODA) loop principles (Brehmer, 2005), where: 
[1] Agent_i (a participant) observes an information source (the video or output window) and  
[2] Then orients to it, interpreting what that information source is displaying. Agent_i (a 
participant) then communicates information to Agent_ii (the observer) via an interface 
(the output window).  
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[3] Agent_ii makes a decision about the information and communicates that information to 
Agent_iii (either one or all participants) via an interface (the output window).  
[4] Agent_iii (either one or all participants) then performs an action (i.e. stores information 
communicated via the observer).  
Once the action has been performed the loop beings again with a new observation.  
It is important to note here that it is not possible to know from the results whether only one or 
all participants stored the information given ([4] action phase) by the observer during the [3] 
decision phase at any point during each of the trials. It was observed during some trials that 
participants had to remind their fellow team members that a certain characteristic had been 
made, indicating that although the information had been displayed to them, they either a) did 
not orient to the window output when the information was being communicated or b) they did 
not store the information communicated. As one cannot see into the participants mind one 
cannot say how often this occurred during the experiment and so the development of the 
models in this chapter allows the opportunity to isolate this variable. 
The model follows the OODA principles in the following way:  
[1] Agent x (a randomAgent) observes an information source (the video) and 
[2] Then orients to it, interpreting what that information source is displaying. Agent x then 
communicates information to the Observer (observerAgent) via an interface (the output 
window). 
[3] The Observer (observerAgent) makes a decision about the information and 
communicates that information to Agent x via an interface (the output window). 
[4] Agent x then performs an action (i.e. stores information communicated via the observer 
and either stops or continues the task). 
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Figure 79 - The OODA principles in the model visually represents the principles in the model. 
The spatial distribution (people and displays positioning) is the same for the model, however 
in reality although the positioning of people and displays are the same there may be some 
differences, such as the angle or distance from those displays. The structural distribution is the 
same for both models, the agents make the same links and the information flows in the same 
manner. No new links or information emerges from one model to the other. However 
functional distribution (i.e. roles or task allocation) is different. In the common displays 
model a random agent asks a question, shares the answer to that question to the other agents 
and then all agents store that information. All agents must be carrying out the same role (i.e. 
acts) to complete this task. Therefore, their roles or functions are shared. In the separate 
display model, a random agent still asks a question and receives an answer, however only that 
agent stores the information (i.e. acts). The other agents are allowed to carry out other roles 
during this time, such as observe or orient. Therefore, their roles or functions are distributed. 
5.2.1.1 Design 
The code of model has been shown in the form of a flowchart (see Figure 80 – Flowchart of 
the model code for the distributed model).  
Figure 79 - The OODA principles in the model 
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 Figure 80 – Flowchart of the model code for the distributed model 
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The agents have a set of 5 rules: watchVideo, sendVideoInformationFromVideo, 
typeToWindow, readWindow and getInfoFromWindow. Figure 81 gives a summary of each 
of these rules, how they are activated and carried out during the task. 
The agent rules can be described as active and reactive. The rules watchVideo, readWindow 
and typeToWindow are active rules and gainInfoFromWindow and 
sendVideoInformationFromVideo are reactive rules. For example, when the watchVideo rule 
is activated the agent sends a “request” to the video for information in the form of an arrow. 
When the video receives this request the reactive rule sendVideoInformationFromVideo is 
activated and the agent receives one piece of information about the video, i.e. the vehicle type, 
colour or position. Once the agent receives the information, the action loop is closed and a 
new active rule can be activated. This may be the same rule as before, watchVideo, or a new 
active rule, for example readWindow or typeToWindow. Each of these action loops consist of 
four actions, two from the active rule and two from the reactive rule. Each of these action 
loops can be seen in Figure 81 - Summary of agent rules, how they are activated and carried 
out during the task 
, in the form of numbers from 1 to 4.  
Although the agents are not communicated with each other directly, that is they are not 
requesting information from each other rather from the artefacts within their environment, the 
processes of active and reactive actions within the model can be described as analogous to the 
push/pull actions described by Demir et al. (2018b). The pushing and pulling of information 
described by Demir et al. (2018b) explains how information is requested and provided by 
agents via particular individual behaviours. In this model the agents do not replicate these 
specific behaviours, however the pushing and pulling of information is still carried out, that is 
between the artefacts within the system, i.e. the video and chat window. Agents themselves 
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push information to the chat window and pull information from both the chat window and 
video. 
For the two models, using the common and separate displays, these actions remain the same. 
To replicate the experiment conditions in chapter 4, what does change is the information 
provided by the videos. In condition 1, the information of the videos is separated, that is each 
of the agents have access to one type of characteristic, either: the colour of the vehicle, the 
shape of the vehicle or the position of the vehicle. In the 2nd condition agents receive all this 












All programs start with a setup procedure which involves the creation of the graphics on the 
screen ( in Figure 82), the loading of the videos to be used (common or different videos) ( 
in Figure 18) and the creation of the export files, the status of which can be seen in the output 
window ( in Figure 82). The last part of the setup procedure requires the user to set the 
number of cycles, i.e. how many times the model will be run, ( in Figure 82) and set the 
probability values for question types to be selected, using the sliders ( in Figure 82). Once 
this is complete the user starts the main operating loop by pressing the ‘go button’ ( in 
Figure 82), this button starts the main operating loop and can also pause the model while the 
main operating loop is running. 
5.2.1.2.1 Parameters 
The model parameters were set to create three different types of teams; calibrated to replicate 
the experiment teams, expert teams and novice teams. Each of the three model settings were 
based on the types of questions available, via the question type sliders ( in Figure 82). The 
calibrated model was based on a percentage of task-related comments and non-task related 
comments. This was modified until the performance of the model matched the performance of 
the teams in the experiment. Once this calibration was complete, the same parameters were 
modified to simulate expert and novice teams, following the premise that expert teams would 














Figure 82 – Model interface 
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5.2.1.3 Questions and Comments in Agent Messages 
In addition to the programs simulating the SA task in the experiment, they were also designed 
to simulate agents asking questions or making comments. Relevant questions would generate 
a reply from the operator, confirming whether a characteristic represents an illegal vehicle. At 
the beginning of each “turn” an agent was selected at random and this agent would select a 
question or comment to “type” into the chat window, which would then prompt a reply from 
the operator. The lists of questions used in the models were created by reviewing the 
transcripts from Study 1 and taking the questions that were asked by the participants and 
classifying them as either; Non Relevant Questions, Relevant Questions – Vehicle Colour 
Related, Relevant Questions – Vehicle Shape Related, Relevant Questions – Background 
Colour Related and Non Relevant Comments. For example: 
• Non Relevant Questions 
o E.g. “Is the illegal vehicle in the top lane?” 
• Relevant Questions – Vehicle Colour Related 
o E.g. “Is the illegal vehicle blue?” 
• Relevant Questions – Vehicle Shape Related 
o E.g. “Is the illegal vehicle a bus?” 
• Relevant Questions – Background Colour Related 
o E.g. “Is the illegal vehicle in the grey zone?” 
• Non Relevant Comments 
o E.g. “I think I'm finished” 
The probability of a type of questions/comments being selected during the model experiment 
was set before the model was run, using the sliders in the user interface. For example, if the 
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Non Relevant Questions was set to 40, then there was a 40% chance that a question would be 
asked from that group of questions. A random question would then be asked from that set of 
questions/comments, if the question had already been asked, the question would not be asked 
again and no questions would be asked during that turn. The questions/comments allocated to 
these groups were taken from the transcripts obtained during the experiment outlined in Study 
1.  
5.2.1.4 ‘Go’ - Main Operating Loop 
In all programs, the video is played and each agent attends to objects in the video. The objects 
represented moving vehicles with different characteristics (e.g. vehicle shape, vehicle colour 
and background colour). On attending to an object, one of the characteristics was perceived 
by the agent who then raised a question about that characteristic via the output window. For 
example, if the agent attended to a blue car, it could ask ‘Is the illegal vehicle a car?’ or ‘Is the 
illegal vehicle blue?’. Feedback was then provided via the same output window as to whether 
the answer to the question is correct or false. In addition to asking questions about the video, 
agents can ask questions which are directed to the other agents, such as ‘how long is left?’ and 
‘what can you see?’. 
5.2.1.5 Model 
In the model, the main operating loop continues for 8000 ticks (model counter = 8000) of the 
model code. If all the characteristics are identified before the time limit, the main operating 
loop stops at that model counter value. A random agent is chosen for this run of the main 
operating loop, along with a random car from the agents’ allocated video. Based on the 
chosen question group probabilities a question group is selected and a question (or comment) 
from that group is selected. If the question is regarded as relevant (i.e. in relation to the 
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characteristics in question: vehicle shape, vehicle colour and colour of vehicle 
background/zone) and that question had not previously been asked the agent “asks” this 
question via text to the output window. An answer is then given by the operator, which is 
stored in the agents’ memory. If all of the illegal characteristics have been identified, then the 
main operating loop exits and the illegal characteristic identification export function is carried 
out. If all of the illegal characteristics have not been identified, then a new random agent is 
selected and the main operating loop continues as before. If the model counter is equal to any 
of the interval values, then the interval agent knowledge export function is carried out.  
5.2.2 Export - Illegal Characteristic Identification 
Once a characteristic was identified, it is saved together with the counter value in a list within 
the code. The first value in this list represents the time when the first characteristic is 
identified, the second value in this list represents the time when the second characteristic is 
identified and the third value in this list represents the time when the third characteristic is 
identified. Once the main operating loop had been exited (due to reaching the tick limit or 
identifying all of the characteristics) the list is exported to a .csv file, which can be opened 
directly in Microsoft Excel. If the model reached the end of the run (model counter = 8000) 
and the characteristic had not been identified, then that would be exported as model counter = 
8000 also. E.g. if the first characteristic had been identified but the other two had not, then the 
output may read something similar to: 4555, 8000, 8000. If all three characteristics had been 




5.2.3 Export – Interval Agent Knowledge 
If the model counter equals an interval value (e.g. 6000), the knowledge of each agent is 
exported to a .txt file for each agent. These files are imported into the concept map application 
once all of the main operating loop cycles have been complete. The main operating loop does 
not exit. 
5.2.4 Export – Total comments made, and task relevant comments made 
5.2.5 Model Concept Maps 
The same concept map application that was used in chapter 4 was also used here. The model 
files exported the knowledge of the model agents at regular intervals in the same format that 
was manually written in chapter 4. The concept map application read the .txt files and overlay 
the agent knowledge over the relevant concepts on the map. The .txt files in this chapter were 





The models were run 100 times each, supplying 100 data exports per model simulates a total 
of 300 participants or 100 groups. The calibrated real world model results provided two sets 
of data, along with expert and novice results providing a further two more sets each. 
A combination of quantitative analysis, using SPSS V23, and qualitative analysis of the 
results was carried out on the data obtained from these eight teams. Results presented are: 
• Performance 
• Total comments 
• Task relevant comments 
o Task relevant comments are the comments pertaining to the task and exclude 
any miscellaneous utterances. 
• Total comments against performance 
• Task relevant comments against performance 
• Information held within the network (concept maps) 
5.3.1 Performance 
The tests for normal distribution can be found in Appendix JJ and show that the performance 
data for the models was not parametric. Therefore, a Kruskal-Wallis test was conducted to 
compare the performance of the models and experiment for the separate display and common 




5.3.1.1 Condition 2 
As there was a statistically significant differences between group means as determined by the 
Kruskal-Wallis test (𝑥2(3) = 102880, p < 0.001). A post-hoc Mann-Whitney Test was 
conducted to compare the results further, the results of which can be seen in Figure 83 and the 
statistical results for the Kruskal-Wallis and post-hoc Mann-Whitney Test can be found in 
Appendix KK   
Comparison of Mean Performance Results Between the Experiment, Calibrated Model, 
Expert Model and Novice Model using the Separate Display 
Figure 83 - Comparison of Mean Performance Results Between the Experiment, Calibrated 
Model, Expert Model and Novice Model using the Separate Display 
Legend 
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Appendix KKThere was a not a significant difference in the performance scores between the 
experiment and the calibrated model (U = 399, p = 0.990) or the experiment and the expert 
model (U = 314, p = 0.280). 
There was a significant difference in the scores for all other comparisons: the experiment and 
the novice model (U = 237, p = 0.003), calibrated model and expert model (U = 3712, p = 
0.001), calibrated model and novice (U = 2307, p < 0.001) and expert model and novice 
model (U = 1350, p < 0.001). 
5.3.1.2 Condition 3 
As there was a statistically significant differences between group means as determined by the 
Kruskal-Wallis test (𝑥2(3) = 186.361, p < 0.001). A post-hoc Mann-Whitney Test was 
conducted to compare the results further, the results of which can be seen in Figure 84 and the 
statistical results for the Kruskal-Wallis and post-hoc Mann-Whitney Test can be found in 
Appendix KK   
Comparison of Mean Performance Results Between the Experiment, Calibrated Model, 
Expert Model and Novice Model using the Common Display 
Figure 84 - Comparison of Mean Performance Results Between the Experiment, Calibrated 
Model, Expert Model and Novice Model using the Common Display 
Legend 
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Appendix KK There was a not a significant difference in the performance scores between the 
experiment and the calibrated model (U = 267, p = 0.093) or the experiment and the expert 
model (U = 307, p = 0.201). 
There was a significant difference in the scores for all other comparisons: the experiment and 
the novice model (U = 20, p < 0.001). calibrated model and expert model (U = 2551, p < 
0.001) calibrated model and novice (U = 1244, p < 0.001) and expert model and novice model 
(U = 196, p < 0.001). 
5.3.1.3 Model comparisons 
A Paired Samples t-test was conducted to compare each of the model results over the two 
conditions and can be seen in Figure 85. The statistical results can be found in Appendix MM. 
Comparison of Mean Performance Results Between the Separate and Common Display for 
the Calibrated Model, Expert Model and Novice Model 
Figure 85 - Comparison of Mean Performance Results Between the Separate and Common 
Display for the Calibrated Model, Expert Model and Novice Model 
Legend 
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There was a significant difference in the performance scores for all comparisons: condition 2 
(M = 0.84, SD = 0.707) and condition 3 (M = 1.87, SD = 0.837) for the calibrated model; 
t(99)=-9.24, p < 0.001, condition 2 (M = 1.24, SD = 0.818) and condition 3 (M = 2.60, SD = 
0.532) for the expert model; t(99)=-14.34, p < 0.001 and condition 2 (M = 0.15, SD = 0.386) 
and condition 3 (M = 0.52, SD = 0.643) for the novice model; t(99)=-5.14, p < 0.001. 
5.3.2 Communication  
The tests for normal distribution can be found in Appendix NN for the total comments results 
and Appendix RR for the task-relevant comments results. It was determined that the results 
were parametric and therefore a One-Way ANOVA with a post-hoc Independent Samples t-
test would be conducted for these results. 
5.3.2.1 Total comments 
5.3.2.1.1 Condition 2 
As there was a statistically significant differences between group means as determined by the 
One-Way ANOVA [F(3,304) = 269.88, p < 0.001]. A post-hoc Independent Samples T-Test 
was conducted to compare the results further, the results of which can be seen in Figure 86 
and the statistical results for the One-Way ANOVA and post-hoc Independent Samples T-
Test can be found in Appendix OO and Appendix PP, respectively. 
The post-hoc Independent Samples T-Test showed that there was a significant difference in 
the total comments made between the experiment (M=32.88, SD=11.66) and all of the model 
results: calibrated model (M=8.53, SD=1.58); t(106)=19.71, p < 0.001, expert model 
(M=8.10, SD=1.60); t(106)=19.99, p < 0.001 and novice model (M=8.25, SD=1.79); 
t(106)=19.37, p < 0.001. 
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The post-hoc Independent Samples T-Test showed that there was a not a significant difference 
in the total comments made between any of the model results: the calibrated model (M=8.53, 
SD=1.58) and expert model (M=8.10, SD=1.60); t(198)=1.910, p = 0.058, the calibrated 
model (M=8.53, SD=1.58) and novice model (M=8.25, SD=1.79); t(198)=1.17, p = 0.243 and 
the expert model (M=8.10, SD=1.60) and novice model (M=8.25, SD=1.79); t(198)=-0.623, p 
= 0.534. 
5.3.2.1.2 Condition 3 
As there was a statistically significant differences between group means as determined by the 
One-Way ANOVA [F(3,304) = 178.16, p < 0.001]. A post-hoc Independent Samples T-Test 
was conducted to compare the results further, the results of which can be seen in Figure 87 
Comparison of Mean Communication Results Between the Experiment, Calibrated Model, 
Expert Model and Novice Model using the Separate Display 
Figure 86 - Comparison of Mean Communication Results Between the Experiment, Calibrated 
Model, Expert Model and Novice Model using the Separate Display 
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and the statistical results for the One-Way ANOVA and post-hoc Independent Samples T-
Test can be found in Appendix OO and Appendix PP, respectively. 
The post-hoc Independent Samples T-Test showed that there was a significant difference in 
the total comments made between the experiment (M=31.38, SD=13.94) and all of the model 
results: calibrated model (M=7.99, SD=2.12); t(106)=15.42, p < 0.001, expert model 
(M=6.67, SD=1.77); t(106)=16.94, p < 0.001 and novice model (M=8.34, SD=2.17); 
t(106)=15.11, p < 0.001. There was also a significant difference in the total comments made 
between the calibrated model (M=7.99, SD=2.12) and expert model (M=6.67, SD=1.77); 
t(198)=4.78, p < 0.001 and the expert model (M=6.67, SD=1.77) and novice model (M=8.34, 
SD=2.17); t(198)=-5.97, p < 0.001. 
Comparison of Mean Communication Results Between the Experiment, Calibrated Model, 
Expert Model and Novice Model using the Common Display 
Figure 87 - Comparison of Mean Communication Results Between the Experiment, Calibrated 
Model, Expert Model and Novice Model using the Common Display 
Legend 
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The post-hoc Independent Samples T-Test showed that there was not a significant difference 
in the total comments made between the calibrated model (M=7.99, SD=2.12) and novice 
model (M=8.34, SD=2.17); t(198)=-1.16, p = 0.250. 
5.3.2.1.3 Model Comparisons 
A Paired Samples t-test was conducted to compare each of the model results over the two 
conditions and can be seen in Figure 88. The statistical results can be found in Appendix QQ. 
There was a significant difference in the total comments results between condition 2 (M = 
8.10, SD = 1.60) and condition 3 (M = 6.67, SD = 1.77) for the expert model; t(99)=6.18, p < 
0.001, however there was no significant difference between condition 2 (M = 8.53, SD = 
1.58) and condition 3 (M = 7.99, SD = 2.12) for the calibrated model; t(99)=1.97, p =0.051 or 
Comparison of Mean Communication Results Between the Separate and Common Display 
for the Calibrated Model, Expert Model and Novice Model 
Figure 88 - Comparison of Mean Communication Results Between the Separate and Common 
Display for the Calibrated Model, Expert Model and Novice Model 
Legend 
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condition 2 (M = 8.25, SD = 1.79) and condition 3 (M = 8.34, SD = 2.17) for the novice 
model; t(99)=-0.31, p = 0.757. 
5.3.2.2 Task Relevant comments 
5.3.2.2.1 Condition 2 
As there was a statistically significant difference between group means as determined by the 
One-Way ANOVA [F(3,304) = 636.19, p < 0.001]. A post-hoc Independent Samples T-Test 
was conducted to compare the results further, the results of which can be seen in Figure 89 
and the statistical results for the One-Way ANOVA and post-hoc Independent Samples T-
Test can be found in   
Comparison of Mean Task-Related Communication Results Between the Experiment, 
Calibrated Model, Expert Model and Novice Model using the Separate Display 
Figure 89 - Comparison of Mean Task-Related Communication Results Between the 
Experiment, Calibrated Model, Expert Model and Novice Model using the Separate Display 
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Appendix SS and Appendix TT, respectively. 
The post-hoc Independent Samples T-Test showed there was a significant difference in the 
number of task relevant comments made between the experiment (M=26.63, SD=6.82) and all 
of the model results: calibrated model (M=5.44, SD=1.79); t(106)=23.42, p < 0.001, expert 
model (M=8.03, SD=1.63); t(106)=21.47, p < 0.001 and novice model (M=1.12, SD=0.844); 
t(106)=35.89, p < 0.001.  
The post-hoc Independent Samples T-Test also showed there was a significant difference in 
the number of task relevant comments made between all of the model results: the calibrated 
model (M=5.44, SD=1.79) and expert model (M=8.03, SD=1.63); t(198)=-10.71, p < 0.001, 
the calibrated model (M=5.44, SD=1.79) and novice model (M=1.12, SD=0.84); 
t(198)=21.84, p < 0.001 and the expert model (M=8.03, SD=1.63) and novice model 
(M=1.12, SD=0.84); t(198)=37.65, p < 0.001. 
5.3.2.2.2 Condition 3 
As there was a statistically significant difference between group means as determined by the 
One-Way ANOVA [F(3,304) = 383.29, p < 0.001]. A post-hoc Independent Samples T-Test 
was conducted to compare the results further, the results of which can be seen in Figure 90 
and the statistical results for the One-Way ANOVA and post-hoc Independent Samples T-
Test can be found in   
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Appendix SS and Appendix TT, respectively. 
The post-hoc Independent Samples T-Test showed there was a significant difference in the 
number of task relevant comments made between the experiment (M=23.25, SD=7.63) and all 
of the model results: calibrated model (M=4.88, SD=7.63); t(106)=19.57, p < 0.001, expert 
model (M=6.60, SD=1.80); t(106)=17.30, p < 0.001 and novice model (M=1.32, SD=1.07); 
t(106)=26.92, p < 0.001.  
The post-hoc Independent Samples T-Test showed there was also a significant difference in 
the number of task relevant comments made between all of the model results: the calibrated 
model (M=4.88, SD=7.63) and expert model (M=6.60, SD=1.80); t(198)=-6.96, p < 0.001, the 
calibrated model (M=4.88, SD=7.63) and novice model (M=1.32, SD=1.07); t(198)=17.75, p 
Comparison of Mean Task-Related Communication Results Between the Experiment, 
Calibrated Model, Expert Model and Novice Model using the Common Display 
Figure 90 - Comparison of Mean Task-Related Communication Results Between the 
Experiment, Calibrated Model, Expert Model and Novice Model using the Common Display 
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< 0.001 and the expert model (M=6.60, SD=1.80) and novice model (M=1.32, SD=1.07); 
t(198)=25.23, p < 0.001.  
5.3.2.2.3 Model Comparisons 
A Paired Samples t-test was conducted to compare each of the model results over the two 
conditions and can be seen in Figure 91. The statistical results can be found in Appendix UU. 
There was a significant difference in the total comments results between condition 2 (M = 
8.03, SD = 1.63) and condition 3 (M = 6.60, SD = 1.80) for the expert model; t(99)=6.00, p < 
0.001, however there was no significant difference between condition 2 (M = 5.44, SD = 
1.79) and condition 3 (M = 4.88, SD = 1.70) for the calibrated model; t(99)=2.18, p = 0.031 or 
condition 2 (M = 1.12, SD = 0.844) and condition 3 (M = 1.32, SD = 1.07) for the novice 
model; t(99)=-164, p = 0.105.  
Comparison of Mean Task-Related Communication Results Between the Separate and 
Common Display for the Calibrated Model, Expert Model and Novice Model 
Figure 91 - Comparison of Mean Task-Related Communication Results Between the Separate 
and Common Display for the Calibrated Model, Expert Model and Novice Model 
Legend 
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5.3.3 Comments against performance 
5.3.3.1 Total comments against performance 
5.3.3.1.1 Condition 2 
A Pearson product-moment correlation coefficient was computed to assess the relationship 
between the team performance scores and the total comments made in condition 2 for each of 
the three models. The results of which can be seen in Figure 92, Figure 94 & Figure 93 and 
the statistical results can be found in Appendix VV. The analysis showed that there was a low 
positive correlation between the team performance scores and the number of total comments 
made in two of the three models; calibrated model: r = 0.392, n = 100, p = 0.000 and novice 
model: r = 0.378, n = 100, p = 0.000. There was no correlation between the team performance 
scores and the number of task relevant comments made in the expert model: r = 0.101, n = 
100, p = 0.319.  
Relationship Between Overall Comments and Performance for the 
Calibrated Model in Separate Display Condition 
Legend 
TCDC = Total 
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Figure 92 - Relationship Between Overall Comments and Performance for the Calibrated Model 
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Figure 94 - Relationship Between Overall Comments and Performance for the Expert Model in 
Separate Display Condition 
Relationship Between Overall Comments and Performance for the 
Novice Model in Separate Display Condition 
Figure 93 - Relationship Between Overall Comments and Performance for the Novice Model in 
Separate Display Condition 
Legend 
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5.3.3.1.2 Condition 3 
A Pearson product-moment correlation coefficient was computed to assess the relationship 
between the team performance scores and the total comments made in condition 3 for each of 
the models. The results of which can be seen in Figure 95, Figure 97 & Figure 96 and the 
statistical results can be found in Appendix WW. The analysis showed that there was no 
correlation between the team performance scores and the total number of comments made in 
two of the models; calibrated model: r = -0.143, n = 100, p = 0.156 and novice model: r = 
0.126, n = 100, p = 0.213. However, there was a low negative correlation between the team 
performance scores and the total number of comments made in the expert model: r = -0.335, n 
= 100, p = 0.001.  
 
Relationship Between Overall Comments and Performance for the 
Calibrated Model in Common Display Condition 
Figure 95 - Relationship Between Overall Comments and Performance for the Calibrated Model 
in Common Display Condition 
Legend 
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Relationship Between Overall Comments and Performance for the 
Expert Model in Common Display Condition 
Figure 97 - Relationship Between Overall Comments and Performance for the Expert Model in 
Common Display Condition 
Legend 
TCSE = Total 
comments in the 
Expert Common 
Display ABM 
PSSE = Task 




Relationship Between Overall Comments and Performance for the 
Novice Model in Common Display Condition 
Legend 
TCSN = Total 
comments in the 
Novice Common 
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PSSN = Task 




Figure 96 - Relationship Between Overall Comments and Performance for the Novice Model in 
Common Display Condition 
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5.3.3.2 Number of task relevant comments against performance 
5.3.3.2.1 Condition 2 
A Pearson product-moment correlation coefficient was computed to assess the relationship 
between the team performance scores and the total comments made in condition 2 for each of 
the models. The results of which can be seen in Figure 98, Figure 99 & Figure 100 and the 
statistical results can be found in Appendix XX. The analysis showed that there was a low 
positive correlation between the team performance scores and the number of task relevant 
comments made in two of the models; calibrated model: r = 0.392, n = 100, p = 0.000 and 
novice model: r = 0.378, n = 100, p = 0.000. However, there was no correlation between the 
team performance scores and the total number of comments made in the expert model: r = 
0.101, n = 100, p = 0.319.  
Relationship Between Task-Relevant Comments and Performance 
for the Calibrated Model in Separate Display Condition 
Figure 98 - Relationship Between Task-Relevant Comments and Performance for the Calibrated 
Model in Separate Display Condition 
Legend 
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Relationship Between Task-Relevant Comments and Performance 
for the Expert Model in Separate Display Condition 
Legend 
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Figure 100 - Relationship Between Task-Relevant Comments and Performance for the Expert 
Model in Separate Display Condition 
Relationship Between Task-Relevant Comments and Performance 
for the Novice Model in Separate Display Condition 
Figure 99 - Relationship Between Task-Relevant Comments and Performance for the Novice 
Model in Separate Display Condition 
Legend 
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5.3.3.2.2 Condition 3 
A Pearson product-moment correlation coefficient was computed to assess the relationship 
between the team performance scores and the total comments made in condition 3 for each of 
the models. The results of which can be seen in Figure 101, Figure 103 & Figure 102 and the 
statistical results can be found in Appendix YY. The analysis showed that there was a 
correlation between the team performance scores and the number of task relevant comments 
made in all three of the models; low positive correlation for the calibrated model: r = 0.338, n 
= 100, p = 0.001, low negative correlation for the expert model: r = -0.388, n = 100, p = 0.001 
and high positive correlation for the novice model: r = 0.708, n = 100, p = 0.000.  
 
  
Relationship Between Task-Relevant Comments and Performance 
for the Calibrated Model in Common Display Condition 
Figure 101 - Relationship Between Task-Relevant Comments and Performance for the 
Calibrated Model in Common Display Condition 
Legend 
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Relationship Between Task-Relevant Comments and Performance 
for the Expert Model in Common Display Condition 
Figure 103 - Relationship Between Task-Relevant Comments and Performance for the Expert 
Model in Common Display Condition 
Legend 
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Relationship Between Task-Relevant Comments and Performance 
for the Novice Model in Common Display Condition 
Figure 102 - Relationship Between Task-Relevant Comments and Performance for the Novice 
Model in Common Display Condition 
Legend 
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5.3.4 Information Held within the Network 
Each model exported the data required to create a concept map at equal intervals throughout 
the task. An example of the concept map created can be seen in Figure 104 for the expert 
group. When the characteristics are identified before the end of the simulation, no data is 
provided for the following intervals. For concept maps with no data, a cross is overlaid. 
The separate display model, concept maps show that there is knowledge spread around the 
team without duplication. The same can be seen in the model with the same videos. With this 
particular group more information about the task was spread around the team when the they 
had separate videos compared to when they had common videos. What can also be seen is that 
not all agents hold the same information and what information is known and missing at 
different points over the task. It also depicts how the information for certain agents is 
developed over time. Unfortunately, a goal standard for how the task should be carried out 
was not recorded during the experiment, however if this was available the concept maps from 
the model could be compared to this gold standard and show differences in how the teams in 
the model performed. This is an interesting piece of work that could be carried out in future 
ABM studies. 
Visually representing system knowledge through this use of concept maps, as seen in the 
current and previous chapters, has allowed for a qualitative analysis of a system during the 
given task. By taking data at set intervals it has been possible to see when knowledge is 
gained and how that knowledge is distributed throughout the team. By viewing all the 
intervals together, it also allows for a more temporal analysis of the system, it enables the 
viewer to explore the dynamics of the changing system as it progresses through a task. 
Although definitions of SA can at times conflict, it is agreed that a key component into 











In terms of performance it can be concluded that it was possible to calibrate the model to 
represent similar results observed in both conditions in the experiment in chapter 4. The total 
number of comments made however were considerably more in the experiment compared to 
all three of the model settings. This could be a side effect of the model simplification or the 
design on the agent rules. The results imply that the agents within the model were much more 
efficient that the humans when it comes to communication to complete a task. The results also 
suggest that the calibrated and expert model, in terms of performance, were no different than 
the teams in the experiment in Chapter 4. That is teams in Chapter 4 were performing closer 
to the expert agents in the model, than the novice agents. This could mean that either the 
groups were, in general, skilled at the task or that the difficulty of the task itself may have 
been set too low. The models did show that it was possible to create different levels of 
expertise based on communication and the results of which supported this, with the novice 
model performing significantly lower than either the calibrated or expert teams, regardless of 
the condition. The performance of the calibrated model was also higher in the 3rd condition 
compared to the 2nd condition, a result also seen in the experiment. This increase in 
performance was also seen in each of the other two models across the conditions.  
Therefore, based on the performance results of the calibrated model compared to the 
experiment, one can conclude that the models can replicate similar behaviour and actions to 
humans, which can in turn be simply manipulated in a realistic way (i.e. changing the content 
of communication).  
When exploring the communications made within the models, there were no differences in 
total comments made in condition 2. However, in condition 3 experts made fewer total 
comments than either of the other two models and comparing this to the task relevant 
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comments, experts made significantly more than the other two models in both conditions. 
This suggests that the experts were more efficient with both the number of comments made 
and the types of comments made. When comparing the two conditions, it was only the expert 
model which showed a reduction in total comments made in the 3rd condition, although when 
it comes to task relevant comments both the expert and calibrated model showed this 
decrease. One would expect, with the expert models performing higher with less comments 
that there would be a relationship between the two. However, just like in the human 
experiment there was no relationship seen between the performance and total comments for 
any of the model results in condition 2. In condition 3 there was a slight negative correlation 
between performance and total comments for the expert model, suggesting that more 
comments actually hinder performance.  
Relationships between task-relevant communications and performance tells a different story. 
For condition 2, the calibrated and novice models showed low positive correlations, 
suggesting that in these models during this condition the more task relevant comments made, 
the higher the performance. Interestingly, the expert model did not share this relationship. 
When looking at the results in condition 3 on the other hand, all three models showed some 
positive correlation between task-relevant communications and performance, with the novice 
model showing the highest correlation of all models in all conditions. This suggests, that 
when the novice models were able to make task-relevant comments it had a significant impact 
on the performance of the team. 
In this chapter the models allowed the exploration of the use of Common or Separate Displays 
used by teams of agents to complete a task. It appears that the differences are only apparent in 
conditions where agents are most likely to ask task-relevant questions. Thus, it is important 
that the content of what is shared, i.e. task-relevant material. This supports the assertion of 
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team cognition, regarding task relevance and communication quality. However, it is also 
apparent that working separately seems to be beneficial to the ‘expert’ groups in this model. 
Presumably communication interrupts task activity and leads to redundancy of information 
held in the ‘system’ (as illustrated by the concept maps). When expert agents communicate 
more, time is “wasted”. The results previously discussed supports this premise. 
The modelling explores the way in which ‘information’ is used and shared. In the model, it is 
not assumed how the actions are performed cognitively but only that it takes a specific time. 
Thus, the act of sharing could be a verbal exchange, but it could equally be an updating of a 
common information log. Further refinements of the model could manipulate times for 
communication so that, for instance, verbal exchange would take longer than updating a 
common log (because of the need to send a message and receive acknowledgement). 
However, the point to note from this chapter is that even a small time spent communicating 
has an impact on overall performance (both in terms of time, as one would expect, but also in 
terms of likelihood of success). In the other manner in which information is shared, all agents 
have access to the same view of the situation.  
In this chapter the manner in which three-person teams perform tasks in which they have 
access to the same information or to individual information sources was explored. The 
exploration involved an experiment and agent-based modelling. In the experiment, teams 
found the condition in which different information was presented to each individual more 
difficult than the condition in which information was common. This suggests that when the 
situation is challenging or ambiguous, simply communicating might not be the most effective 
response. At first glance, this feels counter-intuitive: surely, in an ambiguous situation, it 
would be sensible to spend time communicating in order to reach consensus as to the key 
issues. From the experiment and the model, it appears that this need not improve performance. 
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It was initially hypothesised that communication carries with it an overhead that could disrupt 
task performance. From the experiment and the models, it seems that this overhead could be 
not simply related to time or to task disruption but also to the focus of team activity via the 
use of task-related communication. 
In terms of SA, this and the previous chapter makes three claims. The first is that concept 
maps, as Hoffman et al. (Hoffman et al., 2002) propose, provide a useful means of 
representing knowledge and that such mapping illustrates how SA is held in a ‘system’ 
(Stanton et al., 2006). Comparison between low and high performance teams in the 
experiment, and between novice and expert teams of agents in the modelling, show how the 
distribution information relates to overall performance. In some teams, relevant information 
was utilised and in other teams such information was duplicated. In either case, overall 
performance could be comprised: in terms of lack of information, in terms of time ‘wasted’ in 
duplication or unnecessary communications. In this task, the situation was designed in such a 
way as to create a direct mapping between having a piece of information that defines a 
characteristic of a vehicle and the SA for the task, i.e., defining a vehicle as illegal. The task is 
constrained but it is proposed that the levels of uncertainty and ambiguity in the Separate 
Displays condition created real problems for participants in the experiment.  
One might expect teams to deal with uncertainty through increasing their communication. In 
this way, common ground could be established through information sharing and the team 
could provide Shared SA. This behaviour was only seen in the poor performance teams in the 
experiment and novice teams in the model. Clearly team performance was affected by more 
than the type of display and the factors such as familiarity influenced behaviour (Salas et al., 
2008, 1995). However, it was also noted that the high performance teams appeared to 
maintain a style of performance irrespective of display and irrespective of number of 
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comments made, in which tasks were performed independently and then the results shared 
and it could be argued that this is analogous to Distributed SA (Baber et al., 2006; Salmon et 
al., 2008; Stanton et al., 2006). The results of the models suggest that this is an optimal 
strategy and that unnecessary non-task related communicating can impair performance 
(Salmon et al., 2010), results that are consistent with the previous two chapters. 
5.4.1 Concept Map Critique 
The method of using concept maps can provide a rich set of results to view, however it fails in 
its ease for interpretation, a failure shared with the SNA in chapter 4 and proposition networks 
currently used for analysing DSA (Stanton et al., 2006). Even with a small number of 
intervals, it becomes difficult to interpret what is happening. With increasing intervals, this 
interpretation would become even more difficult. As with most qualitative methods, not only 
is the time taken to complete the outputs significant but so is the analysis of those outputs. 
Using ABM and automated concept map generators does indeed reduce the creation time, 
however the interpretation of the concept maps remains time consuming and cumbersome. 
Imagine giving a system analysis within a time-critical task environment numerous concept 
maps to interpret, how long would it take to complete to the analysis and how much would 
they be able to remember about the system after many intervals have passed. As previously 
discussed, tasks which consume time in these environments are likely to delay critical 
decisions required by the system and in turn result in low performance. Clearly, using a time 
series of system data is beneficial to understanding the changing nature of a system and the 
generated results based on intervals in these chapters is a step towards providing a useful 
analysis of that data, however providing a constant stream of figures to an individual to 
analyse is not ideal or practical. 
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Using the example of the system analyst, the question now is: what could be provided that 
would make the task of analysing system SA less time consuming and more intuitive? It has 
already been shown that data obtained via transcriptions of communication is a non-intrusive 
and, from the view point of the agents within the system, objective method of data collection. 
There is no need for an agent to interpret or suggest what it is they may or may not know, or 
how they are working within the system. Provided that the communications are analysed in a 
consistent way from system to system and agent to agent, even the analysist need not interpret 
what the communications imply. Additionally, communication within a system is temporal 
and therefore can provide a high resolution of data over the full length of the task being 
monitored. However, simply providing the analyst a stream of high resolution and low-level 
data would incur the same problems as would providing numerous figures and images. The 
problem here is that the focus has been on individuals, the micro world of the system, 
individual concepts and actions, trying to provide all of this and expecting to witness the 
emergence of system behaviour. It is like a bee trying to understand the behaviour of the 
swarm by observing its neighbour’s actions, rather than the behaviour of the swarm as a 
whole. It is the system that is the focus and how it evolves over time, it is from the ground 
where insight into the emergence of the swarm behaviour can be observed, or in other words, 
the emergence of DSA within a system. 
The following chapter takes on this notion of system observation, it steps back from the 
individuals and explores how communications can be used to provide a higher-level analysis 
of system performance, focussing on the dynamics of systems and how situation awareness 




5.5 MODEL CRITIQUE 
This chapter has shown that the use of agent-based modelling can be used to gain insight into 
how basic communication and knowledge acquisition can represent certain human attributes. 
Modifications to the model could provide an avenue to exploring other human attributes, for 
example, change the rate and speed of communication to increase the workload of the agents. 
The ability, capability or effort of the agents could be increased or decreased as well as the 
amount an agent could “know” both in the short-term or long-term could also be modified. 
These additions would make the model more complex and allow the addition of more 
humanlike reactions to a situation/condition. Due to the nature of agent-based modelling, the 
attributes can be changed and manipulated independently, and the effects of those changes 
can be reliably explored. 
5.6 SUMMARY 
The work in this chapter presents the development of a model which simulates the actions of 
the teams involved in the experiment in Chapter 4. The simulations carried out aimed to 
explore the information flow and knowledge acquisition of the agents within the system. The 
results presented used concept maps to display the temporal nature of the organisation of 
knowledge throughout the team structure. To further explore how communication can be used 
to analysed team structures the communication transcripts obtained from the experiment in 
Chapter 4 are again used in the next chapter. The content of these transcripts is used to extract 
participant actions, described as team processes, and the entropy those processes. To analyse 




CHAPTER 6 THE DYNAMICS OF DISTRIBUTED 
SITUATION AWARENESS 
Parts of this chapter have been published in: 
[1] “The Dynamics of Distributed Situation Awareness” in the Proceedings of the Human 
Factors and Ergonomics Society Annual Meeting, 2017, 61(1), p 277-281. 
The sections: Introduction on Page 277 of [1] has been used to prepare the chapter. 
The sections: Entropy Method on Page 277 of [1], Application of Entropy Method on Page 
278 of [1], Coherence Entropy Time Series and Entropy Peaks on Page 278 of [1], 
Interaction Entropy Time Series on Page 279 of [1] have been reproduced in this chapter. 
The work in this chapter is based on the work in [1]. 
6.1 INTRODUCTION 
As stated in Chapter 2, in many collaborative problem solving situations team situation 
awareness should be more than just the sum of its parts, i.e. the sum of the individuals 
situation awareness (Garbis and Artman, 2004; Gorman et al., 2006). In this chapter, the 
interest is in analytic methods which capture team SA and interactions. One such method of 
doing this analysis was employed by Wiltshire et al (2017), where communication transcripts 
are coded based on the actions they represent. Utilizing the concept of order and disorder, also 
known as entropy, within the system and analysing the data over a sliding window. These 
results could be plotted as a time series which represents the dynamic nature of the system. To 
better understand entropy, an explanation of has been provided in the following sections.  
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Wiltshire et al (2017) used a method which to identify the phase transitions of actions 
between groups of individuals during a problem-solving task. They found that peaks in 
entropy corresponded to shifts in collaborative problem-solving communications and 
therefore identified that teams exhibit phase transitions during collaborative problem solving. 
They also discovered that lower levels of entropy predicting better performance. In this 
chapter, the same methodology was used to provide a metric for analysing system SA. 
Previous methods of analysing system SA has resulted in numerous outputs, for example the 
concept maps within this thesis and the use of proposition networks (Stanton et al., 2006). It is 
argued that by characterizing this knowledge in terms of actions this method can provide a 
way of analysing system SA over time in such a way that only one output is required. This 
chapter aims to present such an output. 
6.1.1 Entropy & Thermodynamics 
The term entropy is better known in thermodynamics to describe the configuration of energy 
within matter, known as energy states, and the likelihood of those energy states occurring. 
The configuration where energy is most spread out among the matter has the highest entropy, 
and concentrated energy has low entropy. As the probability of the energy of matter becoming 
spread out is considerably higher than it becoming more concentrated, natural states of matter 
will always tend towards high entropy. For example, a hot cup of water contains high energy 
compared to its surrounding environment and so this system has low entropy and the energy 
within it is not spread out. The likelihood of the energy states of the hot water and the 
surrounding environment being spread out is significantly higher than the hot water remaining 
at the same temperature or getting hotter. As these energy states spread out, the entropy of the 
system will increase until the point where the surrounding area and the water contained in the 
cup has the same amount of energy states, which can be described as high entropy. A more 
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simplistic way of understanding this is by viewing these energy states as either ordered or 
disordered. When the energy was concentrated to the water, resulting in hot water, the energy 
in the system was ordered. When this energy was spread out across the system, the energy 
was disordered. Another example of this transition between an ordered state and a disordered 
state can be seen in Figure 105 and shows changes of state of matter of water. When the state 
of water molecules is ordered it is in the form of ice. As there is little energy within the ice, 
the molecules remain in a rigid structure. In this state the water can be described as having 
low entropy. As energy is applied to this structure, in the form of heat, the number of energy 
states increases and the molecules within the ice cube become less rigid and in turn less 
ordered. As more energy is introduced, the molecules become increasingly disordered, until 
there is no order, i.e. spread out, and the molecules can move around freely a gas. The water, 
now steam, can be described as having high entropy. 
Figure 105 - Changes of states of matter of water 
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6.1.2 Entropy & Team Cognition 
The work in this chapter relies on Shannon & Weavers (1959) theory of entropy in terms of 
information data rather than thermodynamics. The definition of entropy in information 
entropy is no different to the definition in thermodynamics, however what is being observed 
is. As previously stated, in thermodynamics entropy is a description of the likelihood of 
energy states within a system. In information entropy, entropy is a description of the 
likelihood of a bit of information being produced by a stochastic source of data. Here it is the 
probability of these information bits that is of interest. Shannon & Weavers (1959) produced 
an equation of entropy, which was used to determine the smallest possible size for encoding 
information. In this sense Shannon defined entropy as the smallest possible average size of 
encoding a message, while retaining all information required and reducing uncertainty within 
the message. In this sense, high entropy relates to more specific information within the code, 
that is more disorder in the information provided. When the entropy is low, less specific 
information is provided and therefore there is more order.  
The work by Stevens and colleagues (Likens et al., 2014; Stevens, 2012; Stevens et al., 2012) 
have taken this approach and applied it to the theory of team cognition. They estimate a value 
of entropy from the distribution of team neurodynamic states using EEG data to explore 
expertise and performance in relation to the degree of cognitive flexibility exhibited by the 
team. In this sense, higher entropy relates to more cognitive flexibility, and teams exhibiting 
this higher cognitive flexibility are utilizing more potential cognitive states. Wiltshire et al 
(2017) noted that the work by Stevens and colleagues tends to focus on the relationship 
between the calculated entropy and team performance and not the patterns of entropy 
exhibited by the teams. This lead to the work by Wiltshire et al (2017) where the entropy 
measures are used to detect transitions between problem solving processes, i.e. ways of 
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working, by coding communication transcriptions in relation to these team problem solving 
processes. They focus on the content of communication and how it can be quantified in terms 
of entropy. Figure 106Figure 106 - Ordered (low entropy) communication content and 
disordered (high entropy) communication content simply shows the difference between 
ordered (low entropy) communication content and disordered (high entropy) communication 
content.  
Wiltshire et al. (2017) do not delve further into the content of the values created nor the 
patterns of problem-solving processes occurring. The work in this chapter has aimed to 
provide this by initially using the same method used by Wiltshire et al (2017), but then 
providing a way in which the processes taking place can be visually presented and analysed. 
 
  





The hypothesis of this chapter is that using entropy to measure and analyse situation 
awareness will provide evidences to support the notion of distributed situation awareness as 
an emergent property of a system, provide a way of analysing teams in a non-intrusive way 
which does not require operators to self-report or observers to rate individuals and provide a 
analysis method which can identify patterns in behaviour based on the content of 
communication. 
6.3 METHOD 
The method used by Wiltshire et al (2017) integrates theory on collaborative problem-solving 
with dynamical systems theory, providing a way of identifying problem-solving phase 
transitions in team communication. They use a coding scheme derived from Rosens’s (2010) 
Macro Cognition in Teams model, which represents 6 semantic categories of CPS processes; 
team information exchange, team knowledge sharing, team solution option generation, team 
evaluation and negotiation of alternatives, team process and plan regulation and other (e.g. 
tangent/off-task or simple agree/disagree). These 6 categories were divided into 15 detailed 
sub-categories and thus provide 15 codes (Wiltshire et al., 2017) which were assigned to the 
communication transcripts. Figure 107 and Figure 108 show an excerpt from Wiltshire et al.’s 
(2017) paper showing these codes and categories. 
Wiltshire et al (2017) used communication transcript data obtained from a collaborative 
problem-solving task and assigned each comment one of the 15 codes. Figure 109 shows an 
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Applied over a moving time window, this provides a series of entropy values, represented as 
an entropy time series, which show fluctuations of communication states over time. In order 
to obtain an entropy time series of the coded transcript data and therefore show the changing 
states in communication over the duration of the task, Wiltshire et al (2017) used a sliding 
window of 25 (i.e. 25 occurrences of transcript data) and calculated the entropy of each of 
those windows using the Shannon information entropy equation (Shannon & Weaver, 1959) 
(Equation 1).  
 




In Equation 1, “pi corresponds to the relative probability that a given communication code i 
occurred.” In their paper, i is one of the 15 communication codes (Wiltshire et al., 2017).  
To increase the robustness of this process Wiltshire et al (2017) applied a moving average 
smoothing algorithm, with a period of 5, to the entropy time series. Figure 110 shows an 
excerpt from Wiltshire et al (2017) showing the results of applying the entropy analysis and 
smoothing algorithm. 






Knowing which data points were peaks in the smoothed entropy time series and their 
respective window of transcript data, Wiltshire et al (2017) identified whether phases of the 
problem solving process (i.e. individual sub-tasks) fall within the peaks identified. This part 
of the entropy method was not used in this chapter and therefore a detailed description of how 
this was achieved has been omitted.  
This method was adapted to explore whether the communication during the collaborative 
problem-solving activity in Chapter 4 can be identified by encoding communication 
transcripts and calculating a coherence and interaction entropy time series of that data. The 
method for doing this will now follow. 
Figure 110 – Excerpt from Wiltshire et al (2017) showing the results of applying the entropy 
analysis and smoothing algorithm to the communication transcripts in their study 
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6.3.1 Application of Entropy Method 
The data used in this chapter was taken from the experiment in chapter 4 and for a recap of 
the experiment please refer to that chapter. 
The entropy method was applied to create two time series: a coherence entropy time series 
(which reflects points of common ground, in terms of the type of information that is being 
shared) and an interaction entropy time series (which reflects the level of engagement 
between team members). In the coherence time-series, low entropy values correspond to a 
high coherence as there is a focus on one particular subtask, i.e. there is high order in the 
problem solving system. In the interaction time-series, low entropy values correspond to low 
interaction, as the team member engagement tends to one, that is only one particular team 
member may be talking resulting in low interaction. As different team members get involved 
in the task, the disorder will increase, resulting in higher entropy. 
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6.3.1.1 Calculating the Coherence Entropy Time Series 
As the total number of communications during the experiment were considerably less than 
that obtained by Wiltshire et al (2017), the coding scheme employed only the 6 semantic 
categories (and not the 15 low-level codes), with the process of coding the communication 
transcripts following that of the entropy time series of the coded communication transcripts, 
with i now being one of the 6 problem solving subtask codes, rather than the 15 as used by 
Wiltshire et al (2017). Table 6 – Team process codes adapted from Wiltshire et al’s (2017) 
chosen process codes shows these 6 process codes and how they relate to the 15 subtask codes 
and Equation 2 reflects the change. For an example of how these codes are assigned to the 
transcripts, see Table 7 & Table 8. 
 





For an example of how the codes correspond to the communication transcripts, an excerpt 
from Group 6’s communication transcript from condition 2 can be seen in Figure 111 - 
Excerpt from Group 6’s communication transcript from condition 1, with the first 5 calculated 
coherence entropy values. For this section, this data will be used to explain how the data 
values were created and presented. 






Codes Used in This Chapter Codes Used by Wiltshire et al (2017) 
Process Process Code Subprocess Subprocess Code 
Information Exchange  1 
Information Provision 1 
Information Request 2 
Knowledge Sharing  2 
Knowledge Provision 3 
Knowledge Request 4 
Solution Option Generation  3 
Option Generation - Part 5 
Option Generation - Full 6 
Evaluation and Negotiation of 
Alternatives 
4 Solution Evaluation 7 
Process and Plan Regulation 
  
5 
Goal/Task Orientation 8 
Situation Update 9 
Situation Request 10 
Reflection 11 
Miscellaneous/ Not Task 
Relevant 
6 






Tangent/Off Task 14 
Uncertainty 15 
 
Table 6 – Team process codes adapted from Wiltshire et al’s (2017) chosen process codes 
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Table 7 - Transcripts of Group 5 in Condition 1 with accompanying process codes 
Transcript 
Group 5 - Condition 1  
Participant Comment Code Process Code Description 
operator3 hi 6 Miscellaneous/ Not Task Relevant 
OBSERVER 
Reminder: Feedback will be provided after the phrase "The 
illegal vehicle is: " has been submitted 
- - 
operator2 i see two red cars on the bottom lane  1 Information Exchange  
operator3 the red vehicle at the top lane might be iligal 3 Solution Option Generation  
operator2 why? 4 Evaluation and Negotiation of Alternatives 
operator3 i see two red ars at the top 1 Information Exchange  
operator1 i see blue cars speeding 1 Information Exchange  
operator1 middle lane 1 Information Exchange  
operator1 blue 1 Information Exchange  
operator3 
beacuase so far blue cars have been at the top lane other than 
the last 2 and all of a sudden the red car came into the top 
4 Evaluation and Negotiation of Alternatives 
operator2 
I have one red car at the top and the bottom has not changes 
to two blue cars instead of red  
2 Knowledge Sharing  
operator3 i see a red bus at the top lane 1 Information Exchange  
operator1 is there a speeding blue car in the middle lane 2 Evaluation and Negotiation of Alternatives 
operator2 
now I have a red car and a red bus on the bottom lane 
followed by a blue car  
1 Information Exchange  
operator2 now its back to 2 blue cars  1 Information Exchange  
operator1 is illegal car blue? 3 Solution Option Generation  
operator3 why? 4 Evaluation and Negotiation of Alternatives 
OBSERVER No - the colour of the illegal car is not blue - - 
operator3 i have only seen one red bus and the rest of them are blue 1 Information Exchange  
operator3 and it was going fast 1 Information Exchange  
operator3 is the illigal vehicle a red bus? 3 Solution Option Generation  
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Table 8 - Transcripts of Group 6 in Condition 1 with accompanying process codes 
Transcript 
Group 6 - Condition 1  
Participant Comment Code Process Code Description 
operator2 hi 6 Miscellaneous/ Not Task Relevant 
operator3 hello 6 Miscellaneous/ Not Task Relevant 
operator1 hey 6 Miscellaneous/ Not Task Relevant 
operator2 busy road lol 6 Miscellaneous/ Not Task Relevant 
operator3 road is clear 1 Information Exchange  
operator2 where the traffic 1 Information Exchange  
operator3 blue buses look dodgy 6 Miscellaneous/ Not Task Relevant 
operator2 i think blue in genral is a very suspicious colour 6 Miscellaneous/ Not Task Relevant 
operator1 ok guuys 6 Miscellaneous/ Not Task Relevant 
operator2 the illegal vechile is a blue bus 3 Solution Option Generation  
OBSERVER The illegal vehicle is not a blue bus  - - 
operator1 damn 6 Miscellaneous/ Not Task Relevant 
operator1 though we had her 6 Miscellaneous/ Not Task Relevant 
operator3 then it's either the red or the blue car 3 Solution Option Generation  
operator1 the illegal vehicle is a red car 3 Solution Option Generation  
operator2 
so far i have just seen red and blue cars and blue bus..what 
about you guys? 1 
Information Exchange  
operator1 same here 1 Information Exchange  
operator3 same 1 Information Exchange  





Table 9 shows the calculation process for the first window of the coded data in Figure 111. As 
Code 1 (Information Exchange) appeared twice in the window, the count is therefore 2. 
Simillary, as the Code 6 (Miscellaneous/ Not Task Relevant) appeared four times in the 
window, the count for this code is 4. The next row shows the probabily of that code appearing 
in the window, as there are 6 opportunities for a code to appear, the code count was divided 
by 6, resulting in 0.333 for Code 1 and 0.667 for Code 6. The entropy of each code apearing 
was then calculated by multiplying the probability by the natural log of the probability. For 
example, for Code 1, the probability value 0.333 was multiplied by the natural log of 0.333 
resulting in the value -0.366. Each of the entropy values were then summed and multiplied by 
-1 to provide an overall entropy value for the window, in this case that value is 0.637. By 
iterating the window through the code data by 1 a series of entropy values were created, from 
now on this data is refered to as the raw entropy team process values. A plot of these values 
can be seen in Figure 112.  
 
Table 9 – Entropy process for window 1 with a window size of 6 and the 6 team process 










For each of the raw entropy team process values, the code count values from the original 
analysis were used to display which of the codes, made up the raw entropy team process 
values. As there was a maximum of 6 available codes, six common code data series were 
created using this information and were as follows: 
• First most common code 
• Second most common code 
• Third most common code 
• Fourth most common code 
• Fifth most common code 
• Sixth most common code 
Figure 112 – Raw entropy team process values. Group 6, condition 2 
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For an example of how these data series were populated lets look at Table 9 again. The table 
shows that in the first window of the data Code 6 (Miscellaneous/ Not Task Relevant) 
appreaded 4 times and Code 1 (Information Exchange) appreared 2 times, therefore the “First 
most common code” was Code 6 and the “Second most common code” was Code 1. As no 
other codes appeared, the other common code data series were populated with 0. This process 
was carried out for each of the the raw entropy team process values using the code count 
values from the original analysis. These common code data series were then overlaid onto the 
raw entropy team process values graph. Figure 113 shows only the “First most common code” 
common code data series where Figure 114Figure 114 - Raw entropy team process values 
with overlaid will all present processes. Group 6, condition 2 shows all of the common code 
data series. The size of each marker represents the frequency of a particular code aprearing in 
the original window data. For example, as Code 6 apeared more times in Window 1 than 
Code 1 appeared (this marker was displayed first and is larger than the other marker (Code 1). 
If two markers are displayed as the same size, that means that both of those codes appreaed 
the same amount of times in the original window. For example, if Code 6 and Code 1 had 






Figure 114 - Raw entropy team process values with overlaid will all present processes. 
Group 6, condition 2 
Figure 113 – Raw entropy team process values with overlaid most common processes. 
Group 6, condition 2 
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6.3.1.2 Calculating the Interaction Entropy Time Series 
The method used to calculate the coherence entropy time series above was also used to 
calculate an entropy time series of interaction between participants. In this case, each 
participant was assigned a number; 1, 2 or 3, therefore creating a new coding scheme. The 
communication transcript data was coded using this new coding scheme, resulting in a new 
set of coded transcript data which directly identified who provided an input into the 
communication transcript and at any point in the communication. For an example of how the 
codes correspond to the communication transcripts, an excerpt from Group 6’s 
communication transcript from condition 2 can be seen in Figure 115 and, for consistency, in 
this section the data here will be used to explain how the data values were created and 
presented. 
Keeping both the sliding window at size 6, the interaction time series was calculated using the 
new coded transcript data with a total number of codes now being 3 (rather than 6 for the 
coherence entropy time series) and the new Equation 3. 
 
Equation 3 - The Shannon information entropy equation with 3 participant codes 
 
 












Table 10 shows the interaction calculation process for the first window of the coded data. As 
Code 1 (participant 1) appeared once in the window, the count is 1, as the Code 2 (participant 
2) appeared three times in the window, the count for this code is 3 and as Code 3 (participant 
3) appeared twice the count for this code is 2. The next row shows the probabily of that code 
appearing in the window, as there are 6 opportunities for a code to appear (due to the window 
size = 6), the code count was divided by 6, resulting in 0.166 for Code 1, 0.5 for Code 2 and 
0.333 for Code 3. The entropy of each code apearing was then calculated by multiplying the 
probability by the natural log of the probability. For example, for Code 1, the probability 
value 0.166 was multiplied by the natural log of 0.166 resulting in the value -0.298. Each of 
the entropy values were then summed and multiplied by -1 to provide an overall entropy value 
for the window, in this case that value is 1.011. Just as before, by iterating the window 
through the code data by 1 a series of entropy values were created, from now on this data is 
refered to as the raw entropy interaction values. A plot of these values can be seen in Figure 
116.  
Table 10 – Entropy process for window 1 with a 
window size of 6 and the 6 interaction codes for group 
6 in condition 2 
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The code count values from the original analysis were then used to display which of the codes 
made up the raw entropy interaction values creating the common code data series for the 
interaction data. As there was a maximum of 3 available codes (i.e. 3 participants within the 
group), only three common code data series were created using this information. 
• First most common code 
• Second most common code 
• Third most common code 
For an example of how these data series were populated lets refer to Table 10. The table 
shows that in the first window of the data Code 2 appeared three times, Code 3 apeared two 
times and Code 1 apeared once, therefore the “First most common code” was Code 3 
(participant 3), the “Second most common code” was Code 2 (participant 2) and the “Third 
most common code” was Code 1 (paricipant 1). This process was carried out for each of the 
Figure 116 – Raw entropy interaction values. Group 6, condition 2 
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the raw entropy interaction values using the code count values from the original analysis. 
These common code data series were then overlaid onto the raw entropy interaction values 
graph. Figure 117 shows only the “First most common code” common code data series where 
Figure 118 shows all of the common code data series. 
As with the team process data, the size of each marker represents the frequency of a particular 
code aprearing in the original window data. For example, as Code 2 apeared more times in 
Window 1, compared to Code 1 and Code 3, this marker was displayed first and is larger than 
the other markers (see Figure 118). Again, if two or more markers are displayed as the same 
size, that means that those codes appreaed the same amount of times in the original window. 
For example, if Code 1, Code 2 and Code 3 had each apeared twice in Window 1, all three of 





Figure 117 – Raw entropy interaction values with overlaid most common processes. 
Group 6, condition 2 
Figure 118 - Raw entropy interaction values with overlaid will all present processes. 
Group 6, condition 2 
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6.4 RESULTS  
When discussing the team process results, it is important to remember that a low entropy 
value (which indicates low disorder) represents high coherence and high entropy represents 
low coherence. Depending on the process, a high coherence could represent a group focusing 
on teamwork, where all members of that team are working together. A low coherence could 
indicate a group focusing on task work, where they are working independently from the rest 
of the group. Using entropy to show the order and disorder of team process and team 
interaction, the overlaid common code data series makes the distinction between order and 
disorder easier to see. When more markers are present it shows that there is disorder within 
that data, i.e. multiple actions are taking place or more people are interacting.  
In this chapter the communications of two groups were analysed, with Group 4 being a low-
performance team and Group 6 being a high-performance team. The results of this analysis 
can be seen in the following figures. Although the method outlined above produces 
quantitative data in the form of entropy values, the results will be analysed qualitatively; 
highlighting regions of high and low entropy, patterns in the entropy process data, and 
patterns in the entropy interaction data. 
6.4.1 Coherence 
By removing the smoothing algorithm from the data and overlaying the common code data 
onto the raw entropy team process graphs, the results in Figure 119 provide a more detailed 
analysis. This figure shows the raw entropy team process values for groups 4 and 6 for each 
of the three conditions, with the overlaid common code data series. Group 4 results can be 
seen in the first column and Group 6 can be seen in the second column. Each row refers to the 
condition, i.e. row 1 is the raw entropy team process values for groups 4 and 6 in condition 2. 
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First, it is clear to see that the processes and raw values are almost identical in the first 8 
windows for group 4 in both condition 2 and condition 3, where only the information 
exchange process was taking place. condition 3 shows a similar pattern, but with the focus 
primarily on information exchange and then knowledge sharing. After the first 8 windows, the 
focus shifts to information exchange and knowledge sharing in condition 2, where in 
condition 3 after the 8th window the focus is on solution generation. There is one trough in 
condition 2 which is due to a shift in process focus to knowledge sharing. In condition 3 there 
are two troughs in the graph, the first is due to a focus on non-task relevant and knowledge 
sharing where the second is due to a focus on knowledge sharing and information exchange.  
For Group 6 there are many more peaks and troughs throughout the conditions showing more 
variance in the processes taking place. However, due to the common code data we can see 
what those process are. In condition 2, the process focus shifts from non-task relevant 
communications to information exchange and solution option generation, back to non-task 
relevant communications and ends with information exchange and knowledge sharing. Yet, 
due to the high entropy a number of other processes were also taking place during this time 
such as solution option generation and process and plan regulation. condition 3 also starts and 
ends with non-task relevant communications however, focuses on solution option generation, 
information exchange and process and plan regulation for the majority of the task with 
sharing knowledge taking over near the end of the task. Condition 3 shows a stark difference 
in focus of processes compared to condition 2 and 3. In the first 10 windows, the main focus 
is on information sharing, after this point the most prevalent process is non-task relevant 
communications, with this being the only process taking place in the last 7 windows. 
However, the secondary processes in the latter half of the graph go from solution option 
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generation and then to evaluation and negotiation of alternatives. The secondary processes in 
the beginning of the task focused on solution option generation.  
  
Figure 119 - Raw entropy team process values for groups 4 and 6 for each of the three conditions, 
with the overlaid common code data series 
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Figure 120 shows the same results as above with coloured regions representing the most 
common process taking place at that time. This figure shows the raw entropy team process 
values for groups 4 and 6 for each of the three conditions, with the overlaid common code 
data series and coloured regions representing the most common process code. The moment a 
characteristic was identified by the group is also presented. Group 4 results can be seen in the 
first column and Group 6 can be seen in the second column. Each row refers to the condition, 
i.e. row 1 is the raw entropy team process values for groups 4 and 6 in condition 2. 
These graphs show that in conditions 1 and 2 group 4 focus first on exchanging information 
and then share knowledge. Apart from some non-task relevant communications at the end of 
condition 3, the group primarily sticks to these two processes. In comparison, group 6 focuses 
on different processes throughout condition 2 and 3, but the pattern is similar in both. Group 6 
starts with some non-task relevant communications, moves onto solution option generation 
and then exchanges information. Group 6 only share knowledge after the first two 
characteristics were identified in both condition 2 and condition 3. After they share 
knowledge, information is exchanged and some non-task relevant communication takes place. 
However, looking at the secondary process, the second most common, the graph shows that 
after knowledge sharing and the second phase of information exchange, the group starts to 
generate solutions again.  
Condition 3 for both groups showed a different pattern of processes. Group 4 still starts with 
information exchange, however skips the knowledge sharing process as seen in condition 2 
and 2 and begins to generate solutions and in this time identifying one of the characteristics. 
Group 6 start with a focus on information exchange, different to condition 2 and 3, and then 
becomes more and more focused on non-task relevant communication. However, as the 
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Figure 120 - Raw entropy team process values for groups 4 and 6 for each of the three conditions, 
with the overlaid common code data series and coloured regions representing the most common 
process code. The moment a characteristic was identified is also shown. 
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The graphs in Figure 121 show each of the results split into 5 sections, the percentage of each 
of the processes which occur during that section is represented by a stacked bar. This figure 
shows the raw entropy team process values for groups 4 and 6 for each of the three 
conditions, with the overlaid common code data series and stacked bars showing the 
distribution of processes. The moment a characteristic was identified is also shown.  
In the first section of the Group 4 in condition 2 graph (top left) there are 5 results, equating to 
a possible 30 code occurrences (6 possible codes over 5 windows). As the red “knowledge 
sharing” code occurred once and black “information exchange” code occurred 29 times, the 
stacked bar shows 3.3% red and 96.7% back. This representation of the code occurrences 
gives a more comprehensive account of the processes taking place during the task. For 
example, in Figure 120 - Raw entropy team process values for groups 4 and 6 for each of the 
three conditions, with the overlaid common code data series and coloured regions 
representing the most common process code. The moment a characteristic was identified is 
also shown., the Group 6 in Condition 3 graph (bottom right) the results imply that the group 
was off task for the majority of the condition, however they were still able to identify all 3 
characteristics. The same graph Figure 121 shows that although there was a large amount of 
non-task relevant communication, there was also solution option generation and information 
exchange occurring. The stacked bars also show that Group 4 did in fact take part in solution 
option generation in both condition 2 and condition 3, however comparing the two groups 
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Figure 121 - Raw entropy team process values for groups 4 and 6 for each of the three conditions, 
with the overlaid common code data series and stacked bars showing the distribution of processes. 
The moment a characteristic was identified is also shown. 
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Taking the same section data used in Figure 121, the processes were split between taskwork 
and teamwork. Task work processes were characterised by processes that did not require a 
response from another team member where team work required a response. Non-task relevant 
communication, solution option generation and information exchange were classed as task-
work where sharing knowledge, process plan and regulation and evaluation and negotiation of 
alternatives were classed as teamwork. The number of times these codes occurred are 
presented as a percentage for each of the sections in Figure 122, with the orange bar 
representing taskwork and the black bar representing teamwork. The results show that in 
condition 2 and 3 group 4 carried out more teamwork processes compared to group 6 and 
carried out more teamwork in condition 3 compared to condition 2. The distribution of 





Figure 122 – Amount of teamwork processes compared to taskwork processes per region for 




To provide a more detailed analysis of the entropy interaction data, the smoothing algorithm 
is again removed, and the common code data is overlaid onto the raw entropy team process 
graphs. These results can be seen in Figure 123. This figure shows the raw entropy interaction 
values for groups 4 and 6 for each of the three conditions, with the overlaid common code 
data series. Group 4 results can be seen in the first column and Group 6 can be seen in the 
second column. Each row refers to the condition, i.e. row 1 is the raw entropy interaction 
values for groups 4 and 6 in condition 2.  
For group 4 it can be seen in all conditions that participant 1 and participant 2 interacted the 
most, with participant 1 being the main communicator. Participant 1 is involved in each of the 
troughs in the data, with participant 3 being the least involved in each of the tasks. Group 6 
however had more variance in the communication and no main communicator can be 
identified. Troughs show different team members taking the role of main communicator in 





Figure 123 - Raw entropy interaction values for groups 4 and 6 for each of the three conditions, with 




This chapter has shown that by analysing transcript data of team communications it is 
possible to identify patterns of team behaviour, both in terms of the processes that take place 
and the interactions between team members. The results suggest that high performing teams 
focus on task work while they have the confidence to generate solutions on their own, 
however once the task becomes difficult the team shifts to teamwork to solve the problem 
together. The first two conditions of the task were new to the teams and so one can assume 
that they were perceived as difficult, an assumption backed up by the performance results and 
process behaviour in condition 3. The high-performance team was able to identify all three 
characteristics well within the task time limit even though the main focus of the team was on 
non-task relevant communication. This suggests that the team was off topic and therefore 
should not have been able to generate solutions, however the less common processes indicate 
that in the background solution option generation was taking place. In conditions 1 and 2 the 
high-performance team only shared knowledge after the first two characteristics were 
identified and didn’t exchange information until after they had first provided solution options, 
an independent process. As the results in Chapter 4 show, groups found it difficult to identify 
the third characteristic in the task in all conditions, and once the first two were identified the 
high-performance team switched to teamworking. The results in Chapter 4 also identified a 
learning effect between the first and third condition which was interrupted by condition 3, 
suggesting that teams found condition 3 easier than the other two. As the high performing 
team found condition 3 easier, identifying all three characteristics, there was no evidence of 
teamworking as the group worked independently to complete the task. As the task was 
complete the focus towards non-task relevant communication after the third characteristic was 
identified is understandable. 
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The theory here is that when teams find a task difficult, they will focus on teamwork and 
when it is easier the focus is on taskwork. As the other group analysed in this chapter was a 
low-performing team, the process behaviour exhibited by this team provides evidence for this 
theory. The team clearly found the task difficult (otherwise they would have performed better) 
and the process behaviour shows a focus on teamworking; sharing knowledge and 
information exchange for both condition 2 and condition 3. However, due to the learning 
effect and the third condition being perceived as easier, they exhibited less teamwork 
behaviour and during this time was able to identify a characteristic. 
The interaction results can also provide some insight into how the teams worked and how this 
may have affected the performance of the teams. For example, the high-performing team had 
consistently high interaction throughout the tasks with all team members contributing to the 
task at hand. However, in the low-performing team there was once participant in particular 
that communicated a lot and another that communicated very little in each of the three 
conditions. This could explain the low performance in condition 3 and the increase in 
performance in condition 3. As the information needed was distributed in condition 3, the 
teams needed to either share what they knew so that other team members could use the 
knowledge or provide solution options based on what they knew. With only on participant 
doing so, it would have been difficult for the team to complete the task. In condition 3 
however, all participants had this information and so there was no requirement for 
teamworking. As the condition was perceived as easier, this explains why the team was able 
to provide solution options and identify a characteristic. 
Theories of team SA suggest that through the process if sharing, team SA will increase and 
therefore so will the performance of the team. However, the results of this chapter show that 
simply sharing does not equate to high performance and it is important how that team is 
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contributing to the team effort. High performance in this chapter was associated with 
taskwork, where participants worked independently until they found the task difficult. When 
the task was perceived to be difficult the team switched to a focus on teamwork. Sharing here 
only occurred when participants had exhausted their own capabilities in the task, however the 
sharing did not always result in an increase in performance. The results of this chapter suggest 
that high performing individuals will focus on task work while low performing teams will 
focus on teamworking, with team working consisting of sharing information and knowledge. 
If this behaviour is translated into the definitions of team SA, one can posit that low 
performing teams exhibit Endsleys team SA and high-performance teams exhibit DSA. But 
there is more, teams are dynamic, they switch between teamwork and taskwork depending on 
the difficulty of the situation. Therefore, a better translation would be, when teams find a task 
difficult they exhibit Endsleys team SA and when they find it easier they exhibit DSA. 
6.6 METHOD CRITIQUE 
Three different ways of presenting the order and disorder within a team have been provided. 
Using the original transcript codes, it was possible to display which of the team processes 
were taking place and their prevalence throughout the task. This display of team processes 
made it possible to identify patterns of team behaviour and when a team was focussing on 
teamwork or taskwork. However, it can be easy to glance at the graphs and make assumptions 
of performance, for example, in condition 3 it appears that group 6 is not working on the task 
as the colour of the markers are mainly yellow, representing non-task relevant 
communication, yet the team did identify all three characteristics and was once of the highest 
performing teams in the experiment. This case shows that it is not just the most common team 
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process that is important, and that the other less common processes can provide information 
into how a team is operating. 
6.7 SUMMARY 
The work in this chapter used the communication transcripts from the experiment in Chapter 
4. The content of the transcripts was used to extract the occurrence of team processes, and the 
level of order and disorder of these processes was calculated. Several displays of the team 
processes were presented and the relationship between team processes, taskwork and 
teamwork and situation awareness were discussed. The next chapter ties together the findings 
from Chapters 3 to 6 and discusses their relation to the theories of situation awareness. The 
benefits and limitations of the methods employed in this thesis are also discussed along with 
examples of how the methods and their resulting outputs could be integrated into real word 
user interfaces.  
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CHAPTER 7 DISCUSSION 
7.1 INTRODUCTION 
This thesis has focussed on two main topics; the use of agent-based modelling to simulate and 
analyse situation awareness in teams, and evaluating situation awareness in teams based on 
team processes. The former was first done by creating a model of the operations room on 
HMS Dryad in Chapter 3 and the results of this were presented in such a way that the 
knowledge of the agents at the time critical decisions were made in the model was made 
visible using concept maps. To understand team behaviours in the real world, an experiment 
which explored the team behaviours during a collaborative problem-solving task was carried 
out in Chapter 4. The content of the communication transcripts was analysed to extract the 
knowledge of the participants in order to create concept maps at regular intervals over the 
task. Another agent based model was then created based on the experimental task and results 
in Chapter 5 and the results of which were also used to create concept maps at regular 
intervals over the simulated task in Chapter 5. The second main topic was addressed in 
Chapter 6 where the communication transcripts were used and analysed in terms of team 
processes. The results of which were presented as entropy values over a sliding window, team 
processes variety and the percentage of teamwork and taskwork processes were also 
presented.  
A discussion of how the results of this work relates to the research questions outlined in 
Chapter 1 and the literature in Chapter 2 will now be presented. The use of agent-based 
modelling in research, the method of using entropy to analyse team situation awareness and 
future directions of the research will be discussed after. 
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7.2 RESEARCH QUESTIONS 
7.2.1 Question 1: How can the use of agent-based modelling help explore humanlike 
behaviours and the distribution of knowledge throughout a system?  
The work in Chapter 3 and Chapter 5 provide the approaches to developing agent-based 
models, the first based on a case study from the literature and the second from the experiment 
carried out in Chapter 4. The results generated from the model in Chapter 3 were presented 
using concept maps, showing the knowledge held by each of the team members within the 
task. By visually presenting knowledge of the agents via the use of concept maps, it was 
easier to understand how the information was stored and transferred throughout the system 
during the task. Information received, used and shared by the agents which was relevant to 
their own task could also be identified through the use of the concept maps. An interesting 
result from this chapter was that the concepts maps were able to show that at the time of 
decision making it was not important for all agents to have the same information and that 
when information is not shared the team performed better and with greater accuracy than 
when there was a focus on information sharing.  
The concept maps produced in Chapter 5, from the agent-based model of the experiment 
conducted in Chapter 4, were able to show how information was spread around the team when 
certain ways of working were employed. When agents were expected to share, and therefore 
focus on teamwork, information was duplicated throughout the system, that is information 
was ‘known’ by more than one agent. When agents were encouraged to focus on task work, 
with a limit on information sharing, the amount of information was distributed throughout the 
team, that is there was very little duplication in information. This results from this chapter 
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were comparable to the results from chapter 5, where performance was higher when the teams 
did not share as often.  
The agent-based modelling in this thesis has allowed for human-like behaviours to be 
modelled, including communication, interactions and information storing. The agent-based 
modelling has also allowed the flow of information to be manipulated and the results of that 
to be presented. Due to the direct access to the model code it is possible to record what the 
agents know and present this knowledge in the form of concept maps. These concept maps 
visually represent how the knowledge of the system is organised at any point during the task. 
The concept maps produced in Chapter 3 show how the information was distributed 
throughout the system at the time of a decision being made by the key decision maker in that 
task, where the concept maps produced in Chapter 4 and Chapter 5 show concept maps 
created at regular intervals throughout the task. Each version of this information organisation 
provides different avenues for data analysis and interpretation and the use of agent-based 
modelling allows for many more versions to be created depending on the task, situation and 
system composition. 
7.2.2 Question 2: How can the analysis of communication give insight into team 
situation awareness and team behaviour? 
The organisation of team actions, described as processes in this thesis, were identified by 
coding the transcripts from the experiment in Chapter 4. To provide a measure of the temporal 
aspects of team situation awareness, the coded data was analysed by taking a sliding window 
of the coded results and calculating the entropy of that data, i.e. the level of order within that 
window in Chapter 6. The results showed that teams exhibited different types of situation 
awareness depending on the situation and task difficulty. This was done by visually showing 
the levels of process disorder within the team, along with which processes are being focused 
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on and the proportion of teamwork against taskwork. An analysis of these results in terms of 
situation awareness were consistent with the results from Chapters 3, 4 and 5. Analysing 
situation awareness in terms of processes also showed that teams who perform well did not 
focus on teamwork as much as teams who performed poorly and it was during task work 
when performance was highest (in the case of the task in Chapter 4, when characteristics were 
identified). 
Analysing communications in this way revealed that the type of situation awareness can be 
identified, and each type has different behaviours associated with them. When teams are 
undertaking teamwork, they exhibit shared situation awareness and when they focus on task 
work they exhibit distributed situation awareness. Patterns in the team processes showed that 
teams tend have distributed situation awareness up until they find the task difficult to 
complete independently.  
7.2.3 Understanding SA in teams 
Current theories and approaches to understanding situation awareness in teams tend to focus 
on either the distributed nature of cognition (Stanton et al., 2006) or the summation of 
individual levels of situation awareness (Endsley, 1995a). What the results in this thesis have 
shown is that teams switch between these two approaches depending on the situation, the 
shared goal and perceived task difficulty. When individuals are confident enough to complete 
a task individually they will exhibit distributed situation awareness, when a task becomes 
difficult or the team members are not able to complete the task independently they shift to 
over to exhibiting shared situation awareness, where the focus is on sharing knowledge about 
the situation and reaching a common ground. Through the communication analysis used in the 
thesis it is possible to see when these shifts occur (Chapter 6 presenting team process entropy 
and the levels of teamwork compared to taskwork) and it is also possible to see what 
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knowledge is known, or more importantly what knowledge is missing (through concept 
maps). The analysis therefore is not so much a measure of the level SA within the team, but 
more which type of SA the team is exhibiting and what that means in the context of the 
current task. This team behaviour was seen during the task in Chapter 4, notably between 
conditions 2 and 3 with the high-performance team 6. The team first focussed on taskwork in 
the beginning and when the task became difficult and they realised they required more 
information than what the displays were providing them they shifted to teamwork and 
exhibited shared situation awareness. As the information required to complete the task was 
split between the three team members it was very difficult for the team to have completed the 
task independently without interacting with each other and sharing information about their 
current tasks. However, in the third task each participant had all the information needed 
supplied to them through the displays and it is possible for the task to be completed 
independently by any of the participants. The results showed that in this 3rd condition when it 
was easier to complete the task independently, very little teamwork took place and the team 
mostly exhibited distributed situation awareness. Therefore, it is important to understand the 
roles within a team and expected level of interaction and ‘common ground’ required to 
complete a task. Once this is known, differences between the exhibited behaviour and 
expected behaviour can be identified using the analysis methods presented in this thesis. 
7.3 USING AGENT BASED MODELLING IN RESEARCH 
7.3.1 Benefits of using Agent Based Modelling 
Agent Based Modelling has a number of benefits in terms of experimental design and process. 
First of all the number of trials that can be run and the number of ‘participants’ used is 
essentially infinite, however you still have to wait for the models to complete their 
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simulations. For example, in Chapter 4 there were initially 21 participants used in the 
experiment, of those 21 each were put into groups of 3. This meant that 9 sets of data were 
produced and due to the poor quality of one of those sets of data, only 8 sets of results were 
viable. Using the grouped participants, each trial took approximately 1 hour, including the 
explanation of the experiment and any questions. Therefore, it took 9 hours, to get 8 useable 
data sets. This time does not include the experimental set up within the laboratory, nor the 
time taken to develop participant information documentation another ‘behind the scenes’ 
actions required to carry out an experiment. In comparison, the time taken run 100 trials and 
therefore obtain 100 usable datasets from the agent-based model created in Chapter 5, was 20 
minutes. Clearly, once the model has been created the number of results generated and the 
time taken to do so is significantly less than in the real world. Another benefit is that not only 
were 100 datasets obtained, 300 individual simulated participants were also ‘recruited’ in the 
model. To obtain the same amount of data, and even if it were possible to recruit 300 
participants in the real world, it would have taken 300 hours to conduct the wold experiment. 
Even working not stop over a 40 hour week, with no breaks, this would have taken 7 and a 
half weeks to complete. It is not uncommon for research trials to take weeks, months or even 
years to complete but with the use of agent based modelling this time can be reduced 
dramatically allowing for other research to be carried out. With many research projects having 
strict deadlines, the use of agent based modelling can provide more data faster. 
Another benefit of using agent based modelling is when the experimental design needs to be 
modified. Due to time not being a major factor in running the trials of an agent based model, 
many iterations of the experiment can be conducted without the need to call participants back 
or recruit more to redo the experiment. Extensions to projects are not required and a much 
richer data set can be obtained. 
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Agent based models also allow for ethically immoral situation or conditions to take place and 
agents within the model can be pushed to breaking point. For example, agent workload can be 
much higher than would be used with human participants and there is no such thing as fatigue 
or participant mortality, although it is possible to code this into the models. Agents can be put 
through an excessive number of trials with no negative consequences and can be expected to 
‘work’ for much longer than would be perceivable with human participants, with zero 
participant mortality Agents are also coded to follow the rules and stick to the processes 
outlined in the model and will not deviate from these rules, unless the model was coded in 
such a way which allowed for this to happen.  
In relation to the work in this thesis, the main benefit of using agent-based modelling is that 
the knowledge of agents and information within the system is directly accessible. There is no 
need to interrupt the agents and there is no risk of subjective self-reporting. The results of the 
models also allow for data to be recorded throughout the task and therefore the temporal 
aspects of the system can be analysed. With “knowledge objects” within the system being an 
important aspect of DSA (Stanton et al., 2006), the use of agent-based modelling allows for 
these knowledge objects to be captured. 
7.3.2 Limitations using Agent Based Modelling 
Although there are many benefits to using agent based modelling, as outlined above, it would 
be remis to exclude the limitations of the approach. First of all it has been argued that it does 
not represent the real word and humans are more complex than the simplified agent based 
model. It is important to design models in such a way that it is clear what is being modelled 
and what is being observed. 
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Another limitation is the time taken to develop the model. Complexity of the model itself and 
the skill level of the modeller are both factors in how long it will take to develop the model. 
However, once the individual is capable of coding, the time taken reduces dramatically.  
As previously mentioned one of the benefits of using agent-based modelling is that agents 
will follow the rules and processes outlined by the model designer. This does have some 
drawbacks, too many constraints on the agents restricts the amount of emergent properties to 
emerge and the risk of developing more of an animation rather than a simulation is increased. 
7.4 ENTROPY AS A MEASURE OF TEAM ACTIVITY 
7.4.1 Benefits of using entropy as a measure of team activity 
Analysing a team in terms of the entropy of team processes using communication transcripts 
provides a method that is not intrusive to the task being analysed. Many of the current SA 
measurement techniques are criticised for intruding on the task and disrupting or biasing the 
results. The method used in this thesis allows for a team to be assessed over time without the 
need to stop the task to gather data or question the team members themselves. This also 
eliminates the reliance of self or observer rating, which has also received much criticism.  
As the method focuses on the actions and processes taking place during the task, it provides a 
visual representation of the dynamic nature of team behaviour and how this behaviour 
changing over time during a collaborative problem-solving task. This visual representation 
can be analysed to identify trends and patterns of team behaviour. 
The outputs and data analysed in Chapter 6 are from a post hoc analysis of transcript 
communication data obtained during the experiment in Chapter 4. However, current 
technologies could allow for this analysis to be automated. Simple speech recognition and 
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machine learning algorithms in conjunction with natural language processing could provide a 
real-time and automated analysis. Unfortunately, due to the time limitations of the project this 
avenue of research was not explored in detail. 
7.4.2 Limitations of using entropy as a measure of team activity 
Although the method of using entropy outlined in this thesis had been able to produce an 
analysis which solves some of the problems highlighted with current methodologies, there are 
aa number of limitations which need to be discussed. First of all, an understanding of the 
colours and codes is required to effectively analyse the results. In Chapter 6 only 6 codes were 
used and remembering what those codes were and the colours associated to them did not take 
a long time to do. However, increasing the number of codes, and therefore increasing the 
number of colours, could make it difficult for the analyst. If the codes were modified or 
several different sets were employed, this again could make the processes of analysing more 
difficult. The suggestion here would be to keep the codes to a minimum, and when the codes 
have been chosen not to change them once the displays are being used in situ.  
Another limitation of the method is that it is only the comments which are coded, and 
therefore does not necessarily show the passage complete of time or show lulls in 
communication when nothing is being said. Although in the task analysed in Chapter 4 it was 
necessary to communicate to other team members (in condition 3) to share knowledge about 
the distributed information and the observer (for feedback on performance) and the lulls in 
communication was not so critical. What was being said when it was being said was of 
interest, rather than how often team members were communicating over the task. A substitute 
for this missing element in this case could be the number of comments made, as each task had 
the same time limit. It is suggested that when using this method in the future, an additional 
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code should be used to identify when nothing is being said, which would further help to 
identify when team members are focusing on individual task work. 
7.5 INTEGRATING THE ENTROPY OUTPUTS INTO A DISPLAY 
To show how the results from Chapter 6 can be integrated into a display which could be used 
in an industry control or operations room. Examples of how the outputs could be integrated 
into a display are shown in Figure 124, Figure 125 & Figure 126. Each of the displays have a 
set of checkboxes which would allow the user to select which teams to be viewed, if analysis 
is for the current or previous task and what version of the analysis is displayed. Figure 124 
shows the output for Team 4 and Team 6 during the “Current Task”, which was condition 3 in 
the experiment in Chapter 4. The outputs show the raw entropy output, each of the processes 
taking place for each entropy value, the stacked percentage of processes and the comparison 
of teamwork and task work processes. Figure 125 – An example interface for Team 6 only 
during the “Current Task”, which was condition 3 and “Previous Task”, which was condition 
3, from the experiment in Chapter 4 
 shows the output for Team 6 only during the “Current Task”, which was condition 3 and 
“Previous Task”, which was condition 3, from the experiment in Chapter 4. The outputs again 
show the raw entropy output, each of the processes taking place for each entropy value, the 
stacked percentage of processes and the comparison of teamwork and task work processes. 
Figure 126 shows the output for Team 4 only during the “Current Task”, which was condition 
3 and “Previous Task”, which was condition 3, from the experiment in Chapter 4. The outputs 
show the raw entropy output, the most common process taking place for each entropy value, 




Even with these simple examples, it is clear to see how these outputs could be used to track, 
compare and analyse team behaviour. Figure 124 and Figure 126 all the user to compare one 
team over two different tasks, where Figure 125 – An example interface for Team 6 only 
during the “Current Task”, which was condition 3 and “Previous Task”, which was condition 
3, from the experiment in Chapter 4 
 allows the user to compare two teams during the same task. All displays allow for the 
customisation of how the information is displayed to the user by simply deselecting or 
selecting a checkbox on the screen. 
The purpose of these outputs are so that key decision makers can make changes to team 
dynamics or processes based on their expertise of how the team should be behaving. The 
outputs could be used after training sessions or missions to analyse how the teams responded 
to situations, as the outputs use communication data it is easy to trace back to what was being 
discussed at points of interest. Knowing that each situation is different and requires different 
processes and procedures to be followed a benchmark could be set by producing outputs of 
how a team “should” act during a given situation, this could be taken from training sessions or 
simulations. Following missions could then be compared against that benchmark to evaluate 









Figure 125 – An example interface for Team 6 only during the “Current Task”, which was condition 3 and “Previous Task”, which 





Figure 126 – An example interface for Team 4 only during the “Current Task”, which was condition 3 and “Previous Task”, which 
was condition 3, from the experiment in Chapter 4 
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The display examples discussed above have used the post hoc analysis of the teams during a 
task. As mentioned earlier, it would be possible to automate the analysis procedure and 
display the analysis in real-time using speech recognition and machine learning algorithms in 
conjunction with natural language processing. With a real-time output, an overseer of the 
group, e.g. captain or PWO within a naval operations room, can use the outputs to track team 
behaviour against the expected norm and intervene during the task. These interventions from 
the overseer will inherently change the actions of the team and this will be shown in the 
following results.  
7.6 CONTRIBUTIONS OF THE RESEARCH 
The work in this thesis has provided several contributions to the research community. First, a 
visual output of the changes and development of team SA over time is presented. This output 
allows for the identification of team behaviour patterns and trends in one self-contained 
output.  
The use of entropy to show the changes in team processes also identifies the type of team SA 
being exhibited. The results of this thesis has shown that teams exhibit both shared situation 
awareness and distributed situation, depending on the situation. While teams focus on sharing 
of knowledge and teamwork, they exhibit shared SA and when they focus on independent 
working and on taskwork they exhibit distributed SA. The results suggest that when tasks are 
‘easy’ or participants are confident they work independently, their SA is distributed and when 
tasks are ‘difficult’ or participants lack confidence in their ability or knowledge of the 
situation they work as a team, their SA is shared. It is due to the temporal aspects of the 
entropy outputs, that it was possible to identify this dynamic nature of team SA. 
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The research in this thesis has also shown that the use of Agent Based Modelling is a useful 
method for analysing team behaviour and the distribution of knowledge throughout a system. 
Concept maps which display the results of Agent Based Modelling simulations gives insight 
into how knowledge is distributed throughout a system and can help identify where 
knowledge is duplicated or missing. 
7.7 FUTURE RESEARCH 
The methods used in this thesis are in their infancy, especially the use of entropy to analyse 
situation awareness in teams. Future research is needed to validate and verify the method and 
it is suggested that a number of experiments should carried out with varying team sizes, tasks, 
situations and team roles.  
A future project could implement the suggested automation of the entropy method using 
speech recognition and machine learning algorithms and research how the automated displays 
could be used in real-time. 
The behaviour and process patterns in this thesis were identified qualitatively. A future 
project could include a quantitative analysis of the results to determine patterns which could 
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• “Provides a structured approach 
for identifying the situation 
awareness requirements 
associated with a particular task 
or scenario” (Stanton et al., 
2013)  
• Tells us what each of the 
individuals need to know during 
the task (Stanton et al., 2013) 
and how the information is 
combined to address each 
decision made (Endsley, 2000)  
• The technique is generic and can 
be applied to many domains 
(Stanton et al., 2013) 
• The technique strives to be 
technology free, with Endsley 
(2000) seeing the potential for 
obtaining the information 
through system displays. 
• Very time consuming due to the 
interviews and task analyses 
required (Stanton et al., 2013)  
• Requires access to many subject 
matter experts (Stanton et al., 
2013)  
• Analysts require an in-depth 
understanding of situation 
awareness (Stanton et al., 2013) 
• May suffer issues with subject 
matter experts self-rating their 
own situation awareness under a 
hypothetical task during 
interviews. Results may be 




Freeze-probe Individual Concurrent SAGAT Endsley (1988) 
• Provides direct measurement of 
individual situation awareness 
(Salmon et al., 2006; Stanton et 
al., 2013) 
• Removes the need to collect data 
post-trial (Salmon et al., 2006; 
Stanton et al., 2013) 
• Not applicable to ‘in the field’ 
measurements – one cannot 
freeze the real-world (Salmon et 
al., 2006; Stanton et al., 2013) 
• Intrusion upon the primary task 
may interfere with performance 
and SA itself (Salmon et al., 2006; 















Individual Concurrent SAGAT-TRACON 
Endsley & Kiris 
(1995) 
• Most used methods – allows for 
direct comparison to other 
studies and is recognisable to 
researchers and practitioners 
(Salmon et al., 2006) 
• Freeze-probe techniques are the 
most successful, SAGAT in 
particular, and therefore has 
many validation studies to draw 
from (Salmon et al., 2006; 
Stanton et al., 2013) 
• Can be applied in a variety of 
domains (Salmon et al., 2006; 
Stanton et al., 2013) 
• Situation awareness is rated 
using subject matter expertise 
and so removes the problem 
with subjective situation 
awareness found with methods 
that require self-rating (Salmon 
et al., 2006) 
• Evidence suggests that SAGAT is 
a valid metric of SA (Jones and 
Kaber, 2004) 
• Does not take into account the 
ability to achieve high SA without 
first achieving lower levels of SA 
(e.g. perception) (Salmon, 2008) 
• The process of SA is not 
measured, only what the 
individual has access to within 
the environment (Salmon, 2008) 
• The technique assumes that 
‘awareness’ of more elements 
implies higher SA and could 
dismiss higher levels of situation 
awareness where elements are 
used as memory aids, and are 
not made aware of at all times 
(Salmon, 2008; Stanton et al., 
2013) 
• Assumes that SA is a sum of parts 
and does not allow for mapping 
between SA elements. Ignores 
the relationships between 
concepts (Salmon, 2008) 
• Requires task and system 
simulation hardware which is 
costly (Stanton et al., 2013) 
• Probes direct individuals to SA 
elements, potentially biasing the 
results (Stanton et al., 2013) 
• SA is defined beforehand and 
then individuals measured 
against that definition, in the 
real-world it is not possible to 
know beforehand what SA 
should comprise of (Stanton et 
al., 2013) 




Individual Concurrent SALSA 
Hauss & Eyferth 
(2003) 
No Individual 



























requirements analysis, before 
the measurement can take place 
(Stanton et al., 2013) 
Real-time probe Individual Concurrent SPAM 
Durso, Hackworth, 
Truitt, Crutchfield, 
Nikolic &  
Manning (1999) 
• Reduced level of intrusiveness 
compared to the freeze-probe 
techniques (Salmon et al., 2006) 
• Can be applied to many domains 
(Key, 2016) 
• Allows for situation awareness to 
be compared across studies and 
conditions (Key, 2016) 
• Can be applied “in the field” as 
the need to freeze the task is not 
required (Salmon et al., 2006) 
• Removes the need to collect data 
post-trial (Salmon et al., 2006; 
Stanton et al., 2013) 
• Intrusion upon the primary task 
may interfere with performance 
and SA itself (Salmon et al., 2006) 
• Probes direct individuals to SA 
elements, potentially biasing the 
results (Salmon et al., 2006) 
• Generation of probes in real time 
may be too difficult in certain 
environments and may place 
pressure on subject matter 
experts (Salmon et al., 2006) – 
otherwise SA is defined 
beforehand and then individuals 
measured against that definition, 
in the real-world it is not possible 
to know beforehand what SA 
should comprise of (Stanton et 
al., 2013) 
• When assessing team situation 
awareness, numerous subject 
matter experts would be needed 





Individual Concurrent QUASA 





Individual Concurrent SASHA 





Individual, Team Concurrent IPTE 






process indices & 
observer rating 
Team Concurrent SAMTC 
Lampton, Riley, 
Kaber, Sheik-





Observer rating Individual Concurrent SAVANT Willems (2002) 
• Most used for “in-the-field” 
measurements as it can be used 
• Cannot guarantee that observers 


















Matthews & Beal 
(2002) 
for real world scenarios (Salmon 
et al., 2006; Stanton et al., 2013) 
• Non-intrusive (Salmon et al., 
2006; Stanton et al., 2013) 
construct of an individuals SA 
(Endsley, 1995b; Salmon et al., 
2006) 
• The act of observation may alter 
the individuals behaviour, they 
may operate “by-the-book” 
behaviours which exhibit high SA 
where in reality they have low SA 
(Salmon, 2008). This altered 
behaviour turn could bias the 
results (Salmon et al., 2006) 
• Subject matter experts are 
required multiple times, which 
could become problematic 
especially in the military domain 
(Salmon et al., 2006) 
• SA is defined beforehand and 
then individuals measured 
against that definition, in the 
real-world it is not possible to 
know beforehand what SA 
should comprise of (Stanton et 
al., 2013) 
• It could be very difficult to 
distinguish between different 
levels of SA across a team 
(Salmon, 2008) 
No Individual 
Individual Concurrent SASRF 




Force the user to 
ask 
Payne, Bettman & 
Johnson (1993) 
No Individual 









Gorman, Cooke &  
Winner (Gorman 

























Individual Concurrent RESA 
Wilson, Cordiner, 
Nichols, Norton, 
Bristol, Clarke & 
Roberts (2001) 
• Low cost due to not requiring 
specialised simulation hardware 
(Salmon et al., 2006) 
• Removes the need to collect data 
post-trial (Salmon et al., 2006; 
Stanton et al., 2013) 
• Non-intrusive to task 
performance (Salmon et al., 
2006) 
• Individuals are more prone to 
remembering periods when SA is 
high and may forget periods 
when SA is low (Salmon et al., 
2006) 
• SA ratings may be correlated 
with performance (Endsley, 
1995b) – individuals who 
No Individual 





















SAPS Deighton (1997) 
• Popular due to its simplicity and 
low amount of training needed 
(Salmon et al., 2006) 
• Generic and can be applied in 
many domains (Salmon et al., 
2006) 
• Ratings can be obtained from 
many individuals without the 
need for a large number of 
subject matter experts or 
hardware, and so is more 
applicable to measuring team 
situation awareness (Salmon et 
al., 2006) 
perform will automatically rate 
their SA as high  
• Individuals are prone to 
forgetting periods of the task 
when SA is low and vice versa 
(Salmon et al., 2006) 
• No method has been developed 
to measure team situation 
awareness 
• As measurement occurs at the 
end of the task, it is argued that 
individual SA is captured only 
then (Endsley, 1995b; Stanton et 
al., 2013) 
• Individuals may not be able to 
rate their own SA accurately 
(Endsley, 1995b) 
• The techniques do not give any 
insight into the process of 
achieving situation awareness, it 
only gives a rating on how the 
individual feels during the task 
(Salmon, 2008) 
• It is argued that due to the 
measurement being taken post-
task, that the scores represent 
working memory rather than 
situation awareness (Chowdhury, 
2014) 
• Subjective situation awareness 
measurement techniques have 
been criticised as a sufficient 
measure if situation awareness, 
it is argued that they provide an 
indication of the level confidence 
one has of their own situation 
awareness (Endsley, 1995a; 
No Individual 
Individual Post-hoc SARS 
Waag & Houck 
(1994) 
Bell & Wagg 
(1997) 
No Individual 
Individual Post-hoc CC-SART Taylor (1995) No 
Individual 
Post-hoc 
Individual Post-hoc SA-SWORD 






Individual Post-hoc MARS 





Individual Post-hoc PSAQ 
Strater, Endsley, 





Individual Concurrent LETSSA 
Rose, Bearman & 
Dorrian (2018) 
No Individual 
Individual, Team Post-hoc SART Taylor (1990) No Post-hoc 
Individual, Team Post-hoc FASA ESSAI (2001) No Post-hoc 





























Endsley et al., 1998; Jones and 
Endsley, 2004), rather than the 
product or process of achieving 





WOMBAT Roscoe (1993) 
• Simplistic to measure (Salmon et 
al., 2006; Stanton et al., 2013) 
• Non-intrusive (Salmon et al., 
2006; Stanton et al., 2013) 
• Can be used as a “back-up” to 
other SA measures (Salmon et 
al., 2006; Stanton et al., 2013) 
• Provides an objective measure of 
SA 
• Assumes that efficient 
performance is a result of 
efficient SA and vice versa 




























Individual Concurrent Eye-tracker - 
• The use of VPA can detect the 
type of situation awareness 
within groups (Walker et al., 
2008b) 
• Communication analysis could be 
used to predict team situation 
awareness (Foltz et al., 2017) 
• Other than eye tracking 
equipment, they are low cost, 
easy to administer and 
unobtrusive 
• The use of VPA may not be able 
to detect changes in situation 
awareness quality (Walker et al., 
2008b) 
• Communication analysis may be 
less practical and viable in time-
pressured, fast-paced operations 
due to time constraints and 
technological limitations (Foltz et 
al., 2017) 
• It is difficult to use eye tracking 
cannot be used in the field with 
current technologies, although 
emerging technologies may 
make this more possible (google 
glasses?) 
No Individual 




























Endsley & Jones 
(1997) 
• Eye tracking technology can be 
temperamental and requires 
lengthy analysis time (Salmon et 
al., 2006) 
• Fixation on an element does not 
necessarily mean that it has been 
perceived (Salmon et al., 2006) 
• Process indices do not give 
information about the product of 















Walker & Young 
(2006) 
• Does not require scenario 
freezes or probes  
• Does not require observer 
ratings  
• The measures can be analysed 
statistically and visually (Key, 
2016) 
• Can be applied to many domains 
(Key, 2016) 
• Proposition networks have been 
shown to applicable to various 
domains (Salmon et al., 2017; 
Stanton and Walker, 2011; 
Walker et al., 2013)  
• Links between knowledge 
objects are specified within the 
proposition networks (Stanton et 
al., 2013) 
• May have difficulties identifying 
knowledge used but not openly 
expressed (Key, 2016) 
• The data used to construct the 
network is subjective, it could 
potentially be prone to error or 
may lack relevant content (Key, 
2016) 
• CDM data is prone to problems 
with memory degradation as it is 
carried out post task (Key, 2016) 
• Without accepted and commonly 
used software support, the 
network generation can be 
highly subjective and resource 




















Yim, Bin, Lee & 
Seong (2014) 
• Does not require the use of 
subject matter experts – saves 
time and the problems that 
occur with subjective 
• Still a lot of scepticism in using 
probability to measure human 


















Yim & Seong 
(2016) 
assessments of situation 
awareness 
• Visual representation of situation 
awareness flow 
• Provides a quantitative measure 
of SA  
• Non-intrusive  
• Provides results in real-time 
• Currently a prototype and so 
requires more verification and 
validation  
• Bayesian inference cannot reflect 
rapid changes in mental status 
which occurs in rapidly changing 






Appendix B – Comparason of alternative ABM packages 
BEHAVIOUR COMPOSER  
Behaviour Composer is a web-based tool developed by Oxford University and is based on the 
NetLogo (Web) package (Kahn, 2007). The package has a set of prototype agents which have 
scheduler conditions and actions defined by commands. The package does not require the user 
to produce text based code, although the background NetLogo code is accessible if need be. 
The package uses a library of generic micro-behaviours, blocks of NetLogo code, which are 
designed to be customised and modified and are organised into a range of categories: “initial 
position and state, movement, appearance, attribute maintenance, reproduction, death, and 
social networks” (Kahn, 2007). The micro-behaviours are not analogous to functions within 
programming languages, they are fragments of code which are assigned to agents or the 
observer and run as independent processes which are not limited to execution order (Kahn, 
2007). Figure 127shows an example of the Behaviour Composer interface with the sample 
model “Simple Swarming Model” loaded from the inbuilt library. The interface in this view 
shows which micro-behaviours are assigned to the agents, in this case fish & informed fish, 
and the observer options. Figure 128 shows how this agent composition is translated into a 
visual model of fish swimming in a swarm based on the proximity to other fish and the 




Figure 127 – Behaviour Composer: Compose View 
Figure 128 – Behaviour Composer: Run View 
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The package has a comprehensive library of sample models and tutorials for getting up to 
speed with creating agent based models, requires no programming experience and has a clean 
and simple user interface. It is a higher-level version of the NetLogo package, which can be 
accessed through a browser, negating the need to download any software files. The user does 
need to learn what is meant by a prototype and what all the micro-behaviours are, their 
association to the agents and how to build up a desired model however, for a beginner 
Behaviour Composter provides a powerful ABM package without compromising time and 
effort in learning a new coding language. 
SCRATCH  
Scratch is an online and downloadable visual programming package created by the MIT 
Media Lab targeted primarily at children. The drag and drop interactive interface allows for 
very quick and visual way of coding. In Scratch agents are called sprites, and similar to 
NetLogo and Behaviour Composer attributes and actions can be assigned to those sprites. 
Figure 129 shows an example of the Scratch interface and the code sample for a flocking 
model, similar to the examples shown for NetLogo and Behaviour Composer. This example 
was created by the author as there were no suitable examples in the Scratch 
library/community uploads. The language of the code is very straightforward and similar to 
NetLogo, however instead of typing out the code, blocks are premade which can be dragged 
into a workspace and snapped together. Only certain blocks snap into other blocks, which 
allows for fast learning of the package and ‘language’. 
With first time use of the package, this example model took a couple of hours and required 
some basic programming knowledge (if statements & while loops). The drag and drop 
interface is smooth and intuitive, however there is no option to assign rules to all agents 
which results in duplicated code for each sprite in the model, a tedious and time-consuming 
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task when modifying the code. There is also no way of storing global or local variables, which 
reduces the functionality of the package. The block functions are also limited, which requires 
either some imagination to get the desired result or a compromise on functionality. For 
beginners to modelling, Scratch could be an option for very small scale simple models 
however it is clear that it was not intended for this use and due to its limitations was 
determined unsuitable for this project. 
 
 













Appendix H - Descriptive Statistics for the Performance Results of Teams in Chapter 4 
Descriptive Statistics 
 
N Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
TP1 8 1.2500 1.03510 -.644 .752 -2.240 1.481 
TP2 8 .8750 .99103 .312 .752 -2.358 1.481 
TP3 8 2.3750 .51755 .644 .752 -2.240 1.481 
Valid N (listwise) 8       
 





Appendix J - Friedman Test of Performance in Chapter 4 
Ranks 









Asymp. Sig. .004 
a. Friedman Test 
 
Appendix K - Wilcoxon Signed Ranks of Performance in Chapter 4 
Ranks 
 N Mean Rank Sum of Ranks 
TP2 - TP1 Negative Ranks 2a 2.50 5.00 
Positive Ranks 1b 1.00 1.00 
Ties 5c   
Total 8   
TP3 - TP1 Negative Ranks 0d .00 .00 
Positive Ranks 6e 3.50 21.00 
Ties 2f   
Total 8   
TP3 - TP2 Negative Ranks 0g .00 .00 
Positive Ranks 7h 4.00 28.00 
Ties 1i   
Total 8   
a. TP2 < TP1 
b. TP2 > TP1 
c. TP2 = TP1 
d. TP3 < TP1 
e. TP3 > TP1 
f. TP3 = TP1 
g. TP3 < TP2 
h. TP3 > TP2 
i. TP3 = TP2 
 
Test Statisticsa 
 TP2 - TP1 TP3 - TP1 TP3 - TP2 
Z -1.089b -2.251c -2.401c 
Asymp. Sig. (2-tailed) .276 .024 .016 
a. Wilcoxon Signed Ranks Test 
b. Based on positive ranks. 





Appendix L - Descriptive Statistics for Communication Results of Teams in Chapter 4 
Descriptive Statistics 
 
N Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
TCC1 8 26.1250 8.82266 .138 .752 -1.462 1.481 
TCC2 8 32.8750 11.65501 .653 .752 -.781 1.481 
TCC3 8 31.3750 13.93800 .714 .752 1.353 1.481 
Valid N (listwise) 8       
 




Appendix N – One-way ANOVA of Total Comments and Paired Samples Statistics in Chapter 4   
ANOVA 
TotalComments  
 Sum of Squares df Mean Square F Sig. 
Between Groups 
201.000 2 100.500 .739 .490 
Within Groups 
2855.625 21 135.982   
Total 
3056.625 23    
 
 
Paired Samples Statistics 
 Mean N Std. Deviation Std. Error Mean 
Pair 1 TCC1 
26.1250 8 8.82266 3.11928 
TCC2 
32.8750 8 11.65501 4.12067 
Pair 2 TCC1 
26.1250 8 8.82266 3.11928 
TCC3 
31.3750 8 13.93800 4.92783 
Pair 3 TCC2 
32.8750 8 11.65501 4.12067 
TCC3 
31.3750 8 13.93800 4.92783 
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Paired Samples Correlations 
 N Correlation Sig. 
Pair 1 TCC1 & TCC2 8 .952 .000 
Pair 2 TCC1 & TCC3 8 .797 .018 
Pair 3 TCC2 & TCC3 8 .875 .004 
 
Paired Samples Test 
 
Paired Differences 
t df Sig. (2-tailed) Mean Std. Deviation Std. Error Mean 
95% Confidence Interval of the 
Difference 
Lower Upper 
Pair 1 TCC1 - TCC2 -6.75000 4.23421 1.49702 -10.28989 -3.21011 -4.509 7 .003 
Pair 2 TCC1 - TCC3 -5.25000 8.73008 3.08655 -12.54853 2.04853 -1.701 7 .133 
Pair 3 TCC2 - TCC3 1.50000 6.76123 2.39046 -4.15253 7.15253 .627 7 .550 
 
 
Appendix O - Descriptive Statistics for Task-Relevant Communication Results of Teams in Chapter 4 
Descriptive Statistics 
 
N Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
TRC1 8 20.5000 4.81070 .144 .752 -.511 1.481 
TRC2 8 26.6250 6.82302 -.109 .752 -1.076 1.481 
TRC3 8 23.2500 7.62983 -.169 .752 -1.011 1.481 









Appendix Q – One-way ANOVA of Task-Relevant Comments and Paired Samples Statistics in Chapter 4 
ANOVA 
TaskRelevantComments  
 Sum of Squares df Mean Square F Sig. 
Between Groups 150.583 2 75.292 1.766 .196 
Within Groups 895.375 21 42.637   
Total 1045.958 23    
 
  
Paired Samples Statistics 
 Mean N Std. Deviation Std. Error Mean 
Pair 1 TRC1 20.5000 8 4.81070 1.70084 
TRC2 26.6250 8 6.82302 2.41230 
Pair 2 TRC1 20.5000 8 4.81070 1.70084 
TRC3 23.2500 8 7.62983 2.69755 
Pair 3 TRC2 26.6250 8 6.82302 2.41230 
TRC3 23.2500 8 7.62983 2.69755 
 
 
Paired Samples Correlations 
 N Correlation Sig. 
Pair 1 TRC1 & TRC2 8 .690 .058 
Pair 2 TRC1 & TRC3 8 .463 .248 
Pair 3 TRC2 & TRC3 8 .441 .274 
 
 
Paired Samples Test 
 
Paired Differences 
t df Sig. (2-tailed) Mean Std. Deviation Std. Error Mean 
95% Confidence Interval of the 
Difference 
Lower Upper 
Pair 1 TRC1 - TRC2 -6.12500 4.94072 1.74681 -10.25555 -1.99445 -3.506 7 .010 
Pair 2 TRC1 - TRC3 -2.75000 6.88165 2.43303 -8.50321 3.00321 -1.130 7 .296 
Pair 3 TRC2 - TRC3 3.37500 7.67068 2.71199 -3.03785 9.78785 1.244 7 .253 
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 TCC1 TP1 
TCC1 Pearson Correlation 1 .262 
Sig. (2-tailed)  .531 
N 8 8 
TP1 Pearson Correlation .262 1 
Sig. (2-tailed) .531  
N 8 8 
 
Correlations 
 TCC2 TP2 
TCC2 Pearson Correlation 1 -.113 
Sig. (2-tailed)  .790 
N 8 8 
TP2 Pearson Correlation -.113 1 
Sig. (2-tailed) .790  
N 8 8 
 
Correlations 
 TCC3 TP3 
TCC3 Pearson Correlation 1 .295 
Sig. (2-tailed)  .479 
N 8 8 
TP3 Pearson Correlation .295 1 
Sig. (2-tailed) .479  








 TRC1 TP1 
TRC1 Pearson Correlation 1 -.086 
Sig. (2-tailed)  .839 
N 8 8 
TP1 Pearson Correlation -.086 1 
Sig. (2-tailed) .839  
N 8 8 
 
Correlations 
 TRC2 TP2 
TRC2 Pearson Correlation 1 -.092 
Sig. (2-tailed)  .828 
N 8 8 
TP2 Pearson Correlation -.092 1 
Sig. (2-tailed) .828  
N 8 8 
 
Correlations 
 TRC3 TP3 
TRC3 Pearson Correlation 1 -.244 
Sig. (2-tailed)  .560 
N 8 8 
TP3 Pearson Correlation -.244 1 
Sig. (2-tailed) .560  








   
Group 3 






































































Appendix II - Condition 3: Same Videos, Group 9 
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Appendix JJ – Normal distribution stats for the performance scores of each model 




N Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
PSDC 308 .7468 .80359 .756 .139 -.277 .277 
PSDE 100 1.2400 .81798 .319 .241 -.300 .478 
PSDN 100 .1500 .38599 2.514 .241 5.872 .478 
PSSC 100 1.8700 .83672 -.383 .241 -.364 .478 
PSSE 100 2.6000 .53182 -.822 .241 -.496 .478 
PSSN 100 .5200 .64322 .854 .241 -.310 .478 








Appendix KK – Kruskal-Wallis Test for the performance scores of each model 
(calibrated, expert and novice) for both the shared and common display 
 
Ranks 
 Condition N Mean Rank 
PerformanceD .00 8 164.00 
1.00 100 168.56 
2.00 100 204.74 
3.00 100 89.44 
Total 308  
PerformanceS .00 8 207.00 
1.00 100 166.24 
2.00 100 227.96 
3.00 100 65.10 
Total 308  
 
Test Statisticsa,b 
 PerformanceD PerformanceS 
Chi-Square 102.880 186.361 
df 3 3 
Asymp. Sig. .000 .000 
a. Kruskal Wallis Test 





Appendix LL - Mann-Whitney Tests for the performance scores of each model 
(calibrated, expert and novice) for both the shared and common display 
 
Mann-Whitney Test: 0 & 1 (Experiment & Calibrated) 
 
Ranks 
 Condition N Mean Rank Sum of Ranks 
PerformanceD .00 8 54.38 435.00 
1.00 100 54.51 5451.00 
Total 108   
PerformanceS .00 8 71.13 569.00 
1.00 100 53.17 5317.00 
Total 108   
 
Test Statisticsa 
 PerformanceD PerformanceS 
Mann-Whitney U 399.000 267.000 
Wilcoxon W 435.000 5317.000 
Z -.013 -1.679 
Asymp. Sig. (2-tailed) .990 .093 




Mann-Whitney Test: 0 & 2 (Experiment & Expert) 
Ranks 
 Condition N Mean Rank Sum of Ranks 
PerformanceD .00 8 43.75 350.00 
2.00 100 55.36 5536.00 
Total 108   
PerformanceS .00 8 42.88 343.00 
2.00 100 55.43 5543.00 
Total 108   
 
Test Statisticsa 
 PerformanceD PerformanceS 
Mann-Whitney U 314.000 307.000 
Wilcoxon W 350.000 343.000 
Z -1.081 -1.279 
Asymp. Sig. (2-tailed) .280 .201 
a. Grouping Variable: Condition 
 
Mann-Whitney Test: 0 & 3 (Experiment & Novice) 
 
Ranks 
 Condition N Mean Rank Sum of Ranks 
PerformanceD .00 8 74.88 599.00 
3.00 100 52.87 5287.00 
Total 108   
PerformanceS .00 8 102.00 816.00 
3.00 100 50.70 5070.00 
Total 108   
 
Test Statisticsa 
 PerformanceD PerformanceS 
Mann-Whitney U 237.000 20.000 
Wilcoxon W 5287.000 5070.000 
Z -2.954 -4.917 
Asymp. Sig. (2-tailed) .003 .000 
a. Grouping Variable: Condition 
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Mann-Whitney Test: 1 & 2 (Calibrated & Expert) 
 
Ranks 
 Condition N Mean Rank Sum of Ranks 
PerformanceD 1.00 100 87.62 8762.00 
2.00 100 113.38 11338.00 
Total 200   
PerformanceS 1.00 100 76.01 7601.00 
2.00 100 124.99 12499.00 
Total 200   
 
Test Statisticsa 
 PerformanceD PerformanceS 
Mann-Whitney U 3712.000 2551.000 
Wilcoxon W 8762.000 7601.000 
Z -3.398 -6.492 
Asymp. Sig. (2-tailed) .001 .000 
a. Grouping Variable: Condition 
 
Mann-Whitney Test: 1 & 3 (Calibrated & Novice) 
 
Ranks 
 Condition N Mean Rank Sum of Ranks 
PerformanceD 1.00 100 127.43 12743.00 
3.00 100 73.57 7357.00 
Total 200   
PerformanceS 1.00 100 138.06 13806.00 
3.00 100 62.94 6294.00 
Total 200   
 
Test Statisticsa 
 PerformanceD PerformanceS 
Mann-Whitney U 2307.000 1244.000 
Wilcoxon W 7357.000 6294.000 
Z -7.574 -9.563 
Asymp. Sig. (2-tailed) .000 .000 
a. Grouping Variable: Condition 
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Mann-Whitney Test: 2 & 3 (Expert & Novice) 
 
Ranks 
 Condition N Mean Rank Sum of Ranks 
PerformanceD 2.00 100 137.00 13700.00 
3.00 100 64.00 6400.00 
Total 200   
PerformanceS 2.00 100 148.54 14854.00 
3.00 100 52.46 5246.00 
Total 200   
 
Test Statisticsa 
 PerformanceD PerformanceS 
Mann-Whitney U 1350.000 196.000 
Wilcoxon W 6400.000 5246.000 
Z -9.784 -12.167 
Asymp. Sig. (2-tailed) .000 .000 





Appendix MM - Paired Samples t-test comparing the performance scores for each model 
(calibrated, expert & novice) using the shared and common display 
 
Paired Samples Statistics 
 Mean N Std. Deviation Std. Error Mean 
Pair 1 PSDC .8400 100 .70668 .07067 
PSSC 1.8700 100 .83672 .08367 
Pair 2 PSDE 1.2400 100 .81798 .08180 
PSSE 2.6000 100 .53182 .05318 
Pair 3 PSDN .1500 100 .38599 .03860 
PSSN .5200 100 .64322 .06432 
 
Paired Samples Correlations 
 N Correlation Sig. 
Pair 1 PSDC & PSSC 100 -.036 .726 
Pair 2 PSDE & PSSE 100 .060 .551 
Pair 3 PSDN & PSSN 100 .090 .376 
 











































Appendix NN - – Normal distribution stats for the total comments made in each model 




N Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
TCDC 100 8.5300 1.57925 .187 .241 .425 .478 
TCDE 100 8.1000 1.60492 .043 .241 .197 .478 
TCDN 100 8.2500 1.79435 -.117 .241 -.365 .478 
TCSC 100 7.9900 2.12011 .338 .241 -.415 .478 
TCSE 100 6.6700 1.76987 .170 .241 -.903 .478 
TCSN 100 8.3400 2.16594 -.420 .241 .339 .478 






Appendix OO – One Way ANOVA comparing the total comments of each model 





Squares df Mean Square F Sig. 
CommentsD Between Groups 4718.033 3 1572.678 269.876 .000 
Within Groups 1771.535 304 5.827   
Total 6489.568 307    
CommentsS Between Groups 4535.010 3 1511.670 178.160 .000 
Within Groups 2579.415 304 8.485   





Appendix PP – Independent samples t-tests comparing the total comments of each model 
(calibrated, expert and novice) for both the shared and common display 
 
Independent Samples T-Test: 0 & 1 (Experiment & Calibrated) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
CommentsD .00 8 32.8750 11.65501 4.12067 
1.00 100 8.5300 1.57925 .15793 
CommentsS .00 8 31.3750 13.93800 4.92783 
1.00 100 7.9900 2.12011 .21201 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 


































Independent Samples T-Test: 0 & 2 (Experiment & Expert) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
CommentsD .00 8 32.8750 11.65501 4.12067 
2.00 100 8.1000 1.60492 .16049 
CommentsS .00 8 31.3750 13.93800 4.92783 
2.00 100 6.6700 1.76987 .17699 
 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 
































Independent Samples T-Test: 0 & 3 (Experiment & Novice) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
CommentsD .00 8 32.8750 11.65501 4.12067 
3.00 100 8.2500 1.79435 .17944 
CommentsS .00 8 31.3750 13.93800 4.92783 
3.00 100 8.3400 2.16594 .21659 
 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 
































Independent Samples T-Test: 1 & 2 (Calibrated & Expert) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
CommentsD 1.00 100 8.5300 1.57925 .15793 
2.00 100 8.1000 1.60492 .16049 
CommentsS 1.00 100 7.9900 2.12011 .21201 
2.00 100 6.6700 1.76987 .17699 
 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 






































Independent Samples T-Test: 1 & 3 (Calibrated & Novice) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
CommentsD 1.00 100 8.5300 1.57925 .15793 
3.00 100 8.2500 1.79435 .17944 
CommentsS 1.00 100 7.9900 2.12011 .21201 
3.00 100 8.3400 2.16594 .21659 
 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 


















































Independent Samples T-Test: 2 & 3 (Expert & Novice) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
CommentsD 2.00 100 8.1000 1.60492 .16049 
3.00 100 8.2500 1.79435 .17944 
CommentsS 2.00 100 6.6700 1.76987 .17699 
3.00 100 8.3400 2.16594 .21659 
 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 















































Appendix QQ - Paired Samples t-test comparing the total comments for each model 
(calibrated, expert & novice) using the shared and common display 
 
Paired Samples Statistics 
 Mean N Std. Deviation Std. Error Mean 
Pair 1 TCDC 8.5300 100 1.57925 .15793 
TCSC 7.9900 100 2.12011 .21201 
Pair 2 TCDE 8.1000 100 1.60492 .16049 
TCSE 6.6700 100 1.76987 .17699 
Pair 3 TCDN 8.2500 100 1.79435 .17944 
TCSN 8.3400 100 2.16594 .21659 
 
Paired Samples Correlations 
 N Correlation Sig. 
Pair 1 TCDC & TCSC 100 -.074 .465 
Pair 2 TCDE & TCSE 100 .062 .543 
Pair 3 TCDN & TCSN 100 -.069 .496 
 

































Appendix RR – Normal distribution stats for the task relevant comments in each model 




N Mean Std. Deviation Skewness Kurtosis 
Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
TRCDC 100 5.4400 1.78840 .089 .241 -.654 .478 
TRCDE 100 8.0300 1.62962 .022 .241 .097 .478 
TRCDN 100 1.1200 .84423 .076 .241 -.985 .478 
TRCSC 100 4.8800 1.69539 .242 .241 .311 .478 
TRCSE 100 6.6000 1.79787 .164 .241 -.856 .478 
TRCSN 100 1.3200 1.07196 .833 .241 .594 .478 










Appendix SS – One Way ANOVA comparing the task-relevant comments of each model 
(calibrated, expert and novice) for both the shared and common display 
ANOVA 
 Sum of Squares df Mean Square F Sig. 
TRCommentsD Between Groups 6127.444 3 2042.481 636.192 .000 
Within Groups 975.985 304 3.210   
Total 7103.429 307    
TRCommentsS Between Groups 4258.401 3 1419.467 383.292 .000 
Within Groups 1125.820 304 3.703   





Appendix TT – Independent samples t-tests comparing the task relevant comments of 
each model (calibrated, expert and novice) for both the shared and common display 
 
Independent Samples T-Test: 0 & 1 (Experiment & Calibrated) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
TRCommentsD .00 8 26.6250 6.82302 2.41230 
1.00 100 5.4400 1.78840 .17884 
TRCommentsS .00 8 23.2500 7.62983 2.69755 
1.00 100 4.8800 1.69539 .16954 
 





Variances t-test for Equality of Means 


































Independent Samples T-Test: 0 & 2 (Experiment & Expert) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
TRCommentsD .00 8 26.6250 6.82302 2.41230 
2.00 100 8.0300 1.62962 .16296 
TRCommentsS .00 8 23.2500 7.62983 2.69755 
2.00 100 6.6000 1.79787 .17979 
 
 





Variances t-test for Equality of Means 


































Independent Samples T-Test: 0 & 3 (Experiment & Novice) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
TRCommentsD .00 8 26.6250 6.82302 2.41230 
3.00 100 1.1200 .84423 .08442 
TRCommentsS .00 8 23.2500 7.62983 2.69755 
3.00 100 1.3200 1.07196 .10720 
 
 
Independent Samples Test 
 
Levene's Test 
for Equality of 
Variances t-test for Equality of Means 



































Independent Samples T-Test: 1 & 2 (Calibrated & Expert) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
TRCommentsD 1.00 100 5.4400 1.78840 .17884 
2.00 100 8.0300 1.62962 .16296 
TRCommentsS 1.00 100 4.8800 1.69539 .16954 
2.00 100 6.6000 1.79787 .17979 
 
 





Variances t-test for Equality of Means 























































Independent Samples T-Test: 1 & 3 (Calibrated & Novice) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
TRCommentsD 1.00 100 5.4400 1.78840 .17884 
3.00 100 1.1200 .84423 .08442 
TRCommentsS 1.00 100 4.8800 1.69539 .16954 
3.00 100 1.3200 1.07196 .10720 
 
 





Variances t-test for Equality of Means 


































Independent Samples T-Test: 2 & 3 (Expert & Novice) 
 
Group Statistics 
 Condition N Mean Std. Deviation Std. Error Mean 
TRCommentsD 2.00 100 8.0300 1.62962 .16296 
3.00 100 1.1200 .84423 .08442 
TRCommentsS 2.00 100 6.6000 1.79787 .17979 
3.00 100 1.3200 1.07196 .10720 
 
 





Variances t-test for Equality of Means 



































Appendix UU - Paired Samples t-test comparing the task relevant comments for each 
model (calibrated, expert & novice) using the shared and common display 
 
Paired Samples Statistics 








TRCDC 5.4400 100 1.78840 .17884 
TRCSC 4.8800 100 1.69539 .16954 
Pair 
2 
TRCDE 8.0300 100 1.62962 .16296 
TRCSE 6.6000 100 1.79787 .17979 
Pair 
3 
TRCDN 1.1200 100 .84423 .08442 
TRCSN 1.3200 100 1.07196 .10720 
 
 
Paired Samples Correlations 















100 .203 .043 
 
 










































 TCDC PSDC 
TCDC Pearson Correlation 1 .113 
Sig. (2-tailed)  .263 
N 100 100 
PSDC Pearson Correlation .113 1 
Sig. (2-tailed) .263  




 TCDE PSDE 
TCDE Pearson Correlation 1 .089 
Sig. (2-tailed)  .377 
N 100 100 
PSDE Pearson Correlation .089 1 
Sig. (2-tailed) .377  




 TCDN PSDN 
TCDN Pearson Correlation 1 .033 
Sig. (2-tailed)  .746 
N 100 100 
PSDN Pearson Correlation .033 1 
Sig. (2-tailed) .746  










 TCSC PSSC 
TCSC Pearson Correlation 1 -.143 
Sig. (2-tailed)  .156 
N 100 100 
PSSC Pearson Correlation -.143 1 
Sig. (2-tailed) .156  




 TCSE PSSE 
TCSE Pearson Correlation 1 -.335** 
Sig. (2-tailed)  .001 
N 100 100 
PSSE Pearson Correlation -.335** 1 
Sig. (2-tailed) .001  
N 100 100 




 TCSN PSSN 
TCSN Pearson Correlation 1 .126 
Sig. (2-tailed)  .213 
N 100 100 
PSSN Pearson Correlation .126 1 
Sig. (2-tailed) .213  










 TRCDC PSDC 
TRCDC Pearson Correlation 1 .392** 
Sig. (2-tailed)  .000 
N 100 100 
PSDC Pearson Correlation .392** 1 
Sig. (2-tailed) .000  
N 100 308 




 TRCDE PSDE 
TRCDE Pearson Correlation 1 .101 
Sig. (2-tailed)  .319 
N 100 100 
PSDE Pearson Correlation .101 1 
Sig. (2-tailed) .319  




 TRCDN PSDN 
TRCDN Pearson Correlation 1 .378** 
Sig. (2-tailed)  .000 
N 100 100 
PSDN Pearson Correlation .378** 1 
Sig. (2-tailed) .000  
N 100 100 










 TRCSC PSSC 
TRCSC Pearson Correlation 1 .338** 
Sig. (2-tailed)  .001 
N 100 100 
PSSC Pearson Correlation .338** 1 
Sig. (2-tailed) .001  
N 100 100 




 TRCSE PSSE 
TRCSE Pearson Correlation 1 -.338** 
Sig. (2-tailed)  .001 
N 100 100 
PSSE Pearson Correlation -.338** 1 
Sig. (2-tailed) .001  
N 100 100 




 TRCSN PSSN 
TRCSN Pearson Correlation 1 .708** 
Sig. (2-tailed)  .000 
N 100 100 
PSSN Pearson Correlation .708** 1 
Sig. (2-tailed) .000  
N 100 100 
*. Correlation is significant at the 0.01 level (2-tailed). 
 
