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Abstract
We consider the problem of estimating the eigenvalues of noncentrality parameter matrix in
noncentral Wishart distribution when the scale parameter is known. A decision theoretic
approach is taken with squared error as the loss function. We propose two new estimators and
show their superior performance to an usual estimator theoretically and numerically.
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i.e. p  p noncentral Wishart distribution with scale parameter Ip and noncentrality
parameter matrix X: The density function of S is given by
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We consider the estimation of the eigenvalues x ¼ ðo1;y;opÞ; o1X?Xop40
of X: As is stated in Section 2 of [6], this estimation problem arises when we carry
out some tests of hypothesis on the coefﬁcient in MANOVA model when the scale
parameter is known. Since the power function of usual tests depends on X only
through its eigenvalues, x; the estimation of x is useful for preliminary evaluation of
the power and an efﬁcient selection of test. This estimation problem also arises in
estimating the discriminating ability of the discriminant functions in multiple
discriminant analysis when the covariance matrix is known. See [8, pp. 488–490]. For
simultaneous estimation of the scale and noncentrality matrices, see [1].
Refs. [6,7] deal with the same estimation problem as this paper (see also [3,4]).
Their ideas are two-staged.
Step 1: Find a good orthogonally invariant estimator of X with the loss functions
L1ð #X;XÞ ¼ trð #X  XÞ2; ð2Þ
L2ð #X;XÞ ¼ trð #XX1  IpÞ2: ð3Þ
Step 2: An orthogonally invariant estimator #X has the form
#X ¼ HWðLÞH 0; WðLÞ ¼ diagðc1ðLÞ;y;cpðLÞÞ; ð4Þ
where
S ¼ HLH 0 ð5Þ
is the spectral decomposition with an orthogonal matrix H and L ¼
diagðl1;y; lpÞ; l1X?Xlp:
Use ciðLÞ as an estimator of oi:
Actually they proposed estimators of the form
#Xlm ¼ #Xu þ a
tr S
Ip; ð6Þ
where a is some positive constant, and #Xu is an unbiased estimator of X given by
#Xu ¼ S  nIp: ð7Þ
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They proved the following theoretically:
1. #Xlm dominates #Xu w.r.t. L1ð #X;XÞ if np44; 0oao4 n  4p
 
(see [7]).
2. #Xlm dominates #Xu w.r.t. L2ð #X;XÞ if n44; 0oao4ðn  4Þ (see [6]).
Consequently their estimator #xlm ¼ ð #oðlmÞ1 ;y; #oðlmÞp Þ is given by
#oðlmÞi ¼ li  n þ
a
tr S
; i ¼ 1;y; p:
In [7], they propose using 2ðnp4Þ
p
for a since it minimizes an upper bound of the risk
difference between #Xlm and #Xu: This gives the estimator
#oðlmÞi ¼ li  n þ
2ðnp  4Þ
p
Pp
i¼1 li
; i ¼ 1;y; p: ð8Þ
Leung [6] gives no justiﬁcation for the choice of a: Therefore, we choose the central
value 2ðn  4Þ in the interval of a given above for the simulation in the last section.
This choice leads to the estimator
#oðlÞi ¼ li  n þ
2ðn  4ÞPp
i¼1 li
; i ¼ 1;y; p: ð9Þ
The unbiased estimator #Xu brings forth an estimator
#oðuÞi ¼ li  n; i ¼ 1;y; p: ð10Þ
Though #x; the eigenvalues of #X; could be a reasonable estimator of x; the
superiority of #X does not necessarily guarantee the better performance of #x: In this
paper, we directly evaluate the risk of an estimator #x ¼ ð #o1;y; #opÞ using the
quadratic loss function,
L3ð #x;xÞ ¼
Xp
i¼1
ð #oi  oiÞ2: ð11Þ
In Section 2, we propose a new estimator and prove its dominance over the estimator
#xu ¼ ð #oðuÞ1 ;y; #oðuÞp Þ: In Section 3, we propose another estimator, which is an
empirical Bayes estimator. In Section 4, we carry out Monte Carlo simulation to
compare all these estimators.
2. First estimator
Since
Eð #XuÞ ¼ X and #Xu ¼ H diagðl1  n;y; lp  nÞH 0;
it is reasonable to think that #oui ¼ li  n would be a good estimator of
oi; i ¼ 1;y; p: However, it is well known that this naive idea has some drawback.
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Generally speaking let #Y be an unbiased estimator of p  p p.d. matrix Y: If
dˆi; di ði ¼ 1;y; pÞ are eigenvalues of #Y; Y respectively with the order
dˆ14?4dˆp; d14?4dp; then
ðEðdˆ1Þ;y; EðdˆpÞÞ majorizes ðd1;y; dpÞ:
(See [11].) For example, we have
Eðdˆ1Þ4d1 ðoverestimationÞ;
EðdˆpÞodp ðunderestimationÞ;
which means
Eðdˆ1Þ
EðdˆpÞ
4
d1
dp
:
This phenomenon leads to a natural conjecture that the modiﬁed estimator #d ¼
ðdˆ ðÞ1 ;y; dˆ ðÞp Þ given by
dˆ
ðÞ
i ¼ dˆi þ f ; i ¼ 1;y; p
is better than #d ¼ ðdˆ1;y; dˆpÞ if f ð40Þ is appropriately chosen.
Based on this general argument, we propose a new estimator of the form,
#oðÞi ¼ li  n þ bjSjh; i ¼ 1;y; p; ð12Þ
where h and b are some positive constants.
We will prove our new estimator’s dominance over #xu: Since the distribution of
ðl1;y; lpÞ only depends on x; we suppose that
X ¼ diagðo1;y;opÞ:
Before stating the proof, we prove the following lemmas. Hereafter let M denote the
constant value as
M ¼ Gp
n
2
 h 
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  etr 1
2
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 
:
Lemma 1. If ðn  p þ 1Þ=44h; then we have
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:
Proof. See for example Theorem 3:5:6 in [5]. &
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Lemma 2. Suppose ðn  p þ 1Þ=24h4ðp  1Þ=2: Then
E½jSjh tr S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Let K ¼ diagðl1;y; lpÞ: Since
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1
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(see, e.g. [8, pp. 266–267]), we have
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Now, we evaluateXp
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Since h41
2
ðp  1Þ; we have the following integral representation for the hypergeo-
metric function 1F1 (see, e.g. [5, Corollary 1.6.3.1]).
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Since XoIp; we have ðXÞiip1: Therefore,
trXX ¼
Xp
i¼1
oiðXÞiip
Xp
i¼1
oi ¼ trX: ð15Þ
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From (14) and (15), we have
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If we substitute (16) in (13), we have
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Now, we prove the main theorem.
Theorem 1. If n43p; ðn  p  2Þ=4Xh4ðp  1Þ=2; 2phþ2h4b40; then #x domi-
nates #xu:
Proof. Risk difference between #x and #xu with respect to the quadratic loss function
L3; (11) is given by
E½L3ð #x;xÞ  L3ð #xu;xÞ
¼ E
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" #
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From (18), (19) and Lemma 1, we have
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If we use Lemmas 1 and 2 and (20) evaluating the right-hand side of (17), we ﬁnally
have
E½L3ð #x;xÞ  L3ð #xu;xÞ
pMbpðb  2phþ2hÞ1F1
n
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2
;
1
2
X
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Since bo2phþ2h the right-hand side of (21) is always negative. &
The right-hand side of (21) is minimized when b ¼ 2phþ1h for a ﬁxed h: It is not
obvious which value of h minimizes the right-hand side of (21). Therefore, we
propose here the following two estimators #x1 ¼ ð #oð1Þ1 ;y; #oð1Þp Þ with h ¼ np24 ; b ¼
2phþ1h and #x2 ¼ ð #oð2Þ1 ;y; #oð2Þp Þ with h ¼ p2; b ¼ 2phþ1h:
#oð1Þi ¼ li  n þ
2
np2
4
p1ðn  p  2Þ
ðQpi¼1 liÞnp24 ; ð22Þ
#oð2Þi ¼ li  n þ
2
p2
2 p
ðQpi¼1 liÞp2: ð23Þ
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So far we considered the estimation of oi; i ¼ 1;y; p: In multivariate analysis,
the estimation of trX is sometimes needed. The estimator #oðuÞi i ¼ 1;y; p naturally
leads to an estimator of trX;
dtrXu ¼Xp
i¼1
#oðuÞi ¼ tr S  np;
while our new estimator given by (12) leads to another estimator
dtrX ¼Xp
i¼1
#oðÞi ¼ dtrXu þ bpjSjh:
On comparing the risk between dtrXu and dtrX w.r.t. the quadratic loss,
ðdtrX  trXÞ2; ð24Þ
we have the following result.
Theorem 2. If n43p; ðn  p  2Þ=4Xh4ðp  1Þ=2; 2phþ2h4b40; then dtrX dom-
inates dtrXu:
Proof. The risk difference between dtrXu and dtrX with respect to the quadratic loss
(24) equals to
E ð dtrX  trXÞ2h i E ð dtrXu  trXÞ2h i
¼ E ð dtrX  dtrXuÞ2h iþ 2E ð dtrX  dtrXuÞð dtrXu  trXÞh i
¼ b2p2E½jSj2h þ 2bpE½jSjh tr S  2bpðnp þ trXÞE½jSjh
¼ pE½L3ð #x;xÞ  L3ð #xu;xÞ
o0: &
We can also use our new estimator for the estimation of X itself. Following the
idea in [7] conversely, we can make a new orthogonally invariant estimator of X (say
#X) from our eigenvalues estimator #x ¼ ð #oðÞ1 ;y; #oðÞp Þ as
ciðLÞ ¼ #oðÞi ; 1pipp; ð25Þ
where ciðLÞ is deﬁned in (4). Consequently, our new estimator is given by
#X ¼ #Xu þ bjSjhIp: ð26Þ
On the risk of this new estimator with respect to the loss function L1ð #X;XÞ; (2), we
have the following result.
Theorem 3. If n43p; ðn  p  2Þ=4Xh4ðp  1Þ=2; 2phþ2h4b40; then #X domi-
nates #Xu with respect to L1ð #X;XÞ:
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Proof. We have
E½tr ð #X  XÞ2  E½trð #Xu  XÞ2
¼ E½tr fð #X  #XuÞ þ ð #Xu  XÞg2  E½trð #Xu  XÞ2
¼ E½trðbjSjhIpÞ2 þ 2E½bjSjh trðS  nIp  XÞ
¼ b2pE½jSj2h þ 2bE½jSjh tr S  2bðnp þ trXÞE½jSjh
¼ E½L3ð #x;xÞ  L3ð #xu;xÞ
o0: &
3. Second estimator
In this section, we consider empirical Bayes estimators. We postulate that the
conditional distribution of S given X is Wpðn; Ip;XÞ; i.e.
SjXBWpðn; Ip;XÞ: ð27Þ
We use the central Wishart distribution Wpðn; CÞ with some p.d. matrix C as the
prior distribution of X: Then from (1) the marginal density of S is obtained as
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Therefore, S is distributed as central Wishart distribution, speciﬁcally
SBWpðn; ðIp  AÞ1Þ: ð28Þ
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Table 1
p ¼ 2; n ¼ 10
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=0.1
UP 37 0 37 0 37 0 37 0
LMP 43 17 43 17 43 17 44 17
LP 41 13 41 12 41 13 42 12
1P 37 0 37 0 37 0 37 0
2P 37 2 38 2 37 2 38 2
3P 27 27 27 27 27 27 27 27
Tr=1
UP 40 0 39 0 37 0 38 0
LMP 46 15 45 15 43 15 44 15
LP 45 11 43 11 42 11 43 11
1P 40 0 39 0 38 0 38 0
2P 41 2 40 2 38 2 39 2
3P 30 26 29 26 28 26 29 25
Tr=10
UP 92 0 70 0 62 0 67 0
LMP 96 5 73 5 64 3 69 3
LP 95 3 72 3 63 2 69 2
1P 92 0 70 0 62 0 67 0
2P 92 0 70 0 62 0 67 0
3P 74 19 58 17 55 10 61 9
Tr=50
UP 358 0 227 0 231 0 233 0
LMP 357 0 225 1 230 0 232 0
LP 357 0 226 0 230 0 232 0
1P 358 0 227 0 231 0 233 0
2P 358 0 226 0 231 0 232 0
3P 300 16 208 8 231 0 234 1
Tr=100
UP 654 0 419 0 435 0 427 0
LMP 653 0 418 0 435 0 426 0
LP 653 0 419 0 435 0 427 0
1P 654 0 419 0 435 0 427 0
2P 654 0 419 0 435 0 427 0
3P 566 13 400 5 437 0 430 1
Tr=500
UP 3056 0 2036 0 2011 0 2052 0
LMP 3056 0 2035 0 2010 0 2052 0
LP 3056 0 2035 0 2011 0 2052 0
1P 3056 0 2036 0 2011 0 2052 0
2P 3056 0 2036 0 2011 0 2052 0
3P 2842 7 2020 1 2009 0 2056 0
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We also notice that the posterior density function of X is given by
f ðXjSÞ ¼K1jAj
n
2 etr 1
2
SA
 
 etr 1
2
A1X
 
jXj
np1
2 0F1
n
2
;
1
4
SAA1X
 
;
which is the density function of Wpðn; A; SAÞ: Therefore, the posterior distribution
of X is given by
XjSBWpðn; A; SAÞ ð29Þ
and the posterior mean turns out to be
E½XjS ¼ nA þ ASA
¼AðnIp þ SAÞ: ð30Þ
In order to use this posterior mean for an estimator of X; we need to estimate A: We
can estimate ðIp  AÞ1 based on S through relationship (28) and derive the
estimator of A itself from the estimator of ðIp  AÞ1: Therefore, the problem
becomes the estimation problem of the scale matrix of central Wishart distribution.
If we use the M.L.E., n1S; as an estimator of ðIp  AÞ1; it leads to the estimator
#A ¼ Ip  nS1: ð31Þ
If we substitute this estimator of A in (30), we get the estimator
#X ¼ðIp  nS1ÞðnIp þ SðIp  nS1ÞÞ
¼S  nIp:
This is the unbiased estimator #Xu: However in the estimation of central Wishart’s
scale matrix it is well known that the M.L.E. is inadmissible w.r.t. some
loss functions. There are several estimators that dominate the M.L.E. (see [9]).
Here in this paper we use Stein’s orthogonally invariant estimator [10] which is given
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Table 1 (continued)
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=1000
UP 6028 0 4032 0 4079 0 4092 0
LMP 6028 0 4032 0 4079 0 4092 0
LP 6028 0 4032 0 4079 0 4092 0
1P 6028 0 4032 0 4079 0 4092 0
2P 6028 0 4032 0 4079 0 4092 0
3P 5721 5 4017 0 4077 0 4104 0
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Table 2
p ¼ 2; n ¼ 20
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=0.1
UP 137 0 136 0 136 0 70 0
LMP 153 12 153 12 152 12 80 15
LP 152 11 152 11 151 11 79 13
1P 137 0 136 0 136 0 70 0
2P 137 0 137 0 136 0 70 0
3P 118 14 117 14 117 14 56 20
Tr=1
UP 135 0 140 0 132 0 70 0
LMP 151 12 156 12 148 12 80 14
LP 150 11 155 11 147 11 79 13
1P 135 0 140 0 132 0 70 0
2P 135 0 140 0 132 0 70 0
3P 116 14 120 14 113 14 57 19
Tr=10
UP 191 0 155 0 136 0 85 0
LMP 206 8 168 8 147 8 90 6
LP 205 7 167 8 146 7 90 5
1P 191 0 155 0 136 0 85 0
2P 191 0 156 0 136 0 85 0
3P 168 12 137 12 122 10 78 9
Tr=50
UP 523 0 330 0 302 0 258 0
LMP 525 0 332 0 305 1 259 0
LP 525 0 332 0 305 1 259 0
1P 523 0 330 0 302 0 258 0
2P 523 0 330 0 302 0 258 0
3P 468 11 308 7 302 0 259 0
Tr=100
UP 847 0 531 0 527 0 460 0
LMP 844 0 530 0 528 0 460 0
LP 845 0 530 0 528 0 460 0
1P 847 0 531 0 527 0 460 0
2P 847 0 531 0 527 0 460 0
3P 761 10 508 4 529 0 463 1
Tr=500
UP 3285 0 2141 0 2170 0 2048 0
LMP 3284 0 2140 0 2169 0 2048 0
LP 3284 0 2140 0 2169 0 2048 0
1P 3285 0 2141 0 2170 0 2048 0
2P 3285 0 2141 0 2170 0 2048 0
3P 3074 6 2124 1 2169 0 2053 0
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by (4) with
ciðLÞ ¼ dili; di ¼ ðn þ p þ 1 2iÞ1; 1p8ipp:
This estimator is of simple form and substantially better than the M.L.E. w.r.t. the
entropy loss function (see [2]). If we use this estimator as an estimator of ðIp  AÞ1;
we have an estimator of A as
#A ¼ Ip  HW1H 0
¼HðIp  W1ÞH 0:
Now substituting this estimator of A in (30), we have
#X ¼HðIp  W1ÞðnIp þ LðIp  W1ÞÞH 0
¼H diagð #oðbÞ1 ;?; #oðbÞp ÞH 0;
where
#oðbÞi ¼ ð1 d1i l1i Þðn þ li  d1i Þ; i ¼ 1;y; p:
Though this is another reasonable estimator, this estimator is not order-preserving.
In order to preserve the order
#o1ðLÞX?X #opðLÞ 8L
we use the order statistics of #xb ¼ ð #oðbÞ1 ;y; #oðbÞp Þ: This modiﬁcation apparently
makes better estimators w.r.t. the quadratic loss (11). Consequently our proposed
estimator #x3 ¼ ð #oð3Þ1 ;y; #oð3Þp Þ is given by
#oð3Þi ¼ #oðbÞðiÞ ; i ¼ 1;y; p; ð32Þ
where #oðbÞðiÞ is the ith largest element of ( #o
ðbÞ
1 ;y; #o
ðbÞ
p ). The risk (difference)
calculation of this estimator does not look as easy as for the estimator in the previous
section. Therefore, we evaluate its performance by Monte Carlo simulation in the
next section.
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Table 2 (continued)
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=1000
UP 6287 0 4187 0 4121 0 4071 0
LMP 6287 0 4187 0 4120 0 4071 0
LP 6287 0 4187 0 4120 0 4071 0
1P 6287 0 4187 0 4121 0 4071 0
2P 6287 0 4187 0 4121 0 4071 0
3P 5982 5 4170 0 4117 0 4075 0
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Table 3
p ¼ 5; n ¼ 20
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=0.1
UP 357 0 359 0 364 0 363 0
LMP 374 5 376 5 381 5 380 5
LP 357 0 373 4 378 4 378 4
1P 357 0 359 0 364 0 363 0
2P 357 0 359 0 364 0 363 0
3P 186 48 188 48 190 48 190 48
Tr=1
UP 365 0 358 0 345 0 344 0
LMP 382 5 375 5 362 5 361 5
LP 380 4 372 4 359 4 358 4
1P 365 0 358 0 345 0 344 0
2P 365 0 358 0 345 0 344 0
3P 191 48 186 48 178 48 177 49
Tr=10
UP 441 0 334 0 334 0 282 0
LMP 457 4 349 4 349 4 296 5
LP 455 3 346 4 346 4 293 4
1P 441 0 334 0 334 0 282 0
2P 441 0 334 0 334 0 282 0
3P 244 45 171 49 171 49 146 48
Tr=50
UP 909 0 363 0 392 0 435 0
LMP 922 2 371 2 401 2 444 2
LP 920 5 380 2 399 2 442 2
1P 909 0 363 0 392 0 435 0
2P 909 0 363 0 392 0 435 0
3P 605 38 225 23 303 23 346 20
Tr=100
UP 1632 0 512 0 581 0 648 0
LMP 1639 0 517 1 587 1 654 1
LP 1638 0 516 1 586 1 653 1
1P 1632 0 512 0 581 0 648 0
2P 1632 0 512 0 581 0 648 0
3P 1133 31 384 25 514 12 570 12
Tr=500
UP 6576 0 2095 0 2156 0 2187 0
LMP 6576 0 2095 0 2157 0 2189 0
LP 6576 0 2095 0 2157 0 2189 0
1P 6576 0 2095 0 2156 0 2187 0
2P 6576 0 2095 0 2156 0 2187 0
3P 4981 24 1974 6 2129 1 2131 3
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4. Monte Carlo simulation
We carried out Monte Carlo simulation to compare the estimators proposed in the
previous sections. Speciﬁcally the estimators, #x j ¼ ð #oð jÞ1 ;y; #oð jÞp Þ; j ¼
lm; l; u; 1; 2; 3 in (8)–(10), (22), (23) and (32) are the subject of comparison.
Unfortunately, all the estimators above can be negative. It seems important to ﬁnd a
good estimator that is always strictly positive. Here in this paper, we compromise by
taking a positive part of these estimators. Let #x jp ¼ ð #oð jpÞ1 ;y; #oð jpÞp Þ; j ¼
lm; l; u; 1; 2; 3; where #oð jpÞi ; 1pipp is deﬁned by
#oð jpÞi ¼
#oð jÞi if #o
ð jÞ
i 40;
0 if #oð jÞi p0:
(
It is obvious that these positive part estimators dominate the original estimators w.r.t
the loss function (11). Therefore, we conﬁne the simulation to these modiﬁed
estimators.
Each table corresponds to speciﬁc values of p and n as follows:
Table 1: p ¼ 2; n ¼ 10;
Table 2: p ¼ 2; n ¼ 20;
Table 3: p ¼ 5; n ¼ 20;
Table 4: p ¼ 5; n ¼ 50:
Each case contains several values of x: Every x is indicated by Tr (trace) and Dp
(dispersion pattern) whose deﬁnitions are as follows:
Tr: Trace of X; i.e.
Pp
i¼1 oi:
Dp: Four patterns A; B; C and D of dispersion are deﬁned by the value
r ¼ oiþ1=oi; 1p8ipp  1
as r ¼ 1; 0:5; 0:1 and 0:01; respectively. (Though we also made the simulation
for r ¼ 0:8 and 0:3; the results are similar to the adjacent cases, hence we omit
them.)
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Table 3 (continued)
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=1000
UP 1269 0 4124 0 4104 0 4098 0
LMP 1269 0 4124 0 4105 0 4099 0
LP 1269 0 4124 0 4105 0 4099 0
1P 1269 0 4124 0 4104 0 4098 0
2P 1269 0 4124 0 4104 0 4098 0
3P 1032 19 3998 3 4098 0 4055 1
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Table 4
p ¼ 5; n ¼ 50
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=0.1
UP 843 0 849 0 845 0 843 0
LMP 871 3 877 3 873 3 871 3
LP 869 3 875 3 872 3 869 3
1P 843 0 849 0 845 0 843 0
2P 843 0 849 0 845 0 843 0
3P 570 32 576 32 573 32 571 32
Tr=1
UP 846 0 825 0 822 0 817 0
LMP 874 3 852 3 850 3 845 3
LP 872 3 851 3 848 3 843 3
1P 846 0 825 0 822 0 817 0
2P 846 0 825 0 822 0 817 0
3P 574 32 556 33 554 33 550 33
Tr=10
UP 933 0 767 0 682 0 663 0
LMP 961 3 793 3 707 4 687 4
LP 959 3 791 3 706 3 686 3
1P 933 0 767 0 682 0 663 0
2P 933 0 767 0 682 0 663 0
3P 641 31 510 34 449 34 436 34
Tr=50
UP 1405 0 638 0 663 0 573 0
LMP 1430 2 656 3 681 3 590 3
LP 1428 2 654 3 680 3 589 3
1P 1405 0 638 0 663 0 573 0
2P 1405 0 638 0 663 0 573 0
3P 1041 26 431 32 513 23 409 29
Tr=100
UP 2176 0 707 0 845 0 967 0
LMP 2194 1 719 2 859 2 982 2
LP 2193 1 718 2 858 2 981 1
1P 2176 0 707 0 845 0 967 0
2P 2176 0 707 0 845 0 967 0
3P 1686 23 534 24 729 14 839 13
Tr=500
UP 7500 0 2319 0 2380 0 2547 0
LMP 7499 0 2320 0 2385 0 2554 0
LP 7499 0 2320 0 2384 0 2553 0
1P 7500 0 2319 0 2380 0 2547 0
2P 7500 0 2319 0 2380 0 2547 0
3P 5946 21 2189 6 2356 1 2452 4
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Consequently, each oi is given by
oi ¼ Tr r
i1
1þ r þ?þ rp1; 1pipp:
We simulated the risks
Riskð #x jp;xÞ ¼ Ex½L3ð #x jp;xÞ; j ¼ u; lm; l; 1; 2; 3
based on 10 000 noncentral Wishart random data. Percentage reduction in average
loss (PRIAL) given by
PRIAL ¼ Riskð #x
up;xÞ Riskð #x jp;xÞ
Riskð #xup;xÞ  100; j ¼ u; lm; l; 1; 2; 3
shows each estimator’s priority over #xup: Note that both ‘Risk’ and ‘Prial’ in the
following tables are rounded off into integers.
We summarize the result as follows:
* In almost all cases Empirical Bayes estimator #x3p outperforms #xup: For some
cases the reduction in the risk of #x3p is close to 50 percent. We can see the pattern
of its PRIAL in Fig. 1. When Tr is small and(or) when the oi; i ¼ 1;y; p are
close to each other, its PRIAL is high. When n is small and(or) p is large, its
superiority to #xup is more obvious.
* Although #Xu is dominated by #Xlm w.r.t. the loss functions (2) or (3), the
simulated risk of #xup is equal to or less than that of #x jp; j ¼ lm; l for almost all
cases. Especially when Tr is small, #xup performs signiﬁcantly better than #x jp; j ¼
lm; l:
* As is proved in Section 2, #x j; j ¼ 1; 2 dominates #xu: However the performance of
their positive part estimators is almost the same as that of #xup:
We also made risk comparison among #X j j ¼ u; lm; l; 1; 2; 3 by Monte Carlo
simulation. They are the orthogonally invariant estimators of X deﬁned by (4) with
ciðLÞ ¼ #oð jpÞi ; 1pipp:
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Table 4 (continued)
Dp ¼ A Dp ¼ B Dp ¼ C Dp ¼ D
Risk Prial Risk Prial Risk Prial Risk Prial
Tr=1000
UP 13412 0 44035 0 44537 0 4522 0
LMP 13412 0 44022 0 44550 0 4526 0
LP 13412 0 44022 0 44550 0 4525 0
1P 13412 0 44034 0 44532 0 4522 0
2P 13412 0 44034 0 44532 0 4522 0
3P 11128 17 42559 3 44359 0 4473 1
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We used the loss function L1; (2). The result was quite similar to that of the
eigenvalues estimation problem and it can be summarized in the same way as above.
We omit the tables.
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