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Abstract
The emergence and spread of insecticide resistance compromises the control of mosquito
borne diseases that are responsible for millions of deaths every year in tropical and sub-
tropical areas. Mathematical modelling is a valuable tool that can be used to explore
different aspects of the development and management of insecticide resistance. We
have used standard population genetics theory and ecological modelling techniques for
developing models to evaluate the spread of resistance in the field.
We started by developing a methodology to quantify the strength of selection for
resistance occurring in nature. We used data from Mexico on the mosquito Aedes ae-
gypti and a maximum likelihood methodology to estimate the selection and dominance
coefficients driving the evolution of resistance in the field. We additionally explored the
impact of poor data collection, data that combine information from different locations,
and the consequences of selection and dominance coefficients varying over the sampling
time period. This analysis highlighted factors highly relevant to field work such as the
need for frequent surveillance in discrete sentinel sites.
The use of insecticidal bed nets represents the primary tool for the prevention of
malaria worldwide. It is of extreme importance to maintain their efficacy against
mosquitoes, which has been undermined by the development of insecticide resistance.
We assed the contribution of a novel design of bed nets in delaying insecticide resistance
while at the same time determining the important parameters in driving resistance in
an heterogeneous environment. We showed that this new bed net can indeed contribute
to the delay of the spread of resistance, but surprisingly could have the reverse effect
in specific circumstances.
Finally we developed a model for the vector of malaria, that considers the stage-
structured nature of the mosquito life cycle and, most importantly, explicitly incorpo-
rates insecticide resistance. It can be used to understand the population dynamics of
mosquitoes throughout their entire lifecycle while analysing the impact of vector control
interventions, alone and in combination, and the spread of insecticide resistance that
those interventions induce. We showed that targeting the larval stages has the greatest
effect on the adult population followed by targeting non host-seeking female adults.
According to our results, low levels of resistance can induce failure of interventions,
and the rate of spread of resistance is faster when insecticides target the larval stages.
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Chapter 1
Introduction
1.1 Vector borne diseases
Vector borne diseases constitute today, as they did in the past centuries, a great source
of concern for global public health. The use of preventive and therapeutic measures
such as improvements in sanitation and hygiene, implementation of vaccination pro-
grams, use of antiparasitic drugs and vector control [1] have significantly decreased their
impact in developing countries, and led to their eradication in parts of the developed
world, but vector borne diseases still account for around 17% of the infectious diseases
burden [2, 3]. They continue to be significant nowadays because despite all past efforts
and successes, we have witnessed the reemergence and geographical expansion of dis-
eases like plague, dengue/dengue hemorrhagic fever, yellow fever and West Nile virus,
that were once effectively controlled. Additionally, there was the emergence of new
diseases such as lyme disease and ehrlichiosis [4].
The reemergence in recent decades is closely tied to unprecedented global changes in
population demography, land use, urbanisation, trade and travel. These changes have
lead to environmental modifications, creating conditions that favour the proliferation of
vector species and increasing contact between humans and vectors [3–8]. Moreover, the
burden of human vector borne diseases on regional ecologies and economies is enhanced
by plant and animal vector borne diseases [4].
Climate change may also play a role. Temperature, rainfall and humidity changes
can affect vector development, reproduction, behaviour, survival rates and geograph-
ical range [9–11]. Nevertheless, some authors suggest that lifestyle and public health
measures are expected to counterbalance climate effects [12], reinforcing the idea that
socioeconomic conditions are the key players in the prevalence of vector borne diseases
[2].
The most common vectors are arthropods, with mosquitoes, flies, sand flies, lice, fleas,
ticks and mites transmitting a large number of infectious agents such as protozoa, bac-
teria, viruses and helminths [13]. Mosquitoes are the most important arthropod vector
and there are approximately 3500 species widespread around the world [14]. Mosquitoes
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of the genera Culex, Aedes, and Anopheles are responsible for the transmission of Fi-
laria spp, West Nile virus, japanese encephalitis, dengue/dengue hemorrhagic fever,
chikungunya, and malaria [2, 15], that are major causes of morbidity and mortality
every year worldwide. This thesis focuses on mosquitoes, but we believe results may
have a general application to other vectors.
1.2 Vector control
Vector control represents a significant part of past and current strategies for vector
borne diseases control. The methods in use were conceived by considering the mosquito
life cycle and behaviour. The life cycle is composed of four distinct stages: egg, larva
and pupa, that require water for development, and a free flying adult. Adult females
lay their eggs on water bodies and, once hatched, larva, pupa and adult follow, in a
time scale that depends on the species and temperature. The biting behaviour of fe-
males, that require a blood-meal for fertile egg development, is diverse. Some species
prefer animal hosts while others prefer humans. Foraging for a host can occur at dusk,
dawn, during the day or during the night. After successfully feeding a female mosquito
requires a safe place to rest in order to digest the blood-meal and develop the eggs, a
process that can last several days. Some species prefer to rest outdoors (exophily) and
others indoors (endophily), in houses and cattle sheds [16]. Following egg maturation
the female mosquito begins searching for a suitable breeding site where she will lay her
eggs and the cycle repeats. Females can lay eggs more than once in their lifetime, so
they will repeatedly forage for a blood meal.
There are several vector control methods available, the main ones are described here:
Environment management: This method involves a range of temporary or perma-
nent environmental manipulations to limit vector reproduction, survival, or abundance,
modification of human behaviour to limit the contact with vectors and others like the
strategic placement of diversionary hosts such as cattle (zooprophylaxis) [17, 18].
Biological control: Potential interventions include use of vector predators like fish or
copepods [19] and bacterial larvicides such as Bacillus thuringiensis israelensis (Bti)
[20] rending breeding sites unsuitable.
Sterile insect technique: The most used methods use radiation or chemicals to
sterilise insects and involve the release of overwhelming numbers of sterile insects to
reduce reproduction. It has proved very successful in controlling several agricultural
pests although with less impact in mosquito populations [21, 22]. New methods are
being developed and include the genetic modification of mosquitoes to render them
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refractory to infection, i.e., reduce vector competence [23] and population control us-
ing RIDL (release of insects carrying a dominant lethal genetic system) [24]. There
are still some important challenges and risks that need to be addressed before use in
vector control programmes, but there is support for continued research in this area [25].
Insecticide use is undoubtedly the predominant method (and sometimes the only af-
fordable) [2]. Humans have used pesticides to protect their crops since the advent
of agriculture. The first known pesticide was elemental sulphur. Classical ancient
Mediterranean writings show that Greeks and Romans were using sulphur to kill pests
that aﬄicted crops [26]. Inorganic arsenic, mercury, lead, and later organic nicotine
sulphate, pyrethrum and rotenone (in the 19th century) were the dominant chemicals
until Paul Mu¨ller discovered that dichlorodiphenyltrichloroethane (DDT) was effective
in killing insects in 1939 (it had been first synthesized in 1874) [27, 28].
The current available insecticides are grouped into the following classes according to
their chemical properties and origin:
Organochlorines: Chlorinated hydrocarbons. Comprising DDT and analogues, hex-
achlorohexane and cyclodienes. These are very stable compounds with long term per-
sistence, slow degradation and bioaccumulative properties [29, 30]. DDT targets the
voltage-gated sodium channels (which generate nerve action potentials) and has repel-
lency and irritancy effects [30]. Hexachlorohexane and cyclodienes target the gamma-
aminobutyric acid (GABA) major neurotransmitter in the nervous system [2, 30].
Organophosphates: Most are esters or amides of organically bound phosphoric or
pyrophosphoric acid. They are much less stable and more expensive than organochlo-
rines [2, 29] and are generally not persistent in the environment. Their mode of action
is the inhibition of the acetylcholinesterase enzyme by phosphorylation.
Carbamates: Carbamates are acid esters derived from carbamic acid. They inhibit
acetylcholinesterase enzyme action buy a process called carbamylation [29].
Pyrethroids: Derived from pyrethrins, they are a group of esters originally extracted
from some Chrysanthemum species. Currently there are natural and synthetic formu-
lations available. They are highly toxic to insects but present a moderate acute toxicity
to humans and other mammals [31] and are easily biodegraded. The primary mode of
action is disruption of voltage-gated sodium channels function, similar to that of DDT
[32]. They also have an excito-repellent effect [33], reducing biting through feeding
inhibition, shorter landing times and undirected flight [34].
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During and after World Word II (WWII) organochlorines such as DDT were the main
insecticides employed, but their use gradually declined due to toxicological problems
and environmental contamination [27] and were replaced by organophosphates, carba-
mates and pyrethroids. Despite huge efforts to find insecticides with different modes of
action, insecticides available today still belong to the four classes described above and,
including organochlorine DDT, are used in public health [2].
The main methods of insecticide deployment used worldwide are listed below. Some
rely on the dusk and night foraging behaviours and indoor resting habits of important
vector species to ensure that a number of potentially lethal interactions with insecticide-
treated surfaces occur [35]:
Larviciding: Much like the use of biological interventions mentioned before, the em-
ployment of insect growth regulators, oils, carbamates and organophosphates within
defined water boundaries is very effective provided the ability to find high proportion
of breeding sites.
Adulticides Space Spray: Space spraying of organophosphates and pyrethroids is
used mostly in emergency situations to control outbreaks, by achieving a rapid reduc-
tion of adult vector density. It is mostly used for control of dengue [2, 36].
Indoor Residual Spraying (IRS): Indoor residual spraying targets indoor resting
vectors [36]. IRS on walls is the favoured method due to general applicability and sim-
plicity. All four classes of insecticides are recommended, but there has been a shift in
use from DDT to pyrethroids [2]. It has proven very effective against African vectors
of malaria [36].
Insecticide Treated Materials (ITM): Includes insecticide treated nets (ITNs) and
other materials such as curtains and sheeting. It is a very effective measure if appropri-
ately used at very high levels of coverage. ITNs impregnated with pyrethroids (the only
class of insecticide recommend by the World Health Organization - WHO) is the most
common and one of the most effective measures in protecting against malaria vectors.
As a result, its use has been scaled up upon WHO recommendation of full coverage
of all people at risk. [37]. However, insecticide treated nets have a small impact on
species that bite during the day.
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1.3 Insecticide resistance
The prolonged exposure and widespread use of a small portfolio of compounds against
large mosquitoes populations, with short life cycles and abundant progeny, inevitably
gives rise to the emergence of resistance to the insecticides. The definition of resistance
by WHO is ‘the development of an ability in a strain of some organisms to tolerate
doses of a toxicant, which would prove lethal to the majority of individuals in a normal
population of the same species’ [38].
The use of DDT during and after WWII in troops and civilians in Europe and in
the USA resulted in the eradication of typhus and malaria in these areas. However,
subsequent development of mosquitoes resistant to DDT contributed to the failure of
the WHO campaign for global eradication of malaria started at the height of DDT
use in 1955. Resistance is still considered to be the most important hindrance in the
successful control of vector borne diseases [2, 15].
The first report of insecticide resistance, is believed to be that of Melander in 1914
describing lime sulphur resistance in the San Jose scale, Quadraspidiotus perniciosus, in
California [2, 39]. Almost a century later, mechanisms allowing survival to insecticide
exposures have been selected in many species and to all 4 classes of insecticides. The
number of reported resistant species in the Arthropod Pesticide Resistance Database
(http://www.pesticideresistance.org) [39] from 1914 to the present (May 2012) is of 575
species, 119 of which are mosquitoes, i.e., belong to the Culicidae family.
The mechanisms known to confer some degree of resistance to the action of insecti-
cides can be grouped into the following categories:
Metabolic resistance: Resistant insects may metabolise or destroy the insecticides
before they are able to be toxic [40]. They possess enhanced levels or more efficient
forms of insecticide degrading enzymes that may also have a broader spectrum of ac-
tivity. Three major enzyme groups are known to be responsible for metabolically based
resistance to all four classes of insecticides: (1) mixed function oxidases, (2) hydrolases
or esterases, and (3) glutathione S-transferases [15, 41].
Target site resistance: Target site insensitivity in the nervous system occurs when
the insecticide no longer binds effectively to the site of action. Important target sites
such as sodium channel, acetylcholinesterase, and gamma-aminobutyric acid receptor
have been implicated in insecticide resistance. This type of resistance is associated with
non-silent point mutations within structural genes, that do not cause a loss of primary
function of the target site. The resistance phenotype known as knockdown resistance
(kdr, resistance to paralysis whether reversible or not) is due to reduced target site sen-
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sitivity in the voltage-gated sodium channels [15, 29, 41]. Figure 1.1 shows the impact
of metabolic and target site resistance on the current available insecticides.
Figure 1.1: Major biochemical mechanisms conferring resistance to the different classes
of insecticides in mosquitoes. A large spot indicates an important resistance mechanism;
a smaller spot means this mechanism has been described but is considered to be of lesser
importance. Adapted from [42] (reprint licence 2941441050130).
Cuticular resistance: Reduced uptake by over expression of cuticular proteins and
reduced penetration of insecticide through the cuticle may also play a role in resistance
[43], which can enhance the efficiency of metabolic detoxification and excretion [44].
Behavioural resistance: Modification in behaviour that helps to avoid the lethal ef-
fects of insecticides. It is stimulus-dependent, such as the repellent and irritant proper-
ties of some insecticides. An exposed population can be driven to adopt new behaviours
in order to avoid contact with a lethal dose. It is different from stimulus-independent,
protective avoidance mechanisms, such as exophily that do not require any contact
with insecticides [29]. There are concerns that widespread use of insecticides may have
selected for genetic changes in behaviour.
Multiple resistance: Multiple resistance is the development of resistance to more
than one insecticide class due to direct exposure of a population to multiple classes of
insecticides, normally at different points in time. Consequently it hinders the applica-
tion of previous used insecticides [2, 41].
Cross resistance: Cross resistance is the phenomenon whereby a mechanism that ren-
ders a population resistant to one class of insecticides makes them resistant to others
[2]. This is especially likely if the insecticides share the same mode of action. For ex-
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ample, the kdr phenotype is known to confer resistance to both DDT and pyrethroids.
Interactions between different resistance mechanisms are also important because they
can act synergistically and provide high levels of resistance. The consequence of mul-
tiple and cross resistance is the reduction of the alternative insecticides available [41].
Another difficulty faced by vector control programs is the impact of agriculture. In-
secticides are primarily used in agriculture, in fact it accounts for around 90% of all
insecticide deployment [2], and can threaten the success of vector control campaigns
by selecting for resistance in advance or in parallel, in both the larval and adult stages
of the vector. The evidence for agriculture impact, mostly circumstantial, usually falls
into one of the following categories: the appearance of resistance in the vector species
before insecticide use in vector control; temporary decrease or suppression of vector
populations without vector control; seasonal fluctuations of vector resistance following
use of insecticide in agriculture (correlation in time); higher levels of resistance in areas
with agricultural spraying compared with areas of only vector control (correlation in
space); and a correlation between the intensity of insecticides use in agriculture and
the resistance level in vector [45–47]. Besides the use of the same chemicals, agriculture
can impact disease transmission by creating new breeding sites for vectors.
1.4 Mathematical modelling of insecticide resistance
Effective resistance management strategies require the knowledge of the mechanisms
behind resistance in individual insects and some understanding about the dynamics
of resistance in the populations. One of the tools available for research of insecticide
resistance is mathematical modelling. Although mathematical models are simplified
representations of reality they have been used to clarify concepts in the development
and management of insecticide resistance, project the consequences of different assump-
tions, organise data, identify hypothesis and appropriate experiments in a relatively
fast, safe and inexpensive way [48, 49].
According to the reviews of Tabashnik (1990) [48] and Hoy (1998) [50] the models
used for insecticide resistance research usually differ in the problem addressed, the type
of modelling, the basic assumptions and the factors considered.
The choice of the modelling approach depends mostly on the complexity of the model
[48]. A mathematical model can represent the underlying processes in either determin-
istic or stochastic forms. In a deterministic model every set of variable states 1 is
1In brief the lexicon used in mathematical modelling: state variables are the variables being tracked
explicitly in the model, that change over time, e.g. resistance level; parameters are the rates that
govern movement between classes in the model, that remain constant over time, e.g. level of insecticide
use or migration rate. If a particular parameter is not varied during a particular analysis, it may be
referred to as a constant [51].
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uniquely determined by parameters in the model and by previous states of these vari-
ables. A deterministic model produces the same results under the same set of initial
conditions. On the other hand, in a stochastic model, variable states are described by
probability distributions, therefore accounting for randomness.
The dynamics of the process under study can be explored either analytically or using
simulation methods. Analytical models, for which a comprehensive toolbox of analysis
methods is available, are relatively simple mathematical descriptions that can be solved
mathematically and are used to uncover fundamental principles [48, 51]. Simulation
models on the other hand, utilise numerical techniques to solve problems for which
analytic solutions are impractical or impossible. Simulation models are generally more
complex and realistic and are especially valuable for assessing the influence of a large
number of factors and for sensitivity analysis [48, 51].
Modelling insecticide resistance evolution is an extremely complex process because
it explores the interactions of a multitude of factors that vary with species, population
and location. Here we list some of the generally accepted factors that influence the
spread of insecticide resistance (reviewed in [29, 52]):
Genetic: Initial frequency of resistance gene, mutation rate, dominance relationship,
past selection by other insecticides and fitness of genotypes.
Biological: Duration of life cycle and number of progeny, mating system and popula-
tion size.
Ecological: Mobility, genetic isolation, migration, variation of ecological conditions.
Operational: Proportion of population exposed, dosage, persistance of insecticide,
existence of refugia, life stage exposed, mode and pattern of application.
Many years of research have provided some understanding of the way the factors
listed above combine to influence insecticide resistance evolution [53]. A great percent-
age of the research effort has been devoted to the impact of insecticide resistance on
agriculture with findings then being applied in public health.
It was recognised by Georghiou in 1972 [54] that the rate at which development of
insecticide resistance proceeds clearly depends on genetic factors. Seminal modelling
papers by this author explored genetic factors in combination with what he regarded
as ‘more subtle influences exerted by the ecology of the population, such as isolation,
inbreeding, and reproductive potential’. Dominance, initial gene frequency, refugia,
immigration, and reproductive potential were studied using deterministic models and
concluded that the rate of resistance evolution was slowed when the population was
diluted by susceptible immigrants, the control intensity was high having a great impact
on population density and when there were fitness differences between the different
genotypes [55]. These were the first general conclusions, many following papers ex-
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plored the same factors from different perspectives.
Comins (1977) [56] examined the effect of immigration dependent on dominance,
initial allele frequency and population density. He observed as Georghiou had (1977)
[55], that for recessive genes migration from untreated populations delays emergence
and spread of resistance. Nevertheless, at some critical point, dependent on the initial
resistance frequency, resistance in the untreated area increases by diffusion from the
treated area and resistance spreads. Taylor and Georghiou (1979) [57] investigated
potential adjustments of dominance and migration for suppression of resistance, sug-
gesting control methods such as the release of susceptible individuals and variation of
insecticide dosage to affect dominance. More complex finite population models that in-
clude randomness by Caprio and Tabashnik (1992) [58] later offered contrasting insights
suggesting that in many field situations, gene flow may speed evolution of insecticide
resistance. Additionally, Pasteur and Raymond (1996) [59] propose that mutations
transforming susceptible genes into resistance genes are extremely rare, implying that
the wide distribution of resistance in some species is due to migration. Migration effects
on the spread of resistance is still an active research topic today, particularly in agri-
culture, mostly to study the effects of refugia on Bt crops (transgenic crops containing
a gene from Bacillus thuringiensis) [60, 61].
Other aspects have been explored, such as the assumption that resistance develop-
ment depends directly on generation time, because some amount of selection is expected
to occur every generation, yet it has been shown to have no impact if selection pressure
is daily constant, highlighting the influence of the intensity of selection. There is little
doubt that increasing the proportion of individuals treated will increase the frequency
of resistance [48]. Moreover, more complex models demonstrated that the influence of
generation time should not be generalised because it depends on the interactions of so
many factors with diverse effects (linear and non-linear) [62].
The mode of inheritance constitutes yet another fundamental assumption in popu-
lation genetics resistance models. Most models assume that resistance is monogenic,
preferable to avoid complex models and supported by the prevailing view that resis-
tance in the field is conferred by one or two loci of major effects [48, 63, 64] (the term
monogenic has been used in some instances to include two loci [65]). There has been
an ongoing debate among scientists as to whether resistance is monogenic or polygenic.
This is a particularly difficult issue to clarify because the results from field and labora-
tory experiments seem contradictory. In theory the number of genes selected to confer
resistance depends on whether selection acts within or outside the phenotypic distribu-
tion of the susceptible population. Selection from within selects polygenic resistance,
by combining factors that have minor effects, whereas selection outside the distribu-
tion selects for rare mutations in single genes of major effects [66–68]. It is generally
postulated that the differences between field and laboratorial experiments are due to
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the presumed high selection intensities in the field, that select outside the initial distri-
bution of susceptible phenotypes, therefore favouring resistance alleles of major effects,
contrasting to laboratory experiments that have typically lower intensity of selection
that favours polygenic control of resistance [69]. Groeters and Tabashnik (2000) [70]
present the less polarised view on this contentious issue so far, suggesting that resis-
tance is affected by many genes, but that the distribution of effects across loci is not
uniform, which can lead to one or a small number of loci often accounting for most
of the resistance but also contemplating a polygenic basis for resistance in the field.
Their results suggest that if major genes for resistance are present, they will increase in
frequency more rapidly than minor genes under a wide variety of conditions (refugia,
immigration, etc) and a possible reason why most laboratory experiments have failed
to select for monogenic resistance is that laboratory populations are usually small and
unlikely to contain rare resistant mutations. Consequently, to mimic field evolution in
the laboratory it is more important to use a large, diverse sample from the field than
to use extremely high selection intensities to induce mutations.
Quantitative genetics provide a range of theoretical and empirical tools that avoid
this issue of single gene effects. These techniques make no assumptions regarding the
number of genes involved, and offer an alternative to predict the speed and potential
amount of genetic change involved in resistance and the direction, speed and extent
of genetic change in correlated fitness traits [71]. The expression of quantitative traits
depends on environmental factors as well as the actions of one or more genes, each
with one or more alleles, rendering quantitative tools appropriate independently of the
inheritance mechanism [71, 72]. One of the central concepts in quantitative genetics
is the heritability of a trait, h2, defined as the ratio of additive genetic variance to to-
tal phenotypic variance. It is an important characteristic, of polygenically determined
traits, because it provides a means of predicting future evolutionary responses to se-
lection and also provides insights into the influence of the trait on the organism fitness
[73].
Some understanding of the basics of spread of insecticide resistance was crucial for the
exploration of resistance management strategies. Management strategies focus on oper-
ational factors that are or can be brought largely under human control. The modelling
of management strategies requires the track of resistance frequencies and population
size in time and space. In his review on the ‘Principles of insecticide resistance man-
agement’ Georghiou in 1994 [53] considered that the strategies used or suggested for
management of resistance can be grouped under three principal categories: (i) manage-
ment by saturation, (ii) management by moderation and (iii) management by multiple
attack.
Management by saturation uses tactics that completely overcome insects defences by
for example using high dosages of insecticides that kill individuals that would be resis-
10
tant to lower dosages, or the use of synergist to potentiate the insecticide. Nonetheless,
Tabashnik in 1990 [74] using three and four allele models that assumed resistance based
on gene amplification showed that in some situations resistance can be potentiated by
overwhelming high concentrations of insecticides.
Management by moderation is more conservative and suggests the maintenance of
susceptibles in the population with low insecticide pressure. The model developed
by Georghiou and Taylor in 1977 [75] was the first to examine the evolution of resis-
tance considering some operational factors in combination: dosage, population density
threshold, refugia and alternation of schedules of application. This model showed that
in some cases lower insecticide dose levels and less intense treatments can help delay the
spread of resistance particularly if resistance confers reproductive disadvantage. In 2001
Carriere and Tabashnik [76] revisited this subject and concluded the factors favouring
reversal of resistance in cases of high dosage and refuge strategies are non–recessive
costs of resistance, low initial resistance allele frequency, large refuges, incomplete re-
sistance and density–independent population growth in refuges.
The multiple attack strategy considers that control can be achieved by exerting pres-
sure on the population from multiple sources. Many models explored the success of
strategies like the use of mixtures, rotations and mosaics. The rational behind the
simultaneous use of unrelated insecticides is based on the principle that if resistance
to each of the insecticides is independent and initially rare the arising of double re-
sistance is very unlikely [77]. The deployment of insecticides in rotation relies on the
assumption that resistance confers some degree of fitness disadvantage and there is
no cross-resistance between insecticides used, so that the frequency of resistance to
one insecticide will decline during deployment of another insecticide [78]. Success of
mixtures requires a small population size or an untreated portion of the population
[78] and depends on the initial allele frequencies, recombination, effective dominance,
escape and linkage disequilibrium, but a major problem according to Mani (1985) [79]
is the choice of the two insecticides mostly due to cross-resistance. Further to these
caveats, polygenic models have concluded that application of more than one insecticide
in a mixture might not be a good strategy because it can increase the overall selection
intensity and hasten the evolution of resistance [78]. Nonetheless it is advocated that
under certain conditions mixtures can retard resistance, e.g. provided resistance is not
fully dominant [77], more effectively than rotations or mosaics. Birch and Saw (1997)
[80] intended to unite the debate around the impact of mixtures by developing a model
that identifies mixtures that have potential for delaying the spread of resistance. The
spatial application of insecticides in mosaics was considered by Mani [81] to have lim-
ited application for retarding resistance.
Lenormand and Raymond in 1998 [82] proposed a different strategy for management.
Instead of attempting to delay the appearance and spread of resistance suggested aim-
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ing to maintain it at low equilibrium values. They used a two-locus model, considered
treated areas size, dominance, fitness disadvantage of resistance and concluded that it
is possible to achieve an optimal size for the treated area where a minimal and stable
density reaches equilibrium, and where resistance genes cannot invade.
In summary, decades of modelling of resistance management came to variable con-
clusions clearly depending on the assumptions that are made, although most suggest
that resistance selection is slowed but not completely stopped by the management tac-
tics described. Despite these inconsistent results WHO [83, 84] recommends the use of
insecticides in rotations, mosaics or mixtures during interventions, and/or to combine
interventions when possible in a effort to maximise the time period for which current
available insecticides provide useful disease control. There are field based data, like the
success of the onchocerciasis control programme, that uses pre-planned rotations of in-
secticides in larviciding and a trial in Mexico, that tested fine scale mosaic and rotation
strategies directly, to support these recommendations [84]. In the Mexico trial, DDT
resistance did not revert completely towards susceptibility, while pyrethroid resistance
increased more in areas under pyrethroid treatment alone than those in the rotation
and mosaic areas. No major difference in the performance of the mosaic and rotation
strategies were found.
Recently Read (2009) et al. [85] proposed a new approach to effective vector control,
in particular malaria control. They argue that exerting weak selection for insecticide
resistance by targeting only old mosquitoes that have already laid most of their eggs
can decrease developing of resistance and extend the useful lifespan of insecticides and
at the same time decrease transmission of disease since most malarial mosquitoes do not
live long enough to transmit the disease. Following this idea Koella et al. (2009) [86]
discussed potential options to use insecticides in alternative ways, such as the combi-
nation of a late-acting insecticide and larvicide to sustainably control malaria. Further
exploration of this subject has been made by Gourley et al. (2011) [87] by developing
a model that explores the effects of late-acting insecticides (by including a time delay
on insecticide effect after exposure) and concluded that, although late-acting insecti-
cides could not prevent the rise of resistance it can be delayed considerably. Glunt et
al. (2011) [88] explored this concept in an experimental setting and concluded that
low concentration formulations targeting older mosquitoes might have the capacity to
reduce disease transmission without strong selection for resistance. 2
Currently major international efforts are in progress to control and even attempt
to globally eradicate malaria by scaling-up significantly IRS and ITNs. These efforts
will surely drive resistance evolution and considering current restrictions on approved
chemicals, there are virtually no options for resistance management for ITNs (since
2We posted our concerns regarding this conclusions in a comment posted online on the Journal’s
website, that can be found in Annex A.
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there have not yet been approved any suitable insecticide mixture for ITNs, seen as the
most promising tactic for management of resistance in bed nets [89]). To keep ITNs
effective is the next big challenge in public health vector control. The focus of manage-
ment is shifting from the sole use of insecticides to the use of combined strategies as
part of a global integrated vector management [3]. This process for vector populations
management, aimed at reducing or interrupting transmission of disease [90], considers
the knowledge of factors influencing local vector biology, disease transmission and mor-
bidity, and the use of a range of interventions. It also advocates the implementation
of monitoring systems to allow for immediate action and the anticipation of resistance
when planning interventions [83].
1.5 Thesis outline
This thesis uses mathematical modelling to explore different aspects of the spread of
insecticide resistance in mosquito vectors of disease. The work was conducted in the
context of malaria transmission by Anopheles gambiae, except for the first chapter,
where we used field data from Aedes aegypti, the vector of dengue (among others).
The core of the mathematical methods used in this thesis is based on population ge-
netics theory. The field of population genetics studies the temporal and spatial changes
of frequencies of types (alleles, genes, genotypes, gametes) in entire populations of or-
ganisms subject to various ecological and genetic influences [91] using Mendel’s laws
and other genetic principles [92]. Along the way we integrated population genetics
with ecological modelling to explore the dynamics of insecticide resistance in mosquito
populations under vector control.
In the introduction we have discussed how mathematical tools have been used to
assess different aspects of resistance, from fundamental questions such as the factors
that drive resistance emergence to optimisation of management strategies to mitigate
its impact. One aspect that has been overlooked, and is the the focus of Chapter 2, is
the quantification of the spread of resistance in the field. In order to efficiently manage
resistance one of the first questions to answer, once resistance onset has been acknowl-
edged, should be: how fast is it evolving? To provide an answer to this question we
developed a simple maximum likelihood method to measure the strength of selection
acting on the different genotypes, using changes in allele frequencies through time. It
also provides an estimate of the dominance relationship between genotypes, that has
a substantial influence on the rate of spread. We discuss all the challenges associated
with such a task, and assess the impact of temporal and spatial heterogeneities on the
estimations. This methodology could be used for surveillance purposes, monitoring the
effectiveness of interventions to tackle disease transmission and resistance.
In Chapter 3 we moved away from using empirical data and examined the contribution
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of a new generation of long lasting insecticidal nets (usually refereed to as LLNs) in de-
laying the spread of insecticide resistance, through the development of a genetic model.
Treated bed nets are one of the most widespread tools for combating malaria trans-
mission, thus innovative approaches are required to address the growing challenge that
insecticide resistance development poses. This net prototype incorporates an insecticide
synergist on the roof besides being impregnated with the usual pyrethroid insecticide.
The manufactures believe that it gives increased efficacy against pyrethroid-resistant
malaria vectors. We provided a theoretical viewpoint on the (dis)advantages of such a
new tool while exploring the dynamics of resistance considering the spatial structure
in which LLNs are usually deployed. We give some insights on the parameters that are
implied in driving resistance in such heterogeneous environments, considering, as well,
sexual heterogeneities in insecticides exposures.
Chapter 4 originated from the need to incorporate the effects of insecticide resistance
in models of malaria epidemiology. There are modelling works on mosquitoes in the
literature in malaria transmission, however, the metamorphic structure of mosquitoes
populations has, for the great part, been ignored by assuming homogeneous mosquito
populations. We developed a stage-structured model of Anopheles gambiae life cycle,
based on a system of difference equations that, most importantly, explicitly includes
insecticide resistance by tracking different genotypes for males and females. We per-
formed an analysis of the dynamics of the model by numerically estimate fixed points
and investigating their stability. We proceed by performing a sensitivity analysis by
executing the model for a collection of simulated parameters and observe the result-
ing change in model behaviour, namely the impact on the number of adult female
mosquitoes. We used an hypothetical parameter setting to explore the impact on
the population of using insecticides targeted at different stages of mosquitoes develop-
ment. In order to link the developed model with malaria transmission we determined a
threshold number of female adult mosquitoes below which transmission is expected to
be interrupted. We simulated the most common insecticidal interventions used for vec-
tor control: larvicides, pupacides, LLNs and indoor residual spraying while examining
the effect, on vector control, of the emergence of resistance. Besides the investigation
of the use of single interventions we also explored the efficacy on vector control of in-
terventions being used in combination and the impact of resistance in the effectiveness
of such combinations.
In Chapter 5 we summarise our results, policy implications and future research.
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Chapter 2
Challenges in estimating
insecticide selection pressures
from mosquito field data
Abstract
Insecticide resistance has the potential to compromise the enormous effort put into the control
of dengue and malaria vector populations. It is therefore important to quantify the amount of
selection acting on resistance alleles, their contributions to fitness in heterozygotes (dominance)
and their initial frequencies, as a means to predict the rate of spread of resistance in natural
populations. We investigate practical problems of obtaining such estimates, with particular
emphasis on Mexican populations of the dengue vector Aedes (Stegomyia) aegypti. Selection
and dominance coefficients can be estimated by fitting genetic models to field data using max-
imum likelihood (ML) methodology. This methodology, although widely used, makes many
assumptions so we investigated how well such models perform when data are sparse or when
spatial and temporal heterogeneity occur. As expected, ML methodologies reliably estimated
selection and dominance coefficients under idealised conditions but it was difficult to recover
the true values when datasets were sparse during the time that resistance alleles increased in
frequency, or when spatial and temporal heterogeneity occurred. We analysed published data
on pyrethroid resistance in Mexico that consists of the frequency of a Ile1,016 mutation. The
estimates for selection coefficient and initial allele frequency on the field dataset were in the
expected range, dominance coefficient points to incomplete dominance as observed in the labo-
ratory, although these estimates are accompanied by strong caveats about the possible impact
of spatial and temporal heterogeneity in selection.
2.1 Introduction
We consider the problem of measuring the strength of selection pressure for insecticide
resistance in mosquito field populations and show how changes in the frequencies of the
alleles at a single locus can be used to estimate the selection acting on each genotype.
This type of data is collected for the identification of genetic mechanisms of resistance
and/or during monitoring programs of vector control campaigns. The method we de-
veloped extends that described earlier by DuMouchel and Anderson in 1968 [93] for
laboratory populations. Laboratory based conditions differ significantly from the field.
In the laboratory insecticide assays are conducted over standardized range of doses
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and concentrations that may not account for field situations such as decay rates and
exposure characteristics. Following insecticide deployment in the field, concentration
decreases and there is a selective window of time at lower concentrations (Figure 2.1),
where resistant heterozygotes do not die but susceptible homozygotes are still killed,
therefore acting as dominant when under more standardised conditions it may appear
to be recessive. This is relevant because dominance relationships between susceptible
and resistance alleles affect the rate of spread of resistance.
Figure 2.1: The typical change in insecticide concentration in the field over time. As
concentration decays with time after deployment there is a differential survival of geno-
types. In period A the RR genotype (homozygote resistant) will survive while the RS
(heterozygote) and SS (homozygote susceptible) dies: this makes the R allele recessive
in this period. In period B both RR and RS survive making the R allele dominant in
this period. In period C all genotypes can survive so no selection occurs. These are
windows of selection, adapted from Hastings and Watkins (2006) [94].
Using a maximum likelihood (ML) procedure and a recursive genetic model that
tracks the changes in the resistance allele frequencies at a single locus it is possible to
estimate a selection coefficient (s), a coefficient quantifying dominance (h) and the ini-
tial frequency of the resistance allele (p0), key parameters that determine the dynamics
of resistance. The model provides a straightforward way to obtain these values with the
least complex dataset possible. However, field data on the spread of resistance is often
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suboptimal: datasets may be small, may only track one period of dynamics (typically
early and late stage of spread) or may be pooled from different locations. In this paper
we discuss the challenges associated with this approach. We used published data on
pyrethroid resistance from Aedes (Stegomyia) aegyptii, throughout Mexico [95] on the
frequency of the Ile1,016 mutation, one of the mutations in the voltage-gated sodium
channel gene known to confer resistance to pyrethroids (this is known as knockdown
resistance, a term applied to insects that fail to lose coordinated activity immediately
after exposure).
2.2 Model and methods
The genetic model we employ assumes a single autosomal locus conferring insecticide
resistance in a diploid sexually reproducing population, with non-overlapping gener-
ations and assuming random mating; these are standard assumptions in population
genetics models. There are two possible alleles, resistant (R) or susceptible (S), and
three possible genotypes (SR, RR, SS). The fitness coefficient, which is a measure of
survival and reproduction of the different genotypes, was defined as 1 for the susceptible
homozygotes SS, 1 + s (s is the selection coefficient) for resistant homozygotes RR and
1 + hs (h is the dominance coefficient) for heterozygotes SR. The level of dominance
is a measure of the relative position of the phenotype of the heterozygote relative to
the phenotype of the two corresponding homozygotes. Complete dominance for a sus-
ceptible allele is represented by h = 0 and complete dominance for a resistance allele
by h = 1, alleles are codominant or additive when h = 0.5. The fitness coefficients are
composite measures of fitness in both the exposed and unexposed mosquitoes groups
and are assumed to be the same for males and females.
We also assume a large population, so that genetic drift can be ignored, which enabled
us to predict the frequency of the resistant allele at any time t according to the recursion
expression:
pt+1 =
p2t (1 + s) + ptqt(1 + hs)
1 + s(p2t + 2hptqt)
(2.1)
Where:
pt : frequency of the resistant allele at time/generation t
qt = 1− pt : frequency of the susceptible allele at time/generation t
This recursive equation is the basic formula of selection of a favourable gene [96, 97].
We defined the allele initial frequency p0, as the frequency in the first sampling time
point, set as generation 0. Each subsequent generation can be converted onto a real
timescale of years by assuming a constant number of generations per calendar year.
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The ML approach to estimate the unknown parameters h and s and po, based on
this genetic model, involved selecting initial values of s, h, and p0 and then testing how
well the predicted allele frequencies matched those observed in the dataset.
Field datasets usually consist of the number of resistant alleles xt and the total
number of sampled alleles n at different time points t. The probability of observing x
resistant alleles among n alleles follows a binomial distribution, with a probability of
success (being a resistance allele) p for each sampled time point t.
f(xt|nt, pt) =
(
nt
xt
)
pxtt (1− pt)nt−xt (2.2)
Where:
pt : probability of sampling an R allele, i.e, probability of a success(
nt
xt
)
: combinatorial term to account for the number of ways of sampling x resistant
alleles among n total alleles
The corresponding binomial likelihood function is:
L(pt|xt, nt) = f(xt|nt, pt) (2.3)
The likelihood function returns the likelihood of the value pt given the observed data
of xt resistant alleles among the sample of nt at each generation. Essentially, it tells us
how consistent the data are with predicted values of pt (Equation 2.1). The likelihood
value for the dataset is the product of the likelihoods across the entire sample:
L(p|x, n) =
t∏
i=1
(
ni
xi
)
pxii (1− pi)ni−xi (2.4)
We implemented this ML methodology in R [98] using constrOptim() function (from
stats package) for which it is not necessary to provide analytic derivatives and that
can minimize/maximize a function subject to linear inequality constraints. Three con-
straints on the parameter values were enforced: 0 < p < 1, 0 < s < 1, 0 < h < 1, except
when analysing the field data when a constraint on h (0−1.5) was imposed. The Nelder-
Mead optimisation method algorithm was used, that generates a new test position by
extrapolating the behaviour of the objective function measured at each test point ar-
ranged as a simplex. The algorithm then chooses to replace one of these test points
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with the new test point and the algorithm progresses. The simplest step is to replace
the worst point with a point reflected through the centroid of the remaining points. If
this point is better than the best current point, then it will expand exponentially along
this line. On the other hand, if this new point is not much better than the previous
value the simplex returns the previous point. The standard error (s.e) of the estimates
was determined by inverting the Hessian matrix evaluated at the ML estimate and the
95% confidence interval endpoints were calculated as Parameter estimate± 1.96 ∗ s.e.
Maximum likelihood estimation is an optimisation technique and there is no guar-
antee that the set of parameters that uniquely maximises the likelihood will always
be found because the algorithm may converge onto local optima whose likelihood is
below the global maximum. To overcome this problem 1,000 runs of the ML itera-
tion procedure were performed in every estimation, with random starting values of the
parameter estimates used to initialise the optimisation routine [99]. In the analyses
described here, the runs that converged to other estimates had ML values sufficiently
less than the global maximum that a likelihood ratio test considered them different,
so that the set of parameters could be safely discarded. However a small percentage
of the runs converged to a set of different parameters with a similar likelihood value
that could not be considered different using a likelihood ratio test. The criteria used to
exclude these results as potential best estimates was that the estimated value of h lay
on the boundary of the constrained parameter range and is expected to reflect erratic
behaviour of the algorithm when using a small sample.
We tested the algorithm and program by analysing 100 datasets simulated under
‘idealised’ conditions using Equations 2.1 and 2.2. Initial frequency, dominance and
selection coefficient were in the ranges 0.01-0.04, 0.2 to 0.8 and 0.1 to 0.3 respectively,
all distributions were uniform. Three parameter values were selected for each dataset
and held constant during the simulation, i.e., there was no temporal or spatial variation
in parameter values and population sizes were sufficiently large that stochastic changes
in alleles frequencies could be ignored. Data were available for each generation, 100
alleles (50 mosquitoes) were sampled each generation (Equation 2.2) and the simulations
were run until the resistance allele frequency exceeded 0.99. Accuracy of analysis was
gauged by the correlation coefficient between true and estimated parameter values, and
by checking how frequently the true values fell within the estimated 95% confidence
intervals.
Next we examined the impact of suboptimal datasets. Equation 2.1 was used to
predict allele frequency for 120 generations and we assumed that 100 alleles were sam-
pled in each generation. Two optimal datasets with different dominance values were
produced to check if the ML method accurately recovered the parameters when data
from all generations was available (as above) and to investigate the effect of different
degrees of dominance on estimations. Subsets of the data were used to examine the
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influence of incomplete sampling when only a few generations of data are available, or
when only the initial stages of spread are available for analysis (Table 2.2 and Figure
2.2).
Field data, collected and analysed by Garcia et al. (2009) [95], was available for
analysis. There were a total of 78 field collections containing 3, 808 A. aegypti (some
as much as 2000 km apart). Each mosquito was genotyped at the Ile1,016 locus.
We pooled data from the different locations and analysed it assuming different num-
ber of generations of mosquitoes per year (6,9,12,16 and 20), to check the consistency
of the estimations. Intuitively, we would expect spatial and temporal variation in the
selection parameter in the Garcia et al. (2009) [95] dataset and in many other datasets
obtained under field conditions. It was therefore vital to ascertain how heterogeneity
would affect the algorithm’s ability to recover the underlying parameters from pooled
data.
Spatial heterogeneity was investigated by simulating allele frequencies for 80 different
locations over 50 generations using Equation 2.1; 100 alleles were sampled from each
generation (Equation 2.2) and data from each generation in each location were used in
the analyses. Parameters p0 and h were randomly selected from a uniform probability
distribution (p0 ∼ ∪(0, 1), h ∼ ∪(0, 1)) while s was randomly drawn from a normal dis-
tribution (s ∼ N (0.15, 0.025)), the constraints on s coefficient are within a reasonable
range for a field setting. Once selected for a location, the values of h and s did not
change, i.e., there was no temporal heterogeneity.
Two simulation strategies were used: (i) p0 and h were allowed to vary while s was
held constant at 0.1, 0.3, 0.6, 0.8 or 1, (ii) p0 and s was allowed to vary while h was
held constant at 0, 0.25, 0.5. 0.75 or 1. The data across the simulated locations were
pooled for analyses. Each simulation strategy was run 300 times giving a total of 300x
5=1500 per strategy. The mean values of each parameter over all simulated locations
was assumed to be the true value and the accuracy of the program was, as before,
gauged by the correlation coefficient between the estimated and true values, and by the
proportion of the true values falling within the 95% CI.
The effect of temporal heterogeneity in estimations was also investigated by varying
s and h over 50 generations in a single location, i.e., different s and h values in different
generations. The distribution of values were the same as those used for spatial hetero-
geneity. Three scenarios were considered: (i) s and h both varied over generations, (ii)
h could vary while s was held constant, (iii) h could vary while s was held constant. In
the simulations of spatial heterogeneity the values of h and s had to be fixed across lo-
cations (e.g. h= 0, 0.25, 0.5. 0.75 or 1) but in the simulation of temporal heterogeneity
only one location was examined in each simulation so the values could be drawn from
the underlying distributions. As before, 300 datasets were produced for each scenario
but because the fixed values of h and s could be drawn from a distribution, the total
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number of runs was 300x 3=900. As before, the performance of the algorithm under
conditions of temporal heterogeneity was assessed by defining the ‘true’ value as mean
over the generations, and calculating the correlation coefficient between the estimated
and true values and how frequently the true value was included in the 95% confidence
interval.
Finally, it is important to note two features of our analyses that may not be obvious
to non-specialists. Firstly, that the genetic parameters h and s describe the overall,
net rate of spread of resistance alleles through natural populations and cannot formally
distinguish where selection is acting. For example, they cannot determine whether
selection was acting differentially on the adult or larval stages, whether fitness costs
were associated with resistance, whether there was differential selection on the sexes,
nor whether killing was likely to be in early or later adult stages, the latter being a
topic of contemporary interest given suggestion by Koella et al. (2009) [86] that killing
older adults will reduce the selective pressures for insecticide resistance. Secondly,
the analyses were designed to recover the genetic parameters that resulted from past
control program and, as such, they cannot explore the issue of how differing patterns
of insecticide deployment drive resistance. This require a separate, formal modelling
approach explicitly designed to investigate the differing impact of deployment strategies
on driving resistance. These analyses have been described elsewhere, particularly for
the agriculture pesticides [50, 82, 100, 101].
2.3 Results
The analysis of idealised datasets (Table 2.1) suggest ML can accurately recover the
underlying parameter values from optimal simulated data.
Table 2.1: Details of 100 idealized simulated datasets.
p0 h s
Parameter range 0.01 - 0.04 0.2-0.8 0.1-0.3
r ∗ 0.94 0.99 0.99
TV (%)∗ 91 92 97
[ ]∗ 0.021 0.014 0.002
The simulated data sets were used to check the precision and accuracy of the ML
procedure. ∗r correlation coefficient between original value and estimate, TV
percentage of true values in the estimates 95% confidence interval and [ ] mean range
value of the confidence interval.
Figure 2.2 shows six example simulations of the increase in resistance allele frequencies
over 120 generations, under two dominance conditions (semi-recessive, h=0.2 bottom
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Figure 2.2: Simulated evolution of resistance allele frequency over 120 generations
under two different scenarios of dominance relationship and analysing the full dataset
or subsets of data. Specifications in Table 2.2.
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panel, and semi-dominant, h=0.8 top panel). Values of p0, s, and h appear in Table
2.2. The program appears less accurate when analysing subsets of the original data,
particularly if the resistance allele is semi-recessive. When the resistance allele was
semi-dominant, resistance increased rapidly and the true estimates were recovered if
the subset included points that captured the pattern of increase, such as the subset
1. When the resistance allele was semi-recessive, the frequency was maintained at low
levels for a long period, the true parameters values were either recovered (Subset 1)
but within confidence intervals that were so large as to be uninformative, or were not
even contained in the confidence intervals (Subset 2) even with the inclusion of the last
generation, the only sampling point in the subset that captures the incipient frequency
rise. The ML parameter estimates in Table 2.2 were achieved in 34 to 83% of the 1,000
ML runs indicating that a significant proportion of the estimation routines converged
onto local maxima.
Analysis of the A. aegypti dataset resulted in the parameter estimates in Table 2.3.
These ML estimations were obtained assuming 6, 9, 12, 16 and 20 generations per
year. The estimation converged on the same ML value 76 to 96% of the runs. With
a small percentage of the runs (0.005 to 0.16%) that converged to a set of different
parameters with a similar likelihood value but were excluded because the estimated
value of h was on the boundary of the constrained parameter range. The estimates of
p0 and h were highly consistent irrespective of assumed number of generations per year
and ranged from 0.0032 to 0.0035 and from 0.77 to 0.78, respectively. As expected the
s was strongly dependent on the assumed number of generations per year and ranged
from 0.042 to 0.15.
Results from spatially heterogeneous datasets pooling data from 80 different locations
are shown in Figures 2.3 and 2.4. The algorithm appears unable to consistently ob-
tain accurate estimations of the parameters s and h under such heterogeneous settings,
manifested by low values of correlation coefficients and many true values outside the
95% confidence interval of the estimate. For example, with the dominance estimations
in Figure 2.3 when selection was constant at 0.6, only 12% of the true values fell within
the confidence interval. Initial frequency values were accurately recovered in all simu-
lated scenarios, possibly due to the the recursion dependency on the initial frequency.
However, the estimation of selection and dominance coefficients was achieved with very
low values of correlation coefficients between the estimates and the mean of the pa-
rameter over the 80 simulated locations (not very precise), in all different hypothetical
scenarios.
Additionally, if most of the values were in the confidence interval, the mean range
of the interval was as wide as the parameter range. For example in Figure 2.4 note
that when dominance is constant at 0.75, 100% of the true values are in the confidence
interval, but the average mean range is 0.86 (the range is 0-1). The plotted simulated
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Table 2.3: Estimated p0, h and s from field data.
Parameter Generations/year Best value 95% Confidence interval
p0 6 0.0032 0.0032 0.0032
9 0.0033 0.0033 0.0033
12 0.0034 0.0034 0.0034
16 0.0034 0.0034 0.0034
20 0.0035 0.0035 0.0035
h 6 0.77 0.76 0.78
9 0.77 0.76 0.78
12 0.77 0.76 0.78
16 0.78 0.77 0.78
20 0.78 0.77 0.78
s 6 0.15 0.14 0.16
9 0.096 0.090 0.101
12 0.071 0.060 0.081
16 0.053 0.048 0.057
20 0.042 0.038 0.046
The data set corresponds to field collected data on Ile1,016 resistance allele
frequencies in A. aegypti from Mexico. Assuming 6, 9, 12, 16 and 20 generations per
year.
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data and estimates do not traverse the entire range of the parameters values because
they are the mean over the 80 locations, the central limit theorem predicts that these
estimates will converge to the center of the distribution.
Simulations of a location with temporal heterogeneous selection pressure (dominance
and/or selection changing in every generation) are shown on Figure 2.5. Again, the
model does not accurately recover the true parameters under conditions of temporal
heterogeneity. The exception was the dominance parameter when it was held constant
in a particular location with selection varying in each generation, the correlation coef-
ficient between the estimate and the mean dominance value over the 80 locations was
0.86.
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Figure 2.3: Effect of spatial heterogeneity (pooled data from 80 simulated locations)
on estimates of initial allele frequency, dominance and selection parameters. The value
of the selection coefficient was held constant at 0.1,0.3,0.6,0.8 or 1 in all locations and
in every generation, hence there are five rows of results corresponding to each of the 5
values of the selection coefficient. Dominance (h ∼ ∪(0, 1)) varied between simulated
locations, but was constant over time within each location. The ‘true’ value is the mean
parameter value over all locations. The Pearson correlation coefficient (r) is between
estimated and true values. TV is the percentage of the true values that are included in
the 95% confidence interval of the estimate. [ ] is the mean width of the 95% confidence
interval in all runs.
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Figure 2.4: Effect of spatial heterogeneity on estimates of initial allele frequency, dom-
inance and selection parameters. The value of the dominance coefficient was held
constant at 0,0.25,0.5,0.75 or 1 in all locations and in every generation, hence there are
five rows of results corresponding to each of the 5 values of the dominance coefficient.
The value of the selection coefficient (s ∼ N (0.15, 0.025)) varied between locations, but
was held constant over time in each location. The ‘true’ value is the mean parameter
value over all locations. The Pearson correlation coefficient (r) is between estimated
and true values. TV is the percentage of the true values that are included in the 95%
confidence interval of the estimate. [ ] is the mean width of the 95% confidence interval
in all runs.
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Figure 2.5: Effect of temporal heterogeneity on estimates of initial allele frequency,
dominance and selection coefficients parameters. Three different scenarios were sim-
ulated: (A) dominance and selection are different in every generation, (B) selection
coefficient was held constant in all generations but dominance was allowed to vary, (C)
dominance was held constant in all generations while the selection coefficient was al-
lowed to vary. The Pearson correlation coefficient (r) between estimate and true value
is shown. TV refers to the percentage of the true values that are included in the 95%
confidence interval of the estimate. [ ] is the mean range of the 95% confidence interval
in all runs.
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2.4 Discussion
Insecticide resistance research is largely focused on the identification of the mecha-
nisms responsible for resistance, and whether the genetic mechanism is monogenic or
polygenic, general or population specific and if there are associated fitness costs and
developmental patterns [67]. The emergence and spread of resistance is well docu-
mented, but there is still a worrying lack of quantification of the evolution dynamics in
populations under control [102] and its persistence in populations following cessation
of control.
The quantification of the strength of selection acting in the wild has previously been
attempted using direct laboratory and field trials, and indirect approaches using a va-
riety of data, including patterns of DNA variability and spatial and temporal changes
in allele frequencies [102, 103]. Selection acting on insecticide resistance genes in the
field was first estimated using genetic models for species in the genera Anopheles by
Curtis et al. (1978) [104] and Wood and Cook (1983) [105]. Both were based on the
observed changes in gene frequency over regular intervals and the latter also discussed
estimation by deviations from the expected Hardy-Weinberg equilibrium frequencies.
Both methods assumed a fixed level of effective dominance under field conditions.
Another example is the estimation of relative fitness by Livingston and Fackler (2002)
[106] for pyrethroid resistance in insects that infest crops. In this case the magnitude
of the estimates were similar to those obtained using traditional laboratorial direct ap-
proaches using non linear least squares estimation.
The most refined work that we are aware of, quantifies selection coefficients and costs
associated with resistance for Culex pipiens in southern France, using spatial informa-
tion from clines to estimate selective advantages and costs, and temporal information
from a long-term survey to estimate the selection coefficients of alleles in each environ-
ment using a standard ML estimation approach [107, 108].
We have described a ML method for simultaneously estimating the selection and
dominance coefficients and an initial resistance allele frequency similar to that of Du-
Mouchel in 1968 [93], but we also tackled the effects of spatial and temporal differences
in selection intensity that can arise as a result of different strategies of deployment
of the insecticide, migration patterns and/or infrequent and sparse field sampling of
mosquitoes.
The approach described in this paper was accurate with simulated data but proved
less robust when analysing few intermediate allele frequencies, especially when the re-
sistance allele is recessive. The reason is that all resistance dynamics start from the
same point (very low frequency) and end at the same point (very high frequencies) but
in the absence of intermediate time points it is impossible to reconstruct the dynamics
in between. If the sampling period covers only the onset of resistance or the final stages,
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when resistance is close to fixation, the accurate estimation of selection and dominance
coefficients can be difficult.
The estimation is problematic because in the early stages heterozygotes prevail in
the population, with a fitness Wrs = 1 + hs, for which there are a range of values of h
and s that yield the same product hs. This is illustrated using subsets in Figure 2.2.
The true values of s and h were 0.2 and 0.2 but the estimates were 0.45 and 0.07 (Table
2.2).
The situation was even worse for subset 2 of the data (Figure 2.2) where the analysis
inferred a completely different trajectory of resistance spread and the true values of
h = s = 0.2 were estimated as h = 0.02 and s=1.0 (Table 2.2). Once again, note that
the fitness of the heterozygote was estimated as 1 + hs = 1.02 which was relatively
close to the true value of 1.04 and that it is the predicted value of the homozygotes,
which were largely absent from this subset of the data, that were badly estimated (as
Wrr = 2.0 rather than the true value of 1.2). Nevertheless, the calculated fitness (1+hs)
is very similar (1.04 and 1.03).
On the other extreme, when resistance is almost fixed, there will be mainly homozy-
gotes in the dataset (with fitness Wrr = 1 + s), so estimating a dominance value will
also be problematic because of the lack of heterozygotes (with fitness Wrs = 1 + hs).
Unfortunately, this is a very common type of data where genetic surveys initially in-
dicate resistance was absent then, once its presence was detected, a second survey was
run and higher levels were detected. Our analyses indicate that it is highly unlikely
that any robust genetic parameters can be obtained from these kind of fragmented
datasets. Future surveillance surveys should consequently be optimised by choice of
a proper sampling strategy and timeframe. It is therefore of extreme importance to
sample as many generations as possible, even if it means collecting fewer individuals.
There is an important difference between standard statistics and ML estimation. In
standard statistics, the 95% CI should capture the likely variation in magnitude of
parameter estimates. In ML it only captures the likely variation provided the model
has identified the correct trajectory of allele frequency changes. This is problematic in
incomplete datasets where many trajectories may provide similar fits to the observed
data. It is absolutely essential to run numerous analyses from randomly selected start-
ing parameter values to check for the presence of numerous trajectories of similar ML
but with widely different parameter estimates.
Pooling data from different locations can be seen as a reasonable option to minimise
the lack of sampled generations and small sample size. The Ile1,016 mutation frequency
dataset of Garcia et al. (2009) [95] provided the opportunity to apply the model to real
field data. These data contains allele frequencies of mosquitoes collected in 78 differ-
ent locations around Mexico since 1999. Insecticide use was not uniform across cities
and towns in Mexico and will probably differ between years and in addition migration
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will probably lead to different initial resistance allele frequency. The estimates obtained
from simulated pooled data demonstrated that this kind of data pooling, which is prob-
ably inevitable in most surveys, is not very robust. The coefficients reported in Table
2.3 should simply be recognised as a rough estimate between the years 1999 to 2008
and that they may vary, albeit by an unknown amount, over time and space.
Equation 2.1 describes a highly idealised population, i.e., one that is large, randomly
mating, and homogenous in time and space. It is therefore important to consider the
extent to which our population differs from this paradigm and what consequence this
may have for the results.
A large population is required so that we can ignore genetic drift, i.e., random fluctu-
ations in allele frequency around our predicted values. Drift is important in laboratory
studies (see [109] for discussion) but in natural populations there is a consensus that
genetic drift can be ignored provided 4NeS˜ > 10 where Ne is effective population size
[110] and S˜ is the weighted mean fitness of the resistance heterozygotes and homozy-
gotes. Estimates of Ne provided by Gorrochotegui-Escalante et al. (2002) [111] for
A. aegypti ranged from 10-22 in different regions of Mexico. These estimates seem
intuitively to be very small. The most likely explanation is that they are measure of
historical population size, so may have been caused by founder effects and popula-
tion bottlenecks in the distant past. Estimates of contemporary population sizes are
more appropriate in the current context and most estimates of contemporary effective
population sizes of vectors are much higher, for example, in the region of 1,000+ for
Anopheles gambiae [112–114]. It would be possible to introduce the effects of drift by
simulating small populations sizes and sampling (with replacement) the parents of the
next generation. However one of the key conclusions of this study is the difficulty of
obtaining good quality estimates of genetic parameters from field data, so we prefer to
ignore the effects of drift, and simply point out that the stochastic variation introduced
by drift will likely further decrease our ability to recover accurate genetic parameter
values from field data.
The second requirement, that mating occurs at random is unlikely to be true given
the geographical scale of our surveys. It would be relatively straightforward to incor-
porate this effect by including Wrights F statistics in Equation 2.1. However, there was
no evidence of significant departure from Hardy-Weinberg in our dataset (results not
shown) so this strategy was not required.
The assumption that the population is homogenous in space is clearly untrue. Pool-
ing of data from different regions was required to increase sample size and frequency
because mosquito collections were not uniform at the same location. The simulation
results demonstrate the dangers of this approach and work on malaria vectors in Africa
show unpredictably high levels of heterogeneities in resistance even across relatively
small distances [115]. As mentioned by [93] simple models cannot account for the al-
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teration of selection pressure by long term changes in the environment. More complex
models that consider geographic clines and the antagonist effect of selection-migration,
should be more accurate, but the amount of data necessary make the implementation
unlikely in most settings. This model in its simplicity presents a straightforward way to
obtain estimates of fitness parameters. The fact that only information about resistant
allele frequencies is necessary should make it easier to apply, and yet even such a simple
data design is difficult to implement.
Nevertheless the estimated value for p0 (0.0032− 0.0035), was in the higher range of
10−2 to 10−13 expected when a pesticide is first introduced, based on mutation-selection
equilibrium [48]. This initial p0 value reflects the frequency prior to the sampling pe-
riod. Since 1950, vector control programs in Mexico have used a series of insecticides.
DDT was used extensively for indoor house spraying from 1950-1960 and was still used
in some locations up until 1998. Malathion was later used for ultra-low volume space
spraying of wide areas from 1981 to 1999. In 2000, programs switched to permethrin-
based insecticides [116]. The spread of resistance genes in a treated region will depend
on the initial resistant allele frequency and it is known that resistance development in
pest organisms can occur within 5-100 generations [48]. The relatively high initial fre-
quency estimated explains the immediate, dramatic increase in frequencies of Ile1,016
from the late 1990s to 2006-2008 [95] neglecting genetic drift.
As expected, the strength of selection increased as the number of generations per year
decreased, whereas there was less time to get to the same frequency of resistance allele.
Selection coefficients ranging from 0.042 to 0.053 (assuming 20 and 16 generations per
year) are similar to the selection coefficients of DDT and dieldrin resistant phenotypes
in Anopheles mosquitoes that have been previously estimated to be on the order of
0.013-0.061 [67]. The values 0.071 and 0.097 (12 and 9 generations per year) are in the
range of what was estimated for antimalarial drug resistance: 0.05-0.1 [117], however
the value of 0.147 for 6 generations was higher than any previous estimates. This is
the first time selection for insecticide resistance has been quantified in this species and
should be seen as a preliminary estimate.
The estimated values of h, 0.77 to 0.78, point to partial dominance of the resistance
allele under field settings. Alleles conferring knockdown resistance were found to be
to be recessive or semi-recessive in their influence in Anopheles gambiae s.s. [15], but
there is strong evidence for partial dominance or additive effects of Ile1,016 from two
laboratory studies of knockdown and survival in strains or families of A. aegypti segre-
gating for the Ile1,016 allele. Saavedra-Rodriguez et al. (2007) [118] found that 127 of
221 heterozygotes recovered from permethrin knockdown and showed later [119] that
when considering overall survival the differences among the three phenotypes appear
additive.
Dominance in the field is dependent on the concentration and decay of the insecticide
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(see Figure 2.1), under this situation the resistant allele will be effectively dominant and
we think that our results of intermediate dominance of Ile1,016 reflect this effect [94].
This interpretation is supported by Roush and Tabashnik (1990) [48], who reported the
same situation of partial dominance for cyclodienes and lindane, diazinon, malathion
and also for pyrethroids, where 20-60% of the heterozygotes survived exposure in a
field setting. There is ongoing debate about differences between laboratory and field
settings that extended to the evolution of insecticide resistance itself, some suggesting
that resistance in the fields tends to be based on an allele of major effect at a single
locus whereas resistance obtained in the laboratory is usually polygenically based [69].
Our results show rapid selection of mutations at a single locus.
The number of generations under natural conditions for this species was estimated
at 20 or more among strains in field conditions in Brazil, this leads us to consider the
results with the highest number of generations as the most likely, but because A. ae-
gypti eggs can survive desiccation for months and hatch once submerged in water [120],
the number of generations is variable. Nevertheless, the predicted resistance frequency
trajectory using equation 2.1 and the different estimates obtained assuming different
generations per year will be approximately the same in a timescale of 20 years.
Most mutations encoding insecticide resistance are expected to incur a fitness penalty,
compared to unmutated genes, in the absence of insecticide. There is some field evidence
of reduced fitness of Ile1,016 mutations in A. aegypti in permethrin free environments
[95] which leads us to make two technical points. Firstly, that the selection and domi-
nance coefficients reported here are overall values that combine the mutation’s benefit
when encountering insecticide and any fitness effect in insecticide-free areas. Secondly,
the method can equally be applied to measure negative selection pressures, (i.e., when
a mutation is being lost from a population) from field data on the mutation after in-
secticide is withdrawn.
Two factors are of particular relevance to field work. Firstly, that surveillance needs
to be continuous so that a full dataset covering the whole period of resistance spread
becomes available upon which to base these estimates. This may mean monitoring sen-
tinel sites for long periods when resistance is rare or absent, but a continuous dataset
is a prerequisite for accurately estimating the dynamics underlying the spread of re-
sistance. Note that a continuous dataset does not necessarily mean collecting samples
every generation. The reason the analysis could fail to recover the true parameters
(Table 2.2) was because of large gaps in the survey: simulations of semi-dominant
mutations lacked samples from periods of intermediate frequency, while simulations
of semi-recessive mutations only contained data from the early stages (Figure 2.2).
Operationally, this suggests that regular, rather than intensive but periodic, sampling
is the best strategy. As an example, we re-analysed the semi-dominant dataset but
just incorporated samples every 10 generation, i.e., at generations 1, 10, 20, 30:120.
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This resulted in estimates of po = 0.0006 (95% CI: 0.0001-0.0010 ), h=0.89 (95% CI:
0.84-0.95), s= 0.20 (95% CI: 0.18-0.21) which are similar to those obtained using data
from all generations (Table 2.2, the dominance coefficient is higher but the confidence
intervals overlap).
The second point is that dominance levels acting in the field may be much higher than
those observed in the laboratory. The most plausible explanation is that mosquitoes in
the wild are encountering low levels of insecticide that are insufficient to kill heterozy-
gotes. Increasing dominance greatly increases the rate at which resistance develops.
This suggests that insecticide applications should be enforced in such a way that en-
sure high coverage with high doses. Our results suggest that the doses being applied
may be inadequate and that pursuing the current deployment settings will lead to the
rapid increase of resistant mosquitoes and eventually to the complete inefficiency of
permethrin in the combat of dengue in Mexico.
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Chapter 3
The importance of modelling the
spread of insecticide resistance in
a heterogeneous environment:
the example of adding synergists
to bed nets
Abstract
Insecticides are an effective and practical tool for reducing malaria transmission but the de-
velopment of resistance to the insecticides can potentially compromise controls efforts. A new
generation of long-lasting insecticidal bednets is being developed that incorporates a chemical
synergist on the roof panel of the net. We use mathematical modelling to explore the contribu-
tion of such nets in delaying insecticide resistance while determining the important parameters
in driving resistance in an heterogeneous environment, i.e., an environment in which insecti-
cides can be encountered in different ways. A genetic model is developed to predict changes
in mosquito fitness and resistance allele frequency. Parameters describing insecticide selection,
fitness cost and the additional use of synergist were incorporated. We performed uncertainty
and sensitivity analysis followed by investigating the evolution of resistance under scenarios of
fully effective or ineffective synergists. The spread of resistance was most sensitive to selection
coefficients, fitness cost and dominance coefficients while mean fitness was most affected by
baseline fitness levels. Using a synergist delayed the spread of resistance but could, in specific
circumstances, actually increase the rate of spread. We observed different spread dynamics,
with simulations leading to fixation, loss and most interestingly, equilibrium (without explicit
overdominance) of the resistance allele. This strategy has the potential to delay the spread of
resistance but note that in an heterogeneous environment it can also lead to the opposite effect,
i.e., increasing the rate of spread. This clearly emphasises that selection pressure acting inside
the house cannot be treated in isolation but must be placed in context of overall insecticide use
in an heterogeneous environment.
3.1 Introduction
Malaria is one of the most important parasitic infection in humans. Several initiatives
from the international health community in the past decade have lead to an estimated
drop in malaria associated mortality from around 1 million in 2000 to about 655,000 in
36
2010 according to the world health organization [34], although an independent recent
study reported the decrease to be from 1.82 million in 2004 to 1.24 million in 2010
[121].
Among the current recommended interventions to control the disease is the use of in-
secticidal nets or indoor residual spraying with insecticide to control vector mosquitoes
populations [34]. A major issue arising from the intense deployment of insecticides is
the development of resistance to the chemical agents [42]. It is a ubiquitous problem,
regarded as a major hindrance in the control of malaria. Furthermore, the use of in-
secticides is not restricted to public health, in fact, around 90% of all insecticide is
deployed in agriculture [2]. This potential spatial heterogeneity of insecticide deploy-
ment can give rise to a mixed environment for mosquito populations.
In the past mathematical models have been used to inform resistance management
practices [52], determining the impact of different mosquito control intervention strate-
gies including the protection conferred by bed nets [122], and, recently, to develop new
approaches such as the idea of evolution-proof insecticides [85–87]. However, few [123]
have considered the spread of resistance in a variable selection pressure context. Con-
sequently a model is presented here that considers different niches in an environment,
that can offer some insights on the importance of different parameters and their inter-
actions in the dynamics of insecticide resistance.
This approach is particularly suitable for investigating the impact of a specific long-
lasting insecticidal net that is being developed. Vestergaard Frandsen has submitted a
bed net prototype (PermaNet 3.0) for formal evaluation to the WHO Pesticide Evalu-
ation Scheme that incorporates insecticide plus synergist.
Synergists are natural or synthetic chemicals, which increase the lethality and effec-
tiveness of currently available insecticides, but that are nontoxic to insects on their
own. They block the metabolic systems that would otherwise break down insecticide
molecules, helping to restore chemical susceptibility that would require higher levels of
the insecticide [124]. For this reason they are proposed for use in overcoming metabolic
resistance and also to delay the manifestation and/or spread of resistance [125].
ln this bed net, synergist (Piperonyl butoxide - PBO) together with the pyrethroid
deltamethrin are incorporated into the fibres on the roof panel of the net, while incor-
porating only deltamethrin on a lower dosage in the side panels. The rationale behind
this approach approximates the ”two-in-one” concept for bed nets. Treating different
parts of bed nets with different insecticides (e.g. combining pyrethroid insecticide, ap-
plied to the side panels of the bed net, together with carbamate insecticide on the roof
[126]) has been suggested to confer advantages over the use of insecticides alone [127].
The assumption is that foraging female mosquitoes explore an occupied bed net from
the top downwards (as the warm air and carbon dioxide that emanate from the sleeper
move upwards), i.e., will land on the roof first and make their way down the side panels.
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Restricting the synergist to the roof also allows the sides of the net to be made of a
softer and more comfortable fiber for the user [128].
Here we developed a general and flexible model by expanding the usual genetic models
to account for spatial and sexual heterogeneities in insecticides exposures. Statistical
tools as partial rank correlation coefficients, logistic regression and classification trees
were used to explore specific situations of synergist application and to uncover the
dynamics of resistance.
3.2 Methods
Model
A population genetic model was designed that predicts changes in mean fitness and
resistant allele frequency as outcome variables to explore the relative contribution of
each different environmental niche to the dynamics of the population insecticide resis-
tance status. Mean fitness assesses the potential effectiveness of control strategies at
decreasing the population while change of allele frequency between generations quan-
tifies selection pressure for resistance.
The model is deterministic, i.e., based on the approximation of an infinitely large
population size so that stochastic fluctuations of allele frequencies can be neglected.
Investigations of the changes in allele frequency caused by natural selection are based
upon the assumption that selection operates through differential survival of the zygote
from birth to maturity. It assumes that random mating occurs among all adults pooled
across all niches, and that progeny are then randomly distributed among the niches.
Resistance is determined by one allele at one locus [48, 63, 64](S: insecticide susceptible
allele; R: insecticide resistance allele).
Table 3.1 defines the fitness of each genotype for each different niche. It also defines
the proportions exposed to each niche, that sum to 1, which implies that a mosquito
can only encounter a single niche in a generation.
Four niches were considered:
1- Insecticide free (n): it can be an area either inside or outside a household;
2- Non public-health related insecticide deployment (o): typically insecticide use in
agriculture and households. These are deployed outwith public health mosquito con-
trol campaigns, and generally out of the control of public health officials; The subscript
‘o’ is used for brevity, noting that casual use inside the house, e.g. mosquito coils,
would also be included in this class;
3- Insecticide-treated bed nets (ITN);
4- Insecticide-treated bed nets with synergist on top of the net (ITN + Synergist);
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Table 3.1: Model structure: niches, exposure and genotype fitnesses within each niche.
See Table 3.2 for parameters.
Niches
Insecticide free Non public ITN ITN + Synergist
Exposure males 1− (αmo + αmi) αmo αmi(1− βm) αmiβm
Exposure females 1− (αfo + αfi) αfo αfi(1− βf ) αfiβf
Fitness SS 1 1− ϕo 1− ϕi (1− ϕi)k
Fitness RS 1− hnz (1− ϕo) + hoso (1− ϕi) + hIsI [(1− ϕi) + hisi]k
Fitness RR 1− z (1− ϕo) + so (1− ϕi) + si [(1− ϕi) + si]k
There is likely to be differential exposure to insecticide and hence different selection
pressure in the sexes, since only females feed on humans and are, therefore, the ones
most likely to enter human habitations and encounter insecticides. Consequently, the
proportion of mosquitoes (α) that encounter each niche was differentiated by sexes and
genotype fitness was calculated separately. Fitness of the genotype SS in the insecticide
free niche was considered as the reference fitness level, and other genotypic fitnesses
were measured relative to this fitness, which was taken to be 1.
Different selection (s) and dominance (h) parameters were defined for each niche,
except for the insecticide free. There is by definition no insecticide exposure in the
insecticide free niche, so s is replaced by z (the cost of carrying a resistance allele).
Dominance is not an intrinsic property of the alleles, it depends on the environment
in which they are expressed, thus the differences in dominance coefficients between
niches. High levels of insecticide may render the resistance allele recessive, because
only homozygotes survive, while low levels may allow survival of both heterozygotes
and resistant homozygotes rendering the allele dominant [129, 130].
This is a highly flexible genetic model, that includes a baseline fitness level ϕ for
niches where insecticide is deployed, that captures the variable effects on fitness of be-
ing fully susceptible to insecticides [131]. For example, setting ϕo = ϕi = 1 means SS
genotypes are always killed when contacting insecticides, while setting ϕo = 0.9 means
10% of SS will survive exposure in the non-public niche. It also allows the fitness of
a resistance homozygote meeting a ITN to be less than 1 and therefore smaller than
a susceptible homozygote in an insecticide free niche, reflecting the fact that a fully
resistance genotype may not be completely impervious to the insecticide. For example
setting ϕo = 0.9, ho = 0.2, so = 0.6 means that 10% of SS genotypes, 22% of RS and
70% of RR survive exposure in the non public-health related insecticide deployment
niche.
Two parameters were included that relate to the additional use of synergist: k that
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quantifies synergist efficiency and β the proportion of mosquitos meeting both insec-
ticide and synergist in the bed net. It is assumed that synergist exposure is equally
efficient across genotypes. For example, if the probability of surviving bed net contact
for SS, RS and RR genotypes is 10%, 22%, 70% (see above) and k = 0.1, the proportion
surviving bed net plus synergist falls to 1%, 22% and 7%, respectively. It would be
straightforward to include separate k values for each genotype if the synergist impact
differed between genotypes. Description of all parameters on Table 3.2.
Based on the model described on Table 3.1 the fitness (W with appropriate subscripts)
across all niches of each genotype will be [132]:
Males,
Wm,ss =1− (αmo + αmi) + αmo (1− ϕo) + αmi (1− βm) (1− ϕi)
+ αmi βm (1− ϕi) k
(3.1)
Wm,rs =[1− (αmo + αmi)] (1− hn z) + αmo[(1− ϕo) + ho so] + αmi (1− βm)×
× [(1− ϕi) + hi si] + αmi βm [ (1− ϕi) + hi si ] k
(3.2)
Wm,rr =[1− (αmo + αmi)] (1− z) + αmo[(1− ϕo) + so] + αmi (1− βm)×
× [(1− ϕi) + si] + αmi βm [ (1− ϕi) + si ] k
(3.3)
Females,
Wf,ss =1− (αfo + αfi) + αfo (1− ϕo) + αfi (1− βf ) (1− ϕi)
+ αfi βf (1− ϕi) k
(3.4)
Wf,rs =[1− (αfo + αfi)] (1− hn z) + αfo[(1− ϕo) + ho so] + αfi (1− βf )×
× [(1− ϕi) + hi si] + αfi βf [ (1− ϕi) + hi si ] k
(3.5)
Wf,rr =[1− (αfo + αfi)] (1− z) + αfo[(1− ϕo) + so] + αfi (1− βf )×
× [(1− ϕi) + si] + αfi βf [ (1− ϕi) + si ] k
(3.6)
If resistance allele frequency is pm /pf and frequency of susceptible allele is qm /qf ,
after selection the genotypic frequencies will be:
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RRm =
Wm,rr pm pf
W¯m
RSm =
Wm,rs (pm qf + pf qm)
W¯m
SSm =
Wm,ss qm qf
W¯m
RRf =
Wf,rr pm pf
W¯f
RSf =
Wf,rs (pm qf + pf qm)
W¯f
SSf =
Wf,ss qm qf
W¯f
(3.7)
Where W¯ are the mean fitness, given as the sum of the numerators:
W¯m = Wm,rr pm pf +Wm,rs (pm qf + pf qm) +Wm,ss qm qf (3.8)
W¯f = Wf,rr pm pf +Wf,rs (pm qf + pf qm) +Wf,ss qm qf (3.9)
The frequency of the resistance allele in males after selection, i.e., in the mating pool
for the next generation (t+ 1), is
pm,t+1 =
Wm,rr pm pf + 0.5 Wm,rs (pm qf + pf qm)
W¯m
(3.10)
and the corresponding frequency in females following selection is
pf,t+1 =
Wf,rr pm pf + 0.5 Wf,rs (pm qf + pf qm)
W¯f
(3.11)
Under this model, the ratio of change of the gene frequency per generation is given by
∆ pm =
pm,t+1
pm,t
(3.12)
∆ pf =
pf,t+1
pf,t
(3.13)
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All simulations started assuming Hardy-Weinberg equilibrium (HWE), but genotypes
will move away from HWE due to differential selection on the sexes. This reflects their
different degrees of exposure to different environments so that the resistance allele fre-
quency will diverge slightly in the breeding individuals of each sex and their progeny
genotypes will no longer be in HWE. Consequently, to allow for redistribution of resis-
tance between the genotypes the chosen census point was at generations 10-11, based
solely on intuition.
Parameter values
The subjective part of the analysis lies in identifying plausible values and distributions
for the parameters in Table 3.2.
Initial resistance allele frequency value, p0=0.001, was used in all calculations and
was selected to reflect the initial stages of insecticide resistance (where most of the
individual are expected to be heterozygotes). There is little field information available
for the parameter values appropriate for Anopheles gambiae species complex and pa-
rameter values vary depending on the species and the local environment. The range
of values and distributions chosen were very broad to investigate general properties of
the system; narrow distributions can be used to investigate specific situations.
The proportion of mosquitoes subject to a particular niche (α) were randomly se-
lected from a uniform distribution but subjected to the constraint that the sum over
all niches by sex is 1; values were randomly selected from the uniform distribution and
then divided by the overall sum. The proportion of males that meet the ITN, αmi
was constrained to always be smaller than the proportion of females αfi and smaller
than 0.2 (less than 20% of the males of the population enter the household and contact
the bed net) to reflect the belief that only a small proportion of males enter a house-
hold since they do not seek to blood feed on humans. The proportion of males that
is expected to contact the top of the bed net, and be exposed to both insecticide and
synergist is assumed to be very small, so we restricted the maximum value of βm to 0.2.
Uncertainty and sensitivity analysis
Simulations to understand the influence of each parameter on the outcome variables
(mean fitness and change in resistance allele frequency) were performed using latin hy-
percube sampling (LHS) to generate a data set and partial rank correlation coefficients
(PRCC) calculated to provide a quantitative measure of the impact of each parameter
[133]. LHS techniques were first developed to explore the behavior of complex models
in economics, engineering, chemistry and physics and have been used in models pre-
dicting the impact of insecticide-treated nets on malaria transmission [134].
The analysis was performed using R software [98] and implementation of LHS using
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Table 3.3: Parameters range of values used in simulations.
Parameter Range of values Distribution
Minimum Peak Maximum
pm = pf 0.001 Constant
hn 0 0.5 1 Triangular
ho 0 0.5 1 Triangular
hI 0 0.5 1 Triangular
z 0 0.5 1 Triangular
so 0 0.5 1 Triangular
sI 0 0.5 1 Triangular
ϕo 0 1 Uniform
ϕI 0 1 Uniform
βf 0 1 Uniform
βm 0 0.2 Uniform
αf∗ 0 0.5 1 Triangular
αm∗ 0 0.5 1 Triangular
αmi 0 0.2 Uniform
k 0 1 Uniform
∗ Females: all female niches; Males: all male niches expect ITN/ITN+synergist.
package lhs. It does not allow for the specification of each variable distribution before-
hand, so sampling was performed assuming a uniform distribution. Once the sample
was generated, the uniform sample from a column (variable) could be transformed to
the required distribution (Table 3.3) by using quantile functions (using the qtriangle
command in R).
A data set of 3,000 replications was generated, with random parameters and the
corresponding values of the outcome variables using equations 3.8, 3.9, 3.12 and 3.13.
Ten replicates of this procedure were performed as suggested in [133] to investigate the
predictive precision of model using LHS as the sampling method. This was achieved
by analysing each replicate separately and verifying that results were consistent across
ten replicates.
Allele frequency ratio under two extreme scenarios of synergist effec-
tiveness
Following uncertainty and sensitivity analysis the evolution of the frequency of the re-
sistance allele was investigated. This was achieved by simulating a scenario with a fully
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effective synergist (k = 0), and the other extreme, a scenario where encountering the
synergist had absolutely no effect (k = 1). The dataset consisted of 3,000 individual
simulations that were run drawing values from Table 3.3 for the parameters. Each
simulation was run twice, once with k = 0 and another one with k = 1. The ratio be-
tween the resistance allele frequency in the population in both scenarios at generation
10 (y = p10|k=0p10|k=1) indicates how fully effective synergists increase (y > 1) or decrease
(y < 1) the spread of resistance.
Results included a counter-intuitive outcome that the inclusion of a synergist could
lead to an increase in the rate of the spread of resistance (i.e. y > 1). Further inves-
tigation of this result was pursued by performing a logistic regression with a binary
dependent variable (1 if y > 1 and 0 if y < 1), therefore quantifying how changes in
the parameters values affect the odds of getting the unexpected outcome y > 1. In
this regression only 14 parameters out of the 16 could be included. The parameters α
were excluded since they are codependent. They must sum to unity, so αmo, αfo were
excluded from the regression since they achieve the smaller PRCC values (see later).
Classification trees
The model has a substantial number of parameters, 16, so the logistic regression be-
comes inefficient when considering all possible interactions between them. An alterna-
tive approach to logistic regression is classification trees, that sub-divide the parameter
space into smaller regions, where the interactions are more manageable.
Classification trees are used to predict membership of cases in the classes of a categor-
ical dependent variable (1 if y > 1 or 0 if y < 1) from their input parameters and were
implemented using an algorithm that grows a binary tree [135]. At each internal node
in the tree, a test is applied to the input parameters to identify the binary distinction
which gives the most information about the class membership. The process is repeated
at each resulting node, continuing the recursion until some stopping criterion is reached
where it makes a prediction [135]. The threshold of complexity parameter (cp) was one
of the stopping criteria used here, it ensures that any split that does not decrease the
overall lack of fit by a factor of cp is not attempted; it can be preset or estimated using
cross-validation. Here it was used cross-validation, which is a method for validating a
procedure for model building, without an independent validation dataset. It includes
any given random divisions of the data into 90% learning and 10% test sets [136]. The
optimally sized tree was obtained by running 10-fold cross-validations on the data and
by including another stopping criterion, a minimum of 50 observations in a node in
order for a split to be attempted.
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3.3 Results
Uncertainty and sensitivity analysis
LHS was used to generate a dataset for sensitivity analysis. The procedure was first
replicated 10 times so that the model predictive precision could be assessed. The
standard errors (se) and coefficient of variation (cv) of the outcome variables between
replications are small (se: 0.001-0.3; cv: 0-0.005), suggesting that the predictive preci-
sion of the model does not depend on the LHS generated dataset. Statistical evidence
(t-test, p-value < 0.05 in all replications) indicates a difference between sexes on both
fitness and rate of change of resistance.
Parameter sensitivity was performed to quantify how a change in an input parameter
value causes a change in the outcome variables. Partial rank correlation coefficients
calculated between each of the input parameters and the outcome variables are shown
in Figure 3.1, in black circles in all panels. This analysis allows to assess the relative
importance of the parameters in driving resistance and how it affects fitness, especially
the magnitude of the correlation with the synergist, k.
The rate of spread of resistance (Figure 3.1, A and B) is most sensitive to parameter
values of selection and dominance coefficients and fitness cost (s, h, z). The correlation
is negative in niches where insecticide is not employed and positive when it is present.
In males (A), dominance and selection coefficients inside the house (hi, si) have little
effect on the ratio of change, presumably because only a small fraction is exposed.
The negative correlation between mean fitness and baseline fitness levels penalties
(ϕo and ϕi) is the strongest of all in both sexes. Male (C) and female (D) mean fitness
are also sensitive to the parameters α: male PRCC coefficients are positive with mean
fitness in all niches and females PRCC coefficients are positive in the insecticide free
niche and negative in the other two.
Overall, changes in parameter k do not appear to have a big impact in the mean fitness
of the population. In females the parameter k is positively correlated but small in
magnitude and βf (the proportion that meet both the synergist and insecticide) shows
also only a small negative correlation. Both k and βf show no correlation with mean
fitness in the male population.
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Figure 3.1: Plot of Partial Rank Correlation Coefficients between each of the parameters
in the model and the two outcome variables: mean fitness and ratio of change of
resistance allele frequency, in both sexes (above zero increasing positive correlation,
below zero increasing negative correlation). The black circles refer to the coefficients
calculated using the original dataset and the red diamonds coefficients were calculated
using a dataset generated with the constraints: αfn < 0.2, so > 0.5, ϕi < 0.8, si < 0.5,
derived from the classification trees analysis. The parameter symbols in the x-axis are
defined in Table 3.2.
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Allele frequency ratio under two extreme scenarios of synergist effec-
tiveness
Figure 3.2 shows the rate change of allele frequency comparing the extremes cases of
a fully effective (k = 0) and of a inefficient (k = 1) synergist. In most cases (90%) y
is smaller than 1, which is intuitively the most likely outcome, i.e., resistance spreads
slower in the presence of the synergist. The effect of the synergist on males and females
is not strictly comparable but is overall similar. Most importantly, Figure 3.2 shows
that there is little difference between the two scenarios, most of the ratios are between
0.8 and 1, implying that the delay in the spread of resistance caused by the synergist
is not very large. Nevertheless, what was unexpected was that in approximately 10%
of the cases the rate of allele spread can be higher when the synergist is fully effective
(y > 1). Figure 3.3 shows the predicted frequency of the resistance allele under different
values of k (ranging from 0 to 1) in a scenario which y > 1 to illustrate the difference
in the spread of resistance. As an example, at generation 70 the predicted frequency
when the synergist is inefficient (k = 1) is 0.11 and when is fully effective (k = 0) is
0.26.
Males
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Figure 3.2: Histogram of the ratio of resistance allele frequency at generation 10 in the
extremes cases of a fully effective (k = 0) compared to an inefficient (k = 1) synergist:
y = p10|k=0p10|k=1). Only values of y < 2 shown, which constitute 99.3% of the number of
simulations. Values higher than 1 (y > 1) indicate the counter-intuitive result, i.e.,
that the synergist presence drives resistance faster.
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Figure 3.3: How synergists affect the spread of resistance: Predicted resistance allele
frequency in females for different values of synergist impact (k = 0, 0.2, 0.5, 0.7, 1) in
a specific setting (hn = 0.37, ho = 0.50, hi = 0.07, z = 0.87, so = 0.47, si = 0.46, ϕo =
0.11, ϕi = 0.33, βm = 0.02, βf = 0.82, αfo = 0.41, αfi = 0.50, αfn = 0.10, αmo =
0.38, αmi = 0.34, αmn = 0.28) that scored y > 1.
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Logistic regression
Results of the logistic regression are presented in Table 3.4. Each one unit of increase in
the parameter value in question will increase/decrease (+/− signal of the estimate) the
log odds of the unexpected event (y > 1), the odds are the exponentiated values of the
estimates, shown also in Table 3.4. The parameters βf , βm and αmi are not significant
(p-values > 0.05) and appear to have no impact on the outcome. An increase in the
parameters so, ho, and ϕo increases considerably the odds off the counter-intuitive
result (y > 1) and a increase of αfn, hi, si, ϕi, αfi, hn and z decreases the odds.
Parameters related to the niche where insecticide is not deployed (n) have little impact
on the counter-intuitive result, which appears to be governed mainly by the values of
the parameters in the niche where insecticide is being applied for other reasons outside
the house (o) and the niche insecticide inside the house (i).
Additionally, to compare these two niches, a series of Wilcoxon signed-rank tests were
performed. From the results of the tests it was determined that all the parameters in
the niche where insecticide was encountered outside the house (αmo, αfo, ϕo, so and ho)
were significantly higher than the equivalent parameters in the niche inside the house
in the simulations that led to the unexpected outcome.
Table 3.4: Logistic regression: parameter coefficient estimates, standard error, p-value
produced by the Wald test (to check that the parameter coefficients are different from
zero) and the odds ratio (OR = eEstimates) associated with each parameter.
Estimate Std. Error p-value OR
Intercept 7.614 0.975 < 0.05 2.026e+03
hn -3.215 0.553 < 0.05 4.016e-02
ho 7.828 0.685 < 0.05 2.511e+03
hi -8.761 0.696 < 0.05 1.567e-04
z -3.057 0.515 < 0.05 4.703e-02
so 8.109 0.688 < 0.05 3.324e+03
si -7.645 0.681 < 0.05 4.785e-04
ϕo 3.797 0.416 < 0.05 4.455e+01
ϕi -6.929 0.544 < 0.05 9.794e-04
βf 0.190 0.387 0.6 1.209e+00
βm 0.378 1.833 0.8 1.460e+00
αfi -6.584 0.753 < 0.05 1.383e-03
αfn -22.538 1.447 < 0.05 1.628e-10
αmi -2.205 3.016 0.46 1.103e-01
αmn -0.948 0.472 0.04 3.875e-01
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Classification trees
The classification tree in Figure 3.4 is a tree pruned to avoid over fitting the data,
that minimises the cross-validated error [136]. The parameters actually selected by the
algorithm (shown to have discriminant value) to construct the tree shown were: hi, ho,
si, so, αfn, αfo, ϕi and ϕo. The proportion of observations correctly classified at each
leaf can be used to represent the likely proportion of similarly classified observations of
unsampled data at the field conditions defined by that terminal node [137]. The pro-
portions of classifications on the five terminal nodes that predicted the class 1 ranged
from 0.059 ( 1(1+16) to 0.35 (
9
9+17). Further simulated datasets, with higher number of
observations, produced slightly different trees, but they agree on the parameters se-
lected for their construction and have the same basic structure.
The parameters most closely associated with the counter intuitive results are consis-
tent between logistic regression and classification trees. Logistic regression is considered
to be a more potent method, [138] but the schematic nature of the trees provides a
clearer understanding of the interactions between the parameters and does offer a set
of rules to follow in order to try and achieve a particular outcome.
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hi ≥ 0.18 
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si ≥ 0.46 
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φo  0. 7 
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φi ≥ .84 
Figure 3.4: An example of a classification tree of outcomes y > 1 (class 1) and y < 1
(class 0) using all the parameters in the model except k. The items displayed in the
nodes in the tree diagram are: the criterion for making the decision (e.g.: αfn ≥ 0.1626),
the predicted class for that terminal node (0 or 1) and the number of observations
correctly classified to the class versus the number misclassified, achieved by cross-
validation (e.g.: 2162/84). To proceed through the diagram at a given node move to
the left branch if the stated condition is true (yes) and to the right if false (no).
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Constrained datasets
Objective analysis using logistic regression and classification trees led to a subjective
conclusion as to why counter-intuitive results (y > 1) occur (see later). To validate
the results new datasets with constrains on the parameters based on the tree decision
criteria (e.g.: αfn < 0.2, so > 0.5, ϕi < 0.8, si < 0.5), were generated with the
expectation of reducing substantially the number of observations where y > 1. From
3,000 simulations produced with the previous constrain none resulted in y > 1. To end
the analysis, a new dataset was generated with the above constrains to examine the
impact of the different parameters on mean fitness when all observations lead to y < 1.
Figure 3.1 shows in red the PRCC results calculated with this constrained dataset. The
estimates values for the original dataset (black circles) and the constrained dataset (red
diamonds) are similar, which implies that the presence of the counter-intuitive scenarios
where y > 1 did not influence the overall correlation between the parameters and mean
fitness. There was, however, a difference in the PRCC between the parameter so
(selection in the environment with insecticide outside the household) and the ratio of
change of resistance allele frequency in the male population, it shows no correlation
in this dataset while it did in the original dataset. The most plausible explanation
is that male selective pressure occurred mostly in the niche with insecticide employed
outside. These selection coefficients were reasonable high in the simulations that led to
the unexpected outcome, so it can be considered normal that it showed impact in the
original dataset and not in the new dataset.
Dynamics of spread
The dynamics of spread was investigated by checking allele frequency at generation
1000 and determining resistance status (allele fixed if frequency greater than 0.99, lost
if smaller than 0.001 and at equilibrium if change of frequency smaller than 0.001 in the
last 50 generations) in the original dataset, subset with simulations that scored y > 1
and constrained dataset. Results are shown in Table 3.5.
Table 3.5: Dynamics of spread of resistance allele frequency. Percentage of simulations
that lead to loss, fixation and equilibrium of resistance allele in the original dataset,
subset of the original dataset with simulations that scored y > 1 and constrained dataset
based on the classification tree criteria (αfn < 0.2, so > 0.5, ϕi < 0.8, si < 0.5).
% Loss %Fixation %Equilibrium
Original dataset 49 30 21
Original subset with y >1 3 72 25
Constrained dataset 8 79 13
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3.4 Discussion
Protection against vector borne diseases predominantly depends upon the usage of in-
secticides. Different strategies of delivery, in combination or independently, can be
enforced while trying to minimise the emergence or impact of resistance. This study
presents a model where mosquitoes face an heterogeneous environment of four different
niches, considering the use of insecticides outside the household and the existence of
insecticide free areas (refugia).
The model also allows one to check the effect on resistance spread of new generation
long-lasting insecticidal nets, that incorporate a synergist, reported to have improved
increased efficacy against pyrethroid-resistant malaria vectors [128, 139]. It would be
simple to add more niches, essentially adding extra columns to Table 3.1, which is
a major benefit of developing such a flexible methodology. For example, the outside
niche could have high or low levels of insecticide. Under these conditions of different
insecticide concentrations the resistance allele may be recessive or dominant respec-
tively, with a huge impact on rate of resistance. It would also be possible to allow for
mosquitoes to be exposed to more than one niche, by multiplying the fitness in each
niche. This would however increase the complexity of the model and, as presented, the
model demonstrates how interesting results can be derived from simple approaches.
Here it was only considered the existence of different niches, each with a different
use of a single insecticide, not allowing for deployment of a second insecticide with a
different mode of action. This would require a new model assuming 2 loci, each encod-
ing resistance to a single insecticide. These 2 locus models are simple in principle [77]
but in the present model of multiple niches it would increase the number of parameters
significantly (total of 9 genotypes for each sex and increase the number of potential
niches to reflect different combinations of insecticides) and would not be beneficial in
the current exploration of the effect of the synergist.
The calibration of the model with field data proved to be problematic, hence the
decision to sweep a range of values and check the outcomes. Restricting the male pro-
portion inside the house to less than 20%, was based on personal communication since
the numbers of males that enter households is rarely reported in hut trials, consequently
it must be seen as a rough estimate. This work, in spite of the simplicity of the model,
is illustrative of the advantages of modelling; an overall understanding that would not
be possible by specific calibration and also the emergence of non-intuitive outcomes.
Mathematical models have been used to expose other counter-intuitive results such
that indoor residual spray (IRS) of insecticides in conjunction with bed nets can show
antagonism, arising via interference of their modes of action while it is mostly assumed
that the two tools have synergistic benefits in reducing malaria transmission [140].
Experimental studies have been conducted in the field to assess the potential of pro-
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totypes of bed nets that incorporate a pyrethroid insecticide in the side panels and the
synergist PBO plus insecticide on the roof. An experimental hut trial in Tanzania failed
to demonstrate improvements in mosquito mortality, passage through holes and feeding
rates, when compared to standard insecticide impregnated nets against Culex quinque-
fasciatus [139] and only moderate performance against pyrethroid-resistant Anopheles
gambiae M taxon was reported in another trial in southern Benin [141]. However,
Killeen and colleagues [142] noted that the manufacturer of the prototype claims only
that the net has greater efficacy than its predecessor and that their simulations corrob-
orates this claim, which the findings of this work also support.
From the PRCC analysis is straightforward to infer that the success of control cam-
paigns depends mostly on the proportion of mosquitoes that encounters insecticides and
on the fitness scaling factors ϕ, that define survival of SS genotypes when contacting
insecticides. These last parameters were introduced to emphasise possible differences
between niches on the impact on fully susceptible SS genotypes when facing insecticides.
Unsurprisingly the control measures are more effective the higher their values. The in-
clusion of this parameter was crucial because it considers the complexity of fitness,
and incorporates the differential environmental effects of insecticides across different
genotypes.
The present model includes two parameters that relate to the effects of application of
a synergist in combination with a insecticide: k, the reduced survival due the synergist
and the proportions of mosquitoes, β (males and females), that meet both chemicals.
The magnitude of the correlation between males mean fitness and k and βm is very
small, presumably due to the small proportion of males that is exposed to insecticide
in an household, but k and β only correlates moderately with females mean fitness
and ratio of change of allele frequency. This indicates that the synergist has a small
impact in controlling the population, but even small values of k will help to recover
the effect of the insecticide, and possibly this is the main contribution of the synergist.
Nevertheless adding synergists to bed nets does decrease the rate at which resistance
spreads in about 90% of scenarios.
It was not possible to use the model to investigate the overall impact of changes in
fitness in the mosquito population dynamics, which would require a more elaborate
model incorporating demography (e.g. [143]), and more specifically to investigate the
effects of targeting mainly females, decreasing their fitness more than that of males,
which are generally regarded as determining overall population regulation.
The finding that situations can arise when having a fully effective synergist con-
tributes to intensify the spread of resistance is the most interesting result of this work.
The setting in which it emerges is very specific, it encompasses a strong selective pres-
sure for resistance in the niche outside the household (mean so = 0.62 while mean
si = 0.41; these and the following figures come from the simulated subset where y > 1),
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most mosquitoes are exposed to insecticides (mean αn for females is 0.16 and 0.44 for
males) and there are different dominance values in the niches were insecticide is de-
ployed (mean ho = 0.61 and mean hi = 0.37).
In these circumstances the insecticide in the bed nets will be largely ineffective and
the pressure for selection is weak. It seems as if this niche is acting as a refugia for
susceptibles, that will contribute with their susceptibles genes for the next generation,
therefore decreasing the resistance allele frequency. If a fully effective synergist (k = 0)
is present, the fitness of all genotypes inside the house will be zero (k affects the 3
genotypes equally, so all mosquitoes die irrespective of their genotype) and the next
generation will be mostly composed of the progeny of survivors from the niche outside
the household, where selection for resistance was high. An hypothesis is that in this
particular case the synergist is removing the refugia of weak selection in the house
thereby magnifying the effects of selection for resistance outside the house.
Males and females showed the same patterns of spread, 49% converged to fixation,
30% to loss and 21% to equilibrium. Equilibrium in single niche models can only be
achieved if there is heterozygote advantage [92] which was not postulated in the model
because dominance coefficient h lie between 0 and 1 (Table 3.3). The balancing ef-
fects of different selection and dominance acting in different environments in the same
population seems to be able to keep the resistance allele frequency at equilibrium. As
an hypothetical example, a mutation which is dominant for insecticide resistance but
has a large, recessive effect on fitness. As resistance starts to spread, most R alleles
are in heterozygotes which resist insecticides and do not pay the fitness penalty. As R
increases in frequency the proportion of RR homozygotes increases, so fitness penalties
escalate until an equilibrium occurs. In effect, the marginal fitnesses (i.e. the average
over all niches) generated by Table 3.1 and Equations 1 to 7 result in the heterozygote
being the most fit in some simulations. As far as it was possible to verify it has not
been reported in the field, possibly because it is not currently regarded as a likely oc-
currence.
The three dynamics of spread were predicted in subsequent analysis (Table 3.5) by
estimating allele frequency for 1,000 generations. In the simulations that scored y > 1,
3% eventually lead to loss, 72% to fixation and 25% to equilibrium. It is overall a worse
picture than with the original dataset. The choice of parameter values is important, for
example constraining the dataset reduces the possibilities of reaching equilibrium, i.e.,
fixation of resistance was much more likely. Analysing only the simulations that lead
to fixation in the original dataset generated results very similar (not shown) to Figure
3.1 and Table 3.4.
These results emphasise a very important fact often overlooked in modelling resis-
tance: that it is highly dangerous to consider selection in only a single niche, isolated
from other selection pressures, and then extrapolate the results from the single niche to
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the whole population. In this case it seems reasonable to conclude that adding effective
synergists will reduce selection for resistance in the household niche because all three
genotypes are killed. The impact that a fully effective synergist will have in disease
transmission is a fundamental question, that cannot be directly answered by the results
presented here, because it is not clear how the genetic concept of fitness translates into
demographic factors such as mosquito population size and longevity that determine
the intensity of disease transmission. On the other hand, as noted above, if use of
a synergist throws most of the selection pressure onto another niche then overall the
rate of selection for resistance may increase. Consequently the public use of insecticide
within the home (predominantly as wall sprays and/or bed nets) cannot be investigated
isolated from other insecticide applications that mosquitoes may encounter during their
lifetime. This suggest that the malaria community is correct in being alarmed at the
often uncontrolled use of insecticides in applications such as agriculture [46, 144].
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Chapter 4
Modelling insecticide impact and
resistance in a malaria vector
mosquito population
Abstract
Many current strategies to control malaria rely on the use of insecticide. These can be targeted
at various stages of mosquito development but control is undermined by the continual evolution
of resistant mosquitoes. Here we present a model that considers the stage-structured nature of
the mosquito life cycle and, most importantly, allows for the tracking of insecticide resistant
genotypes. In this way it is possible to understand the population dynamics of mosquitoes
throughout their whole lifecycle while assessing the impact of the most common vector control
interventions, alone and in combination, and the spread of insecticide resistance that those
interventions induce. The model consists of a system of difference equations, that describes
the immature (eggs, larvae and pupae) and adults stages, for males and females separately
and that incorporates density-dependent regulation of mosquito larvae in breeding sites. We
determined a threshold level of mosquitoes below which transmission of malaria is interrupted,
based on a classic derivation of the malaria reproductive rate and used it to assess the effec-
tiveness of different control strategies. Using equilibrium and stability analysis we concluded
that the model can have two locally stable fixed points, one trivial (extinction) and one positive
(stable population). We employed a sensitivity analysis technique to explore the impact of the
parameters on the number of individuals in each stage, with particular interest on the number
of adult females. We simulated different scenarios of insecticide deployment by changing some
key parameters in the model. The analysis we performed explored the comparative impact of
insecticide treated nets, indoor residual spraying, larvicides and pupacides, the benefits that
can be achieved by using these intervention alone and in combinations and the level of resis-
tance that arises from different amounts of insecticide usage. We concluded that targeting the
larval stages achieves the greatest reduction on the adult population followed by targeting of the
non-seeking females stage, as provided by indoor residual spraying. According to our results,
low levels of resistance can induce failure of interventions, and the rate of spread of resistance
is faster when insecticides target the larval stages.
4.1 Introduction
Modelling malaria goes back to the beginning of the past century, to the pioneering
works of Ross [145] and later extended by Macdonald [146], whose assumptions have
been thoroughly explored by Smith and McKenzie (2004) [147]. Since then, numerous
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models have been developed, predominantly studying the dynamics of transmission.
Many influenced by the seminal work of Kermack and McKendrick (1927) [148] use a
deterministic epidemiological compartment approach, employing differential equations.
A few others focused on the within host dynamics and in the study of the evolution and
spread of the parasite in the populations [149]. From these models, we have learned
for example that malaria can only exist in a population beyond a critical threshold
of mosquito density, that adulticides are generally more efficient at controlling malaria
than larvicides and that the duration of efficacy of a prospective vaccine has the biggest
impact in an eventual vaccination programme [150].
Models have also enhanced our understanding of the impact of different vector control
strategies on transmission. Ronald Ross (1905) [151] was the first to investigate the
effects of larval control relating it to mosquito dispersal and density. Larviciding and
environmental management were the only tools available in the beginning of the past
century and anti-larval measures were used with some success before the advent of in-
secticides that could target adults. Nevertheless, this strategy was mostly discontinued
in favour of indoor residual spraying (IRS) and insecticide treated nets (ITNs) [152].
One of the reasons for this change were the conclusions of the Ross-Macdonald model
that postulated that the greatest reductions in malaria transmission can be achieved by
reducing the longevity of the adult female vector population, best achieved by killing
adult vectors indoors. However, more recent models showed that larval interventions
have potential in reducing transmission intensity and incidence of malaria [153]. Con-
trary to adults that can actively avoid many intervention measures reducing the impact
on malaria transmission, immature stages cannot escape control measures [154]. In ad-
dition, others have shown that the effects of reducing adult emergence is multiplicative
and has an even greater effect on the basic reproductive rate than reducing survival
alone [152, 155].
Saul et al. [156] developed a feeding cycle model of mosquito and malaria transmis-
sion that has since been extended to model several vector control interventions. Le
Menach et al. [157] demonstrated, using a spatially explicit feeding cycle model, that
ITNs simultaneously reduces lifespans, lengthen the feeding cycle and divert bites onto
non-human hosts. Killeen and Smith (2007) [158] explored the impact of ITNs in the
community. They found that ITNs have a big impact in reducing transmission at in-
dividual and community levels but that excito-repellent properties of the pyrethroid
insecticide can increase exposure of unprotected humans if there is a lack of alternative
hosts. Chitnis et al. (2010) [159] explored the effects of both strategies with different
insecticides, concluding that IRS with bendiocarb provides the best community pro-
tection, IRS with DDT provides good personal protection and ITNs provide the best
personal protection. Recently the model was extended to include seasonality [160].
Some models have also assessed the impact of different combinations of interventions
59
[140, 159, 161] and explored the potential of interventions like zooprophylaxis [158, 162],
genetic manipulation of mosquitoes [163] and the use of fungal entomopathogens [164].
The model by Depinay et al. (2004) [165] was the first vector population dynam-
ics model to integrate biological and environmental factors. They explored the effects
of temperature, moisture, nutrient competition (as a regulatory mechanism in lar-
val stages), dispersal of adults and predation and diseases (in all different stages) on
mosquito abundance, while allowing for some exploration of control interventions. More
recently Eckhoff (2011) [166] presented a model that also considers vector ecology, the
impact of different interventions and in addition disease transmission. The emphasis
of that work was on local tailoring and design of models in order to pursue local elimi-
nation goals.
Only a few models considered the dynamics of the mosquito population and modelled
the entire life cycle of the mosquito. Most models of mosquito population dynamics have
focussed on Aedes mosquitoes and have used ordinary differential equations (ODEs)
[167], delay differential equations (DDEs) [168, 169], stochastic individual based models
[165, 170, 171] or difference equations [172, 173]. Lu and Li (2011) [174] developed a
stage-structured population dynamics model for mosquitoes in general, derived a net
reproductive number and examined analytically the dynamics of the system. White
et al. (2011) present an ecological model for the whole lifecycle of Anopheles gam-
biae populations using a Bayesian approach, with density-dependent regulation of the
population at larval stages also with the aim of exploring the impact of vector control
interventions.
However, there has been no mosquito population dynamics modelling that simultane-
ously analyses the impact of insecticidal vector control interventions and its inevitable
consequence in driving the spread of insecticide resistance. It is necessary to explore
the impact on vector populations, and on disease transmission, of intensive use of insec-
ticides and intensive selection pressure for resistance at the same time. The model that
we describe here is intended to be linked in the future with the model for malaria in
mosquitoes described in [122]. Therefore, we focus on the vector of malaria Anopheles
spp. even though the model could easily be modified to accommodate the specificities
of other species.
Our model for population dynamics considers overlapping generations and a dis-
crete time step of one day. It includes the dependence of the emergence rate of new
mosquitoes on the number of eggs laid so it includes the nonlinear effects of adulticides
on reducing the population size. We give particular emphasis to the demographic im-
pact of insecticidal interventions and the emergence of resistance and some insights on
how it might translate in terms of disease transmission.
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4.2 Description of the model
We present a schematic outline of the model structure and the role of its parameters in
Figure 4.1. We formulated a discrete-time stage-structured model, based on a system
of difference equations. The inclusion of the stage-structure allows more realistic mod-
elling of the life cycle, the different stages can have different responses to environment
and we included regulating factors of the population. We use discrete time steps of 1
day that better capture the circadian nature of the mosquito’s life.
Anopheline mosquitoes undergo complete metamorphosis going through four distinct
stages of development during a lifetime: egg, pupa, larva, and adult. Adult females lay
eggs after a blood meal in permanent water or temporary sites that have been flooded.
Within one or two days to a week or more, the eggs hatch into larvae that breathe
air through tubes, eating floating organic matter. Larvae moult four times until they
became pupae. Pupae live near the surface of the water and do not eat, breathing
through siphons on their back, after a few days as a pupa the adult emerges. The adult
lives for a few days to several weeks [120]. The juvenile stages are similar in males and
females, but the adult stage differs significantly.
We replicate this model three times for the homozygous susceptible, SS, heterozy-
gous, RS, and homozygous resistant, RR, genotypes to allow for insecticide resistance
incorporation. We assume that males can mate multiple times but female mosquitoes
only mate once immediately after emergence and carry the sperm of the male with
them for the rest of their lives. We explicitly track the genotype of the male a given
female mated with.
We use superscript f to denote females and m to denote males. We also append the
superscript j, where j ∈ {SS,RS,RR} denotes the genotype of the mosquito. For adult
female mosquitoes, we append an additional superscript k, where k ∈ {SS,RS,RR}
denotes the genotype of the male mosquito that she mated with. We describe the pa-
rameters of the model in Table 4.1. The parameter values used for the life cycle are
presented in Table 4.3 and the derived equations that govern the cycle are presented
next.
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Figure 4.1: The mosquito population stage-structured model. The adult stage dynamics
is considerably different in males and females: male adults are composed of newly emerged
individuals plus the adult males that survived the previous day (Pd); female adults are grouped
in 3 classes: (i) unfed individuals that are currently host-seeking (newly emerged individuals,
individuals that did not find a host the previous days and individuals that laid eggs the previous
day and are starting a new gonotrophic cycle, Equation 4.6a); (ii) fed individuals, Equation
4.6b and (iii) resting individuals, Equation 4.6c. The model tracks the 3 potential genotypes
j ∈ (SS,RS,RR) of the individuals through their developmental stages. The total number of
eggs laid by all females is Λ (Equations 4.7), of which (1− ϕ)Λ are males and ϕΛ are females.
We assume adult females mate once upon emergence, while males can mate multiple times. The
θ parameters refer to the duration of each stage in days, and ρ to the proportion of individuals
that survive per day in a given stage (e eggs, l larvae, p pupae).
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Table 4.1: Description of parameters for the model of mosquito population dynamics.
The superscripts, m and f denote males and females, j and k, denote genotype and
can be any of SS, representing homozygous susceptible, RS, representing heterozygous,
and RR, representing homozygous resistant.
θe: Duration of the egg stage. Dimension: Time. θe ∈ N.
ρfje : Proportion of female eggs of genotype j that survive one day. 0 < ρ
fj
e < 1.
ρmje : Proportion of male eggs of genotype j that survive one day. 0 < ρ
mj
e < 1.
θl: Duration of the larval stage. Dimension: Time. θl ∈ N.
ρfjl : Density-independent proportion of female larvae of genotype j that survive one day. 0 < ρ
fj
l < 1.
ρmjl : Density-independent proportion of male larvae of genotype j that survive one day. 0 < ρ
mj
l < 1.
γ(t): Resource availability at time t. Dimension: 1/Animals. γ(t) > 0.
cfji : Effect of larval competition on female larvae of genotype j in stage i where i ∈ N and θe < i ≤ θe+θl.
0 < cfji ≤ 1.
cmji : Effect of larval competition on male larvae of genotype j in stage i where i ∈ N and θe < i ≤ θe +θl.
0 < cmji ≤ 1.
ωfji : Relative resource consumption of female larvae of genotype j in stage i where i ∈ N and θe < i ≤
θe + θl. 0 < ω
fj
i ≤ 1.
ωmji : Relative resource consumption of male larvae of genotype j in stage i where i ∈ N and θe < i ≤
θe + θl. 0 < ω
mj
i ≤ 1.
θp: Duration of the pupal stage. Dimension: Time. θp ∈ N.
ρfjp : Proportion of female pupae of genotype j that survive one day. 0 < ρ
fj
p < 1.
ρmjp : Proportion of male pupae of genotype j that survive one day. 0 < ρ
mj
p < 1.
τ : Duration of the resting period of the gonotrophic cycle of a female adult mosquito. Dimension:
Time. τ ∈ N.
Hj : Proportion of adult females of genotype j that find a host and successfully feed while seeking.
ρjs: Proportion of adult females of genotype j that survive while host-seeking per day.
ρjn: Proportion of adult females of genotype j that survive while resting per day.
P jd : Proportion of male adults of genotype j that survive one day. 0 < P
j
d < 1.
bj : Number of eggs laid per oviposit by female mosquitoes of genotype j. bj > 0.
σk: Mating viability of a male of genotype k. 0 < σk ≤ 1.
ϕ: Proportion of eggs that are female. 0 < ϕ < 1.
µ: Probability of a susceptible allele S mutating to a resistant allele R in any generation.
λj : Number of eggs of genotype j that migrated from a different population of mosquitoes.
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Immature Stages
We define the duration of the juvenile stages by ζ:
ζ = θe + θl + θp
Where θe is the duration of the egg stage, θl the duration of the larval stage and θp the
duration of the pupal stage.
We track stage development in i days and describe the female juvenile mosquito
population of genotype j at time t by xfji (t) ∈ R¯ζ+, where
• xfji (t) for 1 ≤ i ≤ θe denote the female egg stages of age i at time t.
• xfji (t) for θe + 1 ≤ i ≤ θe + θl denote the female larval stages of age i at time t.
• xfji (t) for θe + θl + 1 ≤ i ≤ ζ denote the female pupal stages of age i at time t.
The male juvenile population is described in an analogous manner.
In Table 4.2 we present a summary of the immature stages of the mosquito life cy-
cle. It shows the duration of each stage and the correspondent age of mosquitoes. It
should facilitate the understanding of the dynamics of the juvenile male and female
mosquito population of genotype j that we describe in Equations (4.1) and (4.2). At
each iteration mosquitoes are moved forward in chronological time (to t+ 1) and in the
developmental time (to i+ 1).
Table 4.2: Mosquito immature life stages summary.
Stage Duration Timespan i (age in days)
New eggs - 1
Developing eggs θe 2 : θe
Larvae θl θe + 1 : θe + θl
Pupae θp θe + θl + 1 : ζ
The juvenile female mosquito population of genotype j at time t, xfji (t) ∈ R¯ζ+ is,
xfj1 (t+ 1) = ϕΛ
j′(t) (4.1a)
xfji+1(t+ 1) = ρ
fj
e x
fj
i (t) for 1 ≤ i ≤ θe (4.1b)
xfji+1(t+ 1) =
ρfjl
1 + γ(t)cfji L(t)
xfji (t) for θe + 1 ≤ i ≤ θe + θl (4.1c)
xfji+1(t+ 1) = ρ
fj
p x
fj
i (t) for θe + θl + 1 ≤ i ≤ ζ − 1 (4.1d)
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The juvenile male mosquito population of genotype j at time t, xmji (t) ∈ R¯ζ+ is similarly
defined,
xmj1 (t+ 1) = (1− ϕ)Λj
′
(t) (4.2a)
xmji+1(t+ 1) = ρ
mj
e x
mj
i (t) for 1 ≤ i ≤ θe (4.2b)
xmji+1(t+ 1) =
ρmjl
1 + γ(t)cmji L(t)
xmji (t) for θe + 1 ≤ i ≤ θe + θl (4.2c)
xmji+1(t+ 1) = ρ
mj
p x
mj
i (t) for θe + θl + 1 ≤ i ≤ ζ − 1 (4.2d)
Here, L(t) is the total larval consumption of resources by male and female larvae of all
genotypes,
L(t) =
∑
j∈{SS,RS,RR}
 θe+θl∑
k=θe+1
ωfjk x
fj
k (t) + ω
mj
k x
mj
k (t)
 . (4.3)
Equations 4.1a and 4.2a are the input of newly laid eggs, determining which propor-
tion of the eggs laid are male or female, according to the parameter ϕ, and of which of
the 3 possible genotypes. These eggs will then go through development that will last
θe days. Equations 4.1b and 4.2b describe the progress of the eggs through the stage
that depends on a surviving probability ρe.
Equations 4.1c and 4.2c characterise the larval stage that follows, with a duration
of θl days. Density-dependent population regulation (DDPR) in this model occurs in
both sexes and only in the larval stages. There is no DDPR of adults, and pupae
mosquito aquatic stages undergo morphological development but do not feed. Equa-
tions 4.1c, 4.2c and 4.3 incorporate density-dependent regulation that is analogous to
Beverton-Holt type (B-H), which is a classic discrete time population growth model
whose continuous-time equivalent is logistic growth towards a carrying capacity.
Classically the Beverton-Holt equation is:
xt+1 =
R0
1 + xtM
xt (4.4)
Where R0 is the growth rate per generation and K = (R0 − 1)M , is the carrying
capacity, the maximum population size that the environment can sustain indefinitely.
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Our Equations 4.1c and 4.2c can be regarded as equivalent to the B-H as will now
be explained. Classically the B-H models does not distinguish between different ‘types’
in the population (e.g. sexes). It can do so, as in this case, by summating the number
of individuals of each ‘type’ in the next generation, hence we use the number of each
type xmji and x
fj
i in the numerator of 4.1c and 4.2c rather than Xt. Overall R0 is
determined by other parts of the demographic model so here it is replaced simply by
the survival probability (ρmjl or ρ
fj
l ). The parameter γ(t) is equivalent to 1/M so needs
no discussion. Setting cf/mji =1 in Equations 4.1c and 4.2c means it disappears from
the equation, and setting ωm/fj =1 in Equation 4.3 means L(t) effectively becomes xt
in the denominator; under these conditions Equations 4.1c and 4.2c become equivalent
to the B-H. The reason why we do not constrain cf/mji = ω
m/fj = 1 is for biological
flexibility and plausibility. The competitive ability, cf/mji , of larvae may differ depend-
ing on their genotype (for example resistant forms may pay a ‘fitness penalty’) and the
resource consumption, ωm/fj , of each type may vary (for example, resistant forms may
be larger and consume more resources).
The individuals that survive the larval stage will undergo pupal development for θp
days. Progress in this stage is dependent on a survival probability ρp.
Adults
We denote the population of adult male mosquitoes of genotype j at time t by ymj(t) ∈
R¯+. The equation for the adult male population of genotype j is,
ymj(t+ 1) = P jdy
mj(t) + ρmjp x
mj
ζ (t), (4.5)
Adult male population at a given time is the result of the sum of adults that emerged
from pupae that day (ρmjp x
mj
ζ (t)) and male adults that survived from the previous day
(P jdy
mj(t)).
An adult mosquito emerges from pupae of stage xζ . Only females anophelines need
to blood feed, because they need blood components in order to produce eggs, so the
processes that govern the adult female population differ significantly from those of
males. Upon emergence there will be mating, that happens during flight (unlike males
the females mate only once). Once fertilised, females initiate the gonotrophic cycle that
consists of 3 phases: foraging for a host and blood-feeding, digestion of the blood and
egg maturation and the search for a suitable oviposition site and oviposition (Figure
4.1). The gonotrophic cycle will be repeated throughout the female lifespan.
The female adult population at a given time t+ 1 is given by Equations 4.6 (see Ta-
ble 4.1 for parameters description). Females unfed in the current gonotrophic cycle are
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given in Equation 4.6a. The first term are the newly emerged female adults of genotype
j [ρfjp x
fj
ζ (t)] that will mate with a male of genotype k (P
k
d y
mk(t) + ρmkp x
mk
ζ (t)), which
has a mating viability σk [this term is normalised by dividing by the total male popula-
tion]. The second term refers to other female individuals that were unfed adults in the
previous day, that had not been successful in finding a host and therefore are still in
the host-seeking state [ρfjs (1−H)yfjk1 (t)]. The third term are females that successfully
laid eggs an are now seeking a host in their new gonotrophic cycle [ρfjn y
fjk
τ (t)].
Equation 4.6b gives the second state of the adult population, this corresponds to
individuals in y1 that survived and successfully feed (ρ
fj
s Hj).
For the rest of the duration of the gonotrophic cycle the female adult population will
be governed by Equation 4.6c, that considers the survival probability while resting.
yfjk1 (t+ 1) = ρ
fj
p x
fj
ζ (t)
σk(P kd y
mk(t) + ρmkp x
mk
ζ (t))∑
h∈{SS,RS,RR} σh(P
h
d y
mh(t) + ρmhp xmhζ (t))
+ ρjs(1−Hj)yfjk1 (t) + ρjnyfjkτ (t),
(4.6a)
yfjk2 (t+ 1) = ρ
j
sH
jyfjk1 (t), (4.6b)
yfjki+1(t+ 1) = ρ
j
ny
fjk
i (t) for 2 ≤ i ≤ τ − 1. (4.6c)
Egg laying, mutation and migration
The number of eggs laid of each genotype is calculated assuming random mating be-
tween the different genotypes.
The number of homozygous susceptible eggs laid at time t is,
ΛSS(t) = bSSρSSn
(
yfSSSSτ (t) +
1
2y
fSSRS
τ (t)
)
+ bRSρRSn
(
1
2y
fRSSS
τ (t) +
1
4y
fRSRS
τ (t)
)
,
(4.7a)
The number of heterozygous eggs laid at time t is,
ΛRS(t) = bSSρSSn
(
1
2y
fSSRS
τ (t) + y
fSSRR
τ (t)
)
+ bRSρRSn
(
1
2y
fRSSS
τ (t) +
1
2y
fRSRS
τ (t) +
1
2y
fRSRR
τ (t)
)
+ bRRρRRn
(
yfRRSSτ (t) +
1
2y
fRRRS
τ (t)
)
,
(4.7b)
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The number of homozygous resistant eggs laid at time t is,
ΛRR(t) = bRSρRSn
(
1
4y
fRSRS
τ (t) +
1
2y
fRSRR
τ (t)
)
+ bRRρRRn
(
1
2y
fRRRS
τ (t) + y
fRRRR
τ (t)
)
.
(4.7c)
To incorporate the possibility of mutation we introduce µ, as the probability of a
susceptible allele S mutating to a resistant allele R in any generation and vice versa
(equal mutation rate). We assume that µ is so small that µ2 is negligible, i.e., that no
mosquito has a double mutation at the locus. We also include a parameter for migra-
tion of mosquitoes of a particular genotype to the environment, λj , given by a increase
in the number of eggs of that particular genotype.
The number of homozygous susceptible eggs laid at time t, is,
ΛSS
′
(t) =
ΛSS(t)(1− 2µ) + ΛRS(t)µ+ λSS
ΛN
, (4.8a)
The number of heterozygous eggs laid at time t is,
ΛRS
′
(t) =
ΛRS(t)(1− 2µ) + ΛSS(t)2µ+ ΛRR(t)2µ+ λRS
ΛN
, (4.8b)
The number of homozygous resistant eggs laid at time t is,
ΛRR
′
(t) =
ΛRR(t)(1− 2µ) + ΛRS(t)µ+ λRR
ΛN
. (4.8c)
Where ΛN is equal to the sum of the numerators in Equations 4.8.
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4.3 Population reproductive rate
We also computed the vector population reproductive rate R0v, that we defined as the
number of newly emerged female adults produced by a single newly emerged female
(Equation 4.9).
We derived this population reproductive rate because, due to the nonlinear effects of
density-dependence on the larval stages, we could not use standard matrix population
modelling (for example Lefkovitch projection matrices), that for linear models enables
the calculation of a reproductive value using the eigenvalues and eigenvectors of the
matrix [175].
At this point we will drop the subscripts related to genotypes, and compute just for
the overall population.
R0v = mE bϕρθee ρ
θl
l ρ
θp
p (4.9)
Where:
m is the probability of a female finding a mate, we assume it to be 1;
E is the expected number of broods produced by a newly emerged female;
b is the number of eggs laid per oviposit.
ϕ is the proportion of eggs in a batch that are female.
ρθee ρ
θl
l ρ
θp
p are the probabilities of survival the imature stage (eggs, larvae, pupae) de-
pending on their durations (θe, θl, θp).
We ignored the effects of density dependence on this calculation, because R0v is de-
fined at very low population densities when density-dependent regulation will be absent.
E is calculated as follows:
First determine p(f), the probability that a female finds a host and feeds in her lifetime
(Equation 4.10). The first term, Hρs, is the probability that at any given day she
survived the seeking stage (ρs) and successfully found a host and fed (H). The second
term is the probability that she has not found a host in a previous day ,(1 −H), but
survived the seeking stage, ρs and will find a host and feed one of the next days.
p(f) = Hρs +H
∞∑
i=1
[(1−H)ρs]i (4.10)
the sum in Equation 4.10 can be evaluated as (1−H)ρs1−(1−H)ρs given that |(1−H)ρs| < 1 [49]
so that equation 4.10 becomes:
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p(f) = H[ρs +
(1−H)ρs
1− (1−H)ρs ] (4.11)
After successfully finding a host and feeding with probability p(f), a female will go
through a non seeking stage for egg maturation and oviposition (assumed to last τ
days), with probability of survival ρn, after which she has completed a gonotrophic cy-
cle. Equation 4.12, p(f)’, is the probability of finding a host and surviving incubation.
p(f)′ = p(f)ρτn (4.12)
Female mosquitoes go through this process more than once in their lifetime so that the
number of broods produced by one adult female in her lifetime becomes:
E = p(f)′ + p(f)′2 + p(f)′3 + ... (4.13)
The first item is the probability of survival to produce one brood of eggs, the second
the probability of survival to produce a second brood of eggs and so forth.
Equation 4.13 simplifies to:
E =
∞∑
i=1
[Hρτn[ρs +
(1−H)ρs
1− (1−H)ρs ]]
i (4.14)
With the vector population reproductive rate R0v we can predict the behaviour of the
population under a given parameterisation, since the population will become extinct
when R0v < 1. This is an algebraic result that can be used to validate the results of
the computational model; the same results suggest an absence of programming errors
in the same simulation.
4.4 Malaria transmission
The main function of the model developed here is to study the dynamics of mosquito
populations, and the response to perturbations caused by the use of insecticides. Nev-
ertheless it is important to demonstrate the link with the basic reproductive rate of
malaria, a classical quantity that has been used by vector entomologists, related with
the potential of malaria transmission by a mosquito vector population. We determined
the basic reproductive rate of malaria in Equation 4.15 as developed by Ross and Mac-
donald [176].
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R0m =
ma2b1b2
gr
(4.15)
In Equation 4.15:
m = MN is the number of female mosquitoes per human host where N is the size of the
human population and M is the size of the female adult mosquito population;
a is the rate of biting on humans by a single mosquito (number of bites per unit time);
b1 is the proportion of infected bites on human that produce an infection;
b2 is the proportion of infected bites on mosquitoes that produce an infection;
r is the per capita rate of recovery for humans (1r is the average duration of infection
in the human host);
g is the per capita mortality rate for mosquitoes (1g is the average life time of a
mosquito).
In the context of the current work R0m can be used to determine the size of the
female mosquito population M that leads to the control of the disease. In principle to
control the disease, we should reduce R0m < 1, therefore the female adult population
should be maintained at size M < rg
a2b1b2
N . We use simulations to compare the effects
of reducing survival at different life stages on the time it takes to reach this population
threshold size M .
4.5 Analysis
The model was implemented in R [98]. Verification was done to ensure that the model
was programmed correctly, the algorithm has been implemented properly and that it
does not contain errors or oversights. We started the population with 1000 eggs and
zero individuals in all other stages (i.e., zero larvae, zero pupae, zero adults and zero
eggs from day 1 onwards) and setting the parameters to discriminant values (ex: all
survival proportion to 1) so that it was possible to monitor the population progression
(both in time and stage) and to confirm the calculations.
We defined conditions on which to declare the population at equilibrium or in severe
decline towards extinction. For the population to be considered in equilibrium the ra-
tio of the number of adult females (Equations 4.6) of two consecutive days should be
higher than 0.9999, for at least 20 days (there is expected to be a turnover of at least one
generation in this period [177]). The population is considered in severe decline or elim-
inated if for 50 consecutive days the number of eggs and female adults is smaller than 1.
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4.5.1 Fixed points
The core part of any analysis of a population dynamic model is to determine the asymp-
totic behaviour of the model. It is usually done by the identification of steady states,
i.e. states that a population would maintain for all times, if initially started in it, and
the determination of the local stability of these steady states, i.e. analysing whether
the population abundance would return to the steady state, if displaced away from it
by a (infinitesimally) small, but otherwise arbitrary amount.
Steady states are solutions to the equations where the state variables are not chang-
ing with respect to a dimension of interest, in this case, the number of individuals in
each stage remains constant in time. These steady states are generally denominated
fixed points and as they are good candidates for where the system might eventually
end up, an analysis of this type could also validate the results obtained by simulation.
Nevertheless, the model we developed is so complex (numerous parameters, numerous
equations and non-linearity in the larval stages) that is not possible to treat it analyt-
ically and solve the system of equations for fixed points. Consequently, to simplify the
analysis, we decided to check the dynamic of the general system without the distinc-
tion between genotypes and proceed by evaluating the equations for a set of parameters
values. The parameters for which there is empirical data were assigned those values,
while a range of values was assigned to the remaining and randomly sampled from it
(Table 4.3). This leads to the generation of a set of 3000 combinations of parameters
values and solving for the equilibrium points for each of the possible combinations of
parameter values. We analysed the model for fixed points using the software Maple 13.
72
T
ab
le
4.
3:
P
ar
am
et
er
s
va
lu
es
us
ed
in
th
e
fix
ed
po
in
ts
an
d
se
ns
it
iv
it
y
an
al
ys
is
,
th
e
va
lu
es
us
ed
ar
e
id
en
ti
ca
l
fo
r
m
al
es
an
d
fe
m
al
es
w
he
n
no
t
ex
pl
ic
it
ly
st
at
ed
ot
he
rw
is
e.
P
a
ra
m
et
er
S
h
o
rt
d
es
cr
ip
ti
o
n
V
a
lu
e
R
ef
er
en
ce
θ e
D
u
ra
ti
o
n
o
f
th
e
eg
g
st
a
g
e
2
[1
7
7
]
ρ
e
P
ro
p
o
rt
io
n
o
f
eg
g
s
th
a
t
su
rv
iv
e
o
n
e
d
ay
0
-1
T
h
is
w
o
rk
θ l
D
u
ra
ti
o
n
o
f
th
e
la
rv
a
l
st
a
g
e
1
0
[1
4
3
,
1
7
7
]
ρ
l
D
en
si
ty
-i
n
d
ep
en
d
en
t
p
ro
p
o
rt
io
n
o
f
la
rv
a
e
th
a
t
su
rv
iv
e
o
n
e
d
ay
0
-1
T
h
is
w
o
rk
γ
(t
)
R
es
o
u
rc
e
av
a
il
a
b
il
it
y
a
t
ti
m
e
t
3
×1
0
−
1
1
-1
×1
0
−
6
T
h
is
w
o
rk
c i
E
ff
ec
t
o
f
la
rv
a
l
co
m
p
et
it
io
n
o
n
la
rv
a
e
o
f
a
ll
g
en
o
ty
p
es
in
st
a
g
e
i
0
-1
T
h
is
w
o
rk
ω
i
R
el
a
ti
v
e
re
so
u
rc
e
co
n
su
m
p
ti
o
n
o
f
la
rv
a
e
o
f
a
ll
g
en
o
ty
p
es
in
st
a
g
e
i
0
-1
T
h
is
w
o
rk
θ p
D
u
ra
ti
o
n
o
f
th
e
p
u
p
a
l
st
a
g
e
2
[1
7
7
]
ρ
p
P
ro
p
o
rt
io
n
o
f
p
u
p
a
e
o
f
a
ll
g
en
o
ty
p
es
th
a
t
su
rv
iv
e
o
n
e
d
ay
0
-1
T
h
is
w
o
rk
τ
D
u
ra
ti
o
n
o
f
th
e
re
st
in
g
p
er
io
d
o
f
th
e
g
o
n
o
tr
o
p
h
ic
cy
cl
e
o
f
a
fe
m
a
le
a
d
u
lt
m
o
sq
u
it
o
3
[1
5
9
]
P
j d
P
ro
p
o
rt
io
n
o
f
m
a
le
a
d
u
lt
s
th
a
t
su
rv
iv
e
o
n
e
d
ay
0
-1
T
h
is
w
o
rk
bj
N
u
m
b
er
o
f
eg
g
s
la
id
p
er
ov
ip
o
si
t
b
y
fe
m
a
le
m
o
sq
u
it
o
es
1
0
0
T
h
is
w
o
rk
σ
k
M
a
ti
n
g
v
ia
b
il
it
y
o
f
m
a
le
s
o
f
a
ll
g
en
o
ty
p
es
0
.5
T
h
is
w
o
rk
ϕ
P
ro
p
o
rt
io
n
o
f
eg
g
s
th
a
t
a
re
fe
m
a
le
0
.5
[1
7
7
]
µ
P
ro
b
a
b
il
it
y
o
f
a
su
sc
ep
ti
b
le
a
ll
el
e
S
m
u
ta
ti
n
g
to
a
re
si
st
a
n
t
a
ll
el
e
R
in
a
n
y
g
en
er
a
ti
o
n
1
T
h
is
w
o
rk
λ
N
u
m
b
er
o
f
eg
g
s
th
a
t
m
ig
ra
te
d
fr
o
m
a
d
iff
er
en
t
p
o
p
u
la
ti
o
n
o
f
m
o
sq
u
it
o
es
0
T
h
is
w
o
rk
73
Briefly, the fixed points can be found by determining the values of the variables that
cause all of the variables to be the same in the next time step:
xm1 = (1− ϕ)Λ (4.16a)
xf1 = ϕΛ (4.16b)
xm2 = ρ
m
e x
m
1 (4.16c)
xf2 = ρ
f
ex
f
1 (4.16d)
xmi =
ρml
1 + γcmi−1L
xmi−1 for 3 ≤ i ≤ 12 (4.16e)
xfi =
ρfl
1 + γcfi−1L
xfi−1 for 3 ≤ i ≤ 12 (4.16f)
xmi = ρ
m
p x
m
i−1 for 13 ≤ i ≤ 14 (4.16g)
xfi = ρ
f
px
f
i−1 for 13 ≤ i ≤ 14 (4.16h)
... (4.16i)
This results in a system of 32 equations; Male= 14 (ζ) immature stages + 1 adult
stage plus Female= 14 (ζ) immature stages + 3 adult stages (Assuming values of
θe = 2; θl = 10; θp = 2).
The next step is to factor each equation:
xm1 − (1− ϕ)Λ = 0 (4.17a)
xf1 − ϕΛ = 0 (4.17b)
xm2 − ρme xm1 = 0 (4.17c)
xf2 − ρfexf1 = 0 (4.17d)
xmi −
ρml
1 + γcmi−1L
xmi−1 = 0 for 3 ≤ i ≤ 12 (4.17e)
xfi −
ρfl
1 + γcfi−1L
xfi−1 = 0 for 3 ≤ i ≤ 12 (4.17f)
xmi − ρmp xmi−1 = 0 for 13 ≤ i ≤ 14 (4.17g)
xfi − ρfpxfi−1 = 0 for 13 ≤ i ≤ 14 (4.17h)
... (4.17i)
and identify all possible solutions for all variables for all equations. This is a non-linear
model so there may be more than one fixed point.
After identifying the fixed point(s) the next step is to determine whether the fixed
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point(s) is (are) stable. To perform a local stability analysis we determine the Jaco-
bian matrix of the system. The Jacobian matrix is the matrix of all first-order partial
derivatives of the system of equations. Its importance lies in the fact that it represents
the best linear approximation of the non-linear model near the fixed points. So that
when we evaluate the Jacobian matrix at each fixed point we use the linearisation as
a proxy of the behaviour of the non-linear model in the vicinity of the fixed point. We
finish by determining the eigenvalues of this matrix.
For a non-linear multivariate model in discrete time a fixed point will be locally
asymptotically stable if the absolute values of all eigenvalues (e) are less than one. For
real eigenvalues, stability requires that both e < 1 and −1 < e. For complex eigenvalues
e = A±Bi, stability requires that the absolute value √A2 +B2 be less than one [49].
The analysis showed that the model can have two fixed points: a trivial fixed point,
where all the state variables are zero and therefore the population goes to extinction,
and one positive.
Regarding stability both possible fixed points were found to be locally stable. Some of
the eigenvalues calculated are complex, which shows that the system can spiral around
the fixed point and a thorough analysis would be necessary (that we did not pursue)
to explore this behaviour.
From the 3,000 simulations, only 103 (3.4%) have both trivial and positive fixed
points, the majority have only a trivial fixed point, suggesting that the combinations of
parameter values that lead to equilibrium is considerably narrow. Running the model
with the 3,000 different parameterisations in R (running it for 600 days and check sta-
tus, i.e., in equilibrium or eliminated) and identifying the fixed points in Maple achieved
the same results, implying that both have been implemented correctly. The choice of
600 for the simulations iteration time (days) is a good compromise between compu-
tation time and the convergence of most of the simulations to a state (equilibrium or
extinction).
We compared the parameters values in the simulations that reached a positive equi-
librium and that lead to extinction of the population, and verified that the parameters
ρe, ρl, ρp, ρs, ρn and H are statistically significantly higher in a t-test in the simulations
that reach an equilibrium (alternative hypothesis: true difference in means is greater
than 0; p-value < 0.05), while the parameters c, ω, γ and Pd were not statistically
different (p-value> 0.05). The later are associated with larval competition which is
absent near extinction and therefore expected to have no effect.
We compared the predicted long term status of the population using the R0v with
the outcome of running the model for 600 days, for the 3,000 parameter combinations.
The R0v predicted correctly 95% of the simulations that lead to extinction and cor-
rectly all the simulations that lead to a positive equilibrium. Considering these results
our R0v seems to be overestimating the reproductive rate. We did not included in the
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derivation of the R0v the density-dependence regulation in the larval stages, in principle
the density-dependence will be important in populations that increase in size and is
responsible for a constant rate of emergence of larvae, but it is not expected to influ-
ence the outcome of a population that is supposed to be in decline. Nevertheless, the
discordant values of R0v (140 simulations) ranged from 1 to 3.14 (mean 1.6), very close
to the discriminant threshold.
4.5.2 Sensitivity analysis
We proceeded by performing a sensitivity analysis of the model using the partial rank
correlation coefficient (PRCC) between each parameter (we included in this analy-
sis only the parameters that are expected to be directly influenced by vector control
measures) and the total number of adult females (total of Equations 4.6) obtained by
running the model for t = 600 days. It would be quite laborious to perform and inspect
a graph for each of the stages, consequently we choose to use the total number of adult
females for the analysis given they are the main target of vector control interventions.
The PRCC was performed separately for the simulations that converged to extinction
and to equilibrium.
Figure 4.2, that shows the PRCC results, shows that the parameters that have the
biggest impact in regulating the size of the adult female population are the survival in
larval and pupal stages followed by the survival while non host and host-seeking. The
parameters that are implicated in density dependence in the larval stages (c, ω and γ)
have little impact in the adult female populations that eventually declined towards ex-
tinction but seem very important in regulating the populations that achieved a positive
equilibrium value.
As reviewed in the introduction to this chapter, the impact of larviciding interven-
tions has recently regained interest and we contribute with some insights with the
results of this sensitivity analysis. Nonetheless the outcomes of sensitivity analysis can
be influenced by the method used, in general is considered that no one method is clearly
best, and the use of two or more methods is good practice, preferably with dissimilar
theoretical foundations. There are some caveats to the use of PRCC, a disadvantage is
that it is a local technique so that it will not be able to allocate the output variance to
the variance in the inputs, however, the strongest concern is that the nonlinear features
of the model imply that interactions between parameters are not account for in the
PRCC. The most advisable method in this case would be the extended Fourier Ampli-
tude Sensitivity Test (eFAST) method, which is superior to local sensitivity analysis
and works for both monotonic and non-monotonic models [178], however in order to
implement this method in R software a redesign of the model code would be neces-
sary and we decided not to pursue it at this stage but to consider it as further work.
Consequently the results of this section are to be considered as a preliminary analysis.
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Figure 4.2: Plot of Partial Rank Correlation Coefficients between some parameters of
the model and the number of adult females at day 600 (above zero increasing posi-
tive correlation, below zero increasing negative correlation). The black circles refer to
simulations that resulted in a viable population and the red circles to simulations that
resulted in the extinction of the population. The parameters symbols in the x-axis are
defined in Table 4.1, however, in this analysis we did not distinguish between genotypes.
We assume there is no insecticide resistance in the population.
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4.6 Scenarios of insecticide deployment
After analysis of the dynamics of the model we can finally proceed to the section of
actually asking questions of the model. The aim of this section is to explore generic is-
sues concerning the application of insecticide rather than to parametrize to a particular
setting because unfortunately, data on many of the parameters used are very limited,
particularly data on the differential survival of the different genotypes when resistance
is present. We found only a few values in the literature for some of the survival rates
(without considering resistance), for Anopheles gambiae. Under laboratory conditions
Olayemi and Ande (2009) [177] reported the following daily survival probabilities in
the four larval instars: 0.84 ± 0.09, 0.91 ± 0.15, 0.82 ± 0.06 and 0.87 ± 0.09 and in the
pupal stage: 0.76± 0.21. An estimate of daily survival probability of adults conducted
in the field in Kilomero, Tanzania, in a capture-recapture experiment was of 0.78 [179].
Life table analysis of mosquito species are challenging. In the laboratory environ-
mental conditions change between experiments generating different estimates [177]. In
field settings many factors such as natural heterogeneities on rainfall, wind speed, des-
iccation, temperature, relative humidity, density-dependence on vector abundance and
difficulties in adequate sampling procedures complicate the estimations.
Considering these confounding factors, we arbitrarily choose to use one of the random
generated combination of parameters for the exploration of some scenarios of insecti-
cide deployment and insecticide resistance: ρe = 0.72, ρl = 0.94, ρp = 0.55, Pd = 0.5,
σ = 0.5, h = 0.67, ρn = 0.96, ρs = 0.71, c = 0.67, ω = 0.66, γ = 4 × 10−8, ϕ = 0.5,
b = 100. This combination of parameters results in a viable population in the absence
of resistance. The mean of each parameter in the remaining simulations that resulted
in viable populations were: ρe = 0.76; ρl = 0.88; c = 0.50;ω = 0.45; ρp = 0.76; ρs =
0.78; ρn = 0.81;Pd = 0.61; γ = 4.9×10−7;H = 0.62). In all simulations we assume that
immigration and mutation do not occur, so µ = 0 and λ = 0.
We calculated a population reproductive number of 7.97, for the chosen parametri-
sation, and equilibrium was reached at day 240, with a starting population of 1000
individuals in each stage (hence the value of 27,000 adult female individuals at time
zero in all of the simulations/scenarios presented below).
We proceed by showing simulations that mimic insecticide based interventions, fol-
lowed by our interpretation of the results. Here larvicides, pupacides, ITNs and IRS are
assumed to have just one effect on the mosquito population, killing. ITNs and IRS are,
however, known to contribute with 2 additional effects: repelling and possibly diverting
mosquitoes to an alternative hosts due to either insecticide irritation or the physical
barrier of the net and lengthening the duration of the gonotrophic cycle leading to a
reduced oviposition rate [143].
78
4.6.1 Single interventions
We start by simulating the dynamics of the mosquito population under reduced sur-
vival imposed by the use of insecticides without the emergence of resistance. We assume
that ITNs act by decreasing the survival probability of female adults while host-seeking
(ρs) and IRS by influencing the female adult survival while resting (ρn). Larvicides
and pupacides reduce the survival probabilities ρl and ρp, respectively. As some male
mosquitoes might contact with insecticide in sprayed house walls we consider that IRS
also affects Pd, the proportion of male adults that survive per day. Henceforth we
will be using the intervention name and the parameter that we assume it affects inter-
changeably.
Figure 4.3 shows the impact on adult female population of reducing the values of
these parameters to mimic the additional mortality imposed by the use of insecticide
at any of these stages, for now independently. We included in each graph a red horizon-
tal line to mark the level of mosquito population that would be necessary to interrupt
transmission of malaria in this setting, based on the theoretical formula for the repro-
ductive rate of malaria R0m.
The parameter values used in the calculation of R0m and consequently of M (the
threshold mosquito population for control of disease) are shown in Table 4.4, these val-
ues were chosen to mimic an infection by Plasmodium falciparum carried by Anopheles
gambiae in an adult.
Parameter m was derived by using M = 38, 000, which is the equilibrium num-
ber of host-seeking mosquitoes per day in Chitnis et al. (2008) model, assuming
N = 1, 000 as the human population (as in previous models [158]). We also esti-
mated the value of 113 from the capture-recapture trial in [179]. In this field trial
the highest value of mosquitoes found per day inside an house was 900 so if we as-
sume that 8 is the average number of humans per house we get m = 9008 = 113.
To calculate the threshold value for this setting we first determined the total adult
female population in equilibrium under the combination of parameters shown above,
Af = 135, 878. Then to determine the number of humans for this seeting assuming
m = 38: m = MN ≡ N = 135,87838 = 3, 576. Therefore the mosquito population, M,
that satisfies R0m < 1 ≡ M < 0.01×0.10.52×0.5×0.15 × 3, 576 < 191. For m = 113, a similar
calculation gives M < 65.
Both of these M thresholds are very small, that makes it very difficult to discern un-
der the graphs scale. It implies that in order to control malaria with this combination
of parameters the population needs to be lowered to boundaries close to extinction.
Again, the parameter values used are prone to discussion, this quantities are very dif-
ficult to measure in the field and are setting specific. The same caveats apply with the
equation chosen to calculate the malaria reproductive rate, under the Ross-Macdonald
derivation, but it serves the purpose of exemplification of what can be achieved by
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Table 4.4: Parameter values used for the calculation of R0m and derivation of a popu-
lation threshold level that interrupts malaria transmission (M).
Parameter Value Reference
m 38 and 113 [122, 179]
a 0.5 [147, 180]
b1 0.5 [180]
b2 0.15 [180]
r 0.01 [147, 180]
g 0.1 [147]
the use of this kind of model in specific settings for which there might be information
available.
The graphs in Figure 4.3 were created by independently decreasing the survival
probabilities of the original parameterisation, by different factors: -10, -30, -40 and
-80%. The first observation is that it does not seem plausible to decrease the female
adult population by targeting only the male population, in line with what would be
intuitively expected.
The female adult population collapsed with a 30% reduction of the larval daily sur-
vival (from 0.94 to 0.66), achieving extinction with the smallest reduction in survival
from all the scenarios shown. This parameter incorporates only the density-independent
fraction of mortality that occurs at this stage, the overall mortality may vary because
of adjustments due to density-dependence. The presence of competition is expected to
diminish larval survival, that we accounted for by incorporating density dependence.
Density-dependence is important in order not to ignore these endogenous processes,
otherwise we could overestimate predictions of impact of exogenous interventions [181].
Although we included density dependence in our model, we do not explicitly explore
its impact in the simulations presented here. We could for example have started the
population above the carrying capacity and checked the effects of resistance on com-
petition, investigating the suspected fitness costs associated with resistance. What is
known is that density-dependence additionally decreases survivorship and in A. gam-
biae also influences the development time, fecundity and contributes to the emergence
of smaller adults [182], which can influence adult survival. A further impact of density-
dependence on control strategies is that at lower densities the fewer individuals may
compensate by optimising traits that maximise their reproduction and survival reduc-
ing the efficacy of the interventions [182].
This model does not account for heterogeneities between larval sites, which can con-
tribute with different degrees of density-dependence. We also did not account for
potential differences in regulation in the four larval instars, it seems that the most im-
portant are the interactions between rather than within instars [183], we do not know
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Figure 4.3: Simulations of the impact on female adult population of independently
decreasing survival at different stages: larval (ρl), pupal (ρp), adult females host-seeking
(ρs), adult females resting (ρn) and adult males (Pd). These parameters can potentially
be affected by insecticidal interventions aimed at keeping the mosquito population
under control to minimise malaria transmission. The legend shows the percentage of
decreased survival imposed independently in each parameter (intervention) by different
factors: -10, -30, -40 and -80%. The red horizontal line (y = 191) is the threshold
number of adult females below which malaria transmission would be interrupted. We
assume no insecticide resistance.
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to what extent this could affect the breeding sites yield.
These results agree with the belief that larval survival has a great impact on the
adult population density, although as pointed by [143], it does not directly kill adult
mosquitoes that are potentially infectious, having a smaller impact on disease transmis-
sion. It is obvious from the point of view of disease transmission to target mosquitoes
that are host-seeking, because although it makes little difference to overall mosquito
survival, killing adult females before or after feeding makes a substantial difference to
malaria transmission [122].
The survival proportion of pupae that was able to sustain the population in this
parametrisation was 0.55, the average of all the other positive equilibrium simulations
(0.76) was slightly higher. From the results on Figure 4.3 the survival at this stage
would have to be lowered to 0.33 (40% of the original parameter) in order to bring
the population to extinction. We modelled pupae independently from larvae, because
pupae do not feed and therefore are not prone to density-dependence regulation phe-
nomena, but in practice both stages share the same physical space. Interventions such
as larviciding usually target both and pupacides alone are not used very often. The
scenario of decreasing survival only at the pupal stage, that we show here is therefore
very unlikely to be used in the field. It serves to show that theoretically we would have
to kill more pupae than larvae to achieve the same level of reduction of individuals in
the adult stage.
Adult females seeking a host for a blood meal are the main target of ITNs, one of
the widespread malaria interventions, based on these results it would be necessary to
decrease survival on the seeking stage (ρs) to values as low as 0.14 (80% of the original
parameter 0.96) in order to eliminate the population (even though 40% would bring
population to an equilibrium at low levels). Extinction was achieved by targeting the
resting stage only (ρn) with a more modest decrease of 30% (0.96 to 0.67). According to
these results the most effective control with the less amount of effort would be achieved
by targeting the larval and the resting stage, considering only the killing effect. An-
other aspect worth noting is that extinction was achieved faster by targeting the larval
stages.
We investigated how much the emergence and spread of resistance would impact these
results on Figure 4.4. We do not further explore the exclusive targeting of males, as it
does not seem relevant. Each graph shows the level of resistance needed to counterbal-
ance the effect of the insecticide, that was previously found to be efficient at declining
the mosquito population towards extinction (see Figure 4.3). We present here the
worst case scenarios in terms of spread of resistance, because we assume resistance to
be complete dominant, i.e, we assume the survival probabilities of the heterozygote and
homozygote resistant genotypes to be equal.
There is no consensus on the impact of resistance to ITNs and IRS efficacy in the field.
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There are mixed opinions about the association between kdr mutation and pyrethroid
and/or DDT-resistance phenotype in Anopheles gambiae [184], and the role of addi-
tional resistance mechanisms, such as metabolic resistance. If resistance is of multigenic
nature and the kdr genotype does not fully account for all the variance in phenotype,
this could explain why attempts to infer the impact of kdr on the efficacy of ITNs
have had contradictory results. Trials in the north of Coˆte d’Ivoire have failed to show
decrease efficacy of personal protection offered by ITNs in the presence of 50% to 60%
kdr frequency [185]. On the other hand, hut trials in Benin have provided evidence that
high kdr frequencies (> 80%) conferred pyrethroid resistance indeed capable of under-
mining control measures based on ITNs [186]. Nevertheless, at present, kdr screening
seems to be the best molecular diagnostic tool for predicting pyrethroid and DDT effi-
cacy [184].
We can only state based on our results that: i) even a small increase in survival (10%
to 40%), that we assume here to be due to resistance, brings a population back to lev-
els that sustain transmission; ii) the resistance level necessary to restore the mosquito
population is higher in the host-seeking stage, although the required level of control is
very high; iii) spread of resistance is faster in the larval stage (larvicides kill mosquitoes
before they reproduce, so selection for resistance is strong [86]).
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Figure 4.4: Simulations illustrating the level of resistance required to induce failure of
control interventions, aimed at each of the stages independently, that would otherwise
decrease the female adult population to zero (see Figure 4.3). Legend in red displays
the imposed percentage of decreased survival (ρstage) and resistance (Resist.) used to
generate the graphs. Blue line shows the resistant allele frequency trend in time and
black line shows the number of female adults mosquitoes trend. The red horizontal
line (y = 191) is the threshold number of total female adults below which theoretically
malaria transmission would be interrupted.
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4.6.2 Combined interventions
In many field settings these interventions are used in combination, we explore the ef-
fects of such strategies in Figure 4.5.
The use of IRS and ITNs in combination is thought to offer the advantage of in-
creasing the probability of a mosquito meeting an intervention, contributing for reach-
ing and maintaining high coverage that is usually very difficult to attain [187, 188].
Nevertheless, there is yet to be found indisputable empirical evidence that ITNs-IRS
combinations can indeed offer any additional communal or personal protection, com-
pared to using either method alone, because there have not been many studies designed
specifically to test the two vector control methods in combination [189]. A recent one,
conducted by Corbel et al. (2012) [187] was to a great extent inconclusive but discour-
aging on the use of combinations of interventions. Some researchers [190] discussed
these results, advocating that initiatives to deploy IRS for malaria transmission con-
trol in endemic countries should continue and if anything Corbel and colleagues study
draws attention to the need to improve and optimise operational factors.
We mimic the combined use of IRS and ITNs by simultaneously changing survival
of parameters ρn and ρs. Our simulations reached the threshold for malaria transmis-
sion interruption with a combination of decreased survival of -10% (ρn = 0.87) in the
non-seeking stage and -30% (ρs = 0.5) in the seeking stage, this survival proportion is
much more feasible than the 0.14 when considering a single intervention targeting the
host-seeking stage alone.
There are many confounding effects that can affect the results of this type of analysis,
that should be considered: the type of insecticides used, because the killing effect is
not always the most significant factor and insecticides can interfere or synergise with
each other; insecticide persistence; the coverage with a second intervention being at the
household or community level; the degree of endemicity; and behaviour of the vector
(degree of endophily); among others (see [191] for a comprehensive review on this sub-
ject).
Our analysis does not takes in account many of these factors so what we can derive
from our results is that the levels of insecticide necessary would be reduced when used
in combination. This has been concluded before, when retrospectively analysing non-
experimental data from Solomon Islands. It was established that house spraying (with
DDT) was more effective than ITNs but that the amount of the insecticide required
would be reduced if ITNs were also used [192].
The same study was not able to associate reduction in malaria cases with larviciding
(with temephos) in combination with other interventions, while our results suggest that
larviciding would be more effective in reducing the mosquito population in combination
with IRS or ITNs than IRS-ITNs. These comparisons should be taken with caution
because our results do not translate directly into malaria cases such as surveyed in
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the mentioned study. Similarly to our results, White et al. (2011) [143], modelling
the density of mosquitoes, found that larviciding when used in combination with high
levels of ITNs coverage was as effective or superior as using IRS.
We finish by exploring the effects of resistance in such combination of interventions.
We assume that the mode of action of the insecticides is different in each intervention
(different resistance mechanisms) so that we screen another advantage of using inter-
ventions in combinations: the possibility of delaying the spread of resistance to each of
the insecticides used.
Figure 4.6 shows the impact of resistance in adult females numbers and the associated
spread of resistance. For each combination of interventions two graphs are shown, each
displaying the impact of resistance in each parameter at a time, shown in the legend
in red.
In all of our simulations, just 10% of resistance was able to bring population to
numbers capable of sustaining transmission, according to our population threshold, al-
though, the speed of spread of resistance and the population numbers changed between
combinations. Resistance seems to spread much faster if it occurs in the interventions
targeting the larval stages (as seen in the scenarios simulating single larviciding in-
terventions) and slower if targeting the seeking stage. There is, as far we know, no
literature that has investigated directly the impact on resistance spread of the use of
different combinations of interventions.
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Figure 4.5: Simulations of the impact on female adult population of decreasing survival
at different stages in combination: i) adult females host-seeking (ρs) and adult females
resting (ρn),ITNs-IRS; ii) larval (ρl) and adult females resting (ρn),larviciding-IRS; iii)
larval (ρl) and adult females host-seeking (ρn),larviciding-ITNs. The legend shows the
percentage of decreased survival imposed in each parameter (intervention). The red
horizontal line (y = 191) is the threshold number of total female adults below which
theoretically malaria transmission would be interrupted. We assume no insecticide
resistance.
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Figure 4.6: Simulations illustrating the level of resistance required to induce failure of
control of interventions used in combination. The level of control (reduced survival)
presented, would in the absence of resistance decrease the female adult population to
zero, as shown in Figure 4.5. The legend shows the percentage of decreased survival
and resistance imposed in each parameter (intervention).The red horizontal line (y =
191) is the threshold number of total female adults below which theoretically malaria
transmission would be interrupted.
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4.7 Conclusion
We present here a model for the mosquito life cycle that explores the effects of insec-
ticide application on mosquito density, and potentially on malaria transmission, that
at the same time can track the spread of insecticide resistance. It is a stage-structured
model, that considers the metamorphic nature of mosquito populations and improves
on other types of models by assuming that population size is not constant and depends
on numbers of adults (and keeps track of the mating genotypes). The adult production
is expressed in terms of not only time to adult but also numbers surviving to adult-
hood. We include endogenous population regulation by including a density-dependence
mechanism in the larval stage. The modelling of the adult stage allows for mortality
rates to differ over the feeding, digesting/ovipositing stages of the cycle, and to be
significantly different between sexes. Including this compartmentalisation has lead to
parameter calibration problems because, as far as we know, there are no estimates of
mortality rates at these stages, much less by sex and genotype, which is not surprising
considering the challenges of estimating survival rates in the field.
This new mathematical model still greatly simplifies the complex dynamics of mosquito
life cycle and includes several assumptions. We do not account for differences in de-
velopment times in the juvenile stages between males and females, however, it would
be easy to adapt the model to include such differences by changing the θ parameters
accordingly. We assume all females mate and that it occurs straight after emergence,
which may contribute to some overestimation of female adult survival if they spend
time searching for a mate.
We modelled the population using a deterministic model, however, real populations
never exhibit deterministic population growth, i.e., that have a constant rate of growth
in time, such as we presented above. A typical complicating factor is the exclusion
of seasonality, by assuming constant per capita mortality for mosquitoes, ignoring im-
portant factors such as temperature-dependent mortality and spatial heterogeneities.
The effects of seasonality could be incorporated by, for example, changing the resource
availability (γ), the number of days of development in the immature stages (θ) and
changing the survival probabilities in each stage at periodic intervals. We also did not
consider age dependent effects on mortality [193].
The system of difference equations that we developed was too complex to enable an-
alytical analysis and standard matrix populations modelling so that the approach used
for the analysis of the dynamics had to rely on numerical simulation. We executed the
model for a set of collections of parameters to observe the resulting change in model
behaviour (number of individuals in each stage). Central to population dynamics anal-
ysis are the concepts of equilibrium and stability and we were able to verify that the
model can show two fixed points, one trivial (extinction) and one positive (equilibrium
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population size and structure) and that both are stable, although we were only able to
show the local stability of the positive fixed point.
The vector reproductive rate that we developed, although not 100% accurate, can be
use for rapid screening of the expected trend of a population with given characteristics
(parameterisation) without running the full model.
Many strategies to control malaria and other vector borne disease use insecticides
against mosquitoes at various stages so control is undermined by the continual evolu-
tion of resistant mosquitoes. Different scenarios of insecticide deployment were explored
by changing some key parameters in the model that we developed. The analysis we
performed explore the comparative impact of ITNs, IRS, larvicides and pupacides, and
the benefits that can be achieved by combining these interventions.
It is also possible to check the effects of resistance in the effectiveness of interventions.
We assume that the success of each intervention is measured in terms of its capacity
to decrease the number of female adult mosquitoes, although interventions directed
against female adult mosquitoes will have the added benefit of reducing the probabil-
ity that an infected mosquito survives sporogony to become infectious, as mentioned
previously.
We do not account for transient effects such as the decay of nets and insecticide and
have not yet investigated the effects of migration and mutation that we incorporated
in the system of equations, that would require other set of specific simulations.
We linked our demographic model with malaria transmission by calculating a thresh-
old value for the female mosquito population size that would interrupt transmission.
It is based on a theoretical quantity, the reproductive value of malaria R0m derived by
Ross-Macdonald. The classic derivation we used is known to have its shortcomings.
It describes idealised populations, where each infectious bite lands on a different host
human population, assumed to be infinite, and that humans are bitten at the same
rate, which is clearly not the case [86]. It does not include the effects of acquired
immunity, that reduces the infectivity of humans to mosquitoes and decreases human
susceptibility to infection [193].
We recognise that it would have been useful to conduct the analysis on a set of col-
lection of parameters (instead of only one), in this way incorporating variance between
different hypothetical settings, and therefore gaining more confidence that the results
provide a general picture. Additionally, given that the effectiveness of control methods
depends on the context of local transmission, it is obviously necessary to calibrate the
parameters against field data (on mosquito population and malaria transmission) before
any of these results could be used as sound evidence for enforcing any malaria control
strategy. Our results are therefore preliminary and serve the purpose of demonstrating
the potential of our model.
There is renewed interest in larval mosquito dynamics and opinion is mounting that
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the goals of programmes such as Roll Back Malaria can best be met by an integrated
approach combining disease treatment and interventions against both adult and larval
stages of the vector [194]. If we consider our results, in terms of decreasing the numbers
of adult females, the use of larviciding seems a valid option either alone or in combina-
tion.
The effects of resistance on the failure of the control are severe, given that only 10% of
resistance appears to be able to jeopardise control measures in all interventions combi-
nations. The spread of resistance, however, seems to occur faster if insecticide targets
the larval stages rather than the adult stages. This is expected because insecticides
have a bigger impact on larvae, so selection for resistance may be higher.
So far we have focused on interventions that are currently in widespread use by na-
tional malaria-control programs but the model we constructed is flexible and can be
used to compare the effects of novel interventions such as the use of entomopathogenic
fungi, transgenically modified mosquitoes and the effects of behaviour avoidance by
some species that change to bite earlier in the evening when people are less likely to be
shielded by bed nets.
We also considered only one species while there are nearly 70 species of Anopheles
that transmit malaria, of which some have overlapping geographic distribution. We
could use this model to examine the interaction of more than one species in a trans-
mission setting. We also make no assumptions regarding the type of host on which
mosquitoes blood feed. The model can be used to explore the effects of mosquitoes
feeding on alternative hosts with different survival patterns.
The fact that we can control the length of the different stages, and the survival prob-
abilities in each of these stages allows for other types of studies, such as changes in
life-history characteristics (evolutionary strategies). For example, females balance the
risk of increasing probability of mortality to herself while she searches for an oviposition
site with the increased probability of finding a high quality site. Such oviposition site
selection may affect adult population size, because of the inherent effects of density-
dependence, competition and predation. The optimal tradeoff between survival as
adults and the characteristics of the breeding site could be explored using the model
we developed.
We present here a stand alone model that co-investigates both mosquito demography
and the genetics of resistance. We proceeded by exploring some scenarios where it can
be used, with some suggestions for parallel studies. Nonetheless, it will be most useful,
in the context of malaria transmission, when used in conjunction with models that
simulate the dynamics of malaria in the mosquito vector and explore variations among
humans in their exposure to mosquitoes, and in their responses to the parasite. This
is the next step that will have to be accomplished in future work.
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Chapter 5
Final remarks and conclusions
Models play a central role in science, whether they are empirical, such as animal mod-
els used for human diseases research, or formal, as the ones presented here. The word
‘model’ is used mostly to refer to formal modelling, a simple symbolic representation
that shares structural properties with the real system. Models of this kind are some-
times confused with theories, which are explanations about some real world property,
that can be use to predict events outcomes and that were thoroughly tested, and there-
fore are endorsed by consistent evidence. These theories provide a framework from
which simplified versions, models, are constructed, that may incorporate only a limited
amount of the theory components. There are many different manners by which theories
and models can be expressed, in the case of the models developed here we used the lan-
guage of mathematics and computation in their construction, using proven modelling
and statistical tools, based on population genetics and ecology theories.
All empirical work is grounded in some abstraction of the real world and there-
fore constitutes a model in itself, something not always acknowledged by empiricists.
Mathematical modelling is sometimes disregarded among empiricist due (in part) to
the misconception that mathematical models make so many more assumptions and
therefore reduce reality to a larger extent than experimental work. If anything, math-
ematical modelling is just more clear about assumptions made, most likely because it
deals in the realm of formalised and exact mathematics.
Another aspect that contributes to mathematical modelling sometimes being con-
sidered a lesser scientific methodology is the perception that developing and analysing
a model is a straightforward task, easy and fast. The process of building, studying,
testing and using a model for the understanding of a biological process is not free from
setbacks, there is a considerable amount of trial and error, time spent learning tech-
niques and implementing and debugging code. Modelling has a clear advantage over
experimental approaches in cases where it is not feasible to conduct experiments for
financial or ethical reasons.
Even though we used mathematics and computations as tools, the emphasis of this
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work was on the design of models that are useful without being unnecessarily complex,
and on their interpretation in terms of biological conclusions. Within each chapter
we have discussed our major findings, and their significance and limitations. Here we
briefly summarise our results.
In chapter 2 the aim was to develop a methodology to quantify the strength of selec-
tion acting in the field, that could simultaneously provide an estimate of the dominance
relationship and initial resistance allele frequency. We developed what is in fact an em-
pirical model, because the cornerstone of the method are the data and we do not take
into account the mechanism by which the changes in resistance allele frequencies occur.
We first showed that the maximum likelihood methodology (ML) was accurate with
idealised simulated data. Subsequent analysis with suboptimal simulated data, explored
the important effects of sample size and dominance on estimations of the genetic pa-
rameters. We made the case that it is not possible to establish the trend of spread
and quantify strength of resistance when sampling occurs only in the early stages or
close to fixation of a resistance allele. This is a common observation in field datasets,
in which initially the data shows negligible or low frequencies of resistance and at later
time points very high frequencies. We showed how difficult it would be to achieve es-
timates of dominance without information about intermediate time points, since many
trajectories may provided similar fits particularly if the allele is semi-recessive.
We applied our method to a field dataset that we believe reflects the current level of
information regarding insecticide resistance surveillance. In order to achieved a mod-
erate sample size to deal with the issues described before we pooled data from different
locations. However, we also demonstrated that it is erroneous to gather data from dif-
ferent areas using our method. The ML methodology was not able to correctly estimate
the genetic parameters using simulated pooled data with spatially variable parameter
values. Additionally, we explored the effects of temporal changes in the parameters,
and concluded that no accurate estimations could be derived if there are, for example,
modifications of the pattern of applications of insecticides, which will have a great im-
pact on the dominance factor.
With these caveats regarding the nature of datasets, the results we obtained using
the field dataset are to be considered with caution. The most relevant result points to-
wards incomplete dominance in the field, higher than expected from laboratory works.
In retrospect, overall these conclusions are not surprising, however we demonstrated by
simulations of plausible datasets just how non-robust these estimates can be. These re-
sults reinforce the need of implementation of insecticide resistance surveillance systems
in areas of vector control. Without it, further understanding of insecticide resistance
spread is limited and measures to counteract it cannot be put in place.
In chapter 3 we examined the contribution of a prototype of a bed net, designed for
use in areas with (pyrethroid) resistant malaria vectors, which has been marketed as a
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tool to delay the spread of insecticide resistance. We considered it important to explore
this question in the context in which these nets are actually deployed. A mosquito pop-
ulation is likely to encounter insecticides in more than one area (we considered only the
use of one class of insecticides), and enjoy some areas free of control measures. In this
way we included the important impact of agriculture in the development of insecticide
resistance.
Using a genetic model we concluded that important parameters for vector control are
the proportion of mosquitoes that encounter insecticides and also the fitness scaling fac-
tors that define survival of susceptible mosquitoes when meeting insecticides. These
scaling factors and presence of numerous environmental niches were novel features of
the model. The spread of resistance is determined by the selection and dominance
coefficients. We showed that indeed the bed net is capable of delaying the spread of
resistance, but to a surprisingly small extent. On the other hand, and most interest-
ingly, we showed that in some particular circumstances the existence of a bed net with
the characteristics of this new prototype can intensify the spread of resistance. It was
not an aim of this work to consider how this level of delayed frequency would translate
into a significant decrease in disease transmission. We additionally demonstrated the
possibility of resistance alleles reaching an equilibrium frequency in such an hetero-
geneous environment, something not usually expected in the absence of heterozygote
advantage.
In chapter 4 we developed a model that allows the exploration of the effects of control
measures on the actual number of mosquitoes (and trends in the population size), since
the rational behind vector control is the reduction of the mosquito population that will
translate into a reduction in disease transmission. We contribute further understanding
to this area of research with the inclusion of our stage-structured model of genotype
differentiation. This allows the tracking of the resistance status of the population and
the analysis of the tradeoff effects of a particular intervention (or combination of inter-
ventions) in reducing population size and the spread of insecticide resistance that such
intervention(s) induce.
We performed a preliminary analysis based on a hypothetical setting (since field esti-
mates were not available for most parameters) on the impact of insecticide treated nets,
indoor residual spraying, larvicides and pupacides. We changed key parameters in the
model to evaluate the benefits that can be achieved by using these intervention alone
and in combinations and the intensity of resistance selection that arises from different
amounts and patterns of insecticide usage. We showed that targeting the larval stages
has the greatest effect on the adult population size followed by targeting of the non
host-seeking females. Our results suggest that low levels of resistance can induce failure
of interventions, and the rate of spread of resistance is higher when insecticide targets
the larval stages and lower when directed to the adult female host-seeking stages. From
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all the three models developed in this work, this is the one with more potential for fu-
ture work. It is presented here methodologically verified but not yet validated against
a real field setting, ready to be used in further explorations of strategies of control,
insecticide resistance and/or other related subjects.
Final remarks
In this work we designed, implemented and analysed three models that were developed
in a logical progression: we first analysed field data on insecticide resistance to ob-
tain estimates of significant genetic parameters, followed by the study of the spread of
insecticide resistance in an heterogeneous environment, ignoring changes in mosquito
population, and finally combining resistance and demographic impact in the popula-
tion.
The main aspect that became evident is the lack of field data for calibration of mod-
els, which reflects the scattered way in which research has been conducted and the
complexity of the issue in hands. It is evident that collection of field data is not easy,
and it is not our intention to criticise the community for poor field estimates, but it is
necessary to conduct field trials with a view to maximise information (as an example:
after decades of collecting mosquitoes inside huts, there is nothing but educated guesses
about the proportion of male mosquitoes that enter human dwellings in many impor-
tant anopheline species). Mathematical models are useful approximations that need to
be calibrated for real settings, we could only compare our results with our perception
of the real world, which can be misleading, and with results of previous research, which
most of the times are not directly comparable. We expect to have a positive role in
this field by having identified the type of data that needs to be collected and, as in the
second chapter, how surveillance systems may be implemented in order to obtain these
data.
Malaria elimination is an ambitious goal that has been brought back to the global
agenda, and mathematical modelling has been identified by the malaria eradication
research agenda initiative (malERA) [195] as an indispensable part of the multidis-
ciplinary research process that needs to be put in place. Ideally, modellers, other
scientists and policy makers will be working together for optimal use of resources.
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Appendix A
Comment
Comment posted online on PLoS ONE website ( 24th of January 2012) regarding the
paper:
Glunt KD, Thomas MB, Read AF: The Effects of Age, Exposure History and
Malaria Infection on the Susceptibility of Anopheles Mosquitoes to Low
Concentrations of Pyrethroid. PLoS ONE 2011, 6(9): e24968.
We read with interest this paper by Glunt et al (2011). It contains some interest-
ing ideas on developing a methodology to differentially kill young and old mosquitoes,
following the reasoning that killing old mosquitoes, and ideally old malaria-infected
mosquitoes, could provide effective malaria control while only weakly selecting for re-
sistance (Read et al., 2009). However, we would like to quantify and draw attention to
what is, in our opinion, the largest danger inherent in this approach, namely increasing
the dominance levels of resistant mutations. The dominance of a mutation is not an
inherent property, but is determined by the environment within which selection takes
place. Denote the resistance mutation as ‘R’ and the original susceptible form as ‘S’.
High concentrations may kill both RR and RS genotypes making the ‘R’ mutation
recessive, while low concentration may allow the RS genotype to survive, making it
dominant (see Figure 1 of Barbosa et al). This is vitally important because domi-
nance relationships between susceptible and resistance alleles hugely affect the rate of
spread of resistance. Increasing dominance greatly increases the rate at which resistance
evolves (Figure 2 of Barbosa et al. (2011)). As a specific example, if initial frequency
of resistance is 0.1% and insecticide deployment makes the resistant homozygote 20%
fitter than the wild type (s=0.2), we can use the standard population genetic equation
(Equation 1 in Barbosa et al. (2011)) to predict the time for insecticide resistance
to spread. If the resistant mutation is near recessive (h=0.1) it takes 248 generations
(around 20 years assuming 12 generations per year) to reach an overall frequency of
50%. In contrast, if low insecticide concentrations make it semi-dominant (h=0.5) then
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it takes 73 generations (around 6 years) and if it is near dominant (h=0.9) it only
takes around 47 generations (4 years) to reach 50%. These differences far exceed the
differences likely to be generated by their proposal to deploy insecticides at low con-
centrations. They note these concerns about altered dominance levels stating that it
represents ‘conventional wisdom’. We would prefer the more objective term ‘elemen-
tary genetic theory’ which, at least in our opinion, in this case appears to be extremely
robust. Glunt et al. (2011) discussed a number of practical difficulties in translating
their approach into policy, to which we would add the following:
(1) Insecticides applied at low concentrations will decay over time to nearly ineffective
levels. The application on surfaces such as walls may also be patchy. This temporal
and spatial heterogeneity may well result in mosquitoes being exposed to a mosaic of
ineffective, ‘low’ and ‘high’ concentrations and it is not clear how this heterogeneity
will affect their conclusions.
(2) It would be difficult to accurately calibrate this strategy because we have no real
idea of how exposure in the lab correlates with that in the field. For example Glunt
et al.(2011) used a modified WHO assay where mosquitoes are continuously exposed
for 1 hour and it is hard to understand how this will translate into killing in the field
where mosquitoes exposure to insecticides on walls may be very prolonged (if they rest
on the walls) or extremely brief when mosquitoes may make contact with bednets for
only a few seconds.
(3) The experiments were conducted using a single susceptible strain, reared under
controlled laboratory conditions, which does not mimic the genetic and environmental
variation that occurs in nature. The patterns of survival would most likely change if
resistance was already present and the pattern would depend also on the type of resis-
tance (target site or detoxification) (Rajatileka et al., 2010).
In summary, we would note that the paper makes some interesting points but, for the
sake of policy makers, would stress that such strategies carry huge dangers in altering
the dominance/recessively of insecticide resistance that, at least in our opinion, pre-
clude its practical application in the present form.
References:
Barbosa S, Black WC IV, Hastings I: Challenges in Estimating Insecticide Selection
Pressures from Mosquito Field Data. PLoS Negl Trop Dis 2011, 5(11): e1387.
Rajatileka S, Burhani J, Ranson H: Mosquito age and susceptibility to insecticides. T Roy Soc
Trop Med H 2011, 105(5).
Read AF, Lynch PA, Thomas MB: How to make evolution-proof insecticides for malaria
control. PLoS Biol 2009, 7(4): e1000058.
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Abstract
Alleles subject to strong, recent positive selection will be swept toward fixation together with contiguous sections of the
genome. Whether the genomic signatures of such selection will be readily detectable in outbred wild populations is
unclear. In this study, we employ haplotype diversity analysis to examine evidence for selective sweeps around knockdown
resistance (kdr) mutations associated with resistance to dichlorodiphenyltrichloroethane and pyrethroid insecticides in the
mosquito Anopheles gambiae. Both kdr mutations have significantly lower haplotype diversity than the wild-type
(nonresistant) allele, with kdr L1014F showing the most pronounced footprint of selection. We complement these data
with a time series of collections showing that the L1014F allele has increased in frequency from 0.05 to 0.54 in 5 years,
consistent with a maximum likelihood–fitted selection coefficient of 0.16 and a dominance coefficient of 0.25. Our data
show that strong, recent positive selective events, such as those caused by insecticide resistance, can be identified in wild
insect populations.
Key words: Anopheles gambiae, malaria, insecticide resistance, selection.
Introduction
The sequencing of the Anopheles gambiae genome has
opened up the possibility for genome-wide single nucleo-
tide polymorphism (SNP)–based association mapping
studies that have been successful in identifying positively
selected loci in the human genome (Sabeti et al. 2002,
2007; Bersaglieri et al. 2004). The resolution of the associ-
ation mapping approach is defined by the probability that
recombination will have broken down the association be-
tween markers and a trait-associated functional polymor-
phism. Data from extensive resequencing of (primarily)
detoxification genes in samples from wild populations of
A. gambiae revealed a very high frequency of segregating
sites (Wilding et al. 2009), consistent with high rates of re-
combination (Begun and Aquadro 1992; Begun et al. 2007)
and/or a long history of outbreeding. In isofemale lab
strains of Drosophila spp., it has been possible to observe
selective sweeps around insecticide resistance–associated
loci (Schlenke and Begun 2004; Aminetzach et al. 2005),
but how long these signatures persist in wild populations
is unknown. In this paper, we use linkage disequilibrium
(LD)–based haplotype diversity analysis (Sabeti et al.
2006) to investigate the pattern of molecular genetic
variation associated with insecticide resistance mutations
at the pyrethroid and dichlorodiphenyltrichloroethane
(DDT) knockdown resistance locus, kdr, in the African ma-
laria mosquito A. gambiae s.s. Furthermore, as a corollary of
this indirect genetic approach we demonstrate, using a se-
ries of temporal collections, a dramatic increase in kdr fre-
quency in a population of A. gambiae s.s. over a period of
approximately 72 generations. Data from these temporal
collections are used to estimate the selection and domi-
nance coefficients operating on kdr in the field to illustrate
the potential levels of selection necessary to produce the
patterns of LD we observe.
Insecticide-treated bed nets are the principal method for
preventing malaria in sub-Saharan Africa. Currently, pyr-
ethroids are the only class of insecticides licensed for
use on nets, and there is concern that resistance will com-
promise control programs. To date the most commonly
recorded resistance mechanism is termed ‘‘knockdown re-
sistance’’ and results from single–base pair mutations in
the voltage-gated sodium channel. The sodium channel
gene, located within division 20C near the centromere
of chromosome 2L, codes for a protein that is the target
site of pyrethroid insecticides. Two alternative single–base
pair mutations have been found in A. gambiae, and these
kdr mutations can cause target-site insensitivity to pyreth-
roids as well as cross-resistance to DDT. The substitutions
cause amino acid changes at codon 1014 within the trans-
membrane structure of segment 6 in domain II of the volt-
age-gated sodium channel (numbering according to the
© The Author 2010. Published by Oxford University Press on behalf of the Society for Molecular Biology and Evolution. All rights reserved. For permissions, please
e-mail: journals.permissions@oxfordjournals.org
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housefly para sequence, GenBank X96668). The L1014F
mutation, a leucine to phenylalanine change, was first ob-
served in West Africa (Martinez-Torres et al. 1998), and the
same substitution has been observed in a diverse array of
insects (Davies et al. 2007a). A second substitution, L1014S,
was observed more recently in East African A. gambiae
(Ranson et al. 2000) and involves the adjacent base of
the same codon, resulting in a leucine to serine change.
There are two incipient species within the nominal
taxon A. gambiae s.s. that are characterized by mutations
on the X chromosome and are termed M and S form. The
distribution of the kdr mutation is not uniform either
within or between forms, although in general kdr alleles
have been found at much higher frequencies in A. gambiae
s.s. S-form samples compared with M-form samples (re-
viewed in Santolamazza et al. 2008). The reasons for the
differences in distribution remain unclear because little
is known about the origins of the kdr mutations and
the selection pressures acting upon them in wild popula-
tions. In a sample from Benin, the L1014F was found in tight
LD with two upstream intronic polymorphisms in both M-
and S-form individuals. The two upstream polymorphisms
associated with the L1014F variant were not found in wild-
type M-form individuals but were common in wild-type
S-form individuals, suggestive of an introgression event
from S-form to M-form populations (Weill et al. 2000). This
linkage between kdr and the intronic polymorphisms was
not seen in M-form individuals from Bioko Island and was
thought to indicate de novo mutation (Reimer et al. 2008).
More recently, a study of S-form specimens from 15 coun-
tries suggested that the L1014F and L1014S mutations have
both arisen independently on at least two separate occa-
sions (Pinto et al. 2007).
Samples were obtained from three regions in sub-
Saharan Africa; Kenya (East Africa) A. gambiae, S molecular
form, kdr L1014S allele present; Ghana (West Africa) both
M and S molecular form, kdr L1014F allele present; Gabon
(Central Africa) S molecular form, both L1014S and L1014F
kdr alleles present.
These population samples allow us to address a number
of questions.
1. Available evidence suggests that the L1014S mutation has
high penetrance for a DDT-resistant phenotype but lower
penetrance for a pyrethroid-resistant phenotype than the
L1014F mutation (Ranson et al. 2000). DDT was banned in
Kenya in 1990, and we can investigate the signature of
positive selection associated with weaker selection or
recombination and relaxed selection.
2. The populations from central Africa are some of the few
locations where both L1014F and L1014S alleles are
observed sympatrically (Santolamazza et al. 2008). Indeed,
in an earlier study, a significant, albeit marginal, L1014F/
L1014S heterozygote excess was observed in samples from
Libreville, Gabon (Pinto et al. 2006). By comparing
patterns of LD around the three alleles, we investigate
whether the unusually high frequency of the L1014S allele
in these populations (63%; Pinto et al. 2006) is a result of
a recent selective sweep.
3. In many S-form populations in West Africa, including our
collections from Ghana, the L1014F allele is close to
fixation. In the absence of wild-type alleles, we are unable
to control for local variation in recombination rates
(Sabeti et al. 2007), and it is therefore impossible to ascribe
patterns of LD to a positive selection event. Recently
developed approaches such as cross-population extended
haplotype homozygosity (EHH) have been developed to
allow interpopulation comparisons in instances where
alleles proceed to near fixation in some populations
(Sabeti et al. 2007), but in our system resistance alleles
may have multiple origins, presenting a confounding
variable (Pinto et al. 2007). However, the presence of
sympatric M-form populations in southern Ghana
(Yawson et al. 2004, 2007) allows us to both document
the increase in frequency of the same L1014F haplotype,
following an introgression event, over a period of 5 years
and estimate the selection and dominance coefficients
associated with the signatures of positive selection.
Materials and Methods
Sample Sites, DNA Extraction, and Species
Identification
Adult female A. gambiae s.s. mosquitoes used in this
study were obtained from aspirator and pyrethroid knock-
down collections from the field in various geographic loca-
tions (table 1). DNA was extracted from single female
A. gambiae using either a modified Livak method or a
phenol–chloroform method (Livak 1984; Ballinger-
Crabtree et al. 1992). Species identification polymerase
Table 1. Origin and kdr Genotype of Specimens Used in the Study.
Population
Year
Collected Total N Form
Number of Each kdr Genotype
L1014S/
L1014S
L1014F/
L1014F
L1014F/
L1014S
L1014S/
wt
L1014F/
wt Wt/wt
Asembo Bay, Kenya, 0010#S, 3422#E 20051 48 S 11 — — 17 — 20
Dienga, Gabon, 0152#S, 1240#E 1999–20002 30 S — — — 4 2 24
Bakoumba, Gabon, 0149#S, 1301#E 1999–20002 42 S — 5 8 5 7 17
Libreville, Gabon, 0022#N, 0926#E 1999–20002 73 S 34 8 31 — — —
Okyereko and Accra area, Ghana, 0524.9#N,
0036.6#W, 0538#N, 0015#E 20023 35 S — 33 — — 2 —
Okyereko, Ghana, 0524.9#N, 0036.6#W 20023 30 M — — — — 2 28
NOTE.—The population name and total numbers of each DNA sample utilized. Molecular form is indicated, and the numbers of each kdr genotype are shown. Additional
information on the collection sites may be obtained from the publications where the specimens are originally described: 1Mu¨ller et al. (2008), 2Pinto et al. (2006), and
3Yawson et al. (2004); wt, wild type.
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chain reaction (PCR) was carried out on A. gambiae s.l. ac-
cording to the protocol (Scott et al. 1993). Reactions were
then digested with CfoI restriction enzyme for 24 h at 37 C
in order to type A. gambiae s.s mosquitoes to M and S form
(Fanello et al. 2002), and products visualized under UV light
after electrophoresis on a 2% agarose Tris/borate/EDTA
(TBE) gel with ethidium bromide. Kdr genotypes were
determined by allele-specific PCR, heated oligonucleotide
ligation assay (Lynd et al. 2005), or Taqman assay (Bass
et al. 2007) depending upon year of collection.
Sodium Channel SNP Identification
The voltage-gated sodium channel gene is nearly 74 kbp in
length and is composed of 35 exons including two duplicate
exons (Davies et al. 2007a). Ten regions of the sodium chan-
nel were amplified by PCR for direct sequencing. Where pos-
sible, primers were designed to bind within exons to produce
amplicons that spanned an intron with a maximum size of
1.5 kbp. Exons (numbering as Davies et al. 2007a) 1–2, 3, 4,
7–9, 13–14, 15–17, 20c, 23–24, 28–30, and 32–33 were se-
lected as targets for sequencing. Primer and amplification
details are provided (supplementary table 1, Supplementary
Material online). Sequencing for SNP detection was carried
out on up to 12 individuals of known kdr genotype from
Ghana, Sa˜o Tome´, Gabon, Angola, Mozambique, Malawi,
and Kenya, from a susceptible laboratory strain (KISUMU),
and from a permethrin tolerant resistant laboratory strain
(reduced susceptibility to permethrin), both originating
from Kenya. PCR products were cleaned using a Mini Elute
PCR Purification kit (Qiagen) and then sequenced in both
directions. Sequences were aligned using Bioedit software
version 7.0.5.2 (Hall 1999) and then manually annotated
for polymorphisms and ambiguities.
In addition, seven M-form individuals from Accra, Gha-
na, homozygous for the L1014F allele were bidirectionally
sequenced across PCR amplicons 13–14, 15–17, and 21 to
determine the associated haplotype of the kdr allele in this
population.
SNP Screening
SNPs discovered through resequencing were screened in
the large-scale SNP detection study using the SNPStart
Primer Extension Kit on the Beckman CEQ 8000 Genetic
Analysis System. Details of SNPs both included and ex-
cluded from the SNP screening are given in supplementary
table 2, Supplementary Material online. Multiplex PCR was
carried out to amplify the regions of DNA containing SNPs
of interest, including a region of exon 20 and the preceding
intron to allow high-throughput detection of the kdr mu-
tation and three other well-characterized SNPs (Weill et al.
2000; Diabate et al. 2004; Pinto et al. 2006) (primers and
reaction conditions detailed in supplementary table 3, Sup-
plementary Material online). Products were visualized on
a 2% TBE agarose gel. Successfully multiplexed samples
were prepared for subsequent SNP extension by ExoI/
shrimp alkaline phosphatase (SAP) enzymatic digestion. In-
terrogation primers were then designed for each individual
SNP chosen for investigation according to the manufac-
turers’ recommendations (supplementary table 4, Supple-
mentary Material online). Single-base extension to the 3#
end of the interrogation primer by a dye terminator mol-
ecule, corresponding to the nucleotide found at the SNP
location, was carried out using a GenomeLab SNPStart
Primer Extension Kit (Beckman Coulter, Amersham, UK).
The SAP-digested product was then scored on the Beck-
man CEQ 8000 Genetic Analysis System.
Data Analysis
As reviewed exhaustively by Sabeti et al. (2006), there are
numerous statistical tests of positive selection which differ
in their ability to detect selection events on different
timescales. For the present SNP data set, it is not possible
to use the suite of sequence-based tests that compare
synonymous/nonsynonymous differences or detect an ex-
cess of rare alleles. We are therefore fortunate that on the
timescales in which the emergence, and selection, of insec-
ticide resistance is likely to occur, estimates of interpopu-
lation divergence (e.g., based on F statistics) and screens of
LD around selected versus wild-type alleles are likely to be
the two most powerful analytical approaches. With the
sample sizes available in our study, single-marker analyses
based on F-statistic estimates would perform better as in-
dicators of selection when markers can be typed at a more
coarse scale, with consequently enhanced signal:noise ratio.
However, with sample size constraints the signal would be
difficult to localize. By contrast, long-range haplotype anal-
yses, such as EHH (Sabeti et al. 2002) analysis, perform very
well at a fine physical scale in identifying narrow candidate
regions (Sabeti et al. 2006).
EHH analysis was carried out to assess the patterns of LD
associated with wild type and the two kdr alleles. EHH can
be defined as the probability that two random chosen
chromosomes carrying the core (e.g., the wild-type or
kdr allele) haplotype of interest are identical by descent.
This approach first identifies core haplotypes surrounding
the locus of interest and then examines the decay in LD
from these core haplotypes to the surrounding loci. The
resulting EHH can be used as evidence of recent positive
selection at a locus in haplotypes that have high frequency
and high EHH (Sabeti et al. 2002). EHH analysis requires
haplotype information that cannot be empirically deter-
mined from the genotype data gathered by the methods
used in this study. Therefore, haplotypes were inferred us-
ing PHASE software version 2.1.1 using default parameters
(Stephens et al. 2001; Stephens and Scheet 2005). PHASE
utilizes a Bayesian coalescent–based approach to deter-
mine phase and allows for varying rates of recombination
at each SNP interval. The method is based on the idea that
an unresolved haplotype is more likely to be the same or be
similar to a previous haplotype. This approach was found
to outperform other methods available for autosomal hu-
man data sets (Stephens et al. 2001; Stephens and Scheet
2005). Data were analyzed together rather than as separate
subpopulations because 1) previous studies found this to
be more accurate and 2) haplotype determination meth-
ods of this nature are relatively insensitive to departures
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from Hardy–Weinberg equilibrium so are fairly robust to
population substructuring. This approach is also more
conservative than determining haplotypes for individual
populations because the latter is liable to lead to an un-
derestimation in differences in haplotype frequencies
(Stephens and Scheet 2005). Phase reconstruction was ex-
ecuted ten times upon the total data set, and differences in
counts of best haplotypes were noted.
The estimated haplotypes obtained from PHASE were
used as input for EHH analysis implemented by SWEEP ver-
sion 2.1.1 (Sabeti et al. 2002). Core haplotypes were selected
manually to include only the two adjacent kdr-causing loci.
Significance of EHH values is usually assigned through com-
parison to an empirically generated null distribution from
other regions of the genome. However, given that we had
already identified the causal mutations of interest, we were
able to make a comparison of patterns of LD around wild-
type and resistant cores. The primary advantage of this
approach is that it is not subject to the genome-wide
variations in recombination rate which can affect the null
distribution approach in species lacking detailed recombi-
nation maps. Significant differences in EHH values were
determined in two ways: 1) Within country samples, at in-
dividual SNP positions with nonoverlapping 95% confi-
dence intervals (CIs). These CIs were calculated at each
SNP position using a bootstrapping procedure, carried
out in SAS version 9 software. Resampling was carried
out 1,000 times. 2) Across all SNPs within and among coun-
try samples, the diversity of the different kdr allele–bearing
haplotypes was compared using sign tests, implemented by
SPSS 14. Where exact sign test probabilities could not be
calculated, a Monte Carlo procedure with 10,000 permuta-
tions was performed. The sequential Bonferroni procedure
was applied to determine statistical significance following
correction for multiple testing (Holm 1979). Although our
data—EHH values at each SNP position—are not indepen-
dent, it is this nonindependence caused by LD that will
cause departure from the null hypothesis of equality of me-
dian EHH values. Therefore, the null hypothesis remains
that there is no difference in median EHH between kdr
and wild-type alleles. Bifurcation plots were also created
using the SWEEP software. In a bifurcation plot, the core
haplotype is represented as a black circle. Each SNP, moving
out from the core both upstream and downstream of the
kdr locus, is a potential site for a bifurcation that would
result from the presence of two segregating alleles. There-
fore, the diagram provides a means of displaying the
breakdown in LD at increasing distance from the core hap-
lotypes. The radius of the circle at each node is propor-
tional to the number of individuals with that haplotype.
Calculation of Selection and Dominance
Coefficients
The spread of the L1014F allele was modeled using the stan-
dard recursive population genetic formula:
p#5
p2ð1 þ sÞ þ pð1  pÞð1 þ hsÞ
W
; ð1Þ
where p is the frequency of the L1014F allele, p# is the fre-
quency in the next generation, s is the selective coefficient
of the resistance mutation, h is the dominance coefficient
(1 5 complete dominance, 0 5 complete recessivity), and
W is the normalizing factor (Maynard-Smith 1998).
Tracking allele frequencies over time requires three in-
put parameters: initial allele frequency at time zero, s, and
h. Estimates of all three unknown parameters were ob-
tained by maximum likelihood assuming a binomial distri-
bution of observed allele frequencies around the predicted
frequency. The analysis was performed in R (http://www
.r-project.org) using maximum likelihood functions and op-
timizing routines. The generation time was set at the stan-
dard of one generation per calendar month (Lehmann et al.
1998).
Results
SNP Discovery and Screening
Ten genomic regions of a combined length of 6.5 kb of
DNA, spanning a region of 73 kb of the voltage-gated
sodium channel, were amplified and sequenced in
A. gambiae s.s. individuals from seven countries across
sub-Saharan Africa. A total of 62 potential SNPs were
found, of which 14 were exonic (supplementary table 1,
Supplementary Material online). Six intronic indels were
observed, usually in poly-A or tandem AT repeats (supple-
mentary table 1, Supplementary Material online). On aver-
age, there was one SNP every 106 bp, which represents
a low SNP frequency for A. gambiae, but similar to other
genes in the same genomic locality (chromosome 2L divi-
sion 20; Wilding et al. 2009). Thirty-two SNPs, including the
two kdr mutations, were selected for screening in 258 in-
dividuals. In S-form individuals, the SNP adjacent to the
core in the upstream (centromeric) direction was excluded
from further analysis as it was found to be monomorphic.
Details of the populations and associated kdr genotypes are
given in table 1. The genotypic data were resolved into hap-
lotypes with ten runs of the analysis. In only one instance,
did the replicate runs resolve a novel estimated haplotype,
which in a subsequent comparative analysis was found to
exert no qualitative effect on the results. Therefore, all anal-
yses reported here are based upon the haplotypes resolved
in the vast majority of the phasing runs.
EHH analysis was carried out to assess the patterns of LD
associated with the wild-type and the two kdr alleles. The
intronic SNPs that have been used to identify the origin of
the kdr mutations were the proximate SNPs in the centro-
meric direction (Weill et al. 2000; Pinto et al. 2007). LD de-
cay was examined between these core haplotypes and the
remaining 29 or 30 SNP loci (for S or M forms, respectively).
Only two core-alleles were present in the western
Kenyan sample: wild type and L1014S. In the downstream
telomeric direction, EHH decays at a similar rate for both
wild type and L1014S, but there was a marked contrast be-
tween alleles in the centromeric direction, with entirely
nonoverlapping confidence limits from just a few kilobases
away from the core (figs. 1 and 2A). In the Gabonese col-
lection, the difference between resistance-associated alleles
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and wild type was even more marked with significantly
lower EHH in the wild type in both centromeric and telo-
meric directions less than 5 kb from the core (fig. 2B). In-
deed, both the L1014F and the L1014S resistance mutations
showed little haplotype bifurcation in the Gabon samples
over the length of the sodium channel (fig. 1), suggesting
a relatively recent origin for both these mutations accom-
panied by a strong selective sweep. The patterns of LD are
most marked around the resistant L1014F haplotype in
Ghanaian S-form samples in which the L1014F kdr allele
was at very high frequency (figs. 1 and 2C), as would be
expected given the near fixation of this allele in southern
Ghana in the S molecular form (mean frequency 5 0.96;
95% CI 0.95–0.97) (Yawson et al. 2004). The presence of
only two wild-type haplotypes in the sample prevent
any meaningful comparison of LD decay, but it should
be noted that there was complete LD over the entire
64-kb length of the sodium channel in the centromeric
direction. The wild-type allele, observed in the Ghanaian
M-form populations (figs. 1 and 2C), showed marked
LD, only in the telomeric direction, between exons 20
and 32, the opposite directional asymmetry to the
L1014F mutation in Ghana S-form populations. Although
simulation studies have shown that LD decay may be asym-
metric even when rates of mutation and recombination are
constant (Kim and Stephan 2002), it is possible that the LD
observed in these samples may reflect the presence of one
or more hitherto overlooked selectively advantageous mu-
tants, although we cannot rule out recombination with
unsampled haplotypes (supplementary table 5, Supple-
mentary Material online). Davies et al. (2007b) have
summarized that there are a number of additional nonsy-
nonymous changes observed in a variety of taxa, and de-
tailed association mapping studies are presently underway
to investigate this phenomenon. Comparing overall levels
of EHH for the whole 72.6-kb regions typed, it is interesting
to note that median EHH values are statistically indistin-
guishable for the same allele typed in different populations
(table 2) and that a clear hierarchy of evidence for selective
sweeps emerged. Median EHH levels were highest for the
L1014F resistance mutation, followed by those for the
L1014S mutations, with the lowest for the wild-type allele
(table 2). The only exception to this pattern was within the
Gabonese sample, the only one in which both resistance
alleles were present, where median EHH was equal for
the two resistance alleles. Nevertheless, despite the possi-
bilities of different origins of the same allele, and local
variation in recombination rates, EHH levels across the ge-
nomic region investigated suggest some degree of com-
monality in selection across populations for each allele,
although the actual rate of change in LD with distance
can be quite complex and dependent on direction from
the core (figs. 1 and 2).
We investigated temporal change in the frequency of
the L1014F allele and associated haplotype in sympatric
populations of M-form individuals in a subset of the pop-
ulations previously described by Yawson et al. (2004). Using
the data reported in Yawson et al. (2004), we estimated the
FIG. 1. Bifurcation plots showing patterns of recombination in the centromeric (5# toward the left) and telomeric (3# toward the right)
directions. The core is marked by the dark circle, and each of the 29/30 SNPs is represented by a node and a recombination event is
represented by a bifurcation. The diameter of the circle at each SNP node is proportional to the numbers of individuals with the same long-
range haplotype at that position. No bifurcation plot is shown for the L1014F core in Ghanaian M-form populations as only a single haplotype
was observed (see Results).
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L1014F allele frequency in M-form populations from
around Accra, southern Ghana (30 km diameter collec-
tion area), during 2002 (freqL1014F 5 0.03; 95% CI 0.01–
0.05). Additional screening in 2007 and 2008 from the same
greater Accra regions revealed that within 5 years, this
frequency had reached freqL1014F 5 0.54 (95% CI 0.49–
0.60; fig. 3). The data from years 2007 and 2008 are reported
here for the first time. Phasing of the SNP genotypes of two
M-form individuals with a wild-type/L1014F genotype
showed that the L1014F-associated haplotype was identical
to that found in the S form. This was confirmed by sequen-
ces obtained from seven M-form individuals collected from
Accra, Ghana in 2008, which were homozygous for the
L1014F allele (supplementary table 6, Supplementary Ma-
terial online). Therefore, the L1014F allele, which has in-
creased in frequency in M-form populations, is the same
that has been putatively swept toward fixation in sympatric
S-form populations. Introgression of kdr alleles between
forms has been documented previously (Weill et al.
2000) and is unsurprising given that in southern Ghana
there is a low but temporally stable level of interform mat-
ings (Yawson et al. 2004, 2007).
Using a maximum likelihood estimation procedure with
random starting values for selection coefficient (s), domi-
nance (h), and initial allele frequency (p0), the parameter
estimates converged to s 5 0.163 (standard deviation
[SD]5 0.052), h5 0.249 (SD5 0.142), and initial frequency
p0 5 0.025 (SD 5 0.008) (fig. 3).
Discussion
These data show that there is marked LD around kdr
mutations, loci exhibiting high penetrance, and, for
L1014F at least, subject to strong recent positive selection.
Despite similar median EHH levels, there were differences in
the patterns of LD associated with the L1014S mutation in
Kenya and Gabon. In Kenyan samples, the rate of dissipa-
tion of LD around the L1014S core was quite rapid suggest-
ing that the mutation has not been subject to as recent or
as strong a selective sweep as the same mutation in Gabon
(or indeed as the L1014F mutation in Ghana). This is as
predicted if the serine resistance allele was primarily se-
lected by the use of DDT in the latter part of the 20th cen-
tury rather than by the more recent use of pyrethroids in
agriculture and insecticide control programs. In Culex mos-
quitoes, the equivalent L1014S mutation gives low levels of
kdr to pyrethroids compared with the L1014F mutation but
confers high levels of DDT resistance (Martinez-Torres et al.
1998; Ranson et al. 2000). Stump et al. (2004) investigated
the change in allele frequency of the L1014S allele before
and after the commencement of a large-scale ITN project
in Asembo Bay, Western Kenya, the site of our collections
(Stump et al. 2004). The frequency of the L1014S allele in
the region approximately 10 years before bed net introduc-
tion was approximately 0.04 (95% CI 0.02–0.08). In 2002,
15 years after this initial survey and 5 years after the intro-
duction of nets, the frequency of the L1014S allele had in-
creased, nonsignificantly to only 0.075 (95% CI 0.05–0.12).
This suggests that there is little selective advantage for this
FIG. 2. EHH analysis showing LD decay with increasing distance
from the core (marked as the origin on the x axis). The 95% CIs
were estimated by bootstrapping (see Materials and Methods).
The x axis is ordinal, negative numbers are in the centromeric
direction and positive numbers in the telomeric direction. The
scale bar at the top of the figure is 72.6 kb in length and shows the
physical distance between the SNPs. (A) Kenya data for L1014S
and wild-type alleles; (B) Gabon data for L1014S, L1014F, and wild-
type alleles, and (C) Ghana data for L1014F (S form) and wild type
(M form).
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mutation in the present environment, although it should
be noted that in a neighboring district in Uganda, a recent
study reported that the L1014Smutation was at a frequency
of 0.85 (95% CI 0.83–0.87) (Ramphul et al. 2009). An alter-
native explanation would be that in Uganda there is an
epistatic interaction between L1014S and some, as yet un-
identified locus, which may affect the selection, and indeed
dominance coefficients, and thereby result in a higher
L1014S frequency.
The high frequency and marked LD associated with
L1014S in Gabon may be a result of the co-occurrence
in genotypes, though not haplotypes (supplementary table
5, Supplementary Material online), with L1014F. A recent
study from Cameroon showed that although L1014F/
L1014S heterozygotes were significantly less resistant to
permethrin than L1014F homozygotes, L1014F/L1014S het-
erozygotes were significantly more resistant to all insecti-
cides tested than L1014F/L1014-wild type heterozygotes
(Reimer et al. 2008). Repetitive mutation at the 1014 locus
could, at least in part, be responsible for the patterns of LD
around the kdr locus in the Gabonese data. Indeed, there is
evidence for repeated mutations of kdr alleles across the
species range of A. gambiae (Pinto et al. 2007). However,
we argue that on the recent timescales on which kdr
has arisen and spread it is more parsimonious to assume
that recombination is the dominant influence on patterns
of LD rather than high rates of repetitive mutations.
Although kdr is the best-documented resistance
mechanism in A. gambiae, there are many other resistance-
associated loci. Microarray and recombinant protein
expression work has shown that resistant mosquitoes over
express a small number of enzymes that catalyze insecticide
degradation (Ortelli et al. 2003; Mu¨ller et al. 2007; Chiu et al.
2008; Mu¨ller et al. 2008). LD-based screens could be a pow-
erful way of identifying regions of the genome carrying the
scars of recent selection that regulate such overexpression.
However, whether association mapping approaches will
effectively identify genes subject to much older and com-
paratively weaker selection is currently unclear. The
bounded estimate of the selection coefficient reported here
is at the upper limit of estimates generated to date and of
a similar magnitude to estimates generated for resistance
alleles in the mosquito Culex pipiens (Labbe et al. 2009). In
human populations, mutations associated with resistance
to malaria infection such as G6PD and sickle cell trait have
coefficients of selection of 0.02–0.05 (Tishkoff and Williams
2002) and 0.05–0.18 (Li 1975), respectively. In the third
actor in the malaria transmission cycle of Plasmodium
falciparum, a selection coefficient of 0.1 has been obtained
for the locus dhfr that confers resistance to the chemother-
apeutic agent, pyrimethamine (Nair et al. 2003).
Together with strong and recent positive selection, the
major determinant of LD around selected loci will be the
rate of recombination. Indications of dramatic variation in
the recombination rate across the A. gambiae genome have
already been reported (Pombi et al. 2006; Black et al. 2008),
and it is possible that, being close to the centromere
of chromosome 2L, the sodium channel locus is in an area
of reduced recombination. However, our Kenyan data are
consistent with rates of recombination sufficient to reduce
the region hitchhiked with a selectively advantageous locus
in a relatively short period of time. Indeed, detection of the
signatures of selection for loci with low selection coeffi-
cients will be more logistically challenging in A. gambiae
than humans because of much lower background levels
of LD (Weetman D, Wilding CS, Steen K, Donnelly MJ,
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FIG. 3. Observed and predicted changes in L1014F allele frequency in
the Anopheles gambiae M-form populations from southern Ghana.
Observed data obtained from surveys conducted in 2002, 2006, and
2007. First collection point (Generation 1) was June 2002. Data from
2002, first three data points, are taken from Yawson et al. (2004); all
other data are novel. One generation per month is assumed
following Lehmann et al. (1998). The 95% CIs for each observed data
point were calculated according to Newcombe (1998). Expected
data generated from simultaneous maximum likelihood estimates of
initial frequency and selection and dominance coefficients (see
Materials and Methods).
Table 2. Comparison of Median EHH Levels between Alleles at the kdr Loci.
Kenya L1014S
(S form)
Kenya Wild Type
(S form)
Gabon L1014S
(S form)
Gabon Wild Type
(S form)
Gabon L1014F
(S form)
Ghana Wild Type
(M form)
Kenya wild type (S form) 0.0001
Gabon L1014S (S form) 0.26 NS 0.0001
Gabon wild type (S form) 0.0001 0.026NS 0.0001
Gabon L1014F (S form) 0.0001 0.0001 1.00NS 0.0001
Ghana wild type (M form) 0.005 1.00NS 0.005 0.86NS 0.005
Ghana L1014F (S form) 0.0005 0.0001 0.0001 0.0001 0.04NS 0.0003
NOTE.—Probabilities from sign tests are shown. The values followed by NS were not significant after sequential Bonferroni corrections. Values that are underlined indicate
that the EHH values were significantly higher for the sample given in the column heading; values that are in bold indicate that the EHH values were significantly higher for
the sample given in the row heading.
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unpublished data). We attempted to amplify microsatel-
lites from around the sodium channel to fully define the
extent of the swept region as has been done for drug re-
sistance loci in P. falciparum (Wootton et al. 2002; Nair
et al. 2003). However, the sodium channel is situated in a re-
gion with an abundance of repetitive sequences and it was
not possible to identify unique locus-specific microsatellite
primer pairs.
Given the apparently high selection pressure on the
L1014F mutation, it is curious that there are no studies,
with adequate sample size, that have observed either of
the kdr alleles at fixation (Santolamazza et al. 2008).
One explanation would be that of overdominance; how-
ever, insecticide bioassays studies suggest that this is un-
likely to be the case (Chandre et al. 2000; Reimer et al.
2008), and our estimate of the dominance coefficient
shows the kdr L1014F allele to be partially recessive. There-
fore, it is likely that there is some fitness cost to the L1014F
allele and that this could be attributable to heterogeneity
in exposure to pyrethroids in the environment or a conse-
quence of an Hill–Robertson effect where selection at a kdr
locus can interfere with the selection at nearby beneficial
mutations (Hill and Robertson 1966).
The data presented herein show that it is possible to
detect genomic signatures of strong positive selection in
pest species with large effective population size and gen-
erally low levels of LD. We suggest that such approaches
are likely to extremely powerful in many nonmodel taxa
subject to similar selective events.
Supplementary Material
Supplementary tables 1–6 are available at Molecular Biol-
ogy and Evolution online (http://www.mbe.oxfordjournals
.org/).
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