Abstract-The exponential growth of video traffic is expected to reach 62% of the global Internet traffic by the end of 2015 [1] . This presents as a significant challenge for the television service providers who need to employ networking technologies to monitor specific Quality of Service (QoS) parameters such as packet loss rate, jitter and delay, to ensure an acceptable level of quality. However, recent research has demonstrated that the quality experienced by the end-user does not correlate to the QoS parameters employed by most service providers [2] .
I. INTRODUCTION
Digital videos are continuously increasing in popularity thanks to the upsurge of applications such as video on demand (VoD), video teleconferencing, video sharing services such as YouTube, digital television, home videos, digital cinema, video streaming over the Internet and other Multimedia services [3] . In addition, advances in technology allow more efficient capture, transmission, storage and sharing of videos and enable new forms of multimedia such as Ultra high definition television (UHDTV) [2] , 3D Television (3DTV) services and mobile TV [4] . However, video quality can be seriously affected during its course from a transmitter to the receiver as a result of impairments accumulated during processing, compression, storage, packet losses/bit errors, variations in data rate (jitter) and even distortions introduced by the display device itself [5] .
Even though audio-visual service providers specify that they can guarantee specific Quality of Experience (QoE) criteria, recent studies have demonstrated that the quality experienced by the end-user does not correlate well to Quality of Service (QoS) parameters (namely packet loss rate, data rate, delay and jitter) commonly used today to quantify quality [2] . The best way to measure the quality perceived by a user is using subjective evaluation, where humans view the content and are asked for their opinion of the quality of the image or video. This is mainly due to the fact that humans can almost instantaneously assess the quality of the image or video that they are viewing using prior experience acquired from watching thousands or even millions of different images on a daily basis [3] , [6] . However, subjective evaluation is time-consuming and cannot be integrated into automatic systems which adjust themselves on the fly according to the output quality. These issues have thus led to increased research for the development of reliable objective metrics focusing on prediction of the perceived video quality automatically. Subjective evaluations are however still the benchmark with which Image Quality Assessment (IQA) and Video Quality Assessment (VQA) algorithms are judged [3] . This paper evaluates the correlation between the QoS parameters commonly used today and the corresponding quality perceived by the end-user. The results presented in this work indicate that these parameters are correlated, however large variations are present which indicate that the QoS parameters on their own are not sufficient to quantify quality with a high level of confidence. This work further compares several objective video quality metrics which are found in literature and identifies that the Motion based Video Integrity Evaluation (MOVIE) metric and the Spatio-Temporal Reduced Reference Entropic Differences (STRRED) metric achieve excellent correlation with respect to the mean opinion scores (MOS). Moreover, the STRRED is less computational intensive and needs significantly less information to be transmitted as side information, making it more attractive for future implementa-tions. This paper is organized as follows: Section II provides an overview of the different objective video quality metrics found in literature while section III describes the testing methodology employed to compare the different video quality metrics considered. Section IV contains the major results which are discussed in some detail. The final comments and conclusion are drawn in the final section.
II. BACKGROUND
There are several objective video quality metrics that can be used to quantify the quality perceived by the end-user. These metrics can be categorized into three distinct groups [6] :
• Full-reference (FR) quality metrics which are computed using the original image/video as the reference • Reduced-reference (RR) quality metrics where some information is transmitted as side information to improve the performance of the metric • No-reference (NR) quality metrics which exploit the human vision system (HVS) properties and require only the received image/video. The objective video quality metrics considered in this work are summarized in the following subsections.
A. Full-Reference Quality Metric
Computation of FR metrics requires that both the received video and also the original (unimpaired) video be available. The Mean Square Error (MSE) and the related Peak Signalto-Noise (PSNR) are two of the most common FR metrics used due to their simplicity and straightforward mathematical definition, and are computed using
where O i,w,h represents the pixel at coordinates (w, h) of the i th of the original video, R i,w,h is the corresponding pixel in the reference frame, T represents the number of frames, n is the bit depth and H and W represent the number of rows and columns in the frame respectively. Both these metrics have been criticised for not being reliable predictors of the image/video quality, and therefore more advanced schemes which take into consideration the human visual system (HVS) characteristics have been presented in literature [6] . The Structure Similarity Index (SSIM) [6] is based on the assumption that the HVS is highly adapted to extract structural information from a person's field of vision and as a result performs three types of comparisons between the reference and distorted image, namely luminance, contrast and structure to determine the loss of structural information. These components are then combined to obtain the overall similarity measure. The Multi-Scale SSIM (MS-SSIM) [7] extends the capabilities of SSIM by including a low-pass filter, down-sampled and indexed at multiple scales so that the overall SSIM evaluation is computed by combining measurements at various scales.
The authors in [8] have adopted advanced statistical models of natural images to derive the optimal perceptual weights. Information content weighting was used to improve the performance of PSNR and SSIM, where the best performance was registered when using Information content weighting with SSIM (IW-SSIM).
The Visual Signal-to-Noise (VSNR) metric [9] employs a two-stage approach to predict the quality of experience. The first stage adopts wavelet models to determine the presence of distortions by exploiting the HVS. The second stage is employed whenever the distortions are higher than a predefined threshold to model the visual quality of the perceived contrast and global precedence.
The authors in [10] have presented the Feature Similarity Index (FSIM) which employs phase congruency as the primary feature together with the image gradient magnitude. This metric is based on the fact that the human vision system primarily realizes an image using its low-level features. The FSIM quality metric can produce a quality score by considering both grayscale images and color images, with the latter metric FSIM c being computed using the YIQ color space model.
The Motion based Video Integrity Evaluation (MOVIE) [3] was specifically designed to assess the quality of videos. The MOVIE metric considers both spatial and temporal distortions and adopts Gabor receptive field models to dissemble video related information to multi-scale space-time primitives.
The Visual Information Fidelity (VIF) [11] adopts three models to determine the perceived quality of a distorted image. These are the Natural Scene Statistics (NSS), distortion and HVS models. Like some other image quality metrics, VIF was extended to work on videos using temporal derivatives and is denoted by V-VIF.
B. Reduced Reference Quality Metrics
Reduced-reference metrics predict quality perception using only a limited amount of information from the reference video. The algorithm proposed in [12] predicts the quality score based on a natural image statistic model in the wavelet domain, using as a measure of image distortion the KullbackLeibler distance between the marginal probability distributions of wavelet coefficients of the reference and impaired images.
The Video Quality Metric (VQM) [13] is a metric designed for videos at the National Telecommunications and Information Administration (NTIA). The algorithm requires only around 4% of the reference data and is based on measuring colour impairments and evaluating losses in spatial gradients of luminance components and features using the product of luminance contrast and motion.
The Reduced Reference Entropic Differencing (RRED) metric proposed in [14] was primarily designed to be used on images and measures the information changes between reference and distorted images by finding the differences in the entropies of wavelet coefficients of these images. The algorithm is also flexible in terms of the side-information transmitted. An extension to the RRED metric was proposed in [15] such that spatial and temporal entropic differences (SRRED and TRRED respectively) are both used. The STRRED is reported to be able to produce encouraging results suggesting that these two indices are considering complementary distortions and thus their combination is quite beneficial.
C. No-Reference Quality Metrics
The Blind Image Quality Index (BIQI) [16] is based on Natural Scene Statistics and only requires a training stage before it can be used; that is, unlike several other no-reference metrics, no knowledge of the distortion type affecting the image/video to be evaluated is required. The algorithm is primarily intended for use on images and is flexible in the sense that it can be adapted to cater for several other distortions other than those considered in the original implementation (namely JPEG, JPEG2000, white noise, fast fading Rayleigh channel and Gaussian blur). The algorithm works by first determining the most probable type of distortion in an image using a multiclass Support Vector Machine (SVM) classifier with a radial-basis function (RBF) kernel and then quantifies the distortion using Natural Scene Statistics, to result in an image quality expressed as a probability-weighted summation.
The BLind Image Integrity Notator using Discrete Cosine Transform (DCT) Statistics (BLIINDS) [17] metric also does not require knowledge on distortion types and uses natural scene statistics of DCT coefficients to predict image quality. Since the features extracted by the algorithm are independent from the distortion type, these are quite successful across various types of distortions and thus BLIINDS can be used in several applications. Two versions of BLIINDS have been developed, namely BLIINDS-I and BLIINDS-II: BLIINDS-I uses no statistical modelling and a different set of DCT statistics than the considerably improved second model, BLIINDS-II.
The Distortion Identification-based Image Verity and INtegrity Evaluation (DIIVINE) index [4] also uses NSS to qualify the distortion affecting an image and quantify the amount of distortion present. In fact this index first identifies the distortion type and then performs quality assessment based on the distortion type deduced.
A recent no-reference metric proposed by the authors in [18] is the Blind/Referenceless Image Spatial QUality Evaluator (BRISQUE), which also uses NSS to assess image quality in the spatial domain. This metric does not require computation of distortion-specific features but the features extracted can be used for distortion identification.
III. TESTING METHODOLOGY
The performance of the different QoS and objective video quality metrics mentioned in this paper were evaluated using a total of five databases, four of which were part of the Video Quality experts Group (VQEG) HDTV Phase I project [19] and one obtained from the Laboratory for Image and Video Engineering [20] , [21] .
The VQEG databases considered in this work contain subjective scores of every video contained in each database. The subjective scores were acquired using the five-scale singlestimulus Absolute Category Rating with Hidden Reference (ACR-HR) method, where the ACR scores given to the distorted videos were subtracted from ACR scores of the corresponding reference videos to obtain the DMOS values. All four databases contain 9 different source sequences, each processed by 15 distortions for a total of 135 impaired video sequences. The video sequences were compressed using either MPEG-2 or H.264/AVC, with impairments consisting of both coding-only and coding-with-transmission errors, where both wireless and IP networks were considered.
The LIVE video database consists of 10 different sources and 15 distortions, for a total of 160 videos, including the reference videos. The subjective scores were obtained using a single-stimulus procedure, where a continuous scale was adopted. The test sequences were created using four different types of distortion processes, namely H.264/AVC compression, MPEG-2 compression and simulated transmission of H.264/AVC coded bitstream through wireless and IP networks.
The VQEG databases include the QoS measurements, and therefore can be used to evaluate the performance of several QoS parameters with respect to the quality perceived by the end user. The QoS parameters considered in this work include packet loss rate, data rate and jitter. However, the VQEG databases were not used to evaluate the objective video quality metrics since several distorted videos have significant spatial and temporal differences with respect to the original video sequences. Compensation for these artefacts to ensure correct values obtained from the metrics used would take a considerable amount of time and was thus not performed. The LIVE database was used instead, since the videos available are already calibrated.
The performance of the quality metrics considered in this work was evaluated using the Spearman Rank Order Correlation Coefficient (SROCC) and the Pearson Linear Correlation Coefficient (LCC). The correlation was computed after the objective model data was non-linearly regressed with a four parameter monotonic logistic function following the recommendations in [19] , which is computed usinĝ
where Q j is the predicted quality of video j by the metric, Q j is the vector of fitted objective scores and the β values are derived using least squares optimization. The SROCC and LCC are then computed between the vectorQ j and the subjective DMOS values. The optimal parameters β and their initial values are computed following the recommendation in [19] . The objective scores were also linearly rescaled prior to using the above procedure to aid numerical convergence.
IV. RESULTS The correlation of the different QoS metrics considered in this work are summarized in tables I -IV. The PSNR objective metric was included in these tables so that it can be used as a baseline to which the performance of the other objective video quality metrics could be compared. It can be seen that the QoS parameters, namely packet loss rate, data rate and jitter are correlated to the quality perceived by the end user. However, this correlation has a large variance and fluctuates between 0.4 and 0.9 for different databases. Moreover, it can be seen that the PSNR is generally more correlated to the subjective scores than the other QoS metrics and is generally more stable, especially for H.264/AVC encoded video. Tables V -VI show the correlation of the objective video quality parameters with respect to the subjective scores. The MSE and the related PSNR were found to be quite poor when considering the LIVE database, with correlation below 0.6 for both SROCC and LCC. This affirms that the classical MSE and PSNR metrics are quite unreliable in predicting human subjectivity. The best full-reference metrics considered in this research are the MOVIE and its components, namely Spatial MOVIE and Temporal MOVIE which performs approximately 1.5 times better than PSNR. This is mainly attributed to the fact that MOVIE adopts important human vision perception related models in space and time and a model for visual motion processing. These results also indicate that using the temporal information is important for Video Quality Assessment.
The reduced reference STRRED is remarkable since it achieves correlation comparable to that of the MOVIE index. However, the major advantage of the STRRED metric is that it needs to transmit significantly less information with respect to the other full reference approaches. In addition, the STRRED metric and its derivatives are also adjustable in terms of the amount of side-information required by the decoder, and is reported to achieve significantly high correlation while significantly reducing the number of scalars per frame to be transmitted. An implementation where only a single coefficient per frame is transmitted, which despite the significantly reduced amount of information required still achieved a respectable performance that is superior to several of the full-reference schemes evaluated. The STRRED is computationally simpler with respect to the MOVIE metric and therefore might be viable to be employed in real-time applications. The results of SRRED, TRRED and STRRED also reaffirm that both spatial information and in particular temporal information offer complementary information which is important for the accurate prediction of video quality.
The performance of all no-reference quality metric schemes considered in this work was relatively poor. These metrics were found to perform well when tested using images but fail when considering videos. This poor performance is mainly attributed to the fact that they were designed for image quality assessment, and therefore temporal information is not considered. Also, the distortion types considered are specific to image-related impairments only. These results affirm that noreference metrics are still an open research problem and much work is needed for no-reference quality assessment, especially for video sequences.
V. CONCLUSION
This work has demonstrated that objective video quality metrics are typically more reliable than QoS metrics since the correlation of the latter was found to be quite unstable achieving correlations as high as 0.95 in some instances and as low as 0.33 in other cases. These results could also be explained by the distributions of the DMOS scores ( Fig.  1 ) considered in the VQEG databases upon which the QoS metrics evaluation was performed. It can be seen that the Live database includes more videos which are considered to provide medium quality, while the VQEG database has more videos containing excellent quality. The high correlation of PSNR with subjective data on three of the four VQEG databases could also be explained by this phenomenon, since when tested on the LIVE Video database the PSNR and related MSE achieved correlations below 0.6 in terms of both SROCC and LCC. They were overall also worse than all the algorithms considered except the no-reference metrics. Future work will consider the evaluation of more databases and other video content including 3DTV. From the 25 algorithms considered in this project, the MOVIE and Temporal MOVIE full-reference indices were found to be the best-performing metrics with overall correlations of 0.7890 and 0.8055 in terms of SROCC respectively and correlations of 0.8116 and 0.8217 in terms of LCC respectively. The reduced-reference metric STRRED however achieved performance close to these two full-reference metrics with SROCC and LCC correlations of 0.8007 and 0.8054 respectively. It was also superior to MOVIE and Temporal MOVIE in the case of the 'IP' and 'H.264' distortion categories. However, since STRRED is a reduced-reference metric, less information needs to be transmitted to a receiver for the latter to be able to judge the perceived image quality; the optimal performance resulted in data that is approximately 576 times smaller than if a full-reference metric was implemented for the video sequences in the LIVE video database. STRRED was in fact designed to be adjustable in terms of the sideinformation sent and even when using just a single coefficient, performance was superior to that of several full-reference metrics. This metric is thus very promising considering the high bandwidth requirements of full-reference metrics and the poor performance of no-reference algorithms, the latter which require no information to be transmitted. However, it should be noted that the no-reference metrics evaluated in this project were designed and tested mainly for image quality assessment. The importance of designing algorithms specifically for video quality assessment was in fact also discussed, since temporal information and visual motion processing prediction were found to be factors which can significantly improve the metrics' performance.
