Abstract-In this paper, we present an abstract framework for online approximation of time-series data that yields a unified set of algorithms for several popular models: data streams, amnesic approximation, and out-of-order stream approximation. Our framework essentially develops a popular greedy method of bucket-merging into a more generic form, for which we can prove space-quality approximation bounds. When specialized to piecewise linear bucket approximations and commonly used error metrics, such as L 2 or L∞, our framework leads to provable error bounds where none were known before, offers new results, or yields simpler and unified algorithms. The conceptual simplicity of our scheme translates into highly practical implementations, as borne out in our simulation studies: the algorithms produce nearoptimal approximations, require very small memory footprints, and run extremely fast.
I. INTRODUCTION
Analyzing an online stream of measurements or transactions is a fundamental problem in database systems. Indeed, with the rapid growth and adoption of various tracking and monitoring technologies, database systems are under constant pressure to process in real-time the large volumes of data feeds that are generated by sensors embedded in environments, network infrastructures, financial markets, and so on. In many of these applications, the data is best thought of as a time seriesan ordered sequence of measurements, where the order can be temporal as stock trades in financial markets, series of sensor measurements, retail transactions, etc., or spatial as the linear order defined by isocontours in some physical sensor measurements, or some other externally imposed order.
The goal of an online time-series approximation scheme is to summarize the data in one-pass and construct an approximate representation that can support a variety of timeseries queries with bounds on worst-case error. Given the importance of time-series data, many approximation methods are known [6] , [15] , [17] , [19] , [25] , although research in online approximation and worst-case error bounds is relatively recent [3] , [10] , [11] , [12] , [13] . Some of these schemes such as those based on wavelets can require an expensive post-processing phase to reduce a larger set of wavelet coefficients to a B-bucket approximation. This includes the current theoretical best scheme due to Guha [10] , [11] which achieves (1 + ε) approximation but requires O(B 3 ε −2 log 2 n) time post-processing to cull down the O(B log n) wavelet coefficients into a B-bucket representation. In this work, we are particularly interested in combinatorial approximation schemes that maintain a query-ready synopsis in real-timethat is, at all times, the approximation is available for query processing with no additional computational overhead. In this regard, our approach is similar to the methods of [3] , [24] . As discussed by Guha [10] , when wavelets are used directly as a queriable structure [5] , one only gets an approximation quality of the form (O(1), log n) in the standard (α, β) terminology; that is, α times the error of the optimal scheme using β times the optimal number of buckets. In order to achieve (O (1) , O(1)) approximation, one requires the expensive postprocessing mentioned earlier [10] , [22] .
Our main contribution is the introduction of a generic geometric method for approximating a one-dimensional signal that has the following properties: (1) at all times, it maintains a query-ready piecewise linear approximation of the timeseries seen so far; and (2) as long as the error metric satisfies some weak conditions (non-negativity, monotonicity and additivity), the approximation provides (α, β)-type worstcase optimality bounds. More specifically, we show that a simple greedy bucket-merge method that has been used in specific settings (maximum error [3] and euclidean distance based histograms [16] and maximum error amnesic approximation [24] ), sometimes without any accompanying worstcase error analysis, can be abstracted to a generic form and applied more broadly with worst-case approximation bounds where none were known before [16] , [24] , and simpler and unified algorithms in other cases. In particular, we show that, besides the data stream model, the new generic scheme is easily adapted to two other variants of time-series approximation that have received significant attention lately: out-of-order streams and amnesic approximation.
The out-of-order stream model is motivated by the asynchrony in many distributed and networked data processing applications [8] , such as sensor networks. When the data is produced at dispersed locations and then transmitted to a collection or processing node, data values may not arrive in the strict time-order in which they were recorded due to various networking delays and asynchronous communication. An approximation scheme for the out-of-order stream should be tolerant of a small number of gaps in the arrival sequence. We show that our approximation scheme works for the out-oforder time series model, increasing the memory requirement only by an additive term O(k), where k is the number of gaps in the time series at the current time.
An amnesic approximation is motivated by the fact that in most applications of time-series, the value of data decreases with age [23] , [24] . An analyst is likely to be most concerned with the recent data, and as the data gets old, his tolerance for the error of approximation grows. Thus, given a fixed memory budget, a natural way to optimize its use in the time-series approximation is to grow the error tolerance with age, so that progressively smaller fraction of the representation is spent on older data. While there have been several models for aging the data (exponential time decay, polynomial time decay, etc), our approach is general, and works with any given monotone amnesic function. Specifically, given a piecewise constant monotone amnesic function, describing the error tolerance over the entire history, our scheme achieves a constant factor approximation. We begin with some notation to introduce our problems, followed with a statement of our results.
A. Preliminaries and Contributions
We assume that a time series is given as a sequence of value S = < v 1 , v 2 , . . . , v n >, where each value v i is associated with a timestamp t i . For our purposes, the timestamps are an abstract entity with monotonically increasing values. We are not concerned with whether the timestamps reflect the time at which the data values are generated (source) or the time at which they are processed (sink)-any consistent view of timestamps will suffice. In the stream model, we only require that before the item with timestamp t i arrives, all items with timestamps t j < t j have arrived, but this assumption is relaxed in the out-of-order stream model.
We consider the problem of maintaining an approximation of the time series. A popular approximation method is to partition the data into consecutive blocks called buckets and represent every bucket by a single value, called a piecewise constant (PC) approximation. Instead, if we approximate the values of each bucket by a linear function (line segment), we get the piecewise linear (PL) approximation. The quality of an approximation is measured by error between the true time series and its approximated version, and L p norm is a popular form of measuring the error. Specifically, the L p norm error of the approximation is defined as follows:
wherev i is the approximation for value v i . The L ∞ norm is defined as:
Our primary focus is on L ∞ and L 2 norms. The performance of our algorithms are expressed using the (α, β) approximation guarantees, meaning we achieve α times the error of the optimal scheme using β times the optimal number of buckets. Our main results are summarized below.
1) We show that a generic bucket-merge scheme achieves a (2, 4) approximation for a broad class of error metrics that satisfy non-negativity, monotonicity and additivity. 2) For commonly used metrics such as L 2 and L ∞ and piecewise constant or piecewise linear approximations, our scheme admits a simple and highly efficient streaming implementation that compares favorably with the existing methods. In particular, for the L 2 error, our algorithm maintains a B bucket approximation using O(B) working space and O(log B) update time. While our bounds are worse than the best known theoretical result [10] , [11] , our scheme delivers comparable approximation quality in simulations, with the advantage of being significantly faster. 3) We show that our scheme easily adapts to the amnesic model of time series [24] . log(1/ε)) update time. 5) We perform extensive simulations to validate the empirical performance of our schemes on a variety of synthetic and real-world datasets. Our results confirm the space and time efficiency of our algorithms, which together with its simplicity and generality make it well-suited for many applications. Our paper is organized as follows. In Section II, we discuss related work. In Section III, we describe the GENERIC-MINMERGE algorithm and its error analysis. Section IV, V, and VI discuss applications of this generic technique: stream histograms, amnesic approximations and out-of-order streams. In Section VII, we discuss our simulation results.
II. RELATED WORK
There is a large body of research on streaming histograms in the database community. Due to space constraints, we are able to mention only those that are closely related to our work. A non-streaming dynamic programming scheme for constructing a B-bucket histogram was originally proposed by Jagadish et al. [14] , with time complexity O(n 2 B) and space O(nB), which was subsequently improved by Guha [10] to O(n 2 B) time and O(n) space. Currently, the best worstcase bounds for streaming histogram construction are due to Guha and his colleagues [9] , [10] , [11] , [12] , [13] . Their techniques tend to maintain a summary structure of small memory, require O(1) processing time per item, and then require some post processing at the end to compute the final approximation. Specifically, for the L 2 metric, they achieve a [10] . A very recent result of Guha [11] removes the dependence on log n from the space bounds.
Since many real-time applications deal with an intermixed sequence of updates and queries, an expensive post-processing before each query can be a bottleneck. As a result, we seek representations that dynamically maintain an approximation, always ready to process queries. In [3] , Buragohain et al. propose fast lightweight algorithms for query-ready approximations, but their schemes only works for the L ∞ error metric. For other error metrics we point the reader to [10] as a good survey for existing techniques. Many time-series approximation scheme use a natural version of greedy bucket merging [24] , [16] , [3] in which the algorithm repeatedly greedily merges two buckets whenever it needs to allocate a new bucket. In particular, the GRAP-R algorithm proposed for the L 2 metric in [24] is very similar to the merging scheme proposed in our paper, but it lacks a worst-case error analysis. In the computational geometry community, several algorithms are known for curve simplification using Hausdorff and Frétchet metrics, but their focus is not on time series.
The amnesic approximation problem was proposed in [24] , where the authors perform an extensive study and show very good results in practice. But they offer no worst case guarantees. In fact, our merge scheme is a minor variation (controlling when the merge happens) but we can prove worstcase approximation bounds for our version.
Out-of-order stream processing has been a topic of interest in many recent works in the database community. There have been new architectures proposed for handling out of order processing [20] , [21] for a variety of problems, with the main concern being memory footprint. Many researchers have proposed heuristics [2] , [26] and guaranteed algorithms [4] , [8] for answering various types of queries for out-of-order data including quantiles, heavy hitters, sliding window counts. We solve the problem of maintaining histograms over out-oforder streams which is a well known aggregation technique for answering queries, and we show that the memory footprint required for our technique is very small.
III. THE GENERIC-MINMERGE
We want to compute a B bucket approximation of a time series of values S = < v 1 , v 2 , . . . , v n >, where B is an input parameter. The piecewise constant (resp. linear) approximation means that the values in each bucket are approximated by a single value (resp. linear function). The error of the approximation is typically measured by the L p norm distance between the original time series and its approximated version. We will use the notation e(S, b) to denote the optimal error in approximating the time series S using b buckets; the specific L p norm and the approximation type (constant or linear) will be clear from the context. We begin with an abstract formulation of the problem that attempts to capture the essence of a greedy bucket-merge that is used in practice. We say that the piecewise approximation (constant or linear) for an error metric is well-behaved if the following three conditions hold: 1) Nonnegativity: The error is always non-negative.
2) Monotonicity: The error of approximating S 1 ∪ S 2 using one bucket is at least as large as the error in approximating S 1 and S 2 separately with one bucket each. Remark: One can verify that PC or PL approximations using all L p norms (including L ∞ ) are well-behaved-simply use the pth power of the L p norm as the error e to see that additivity and monotonicity hold. In the limit as p → ∞, this holds for the L ∞ norm as well, but one can also replace sum with max in appropriate places in the proofs to get results for the L ∞ norm as well. The Hausdorff metric is also wellbehaved, but the Frétchet is not [1] .
A. The Algorithm
Algorithm 1 GENERIC-MINMERGE (S, B)
Allocate new bucket u 4:
if |M| ≥ 4B then 6:
M = M {v} 10: end if 11: end for
The generic merge scheme, denoted GENERIC-MINMERGE is explained in pseudo-code in Algorithm 1. It takes as input a time series S and B, the number of buckets. At any time, the buckets impose a partition of S into intervals, where two buckets are adjacent if they represent two consecutive intervals of this partition. Our approximation maintains a partition with at most 4B buckets. When a new item arrives, it is placed NEW BUCKET BUCKETS TO BE MERGED in its own (newly allocated) bucket. If this new bucket causes the number of buckets to exceed 4B, we shrink the number of buckets by one by merging an appropriate pair of adjacent buckets. In particular, we merge those two adjacent buckets that result in a bucket with smallest error. This is achieved by functions BEST-ADJPAIR and MERGE. An illustration of one iteration of the algorithm is shown in Figure 2 . In the next section we prove that this scheme achieves the (2, 4) approximation.
B. Analysis of Generic-Minmerge (GM)
We begin by stating a crucial property, called Min-Merge maintained by the buckets produced by the GM algorithm at any time. An approximation P is said to obey the Min-Merge property if the approximation error of a bucket formed by merging any two adjacent buckets in P is greater than (or equal to) the approximation error of any of the buckets before the merge. Then by Algorithm 1 we have the following, whose proof is omitted from this abstract due to space constraints.
Lemma 1: The buckets in the GENERIC-MINMERGE algorithm obey the Min-Merge property.
We now prove the main result of this section. Theorem 1: For any well-behaved error metric, GENERIC-MINMERGE achieves a (2, 4) approximation.
Proof: We present our proof when the objective is to minimize the sum of the bucket errors; the proof for the maximum error follows by changing summation to max. Let E * denote the optimal error of approximation using B buckets, and let E denote the error achieved by the GM algorithm using 4B buckets. We will show that
For ease of reference, we will denote the buckets in the optimal solution as optimal buckets, and the buckets of the latter as the merge buckets: in both solutions, the buckets partition the set into intervals. Now, the B optimal buckets can intersect at most B − 1 merge buckets, where the intersection means that an endpoint of the optimal bucket lies in the interior of the corresponding merge bucket. Let us call a merge bucket intersected by the optimal bucket a split bucket, and let b s ≤ B − 1 be the number of split buckets. Let E s be the total error associated with these b s split buckets. We call the remaining merge buckets the non-split buckets, and let E n be the total error associated with these buckets. Now, since the split and non-split buckets account for all the buckets of the GM algorithm, we have
(This is an equality for L p norms, for finite p, and the max can be substituted for the sum for the L ∞ norm.) We now argue that
Let {T 1 , T 2 , . . . , T B } denote the partition of S by the B optimal buckets. That is, T i is the subset approximated by the ith bucket in the optimal representation. Similarly, let {T 1 , T 2 , . . . , T bn } denote the sets approximated by the b n nonsplit buckets of GM. Observe that for every j, we must have an i such that T j ⊆ T i , although some T i sets may not have any T j as subset. Let Y be the set of indices such that i ∈ Y iff for some j,
This follows from the monotonicity property because each non-split bucket lies inside some optimal bucket. Finally, since
. . , T bs } are the subsets approximated by the split buckets, then we clearly have that
Call a pair of adjacent non-split buckets a witness pair if those buckets lie in a common optimal bucket. Call a set of witness pairs disjoint if no two pairs share any (non-split) buckets. We will argue shortly that there always exists a set of b s disjoint witness pairs, but for now let's assume that and complete the proof that E s ≤ E * . Let us denote the set of values approximated by the ith disjoint witness pair by the set X i . Since the buckets obey the Min-Merge property (Lemma 1), we must have
Each of these X i sets is a subset of some set T j , where some sets might have multiple X i s as subsets. Let Z be the set of indices j such that j ∈ Z iff T j has some X i set as its subset. Then, using monotonicity we get,
By the non-negativity and additivity of the error metric, we have
Using equations 9, 10, 11, 12 we get,
Remember that b s is at most B − 1. Now we show that our assumption of there being at least b s disjoint witness pairs is true. Let us say not, and without loss of generality let us say there are exactly B − 2 disjoint witness pairs. There are a total of 4B buckets, among which there are at most B − 1 split buckets. Hence we are left with at least 3B + 1 non-split buckets. Among these there are only B − 2 disjoint witness pairs (by assumption). Hence we are left with at least 3B + 1 − (2B − 4) = B + 5 buckets. But, we have only B optimal buckets, hence by the pigeon hole principle, there must be at least one more disjoint witness pair, which makes our assumption incorrect.
Equations 6, 7 and 13 give us the 2 approximation on the error, we used 4B buckets, where B is the optimal, and this completes the proof that the GM algorithm gives a (2, 4) approximation if the error metric is well behaved.
The error analysis of the generic merging scheme holds for all well-behaved error metrics, which include all L p norms as well Hausdorff distance. In fact, for the L p norms we can show the following improved bound.
The proof is omitted due to space constraints.
Remark: A streaming implementation of GM requires a space-efficient implementation of the two key functions: BEST-ADJPAIR and MERGE. In the following, we show that for the two most popular norms (L 2 and L ∞ ), these functions can be implemented in the streaming model with small memory footprints and can also be extended to amnesic and out-of-order models. On the other hand, we do not know how to realize these functions for other L p norms in the streaming model: for instance, computing the optimal L 1 approximation of a time series requires maintaining (and updating) the median of streaming subsets. Whether one can use approximations of the bucket errors and still obtain the global error bound for the generic minmerge remains an interesting open question.
IV. HISTOGRAMS FOR L 2 AND L ∞
To evaluate the functions BEST-ADJPAIR and MERGE in the streaming model, we need to compute the L 2 or L ∞ error for the union of two buckets without explicit knowledge of the values in those buckets. For the L ∞ error, Buragohain et al. [3] show how to implement the greedy bucket-merge in the streaming setting. However, their technique and analysis is limited to L ∞ error only, which can be computed by maintaining the axis-aligned bounding box for PC histogram and (approximate) convex hulls for the PL histogram. Because of their specialized application, Buragohain et al. [3] (1) time. The proof of the following can be found in [7] and [24] .
Lemma 2: Given two adjacent intervals sets S 1 and S 2 and their optimal least square approximations, we can obtain the optimal least square approximation for 
V. L ∞ AMNESIC APPROXIMATION
In an amnesic (or, time decaying) approximation, recent data are approximated more faithfully than older data. In other words, the approximation error is allowed to grow with the age of the data. The streaming amnesic approximations have received considerable attention lately as histogram summaries have become an important tool for online analysis of data [23] , [24] . We show that our generic minmerge framework is wellsuited for amnesic approximation as well.
An amnesic representation is controlled by dividing the data into age groups, where each age group is assigned an upper bound on the approximation error. We take a general approach and assume that the amnesic representation is specified as a piecewise constant function, which is monotone, meaning that the approximation errors grow with age. In particular, a monotone piecewise constant amnesic function partitions the time series into time-intervals {[1,
] associated with an error tolerance e i+1 , where e i ≤ e i+1 . Thus, the amnesic function f (x) can be described as:
See Figure 3 for an example-the top part shows an example stream approximated within the error bounds specified by the amnesic error function shown at bottom. Next, we describe the amnesic version of our generic merge algorithm and prove its error bounds. We consider only the L ∞ norm.
A. Amnesic-Merge (AM) Algorithm
Let the number of age groups in the amnesic function be m, where we assume that m is a small constant and m = o(B). Then, our problem is the following: Given a monotone piecewise constant amnesic function f (), and a stream S =< v 1 , v 2 , . . . , v n > of values, maintain an approximation minimizing the number of buckets used such that |v i − v i | ≤ f (x i ) for all i, wherev i is the approximated value for v i . The main conceptual difficulty in this amnesic approximation problem arises from the fact that the age of each item changes every time instant. The simple but key observation in our solution is the fact that only those buckets that cross the age group boundaries require special care; the remaining ones behave as in the standard streaming model. This requires only a minor change to the generic minmerge, and we call this variant the AMNESIC-MERGE (AM) algorithm: 1) Allocate a bucket for the next value in the stream.
2) For each age group with two or more buckets in it, if merging any two adjacent buckets produces error less than or equal to the allowable error in the age group, merge the two buckets. 3) Go to Step 1. A bucket is in an age group if its starting timestamp lies in the age group. This algorithm is nearly identical to the algorithm proposed in [24] with one minor difference: in that algorithm, the merge precedes the allocation of the new bucket, while in our algorithm these steps are reversed.
1) Analysis of the Amnesic-Merge (AM):
We first point out the problem formulation of the amnesic approximation is quite different from our earlier problem. There, we wished to minimize the error given a number B of buckets. In the AM algorithm, we want to minimize the number of buckets given error bounds. We show that if the optimal algorithm uses B * optimal buckets for a given amnesic function, then the AM algorithm uses no more than 3B * buckets, while achieving the same error guarantees for each age group. Thus, AM is a (1, 3) approximation.
Lemma 3: The bucket approximation produced by the AMNESIC-MERGE algorithm satisfies the L ∞ error bounds for each age group, and uses at most 3 times the optimal number of buckets.
Proof: Let us denote the number of buckets in age group i by b i , where age group i is the set of values with age in the range (τ i−1 , τ i ]. As mentioned earlier, the buckets can be thought of as a linear partition of the age axis. There are at most m−1 buckets which intersect with the partition obtained by the age groups defined by the amnesic function. Every age group i has at least b i − 1 non-intersecting buckets. Let us denote the number of non-intersecting buckets associated with age group i by b i . Then,
Assume for now that b i ≥ 2. Since we merge buckets only if they produce error less than the required error for the age group, the buckets in every age group are within the required error. Let us denote the set of values in age group i approximated by non-intersecting buckets by T i . Let us denote the maximum error in the non-intersecting buckets formed by AM algorithm in age group i by e m (T i , b i ), where b i is the number of buckets used. Also, let us denote the maximum error in the buckets produced by the optimal algorithm in approximating set T i using b i buckets by e(T i , b i ). From the AM algorithm we know that if there was even one more merge in the b i non-intersecting buckets in age group i, the error will be more than the allowable error. Hence,
The first part of this equation follows from the fact that the buckets obey the Min-Merge property. This equation implies that even if one bucket is shared across every neighboring age group by the optimal algorithm, with less than To implement the merging of two buckets and computing the L ∞ error of a bucket, we need to maintain the convex hull of the values in each bucket. In the worst case, the size of the convex hull for a set of n values is O(n), but we can use the techniques presented in [3] to reduce this size to a user specified constant. We omit the details and point the reader to [3] for details, and summarize our result in the following theorem. Remark: Palpanas et al. [24] also propose the dual version of amnesic approximation problem described above. In the dual version, we are given an input parameter B, and the constraints on the ratios of the tolerable errors in each age group. It is difficult to achieve bounds on this problem as the number of buckets that needs to be assigned to a contiguous piece of data might change in a non-monotonic manner depending on the incoming data. We believe that there is a negative result for this problem and intend to address this issue in a future study.
VI. OUT-OF-ORDER STREAMS
We now discuss an extension of our GENERIC-MINMERGE that holds for approximating out-of-order streams. The out-oforder stream model is motivated by the asynchrony in many distributed and networked data processing applications [8] , where data is sensed at dispersed locations and then transmitted to a central node for processing. Due to various networking delays and asynchronous communication, data values may not arrive in the strict time-order in which they were recorded. An approximation scheme for the out-of-order stream should be tolerant of a small number of gaps in the arrival sequence. A gap is maximal block of timestamps [t i , t j ] such that items with timestamps t i − 1 and t j + 1 have arrived but none of the items with timestamp t, for t i ≤ t ≤ t j , have arrived. We call the maximal block of timestamps between two consecutive gaps a fragment. Figure 4 shows a snapshot of an out-or-order stream with gaps and fragments. We are interested in PC or PL bucket approximations using L 2 or L ∞ error. A bound on the approximation error means that no bucket can include a gap-the missing value can be arbitrarily far off from the approximation. Thus, it is easy to see that if there are k gaps in the data seen so far, then an guaranteed error approximation requires at least Ω(min(k, n− k)) space. In practice, we assume that the number of gaps is small, and show that our approximation uses space only linear in the number of gaps. Our algorithm for the out-oforder streams is called FRAGMENT-MERGE and is described below.
A. The Fragment-Merge (FM) Algorithm
Algorithm 2 gives the pseudocode for the FM algorithm. The value for the constant c is set to 2 for the L ∞ norm, and 4 for the L 2 norm. At a high level, the algorithm works as follows. On the arrival of a new value, a new bucket is allocated. Suppose the timestamp associated with the new value is t i . Depending on how t i relates to the gaps and fragments, we can have three cases. 1) A new fragment is formed if the values with timestamps t i−1 and t i+1 have not been seen so far. 2) The new value is adjacent to exactly one existing fragment-that is, either t i−1 or t i+1 have been seen, but not both.
3) The new value closes the gap between two fragmentsthat is, both t i−1 and t i+1 have been seen. These three cases are shown in Figure 5 . Depending on which category the new value falls in, the FM algorithm performs 0, 1 or 2 merges. The FRAG-BEST-ADJPAIR function returns the two buckets whose merge results in a bucket with least error among all adjacent pairs of buckets in all fragments. We analyze this algorithm in the next section.
Algorithm 2 FRAGMENT-MERGE(S, c, B)
Allocate new bucket u if |M| ≥ cB + k then 6: if Exactly one of the neighboring values of v i has been seen then 
B. Analysis of Fragment-Merge (FM)
We detail the analysis for the L ∞ norm, and mention briefly the case of the L 2 norm. Because of the out-of-order arrival of items, there are two different notions of time: the timestamp, which represents the time at which data is generated (at the source), and the time at which it is received at the processing node (sink). We use the notation t to denote the sourcetime and τ to denote the processing or sink-time. Let k i be the number of fragments at time instant τ i . The analysis of FM rests on two lemmas: the first one proves that the buckets satisfy the Min-Merge property and bounds the size of approximation; the second does the error analysis.
Lemma 4: At any time τ i , the FRAGMENT-MERGE algorithm maintains an approximation of size at most 2B + k i buckets, where k i is the number of fragments at time τ i . After each completed iteration of the algorithm, the buckets obey the Min-Merge property.
Proof: Our proof is by induction, on the length of the time series. For the base case, we have one value, so for any B, we have less than 2B +k i buckets, where k i = 1. We show that the lemma is true for all iterations of the algorithm after the first time instant τ j where we have 2B+k j buckets. Before the first such time instant the number of buckets is less than 2B + k i for any instant τ i and the Min-Merge property holds because there have been no merges. We assume that the claim is true for time instant τ i and show that the claim is true for τ i+1 . We separately analyze the three cases mentioned earlier.
• Case 1. The new value seen creates a new fragment of size 1: The number of fragments k i+1 = k i + 1. For the new value a separate bucket is allocated by the algorithm which has zero error. The number of buckets at this point is 2B + k i + 1, which is 2B + k i+1 and this proves the first part of the claim. Since the Min-Merge property was satisfied at time instant τ i , it is also satisfied at time instant τ i+1 as the new bucket is not merged with any bucket.
• Case 2. The new value increases the length of exactly one existing fragment by 1:
The number of fragments k i+1 = k i . One merge operation is performed, so the number of buckets first increases to 2B+k i +1 (allocation of bucket for new value), and then decreases with the merge to 2B + k i , which is the same as 2B + k i+1 . There are two sub cases that can occur: -Case a: In the merge operation the new bucket gets merged with adjacent bucket, say v. Let us say that the bucket formed is u. Then, the error of bucket u is no less than the error of bucket v (monotonicity of L ∞ error). Hence, the error in the bucket formed by further merging of u will be no less than the resultant error if v had been merged. But merging v again would itself result in a bucket with highest error. This is true as Min-Merge property holds at time τ i . Hence the Min-Merge property holds at time τ i+1 . -Case b: In the merge operation, the new bucket is not merged. Then let us say buckets u and v get merged and the error in the resultant bucket is e. But this implies that any further merge (including merge involving new bucket), will give a bucket with error greater than e, which is the maximum error in the approximation after (i + 1)th iteration. Hence after this one merge Min-Merge property is satisfied.
• Case 3. The new value joins two previously disjointed fragments: This case is similar to Case 2 and its proof is omitted due to lack of space. This completes the proof. The second lemma establishes the quality of the approximation formed by FM algorithm with respect to optimal.
Lemma 5: At any time τ i , the approximation error of the FRAGMENT-MERGE algorithm using 2B + k i buckets is no worse than the optimal approximation error using B buckets, where k i is the number of fragments at time τ i .
Proof: Let us denote the number of buckets used by the optimal algorithm for fragment j by b j , where 1 ≤ j ≤ k i and ki j=1 b j = B. Let the error associated with the optimal approximation using B buckets be E * . Let us denote the set of values in fragment j by F j . Let the error associated with optimal approximation of fragment F j using b j buckets be e(F j , b j ), and hence E * = max (F j , b j ) . We want to show that E ≤ E * . We will show the result by contradiction, and hence let us assume the following,
For the above equation to be true, there must exist at least one u, such that b u < 2b u . This follows from the fact that every fragment follows the Min-Merge property (Theorem 3). Without loss of generality, let this be the fragment which results in the maximum error i.e.
Then, there must also be at least one fragment v, such b v > 2b v + 1 (Pigeon hole principle). Now, consider the last algorithm iteration which resulted in the number of buckets for u to go from b u + 1 to b u . Note that there could be multiple such merges and we consider the last such merge before time instant τ i , say at time instant τ j . At time instant τ j , fragment v has either more than 2b v buckets, or less (equal to) than 2b v buckets. We handle the arguments for these two cases separately.
• Case 1: If v has more than 2b v buckets, say it has b v buckets, and let the fragment itself at that time be F v where
This follows from the fact that the fragments obey MinMerge property and the buckets obeying Min-Merge gives a (1, 2) approximation for L ∞ error (Theorem 3). But, FM algorithm merges u before v, so error in fragment v after one merge, is no less than the error in fragment u when it has b u buckets,
Combining equations 18, 19 and 20, we get E * ≥ E, which contradicts our assumption.
• Case 2: At time instant τ j , fragment v has less than (or equal to) 2b v buckets. Then there must be a new value at some other time instant, say τ l , where τ l is after τ j which results in v having more than 2b v + 1 buckets (after completed iteration of FM merge). This value can be either one which is next to one end of a fragment (as in Case 2, Lemma 4) or it can be the value which joins two fragments (as in Case 3, Lemma 4). We leave out these cases in the interest of space. This concludes the proof.
With the natural assumption that k i ≤ B, we get that 2B + k i ≤ 3B. The analysis above requires us to maintain the convex hull of the values in each bucket in order to determine the approximation error in the bucket. Using the approximate convex hulls as in [3] , we can get an ε approximation. Due to space constraints, we skip those details, and state the main result for this section.
Theorem 6: The FRAGMENT-MERGE algorithm achieves a (1 + ε, 3) approximation for the piecewise linear approximation of an out-of-order stream under the L ∞ norm, using O(ε −1/2 B log(1/ε)) space and O(log B + ε −1/2 log(1/ε)) update time for each value.
For piecewise constant approximation, the space and time bounds are O(B) and O(log B) respectively, for a (1, 3) approximation for the L ∞ norm. We can show a similar result for the L 2 approximation.
Theorem 7: The FRAGMENT-MERGE algorithm gives a ( √ 2, 5) approximation for the piecewise constant (or piecewise linear) approximation of an out-of-order stream under the L 2 norm using O(B) space and O(log B) update time for each value.
VII. SIMULATION RESULTS
In this section, we report on the simulation-based performance evaluation of our three main algorithms, for computing histogram for streams (L 2 approximation), histograms for amnesic approximation (L ∞ approximation), and the out-oforder stream approximation. In particular, we implemented the following algorithms, including some optimal schemes for benchmarking. (All the code is written in Python or C++, and is available at www.cs.ucsb.edu/˜foschini/files/ooodelay.zip, along with the instructions to run it. All the benchmarks reported in this paper are run on an Intel Core Duo Processor (@ 2.00GHz) equipped with 2GB RAM.)
• GENERIC-MINMERGE, AMNESIC-MERGE, FRAGMENT-MERGE: We implemented all three main variants of our generic scheme (GM, AM and FM).
• Dynamic Programming: We implemented the dynamic programming scheme described in [14] for computing the optimal error histogram approximation. We only use the optimal histogram for error comparison, and so techniques for improving the space bounds are irrelevant in this case [10] .
• SPACEAPXWAVEHIST Algorithm: We also implemented Guha's algorithm described in [10] , which currently has the best theoretical approximation bound 1 . (More details about this can be found in Section VII-A.3. For performance reasons, this algorithm is implemented in C++.)
• Optimal Amnesic Approximation: We implemented the optimal (offline) amnesic approximation scheme. This algorithm processes values in order of decreasing (source) timestamps. Initially the algorithm starts with an empty bucket. Values are added to the bucket as long as the error in the bucket is less than the tolerable error for the highest timestamp value in the bucket. If not, a new bucket is started, and so on.
In our experiments, we used a variety of datasets from various applications. From these, 5 datasets are shown in Figure 6 .
• STEAMGEN [18] : The set has 9600 measurements of the drum pressure, taken every 3s , from a model of a steam generator at Abbott Power Plant in Champaign IL.
• RANDOM [18] We begin by evaluating the quality of approximations produced by the GM algorithm and demonstrating the scalability of the scheme in Section VII-A. In Section VII-B we compare the performance of AM algorithm with the optimal offline algorithm. And finally, in Section VII-C we demonstrate the quality of approximations produced by the FM algorithm for out of order streams. 
A. Minmerge for the L 2 Histograms
We evaluate the quality and scalability of L 2 histogram approximation by our generic minmerge algorithm GM. (A minmerge type algorithm for the L ∞ histogram was already presented in [3] .) Curiously, algorithms that use greedy bucketmerges for the L 2 streaming histograms have been used widely before, but with no worst-case error bounds [16] , [24] . In fact, there is only one minor difference in the details of our GM and the GRAP-R algorithm [16] : we do the merge after allocating the new bucket for the new item, while GRAP-R does the merge first. Empirically, this minor change has little effect on the performance of the algorithm, but it does allow us to prove a worst-case error bound for GM.
1) The Approximation Quality:
We compare the quality of the approximations produced by the GM algorithm with the dynamic programming scheme. Because dynamic programming has quadratic time complexity, it is extremely slow for large data sets, so we ran our test using n = 4000 values. The results are shown in Figure 7 , which plots the L 2 approximation error vs. the number of buckets.
Our results were virtually identical across all 5 data sets, so this figure shows a representative sample for the HUM data set. In the experiment, we vary the buckets from 50 to 200. (Since the slowness of the dynamic programming limited us to 4K size data sets, there did not seem to be a point in increasing the number of buckets to larger values. In later experiments on larger data sets, we allow larger values of B.)
The total error predictably decreases with an increasing number of buckets. Recall that Theorem 4 gives a ( √ 2, 4) approximation guarantee, meaning that the error of the GM histogram using 4B buckets is no worse than √ 2 times the error of the optimal B-bucket histogram. Thus, Figure 7 shows 3 bars for each value of B: the leftmost bar is the optimal error; the middle bar is the error of the GM using 4B buckets; and the rightmost bar is the error of the GM using just B buckets. The left part shows the results for PC histograms and the right part shows the results for PL histograms. These results show that GM's performance is much better than the worst-case guarantee: with 4B buckets, the error is about a third of the optimal error, and even with the same memory as optimal (B buckets), the error of the GM approximation is only slightly worse (never more than 30%).
In fact, for the rest of the empirical evaluations, even for AM and FM algorithms, we always use only B buckets for our algorithms, and not the constant-factor-times B buckets required by our theorems.
2) Scalability of GM algorithm: In this experiment we evaluate the scalability (processing time) of the GM algorithm as a function of the size of the stream. We use a large dataset to show the scalability, we call this dataset PRECIP. The archive [27] contains the average monthly and annual gagecorrected precipitation recorded by 26, 858 stations worldwide. Station averages of precipitation are interpolated to a 0.5 degree by 0.5 degree of latitude/longitude grid, where the grid nodes are centered on 0.25 degree, resulting in 259200 geographically distinct measurements. The dataset PRECIP here analyzed contains 1M values from the previous archive obtained by concatenating the measurements for all stations for several months after having sorted the archive on (latitude, longitude) of the stations.
We vary the size of the dataset from 200K to 1M in intervals of 200K and plot the time taken per data point by the GM algorithm for different number of buckets: B = 1000, 5000, 9000. The results are shown in Figure 8 for PC approximation. As predicted by theory, the GM algorithm scales linearly with the size of the stream and shows a negligible effect of the number of buckets. The results for PL approximations are the same, just that it takes more processing time per data point (roughly a factor of 3 more).
3) Comparison with SPACEAPXWAVEHIST: The current best theoretical bound for the L 2 histogram approximation is due to Guha [10] : his SPACEAPXWAVEHIST algorithm achieves (1+ε, 1) approximation in O(n+B 3 ε −2 log 2 n) time using O(Bε −2 log n log ε −1 ) space. Our GM algorithm only guarantees a ( √ 2, 4) approximation, but has the advantage of utter simplicity, as well as generalizability to models such as amnesic and out-of-order streams. A second, and perhaps, more significant advantage of our scheme may be that it maintains a query-ready indexable structure at all times. In other words, our time series approximation is directly represented as a histogram that can be queried at any time, with no additional overhead. This is in contrast to schemes such as Guha's [10] whose synopses consist of wavelet coefficients that must be processed to build a B bucket histogram. The overhead of this post-processing requirement for the guarantee can be significant-for instance, the technique in [10] requires O(B 3 log 2 n) time to build the B bucket histogram before a query can be answered. Thus, the two schemes, ours and Guha's, have different advantages-the latter has the best provable worst-case error guarantee while the former maintains an online query-ready histogram-so it is worth comparing the two in a simulation.
Since a public implementation of SPACEAPXWAVEHIST was no available, we implemented it ourselves. After some optimizations and parameter tuning, the observed performance seems to match with what is reported in [10] , so we feel that our comparisons should be fair. Figures 9 shows the main results of our experiments (for HUM dataset): the error in the approximation of the GM algorithm (using the same amount of memory) is close to that achieved by SPACEAPXWAVEHIST (the left figure) , however the running time of that algorithm is significantly worse than GM (as predicted by theory), as shown in the right figure. Results for other datasets are virtually the same. The SPACEAPXWAVEHIST scheme uses memory in two places, wavelet synopsis and partial dynamic programming table. Rather than optimize the memory distribution across these two components, we allocated to each part as much memory as our GM scheme requires, thereby potentially giving SPACEAPXWAVEHIST twice the memory. More details of the experiment are omitted due to lack of space. 
B. The Amnesic Time Series Approximation
In order to set up a natural aging function, we divided the data into 4 groups, with approximation error set to 1%, 2%, 3% and 4%, respectively, of the maximum data range, where the data range is defined as the difference between the maximum and the minimum value. The spread of the groups is exponential. In other words oldest n/2 are allowed error 4%, the next n/4 values are allowed error 3% and so on. Thus, we have a monotone piecewise constant amnesic function with 4 steps. We also used a scaling function to adjust the values of the allowable errors, while keeping their ratio the same. In other words, by using a scaling factor of 2, we get the approximation errors for the 4 age groups to be 2.0%, 4.0%, 6.0% and 8.0%. The approximation quality for the amnesic histogram is given by the number of buckets used by the AM algorithm, so we compare this to the optimal amnesic approximation. We show the results of the streaming amnesic approximation for one representative data set (DJIA), which contains 25K data points. Our results for PC approximations are shown in Figure 10 . One can see that the number of buckets used by the AM algorithm closely track the optimal number of buckets and typically within a factor 1.2 of the optimal number of buckets. The results for the other datasets for both PC and PL approximations are similar; the factors go up to 1.3. Our last set of experiments analyze the performance of the FRAGMENT-MERGE algorithm for approximating out-of-order streams. We first describe our data model for generating a realistic out-of-order stream. There are two aspects to this: how frequently an item appears out of order, and how far from its true position it reappears. Let us first consider the second question. Using the Internet as a guide, we envision two different models for packet delay: a bursty model, which may account for buffer overflow at a node causing many data values to be lost and retransmitted, and a perturbation model, which may account for the multi-path routing phenomenon in networking, causing packets to arrive slightly out of order. For the first question, we use a correlated random model to decide which data value to delay.
C. Performance of the Fragment-Merge (FM)
In more details, we construct an out-of-order stream from an ordered stream statistically in the following manner. The ith item in the stream is reordered (delayed) with probability p i , given as follows:
where ρ is the independent probability for an item to be reordered, χ is the correlation probability that accounts for the previous item being reordered, and I i−1 is the indicator variable which is either 1 or 0 depending on whether the (i − 1)th value was reordered or not. In order to simulate this, for the ith value we flip a coin biased with probability p i . Once an item is taken out, it is reinserted later in the stream with a delay uniformly distributed between 0 and L (lag). Thus, our reordering strategy is completely described by the parameters χ, ρ and L. The bursty model is simulated with small value of ρ, and large values for χ and L. The perturbation model is simulated with large value of ρ, and small values of χ and L.
(Due to space constraints, we omit the details.) We evaluate the error performance of the FM algorithm by comparing it with the approximation obtained by the GM algorithm for the ordered version of the stream. Figure 11 shows the results of this experiment for the DJIA data, where the out-of-order streams are generated both with the bursty and the perturbation models, and the plot shows the error of the approximation vs. the bucket parameter B.
The figure on the left shows the L 2 approximation, while the one on the right shows the L ∞ approximation. In both cases, it is easy to see that the error of the FRAGMENT-MERGE approximation is very close to the error of the GM approximation for the ordered version of the stream. In some cases, the FM error approximation is actually smaller than the GM approximation, but that is explained by the fact the FM approximation uses a maximum of B + k buckets, where k is the number of gaps in the stream, while the ordered stream uses only B buckets. In this set of experiments, the maximum number of gaps for the bursty model is 84, and for the perturbation model it is 23.
We also ran scalability for experiments for both AM and FM algorithms. The results for these are very similar to the GM algorithm, though individual per item processing times are slightly slower for both AM and FM as compared to GM.
VIII. CONCLUSIONS AND FUTURE WORK
We presented a generic framework for online approximation of time-series data that yields a unified set of algorithms for several popular models: data streams, amnesic approximation, and out-of-order stream approximation. Our framework essentially develops a popular greedy method of bucket-merging into a more generic form, for which we can prove space-quality approximation bounds. When specialized to piecewise linear bucket approximations and commonly used error metrics, such as L 2 or L ∞ , our framework leads to provable error bounds where none were known before, offers new results, or yields simpler and unified algorithms. The conceptual simplicity of our scheme translates into highly practical implementations, as borne out in our simulation studies: the algorithms produce near-optimal approximations, require very small memory footprints, and run extremely fast.
