In this study, a new continuous distribution called the Kumaraswamy Erlang-truncated exponential distribution is introduced and studied. 
Introduction
The knowledge of the statistical distribution any phenomenon follows, greatly improves the sensitivity, efficiency and the power of the test associated with it. Because of this, considerable efforts over the years have been made in the development of large classes of standard probability distributions along with relevant methodologies.
In recent years, new classes of distributions have been proposed by modifying existing distributions using the Kumaraswamy family of generalized distributions proposed by Cordeiro and de Castro [1] to cope with bathtub failure rates. Among these are: Kumaraswamy linear exponential distribution [8] , Kumaraswamy exponentiated Pareto distribution [2] and Kumaraswamy generalized gamma distribution [9] . The Kumaraswamy family has similar properties as the beta-G distribution (see [4] ) but has some advantages in terms of tractability, since it does not involve any special function such as the beta function.
In this paper, we combine the works of Kumaraswamy [6] and Cordeiro and de Castro [1] to derive the mathematical properties of a new model, called the Kumaraswamy Erlang-truncated exponential (Kw-ETE) distribution. The Erlang-truncated exponential (ETE) distribution was developed by El-Alosey [3] . A non-negative random variable X is said to have the ETE distribution with shape parameter 0 > β and scale parameter 0 > λ if its probability density function (PDF) is given by ( ) 
Kumaraswamy Erlang-truncated Exponential (Kw-ETE) Distribution
A non-negative random variable X has a Kw-ETE distribution with (6) respectively. The reverse hazard has been shown to play a useful role in reliability analysis (see [5] 
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Kw-ETE
From the figures, it is obvious that the PDF can be decreasing or unimodal and the hazard can exhibit decreasing, increasing or constant failure rates. 
where ( ) ⋅ Γ is the gamma function. Since
for , 0 > x using the series expansion (8) 
is an integer, the j stops at ( ) .
Statistical Properties
In this section, the statistical properties of the newly developed distribution were derived.
Quantile, median and mode
The characteristics of a distribution such as the median, skewness and kurtosis can be studied through the quantile function of the distribution. The quantile function of a distribution can also be used to generate random numbers from the distribution. The
is straightforward and to be computed by inverting (3).
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which is used for data generation from the
The random variable p is uniformly distributed on the ( )
interval. Using (10), the median of the
The mode, which is defined as the maximum value of the PDF, denoted by 0 x can be obtained by numerically solving the following non-linear equation (12) since it is not possible to obtain the explicit solution in the general case:
For different special cases, the explicit form may be obtained: 
Proof. Let X be a random variable having density function (4) . The rth non-central moment of 
This completes the proof.
The mean of the random variable X is obtained by putting 1 = r in (13).
Hence, the mean is
The second non-central moment of the random variable X is obtained by putting 2 = r in (13). Hence, the second non-central moment is
The variance of the random variable X is given by
Based on the first four non-central moments of the 
Moment generating function
In this subsection, the moment generating function of a random variable
Proof. The moment generating function is obtained using the definition 
Incomplete moment
In this subsection, the incomplete moment for a random variable X having a
The incomplete moment is useful in calculating the mean and median deviations, and measures of inequalities such as the Lorenz and Bonferroni curves.
where
is the lower incomplete gamma function.
Proof. Let X be a random variable having density function (4). The incomplete moment of the
Using (9), Using similar concept for proving the moments 
Mean and median deviations
The amount of scatter in X is evidently measured by the totality of deviations from the mean and median. They are known as the mean deviation and median deviation defined by
and ϕ is the median of X. The measures ( )
Inequality measures
The Lorenz and Bonferroni curves have many applications not only in economics to study income and poverty but also in other fields like reliability, medicine and insurance. The Lorenz curve,
can be defined as the proportion of total income volume accumulated by those units with income lower than or equal to the volume, and the Bonferroni curve,
is the scaled conditional mean curve, that is the ratio of group mean income of the population.
Proposition 4. If a random variable X has a
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Proof. By definition, the Lorenz curve can be obtained using the relationship ( ) ( ) 
Proof. The proof can easily be obtained from the relationship
is the CDF. This completes the proof.
Entropy
Statistical entropy is a probabilistic measure of uncertainty or ignorance about the outcome of a random experiment and is a measure of reduction in that uncertainty. Various entropy and information indices exist, among them the Rényi entropy has been developed and used in many disciplines and context. For a random variable X having a PDF ( ), 
Proof. Using (24), the Rényi entropy is given by 
Using the binomial expansion, (26) can be written as
)
Reliability
The estimation of reliability is important in stress-strength models. If 1 X is the strength of a component and 2 X is the stress, then the component fails when .
Then the estimation of the reliability of the component R is ( ). 
Proof. Using (27), 
Using the binomial series expansion, (27) can be written as 
Probability weighted moments
In this subsection, the probability weighted moments (PWMs) of the 
Distribution of Order Statistics
In this subsection, the PDF of the ith order statistic was derived. Let 
are the CDF and PDF given by (3) and (4), respectively, and ( )
is the beta function. Since
by using the binomial series expansion of
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Remark. The proof for Proposition 9 can be derived by using the concept for the rth non-central moment of the Kw-ETE distribution.
Estimation and Inference
In this section, the method of maximum likelihood estimation was established for estimating the parameters of the Kw-ETE distribution 
. 1
Under conditions that are fulfilled for parameters in the interior of the parameter space but not on the boundary, the asymptotic distribution of ( ) 
Simulation
Simulation studies were performed in this section to investigate the performance of the accuracy of point estimates of Table 5 displays the parameter estimates of the various models with their standard errors in bracket. It was obvious that the Kw-ETE distribution performs better than the other candidate models since it has the highest log-likelihood value and smallest AIC value. 
Conclusion
We introduced and studied a new lifetime model called the Kumaraswamy Erlang-truncated exponential distribution. The structural properties of this new model, including the expressions for the moments, moment generating functions and order statistics were derived. The method of maximum likelihood was employed for estimating the model parameters. We demonstrated the application of the new model using real data set. The new model provided a better fit than its sub-models and other competing models. It is our hope that the new model will attract wider application in different areas such as engineering and economics.
