A semi-empirical model is presented that describes the distribution of Active Galactic Nuclei (AGN) on the cosmic web. It populates dark-matter halos in N-body simulations (MultiDark) with galaxy stellar masses using empirical relations based on abundance matching techniques, and then paints accretion events on these galaxies using stateof-the-art measurements of the AGN occupation of galaxies. The explicit assumption is that the large-scale distribution of AGN is independent of the physics of blackhole fueling. The model is shown to be consistent with current measurements of the two-point correlation function of AGN samples. It is then used to make inferences on the halo occupation of the AGN population. Mock AGN are found in halos with a broad distribution of masses with a mode of ≈ 10 12 h −1 M and a tail extending to cluster-size halos. The clustering properties of the model AGN depend only weakly on accretion luminosity and redshift. The fraction of satellite AGN in the model increases steeply toward more massive halos, in contrast with some recent observational results. This discrepancy, if confirmed, could point to a dependence of the halo occupation of AGN on the physics of black-hole fueling.
INTRODUCTION
In the current paradigm of structure formation the initial fluctuations in the density field of the dark matter distribution amplify with time and gravitationally collapse to form an evolving population of dark-matter halos. These are the sites where baryonic matter can condense and form lightemitting structures, such as galaxies, that can be traced by their electromagnetic radiation. In this picture, the relation between dark and luminous matter provides insights onto the baryonic physics that are relevant to the formation of stars, the assembly of galaxies and perhaps the growth of the supermassive black-holes at their centres.
In recent years diverse statistical methods have been developed to study the relation between dark-matter and galaxy stellar mass or luminosity. The two-point correlation function of galaxies has been extensively used in the literature to measure the halo occupation distribution of galaxies at fixed stellar mass or luminosity threshold (e.g. Berlind & E-mail: age@noa.gr Weinberg 2002; Zehavi et al. 2005; Zheng et al. 2005 Zheng et al. , 2007 Wake et al. 2011) . The weak lensing signal of background galaxies in the vicinity of well-selected samples of foreground galaxies provides a direct measure of the dark-matter halo mass distribution in bins of galaxy stellar mass or luminosity (e.g. Mandelbaum et al. 2006; Leauthaud et al. 2011 Leauthaud et al. , 2012 Velander et al. 2014; Hudson et al. 2015) . Abundance matching methods, whereby a monotonic relation is assumed between dark-matter halo mass and galaxy stellar mass or luminosity, have also been successful in describing the link between dark and luminous matter over a wide range of masses and redshifts (e.g. Moster et al. 2010; Behroozi et al. 2010 Behroozi et al. , 2013b Moster et al. 2017 ). The results from the studies above have been discussed in the context of mechanisms for the supply of gas onto galaxies, the overall efficiency of starformation at different environments and redshifts as well as models for quenching the star-formation in galaxies.
Feedback from Active Galactic Nuclei (AGN) is one of the processes that could modulate the star-formation in galaxies and possibly imprint its signature on the observed dark vs luminous matter relation. In that respect, the en-vironment of AGN, i.e. the mass distribution of the darkmatter halos in which they live, may provide important clues on baryonic physics. There are indeed suggestions in the literature that the large-scale environment of active black-holes contains information on the impact of AGN winds on galaxies , the triggering mechanism of the observed nuclear activity (Hopkins et al. 2007; Allevato et al. 2012) , and the physics of black-hole fueling (e.g. Fanidakis et al. 2013; Koutoulidis et al. 2013; Krumpe et al. 2015) . It is also recognized however, that important covariances exist between galaxy properties (e.g. star-formation rate, stellar mass) and position on the cosmic web (e.g. Coil et al. 2008; Zehavi et al. 2011; Cochrane et al. 2018) . When studying the environment of AGN the impact of their host galaxies on the observed signal needs to be accounted for in order to isolate a possible connection between dark-matter halo mass and accretion events onto supermassive black holes (Li et al. 2006; Georgakakis et al. 2014a; Leauthaud et al. 2015; Mendez et al. 2016) . Controlling for these effects is not trivial. In the case of UV-bright QSOs for example, it is challenging to disentangle the stellar light of the underlying host galaxy from the AGN emission and hence, infer in an unbiased manner properties such as star-formation rate and stellar-mass (e.g. Ciesla et al. 2015) . These effects can be mitigated in the case of moderate luminosity and/or obscured AGN, such as those selected at X-ray wavelengths (Brandt & Alexander 2015) . The challenge in this case however, is the small number statistics that plague X-ray AGN samples to date and hamper detailed modeling of the mass distribution of their dark-matter halos . This issue will be addressed by the flow of new X-ray data from the eROSITA telescope (Merloni et al. 2012 ) and longer term the Athena X-ray Observatory (Nandra et al. 2013) . Although these missions will substantially improve the signal-to-noise ratio of clustering measurements, e.g. via the two-point correlation function, concerns have been raised on whether this is sufficient to provide meaningful constraints on the darkmatter halo-mass distribution of the AGN populations. Recent studies that use the largest samples of UV/optically selected QSOs to date (≈ 10 4 − 10 5 objects) suggest that the standard Halo Occupation Distribution model suffers significant degeneracies for this type of sources Rodríguez-Torres et al. 2017) . It is shown that very different HOD models are consistent with the two-point correlation function measurements. This suggests that independent observations must supplement the two-point correlation function statistic to constrain the halo-mass distribution of AGN (Leauthaud et al. 2015) and/or new modelling approaches need to be developed to aid the interpretation of the data. This paper presents a new semi-empirical model for the large-scale distribution of AGN, which can be used to compare against observational results, make realistic predictions for the clustering signal expected in future experiments and test observational selection effects and biases. The semiempirical model is built upon the fundamental assumption that the clustering of AGN mirrors that of their host galaxies, i.e. there is no physical connection between accretion events and position on the cosmic web. This is motivated by recent results that highlight the importance of the hostgalaxy properties of AGN for understanding their large-scale distribution (e.g. Leauthaud et al. 2015) . The strong assumption above is also tested in our work by comparing the predictions of our semi-empirical model with observations of the large-scale distribution and halo occupation of X-ray selected AGN and UV-bright QSOs. The construction of our model uses the latest observational results on the galaxy occupation of accretion events (Georgakakis et al. 2017b; Aird et al. 2018) . This step resembles studies that populate the stellar mass function of galaxies with AGN using parametric models for the specific-accretion rate distribution of active black-holes (Aird et al. 2013; Caplar et al. 2015; Bernhard et al. 2018) . What differentiates our model from these works is that we couple empirical specific accretion-rate distributions with large N-body simulations (Klypin et al. 2016) that follow the assembly and evolution of dark-matter halos within a cosmological volume. This latter step allows placing AGN on the cosmic web and constructing a model of their large-scale distribution. In that respect our methodology is similar to that developed by Conroy & White (2013) to explore the relationship between quasars, galaxies, and darkmatter halos. The utility and predictive power of such approaches can be demonstrated by generating realistic mock catalogues for upcoming observational programmes, such as the eROSITA X-ray sky (Comparat et al. in prep.) , to quantify the expected level of uncertainties and test systematics in AGN clustering studies.
Throughout we adopt a flat Λ-CDM cosmology with parameters similar to the Planck 2015 results (Planck Collaboration et al. 2016) , ΩM = 0.307, ΩΛ = 0.693, H0 = 67.77 km s −1 Mpc −1 . The exact choice of values is imposed by the N-body simulations used in our work (MulitDark Klypin et al. 2016; Comparat et al. 2017 ). All distancedependent quantities are parametrized by h = H0/100.
METHODOLOGY
The method we follow to construct mock catalogs of AGN and study their clustering properties is based on empirical relations and builds upon three recent key developments. The proliferation of large volume and high resolution cosmological N-body simulations that describe the assembly of dark-matter halos in the Universe (e.g. Riebe et al. 2013 ). The progress made on semi-empirical models that associate galaxies with their dark-matter halos (e.g. Behroozi et al. 2013b) , and the state-of-the-art observational constraints on the incidence of AGN in galaxies (e.g. Aird et al. 2018; Georgakakis et al. 2017b) . The construction of the semi-empirical model for the distribution of AGN on the cosmic web is graphically demonstrated in Figure 1 .
Among the different models that have been developed to link galaxies with dark matter halos, the semi-empirical abundance matching approach (e.g. Kravtsov et al. 2004; Vale & Ostriker 2004) has the advantage that with a relatively small number of parameters can populate halos with galaxies in a manner that is consistent with observational measurements of the halo vs stellar mass relation (e.g. Leauthaud et al. 2012; Hudson et al. 2015; Coupon et al. 2015; Ishikawa et al. 2017; Cowley et al. 2018) . The method assumes that each dark-matter halo contains a single galaxy with stellar mass (or luminosity) that is monotonically related to halo mass. N-body simulations provide information on the evolution and spatial distribution of dark-matter halos within cosmological volumes. The abundance-matching (Klypin et al. 2016; Comparat et al. 2017 ) at a snapshot redshift z = 0.75. It shows the positions of particles (e.g. left-top panel: dark matter halos; middle-top panel: galaxies; top-right panel: AGN) within the simulation box. Each particle in the simulation is represented by a dot (top-left panel: dark matter halos are shown with black; top-middle panel: galaxies are plotted in blue; top-right panel: AGN are shown in red). Darker regions mark a high density of particles, i.e. rich environments in the simulation. The construction of the AGN semi-empirical model proceeds from left to right in this graphical representation: dark-matter halos (black dots in the top-left panel) in the simulation box are populated with galaxies (blue dots in the top-middle panel) using empirical relations between dark-matter halo mass and stellar mass (e.g. Behroozi et al. 2013b) . Accretion events are then distributed in these galaxies using observationally determined probabilities that a galaxy with a given stellar mass hosts an AGN with a given accretion luminosity (e.g. Georgakakis et al. 2017b; Aird et al. 2018) . The feature of this approach is that it starts from the simulated mass function of dark-matter halos in the Universe (red-dashed curve in bottom-left panel) and reproduces by construction the observed stellar mass function of galaxies (middle-bottom panel: blue circles are observations from Moustakas et al. 2013, red-dashed curve is the model), and the luminosity function of AGN (right-bottom panel: blue points are observations from Georgakakis et al. 2017b , red-dashed is the simulation).
method populates these halos with stellar masses by requiring that the statistical properties of the resulting mock galaxy population (e.g. stellar mass function at given epoch, specific star-formation rates, cosmic star-formation history) match the plethora of observational data currently available (Moster et al. 2010; Behroozi et al. 2010 Behroozi et al. , 2013b Moster et al. 2017) . Statistical and systematic effects may also be accounted for, e.g. uncertainties in the determination of stellar masses from observations, or the scatter between stellar mass and halo mass (e.g. Moster et al. 2010; Behroozi et al. 2010) . The mock galaxy catalogues produced via the abundance-matching methods above reproduce by construction the observed galaxy stellar-mass function evolution.
Large extragalactic survey programmes (e.g. Brandt & Hasinger 2005) that combine information from different parts of the electromagnetic spectrum have made possible the identification of large samples of AGN and the determination of key properties of their host galaxies, such as the stellar mass and the star-formation rate (e.g. Brandt & Alexander 2015) . This data have recently been used to estimate the specific accretion-rate distribution of AGN, which measures the probability of a galaxy hosting an active nucleus with specific accretion-rate λ (e.g Bongiorno et al. 2012 Bongiorno et al. , 2016 Aird et al. 2012 Aird et al. , 2018 Georgakakis et al. 2017b) . The latter quantity is defined as the ratio between the instantaneous AGN accretion-luminosity and the stellar mass of its host galaxy. Under certain assumptions, the specific accretion rate can be viewed as a proxy of the Eddington ratio of the active black hole. The specific accretion-rate distribution of AGN provides an empirical tool to populate galaxies within a cosmological volume with specific accretion rates and hence, accretion luminosities. A feature of this approach is that the AGN luminosity function in the resulting mock catalogs matches the observed one.
In this work we use the abundance-matching approach to populate the dark matter halos of cosmological N-body simulations with galaxies. These are then assigned accretion luminosities using observed specific-accretion rate distributions from the literature. The key assumption of the method is that there is no direct physical connection between the incidence of AGN and their position on the cosmic-web, apart from any indirect and possibly weak correlations imposed by the stellar-mass dependence of the adopted specific accretion-rate distributions (see Section 2.2). Comparison of the X-ray luminosity function of AGN derived from observational data and the semi-empirical simulations described in the text. The lower and upper set of panels correspond to the AGN mock catalogues derived from the SMDPL and MDPL2 simulation boxes, respectively. The redshift of each simulation box is indicated on individual panels. The black-shaded regions in each panel are the observationally determined non-parametric X-ray luminosity functions of Georgakakis et al. (2017b) . These have been derived for the redshift intervals z = 0.0 − 0.5, 0.5 − 1.0 and 1.0 − 1.5 and are plotted at the relevant redshift panel. The extent of the shaded regions corresponds to the 90% confidence interval of the AGN space-density, φ(L X , z). The red and blue curves use the Aird et al. (2018) and the Georgakakis et al. (2017b) specific accretion-rate distributions respectively, to populate mock galaxies with AGN.
We acknowledge concerns on the ability of abundance matching methods to reconstruct accurately the observed correlation function of stellar-mass selected galaxy samples (Campbell et al. 2018 ). This discrepancy becomes more pronounced toward lower stellar masses (log[M /h −2 M ] < ∼ 10.5) and smaller scales ( < ∼ 1 Mpc). It is attributed to the low fraction of satellite galaxies produced by most abundance matching methods resulting in an underestimation of the correlation function compared to observations. Although this is an issue for the small-scale clustering of AGN predicted by the model, the impact of this effect on our analysis is likely to be moderate. AGN are typically associated with massive galaxies close to and above the knee of the stellar mass function, log[M /h −2 M ] > ∼ 10.5 (Georgakakis et al. 2017b; Aird et al. 2018) , where the discrepancies between the correlation function of abundance matching methods and observations are less pronounced or almost disappear. The preference of AGN for massive galaxies is not physical but a selection effect linked to the steepness of the specific-accretion rate distributions and the shape of the galaxy stellar mass function (e.g. Aird et al. 2013 ).
N-body simulations
We use dark-matter halo simulations from the MultiDark 1 project (Riebe et al. 2013) , which currently provides the largest publicly available set of high-resolution and largevolume N-body simulations. These simulations use 3840 3 particles in a flat ΛCDM cosmology that is consistent with Planck 2015 results (Planck Collaboration et al. 2016 ) and has cosmological parameters ΩM = 0.307, ΩΛ = 0.693, Ω b = 0.048, ns = 0.96, h = 0.6777 and σ8 = 0.8228. Two independent sets of simulations with different volumes are used to explore the impact of mass-resolution effects on the results and conclusions. The Small MultiDark-Planck (SMDPL) simulations have a comoving periodic-box side of 400 h −1 Mpc and a mass resolution of 9.63 × 10 7 h −1 M . The MultiDark-Planck 2 (MDPL2) simulations have a bigger box size, 1000 h −1 Mpc on the side, and a mass resolution of 1.51 × 10 9 h −1 M . Details on the SMDPL and MDPL2 simulations can be found in Klypin et al. (2016) and Comparat et al. (2017) . The Rockstar halo finder (Behroozi et al. 2013a ) has been applied to the SMDPL and MDPL2 simulations to identify halos and flag those (sub-halos) that lie within the virial radius of a more massive host-halo. In the rest of the paper, the mass of a dark matter halo, MDM , is defined as the virial mass in the case of host halos and the peak progenitor virial mass for sub-halos. In the analysis that follows we use three simulation snapshots that correspond to redshifts z = 0.25, 0.75 and 1.25. They are chosen to cover the redshift interval with the most observational measurements of the AGN clustering.
We use the galaxy-halo model of Behroozi et al. (2013b) to populate dark matter halos with stellar masses and generate mock galaxy catalogues (see Fig. 1 ). The virial mass is used as proxy of the stellar mass in the case of host halos and the corresponding central galaxies. In sub-halos the peak progenitor virial mass is used to estimate the stellar mass of satellite galaxies. The Behroozi et al. (2013b) parametric model estimates the median stellar mass at fixed dark-matter halo mass and redshift. The scatter in the stellar mass at a given dark matter halo mass is also included in our analysis. Random and systematics uncertainties that affect observationally determined galaxy stellar masses are also parametrised and added to the model-derived stellar masses.
Specific Accretion-Rate Distribution
The specific accretion-rate distributions of AGN estimated by Georgakakis et al. (2017b) and Aird et al. (2018) are independently used to assign accretion luminosities to the mock galaxies produced via the abundance-matching approach described in the previous section. In both studies the specific accretion-rate, λ, is proportional to the quantity LX /M , i.e. the X-ray luminosity of AGN normalised to the stellar mass of their host galaxies. This quantity can be measured directly from observations and provides an estimate of how much X-rays per unit stellar mass are emitted by galaxies. The ratio LX /M is scaled according to the relation λ = 25 LX (2 − 10 keV) 1.26 × 10 38 0.002M ,
where LX is units of erg/s and M is in solar units. This to make λ resemble the AGN Eddington ratio, under the assumptions of a fixed AGN bolometric correction (the 25 factor in the equation above) and a linear scaling relation without scatter between stellar mass and black-hole mass (MBH = 0.002 M ). Any deviations from the above assumptions modify the correspondence between the observed LX /M ratio and the Eddington ratio and are absorbed by the overall shape of the inferred specific accretion-rate distributions. Georgakakis et al. (2017b) found that the introduction of a scatter in the black-hole/stellar mass relation or of luminosity-dependent AGN bolometric corrections changes only mildly the basic characteristics of the inferred specific accretion-rate distribution. Quantities such as the AGN stellar-mass function at fixed LX , which is relevant to the present study because of the M − MDM relation (see previous section), remain largely unchanged. Therefore the choice of the scaling factor in Equation 1 is a second order effect to the results presented in this paper. Next we provide the most salient details of the estimation of the AGN specific accretion-rate distributions used in our work. The reader is referred to the two relevant publications, Georgakakis et al. (2017b) and Aird et al. (2018) , for additional information. Georgakakis et al. (2017b) presented non-parametric estimates of the specific accretion-rate distribution of X-ray selected AGN. Their starting point were deep/pencil-beam and shallow/wide-area X-ray survey data, which trace accretion events onto supermassive black holes at the centres of galaxies. These were combined with stellar masses for the host galaxies of individual X-ray sources. These are estimated using the cigale code (Boquien et al. 2018 ) to fit AGN templates (Ciesla et al. 2015) and stellar population models to the broad-band photometry of X-ray sources and decompose the observed Spectral Energy Distributions into stellar and AGN emission. A Bayesian inference methodology was developed to constrain the non-parametric model of the specific accretion-rate distribution of AGN, by requiring that its convolution with the (fixed) galaxy stellar-mass function yields the observed number of X-ray sources in bins of luminosity, redshift and stellar mass. A key feature of the Georgakakis et al. (2017b) work is that systematic and random errors in e.g. photometric redshifts, X-ray luminosities and stellar masses, were accounted for in the analysis. The majority of X-ray sources used in that study were selected in the 0.5-8 keV energy band. In the present work we use the specific accretion-rate distributions inferred by Georgakakis et al. (2017b) that depend on both redshift and galaxy stellar mass. Aird et al. (2018) determined the specific accretion-rate distribution of AGN using a very different approach. Their starting point were large and deep nearinfrared selected photometric galaxy catalogues, for which stellar masses and star-formation rates for individual sources were estimated using the fast code (Kriek et al. 2009 ) to fit AGN and galaxy templates to the observed UV-to-NIR spectral energy distributions. X-ray observations were then used to assess the mean X-ray properties in the 2-10 keV spectral band of galaxy samples binned in redshift, stellar mass and star-formation rate. The observational constraints were fed into a flexible Bayesian mixture model to determine in a non-parametric fashion the corresponding specific accretionrate distributions as a function of cosmic time and galaxy physical parameters (both stellar mass and star-formation rate). The Georgakakis et al. (2017b) and Aird et al. (2018) studies overlap somewhat in the X-ray data they use, but the methods adopted to constrain the AGN specific accretionrate distributions are quite different. They also differ in the X-ray energy band they extract information from (i.e. 0.5−8 vs 2 − 10 keV) and the number of parameters on which the specific-accretion rate is allowed to depend on , also includes star-formation rate). Despite these differences there is good agreement between the specific-accretion rate distributions estimated in the two independent studies (see Appendix of Georgakakis et al. 2017b ). The simulation snapshots at redshifts z = 0.25, 0.75 and 1.25 are associated with the specific accretion-rate distributions estimated by Georgakakis et al. (2017b) and Aird et al. (2018) in the redshift bins z = 0.0 − 0.5 2 , 0.5 − 1.0, 1.0 − 1.5, respectively. The assignment of accretion luminosities to mock galaxies is a stochastic process. Each mock galaxy with stellar mass M in a simulation box that corresponds to redshift z is assigned a specific accretion-rate, λ, that is drawn randomly from the observationally determined specific accretion-rate distributions. In this process no distinction is made between central and satellite galaxies. In the case of the Aird et al. (2018) specific accretion-rate distribution we account for the dependence on the star-formation rate by splitting the mock galaxies into star-forming and quiescent in a probabilistic way by adopting the passive galaxy fraction at fixed stellar mass and redshift parametrised by Brammer et al. (2011) . This fraction is measured for galaxies with stellar masses M > ∼ 10 10 M . For simulated galaxies less massive than this approximate limit we extrapolate the analytic relation of Brammer et al. (2011) . The specific accretion rate associated with a galaxy is then converted to accretion luminosity at Xray wavelengths via Equation 1, i.e. this conversion is internally consistent with the definition of λ in Georgakakis et al. (2017b) and Aird et al. (2018) . Because of the shape of the specific accretion-rate distributions, which decrease rapidly with increasing λ, the majority of mock galaxies are assigned low specific-accretion rates, which in turn translate typically to AGN luminosities LX < 10 39 erg s −1 . Both the Georgakakis et al. (2017b) and the Aird et al. (2018) studies use the X-ray emission as AGN diagnostic and therefore their specific accretion-rate distributions reproduce the AGN Xray luminosity function at different redshifts. This is demonstrated in Figure 2 , which compares the X-ray luminosity function inferred from the AGN mocks with observational measurements. The level of agreement between the observed and the simulated luminosity functions in Figure 2 is limited by differences in the galaxy stellar-mass function adopted by the abundance-matching model of Behroozi et al. (2013b) and the observational studies of Georgakakis et al. (2017b) and Aird et al. (2018) . The flattening at LX < ∼ 10 42 erg s −1 of the reconstructed X-ray luminosity function using the Aird et al. (2018) specific accretion-rate distributions is related to the way these authors correct for the X-ray emission associated with the formation of new stars in galaxies rather than accretion events onto a supermassive black-hole (Aird et al. 2017) . In any case the position of the turnover is close to the luminosity cut typically adopted by observers to select clean AGN samples and avoid contamination from starforming galaxies. The different energy bands used by Georgakakis et al. (2017b, mostly 0.5-8 keV) and Aird et al. (2018, 2-10 keV) are also responsible to some level for the variations in the reconstructed X-ray luminosity functions derived by using the specific accretion-rate distributions from these works.
RESULTS

The 2-point correlation function of mock AGN
We first explore how the large-scale distribution of simulated AGN compares with observational results. A forwardmodeling approach is adopted for this exercise. Mock observations that mimic real data are generated by the model and are then used to estimate the same quantities that observers measure to quantify the clustering of AGN. The comparison is with observational studies that select AGN at both X-ray and UV/optical wavelengths, with emphasis on the former. This is because observations at high energies sample active supermassive black holes in galaxies with a wide range of accretion luminosities and redshifts (e.g. Brandt & Alexander 2015) , and hence provide information on the luminosity dependence of the AGN clustering over a range of cosmic times. Also, the selection function of X-ray surveys is relatively easy to quantify and reproduce in simulations to control against potential sample-selection biases. The statistic we use as diagnostic of the AGN clustering is the 2-point correlation function that has been extensively used in the observational literature. Many observational studies choose to infer the clustering properties of AGN by estimating the 2-point crosscorrelation function with a tracer population of galaxies (e.g. Coil et al. 2009; Krumpe et al. 2012; Mountrichas et al. 2013) . The motivation for this choice is practical. Random and cosmic-variance errors are minimised when estimating the cross-correlation of a typically sparse and small X-ray AGN sample with a larger tracer-sample of galaxies (e.g. Coil et al. 2007 ). The calculation of the AGN/galaxy crosscorrelation function in simulations requires knowledge on the halo distribution of both the AGN and the galaxies. For the latter population this is possible if there is observational constraints on its Halo Occupation Distribution (HOD), which can then be applied to the dark matter halos in the simulated box to create tracer galaxy mocks.
We compare the simulation results with observational studies on the AGN/galaxy cross-correlation function, for which information on the HOD of the galaxy tracerpopulation is available. Miyaji et al. (2011) estimate the cross-correlation function between the AGN in the RASS Krumpe et al. (2012) . The red curve corresponds to the simulated data described in the Appendix C. The width of the shaded regions correspond to the 1 σ uncertainties determined using jackknife resampling. The mock AGN catalogue is constructed using the Georgakakis et al. (2017b) specific accretion-rate distributions.
(ROSAT All Sky Survey Voges et al. 1999 ) and the SDSS Luminous Red Galaxies (LRGs Eisenstein et al. 2001 ) with g-band absolute magnitude Mg < −21.2 mag in the redshift interval z = 0.16 − 0.36. Krumpe et al. (2012) built on the work of Miyaji et al. (2011) to estimate the crosscorrelation function between RASS AGN and galaxies in the redshift interval 0.06 < z < 0.5. Here we focus on the Krumpe et al. (2012) results that use the Main Galaxy Sample of the Sloan survey (Strauss et al. 2002) at redshifts 0.06 < z < 0.16. Mountrichas & Georgakakis (2012) also use the Main Galaxy Sample of the SDSS to study the clustering of low and moderate luminosity AGN (LX ≈ 10 42 erg s −1 ) in the serendipitous XMM/SDSS survey (Georgakakis & Nandra 2011). Mountrichas et al. (2016) cross-correlated AGN selected in the equatorial field of the shallow XMM-XXL survey (Pierre et al. 2016; Liu et al. 2016 ) with galaxies from the VIPERS (Vimos Public Extragalactic Survey, Guzzo et al. 2014 ) sample in the redshift interval z = 0.5 − 1.2. In addition to the X-ray AGN samples above we also compare the mocks with the observed clustering properties of the UV-bright QSO sample presented by . They measured the cross-correlation function between SDSS-DR7 QSOs (Schneider et al. 2010 ) and the SDSS-DR10 CMASS galaxies (i.e. "constant mass", Dawson et al. 2013) in the redshift interval z = 0.3 − 0.9.
The reproduction in the simulations of the selection function of the AGN and galaxy samples above requires redshift information for individual mock sources, i.e. distances from a fiducial observer. For that purpose the simulation boxes need to be projected to the sky to produce light-cones (Georgakakis & Nandra 2011) . The redshift interval of the two samples is 0.02 < z < 0.2. The datapoints are the observational results presented by Mountrichas & Georgakakis (2012) . The red curve is the cross-correlation function of the simulated XMM/SDSS AGN and SDSS Main galaxy sample described in Appendix C. The width of the shaded regions correspond to the 1 σ uncertainties determined using jackknife resampling. The mock AGN catalogue is constructed using the Georgakakis et al. (2017b) specific accretion-rate distributions.
(e.g. Fosalba et al. 2008) , which can then be treated as mock observations of the Universe. Appendices A to D describe the construction of the light cones from the simulation boxes for the AGN and galaxy samples described above, RASS-AGN and SDSS-LRGs or SDSS Main Galaxies, XMM-XXL AGN and VIPERS galaxies, XMM/SDSS AGN and SDSS Main Galaxies, SDSS-DR7 QSOs and CMASS galaxies. There are discrepancies between the redshift distribution of mock and observed AGN for some of the samples above (XMM/SDSS, Krumpe et al. 2012 sample) , which indicate residual selection effects that are not accounted for by our methodology (e.g. X-ray spectral shape, spectroscopic follow-up selections etc). The impact of these discrepancies on the 2-point correlation function is investigated Appendix E and is found to be small. This is because of the relatively narrow redshift range of the samples used in our analysis. Differences in the distribution of redshifts between observations and simulations within these intervals are a second order effect in the wp calculation. The light-cones are used to estimate the projected AGN/galaxy cross-correlation functions in redshift-space. The uncertainties are calculated using the jackknife resampling technique. The simulated light-cone is first split into NJK equal-area subregions (typically 30-100). The correlation function is then estimated NJK times from the NJK − 1 subregions, i.e. by excluding one subregion at a time. The NJK correlation functions are then used to determine the corresponding co-variance matrix (e.g. Krumpe et al. 2010 ). The uncertainties of the projected correlation Figure 3 -7 is remarkable and shows that the mock catalogues of Section 2 are consistent with at least a subset of the current observational constraints on the large-scale distribution of X-ray selected AGN and UV-bright QSOs at z < 1. Therefore the scheme of populating dark-matter halos with galaxies and then assigning them accretion luminosities based on empirical relations generates AGN populations with realistic clustering properties, as measured by the two-point correlation-function statistic. Next we use the semi-empirical model to explore the halo occupation properties of mock-AGN and make inferences about the real Universe. Figure 8 plots the distribution of mock AGN in the 2-dimensional space of halo mass and X-ray luminosity at different redshift intervals. It shows a broad range of darkmatter halos for the AGN at a given luminosity cut. The median of the distribution is about 10 12 h −1 M and the scatter at fixed luminosity and redshift is ≈ 0.5 − 1 dex in mass. For visualisation purposes we also slice the 2-dimensional space of Figure 8 to generate histograms of the AGN halo-mass at fixed accretion luminosity cuts. These are plotted in Figure 9 . They further demonstrate that the most common environment of mock AGN are halos with masses of about 10 12 h −1 M and that there is a strong tail in the distributions that extends to cluster-scale halo masses, 10 14 − 10 15 h −1 M . These generic trends are independent of AGN accretion-luminosity or redshift. They are also insensitive to the resolution of the dark-matter simulations. Figure 8 also shows that the simulation resolution becomes important for detailed studies of low-luminosity AGN log[LX /(erg s −1 )] < 42.5. At these luminositites the 95th percentile contour of the AGN population in the SMDPL simulations extends to dark-matter halo masses below about 10 11 h −1 M , i.e. the approximate resolution limit of the MDPL2 simulations adopted in this work. A small level of incompleteness is therefore expected in the larger MDPL2 simulations in the case of low-luminosity AGN.
The halo occupation distribution of mock AGN
The distributions plotted in Figures 8 and 9 are modulated by the overall shape of the dark-matter halo-mass function. Dividing this out yields the halo occupation of AGN, i.e. the probability of an accretion event in a halo of a given mass. The distribution of this quantity in the 2-dimensional space of halo mass and accretion luminosity is shown in Figure 10 . The AGN occupation at a given LX -bin in this figure is normalized to a maximum value of unity to make the halo-mass dependence of this quantity clearer. AGN associated with the satellite and central galaxies of a halo are plotted separately. For the former population the probability of an accretion event at fixed accretion luminosity is a monotonic function of parent-halo mass, increasing toward higher masses. The probability of a central AGN at fixed LX -limit also increases with halo mass but then saturates and remains constant above a mass limit that roughly corresponds to 10 12 h −1 M . These trends are reminiscent of the halo occupation of galaxies (e.g. Berlind & Weinberg 2002; Zheng et al. 2005) . We therefore choose to parametrise the AGN occupation using functional forms similar to those adopted in galaxy studies. We define the AGN occupation, N (LX ) | M , as the mean number of AGN brighter than LX in halos of mass M . We assume that this quantity is described by the relation
where Ncen(LX ) | M , Nsat(LX ) | M is the mean number of central and satellite AGN respectively, in halos of mass M and with X-ray luminosities brighter than LX . The normalisation term Knorm is related to the AGN duty-cycle at fixed X-ray luminosity cut and accounts for the fact that contrary to galaxy samples not all halos above a minimum mass host an active nucleus. The semi-empirical model for populating halos with AGN makes no distinction between central and satellites. As a result the two populations are assumed to have the same duty-cycle and are assigned the same overall normalization. The central and satellite AGN occupations are parametrised as (Zheng et al. 2005 )
where the HOD model parameters are log Mmin, σM , α, M0, M1. The shape of the central HOD is modeled as a softened step function with a cutoff mass log Mmin. The parameter σM controls the amplitude of the softening of the step-function profile. The satellite occupation is modeled as a power-law distribution with slope α above the cut-off mass limit M0. The parameter M1 is the normalization of the satellite HOD. Following previous studies (e.g. de la Torre et al. 2013) we assume M0 = Mmin and M1 = fsat Mmin. For galaxy samples fsat is found to be nearly constant and to lie in the range 10-30 (e.g. Zheng et al. 2005; Zehavi et al. 2011) . Based on these assumptions the AGN HOD model is described by five free parameters, Knorm, log Mmin, σM , α and fsat. Figure 11 shows examples of the halo occupation of mock AGN drawn from the MDPL2 simulation boxes and the corresponding parametric fits. It demonstrates that the adopted model parametrisation can adequately describe the halo occupation of mock AGN. Figure 12 presents the bestfit HOD model parameters for mock AGN samples selected from the MDPL2 simulations at different X-ray luminosity cuts and at different redshifts. The results from the SMDPL simulations are consistent with those plotted in Figure 12 and are not shown for the sake of clarity and brevity. There is also overall broad agreement between the HOD model parameters estimated from the mocks that use the Georgakakis et al. (2017b) and Aird et al. (2018) specific accretion-rate distributions respectively. The somewhat different behavior of the HOD parameters in the two realizations at the lowest redshift bin (z = 0.25) of Figure 12 is likely because at these redshifts both the Georgakakis et al. (2017b) and the Aird et al. (2018) samples are limited by small numbers. These translate to systematic differences in the corresponding specific accretion-rate distributions that propagate into the AGN mocks and produce the different behavior of the corresponding HOD parameters in Figure 12 . A striking result from Figure 12 is that the HOD parameters, with the exception of the overall normalisation, are not a strong function of luminosity or redshift. There is some variation of these parameters with LX , particularly for the low-redshift sample, but overall these changes are small. At least to the zero-order approximation the mock-AGN halo occupation can be described by a relatively narrow range of parameters for luminosities in the interval ≈ 10 41 − 10 44 erg/s and redshifts z < 1.5. These findings indicate a weak luminosity and redshift-dependence of the AGN clustering, a trend that is also evident in Figure 8 , where the median dark-matter halo-mass is nearly constant with accretion luminosity and redshift. The strong dependence of the HOD normalization parameter on LX and z in Figure 12 is directly related to the duty-cycle of the accretion process at fixed redshift and luminosity.
It is also worth pointing out that the parameter Mmin of the AGN HOD takes values close to ≈ 10 12 M , thereby indicating that this is the typical environment of accretion events and reiterating earlier conclusions from Figures 8 and 9. These findings contradict observational studies that estimate mean or typical halo masses for X-ray selected AGN in the range log(MDM /M ) = 12.5 − 13.5 (e.g. Coil et al. 2009; Krumpe et al. 2012; Mountrichas & Georgakakis 2012) . This apparent discrepancy is related to the broadness and skewness of the halo-mass distributions for mock AGN in Figures 8 and 9 . Small number statistics force observers to adopt simpler models for the HOD of X-ray selected AGN or model only the 2-halo term of the correlation function to infer the mean bias of the AGN and the corresponding mean dark matter-halo mass. The latter quantities are offset from the mode or the median in the case of a skewed underlying distribution, like the one in Figures 8 and 9 . This point is demonstrated using the effective bias of mock AGN (Baugh et al. 1999) , a quantity that is often used in the literature to approximate the amplitude of the 2-point correlation function that is measured on large scales (2-halo term) by observers. This is defined as
where b(M ) is the bias at a given halo mass estimated using the parametrisation presented by Comparat et al. (2017) , n(M ) is the number density of dark matter halos of mass M , and NAGN(> LX , M ) is the number of AGN that reside in halos of mass M and have 2-10 keV X-ray luminosity brighter than LX . Figure 13 shows the luminosity and redshift dependence of the effective halo mass, i.e that corresponding to the AGN effective bias assuming the model of Comparat et al. (2017) Figure 8 . Also over-plotted in Figure 13 are observational results on the mean halo-mass of AGN compiled from the literature and presented in Table 1 . The model curve is inconsistent with observational measurements that suggest very massive halos for X-ray AGN, log[MDM /M ] > ∼ 13. This apparent discrepancy with some of the data-points in Figure 13 questions the basic assumption of the semiempirical model, i.e the lack of a physical connection between black-hole accretion events and large-scale environment. It is indeed possible that the diverse fueling/triggering mechanisms proposed in the literature to feed the black holes at the centres of galaxies, e.g. mergers (e.g. Di Matteo et al. 2005) , bar-instabilities (e.g. Hopkins & Hernquist 2006) , secular evolution (e.g. Ciotti & Ostriker 2007) , radio-mode accretion (e.g. Croton et al. 2006) , also have an environmental dependence that may imprint detectable signals on the largescale structure of AGN (e.g. Hopkins et al. 2007; Bonoli et al. 2009; Fanidakis et al. 2013) . It should also be emphasized however, that the effective bias calculation in Equation 5 cannot fully capture the non-linear dependence on halo mass of the two-point correlation function statistic. It also does not account for the selection effects of specific samples, e.g. redshift interval, X-ray flux limits. In that respect it is also worth highlighting that some of the discrepant data points in Figure 13 correspond to the samples plotted in Figures  3-6 , which show good agreement between model and observations.
We now turn back to Figure 11 to comment on another feature of the mock-AGN HOD parametric fits, i.e. the prediction for an increasing fraction of satellite AGN toward higher dark matter halo masses. This is quantified by the slope α of the power-law parametrisation of the satellite AGN occupation in Figure 12 , which is found in the range α ≈ 0.6 − 1.2. Such steep slopes are similar to the HODs of galaxy samples and contradict observational results that suggest a flat power-law index α < ∼ 0.6 for the occupation of AGN in massive halos, MDMH > ∼ 10 13 M Allevato et al. 2012) . The level of discrepancy between model and observations is demonstrated in Figures 14 and  15 . Allevato et al. (2012) presented a direct estimate of the AGN occupation in galaxy groups selected at X-ray wavelengths. the level of uncertainty in the determination of the AGN HOD, as well as the aliases between model parameters. Also over-plotted in Figure 15 is the HOD predicted by our semiempirical model for RASS AGN in the light-cones described in Appendix A. The observational constraints plotted in Figures 14 , 15 are interpreted by Miyaji et al. (2011) and Allevato et al. (2012) as evidence that the probability of a halo hosting an AGN is suppressed in high density environments. Such a dependence is not included in the construction of the AGN mocks presented in Section 2 and therefore they do not support flat slopes for the satellite AGN fraction.
In addition to the X-ray AGN samples discussed above, we also explore the HOD of optically selected QSOs in the semi-analytic simulations and observations. Figure 7 plots the halo occupation of the SDSS-DR7 QSOs at a mean redshift of z ≈ 0.55 . This is compared with the expectation from the mocks for an AGN sample that mimics the Shen (2013) selection function (see Appendix D). The observationally derived QSO HOD in Figure 16 has a satellite fraction that increases steeply towards more massive halos, i.e. α ≈ 1, albeit with large errors (≈ ±0.3).
DISCUSSION
We propose an empirical model to populate the dark matter halos of cosmological simulations with active black holes and produce mock catalogues of AGN. Our method is based on empirical relations that associate dark matter halos with galaxy stellar masses. This information is further combined with observationally determined AGN specific accretion-rate distributions to quantify the probability of a galaxy hosting an accretion event. An assumption of our approach is that Figure 12 . Best-fit HOD parameters as function of X-ray luminosity and redshift for the mock AGN in the MDPL2 simulation boxes. Each panel row corresponds to a different parameter of the model that describes the AGN halo occupation. Each panel-column corresponds to the redshift of the MDPL2 simulation boxes, z = 0.25, 0.75 and 1.25. The blue and red shaded regions correspond to the halo occupation parameters derived from the AGN mocks constructed using the Georgakakis et al. (2017b) and Aird et al. (2018) specific accretion-rate distributions. the probability of an accretion event onto supermassive black holes does not depend on environment, i.e. the mass of the dark matter halo that hosts an AGN. Under this assumption the large-scale distribution of AGN is essentially that of galaxies modulated by the specific accretion-rate distribution of active black holes. The resulting mock catalogues reproduce by construction the observed X-ray luminosity function of AGN and its redshift evolution, the stellar mass function of galaxies and the halo vs stellar-mass relation of the galaxies.
Using the semi-empirical model above we populate the MultiDark cosmological simulation with AGN and show that their clustering properties, measured by the two-point correlation-function statistic, are consistent with state-of-the-art observational measurements of X-ray or UV/optically selected samples at different redshifts and accretion luminosities (Figures 3-7) . This agreement, within the error budget of the current observations and simulations, supports the model assumption that the AGN activity (at least in central halo galaxies) and the large-scale environment are unrelated. It also gives us confidence that the semi-empirical model provides a realistic representation of Table 1 . Compilation of halo mass measurements for X-ray selected AGN samples in the literature. (1) The median redshift of the AGN sample; (2) the redshift range of the sample, if available in the relevant publication; (3) the typical dark matter halo mass of the AGN sample estimated via correlation function analysis. The units are h −1 M ; (4) the average 2 − 10 keV X-ray luminosity of the AGN sample in units of h −2 erg s −1 . For samples for which the AGN X-ray luminosity is estimated in an energy interval other than the 2-10 keV band we convert to L X (2 − 10 keV) assuming a power-law X-ray spectrum with photon index of Γ = 1.9; (5) reference to the relevant paper for each AGN sample.
Mountrichas+13
Allevato+11 Coil+09 Figure 13 . Effective dark-matter halo-mass as a function of accretion luminosity for AGN in the MDPL2 mock catalogues constructed using the Georgakakis et al. (2017b) (blue-dashed curves) and Aird et al. (2018) (red dash-dotted curves) specific accretion-rate distributions. The different panels correspond to the simulation boxes at redshifts z = 0.25, 0.75 and 1.25. The Effective dark-matter halo-mass is estimated from the effective bias (equation 5) using the Comparat et al. (2017) parametrisation for the relation between bias and dark-matter halo mass. For comparison the mode of the halo mass distribution is expected to be log[M DM /M ] ≈ 12, i.e. close to the lower limit of the Y-axis in each panel, nearly independent of redshift and luminosity (see Figure 8) . The data-points are measurements of the mean dark matter halo mass of X-ray selected AGN at different redshift and luminosity intervals from the literature (see Table 1 ). Each data-point is plotted at the panel with redshift closer to mean redshift of the AGN sample from which the measurement is taken. the large-scale distribution of AGN and hence, can be used to explore and draw conclusions on the mass distribution of their dark-matter halos. A feature of the semi-empirical model is that the mock AGN are hosted by dark matter halos with a relatively wide range of masses. In Figure 9 the peak of the distribution is at MDM ≈ 10 12 M with a tail extending to MDM > ∼ 10 13 M . This broadness is also mirrored in the HOD of central AGN, which can be described by an error function (softened stepfunction, see Equation 3) with a turnover-mass parameter log Mmin/M ≈ 12 (Figure 12 ). These properties of the mock AGN in our semi-empirical simulations are broadly consistent with observational constraints of the HOD of Xray AGN Allevato et al. 2012 ) and optically selected QSOs (e.g. Richardson et al. 2012; . A broad distribution of halo masses for moderateluminosity X-ray AGN at z < 1 is also proposed by Leauthaud et al. (2015) . They show that the weak-lensing signal of this population is consistent with the assumption that their hosts are drawn from the normal (non-AGN) galaxy population. They then combine the observed stellar-mass and redshift distribution of the AGN sample with the halostellar mass relation of normal galaxies (Leauthaud et al. 2012) to infer a halo mass distribution for the AGN that is similar to Figure 8 . A consequence of the skewness of the AGN halo-mass distribution is that measurements of the typical or mean dark-matter halo mass, inferred by e.g. modeling only the one-halo term of the correlation function, are biased to high values compared to the mode (see Figure  13 ). Observational evidence that the bulk of the X-ray AGN population is associated with moderate size halos and a tail extending to high masses has been presented by Mountrichas et al. (2013) . They showed that the typical/mean halo mass of moderate-luminosity X-ray AGN at z ≈ 1 decreases by 0.5 dex, from log[MDM /h −1 M ] ≈ 13.2 to ∼ 12.7, once a small fraction of sources (5%) associated with galaxy groups (MDM > ∼ 2 × 10 13 M ) is removed from the sample. Observational studies have also investigated the luminosity dependence of AGN clustering with mixed results (e.g. Coil et al. 2009; Krumpe et al. 2012; Koutoulidis et al. 2013; Fanidakis et al. 2013; Mountrichas et al. 2016) . Our semi-empirical model predicts no, or at best a very weak dependence of the AGN clustering on the accretion luminosity. This is very different from galaxy samples, for which there is a well established correlation between dark-matter halo mass and the luminosity of the stars (e.g. Zehavi et al. 2005) . This is because stellar luminosity, particularly at longer wavelengths, correlates with the stellar mass of galaxies. In contrast the AGN accretion luminosities trace only loosely and indirectly the stellar mass of their host galaxies. The quasi power-law form of the observationally- Figure 16 . The halo occupation of SDSS-DR7 QSOs inferred by . The black-dotted and black-dashed curves correspond to the best-fit 5-and 6-parameter HOD models, respectively, adopted by . The light-blue and red shaded regions show the predictions of the AGN mocks constructed using the Georgakakis et al. (2017b) and Aird et al. (2018) specific accretion-rate distributions. These curves are derived from the light-cones described in Appendix D, which are used to estimate the cross-correlation function of Figure 7 . The width of shaded regions corresponds to the 68% uncertainty. This is estimated assuming Poisson statistics for the number of QSOs within a given halo-mass bin. The absolute normalisation of the mock QSO HOD reflects the integrated sky density of mock QSOs and is not important for this comparison, which focus on the shape of the HOD curves. The light-blue and red shaded regions are shifted downward by a factor of two to facilitate the comparison of the shape of these curve with the Shen (2013) HOD-model parametrisations.
derived specific accretion-rate distributions with a steep decrease towards high specific accretion-rates Bongiorno et al. 2012 Bongiorno et al. , 2016 Georgakakis et al. 2017b; Aird et al. 2018) means that AGN at any luminosity cut are preferentially associated with galaxies close to knee of the stellar-mass function (Aird et al. 2013) , i.e. stellar masses Mstar ≈ 10 10 − 10 11 M (Georgakakis et al. 2017b ). This stellar-mass range roughly corresponds to the position of the break of the dark-matter vs stellar mass relation, which occurs at MDM ≈ 10 12 h −1 M over a broad range of redshifts (e.g. Behroozi et al. 2013b) . AGN are therefore expected to be associated with dark matter halos with median mass MDM ≈ 10 12 h −1 M nearly independent of accreion luminosity.
Contrary to the accretion luminosity, it is the AGN host-galaxy stellar mass that is inherently correlated to halo mass in our semi-empirical methodology. This is shown in Figure 17 , which plots stellar vs halo mass at fixed accretion luminosity. The mean halo-mass of the distribution in that figure increases toward higher stellar mass. This property of the model is consistent with recent observational evidence for a dependence of the AGN clustering on the properties of their hosts, such as the stellar mass. Georgakakis et al. (2014b) for example, found that X-ray AGN have similar clustering properties to non-AGN samples of star-forming and quiescent galaxies selected to have similar stellar mass distributions to the AGN hosts. This finding suggests that the level of clustering of X-ray selected AGN samples primarily correlates with the stellar masses of their host galaxies, rather than their instantaneous accretion luminosities. Mendez et al. (2016) showed that the correlation function of infrared, X-ray and radio-selected AGN is similar to that of control non-active galaxy samples matched in stellar mass, star-formation rate and redshift to the AGN. This result further emphasizes the importance of covariances between galaxy properties and the large-scale environment of active black-hole samples selected at different wavebands.
A property of the halo occupation of the AGN that may differentiate them from galaxies, and hence point to blackhole fueling physics, is the halo-mass dependence of the satellite fraction. For galaxy samples the fraction of satellites increases with increasing halo mass. This trend can be parametrised by a power-law distribution with index that typically takes values α ≈ 1 (e.g. Zehavi et al. 2005 Zehavi et al. , 2011 . This may be in tension with some recent observational results that suggest a flatter slope for the AGN population Allevato et al. 2012) , possibly related to the suppression of accretion events in dense environments (e.g. Kauffmann et al. 2004; Popesso & Biviano 2006) . The latter scenario is debated however, e.g. by observations that estimate similar fractions of X-ray selected AGN in clusters (Martini et al. 2007 ) and the field (Haggard et al. 2010) , or clustering studies of optically-selected QSOs that find satellite occupations consistent with a power-law slope of α ≈ 1 (Richardson et al. 2012; ). The semiempirical model presented here does not include any halomass dependent terms for the galaxy occupation of AGN. It is therefore not surprising that the satellite halo-occupation of mock AGN is described by a steep power-law model index, α ≈ 1, comparable to galaxy samples (see Fig.12 ). Nevertheless, the comparison of the model predictions with the observationally determined HODs of in Figures 14, 15 suggests that the level of tension is still small. Improving current constraints on the halo occupation of satellite AGN requires larger samples, particularly at X-rays, to reduce shot-noise in measurements of the 1-halo term of the AGN two-point correlation function, or estimates of the AGN incidence in groups and clusters of galaxies. The eROSITA All Sky Survey will yield a large and homogeneous sample of X-ray selected AGN (≈ 4 × 10 6 , Merloni et al. 2012 ) and has the potential to constrain the 1-halo term behavior of this population. Mock catalogues of the eROSITA X-ray sky and predictions on the expected clustering signal of eROSITA AGN will be presented in a future paper (Comparat et al. in prep.) .
Overall the analysis presented in this work underlines the role of AGN host-galaxy properties, such as stellar mass, for understanding the observed clustering properties of samples of active supermassive black-holes. Disentangling the impact of galaxies on the observed signal is key for interpreting any residuals in the context of black-hole fueling physics and AGN triggering mechanisms. 
SUMMARY AND CONCLUSIONS
A semi-empirical model for the distribution of AGN on the cosmic-web is developed by combining cosmological darkmatter halo simulations with observational estimates of the incidence of accretion events in galaxies. We first show that the model is consistent with current measurements of the two-point correlation function of X-ray AGN samples and then use it to explore the halo-mass distribution of active black holes. The main features of the model are
• Mock AGN are hosted by dark matter halos with a broad range of masses. The mode of the mass distribution lies at MDM ≈ 10 12 M with a tail extending to cluster-size halos.
• The fundamental properties of the mock-AGN halo mass distribution are nearly independent of accretion luminosity and redshift. This translates to a weak luminosity and redshift dependence of the AGN clustering at least to z < 1.5 and for luminosities in the interval LX (2−10 keV) ≈ 10 41 − 10 44 erg/s.
• The halo occupation of the mock AGN at different accretion luminosity cuts can be described by the 5-parameter halo model of Zheng et al. (2005) that is widely used for galaxy samples.
• the incidence of AGN in the central galaxies of halos is independent of the halo mass.
• The AGN satellite fraction in the model increases with increasing halo mass, in a manner similar to galaxy samples. This contradicts some observational studies that suggest that the AGN occupation of satellites is flatter than that of galaxies.
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APPENDIX A: LIGHT CONE FOR LRG AND RASS AGN
In this section we describe the construction of the light cone that includes SDSS Luminous Red Galaxies (LRGs, Eisenstein et al. 2001) and ROSAT All-Sky Survey (RASS, Voges et al. 1999 ) AGN in the redshift interval z = 0.16 − 0.36. The resulting light cone is used to estimate the LRG/RASS-AGN cross-correlation function and compare with the observational results of Miyaji et al. (2011) .
For this application we use the MDPL2 simulation box at redshift z = 0.25. The motivation for the specific snapshot redshift is because it lies close to the middle of the redshift interval of interest, z = 0.16 − 0.36. The halos of the simulation are populated with LRGs using the 5-parameter HOD parametrisation of Zheng et al. (2009, their Appendix B) for galaxies with g-band absolute magnitudes Mg < −21.2 mag. Central halos of the simulation are assigned LRGs based on the central-galaxy halo-occupation probability given by the Zheng et al. (2009) model. The number of satellite LRGs of a halo with a central LRG is assumed to follow a Poisson distribution with expectation value estimated from the HOD model. LRGs are then randomly assigned to the satellites of the central halo identified by the Rockstar finder (Behroozi et al. 2013a) . It is noted that the LRGs are associated with massive halos, > ∼ 10 13 h −1 M , and therefore the resolution of the MDPL2 simulation (particle mass 1.5 × 10 9 h −1 M ) is sufficient to reproduce their clustering properties. Darkmatter halos are further populated with AGN following the methodology described in Section 2.
The simulation box is then projected onto the sky by placing the observer at one of the corners. The resulting light cone covers 1/8 of the sphere. X-ray luminosities in the 2 − 10 keV band are converted to fluxes in the ROSAT 0.1 − 2.4 keV energy interval assuming a powerlaw X-ray spectrum with index Γ = 1.9. The flux cut fX (0.1 − 2.4 keV) = 10 −13 erg s −1 cm −2 , is then applied to the mock catalogue to produce an AGN sample that mimics the RASS selection. The projected cross-correlation function between mock LRGs and RASS AGN in the redshift interval 0.16 < z < 0.36 is estimated by integrating along the line-of-sight direction to scales πmax = 80 h −1 Mpc, i.e. the projection depth adopted by Miyaji et al. (2011) .
APPENDIX B: LIGHT-CONE FOR VIPERS GALAXIES AND XMM-XXL AGN
Cosmological dark-matter halo simulations are used to construct the light-cone that mimics the selection of the VIPERS (Guzzo et al. 2014 ) galaxies and the XMM-XXL AGN Pierre et al. 2016) . This product is then used to estimate the AGN/galaxy cross-correlation function in the redshift interval z ≈ 0.6 − 1.0 and compare with the observational results of Mountrichas et al. (2016) .
For this exercise we choose to use the larger MDPL2 simulation at z = 0.75 to produce a light-cone in the redshift range z ≈ 0.6 − 1.0 using a single snapshot and avoid box repetition. We limit the analysis to halos with masses > ∼ 10 11 h −1 M , which contain at least ≈ 70 dark matter particles. This mass limit is sufficient to study the central-galaxy component of the VIPERS HOD (de la Torre et al. 2013) . We caution that satellite VIPERS galaxies may be associated with halos below this limit. For such systems the MDPL2 simulation is therefore affected by incompleteness. Nevertheless, the VIPERS-galaxy/AGN crosscorrelation function of Mountrichas et al. (2016) is limited to scales > ∼ 1 Mpc, where the 2-halo term dominates the signal. For our purposes it is therefore sufficient to populate only central halos with VIPERS galaxies and ignore the satellite contribution to the cross-correlation function.
The 5-parameter HOD model presented by de la Torre et al. (2013) is used to populate central halos of the MDPL2 simulation with VIPERS galaxies. We first project the simulation on the sphere by aligning the line-of-sight direction along the Z-axis of the simulation box. The centre of the box is offset along the Z-axis by the comoving distance that corresponds to the redshift z = 0.75. The observer is placed at comoving coordinates (X, Y, Z) = (500, 500, 0) h −1 Mpc, i.e. at redshift z = 0. This setup produces a light-cone that extends from redshift z ≈ 0.51 to z ≈ 1.03 without box repetition and provides a field of view of about 450 deg 2 (12 deg radius). Halos at different redshifts are populated with VIPERS galaxies using the parametrisation of de la Torre et al. (2013) for galaxies brighter than the B-band absolute magnitude MB − 5 log(h) = −19.0 mag. Following the methodology of Skibba et al. (2007) central galaxies are assigned an MB based on the relation between the minimum halo-mass parameter of the HOD model, Mmin, and the B-band absolute magnitude given by de la Torre et al. (2013) . Absolute magnitudes are then converted to observed i-band fluxes assuming the Spectral Energy Distribution of the Sb-type galaxies of Ilbert et al. (2009) . The assumption for a single SED for the estimation of k-corrections is for simplicity. The choice of the Sb type is because it is intermediate between passive and star-forming galaxies. It is also worth emphasizing that at z ≈ 0.8 the rest-frame wavelength of the B-band is close to the observers-frame i-band wavelength and hence, the k-correction for the conversion of the MB absolute magnitudes to i-band fluxes is small. The resulting galaxy catalogue is thresholded at i < 22.5 mag to mimic the i-band target selection of the VIPERS.
The halos of the MDPL2 simulation are populated with AGN following the steps of Section 2. X-ray fluxes in the 0.5-2 keV band are estimated from the 2-10 keV luminosities assuming a power-law X-ray spectrum with index Γ = 1.9. The fluxes are then filtered through the XMM-XXL 0.5-2 keV sensitivity curve ) to mimic the selection of the sample used by Mountrichas et al. (2016) . The Xray sensitivity curve measures the probability that a source with a certain flux is detected within the surveyed area. This curve is first normalised to unity. Then, for each mock AGN with flux fX (0.5 − 2 keV) a random number is generated in the interval 0 − 1. If the value of the normalised sensitivity curve at the source flux is larger than the random number, then the source is retained in the mock catalogue.
The sample used by Mountrichas et al. (2016) is also limited to the optical magnitude r ≈ 22.5 mag, because Figure E1 . Redshift distribution of the mock AGN (red curves and histograms) in comparison with the corresponding observed samples (blue curves and blue hatched histograms). The top set of panels plots the cumulative distributions, while the lower panels show the corresponding differential distributions. For the latter the observational and model histograms are normalised to the same area. The simulations corresponding to the Mountrichas et al. (2016) sample (Appendix B) are shown on the left. These are compared with the redshift distribution of the AGN sample presented by Mountrichas et al. (2016) in the interval of the mock light-cone z ≈ 0.6 − 1.0. The KS-test shows that the null hypothesis that the the observed and mock distributions are drawn from the same parent population cannot be rejected at a statistically significant level. The simulations corresponding to the (Krumpe et al. 2012 ) sample (Appendix C) are shown on the right. The mock in this case predicts a higher fraction of AGN at the low-redshift end of the distribution compared to the observations. This paper has been typeset from a T E X/L A T E X file prepared by the author. Figure E2 . The projected cross-correlation function of the RASS AGN and the SDSS Main galaxy sample in the redshift interval 0.07 < z < 0.16. The data-points are the observational results of Krumpe et al. (2012) . The red shaded region corresponds to the simulated data described in the Appendix C of the paper. This is the same as the red shaded region plotted in Figure 4 . The blue hatched region is the correlation function for the mock AGN of Appendix C after resampling their redshifts to match the observed redshift distribution of the RASS AGN used by Krumpe et al. (2012) . The width of the shaded/hatched regions corresponds to the 1 σ uncertainties determined using jackknife resampling.
