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Die Atmospha¨re, als ein Teil des Lebensraumes von Mensch und Natur, ist von grund-
legender Bedeutung fu¨r die Entwicklung des Lebens auf der Erde. Vor dem Hinter-
grund extremer Wetter- und Klimaanomalien in den letzten Jahren und Jahrzehnten
wurde immer sta¨rker die Notwendigkeit erkannt, die grundlegenden Mechanismen von
Klimaschwankungen im System Atmospha¨re beschreiben zu ko¨nnen. Die verbesserte
Kenntnis von Ursachen der Klimaentwicklung ermo¨glicht eine verbesserte Vorhersa-
ge von zuku¨nftigen Klimaa¨nderungen, insbesondere die Einscha¨tzung der Bedeutung
menschlichen Handelns auf das System Atmospha¨re.
Die Vorhersage des Wetters ist aufgrund der chaotischen Dynamik und der ungenau-
en Kenntnisse der Randbedingungen und des Anfangszustandes nur fu¨r wenige Tage
zuverla¨ssig mo¨glich, siehe [Lor63]. Deshalb interessieren wir uns fu¨r die Vorhersage des
zeitlich gemittelten Atmospha¨renzustandes, des Klimas. Eine Vorhersage des Klimas
auf der Grundlage von Szenariensimulationen ermo¨glicht damit zeitgemittelte Aussa-
gen fu¨r die atmospha¨rischen Zustandsgro¨ßen in Abha¨ngigkeit von den angenommenen
Randbedingungen und Anfangszusta¨nden.
Anhand von pala¨oklimatologischen Daten wurden Klimaschwankungen der Vergan-
genheit analysiert, siehe [H+01]. Zwar konnten Ursachen und Mechanismen fu¨r diese
Klimaschwankungen gefunden werden, doch ist insbesondere die quantitative Beschrei-
bung des Einflusses der internen und externen Antriebsfaktoren auf die Atmospha¨re
bislang nicht zufriedenstellend gelungen, siehe [H+01] und [Det93]. Verbesserte Kennt-
nisse u¨ber die Wichtung der verschiedenen Antriebsfaktoren sind deshalb fu¨r die Ver-
besserung der Interpretation von Szenariensimulationen von grundlegender Bedeutung.
Planetare Wellen und Multiskalenprozesse
Schwankungen des atmospha¨rischen Zustandes treten in einem breiten ra¨umlichen und
zeitlichen Spektrum auf. Sie reichen von synoptischen Wettererscheinungen mit der
Zeitskala von Tagen bis Wochen bis zu planetaren Wellenpha¨nomenen mit der Zeit-
skala von Wochen bis Monaten. Da die großra¨umigen planetaren Wellen eine geringere
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zeitliche Variabilita¨t als die synoptischskaligen Wellen aufweisen, werden diese fu¨r die
Beschreibung des klimatologischen Zustandes der Atmospha¨re herangezogen.
Wir unterscheiden externe und interne Antriebsfaktoren, die die zeitliche Entwick-
lung der planetaren Wellen beeinflussen. Unter den externen Antriebsfaktoren ver-
stehen wir die von außen auf das System Atmospha¨re wirkenden Randbedingungen,
wie z. B. die ra¨umliche Verteilung der Orografie, die solare Einstrahlung, die Aerosol-
belastung oder die CO2-Konzentration. Die internen Antriebsfaktoren sind die dyna-
mischen und physikalischen Atmospha¨ren-Multiskalenprozesse, die durch Impuls- und
Energieflu¨sse, z. B. in der nichtlinearen Energiekaskade, nichtlineare Wechselwirkungen
zwischen den verschiedenen ra¨umlichen und zeitlichen Wellenskalen hervorrufen.
Zuverla¨ssige Klimaszenariensimulationen basieren damit auf der wirklichkeitsnahen
Modellierung der externen Antriebsfaktoren einerseits und der internen atmospha¨ri-
schen Multiskalenprozesse andererseits.
Physikalische Modellbildung
Fu¨r die qualitative und quantitative Beschreibung des realen atmospha¨rischen Zustan-
des approximieren wir das natu¨rliche System Atmospha¨re im Prozess der Modellbil-
dung durch ein physikalisches System. Die Zustandsgro¨ßen des physikalischen Systems
sind die meteorologischen Gro¨ßen, wie z. B. die Windgeschwindigkeit, der Druck oder
die Temperatur. Die physikalischen Gesetzma¨ßigkeiten in der Form von Differenzial-
gleichungen, wie z. B. die Impuls- oder Energiebilanz, werden auf der Grundlage von
beobachteten atmospha¨rischen Prozessen bestimmt.
Da die primitiven Gleichungen fu¨r die Atmospha¨re ein komplexes System nichtlinea-
rer partieller Differenzialgleichungen darstellen, besteht die allgemeine Vorgehensweise
der numerischen Lo¨sung dieser Gleichungen in der Anwendung einer Hierarchie von
Computermodellen verschiedener Komplexita¨t. Diese beginnt mit einfachen nulldimen-
sionalen Energiebilanz-Modellen und fu¨hrt hin bis zu dreidimensionalen allgemeinen
Zirkulationsmodellen mit komplexer Modellphysik, siehe [BH03], [Sal78].
Die Wirkung sowohl externer Antriebsfaktoren, z. B. der orografischen Anregung,
wie auch interner Multiskalenprozesse, z. B. durch die Wechselwirkung von planetaren
und transienten synoptischen Wellen, auf planetare Wellen kann physikalisch modelliert
werden, siehe Kapitel 2. Dies gelingt nicht nur innerhalb des physikalischen Systems
der dreidimensionalen primitiven Gleichungen der Atmospha¨re, vorgestellt in Abschnitt
2.2, sondern auch mit dem physikalisch vereinfachten System der zweidimensionalen
barotropen Flachwassergleichungen in Abschnitt 2.3.
Damit sind die im Vergleich zu den primitiven Gleichungen weniger komplexen
spha¨rischen Flachwassergleichungen in Kapitel 3 eine geeignete Wahl fu¨r die physika-
lische Modellierung von externen Antriebsfaktoren und atmospha¨rischen Multiskalen-
prozessen. Wir geben in Abschnitt 3.1 eine neue Herleitung der Flachwassergleichungen
auf der Spha¨re nach [Coˆt88] an. In dieser Herleitung u¨bertragen wir die von [AG01] fu¨r
den ebenen Fall vorgeschlagene Reskalierung der vertikalen Bewegungskomponente auf
den gekru¨mmten spha¨rischen Fall. Als Verallgemeinerung der aus der Literatur bekann-
3ten und z. B. in [WDH+92] beschriebenen stationa¨ren Lo¨sungen geben wir in Abschnitt
3.5.3 instationa¨re analytische Lo¨sungen der spha¨rischen Flachwassergleichungen an.
Numerische Modellbildung
Das physikalische System der spha¨rischen Flachwassergleichungen bildet in der vorlie-
genden Arbeit die Grundlage fu¨r die numerische Modellbildung, die im Aufbau eines
computerbasierten idealisierten Atmospha¨renmodells besteht.
Als ersten Schritt der numerischen Modellbildung stellen wir in Kapitel 4 das nu-
merische Verfahren vor. Zur Diskretisierung verwenden wir die Lagrange-Galerkin-
Methode, die z. B. in [Pir82] und [Su¨l88] auf Navier-Stokes-Gleichungen angewendet
wurde und eine Kombination der Finite-Elemente-Methode fu¨r die Ortsdiskretisie-
rung und der Semi-Lagrange-Methode fu¨r die Zeitdiskretisierung darstellt. Fu¨r die
Finite-Elemente-Methode in Abschnitt 4.2.2 approximieren wir wie in [Dzi88] neben
den Funktionenra¨umen der schwachen Formulierung durch endlichdimensionale An-
satzra¨ume auch das Modellgebiet, die gekru¨mmte Spha¨re, durch geeignete Polyeder.
Um die Semi-Lagrange-Methode, die fu¨r den ebenen Fall aus der Literatur, z. B. in
[Pir89] und [QV97], gut bekannt ist, auf der gekru¨mmten Spha¨re S nutzen zu ko¨nnen,
wenden wir die ebene Semi-Lagrange-Methode in Abschnitt 4.2.4 in lokalen Koordina-
tensystemen von S an.
Die Zielstellung der verbesserten Modellierung von Multiskalenprozessen erfordert
eine mo¨glichst hohe ra¨umliche Auflo¨sung dieser Prozesse. Betrachtet man in einem
globalen Modell die gesamte Erde, so beschra¨nken aber die rechentechnischen Mo¨glich-
keiten und die skalenabha¨ngigen Parametrisierungen die ra¨umliche Auflo¨sung, siehe
[CSH95]. Sollen ho¨here ra¨umliche Auflo¨sungen erzielt werden, kann man z. B. einen
Teil der Erde als Modellgebiet in einem Regionalmodell betrachten und Daten eines
globalen Modells als Randantrieb nutzen, siehe z. B. [DRL+96] und [LCFP03]. Mit
dieser Regionalisierungsmethode des dynamischen
”
Downscalings“ ko¨nnen Multiska-
lenprozesse nur gerichtet von der planetaren Zirkulation zu regionalen Pha¨nomenen
modelliert werden. Die Modellierung von zweiseitigen Ru¨ckkopplungen auch hin zur
planetaren Zirkulation ist mit einem Regionalmodell bislang nicht gelungen.
Ein vielversprechender Lo¨sungsansatz fu¨r die Modellierung von Skalenwechselwir-
kungen auch in Richtung der planetaren Zirkulation ist die Nutzung von adaptiven
Gittertechniken. Wa¨hrend in der mathematischen Literatur die adaptiven Gittertech-
niken seit den 1970er Jahren ein Forschungsthema sind und seit Mitte der 1980er Jahre
sogar fu¨r die kommerzielle Forschung eingesetzt werden, siehe [BR78], [Pir89], [Ver96],
haben sich adaptive Techniken in der Atmospha¨renmodellierung bislang nicht durch-
gesetzt. Es gibt einzelne globale Atmospha¨renmodelle mit einem zeitlich statischen
und ra¨umlich adaptiven Gitter, siehe [CRS+93], [CGM+98], [CDG+98] und [BG04],
und auch Vorarbeiten mit Regionalmodellen, in denen zeitlich vera¨nderliche adaptive
Gitter verwendet werden, siehe [BAB+00], [BDHR00]. Die Zielstellung in der vorlie-
genden Arbeit ist die Beschreibung eines idealisierten globalen Atmospha¨renmodells
mit zeitlich vera¨nderlichem und ra¨umlich adaptivem Gitter.
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Zur Gitteradaption nutzen wir die in Abschnitt 4.3 beschriebene und von [Ba¨n93]
vorgeschlagene Methode der Bisektion von Dreiecksgittern. Damit formulieren wir die
adaptive Lagrange-Galerkin-Methode, mit der im globalen Atmospha¨renmodell auf der
Grundlage eines physikalischen Fehlerscha¨tzers die ra¨umliche Auflo¨sung des Modellgit-
ters zeitlich vera¨ndert werden kann.
Als zweiten Schritt der numerischen Modellbildung stellen wir in Abschnitt 5.1,
das auf der adaptiven Lagrange-Galerkin-Methode aus Kapitel 4 basierende, adapti-
ve idealisierte Atmospha¨renmodell vor, siehe [LHD+03], [La¨u03] und [RFH+03]. Das
Atmospha¨renmodell nutzt zur Gittergenerierung den Gittergenerator amatos, siehe
[BRH+04]. Die großen linearen, du¨nn besetzten Gleichungssysteme werden mit Hilfe
der parallelen Lo¨serschnittstelle FoSSI gelo¨st, siehe [FHB04].
Validierung
Aus der Literatur sind uns fu¨r die spha¨rischen Flachwassergleichungen bzw. das vorge-
stellte numerische Verfahren keine Existenz-, Eindeutigkeits- oder Konvergenzbeweise
bekannt. Um zu u¨berpru¨fen, ob das numerische Verfahren wirklich eine Approximation
der kontinuierlichen Flachwassergleichungen darstellt, validieren wir daher in Kapitel
5 das idealisierte Atmospha¨renmodell.
Die Validierung erfolgt in zwei Schritten. Im ersten Schritt in Abschnitt 5.2 ko¨nnen
wir anhand von Beispielen zeigen, dass die numerischen Lo¨sungen des Atmospha¨ren-
modells die analytischen Lo¨sungen der Flachwassergleichungen approximieren. Im Fall
des isolierten zonalen Strahlstromes, der auf der geografischen Breite um 30◦ Nord
lokalisiert ist, ko¨nnen wir zeigen, dass zur Verringerung des numerischen Fehlers die
Erho¨hung der Gitterauflo¨sung nur in diesen Breiten genu¨gt. Erstmals konnten fu¨r die
spha¨rischen Flachwassergleichungen numerische Lo¨sungen dargestellt werden, die eine
analytische instationa¨re Lo¨sung aus Abschnitt 3.5.3 numerisch approximieren.
Der zweite Schritt basiert auf dem in Abschnitt 2.3 beschriebenen orografischen
Anregungsmechanismus planetarer Wellen. Die Modellierung dieses Mechanismus ge-
lingt in Abschnitt 5.3 mit Hilfe von Simulationsergebnissen des Atmospha¨renmodells.
Die Vergleichssimulation mit einem zeitlich vera¨nderlichen adaptiven Gitter zeigt, dass
qualitativ die Ergebnisse der Simulation mit uniformem Gitter reproduziert werden
ko¨nnen. Dabei kann regional durch die Gitteradaptivita¨t die ra¨umliche Auflo¨sung des
uniformen Gitters bei gleichbleibendem Rechenaufwand u¨bertroffen werden.
Zusammenfassend stellen wir fest, dass mit dem vorliegenden adaptiven idealisier-
ten Atmospha¨renmodell auf der Grundlage der spha¨rischen barotropen Flachwasser-
gleichungen die Modellierung von atmospha¨rischen Multiskalenprozessen mo¨glich ist.
Mit diesem adaptiven Modellierungsansatz ko¨nnen Beitra¨ge zur U¨berwindung von Mo-




Atmospha¨rische Bewegungsvorga¨nge treten in einem breiten ra¨umlichen und zeitlichen
Spektrum auf. Klimaa¨nderungen sind insbesondere mit den großskaligen atmospha¨ri-
schen Wellenstrukturen verknu¨pft, da diese durch ihre Wechselwirkung mit den ku¨rze-
ren synoptischen Wellenskalen das Klimageschehen auf der Erde wesentlich bestimmen.
Wollen wir die atmospha¨rischen Wellen genauer beschreiben, gehen wir von dem
zeitlich und zonal gemittelten Grundzustand der Atmospha¨re aus. Dieser gemittelte
Grundzustand wird vom meridionalen Energiegradienten hervorgerufen, der durch die
meridional abha¨ngige Strahlungsbilanz der Atmospha¨re hervorgerufen wird. Daraus re-
sultiert ein großra¨umiger meridionaler Energietransport von den Tropen in die hohen
Breiten. In den Tropen fu¨hrt dies zur direkten Hadley-Zirkulation, in den mittleren
Breiten aufgrund der Corioliskraft zur Zonalstro¨mung und in den hohen Breiten zur
Zirkulation in den polaren Breiten. Die Abweichungen des momentanen Atmospha¨ren-
zustandes vom gemittelten Grundzustand ko¨nnen wir als U¨berlagerung von zonalen
Wellen verschiedener ra¨umlicher Skalen interpretieren. Diese Skalen reichen vom syn-
optischen Wellenbereich (1000 km – 5000 km) mit der Zeitskala von Tagen bis zu
Wochen bis zu den großskaligen planetaren Wellenpha¨nomenen (>5000 km) mit der
Zeitskala von Wochen bis zu Monaten.
Die interne Dynamik der Atmospha¨renbewegungen in den mittleren Breiten ko¨nnen
wir als Wechselwirkungsprozesse zwischen den ra¨umlichen Wellenskalen interpretieren.
Die Kenntnis dieser Multiskalenprozesse ist daher fu¨r die Vorhersage der zeitlichen
Entwicklung der besonders klimarelevanten planetaren Wellen von grundlegender Be-
deutung. Wesentliche Multiskalenwechselwirkungen ko¨nnen wir, in diesen durch die
Zonalstro¨mung dominierten Breiten, bereits in einem vereinfachten barotropen Flach-
wassermodell der Atmospha¨re modellieren. Fu¨r die erste qualitative Analyse dieser
Wechselwirkungen innerhalb der Flachwassergleichungen betrachten wir die orografi-
sche und thermische Anregung von planetaren Rossbywellen ist in einem Kanalmodell
der mittleren Breiten.
Nachdem wir mit Hilfe der Flachwassergleichungen atmospha¨rische Multiskalenpro-
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zesse qualitativ beschreiben ko¨nnen, ist unser na¨chster Schritt der Modellierung in den
Kapiteln 3 – 5 die numerische Lo¨sung der spha¨rischen Flachwassergleichungen in einem
globalen Modell der Atmospha¨re. Mit diesem idealisierten Atmospha¨renmodell ko¨nnen
wir auch quantitative Aussagen u¨ber atmospha¨rische Multiskalenprozesse machen.
2.1 Zeitlich und zonal gemittelter Grundzustand
Zur Charakterisierung der globalen atmospha¨rischen Bewegungsvorga¨nge betrachten
wir im Folgenden den zeitlich und zonal gemittelten Grundzustand der Atmospha¨re.
Dabei interessieren wir uns nicht fu¨r die einzelnen zeitlich begrenzten Wetterpha¨nome-
ne, wie z. B. kleine Zyklonen oder Gewitterstrukturen, sondern fu¨r die zonal gemittelte
allgemeine Zirkulationsstruktur der Atmospha¨re mit zonalen und meridionalen Kom-
ponenten. Den gemittelten Grundzustand ko¨nnen wir damit auch als die zonal gemit-
telte Dynamik des Klimas interpretieren, genauer als die zeitlich und zonal gemittelten
Werte der beobachteten meteorologischen Gro¨ßen, wie z. B. Windgeschwindigkeit, Tem-
peratur oder Druck. Die zeitliche Mittelung muss dabei einerseits lang genug sein, um
einzelne Wetterpha¨nomene herauszumitteln, andererseits so kurz sein, dass monatliche,
saisonale oder ja¨hrliche Schwankungen noch erkennbar sind. In diesem Sinne ko¨nnen
wir den gemittelten Grundzustand als die zonal gemittelte allgemeine atmospha¨rische
Zirkulation nach [Etl96] und [Hol92] interpretieren.
Die Ursache fu¨r die Bewegungsvorga¨nge in der Atmospha¨re sind Quellen und Sen-
ken der Energie, also Energiegradienten, die fu¨r die Umwandlung in die kinetische
Energie der Bewegungen zur Verfu¨gung stehen. Auf der Erde werden die Quellen und
Senken von Energie durch die Strahlungsbilanz an der Erdoberfla¨che und in der At-
mospha¨re hervorgerufen. Die Strahlungsbilanz besteht zum einen aus der einfallen-
den kurzwelligen Sonnenstrahlung. Zum anderen strahlen die Erdoberfla¨che und die
Atmospha¨re langwellige Strahlung ab. Der Wert der Strahlungsbilanz ha¨ngt wegen
der Kugelgestalt der Erde und damit regional verschiedener kurzwelliger Einstrahlung
hauptsa¨chlich von der geografischen Breite ab. Andere Faktoren sind die Oberfla¨chenal-
bedo oder die Wa¨rmekapazita¨t der Erdoberfla¨che. Daraus resultiert eine vornehmlich
breitenabha¨ngige Verteilung von Energiequellen und -senken.
Fu¨r eine genauere Betrachtung seien Ek die zeitlich gemittelte Energie, die durch
kurzwellige einfallende Strahlung an der Erdoberfla¨che, in der Atmospha¨re und im
Ozean absorbiert wird, und El die zeitlich gemittelte Energie, die durch langwellige
Strahlung von der Erde in den Weltraum abgestrahlt wird. Um die Breitenabha¨ngigkeit












In Abbildung 2.1 ist schematisch zu erkennen, dass durch die Kugelgestalt der Erde
die absorbierte Energie [Ek] am A¨quator ihr Maximum hat und zu den Polen hin
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abnimmt. Da mit [Ek] die Temperatur T der Oberfla¨che, der Atmospha¨re und des
Ozeans zunimmt und die Abstrahlung der Erde als schwarzer Strahler nach dem Stefan-
Boltzmann Gesetz ([El] ∼ σT 4) monoton von T abha¨ngt, hat auch die abgestrahlte
Energie [El] in niederen Breiten ihr Maximum. Wir erkennen weiterhin, dass in niederen
Breiten die Strahlungsbilanz [Ek]− [El] positiv und in hohen Breiten negativ ist. Durch
die Strahlungsbilanz wird also ein Energiegradient verursacht, der die Triebkraft fu¨r
den gemittelten Grundzustand der Atmospha¨re ist.
Gesamte einfallende
Strahlung






Abbildung 2.1: Strahlungsbilanz der Atmospha¨re, zonales und ja¨hrliches Mittel, Darstellung
aus [Gro93, S. 47]
2.1.1 Die Hadley-Zirkulation in den Tropen
Welche Auswirkungen hat der meridionale Energiegradient auf den gemittelten Grund-
zustand der Atmospha¨re?
Wir betrachten dazu die zonal gemittelte Atmospha¨re und darin die meridionale
und vertikale Verteilung von Temperatur T und Druck p. Als Startzustand nehmen
wir an, dass die Felder keine meridionalen Gradienten haben und vertikal eine stabile
Schichtung vorhanden ist, siehe Abbildung 2.2(a). Wir setzen einen bekannten verti-
kalen Temperaturverlauf voraus, an dieser Stelle vereinfachend einen linearen Tempe-
raturverlauf
T (z) = T0 − γ z
mit dem vertikalen Temperaturgradienten γ.
Wird die Atmospha¨re nun gema¨ß des meridionalen Energiegradienten diabatisch
erwa¨rmt bzw. geku¨hlt, so kommt es in niederen Breiten zu einer Erwa¨rmung und in
ho¨heren Breiten zu einer Abku¨hlung der Atmospha¨re. Die Auswirkung auf den Druck



































Abbildung 2.2: Hadley-Zirkulation, schematisch


























Steigt in niederen Breiten die Temperatur T der gesamten Luftsa¨ule, steigt also T0, und
sinkt umgekehrt T in hohen Breiten ab, dann steigt der meridionale Druckgradient mit
der Ho¨he an, siehe Abbildung 2.2(b). Dem Druckgradienten folgend entsteht in ho¨her-
en Schichten eine Stro¨mung von niederen zu hohen Breiten. Als Ausgleichsstro¨mungen
folgen damit aus dieser meridionalen Massenverschiebung wegen der Kontinuita¨tsglei-
chung in Bodenna¨he eine Nord-Su¨d Stro¨mung und in den Luftsa¨ulen am Rand der
Zirkulation ein vertikaler Massenaustausch. Es bildet sich eine direkte Zirkulationszel-
le in der Meridionalebene, siehe Abbildung 2.2(c).
Bislang haben wir die Zirkulationszelle nur als meridionale Stro¨mung beschrieben.
Wegen der Corioliskraft, die Luftteilchen auf der Nordhalbkugel nach rechts ablenkt,
wird durch die Meridionalzirkulation eine zonale Geschwindigkeitskomponente indu-
ziert. Mit zunehmender geografischer Breite wird diese geostrofische Zonalkomponente
immer sta¨rker.
Die direkte Zirkulation in den Tropen, tritt in der realen Atmospha¨re jahreszeitlich
vera¨nderlich zwischen dem A¨quator und dem 30. Breitengrad auf und wird auch als
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Hadley-Zirkulation bezeichnet. Durch die Hadley-Zirkulation wird ein direkter meri-
dionaler Energieaustausch realisiert. In Bodenna¨he a¨ußert sich diese Zirkulationszelle
durch gleichma¨ßige Nord/Ostwinde (Passatwinde) in niederen Breiten.
2.1.2 Die Zonalstro¨mung in den mittleren Breiten
In den mittleren Breiten von 30◦ bis 60◦ schließt sich in der Tropospha¨re als zeitlich
und zonales Mittel eine Zone der allgemeinen Westwindstro¨mung an.
Die durch den meridionalen Energiegradienten angetriebene direkte Hadley-Zir-
kulation aus Abschnitt 2.1.1 wird in den mittleren Breiten durch eine indirekte Zir-
kulationszelle fortgesetzt, siehe [DS82], [DRH+03]. In diesen Breiten wird der Grund-
strom baroklin instabil und verursacht dadurch großra¨umige Wirbelstrukturen (Eddies)
und in deren Folge transiente synoptische Zyklonen. Mit diesen Wirbelstrukturen sind
großra¨umige Impuls- und Wa¨rmeflu¨sse verbunden. Der Meridionalanteil der zeitlich
gemittelten Impuls- und Wa¨rmeflu¨sse realisiert den meridionalen Ausgleich des glo-
balen Energiegradienten. Dagegen verursacht der Zonalanteil der gemittelten Flu¨sse
im zeitlichen Mittel eine Westwindstro¨mung, siehe [DS82]. Da die vertikale Ausdeh-
nung der obigen Wirbelstrukturen die gesamte Ho¨he der Tropospha¨re umfasst, reicht
die Westwindstro¨mung der mittleren Breiten von der Erdoberfla¨che bis in die obere
Tropospha¨re.
Die mittlere Windgeschwindigkeit der Zonalstro¨mung steigt mit der Ho¨he an und
hat ihr Maximum in der oberen Tropospha¨re in den Strahlstro¨men. Unterhalb dieser
Windmaxima treten die sta¨rksten meridionalen Temperaturgradienten auf, was wir
wegen der thermischen Windbeziehung nach [Etl96] auch erwarten. Die Strahlstro¨me
liegen im Winter bei 30◦ mit einer maximalen Geschwindigkeit von 40m/s und im
Sommer bei 40◦− 45◦ mit einer maximalen Geschwindigkeit von 20m/s, siehe [Gro93].
2.1.3 Die Zirkulation in den polaren Breiten
In den polaren Breiten > 60◦ schließt sich in der Tropospha¨re an die Zonalstro¨mung
der mittleren Breiten die Zirkulation der polaren Breiten an.
Die zeitlich und zonal gemittelte Zirkulation der polaren Breiten wird analog zu
Abschnitt 2.1.1 durch die meridionale Abha¨ngigkeit der diabatischen Wa¨rmequellen
und die Corioliskraft hervorgerufen. Die starke diabatische Abku¨hlung an den Polen,
analog zur diabatischen Erwa¨rmung am A¨quator in Abschnitt 2.1.1, erzeugt ein bo-
dennahes thermisches Hochdruckgebiet, das unter einem Tiefdruckgebiet in der oberen
Tropospha¨re liegt. Dadurch zeigt in der unteren Tropospha¨re der meridionale Druck-
gradient in Polrichtung und in der oberen Tropospha¨re in A¨quatorrichtung.
Als Ergebnis erhalten wir in der unteren Tropospha¨re eine schwache Ostwind-
stro¨mung und in der oberen Tropospha¨re eine polare Westwindstro¨mung.
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2.2 Wellenpha¨nomene in mittleren Breiten
In Abschnitt 2.1 haben wir den zeitlich und zonal gemittelten Grundzustand der At-
mospha¨re kennengelernt, der die großra¨umige Zirkulationsstruktur der Atmospha¨re
beschreibt. In den mittleren Breiten besteht der gemittelte Grundzustand in einer
geostrofischen Grundstro¨mung, einer Zonalstro¨mung, siehe Abschnitt 2.1.2. Wir wol-
len nun die Struktur der Stro¨mung in den mittleren Breiten genauer beschreiben.
Dazu betrachten wir den momentanen Zustand der Atmospha¨re. Dieser besteht
aus dem gemittelten Grundzustand und den zonalen und meridionalen Abweichun-
gen davon. Wir interpretieren diese Abweichungen vom Grundzustand als zonale at-
mospha¨rische Wellenpha¨nomene mit verschiedenen zonalen Wellenla¨ngen. Die kurzen
Wellen haben Wellenla¨ngen von unter 1000 km, die synoptischen Wellen Wellenla¨ngen
von 1000 km bis 5000 km und die planetaren Wellen Wellenla¨ngen von u¨ber 5000 km.
Die synoptischen Wellen treten im Wesentlichen durch Zyklonen und Antizyklonen
in Erscheinung. Diese Wettererscheinungen sind am Boden als Hoch- und Tiefdruck-
gebiete zu beobachten. Die planetaren Wellen, die auch Rossbywellen genannt werden,
sind als Wetterpha¨nomene nicht so eindru¨cklich wahrnehmbar. Dazu sind die Wel-
lenla¨ngen zu groß und die Ausbreitungsgeschwindigkeiten zu klein. Trotzdem haben
gerade die planetaren Rossbywellen eine besondere Bedeutung fu¨r die Beschreibung
atmospha¨rischer Prozesse und fu¨r die Klimaentwicklung. Diese Bedeutung ru¨hrt zum
einen daher, dass die großra¨umige Verformung des Grundstromes die ku¨rzeren Wellen
(z. B. Zyklonenlaufbahnen) wesentlich beeinflusst und damit indirekt Einfluss auf das
Wettergeschehen am Boden hat. Zum anderen sind stationa¨re Rossbywellen langlebige
Wellenstrukturen (Wochen oder la¨nger) und ko¨nnen damit der Charakterisierung des
zeitgemittelten klimatischen Zustandes der Atmospha¨re dienen.
Planetare Wellen ko¨nnen sowohl durch externe Prozesse, z. B. durch orografische
oder thermische Anregung, als auch durch interne atmospha¨rische Prozesse, z. B. Anre-
gung durch transiente synoptische Zyklonen, hervorgerufen werden. Synoptische Wel-
len werden aber umgekehrt auch durch planetare Wellen beeinflusst. So ko¨nnen z. B.
planetare Wellen die Lage von bevorzugten Zyklonenentstehungsgebieten verschieben.
Damit ist die Frage nach den Ursachen und Mechanismen der Entstehung von pla-
netaren Rossbywellen grundlegend mit den nichtlinearen Wechselwirkungsprozessen
zwischen den verschiedenen ra¨umlichen Wellenskalen verbunden.
In den Abschnitten 2.2.1 und 2.2.2 beschreiben wir die Entstehungsmechanismen
von synoptischen und planetaren Wellen. Anschließend in Abschnitt 2.2.3 gehen wir
genauer auf den nichtlinearen dynamischen Charakter dieser Mechanismen ein.
2.2.1 Synoptische Wellen
Als synoptische Wellen bezeichnen wir die synoptischen Zyklonen und Antizyklonen,
interpretiert als Wellenpha¨nome, die dem zonalsymmetrischen Grundstrom u¨berlagert
sind. Zyklonen sind ein transientes, also zeitlich vera¨nderliches Pha¨nomen, das sich aus
Instabilita¨ten des Grundstromes entwickelt. Sie haben eine ra¨umliche Ausdehnung von
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1000 km bis 5000 km und eine Lebensdauer von Tagen. Nach Abgabe ihrer Energie an
die Umgebung lo¨sen sich die synoptischen Zyklonen wieder auf.
Die Zyklonenentstehung wird vor allem auf barokline Instabilita¨ten zuru¨ckgefu¨hrt,
siehe [Etl96], [Hol92], [Gro93]. Das bedeutet, dass kleine Sto¨rungen des Ausgangszu-
standes der Atmospha¨re nicht geda¨mpft werden, sondern durch die dynamische Instabi-
lita¨t der Atmospha¨re anwachsen. Der Grundstrom gibt schließlich Energie an das sich
abtrennende Stro¨mungsmuster (z. B. Wirbelzelle) ab. Da eine Hauptursache fu¨r das
Anwachsen der Instabilita¨ten in der vertikalen Windstruktur der Atmospha¨re liegt,
genauer in der vertikalen A¨nderung des geostrofischen Windes uG, spricht man von
baroklinen Instabilita¨ten.
Ein u¨bliches Maß fu¨r die vertikale A¨nderung des geostrofischen Windes uG mit der
Ho¨he ist der thermische Wind uT , der nach [Etl96] mit dem horizontalen Tempera-
turgradienten verbunden ist. Der großra¨umige meridionale Temperaturgradient, siehe
Abschnitt 2.1, der in den Breiten der Strahlstro¨me sein Maximum erreicht, induziert
einen starken thermischen Wind, so dass dort die Baroklinita¨t der Atmospha¨re be-
sonders groß ist. Neben der Sta¨rke der Baroklinita¨t spielen bei der Auspra¨gung der
baroklinen Instabilita¨ten die statische Stabilita¨t der vertikalen Schichtung, die durch
das Anwachsen der potenziellen Temperatur charakterisiert wird, und der β-Effekt aus
Abschnitt 2.2.2 eine Rolle. Fu¨r eine geringe statische Stabilita¨t, einen kleinen Wert β
und eine starke Baroklinita¨t steigt die Neigung der Atmospha¨re zur Ausbildung von ba-
roklinen Instabilita¨ten. In mittleren Breiten ist die Parameterkonstellation sehr ha¨ufig
so, dass barokline Instabilita¨ten entstehen ko¨nnen. Die genaueren Zusammenha¨nge
sind z. B. in [Etl96] zu finden.
Die Energie der synoptischen Zyklonen stammt aus der potenziellen und inneren
Energie der Grundstro¨mung. Der Energieaustausch verla¨uft dabei so, dass bei der Zy-
klonenentstehung die horizontalen Temperaturgradienten der Grundstro¨mung durch
das Anwachsen der ageostrofischen Windkomponenten der Instabilita¨t abgeschwa¨cht
werden, siehe [Etl96]. Die Baroklinita¨t der Grundstro¨mung nimmt ab und Energie wird
abgegeben. Andererseits nimmt die potenzielle und kinetische Energie der Instabilita¨t
zu.
2.2.2 Planetare Wellen
Zur Charakterisierung der planetaren Rossbywellen in den mittleren Breiten betrach-
ten wir die ursa¨chlichen Mechanismen, die zur Bildung der Wellen fu¨hren. Beobach-
tete Rossbywellen nach ihren anregenden Ursachen einzuteilen ist kompliziert, da die
dynamischen Wechselwirkungsprozesse zwischen den verschiedenen ra¨umlichen Skalen
nichtlineare Prozesse sind, die zum Teil auch heute nicht zufriedenstellend modelliert
werden ko¨nnen.
Rossbywellen entstehen aus Sto¨rungen des gemittelten Grundzustandes der Atmo-
spha¨re. Durch die Breitenabha¨ngigkeit der Corioliskraft, siehe Abschnitt 2.2.2, erfahren
die Sto¨rungen eine ru¨cktreibende Kraft, die schließlich eine Welle mit zonaler Aus-
breitungsrichtung erzeugt. Wir unterscheiden die wellenauslo¨senden Sto¨rungen durch
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ihre anregende physikalische Ursache. Es gibt die orografische Anregung (Gebirge),
die thermische Anregung (z. B. Anomalien der Ozean-Oberfla¨chentemperatur, Tempe-
raturkontraste Land-Ozean, Vegetation und Landnutzungseffekte) und die Anregung
durch synoptische Zyklonen, siehe [DRH+03], [Gro93], [Etl96]. Insbesondere die quan-
titative Bedeutung der verschiedenen Anregungsmechanismen ist bislang nicht gekla¨rt
und Gegenstand der wissenschaftlichen Diskussion.
Wir wollen nun qualitativ die Entstehung von Rossbywellen mit Hilfe der dreidi-
mensionalen Vorticitygleichung beschreiben. Dazu betrachten wir die Atmospha¨re in
mittleren Breiten auf der Nordhalbkugel, wo eine Zonalstro¨mung vorherrscht, in einem
Kanalmodell. Die x-, y- und z-Achsen zeigen dabei in Ost-, Nord- und Vertikalrichtung.
Das Geschwindigkeitsfeld u = (u, v, w) besteht aus den Komponenten in x-, y- bzw.
z-Richtung, siehe Abbildung 2.3. Mit n = (0, 0, 1)T definieren wir dann die Vorticity ζ
als die Vertikalkomponente der dreidimensionalen Rotation






















n · (∇p×∇ρ) (2.1)
fu¨r die Vorticity, siehe [Etl96]. Dabei haben wir den Vertikalanteil der Corioliskraft











Abbildung 2.3: Kanalmodell der Atmospha¨re
Vereinfachend gehen wir im Modell von einer konstanten Dichte ρ und einem ver-
nachla¨ssigbar kleinen Beitrag des Drehterms (vierter Term der linken Seite) aus. Weiter
nehmen wir einen geostrofischen Startzustand der Atmospha¨re an. Genauer bedeutet
das, dass das Geschwindigkeitsfeld u nur aus den geostrofischen horizontalen Geschwin-
digkeitskomponenten (u, v) besteht. Da nach Abschnitt 2.1.2 der Druckgradient meri-
dional von den Polen zum A¨quator verla¨uft, ist (u, v) ein reiner Westwind und es gilt
v = 0 und ζ = 0.
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Beachten wir die Kontinuita¨tsgleichung
divS u = −∂w
∂z
,






+ u · ∇ζ = −v∂f
∂y





Fu¨r die Auswirkung der Corioliskraft auf Sto¨rungen des Grundstroms betrachten wir
einen reinen geostrofischen Wind, fu¨r den die Vertikalkomponente w verschwindet.
Damit lautet die Vorticitygleichung (2.2)
dζ
dt
= −v β. (2.3)
Dabei bezeichnen wir die meridionale Ableitung des Coriolisparameters f mit β = ∂f
∂y
.


















Abbildung 2.4: β-Effekt im Kanalmodell
Aus Gleichung (2.3) erkennen wir, dass fu¨r den ungesto¨rten zonalen Grundstrom
die Vorticity unvera¨ndert bleiben wird. Tritt nun lokal eine kleine meridionale Sto¨rung
v > 0 auf, dann wird das betroffene Luftpaket nach Norden ausgelenkt, siehe A in
Abbildung 2.4. Wegen Gleichung (2.3) ist die Vorticitya¨nderung des Luftpaketes ent-
lang der Stro¨mungstrajektorie negativ, die Vorticity wird negativ und die Trajekto-
rie beschreibt eine Rechtskurve. Wenn das Luftpaket am Punkt B in Abbildung 2.4
angelangt ist, verla¨uft die Bewegung wegen v = 0 wieder zonal. Die Vorticity ζ ist
weiterhin negativ, so dass das Luftpaket im weiteren Stro¨mungsverlauf eine negative
Meridionalkomponente v < 0 bekommt. Daraufhin wird wegen Gleichung (2.3) die
Vorticitya¨nderung des Luftpaketes entlang der Trajektorie positiv. Im Punkt C in Ab-
bildung 2.4 wechselt ζ das Vorzeichen und die Trajektorie des Luftpaketes beschreibt
eine Linkskurve, usw.
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Das einmal ausgelenkte Luftpaket wird also um seine urspru¨ngliche geografische
Breite schwingen und sich dabei nach Osten bewegen. Die Stabilisierung des zonalen
Grundstromes durch die Corioliskraft wird auch als β-Effekt bezeichnet.
Orografische Anregung
Wir betrachten die Vorticitygleichung (2.2). Fu¨r großra¨umige Stro¨mungsvorga¨nge in
mittleren Breiten gelten fu¨r die Werte von Vorticity und Coriolisterm die Scha¨tzungen
ζ ≈ ±10−5s−1 und f ≈ 10−4s−1, siehe [Etl96], [Hol92]. Der Wert der absoluten Vorticity
(ζ + f) wird also immer positiv sein.
Betrachten wir nun das U¨berstro¨men eines orografischen Hindernisses, etwa eines
Berges. Beim Anstro¨men des Berges weicht die Stro¨mung dem Berg in vertikaler Rich-
tung aus. Damit nimmt die vertikale Windgeschwindigkeit nach unten hin zu, also
∂w
∂z
< 0. Hinter dem Berg bewegt sich die Stro¨mung wieder vertikal in den mittleren
Zustand, die vertikale Windgeschwindigkeit wechselt das Vorzeichen und hat am Bo-
den die gro¨ßten Absolutwerte, also ∂w
∂z
> 0. Es folgt damit vor dem Berg dζ
dt
< 0 und
nach dem Berg dζ
dt
> 0 fu¨r die Stro¨mung.
Die Wirkung des Berges auf den Startzustand ist also eine sta¨rker werdende Su¨daus-
lenkung der Stro¨mung vor dem Berg und eine Abschwa¨chung der meridionalen Ge-
schwindigkeitskomponente nach dem Berg, siehe Abbildung 2.5. Im weiteren Stro¨-
mungsverlauf verursacht diese Auslenkung wegen des β-Effektes die Auspra¨gung von














Abbildung 2.5: Orografische Anregung von Rossbywellen
Da die dynamische Gro¨ße Vorticity ζ direkt auch das Stro¨mungsfeld u bestimmt, ist
die Interpretation von ζ als passiv mitstro¨mende Gro¨ße natu¨rlich eine vereinfachende
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Sichtweise. Diese reicht hier aber aus, um die durch die Sto¨rung verursachte Dynamik
qualitativ zu beschreiben.
Mit Hilfe der Divergenzfreiheit der Stro¨mung und der linearisierten barotropen
Vorticitygleichung, die die Dynamik der Abweichung ζ ′ vom zonalen Mittelwert ζ be-
schreibt, kann man die Phasengeschwindigkeit c der Rossbywelle genauer bestimmen,
siehe [Etl96]. Im Grundstrom mit der Geschwindigkeit u0 haben Wellen mit der Wel-
lenla¨nge L die Geschwindigkeit






Danach ist die Wellenla¨nge einer stationa¨ren Welle (c = 0) fu¨r u0 ≈ 15ms−1 und
β ≈ 1.5 · 10−11s−1m−1 rund L ≈ 6300km. Außerdem erkennen wir, dass die Ausbrei-
tungsrichtung der Rossbywelle immer westwa¨rts relativ zur zonal gemittelten Grund-
stro¨mung erfolgt.
Thermische Anregung
Die qualitative Beschreibung der thermischen Anregung von Rossbywellen erfolgt wie
bei der orografischen Anregung mit der Vorticitygleichung (2.2).
Die thermische Anregung von Rossbywellen wird durch eine Sto¨rung der Vertikal-
bewegung der Luftsa¨ule verursacht. Um einen Zusammenhang zwischen der Vertikal-
geschwindigkeit w und der diabatischen Energiequelle zu erhalten, beno¨tigen wir den









siehe [Etl96]. Dabei sind T die Temperatur, cp die spezifische Wa¨rmekapazita¨t bei
konstantem Druck und Q die vorgegebene Netto-Wa¨rmemenge, die angibt, wieviel
Wa¨rme dem Medium pro Zeit und Masse zugefu¨hrt wird. Da der geostrofische Wind
entlang von Isobaren verla¨uft, fa¨llt die totale Zeitableitung entlang der horizontalen
Stro¨mung fu¨r p weg. Weiter teilen wir den Advektionsterm fu¨r T in den geostrofischen
















Wegen der idealen Gasgleichung, ko¨nnen wir im ersten Term die Temperatur T durch
den Druck p ersetzen. Da wir bereits wissen, dass die totale Zeitableitung entlang der
horizontalen Stro¨mung fu¨r p wegfa¨llt, fa¨llt damit auch die totale Zeitableitung dST
dt
weg.
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Setzen wir dies in die Vorticitygleichung (2.2) ein, erhalten wir
dζ
dt





Wird nun die Atmospha¨re lokal an der Erdoberfla¨che diabatisch erwa¨rmt, z. B.
durch eine warme Meeresstro¨mung, dann wird der dort vertikale Gradient ∂Q
∂z
der
Wa¨rmequelle negativ. Da wir fu¨r die orografische Anregung gesehen haben, dass die
absolute Vorticity ζ + f in mittleren Breiten ein positives Vorzeichen hat, resultiert
daraus eine lokale Verringerung der Vorticity. Analog dazu resultiert aus einer lokalen
diabatischen Abku¨hlung der Erdoberfla¨che eine lokale Versta¨rkung der Vorticity. Da-
mit veruracht eine diabatische Wa¨rmequelle Q eine Sto¨rung in der Vorticity ζ. Durch
den β-Effekt kann sich damit eine planetare Rossbywelle ausbilden.
Ausfu¨hrliche Betrachtungen der thermischen Anregung von Rossbywellen zeigen ei-
ne komplexe dynamische Reaktion auf die Sto¨rung des Grundstromes durch die Wa¨rme-
quelle Q, siehe [Gro93].
Anregung durch transiente synoptische Pha¨nomene
Neben den in den letzten beiden Abschnitten erwa¨hnten Anregungsmechanismen sind
auch transiente synoptische Pha¨nomene, wie z. B. transiente Zyklonen, Ursache fu¨r
langwellige Rossbywellen. Aus Beobachtungsdaten wissen wir, dass ein Teil der Energie
der transienten Zyklonen nach deren Auflo¨sung an die Grundstro¨mung abgegeben wird,
siehe [Gro93], [Etl96]. Die genauen Mechanismen dieses nichtlinearen Energietransports
und insbesondere quantitative Aussagen dazu sind uneinheitlich in der Literatur und
weiter Gegenstand der Forschung, siehe [DRH+03], [Gro93], [OV82]. Deshalb beschrei-
ben wir an dieser Stelle nur verbal die Anregung von Rossbywellen durch transiente
synoptische Pha¨nomene.
Den Momentanzustand der Atmospha¨re ko¨nnen wir mit Hilfe einer spha¨rischen
Spektralanalyse durch seine Komponenten bezu¨glich der spha¨rischen harmonischen
Funktionen darstellen, siehe [Mac79]. Damit ergibt sich eine Verteilung der kinetischen
Energie E in der Atmospha¨re auf die verschiedenen Wellenla¨ngen. Durch nichtlineare
dynamische Prozesse kann zwischen den verschiedenen Wellenla¨ngen kinetische Ener-
gie ausgetauscht werden. Beispielsweise wird durch turbulente Diffusion Energie von
den la¨ngeren zu den ku¨rzeren Wellenla¨ngen transportiert. Umgekehrt geben die syn-
optischen Wellen in Form von Zyklonen und Antizyklonen wa¨hrend ihrer Auflo¨sung
2.2. WELLENPHA¨NOMENE IN MITTLEREN BREITEN 17
Energie an planetare Wellen in Form der zonalen Grundstro¨mung ab, siehe [Gro93],
[Etl96]. Diesen Vorgang des Energieaustausches nennen wir Energiekaskade. Als Ergeb-
nis der Energiekaskade bildet sich ein Gleichgewichtszustand heraus, der schematisch
in Abbildung 2.6 (aus [Gro93, Abschnitt 9.5]) zu sehen ist. Wir erkennen, dass ein
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Abbildung 2.6: Nichtlineare Energiekaskade, schematisch aus [Gro93]
Zur Veranschaulichung der Energiekaskade betrachten wir eine divergenzfreie Stro¨-
mung in einem eindimensionalen Intervall I = (0, 2pi). Die Stro¨mung soll nur die drei
fixierten Wellenzahlen k1 < k2 < k3 ∈ N annehmen ko¨nnen und erfu¨lle fu¨r die Vorticity
ζ die Randbedingungen
ζ(0) = ζ(2pi) = 0.
Die Geschwindigkeit u und die Vorticity ζ stellen wir dann durch die Stromfunktion ψ
dar und es gilt
u := −∂xψ, ζ := ∂xu = −∆ψ.























Zu den harmonischen Funktionen ψi = sin(ki x) betrachten wir die Zerlegung ψ =∑3
































































Damit schreiben wir die Energie- und Enstrofieerhaltung in den Gleichungen (2.5),




































Wird nun der Energieanteil E2 der mittleren Wellenla¨nge k2 durch einen dynamischen
Prozess verringert, so mu¨ssen sich wegen k1 < k2 < k3 die Energieanteile E1 und E3 der
kleineren und gro¨ßeren Wellenzahlen erho¨hen. Die Energiekaskade verla¨uft also nicht
nur in eine Richtung. Inbesondere muss auch Energie von der kleineren in die gro¨ßere
Wellenla¨nge transportiert werden.
2.2.3 Nichtlineare Skalenwechselwirkungen
In Abschnitt 2.2.1 haben wir gesehen, dass synoptische Wellen wa¨hrend ihrer Entste-
hungszeit von der Lage und Struktur der planetaren Wellen (u¨ber das Maß an Ba-
roklinita¨t und statischer Stabilita¨t und die Energieaustausch) beeinflusst werden. Ein
weiteres Beispiel fu¨r die Beeinflussung synoptischer Wellen durch planetare Wellen ist
die Korrelation der Zyklonenzugbahnen mit den Strahlstro¨men in mittleren Breiten,
siehe [Gro93]. Außerdem haben wir in Abschnitt 2.2.2 gesehen, dass durch synoptische
Wellen planetare Wellen angeregt werden ko¨nnen und Energie von der synoptischen
Skala zur planetaren Skala hin transportiert wird. Synoptische Wellen sind damit auch
Ursache fu¨r die Auspra¨gung von planetaren Wellen.
Mit dieser Sichtweise treten die synoptischen Wellen und die planetaren Wellen je-
weils wechselseitig als Ursache fu¨r die Entstehung des anderen Pha¨nomens auf. Das be-
deutet aber, dass das System eine nichtlineare Dynamik mit wechselseitigen Abha¨ngig-
keiten der Systemkomponenten entha¨lt. Da durch diese nichtlineare Dynamik ein Ener-
gieaustausch insbesondere zwischen den ra¨umlichen Skalen erzeugt wird, ko¨nnen wir
diese Wechselwirkungen auch als Ursache fu¨r die nichtlineare Energiekaskade in Ab-
schnitt 2.2.2 interpretieren.
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Die Beschreibung der Ursachen und Mechanismen der Auspra¨gung von planetaren
Wellen wird damit zu einem komplexen nichtlinearen dynamischen Problem, welches
auf Wechselwirkungprozessen zwischen verschiedenen ra¨umlichen Wellenskalen basiert.
2.3 Planetare Wellen in einem Flachwassermodell
In Abschnitt 2.2 wurde der Zusammenhang zwischen den Entstehungsmechanismen
von planetaren Rossbywellen und den Wechselwirkungsprozessen zwischen verschie-
denen ra¨umlichen Skalen qualitativ beschrieben. Diese Skalenwechselwirkungsprozesse
beschreiben wir in diesem Abschnitt qualitativ in einem Flachwassermodell der Atmo-
spha¨re. Obwohl etwa bei der Entstehung der synoptischen Wellen barokline Prozesse
eine wesentliche Rolle spielen, siehe Abschnitt 2.2.1, ko¨nnen wir einige Mechanismen
aus Abschnitt 2.2 im barotropen Flachwassermodell modellieren.
Die barotrope Flachwasserapproximation vereinfacht die dreidimensionalen primi-
tiven Gleichungen der Atmospha¨re, die nach [Etl96], [Lan02], [Dut95] und [Jam94] die
grundlegenden prognostischen Gleichungen fu¨r die Beschreibung physikalischer Pro-
zesse in der Atmospha¨re darstellen. Fu¨r die Atmospha¨renmodellierung bieten sich die
zweidimensionalen Flachwassergleichungen deswegen an, weil einerseits der Aufwand
fu¨r deren numerische Lo¨sung im Vergleich zu den primitiven Gleichungen gering er-
scheint und andererseits weil ein Teil der horizontalen atmospha¨rischen Dynamik noch
beschrieben werden kann.
Wir betrachten im Folgenden, analog zu Abschnitt 2.2.2, die Atmospha¨re der mitt-
leren Breiten in einem Kanalmodell diesmal auf der Grundlage der Flachwasserglei-
chungen. Durch die qualitative Diskussion der Gleichungen erkennen wir, dass durch
orografische und thermische Anregung planetare Rossbywellen erzeugt werden ko¨nnen.
2.3.1 Formulierung der Gleichungen
Da in den mittleren Breiten nach Abschnitt 2.1.2 in der Atmospha¨re eine Zonal-
stro¨mung vorherrscht, betrachten wir die Atmospha¨re der mittleren no¨rdlichen Breiten
in einem dreidimensionalen Kanalmodell, siehe Abbildung 2.3. Dazu zeigen die x-, y-
und z-Achse in Ost-, Nord- und Vertikalrichtung. Das Geschwindigkeitsfeld besteht aus
den Komponenten in x-, y- und z-Richtung.
Fu¨r die Flachwasserapproximation gehen wir von einer konstanten Dichte ρ des
Mediums und einer geringen vertikalen Ausdehnung der Atmospha¨re aus. Als Ergebnis
der Approximation erhalten wir im nun zweidimensionalen Kanalmodell mit den hori-
zontalen Koordinatenachsen x und y, die zweidimensionalen Flachwassergleichungen
∂tu+ u · ∇u+∇Φ = −f n× u, (2.7)
∂tΦ + u · ∇(Φ− ΦB) + (Φ− ΦB) divu = 0 (2.8)
fu¨r das horizontale Geschwindigkeitsfeld u = (u, v) und das Geopotenzialfeld Φ, sie-
he [Lan02], [Ped87], [Beh96] und Abbildung 2.7. ΦB ist dabei das Geopotenzialfeld
20 KAPITEL 2. ATMOSPHA¨RISCHE MULTISKALENPROZESSE
der Orografie, f der Coriolisparameter, siehe Anhang D, und fu¨r das Kreuzprodukt
mit dem Vertikalvektor n = (0, 0, 1)T in Gleichung (2.7) interpretieren wir den Ge-
schwindigkeitsvektor u als dreidimensionalen horizontalen Vektor (u, v, 0). Fu¨r dieses
zweidimensionale Kanalmodell der Flachwassergleichungen verzichten wir auf eine Her-
leitung, da wir in Kapitel 3 ausfu¨hrlich die Flachwasserapproximation fu¨r die globalen
primitiven Gleichungen behandeln werden. Da die prognostischen Gro¨ßen das vek-
torwertige Geschwindigkeitsfeld u und das Geopotenzialfeld Φ sind, nennen wir die









Abbildung 2.7: Flachwasserschicht mit Geschwindigkeitsfeld (u, v) und Geopotenzialfeld Φ
Betrachten wir anstelle des Geschwindigkeitsfeldes u im zweidimensionalen Ka-
nalmodell die Vorticity ζ = rotu und die Divergenz δ = divu als prognostische Gro¨ßen
der Flachwassergleichungen, erhalten wir die skalaren Flachwassergleichungen. Diese
berechnen wir aus der Impulsbilanz (2.7) durch Anwendung der zweidimensionalen
Rotations- und Divergenzoperatoren
rotu := ∂xv − ∂yu, divu := ∂xu+ ∂yv.
Damit lauten die skalaren Flachwassergleichungen
∂tζ + u · ∇ζ + (ζ + f) δ = −v ∂yf, (2.9)




∂tΦ + u · ∇(Φ− ΦB) + (Φ− ΦB) δ = 0. (2.11)
Die im skalaren System diagnostische Geschwindigkeit u berechnen wir mit der Helm-
holtz-Zerlegung aus den prognostischen Gro¨ßen Vorticity und Divergenz
−∆ψ = ζ,
∆χ = δ,
u = rotψ +∇χ.
Dabei sind ψ und χ die Stromfunktion und das Vektorpotenzial, und der vektorwertige
Rotationsoperator ist definiert durch
rotψ := (∂yψ,−∂xψ)T.
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2.3.2 Vereinfachung der Flachwassergleichungen
Fu¨r die qualitative Beschreibung der Entstehung von planetaren Rossbywellen im
zweidimensionalen Flachwassermodell betrachten wir die skalare Formulierung (2.9) –
(2.11). Wir betrachten wieder einen geostrofischen Startzustand, der fu¨r den großra¨umi-
gen meridionalen Druckgradienten ein zonalsymmetrischer Westwind ist, also ζ = δ =
0, v = 0. Durch geeignete Randbedingungen, die an den seitlichen Ra¨ndern des Ka-
nalmodells vorgeschrieben sind, folgt aus ζ = δ = 0 eine nichttriviale Zonalwindkom-
ponente u. Weiter sei eine homogene Schichtdicke Φ vorgegeben.
Fu¨r die dynamische Diskussion der Gleichungen (2.9) – (2.11) vernachla¨ssigen wir
zuna¨chst kleine Terme. In der Geopotenzialgleichung (2.11) vernachla¨ssigen wir außer-
dem den Divergenzterm gegenu¨ber dem Advektionsterm, da der Startzustand diver-




Bleibt die Stro¨mung weitgehend scherungsfrei, dann ko¨nnen wir annehmen, dass der
nichtlineare Deformationsterm auf der rechten Seite von Gleichung (2.10) vernach-
la¨ssigbar klein bleibt. Sind die Sto¨rungen im Geopotenzialfeld Φ kleinra¨umig, dann
werden sie durch den Laplace-Operator ∆Φ versta¨rkt und dominieren dadurch die




Fu¨r die Vorticitygleichung (2.9) wissen wir aus Abschnitt 2.2.2, dass die rechte Seite
durch den β-Effekt die Zonalstro¨mung stabilisiert. Bei kleinen lokalen Sto¨rungen im
Divergenzterm (ζ+f) δ ist die rechte Seite dagegen aber vernachla¨ssigbar klein. Daher
spielen fu¨r die Anregung von planetaren Wellen beide Terme eine wichtige Rolle. Wir
schreiben so die Vorticitygleichung (2.9) mit β aus Abschnitt 2.2.2 in der Form
dζ
dt
= −v β − (ζ + f) δ. (2.14)
2.3.3 Anregung planetarer Wellen
Analog zu Abschnitt 2.2.2 wollen wir die Entstehung von planetaren Rossbywellen
anhand der vereinfachten skalaren Flachwassergleichungen (2.12) – (2.14) untersuchen.
Wie in Abschnitt 2.2.2, tritt wegen des Terms −v β in der Vorticitygleichung (2.14)
der zonalwindstabilisierende β-Effekt auf. Die ru¨cktreibende Kraft in Meridionalrich-
tung gegenu¨ber kleinen Sto¨rungen ist damit als Grundvoraussetzung fu¨r die Entstehung
von Rossbywellen auch fu¨r die Flachwassergleichungen vorhanden. Daher untersuchen
wir nun, wie orografische und thermische Sto¨rungen Wellen in der Zonalstro¨mung an-
regen ko¨nnen.
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Orografische Anregung
Fu¨r die orografische Anregung durch einen Berg und ein Tal betrachten wir eine kon-
stante Orografiefunktion ΦB mit einer aufgepra¨gten lokalen sinusfo¨rmigen Sto¨rung.






x), fu¨r x ∈ (0, L)
0, sonst
.
Wegen der Geopotenzialgleichung (2.12) bleibt die Schichtdicke Φ− ΦB konstant ent-
lang der Stro¨mung. Der Berg im Orografiefeld muss daher auch im Geopotenzialfeld





x), fu¨r x ∈ (0, L)
H0, sonst
.











x), fu¨r x ∈ (0, L)
0, sonst
.
Betrachten wir nun die Stro¨mung u¨ber dem Berg (0 < x < L/2), so wird hier
die Divergenz δ vergro¨ßert und es folgt u¨ber dem Berg δ > 0. Im anschließenden Tal
(L/2 < x < L) verringert sich δ wieder, so dass nach der Orografiesto¨rung (L < x)
die Divergenz wieder Null ist, also δ = 0. Da die Divergenz u¨ber der gesamten Orogra-
fiesto¨rung positiv ist, wird durch den Divergenzterm (ζ+f) δ in der Vorticitygleichung
(2.14) die Vorticity negativ. Die Stro¨mung wird also nach Su¨den hin abgelenkt.
Da die dynamischen Gro¨ßen Vorticity ζ und Divergenz δ direkt auch das Stro¨mungs-
feld u bestimmen, ist die Interpretation von ζ und δ als passiv mitstro¨mende Gro¨ßen
natu¨rlich eine vereinfachende Sichtweise. Diese reicht hier aber aus, um qualitativ die
Dynamik der Sto¨rung zu beschreiben.
Thermische Anregung
Anders als bei der orografischen Anregung von planetaren Rossbywellen, fu¨r die die
Orografiefunktion ΦB direkt auf die Dynamik Einfluss hat, gibt es in den Flachwas-
sergleichungen nur eine parametrisierte Mo¨glichkeit, den Einfluss einer diabatischen
Wa¨rmequelle zu beru¨cksichtigen. Die durch die Erwa¨rmung verursachten vertikalen
Sto¨rungen werden dabei mit Hilfe der dreidimensionalen Divergenzfreiheit in Sto¨run-
gen der horizontalen Divergenz umgerechnet.
Wie in Abschnitt 2.2.2 erhalten wir zu einer lokalen diabatischen Wa¨rmequelle Q
mit dem ersten Hauptsatz der Thermodynamik die Ausbildung einer diabatisch verur-
sachten Sto¨rung w′ der Vertikalgeschwindigkeit, siehe Gleichung (2.4). In den Flachwas-
sergleichungen (2.7), (2.8) gibt es aber nur die horizontalen Komponenten (u′, v′) der
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Sto¨rung des Geschwindigkeitsfeldes. Deshalb dru¨cken wir die dynamische Auswirkung
von w′ in den Flachwassergleichungen dadurch aus, dass w′ wegen der dreidimensiona-
le Divergenzfreiheit (Kontinuita¨tsgleichung, ρ=konst.) der Stro¨mung diagnostisch mit
dem horizontalen Sto¨rungsanteil (u′, v′) durch die Gleichung
∂w′
∂z
= − div(u′, v′)
zusammenha¨ngt. Aus der diabatischen Wa¨rmequelle Q resultiert damit eine Sto¨rung
der zweidimensionalen Divergenz durch





Betrachten wir die vertikale Mittelung Qz von
∂Q
∂z
, so erhalten wir aus der Vorticity-
gleichung (2.14) die Vorticitygleichung mit thermischer Anregung
dζ
dt






Mit den gleichen Argumenten wie in Abschnitt 2.2.2 fu¨r die thermische Anregung
erkennen wir, dass durch eine lokale diabatische Wa¨rmequelle Qz in der Vorticityglei-




Die Flachwassergleichungen beschreiben die horizontale Bewegung in einer du¨nnen At-
mospha¨renschicht. Ausgehend von den primitiven Gleichungen in der dreidimensiona-
len Atmospha¨re erhalten wir mit der Flachwasserapproximation zweidimensionale Be-
wegungsgleichungen fu¨r die horizontalen Geschwindigkeitskomponenten, siehe [Dut95],
[Lan02], [Etl96]. Die Flachwassergleichungen haben fu¨r die Modellierung dynamischer
Prozesse in der Atmospha¨re eine große Bedeutung, da einerseits deren numerische
Lo¨sung einfacher ist als fu¨r die vollen primitiven Gleichungen und andererseits noch
reale physikalische Pha¨nomene beschrieben werden ko¨nnen, z. B. wie in Abschnitt 2.3.3
die Anregung von planetaren Rossbywellen. Will man planetare Wellenpha¨nomene si-
mulieren, reicht es nicht, die Flachwassergleichungen nur auf einem zweidimensionalen
Gebiet zu betrachten, sondern man muss die Flachwassergleichungen global auf der ge-
samten Spha¨re formulieren. In den letzten 20 Jahren gab es dazu zahlreiche Arbeiten,
die verschiedene Ansa¨tze zur numerischen Lo¨sung der Flachwassergleichungen auf der
Spha¨re verfolgten, z. B. [GPF03], [RR02], [Tol02], [LBV01], [TTSG01], [SP99] [HH02],
[SWD97], [CS90], [BSH90], [MO87].
In der vorliegenden Arbeit betrachten wir die Flachwassergleichungen auf der Spha¨-
re in einem erdfesten Koordinatensystem. Damit interpretieren wir die spha¨rischen
Gleichungen eingebettet in den R3 und definieren die tangentialen Differenzialoperato-
ren als horizontale Projektionen der dreidimensionalen Differenzialoperatoren auf die
Spha¨re, siehe Anhang B, [Dzi88], [Sch93], [Sie90], [HH02].
Im gesamten Kapitel benutzen wir die Einsteinsche Summenkonvention. Tritt also
ein Index innerhalb eines Terms mehrfach auf, so wird der Term u¨ber den Wertebereich
des Index summiert. In Abschnitt 3.1 beginnen wir mit der Flachwasserapproximation
der primitiven Gleichungen und erhalten die spha¨rischen Flachwassergleichungen in der
Vektorformulierung. Danach leiten wir in Abschnitt 3.2 die skalare Formulierung der
spha¨rischen Flachwassergleichungen her und zeigen die A¨quivalenz zur Vektorformu-
lierung. Nachdem wir in den Abschnitten 3.3 und 3.4 die Skalierung auf die Spha¨re mit
dem Erdradius R0 > 0 und die Erhaltungseigenschaften der Flachwassergleichungen
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betrachtet haben, leiten wir in Abschnitt 3.5 analytische Lo¨sungen der Flachwasser-
gleichungen her.
3.1 Vektorformulierung
Die Herleitung der Flachwassergleichungen auf der Spha¨re erfolgt analog zur Flach-
wasserapproximation im ebenen zweidimensionalen Gebiet, siehe [Lan02]. Ausgehend
von den reibungsfreien primitiven Gleichungen fu¨hren uns die drei Annahmen A-1 –
A-3 zur Flachwasserapproximation der primitiven Gleichungen.
A-1: Das Medium hat eine konstante Dichte ρ = konst.
A-2: Die horizonalen Geschwindigkeitskomponenten sind wesentlich gro¨ßer als die ver-
tikalen Komponenten.
A-3: Die vertikale Scherung der horizontalen Geschwindigkeitskomponenten kann geo-
strofisch approximiert werden.
Die Annahme A-1 ko¨nnen wir wegen ∇ρ = 0 auch als Barotropiebedingung interpre-
tieren. Die Annahme A-2 ist typischerweise in einer Atmospha¨renschicht mit kleiner
vertikaler und großer horizontaler Ausdehnung erfu¨llt. Da wegen der Barotropiebe-
dingung in Annahme A-1 der geostrofische Wind ho¨henunabha¨ngig ist, bedeutet die
Annahme A-3 praktisch die Ho¨henunabha¨ngigkeit der horizontalen Geschwindigkeits-
komponenten.
In Abschnitt 3.1.1 notieren wir mit der Nutzung der Annahme A-1 die reibungs-
freien primitiven Gleichungen in einer Atmospha¨renschicht konstanter Dichte. Danach
formulieren wir in Abschnitt 3.1.2 die horizontalen und vertikalen Komponenten der
Gleichungen getrennt. In den Abschnitten 3.1.3 und 3.1.4 nutzen wir dann mit der
spha¨rischen Reskalierung und der Approximation der Windscherung die Annahmen
A-2 und A-3 fu¨r die Herleitung der Flachwassergleichungen aus.
3.1.1 Die primitiven Gleichungen
Ausgangspunkt unserer Betrachtungen sind die reibungsfreien primitiven Gleichungen
in einer dreidimensionalen Atmospha¨renschicht. Wir beno¨tigen zuna¨chst einige Defini-
tionen. T > 0 sei ein beliebig fixierter Zeitpunkt, I = (0, T ) ein Zeitintervall, R0 der
Erdradius, ΦE das Geopotenzial und Ω die Winkelgeschwindigkeit der Erde, siehe auch
Anhang D. Dazu sei der Winkelgeschwindigkeitsvektor definiert durch Ω = (0, 0,Ω)T.





n(x) ist der normierte Radialvektor im Punkt x ∈ R3 \ {0}.
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Definition 3.1.2 (Spha¨re) Fu¨r den Radius R > 0 definieren wir die Spha¨re durch
SR := {x ∈ R3 | ‖x‖ = R}.
Fu¨r R = 1 heißt S := S1 die Einheitsspha¨re.
Fu¨r jeden Punkt x ∈ SR ist der normierte Radialvektor n(x) gleichzeitig der a¨ußere
Einheitsnormalenvektor an SR.
Die Atmospha¨renschicht habe einen oberen und einen unteren Rand, der jeweils
durch die zeitabha¨ngige Schichtdickenfunktionen h′ε : S × I → R≥0 und die Orogra-
fiefunktion h′B,ε : S → R≥0 festgelegt wird. Dabei ordnen h′ε bzw. h′B,ε einem Punkt
auf S die Ho¨he der daru¨berliegenden Schicht bzw. Orografie zu. Fu¨r die maximale







Wir definieren als Atmospha¨renschicht
G′ε := {x ∈ R3 |R0 + h′B,ε(n(x)) < |x| < R0 + h′ε(n(x))}.
Fu¨r den Fall einer reibungsfreien Stro¨mung in einer dreidimensionalen Atmospha¨-
renschicht sind die Impulsgleichungen Eulersche Bewegungsgleichungen. Die Konti-
nuita¨tsgleichung der primitiven Gleichungen wird mit der Annahme A-1 zur For-
derung der Divergenzfreiheit der Stro¨mung. Damit lauten die primitiven Gleichun-
gen in der dreidimensionalen Atmospha¨renschicht G′ε fu¨r das Geschwindigkeitsfeld
v : G′ε × I → R3 und das Druckfeld q : G′ε × I → R
∂tv + v · ∇v + 1
ρ
∇q = −∇ΦE − 2Ω× v −Ω× (Ω× x),
div v = 0,
(3.1)
siehe auch [Dut95], [Lan02], [Etl96].
Im Sinne einer kompakteren Darstellung werden wir anstelle der Gleichungen auf
G′ε normierte Gleichungen auf der normierten Schicht
Gε := {x ∈ R3 | 1 + hB,ε(n(x)) < |x| < 1 + hε(n(x))}
betrachten. Dabei sind hB,ε = h
′
B,ε/R0 und hε = h
′
ε/R0 die normierten Schichtdicken.




In Abbildung 3.1 sind die Einheitsspha¨re S und die normierte Schicht Gε zu sehen. Die
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Abbildung 3.1: Einheitsspha¨re S, transformierte Schicht Gε







, ∀x ∈ Gε, (3.2)
zusammen, so lauten die normierten primitiven Gleichungen in der Schicht Gε
∂tu+ u · ∇u+∇p′ = −2Ω× u−Ω× (Ω× x), (3.3)
divu = 0. (3.4)
3.1.2 Orthogonale Zerlegung des Geschwindigkeitsfeldes
Um fu¨r die Flachwasserapproximation die Annahme A-2 auch formal nutzen zu ko¨nnen,
zerlegen wir die Vektoren der Impulsbilanz (3.3) in die orthogonalen horizontalen und
vertikalen Komponenten.
Betrachten wir zuna¨chst fu¨r das Geschwindigkeitsfeld u die Zerlegung in die ortho-




Abbildung 3.2: Orthogonale Zerlegung des Geschwindigkeitsfeldes u
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u = uS + w n.
Wir ko¨nnen fu¨r die vektorwertige Impulsgleichung (3.3) dann die orthogonalen Kom-
ponenten berechnen:




= −f n× uS − 2wΩ× n+∇S ΦZ , (3.5)
∂tw + u · ∇w − |uS|
2
|x| + n · ∇p
′ = −2Ω · (u× n) + (Ω× n) · (Ω× x). (3.6)
Dabei sind f der Coriolisparameter, siehe Anhang D, und ΦZ ein durch die Zentrifu-
galkraft hervorgerufenes Geopotenzial, fu¨r das
ΦZ = −(Ω · x)
2
2
gilt. Schließlich ko¨nnen wir auch die Inkompressiblita¨tsgleichung (3.4) in die Beitra¨ge
durch die orthogonalen Komponenten von u zerlegen:
divS uS + n · ∇w + w divn = 0. (3.7)
Neben den Gleichungen (3.5), (3.6) und (3.7) werden wir in Abschitt 3.1.4 auch
noch zwei weitere spha¨risch reskalierte Gleichungen beno¨tigen. Genauer sind das
n · ∇(∇S i p) = ∇S i(n · ∇p)−∇ni · ∇p, fu¨r i = 1, 2, 3 (3.8)
n · ∇(divS uS) = divS(n · ∇uS)−∇ni · ∇uSi. (3.9)
Dabei nutzen wir die Einsteinsche Summenkonvention, die auch fu¨r das gesamte Kapitel
gelten soll.
3.1.3 Die spha¨rische Reskalierung
In diesem Abschnitt nutzen wir die Annahme A-2 der Flachwasserapproximation. Wir
fu¨hren dazu eine spha¨rische Reskalierung fu¨r die orthogonalen Komponenten in den
Gleichungen (3.5) – (3.9) durch.
Die Annahme A-2 besagt, dass in der Schicht Gε die horizontalen Geschwindigkeits-
komponenten der Stro¨mung wesentlich gro¨ßer als die vertikalen Komponenten sind.
Um diese Annahme fu¨r die Gleichungen (3.5) – (3.9) nutzen zu ko¨nnen, fu¨hren wir
eine spha¨rische Reskalierung durch und transformieren die Gleichungen auf ein von
ε unabha¨ngiges Gebiet G. Dadurch wird zum einen die Geometrie des Gebietes Gε
vera¨ndert und zum anderen werden die horizontalen und vertikalen Geschwindigkeits-
komponenten verschieden skaliert. Im Gebiet G betrachten wir dann die Gleichungen
fu¨r den Fall von sehr kleinem ε¿ 1. Dadurch ko¨nnen wir Terme vernachla¨ssigen und
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erhalten nach der Ru¨cktransformation auf das Gebiet Gε die reskalierten Gleichungen.
Dieser Prozess stellt den Grenzfall fu¨r sehr du¨nne Schichten Gε mit der entsprechenden
kinematischen Skalierung der dynamischen Gro¨ßen dar. Diese Form der Reskalierung
wurde fu¨r den dreidimensionalen Fall zur mathematischen Rechtfertigung der hydro-










Abbildung 3.3: Originale Schicht Gε, Geschwindigkeitsfeld u; Transformationsgebiet G, Ge-
schwindigkeitsfeld uε
Wir beginnen mit der Definition des TransformationsgebietesG, dessen Schichtdicke
immer von der Dimension 1 sein soll:
G := {x ∈ R3 | 1
ε
hB,ε(n(x)) < |x| − 1 < 1
ε
hε(n(x))}.
Die Zuordnung der Punkte aus G und Gε wird durch die Abbildung ϕ : G→ Gε
ϕ(y) := (1 + ε (|y| − 1))n(y), ∀y ∈ G
realisiert. Entsprechend der Transformation der Schichten fu¨hren wir die dazugeho¨ren-
de kinematische Skalierung des Geschwindigkeitsfeldes u durch. Die horizontalen Ge-
schwindigkeitskomponenten uS sollen so transformiert werden, dass die tangentialen
Gradienten erhalten bleiben. Die vertikale Geschwindigkeitskomponente w hingegen
soll mit dem Faktor ε skaliert werden. Das Geschwindigkeitsfeld uε : G→ R3 und das
Druckfeld p′ε : G→ R ergeben sich damit durch
uε :=
(
λu+ (ε−1 − λ)w n) ◦ ϕ, (3.10)
p′ε := λ
2 p′ ◦ ϕ.
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definiert. Im weiteren werden wir die Argumenttransformation ϕ weglassen, wenn keine
Irritationen zu befu¨rchten sind. Wie oben gefordert, gelten fu¨r die zu uε geho¨renden




und damit insbesondere ∇S uS = ∇S uε,S.
Damit erhalten wir die transformierten Gleichungen (3.6), (3.5), (3.7) auf G:
∂tuε,S + uε · ∇uε,S + λuε,S (uε · ∇1
λ





ε = −f n× uε,S − 2 ε λwεΩ× n+∇S ΦZ ,
ε (∂twε + uε · ∇wε)− |uε,S|
2
λ |y| + ε







Ω · (uε,S × n) + 1
λ
(Ω× n) · (Ω× y),
divS uε,S + n · ∇wε + ε λwε divn = 0.
Ebenso berechnen wir die transformierte Form der Gleichungen (3.8) und (3.9) auf G.
ε−1 n · ∇( 1
λ
∇S i pε) = ε−1 λ∇S i(n · ∇(
1
λ2
pε))−∇ni · ∇pε, fu¨r i = 1, 2, 3
ε−1 n · ∇(divS uε,S) = ε−1 λ divS(n · ∇( 1
λ
uε,S))− λ∇ni · ∇uε,Si.
Als die formale Umsetzung von Annahme A-2 betrachten wir nun den Fall von sehr
kleinem ε ¿ 1. Zum einen bedeutet das, dass die Schicht Gε sehr du¨nn ist. Zum
anderen entspricht dies wegen der unterschiedlichen Skalierung der orthogonalen Ge-
schwindigkeitskomponenten von u der Annahme, dass der Betrag des horizontalen Ge-
schwindigkeitsfeldes uS sehr viel gro¨ßer als der der vertikalen Komponente w ist. Wir
ko¨nnen damit in den transformierten Gleichungen die Terme mit dem Faktor ε weg-
lassen. Anschließend transformieren wir diese vereinfachten Gleichungen wieder zuru¨ck
auf das Gebiet Gε und erhalten
∂tuS + u · ∇uS + |uS|
2
|x| n+∇S p
′ = −f n× uS +∇S ΦZ , (3.11)
n · ∇p′ = 0, (3.12)
divS uS + n · ∇w = 0 (3.13)
und
n · ∇(∇S p) = ∇S(n · ∇p), (3.14)
n · ∇(divS uS) = divS(n · ∇uS). (3.15)
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Die Gleichung (3.12) fu¨r die potenzialkorrigierte Druckvariable p′ ist die hydrostatische
Approximation fu¨r den Druck p in der du¨nnen Schicht Gε.
Damit haben wir durch die Annahme A-2 mit System (3.11) – (3.13) die reskalierten
Gleichungen zu System (3.3), (3.4) in Gε gewonnen. Weiterhin folgen aus (3.8), (3.9)
die reskalierten Gleichungen (3.14), (3.15).
3.1.4 Geostrofische Approximation
Die reskalierten Gleichungen (3.11) – (3.15) bilden in diesem Abschnitt die Grundlage
fu¨r die Anwendung der Annahme A-3 als Teil der Flachwasserapproximation. Wir
formulieren zuna¨chst die hydrostatische Approximation fu¨r den Druck p und stellen
damit den Zusammenhang zwischen Druck und geopotenzieller Ho¨he Φ der Schicht
her. Anschließend nutzen wir die Annahme A-3 der Flachwasserapproximation, die die
vertikale Abha¨ngigkeit der horizontalen Gleichungskomponenten beseitigt. Schließlich
leiten wir die prognostische Gleichung fu¨r die geopotenzielle Ho¨he Φ her.
Zuna¨chst wollen wir in Gleichung (3.11) die potenzialkorrigierte Druckvariable p′
durch die geopotenzielle Ho¨he Φ der Schicht ausdru¨cken. Dazu ko¨nnen wir mit der
Definition in Gleichung (3.2) zuna¨chst den Term∇S p′ inGε durch den Druckgradienten
ersetzen, da der tangentiale Gradient des Geopotentials ∇S ΦE verschwindet, d. h.
∇S p′ = 1
ρ
∇S p. (3.16)
Wir leiten nun den Zusammenhang zwischen dem Druck p und der geopotenziellen




n · ∇p = − 1
R0
n · ∇ΦE = − g
R0
. (3.17)
Damit erkennen wir, dass die Gleichung (3.12) tatsa¨chlich die hydrostatische Appro-
ximation fu¨r den Druck p ist. Definieren wir nun die geopotenzielle Ho¨he Φ fu¨r alle




(1 + hε(n)− |x|), (3.18)
so ergibt sich durch vertikale Integration des Druckgradienten fu¨r x ∈ Gε
p((1 + hε(n))n)− p(x) =
(1+hε(n))n∫
x
n · ∇p dx = −ρΦ(x).
Der Faktor R0 in der Definition der geopotenziellen Ho¨he Φ resultiert daraus, dass wir
die Gleichungen in Abschnitt 3.1.1 auf das Gebiet Gε mit dem Faktor R0 normiert
haben. Unter der Annahme, dass der Druck p((1 + hε(n))n) an der Schichtobergrenze
Null ist, folgt fu¨r alle x ∈ Gε
ρΦ(x) = p(x).
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Zusammen mit Gleichung (3.16) gilt damit in Gε
∇S p′ = ∇S Φ.
Die hydrostatische Approximation (3.17) hat auch fu¨r den geostrofischen Wind uG
eine Konsequenz. Dazu setzen wir in der reskalierten Gleichung (3.14) die Gleichung
(3.17) ein und erhalten mit
n · ∇(∇S p) = ∇S(n · ∇p) = −∇S ρ g
R0
= 0
die Ho¨henunabha¨ngigkeit des Druckgradienten. Mit der Definition des geostrofischen
Windes uG := −(ρf)−1 n × ∇S p, siehe [Etl96], folgt daraus aber sofort auch die
Ho¨henunabha¨ngigkeit von uG, also
n · ∇uG = 0.
Mit diesen Vorbereitungen nutzen wir nun die Annahme A-3 der Flachwasserapproxi-
mation. Die vertikale Scherung der horizontalen Geschwindigkeitskomponenten kann
geostrofisch approximiert werden, d. h. es gilt in Gε
n · ∇uS = n · ∇uG = 0. (3.19)
Fu¨r den Advektionsterm in Gleichung (3.11) bedeutet das
u · ∇uS = uS · ∇S uS,
so dass sich Gleichung (3.11) in Gε auch folgendermaßen schreibt:
∂tuS + uS · ∇S uS +∇S(Φ− ΦZ) = −f n× uS − |uS|
2
|x| n. (3.20)
Da zum einen wegen Gleichung (3.19) die Horizontalgeschwindigkeit uS in vertika-
ler Richtung konstant fortgesetzt werden kann und zum anderen die Schicht Gε als
du¨nn angenommen wird, ko¨nnen wir Gleichung (3.20) auch auf die Einheitsspha¨re S
fortsetzen.
Eine weitere Schlußfolgerung aus der geostrofischen Approximation (3.19) ist die
Ho¨henunabha¨ngigkeit der tangentialen Divergenz, denn es folgt mit der reskalierten
Gleichung (3.15) in Gε
n · ∇(divS uS) = divS(n · ∇uS) = 0.
Dies nutzen wir nun bei der Integration der reskalierten Gleichung (3.13) u¨ber die
Schichtdicke. Wir erhalten damit
w((1 + hε(n))n)− w((1 + hB,ε(n))n) =
(1+hε(n))n∫
(1+hB,ε(n))n
n · ∇w dx
= −(hε − hB,ε) divS uS.
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Mit den dynamischen oberen und unteren Randbedingungen
w((1 + hε(n))n) = ∂thε + uS · ∇S hε,
w((1 + hB,ε(n))n) = uS · ∇S hB,ε,




(1 + hB,ε(n)− |x|), fu¨r x ∈ R3 \ {0}
und mit der geopotenziellen Ho¨he der Schicht aus Gleichung (3.18) folgt daraus in S
∂tΦ + uS · ∇S(Φ− ΦB) + (Φ− ΦB) divS uS = 0. (3.21)
Die Gleichungen (3.20) und (3.21) stellen damit prognostische Gleichungen fu¨r den
horizontalen Wind uS und die geopotenzielle Ho¨he Φ der Schicht Gε dar. Zur Ver-
einfachung der Notation beschreiben wir den horizontalen Wind uS durch das dreidi-
mensionale Geschwindigkeitsfeld u′ mit der Zusatzbedingung u′ · n = 0. Dieses u′ ist
dabei nicht mit der Lo¨sung von Gleichung (3.3) zu verwechseln. Außerdem ersetzen wir
die geopotenzielle Ho¨he Φ und die Bodenorografie ΦB durch die zentrifugalbereinigten
Funktionen
Φ′ := Φ− ΦZ ,
Φ′B := ΦB − ΦZ .
Die Striche der neuen Bezeichnungen lassen wir gleich wieder weg und schreiben damit
die Gleichungen (3.20) und (3.21) als die Gleichungen
∂tu+ u · ∇S u+∇S Φ = −f n× u− |u|
2
|x| n, (3.22)
∂tΦ + u · ∇S(Φ− ΦB) + (Φ− ΦB) divS u = 0, (3.23)
u · n = 0 (3.24)
in S. Die Gleichungen (3.22) – (3.24) nennen wir die spha¨rischen Flachwassergleichun-
gen in Vektorformulierung.
Die Flachwassergleichungen (3.22) – (3.24) sind a¨quivalent zu den in der Literatur
verwendeten Formulierungen, siehe z. B. [Coˆt88], [SP99], [GPF03], [HH02], [WDH+92],
[SWD97]. Insbesondere die A¨quivalenz zur Schreibweise in Kugelkoordinaten, siehe
[WDH+92], [SWD97], kann mit Hilfe eines Wechsels vom erdfesten Koordinatensystem
in die lokalen Koordinatensysteme gezeigt werden.
3.2 Skalare Formulierung
Die spha¨rischen Flachwassergleichungen in skalarer Formulierung leiten wir aus den
Flachwassergleichungen in Vektorformulierung (3.22) – (3.24) ab. Die skalare Formu-
lierung besteht aus den Vorticity- und Divergenzanteilen der Impulsgleichung (3.22),
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der Erhaltungsgleichung fu¨r die geopotenzielle Ho¨he (3.23) und den Gleichungen der
Helmholtz-Zerlegung.
Die Vorticity und die Divergenz definieren wir als die Tangentialrotation und Tan-
gentialdivergenz des Geschwindigkeitsfeldes, siehe Anhang B. Fu¨r die Bestimmung der
prognostischen Gleichungen fu¨r die Vorticity und die Divergenz berechnen wir in den
Abschnitten 3.2.1 und 3.2.2 nacheinander die Tangentialrotation und die Tangential-
divergenz der Terme in Gleichung (3.22). Nach der Formulierung der Flachwasserglei-
chungen in skalarer Formulierung in Abschnitt 3.2.3 zeigen wir die A¨quivalenz von
Vektorformulierung und skalarer Formulierung. Aus technischen Gru¨nden fixieren wir
fu¨r die Berechnung der tangentialen Differenzialoperatoren, siehe Anhang B, eine offene
Umgebung G ⊂ R3 \ {0} von S.
3.2.1 Der Advektionsterm
In diesem Abschnitt berechnen wir die Tangentialrotation und Tangentialdivergenz des
Advektionsterms in Gleichung (3.22). Die Ergebnisse sind in den Sa¨tzen 3.2.1 und 3.2.2
zusammengefasst.
Fu¨r den a¨ußeren Einheitsnormalenvektor n an S, siehe Definition 3.1.1, gelten die
folgenden grundlegenden Rechenregeln.
Hilfssatz 3.2.1 Fu¨r n aus Definition 3.1.1 gelten in R3 \ {0} die Gleichungen
∂inj = ∂jni,
ni ∂inj = 0.
Die Tangentialrotation des Advektionsterms in Gleichung (3.22) ko¨nnen wir mit dem
folgenden Satz berechnen.
Satz 3.2.1 Fu¨r jede Vektorfunktion u ∈ C2(S,R3) mit der Eigenschaft u · n = 0 gilt
auf S
rotS(u · ∇S u) = u · ∇S(rotS u) + rotS u divS u.
Beweis:
Es sei u ∈ C2(S,R3) mit u · n = 0 auf S gegeben. Wir setzen u zu einer C2(G,R3)-
Funktion fort und bezeichnen diese Funktion wieder mit u.
Da u ·n = 0 auf S gilt und der Operator rotS nur von den Werten seines Arguments
auf S abha¨ngt, folgt auf S
rotS(u · ∇S u) = rotS(u · ∇u) = n · rot(u · ∇u)
= ni ²ijk ∂j(ul ∂luk)
= ni ²ijk ∂jul ∂luk + ni ²ijk ul ∂j luk.
(3.25)
Fu¨r den ersten Term der rechten Seite kann man auf S zeigen
ni ²ijk ∂jul ∂luk = (n · rot u) divu− ni (∇ui · rot u)
= rotS u divS u+ rotS u div((n · u)n)− ni (∇ui · rot u).
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Mit u · n = 0 folgt fu¨r den zweiten Term der obigen rechten Seite auf S die Gleichung
ni ²ijk ul ∂j luk = u · ∇S(rotS u)− ul (∂ln · rot u).
Nutzen wir auf S die Gleichungen u · n = 0 und ∇S(u · n) = 0, dann folgt fu¨r das
Funktional
R(u) := rotS u div((n · u)n)− nj (∇uj · rot u)− uj (∂jn · rot u)
= ni n · ∇(u · n) (rot n)i − ∂i(u · n) (rot u)i
= −∇S(u · n) · rot u = 0.
Andererseits ist R so definiert, dass wir Gleichung (3.25) auf S auch in der Form
rotS(u · ∇S u) = u · ∇S(rotS u) + rotS u divS u+R(u)
schreiben ko¨nnen. Dies ist aber die behauptete Gleichung auf S. Die Rechenschritte des
Beweises sind natu¨rlich abha¨ngig von der Wahl der Fortsetzung von u auf G. Da aber
beide Seiten der Behauptung auf S nur von den Werten der Funktion auf S abha¨ngen,
gilt die Behauptung auch fu¨r die urspru¨ngliche Funktion u ∈ C2(S,R3).
2
Als Vorbereitung fu¨r die Berechnung der Tangentialdivergenz des Advektionsterms in
Gleichung (3.22) beno¨tigen wir den folgenden Hilfssatz.
Hilfssatz 3.2.2 Fu¨r jede Vektorfunktion u ∈ C2(S,R3) gelten auf S die Gleichungen
ui u · ∇ni = |u− u · nn|2,
(u · ∇ni)2 = |u− u · nn|2.
Beweis:
Vorbereitend berechnen wir die Ableitungen von n in R3 \ {0}.
∇n1 = |x|−3 (x22 + x23,−x1 x2,−x1 x3)T,
∇n2 = |x|−3 (−x1 x2, x21 + x23,−x2 x3)T,
∇n3 = |x|−3 (−x1 x3,−x2 x3, x21 + x22)T.
Damit beweisen wir die Gleichungen nacheinander. Auf S ergibt sich fu¨r die erste
Gleichung
ui u · ∇ni = (u · u |x|2 − (u · x)2) |x|−3
= |u− u · nn|2.
Fu¨r die zweite Gleichung schließen wir auf S
(u · ∇ni)2 = 1|x|4 (u
2
1 (|x|2 − x21) + u22 (|x|2 − x22) + u23 (|x|2 − x23)
− 2 u1 u2 x1 x2 − 2u1 u3 x1 x3 − 2u2 u3 x2 x3)
= u · u− (u · n)2.
Damit sind beide Behauptungen bewiesen.
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2
Wir ko¨nnen nun zur Berechnung der Tangentialdivergenz des Advektionsterms in Glei-
chung (3.22) kommen.
Satz 3.2.2 Fu¨r jede Vektorfunktion u ∈ C2(S,R3) mit der Eigenschaft u · n = 0 gilt
auf S
divS(u · ∇S u) = u · ∇S(divS u) + (∇S ui)TAij (∇S uj) + u · u.
Dabei ist der Tensor A so definiert, dass fu¨r i, j, k, l = 1, 2, 3 gilt
Aijkl := δil δjk.
Beweis:
Es sei u ∈ C2(S,R3) mit u · n = 0 gegeben. Wir setzen u zu einer u˜ ∈ C2(G,R3)-
Funktion konstant in Normalenrichtung n fort, d. h. es gilt
n · ∇u˜ = 0. (3.26)
Im Folgenden lassen wir aber die Tilde der U¨bersichtlichkeit halber weg. Da in S
u · n = 0 gilt und der Operator divS nur von den Werten seines Arguments in S
abha¨ngt, folgt in S
divS(u · ∇S u) = divS(u · ∇u) = div(u · ∇u)− div((u · ∇u) · nn). (3.27)
Die Terme der rechten Seite berechnen wir genauer. Fu¨r den ersten Term gilt
div(u · ∇u) = u · ∇(divu) + ∂iuj ∂jui.
Beachten wir
∂iuj ∂jui = (∂jui − nj n · ∇ui) (∂iuj − ni n · ∇uj)
= (∇S ui)j (∇S uj)i,
so ko¨nnen wir in S auch schreiben
div(u · ∇u) = u · ∇(divu) + (∇S ui)j (∇S uj)i. (3.28)
Fu¨r den zweiten Term gilt mit Gleichung (3.26)
div((u · ∇u) · nn) = ∂i(ni nj uk ∂kuj)
= uk ∂i(ni nj ∂kuj) + (n · ∇ui) (n · ∂iu)
= uk ∂i(∂k(ni nj uj)− ∂k(ni nj)uj)
= u · ∇ div(u · nn)− uk ∂i(∂k(ni nj) uj).
Den letzten Summanden der rechten Seite zerlegen wir weiter:
uk ∂i(∂k(ni nj) uj) = uk ∂ki(ni nj)uj + uk ∂k(ni nj) ∂iuj.
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Fu¨r die beiden Terme der rechten Seite wiederum ergibt sich nacheinander
uk ∂ki(ni nj)uj = uj u · ∇(nj divn+ n · ∇nj)
= (u · n)u · ∇ divn+ uj divnu · ∇nj
= divnui u · ∇ni
und mit Gleichung (3.26)
uk ∂k(ni nj) ∂iuj = (n · ∇uj) (u · ∇nj) + (n · ∂iu) (u · ∇ni)
= (u · ∇ni) (∂i(u · n)− u · ∂in)
= −(u · ∇ni) (u · ∂in)
= −(u · ∇ni)2.
Zusammenfassend la¨sst sich damit feststellen
div((u · ∇u) · nn) = u · ∇ div(u · nn)− divn ui u · ∇ni + (u · ∇ni)2.
Nutzen wir nun Hilfssatz 3.2.2 und die Beziehung
divn =
2
|x| , in R
3 \ {0},
dann ko¨nnen wir anstelle dessen in S auch schreiben
div((u · ∇u) · nn) = u · ∇ div(u · nn)− u · u.
Zusammen mit den Gleichungen (3.27) und (3.28) ergibt sich damit die Behauptung.
2
3.2.2 Die Terme fu¨r Geopotenzial und Corioliskraft
In diesem Abschnitt berechnen wir die Tangentialrotation und die Tangentialdivergenz
des Geopotenzialterms und des Coriolisterms in Gleichung (3.22).
Wir beginnen mit der Berechnung der Tangentialrotation und der Tangentialdiver-
genz des Terms fu¨r das Geopotenzial. Da nach Definition B.4 die Divergenz des Gra-
dienten den Laplace-Beltrami-Operator ergibt, beno¨tigen wir dazu nur noch Hilfssatz
3.2.4 fu¨r die Rotation des Gradienten. Der folgende Hilfssatz dient der Vorbereitung.
Hilfssatz 3.2.3 Fu¨r jede Funktion g ∈ C1(S) bzw. g ∈ C1(G) gelten in S bzw. G die
Gleichungen
rotS(g n) = n · rotS g = 0,
divS(g n) = n · ∇S g = 0.
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Beweis:
Es sei g ∈ C1(S) bzw. g ∈ C1(G) gegeben. Falls g ∈ C1(S) ist, setzen wir g zu einer
C1(G)-Funktion fort und bezeichnen diese wieder mit g. Falls hingegen g ∈ C1(G) gilt,
fa¨llt dieser Fortsetzungsschritt weg. Es folgt dann fu¨r die erste Gleichung
rotS(g n) = n · rotS g = n · rot(g n) = ni ²ijk ∂j(g nk) =
∂jg ²ijk ni nk + ni g ²ijk ∂jnk = 0
in S bzw. G. Fu¨r die zweite Gleichung erhalten wir
divS(g n) = div(gn− gn · nn) = 0,
n · ∇S g = n · ∇g − (n · ∇g)n · n = 0
in S bzw. G. Damit sind beide Behauptungen bewiesen.
2
Wir ko¨nnen nun die Tangentialrotation des Geopotenzialgradienten berechnen.
Hilfssatz 3.2.4 Fu¨r jede skalare Funktion g ∈ C2(S) gilt in S
rotS ∇S g = 0.
Beweis:
Es sei g ∈ C2(S) und wir setzen g zu einer C2(G)-Funktion fort und bezeichnen diese
wieder mit g. Es gilt dann in S mit Hilfssatz 3.2.3
rotS ∇S g = rotS ∇g − rotS((n · ∇g)n) = rotS ∇g = n · rot∇g = 0
und die Behauptung ist bewiesen.
2
Es verbleibt nun, die Tangentialrotation und die Tangentialdivergenz des Coriolisterms
in Gleichung (3.22) zu berechnen. Vorbereitend beno¨tigen wir einige Rechenregeln, die
wir in den folgenden Hilfssa¨tzen zusammenstellen.
Hilfssatz 3.2.5 (Produktregel, Rotation) Fu¨r alle Funktionen g ∈ C1(S) und u ∈
C1(S,R3) gilt in S die Gleichung
rotS(g u) = −(rotS g) · u+ g rotS u.
Beweis:
Es seien g ∈ C1(S) und u ∈ C1(S,R3) beliebig gewa¨hlt. Wir setzen g bzw. u zu einer
C1(G)-Funktion bzw. zu einer C1(G,R3)-Funktion fort und bezeichnen diese Funktio-
nen wieder mit g bzw. u. Es gilt dann in S die Gleichung
rotS(g u) = ni ²ijk ∂j(g uk) = ni ²ijk (∂jg uk + g ∂juk)
= −(rotS g) · u+ g rotS u
und damit auch die Behauptung.
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2
Hilfssatz 3.2.6 Fu¨r alle Vektorfunktionen u ∈ C1(S,R3) gilt in S die Gleichung
rotS(n× u) = divS u.
Beweis:
Es sei u ∈ C1(S,R3) beliebig gewa¨hlt. Wir setzen u zu einer C1(G,R3)-Funktion fort
und bezeichnen diese Funktion wieder mit u. Dann gilt in S die Gleichung
rotS(n× u) = ni ²ijk ∂j(²klm nl um) = (δil δjm − δim δjl)ni ∂j(nl um)
= ni ∂jni uj + ni ni ∂juj − ∂j(u · nnj) + ∂jni nj ui
= div(u− u · nn) = divS u
und damit auch die Behauptung.
2
Bemerkung 3.2.1 Wegen der Graßmann-Identita¨t gilt fu¨r alle Vektoren a,b ∈ R3
mit |a| = 1 die Gleichung
a× (a× b) = −(b− b · a a). (3.29)
Wenden wir den Hilfssatz 3.2.6 zuna¨chst auf n × u an und beachten dann noch den
Hilfssatz 3.2.3, dann folgt fu¨r alle Vektorfunktionen u ∈ C1(S,R3) in S
divS(n× u) = − rotS u.
Analog zur Produktregel fu¨r die Tangentialrotation in Hilfssatz 3.2.5 notieren wir die
Produktregel fu¨r die Tangentialdivergenz.
Hilfssatz 3.2.7 (Produktregel, Divergenz) Fu¨r alle Funktionen g ∈ C1(S) und
u ∈ C1(S,R3) gilt in S die Gleichung
divS(g u) = u · ∇S g + g divS u.
Beweis:
Mit den Hilfssa¨tzen 3.2.5 und 3.2.6 und der Beziehung rotS g = −n × ∇S g folgt die
Behauptung sofort.
2
Satz 3.2.3 (Coriolisterm) Fu¨r alle Vektorfunktionen u ∈ C1(S,R3) gelten in S die
Gleichungen
rotS(g n× u) = u · ∇S g + g divS u,
divS(g n× u) = (u× n) · ∇S g − g rotS u.
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Beweis:
Die erste Gleichung folgt sofort mit Hilfe der Hilfssa¨tze 3.2.6 und 3.2.7. Fu¨r die zweite
Gleichung nutzen wir die Bemerkung 3.2.1 und erhalten
divS(g n× u) = − rotS(g u).
Nutzen wir nun Hilfssatz 3.2.5 und beachten erneut die Definition rotS g = −n×∇S g,
so erhalten wir
divS(g n× u) = (rotS g) · u− g rotS u = (n× u) · ∇S g − g rotS u,
was die zweite behauptete Gleichung ergibt.
2
3.2.3 Das Gleichungssystem
Wir kommen zu den Flachwassergleichungen in skalarer Formulierung. Mit den Aussa-
gen der letzten beiden Abschnitte zeigen wir anschließend die A¨quivalenz zur Vektor-
formulierung (3.22) – (3.24).
Es sei T > 0 ein fixierter Zeitpunkt und I = (0, T ) ein Zeitintervall. Weiter seien
ζ, δ,Φ, ψ, χ : S × I → R skalare Funktionen und u : S × I → R3 eine Vektorfunktion
auf S. Die skalare Formulierung der Flachwassergleichungen sei dann
∂tζ + u · ∇S ζ + ζ δ + f δ = −u · ∇S f,
∂tδ + u · ∇S δ +∆S Φ− f ζ = −(n× u) · ∇S f − J(u),
∂tΦ + u · ∇S(Φ− ΦB) + (Φ− ΦB) δ = 0,
 (3.30)
−∆S ψ = ζ,
∆S χ = δ,
rotS ψ +∇S χ = u.
 (3.31)
Dabei ist das Funktional J definiert durch
J(u) := (∇S ui)TAij (∇S uj) + u · u
mit dem Tensor Aij aus Satz 3.2.2. Das Funktional J beschreibt mit seinem ersten
Term einen nichtlinearen Beitrag zur Divergenza¨nderung durch die Deformation des
Geschwindigkeitsfeldes. Diese Nichtlinearita¨t trat bereits bei den ebenen Flachwasser-
gleichungen in Gleichung (2.10) auf. Den zweiten Term u · u im Funktional J , der
nur vom Betrag der Geschwindigkeit abha¨ngig ist, ko¨nnen wir als metrischen Term
interpretieren, da dieser explizit von der Kru¨mmung der Spha¨re S abha¨ngt, siehe Her-
leitung in Satz 3.2.2. In den ebenen Flachwassergleichungen in Gleichung (2.10) tritt
der Term u · u dementsprechend nicht auf. Erfu¨llt die Funktion (ζ, δ,Φ, ψ, χ,u) die
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Gleichungen (3.30), (3.31), dann heißt sie Lo¨sung der Flachwassergleichungen in ska-
larer Formulierung. Wir sprechen vereinfachend auch von einer Lo¨sung (ζ, δ,Φ) der
skalaren Formulierung (3.30), (3.31), wenn die Funktionen ψ, χ und u mit den diagno-
stischen Gleichungen der Helmholtz-Zerlegung (3.31) bestimmt sind und falls damit
(ζ, δ,Φ, ψ, χ,u) eine Lo¨sung von (3.30), (3.31) ist.
Die Flachwassergleichungen in Vektorformulierung (3.22) – (3.24) sind a¨quivalent zu
den Flachwassergleichungen in skalarer Formulierung (3.30), (3.31). Um dies zu sehen,
gehen wir zuna¨chst von einer Lo¨sung (u,Φ) der Gleichungen (3.22) – (3.24) aus. Zu u
definieren wir die skalaren Funktionen Vorticity ζ := rotS u und Divergenz δ := divS u.
Mit den Sa¨tzen 3.2.1, 3.2.2, 3.2.3 und den Hilfssa¨tzen 3.2.4, 3.2.3 erhalten wir in S
die Gleichungen (3.30). Definieren wir die Stromfunktion ψ und das Vektorpotenzial
χ entsprechend der Helmholtz-Zerlegung in Satz C.1, folgt außerdem Gleichung (3.31)
in S. Die Funktion (ζ, δ,Φ, ψ, χ,u) ist also eine Lo¨sung der Gleichungen (3.30), (3.31).
Sei nun umgekehrt (ζ, δ,Φ, ψ, χ,u) eine Lo¨sung der Gleichungen (3.30), (3.31). We-
gen der Identita¨ten auf S
rotS rotS ψ = −∆S ψ, divS rotS ψ = 0, (3.32)
Hilfssatz 3.2.4 und Definition B.4 folgt dann rotS u = ζ und divS u = δ. Setzen wir
dies in die Gleichungen (3.30) ein und nutzen erneut die Sa¨tze 3.2.1, 3.2.2, 3.2.3 und
die Hilfssa¨tze 3.2.4, 3.2.3, dann erhalten wir die Gleichungen (3.22), (3.23). Gleichung
(3.24) folgt sofort aus der Darstellung von u in Gleichung (3.31). Die Funktion (u,Φ)
ist also eine Lo¨sung der Flachwassergleichungen (3.22) – (3.24).
3.3 Transformation auf die unnormierte Spha¨re
In Abschnitt 3.1.1 waren die normierten primitiven Gleichungen (3.3), (3.4) im nor-
mierten Gebiet Gε der Ausgangspunkt fu¨r die Herleitung der spha¨rischen Flachwas-
sergleichungen auf der Einheitsspha¨re S. Gehen wir aber von den physikalisch relevan-
ten primitven Gleichungen (3.1) in der nicht normierten Atmospha¨renschicht aus und
betrachten fu¨r diese die Flachwasserapproximation, so erhalten wir die Flachwasser-
gleichungen auf der unnormierten Spha¨re SR0 . Die Flachwassergleichungen auf SR0 in
Vektorformulierung sind formal dieselben Gleichungen (3.22) – (3.24) wie im normier-
ten Fall auf S. Den Zusammenhang zwischen der Lo¨sung (v,Ψ) auf S und der Lo¨sung
(u,Φ) auf SR0 stellen wir in diesem Abschnitt durch die Angabe der Transformation
der Lo¨sungen dar.
Fu¨r einen Radius R > 0 wollen wir unter den Flachwassergleichungen in Vektorfor-
mulierung auf SR die Gleichungen (3.22) – (3.24) und unter den Flachwassergleichun-
gen in skalarer Formulierung die Gleichungen (3.30), (3.31) jeweils auf dem Gebiet SR
verstehen. Wir interessieren uns nun fu¨r Lo¨sungen der Anfangswertaufgaben der Flach-
wassergleichungen mit den dazugeho¨rigen Anfangsdaten im normierten Fall R = 1 und
im physikalischen relevanten Fall R = R0 mit dem Erdradius R0.
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Es seien T > 0 ein fixierter Zeitpunkt und I = (0, T ) ein Zeitintervall. Zuna¨chst
wenden wir uns den Flachwassergleichungen in Vektorformulierung (3.22) – (3.24) zu.
Es seien durch u0 : SR0 → R3, mit u0 ·n = 0, und Φ0 : SR0 → R beliebige Anfangsdaten
auf SR0 gegeben. Dazugeho¨rend definieren wir auf S die transformierten Anfangsdaten
durch v0 : S → R3, mit v0 · n = 0, und Ψ0 : S → R durch
v0(y) := R
−1
0 u0(R0 y), Ψ0(y) := R
−2
0 Φ0(R0 y)
fu¨r alle y ∈ S. Fu¨r alle orts- und zeitabha¨ngigen Funktionen (u,Φ) auf SR0 × I und
(v,Ψ) auf S × I mit der Beziehung
v(y, t) = R−10 u(R0 y, t), Ψ(y, t) = R
−2
0 Φ(R0 y, t), ∀(y, t) ∈ S × I (3.33)
gilt dann die folgende Aussage: (u,Φ) ist genau dann eine Lo¨sung der Flachwasserglei-
chungen auf SR0 zu den Anfangsdaten (u0,Φ0), wenn (v,Ψ) eine Lo¨sung der Flach-
wassergleichungen auf S zu den Anfangsdaten (v0,Ψ0) ist.
Die analoge Aussage fu¨r die Flachwassergleichungen in skalarer Formulierung (3.30),
(3.31) lautet wie folgt. Es seien durch (ζ0, δ0,Φ0, ψ0, χ0,u0) beliebige Anfangsdaten
auf SR0 gegeben, die natu¨rlich die diagnostische Helmholtz-Zerlegung (3.31) erfu¨llen
mu¨ssen. Dazu definieren wir die transformierten Anfangsdaten (η0, γ0,Ψ0, σ0, τ0,v0)
auf S durch
η0(y) := ζ0(R0 y), γ0(y) := δ0(R0 y),
Ψ0(y) := R
−2





0 χ0(R0 y), v0(y) := R
−1
0 u0(R0 y)
fu¨r alle y ∈ S. Fu¨r alle orts- und zeitabha¨ngigen Funktionen (ζ, δ,Φ, ψ, χ,u) auf SR0×I
und (η, γ,Ψ, σ, τ,v) auf S × I mit der Beziehung
η(t,y) = ζ(t, R0 y), γ(t,y) = δ(t, R0 y),
Ψ(t,y) = R−20 Φ(t, R0 y), σ(t,y) = R
−2
0 ψ(t, R0 y), (3.34)
τ(t,y) = R−20 χ(t, R0 y), v(t,y) = R
−1
0 u(t, R0 y)
fu¨r alle (y, t) ∈ S×I gilt dann die folgende Aussage: (ζ, δ,Φ, ψ, χ,u) ist genau dann eine
Lo¨sung der Flachwassergleichungen auf SR0 zu den Anfangsdaten (ζ0, δ0,Φ0, ψ0, χ0,u0),
wenn (η, γ,Ψ, σ, τ,v) eine Lo¨sung der Flachwassergleichungen auf S zu den Anfangs-
daten (η0, γ0,Ψ0, σ0, τ0,v0) ist.
Mit den Transformationsgleichungen (3.33) und (3.34) ko¨nnen wir also Lo¨sungen
der Flachwassergleichungen auf der unnormierten Spha¨re SR0 auch als Lo¨sungen der
Flachwassergleichungen auf der Einheitsspha¨re S interpretieren und umgekehrt.
3.4 Erhaltungseigenschaften der Gleichungen
Die Flachwassergleichungen (3.22) – (3.24) bzw. (3.30), (3.31) definieren als System von
partiellen Differenzialgleichungen die zeitliche Entwicklung des vorliegenden physikali-
schen Systems. Physikalisch sind neben den lokalen Vera¨nderungen der prognostischen
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Gro¨ßen auch weitere diagnostische Gro¨ßen von Interesse. Mit Hilfe der Erhaltungsei-
genschaften dieser Gro¨ßen ko¨nnen wir Eigenschaften des gesamten Systems genauer
beschreiben.
Wir beginnen in Abschnitt 3.4.1 mit den Definitionen der physikalisch interessan-
ten diagnostischen Gro¨ßen im Kontext der Flachwassergleichungen. In Abschnitt 3.4.2
leiten wir fu¨r diese die globalen und lokalen Erhaltungseigenschaften her. Wir fixieren
einen Zeitpunkt T > 0 und ein Zeitintervall I = (0, T ).
3.4.1 Definition der diagnostischen Gro¨ßen
Im System der Flachwassergleichungen wollen wir nun als diagnostische Gro¨ßen die
Masse, die Energie, die absolute und die potenzielle Vorticity definieren. Mit der Flach-
wasserapproximation wird die Dynamik in der du¨nnen dreidimensionalen spha¨rischen
Schicht Gε durch die Dynamik auf der gekru¨mmten lokal zweidimensionalen Fla¨che
S approximiert, siehe Abschnitt 3.1. Das bedeutet aber, dass die eben aufgeza¨hlten
diagnostischen Gro¨ßen auf S so definiert werden mu¨ssen, dass sie den urspru¨nglichen
Gro¨ßen in Gε entsprechen.
In der Schicht Gε ist die Masse m an Gas, das u¨ber einem Punkt auf S am Boden
der Schicht liegt, die vertikal integrierte Dichte ρ. Ebenso sind die kinetische Energie
K und die potenzielle Energie P u¨ber einem Punkt auf S die in Gε vertikal integrierten
Energiedichten ρ
2
u · u und ρ g h. Damit erhalten wir an der Stelle x ∈ S die Massen-
dichte m(x), die kinetische Energiedichte K(x) und die potenzielle Energiedichte P (x)










u · u dr, P (x) =
1+h(x)∫
1+hB(x)
ρ g (r − 1) dr.
Wegen der Flachwasserapproximation ist die Dichte in Gε konstant, also ρ = konst.
Mit der spha¨rischen Reskalierung in Abschnitt 3.1.3 erhalten wir
u · u = uS · uS + w2 = 1
λ2
uε,S · uε,S + ε2w2ε ≈ uS · uS,
womit wegen Gleichung (3.19) der Term u ·u ho¨henunabha¨ngig ist. Zusammengenom-
men folgen damit durch Berechnung der vertikalen Integrationen die Gleichungen fu¨r
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Masse, kinetische Energie und potenzielle Energie fu¨r alle x ∈ S






u · u (h(x)− hB(x)) = ρ
2 g








Wir erkennen insbesondere, dass die geopotenzielle Ho¨he Φ auf S sowohl als Schicht-
dicke als auch als Massendichte interpretiert werden kann. Die Energie E an der Stelle
x ∈ S definieren wir als die Summe von kinetischer Energie und potenzieller Energie,
also
E(x) := K(x) + P (x).
Fu¨r die primitiven Gleichungen (3.3), (3.4) im dreidimensionalen Gebiet Gε stim-
men die Definitionen der Vorticity ζ und der Tangentialrotation rotS u formal u¨ber-
ein, siehe [Etl96]. Wegen Hilfssatz 3.2.3 ist ζ damit unabha¨ngig von der vertikalen
Geschwindigkeitskomponente u · n. Durch die Flachwasserapproximation, bei der wir
zur horizontalen Geschwindigkeitskomponente uS als prognostische Variable u¨berge-
hen, siehe Abschnitt 3.1.4, bleibt daher die Vorticity erhalten. Fu¨r die Vorticity ζ im
System der Flachwassergleichungen gilt also
ζ = rotS u.





3.4.2 Globale und lokale Erhaltungseigenschaften
Die diagnostischen Gro¨ßen Masse, Energie, absolute und potenzielle Vorticity erfu¨llen
Erhaltungseigenschaften verschiedener Art. Fu¨r die Gro¨ßen unterscheiden wir die glo-
bale Erhaltung, die lokale Erhaltung und die Erhaltung entlang der Stro¨mungslinien.
Genauer meinen wir mit der globalen Erhaltung einer Gro¨ße, dass das Integral u¨ber
das gesamte Gebiet S zeitlich erhalten sein muss. Fu¨r die lokale Erhaltung muss das
Integral u¨ber ein Fla¨chenstu¨ck, das sich mit der Stro¨mung mitbewegt, konstant sein.
Die Masse und die absolute Vorticity werden sowohl global als auch lokal erhalten.
Wa¨hrend die Energie nur global erhalten wird, bleibt die potenzielle Vorticity entlang
der Stro¨mungslinien erhalten.
Wir beginnen mit der lokalen Masseerhaltung. Zuna¨chst fixieren wir einen Zeit-
punkt T > 0 und das Zeitintervall I = (0, T ). Weiter fixieren wir einen Zeitpunkt
t0 ∈ I und definieren wie in Abschnitt 4.2.3 fu¨r (x, t) ∈ S× I die Trajektorienfunktion
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X(x, t), die die Position eines Teilchens zum Zeitpunkt t angibt, welches zum Zeitpunkt
t0 am Ort x war, d. h. es gilt fu¨r alle (x, t) ∈ S × I
∂tX(x, t) = u(X(x, t), t).
Betrachten wir ein beliebiges Fla¨chenstu¨ck A ⊂ S, so ist fu¨r t ∈ I
At := X(A, t)
das mit der Stro¨mung mitbewegte Fla¨chenstu¨ckA. Es folgt damit die lokale Masseerhal-
tung, denn mit Gleichung (3.23) folgt fu¨r die Zeitableitung der Masse im Fla¨chenstu¨ck








































+ u · ∇S(Φ− ΦB) + (Φ− ΦB) divS u dσ = 0.
Fu¨r die Umformungen haben wir X auf eine offene Umgebung von S fortgesetzt, so




= divS u | detX′|.





m(x) dσ = 0.
Ausgehend von der Vorticitygleichung in Gleichung (3.30) fu¨hren die gleichen ma-





ζ + f dσ = 0.





ζ + f dσ = 0.
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Fu¨r den Nachweis der globalen Energieerhaltung multiplizieren wir die Gleichung
(3.22) mit (Φ− ΦB)u und die Gleichung (3.23) mit 12 u · u. Es folgt dann









u · u ∂t(Φ− ΦB) + 1
2
u · u divS((Φ− ΦB)u).




∂t(u · u (Φ− ΦB)) + 1
2




(∂tK + divS(K u)) + (Φ− ΦB)u · ∇S Φ.
Multiplizieren wir schließlich die Gleichung (3.23) mit Φ und addieren dies zur letzten
Gleichung, dann folgt erneut mit Hilfssatz 3.2.7
∂tE + divS(K u) +
ρ
g
divS(Φ (Φ− ΦB)u) = 0.
Die Integration u¨ber S und die Anwendung der Formel fu¨r die partielle Integration in





E dσ = 0.
Abschließend kommen wir zur Erhaltung der potenziellen Vorticity entlang der
Stro¨mungslinien. Wir setzen dazu physikalisch sinnvoll voraus, dass die Schichtdicke













Φ− ΦB (∂t(ζ + f) + u · ∇S(ζ + f))





(∂t(Φ− ΦB) + u · ∇S(Φ− ΦB)).











= − ζ + f
Φ− Φ0 divS u+
ζ + f
Φ− Φ0 divS u = 0.
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3.5 Analytische Lo¨sungen
Analytische Lo¨sungen der Flachwassergleichungen ermo¨glichen nicht nur einen Einblick
in die Dynamik des physikalischen Systems, sondern bieten auch eine Mo¨glichkeit fu¨r
die Verifikation des numerischen Verfahrens. Die hier vorgestellten Lo¨sungen sind im
Prinzip Festko¨rperrotationen um Achsen, die nicht notwendigerweise mit der Rotati-
onsachse der Erde u¨bereinstimmen. Wir haben dabei die Mo¨glichkeit, eine Vielzahl von
meridionalen Windverteilungen zuzulassen. Durch einen Wechsel des Koordinatensys-
tems ko¨nnen schließlich sogar instationa¨re Lo¨sungen hergeleitet werden.
In Abschnitt 3.5.1 beschreiben wir die Transformationen im Zusammenhang mit
dem Wechsel des Koordinatensystems. Danach stellen wir in den Abschnitten 3.5.2
und 3.5.3 Familien von stationa¨ren und instationa¨ren Lo¨sungen vor.
3.5.1 Wechsel des Koordinatensystems
Bei der Berechnung von analytischen Lo¨sungen der Flachwassergleichungen werden wir
mehrfach Koordinatensysteme wechseln. Die dabei auftretenden Transformationen von
Vektoren und Funktionen beschreiben wir in diesem Abschnitt na¨her. Dazu betrachten
wir zu einem Vektor x den Koordinatenvektor bezu¨glich einer fixierten Basis. Der
Koordinatenvektor von x entha¨lt als jeweilige Komponente die Projektion von x auf
den jeweiligen Basisvektor. Die Transformation, die einem beliebigen Vektor x seinen
Koordinatenvektor zuordnet, nennen wir den Koordinatenwechsel φ. Mit φ ordnen wir
schließlich einer vektorwertigen Funktion u ihre Koordinatendarstellung bezu¨glich der
Basis zu, die dem Koordinatenvektor φ(x) den Koordinatenvektor φ(u(x)) zuordnet.
Bei einem Basiswechsel a¨ndert sich damit diese basisabha¨ngige Koordinatendarstellung
einer Funktion. Mit der Transformation der Koordinatendarstellung einer Funktion bei
einem Basiswechsel beschreiben wir dann formal den Wechsel des Koordinatensystems
fu¨r diese Funktion.
Fu¨r das Skalarprodukt im R3 von zwei Vektoren x,y ∈ R3 schreiben wir x · y
und wir bezeichnen mit (e1, e2, e3) die Standardbasis im R3. Zu einem Vektor im R3
definieren wir nun den Koordinatenvektor bezu¨glich einer fixierten Basis.
Definition 3.5.1 (Koordinatenvektor) Es seien (c1, c2, c3) eine Orthonormalbasis
im R3 und x ∈ R3 ein beliebiger Vektor. Durch die Basisdarstellung des Vektors
x = yi ci
definieren wir die Koordinaten y1, y2, y3 ∈ R bezu¨glich der Basis (c1, c2, c3). Als Koor-
dinatenvektor von x bezu¨glich (c1, c2, c3) definieren wir den Vektor
y := yi ei.
Bemerkung 3.5.1 Der Koordinatenvektor eines Vektors x ∈ R3 bezu¨glich der Stan-
dardbasis ist der Vektor x selber.
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Definition 3.5.2 (Koordinatenwechsel) Es seien (c1, c2, c3) eine Orthonormalba-
sis im R3 und φ : R3 → R3 die Transformationsfunktion, die jedem Vektor x ∈ R3
seinen Koordinatenvektor y bezu¨glich der Basis (c1, c2, c3) zuordnet. Wir bezeichnen φ
als den Koordinatenwechsel bezu¨glich der Basis (c1, c2, c3). Genauer gilt fu¨r x,y ∈ R3
φ(x) = x · ci ei,
φ−1(y) = y · ei ci.
Bemerkung 3.5.2 Die Gleichungen fu¨r den Koordinatenwechsel in Definition 3.5.2
gelten wegen der folgenden U¨berlegungen. Es seien x ∈ R3 ein Vektor und y ∈ R3 der
dazugeho¨rende Koordinatenvektor mit φ(x) = y. Da die Basis (c1, c2, c3) orthonormal








yi ei ⇔ yi = y · ei, fu¨r i = 1, 2, 3.
Damit folgt fu¨r den Koordinatenwechsel φ bezu¨glich (c1, c2, c3)
φ(x) = y = yi ei = x · ci ei,
φ−1(y) = x = yi ci = y · ei ci.
Bemerkung 3.5.3 Wegen Bemerkung 3.5.1 ist der Koordinatenwechsel φ bezu¨glich
der Standardbasis die Identita¨t.
Bemerkung 3.5.4 Betrachten wir fu¨r jeden Zeitpunkt t ∈ R eine Orthonormalbasis
(c1(t), c2(t), c3(t)), so bezeichnen wir die dazugeho¨renden Koordinatenwechsel mit φt.
φt ist damit ein zeitabha¨ngiger Koordinatenwechsel. Anstelle von φt schreiben wir dann
auch φ.
In den folgenden beiden Abschnitten transformieren wir Funktionen bei einem
Wechsel des Koordinatensystems. Dazu beno¨tigen wir den Begriff der Koordinaten-
darstellung einer Funktion bezu¨glich einer Basis. Die basisabha¨ngige Koordinatendar-
stellung kann bei einem Basiswechsel auch transformiert werden. Es seien eine skalare
Funktion Φ : R3 → R und eine vektorwertige Funktion u : R3 → R3 gegeben. Betrach-
ten wir Φ und u bezu¨glich einer Orthonormalbasis (c1, c2, c3), so soll das bedeuten, dass
wir als neue Argumente der Funktionen Φ und u die Koordinatenvektoren bezu¨glich
der Orthonormalbasis (c1, c2, c3) betrachten. Da die Funktionswerte von u auch Vek-
toren sind, interpretieren wir auch diese als Koordinatenvektoren dieser Basis. Dies
bedeutet aber letztlich, dass die Funktionen Φ und u bezu¨glich der Basis (c1, c2, c3)
den Funktionen
Φ ◦ φ−1, φ ◦ u ◦ φ−1 (3.35)
entsprechen. Dies fu¨hrt zum Begriff der Koordinatendarstellung einer Funktion.
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Definition 3.5.3 (Koordinatendarstellung einer Funktion) Es seien (c1, c2, c3)
eine Orthonormalbasis im R3 und die Funktionen Φ : R3 → R und u : R3 → R3
gegeben. Weiter sei φ der Koordinatenwechsel bezu¨glich (c1, c2, c3). Wir bezeichnen
dann die Funktionen in (3.35) als die Koordinatendarstellungen der Funktionen Φ bzw.
u bezu¨glich (c1, c2, c3).
Bemerkung 3.5.5 Wegen Bemerkung 3.5.3 sind Funktionen und deren Koordinaten-
darstellung bezu¨glich der Standardbasis (e1, e2, e3) identisch.
Fu¨r eine fixierte Orthonormalbasis (c1, c2, c3) ist damit der Wechsel von einer Funktion
zu ihrer Koordinatendarstellung bezu¨glich (c1, c2, c3) die Transformation der Funktion
von der Koordinatendarstellung bzgl. (e1, e2, e3) in die Darstellung bzgl. (c1, c2, c3).
Abschließend betrachten wir die Transformation des Gradienten einer Funktion bei
einem Wechsel des Koordinatensystems von (e1, e2, e3) nach (c1, c2, c3). Zu den Funk-
tionen Φ : R3 → R und u : R3 → R3 seien Ψ und v deren Koordinatendarstellungen.
Wir erhalten fu¨r die Transformation der Gradienten von Φ und u die Gleichungen





= ci ei · ∇Ψ, (3.36)





= ci ei · ∇(φ−1 ◦ v). (3.37)
3.5.2 Stationa¨re Lo¨sungen
Wir kommen nun zu stationa¨ren Lo¨sungen der Flachwassergleichungen (3.22) – (3.24).
Dazu definieren wir zuna¨chst den Begriff der stationa¨ren Lo¨sung. Anschließend leiten
wir Eigenschaften fu¨r eine Funktion her, die a¨quivalent dazu sind, dass die Funktion
eine stationa¨re Lo¨sung der Impulsbilanz (3.22) ist. Mit Hilfe dieser Charakterisierung
der Stationarita¨t berechnen wir eine Vielzahl von Beispielen fu¨r stationa¨re Lo¨sungen.
Die Funktionen u : S → R3 und Φ : S → R heißen stationa¨re Lo¨sungen der
Gleichungen (3.22) – (3.24), falls sie das folgende Gleichungssystem in S erfu¨llen:
u · ∇S u+∇S Φ = −f n× u− |u|
2
|x| n, (3.38)
u · ∇S(Φ− ΦB) + (Φ− ΦB) divS u = 0, (3.39)
u · n = 0. (3.40)
Bemerkung 3.5.6 Wir definieren zur Funktion u die Vorticity ζ = rotS u und die
Divergenz δ = divS u. Wegen Abschnitt 3.2.3 ist (u,Φ) genau dann eine stationa¨re
Lo¨sung von (3.22) – (3.24), wenn (ζ, δ,Φ) eine stationa¨re Lo¨sung von (3.30), (3.31)
ist.
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Charakterisierung von Stationarita¨t
Der folgende Hilfssatz liefert uns fu¨r ein Windfeld u und ein Geopotenzialfeld Φ a¨qui-
valente Bedingungen dazu, ob (u,Φ) eine Lo¨sung der stationa¨ren Impulsbilanz (3.38)
ist. In diesem Sinne ko¨nnen wir damit die Eigenschaft, eine stationa¨re Lo¨sung der
Flachwassergleichungen (3.22) – (3.24) zu sein, charakterisieren.
Hilfssatz 3.5.1 Fu¨r die Vektorfunktion u : S → R3 mit u · n = 0 und die skalare
Funktion Φ : S → R sind die folgenden Aussagen a¨quivalent:
1. u und Φ erfu¨llen die stationa¨re Gleichung (3.38) in S.
2. Es gilt in S die Gleichung
divS((f + rotS u)u) = 0




(u · ∇S u+ f n× u) · dy + c.
3. Es gelten in S die Gleichungen
0 = divS((f + rotS u)u),
∆S Φ = − divS (u · ∇S u+ f n× u) .
Beweis:
Es seien u : S → R3 mit u · n = 0 und Φ : S → R beliebige Felder in S.
(1)→ (3): Es gelte (1) und damit erfu¨llen u und Φ die stationa¨re Gleichung (3.38)
in S. Wenden wir auf die Gleichung (3.38) die Tangentialrotation an und nutzen nach-
einander Hilfssatz 3.2.4, Hilfssatz 3.2.3, Satz 3.2.1, Satz 3.2.3 und Hilfssatz 3.2.7, dann
ergibt sich
0 = rotS (u · ∇S u+ f n× u)
= rotS(u · ∇S u) + rotS(f n× u)
= u · ∇S(f + rotS u) + (f + rotS u) divS u
= divS((f + rotS u)u).
Damit gilt die erste Gleichung von (3). Wenden wir dann auf Gleichung (3.38) die
Tangentialdivergenz an und beachten Hilfssatz 3.2.3, so folgt sofort die zweite Gleichung
von (3).
(3)→ (2): Es seien die Gleichungen aus (3) von u und Φ erfu¨llt. Die erste Gleichung
von (2) gilt sofort. Wir definieren das Funktional F durch
F(u) := −u · ∇S u− f n× u− |u|
2
| . | n.
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Mit Hilfe derselben Umformungen wie im ersten Beweisteil folgt in S
rotS F = 0.
Mit Hilfe des Stokesschen Satzes im R3 folgt dann fu¨r beliebige stu¨ckweise glatt be-
randete Fla¨chenstu¨cke S ′ ⊂ S die Gleichung∫
∂S′
F(u) · dx =
∫
S′
n · rotF(u) dσ = 0.




F(u) ·dy unabha¨ngig vom Integrationsweg ist. Fu¨r ein fixiertes





Wegen F(u) · n = 0 in S, folgt in S weiter:
∇S Ψ = F(u) ⇒ ∆S Ψ = divS F(u).
Nutzen wir die zweite Gleichung in (3) aus, so folgt in S
∆S(Ψ− Φ) = 0.
Nach [Aub98, Theorem 4.7.] ist die Lo¨sung der Poissongleichung bis auf eine Konstante
eindeutig bestimmt, so dass es ein c ∈ R gibt, dass fu¨r alle x ∈ S
Φ(x) = Ψ(x) + c
gilt. Das ist aber die zweite Gleichung, die fu¨r (2) gelten soll.
(2) → (1): Es seien die Gleichungen aus (2) von u und Φ fu¨r ein x0 ∈ S und
c ∈ R erfu¨llt. Definieren wir das Funktional F wie im letzten Beweisteil, so folgt wegen
F(u) · n = 0 in S die Gleichheit
∇S Φ = F(u)
in S und damit die Behauptung von (1). Zusammen genommen haben wir gezeigt, dass
die Aussagen (1) – (3) a¨quivalent sind.
2
Bemerkung 3.5.7 In Hilfssatz 3.5.1 wird die erste Gleichung in Teil (2) beno¨tigt, um
die Wegunabha¨ngigkeit des Wegintegrals in Teil (2) zu sichern.
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Beispiele stationa¨rer Lo¨sungen
In den folgenden Beispielen stellen wir stationa¨re Lo¨sungen der Flachwassergleichun-
gen (3.22) – (3.24) zusammen. Das erste Beispiel 3.5.1 beschreibt eine Zonalstro¨mung,
deren meridionale Windverteilung durch eine wa¨hlbare Funktion u gegeben ist, siehe
[BHS89], [WDH+92, Test 3] und [GPS03]. Die folgenden Beispiele 3.5.2 – 3.5.5 basieren
auf Beispiel 3.5.1 und konkretisieren die meridionale Windverteilung. Physikalische Be-
deutung hat insbesondere das Beispiel 3.5.5 des isolierten zonalen Strahlstromes, da wir
damit einen idealisierten Strahlstrom in der oberen Tropospha¨re modellieren ko¨nnen,
siehe Abschnitt 2.1.2. Das Beispiel 3.5.6 der vorticityfreien Stro¨mung hat nur theore-
tische Bedeutung, da im System keine Masse vorhanden ist. Abschließend betrachten
wir fu¨r die Flachwassergleichungen ohne Corioliskraft das Beispiel 3.5.7 einer rotati-
onssymmetrischen Stro¨mung, das in Abschnitt 3.5.3 die Grundlage fu¨r die Berechnung
instationa¨rer Lo¨sungen bildet.
Beispiel 3.5.1 (Zonalstro¨mung mit meridionaler Abha¨ngigkeit) In diesem
Beispiel betrachten wir eine Zonalstro¨mung, deren Betrag nur meridional abha¨ngig
ist. Diese Abha¨ngigkeit wird durch die meridionale Windverteilung u : [−1, 1] → R
definiert. Das Windfeld u definieren wir durch
u(x) := u(x3) i(x), ∀x ∈ S. (3.41)









Fu¨r den Maximalwert c0 := maxx∈[0,1] |u(x)| der Windverteilung ist nach Abschnitt
3.3 der Wert R0 c0 die maximale Windgeschwindigkeit fu¨r das auf SR0 transformier-




Geschwindigkeit u0 gilt, dann folgt, dass u0 die maximale Windgeschwindigkeit des
Windes auf SR0 ist. Das Orografiefeld ΦB : S → R definieren wir als eine Konstante,
als
ΦB := konst.
Wir suchen nun ein Geopotenzialfeld Φ : S → R, so dass (u,Φ) eine stationa¨re
Lo¨sung der Flachwassergleichungen (3.22) – (3.24) mit dem Orografiefeld ΦB ist. Dazu
berechnen wir zu u in S die Gleichungen
divS u = 0, u · ∇S f = 0
und ebenso auch
u · ∇S rotS u = 0.
Wir erhalten damit in S
divS((f + rotS u)u) = 0
3.5. ANALYTISCHE LO¨SUNGEN 53




(u · ∇S u+ f n× u) · dy + c, ∀x ∈ S.
Dabei nehmen wir an, dass das Wegintegral fu¨r x ∈ S endliche Werte liefert. Wir
ko¨nnen Φ alternativ auch als Lo¨sung der Poissongleichung
∆S Φ = − divS (u · ∇S u+ f n× u)
definieren. Mit Hilfssatz 3.5.1 folgt in beiden Fa¨llen, dass (u,Φ) die Gleichung (3.38)
erfu¨llt.
Die Integraldarstellung von Φ formen wir weiter um. Dazu fixieren wir x0 ∈ S
auf dem A¨quator und wa¨hlen z. B. x0 = (1, 0, 0)
T. Fu¨r die beiden Summanden des
Integranden erhalten wir fu¨r alle x ∈ S
u · ∇S u(x) = −u
2(x3) x3
1− x23
 x1 x3x2 x3
x23 − 1
+ nn · (u · ∇S u(x)) , (3.42)
f n× u(x) = − f u(x3)√
1− x23
 x1 x3x2 x3
x23 − 1
 .
Da der Tangentialvektor dx entlang des Integrationsweges orthogonal auf dem Norma-










)  y1 y3y2 y3
y23 − 1




tanϕu2(sinϕ) + 2Ω sinϕu(sinϕ) dϕ+ c.
(3.43)
Der Integrationsweg fu¨hrt dabei zuna¨chst entlang eines Breitenkreises und anschließend
entlang eines La¨ngenkreises. Der erste Beitrag ist Null und der zweite Beitrag entspricht
der Integration entlang des Winkels ϕ. Die geografische Breite des Punktes x ist dann
genau der Wert arcsin x3.
Da wir an einer Lo¨sung der gesamten stationa¨ren Flachwassergleichungen (3.38)
– (3.40) interessiert sind, bleibt noch zu zeigen, dass die Gleichung (3.39) erfu¨llt ist.
Wegen divS u = 0 ist dafu¨r in S die Identita¨t
u · ∇S Φ = 0
hinreichend. Das ist wegen Gleichung (3.38) in S a¨quivalent zu
u · (u · ∇S u) = 0.
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Die letzte Gleichung gilt aber, wenn wir Gleichung (3.42) beachten.
Zusammenfassend erhalten damit das Ergebnis, dass (u,Φ) aus den Gleichungen
(3.41) und (3.43) eine stationa¨re Lo¨sung der Flachwassergleichungen (3.22) – (3.24)
mit dem Orografiefeld ΦB ist.
Fu¨r die skalare Formulierung der Flachwassergleichungen definieren wir die Vorti-
city ζ und die Divergenz δ durch





1− x23, δ(x) := divS u = 0, ∀x ∈ S. (3.44)
Wegen Bemerkung 3.5.6 gilt dann, dass (ζ, δ,Φ) eine stationa¨re Lo¨sung der Flachwas-
sergleichungen (3.30), (3.31) mit dem Orografiefeld ΦB ist.
Bemerkung 3.5.8 Die Aussagen in Beispiel 3.5.1 sind unabha¨ngig von der Wahl der
Konstanten c ∈ R in der Definitionsgleichung (3.43) fu¨r das Geopotenzialfeld Φ. Wir





Φ dσ = Φm.
Nach Abschnitt 3.3 ist R20 Φm die mittlere Schichtdicke auf SR0. Damit ko¨nnen wir
R20 Φm als mittlere Schichtdicke der Atmospha¨re interpretieren. Diese Schichtdicke ist
damit ausdru¨ckbar durch die mittlere Skalenho¨he hs > 0 der dreidimensionalen Atmo-
spha¨re, d. h.
R20 Φm = hs g,
siehe [Lan02]. Die Skalenho¨he erhalten wir, indem wir von einer konstanten Dichte ρ
des Mediums ausgehen, siehe Flachwasserapproximation in Abschnitt 3.1. Dann folgt
aus der hydrostatischen Gleichung und der idealen Gasgleichung mit der Bodentempe-





Fu¨r eine mittlere Bodentemperatur von T0 = 288.15K (entspricht 15
◦C) ergibt sich
eine mittlere Skalenho¨he von hs ≈ 8430m. Eine physikalisch sinnvolle Forderung fu¨r









Wir fahren nun mit Beispielen fort, die die meridionale Windverteilung u in Bei-
spiel 3.5.1 konkret definieren. Das folgende Beispiel der Festko¨rperrotation ist auch
in [WDH+92, Test 2] zu finden.
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(b) Windfeld u, Geopotenzialfeld R20 Φ [
m2
s2 ], Achsen: geo-
grafische La¨nge und Breite
Abbildung 3.4: Festko¨rperrotation, c0 = 30R0
m
s , Φ-Mittelwert aus (3.45); Beispiel 3.5.2
Beispiel 3.5.2 (Festko¨rperrotation) Als Spezialfall von Beispiel 3.5.1 betrachten
wir fu¨r eine Konstante c0 > 0 die meridionale Windverteilung
u(x) := c0
√
1− x2, ∀x ∈ [−1, 1].
Setzen wir dies in Gleichung (3.41) ein, erhalten wir das Windfeld
u(x) := c0 (−x2, x1, 0)T, ∀x ∈ S,
welches eine Festko¨rperrotation mit der Rotationsachse (0, 0, 1)T beschreibt, siehe Ab-
bildung 3.4(b). Der Betrag des Zonalwindes ist proportional zum Abstand zur Symme-
trieachse der Rotation. In Abbildung 3.4(a) ist die Windverteilung u in Abha¨ngigkeit
von der geografischen Breite ϕ = arcsin x3 dargestellt. Weiter wa¨hlen wir das Orogra-
fiefeld
ΦB := 0.
Das Geopotenzialfeld Φ definieren wir durch Gleichung (3.43) und erhalten
Φ(x) := −c0 (c0 + 2Ω)
2
x23 + c, ∀x ∈ S.
Dabei sei die Konstante c ∈ R so fixiert, dass die Gleichung (3.45) fu¨r den Φ-Mittelwert
erfu¨llt ist.
Wegen Beispiel 3.5.1 ist dann (u,Φ) eine stationa¨re Lo¨sung der Flachwasserglei-
chungen (3.22) – (3.24) mit dem Orografiefeld ΦB. Definieren wir die Vorticity ζ und
die Divergenz δ mit Gleichung (3.44), so erhalten wir
ζ(x) = 2 c0 x3 δ(x) = 0, ∀x ∈ S.
Wegen Beispiel 3.5.1 ist dann auch (ζ, δ,Φ) eine stationa¨re Lo¨sung der Flachwasser-
gleichungen (3.30), (3.31) mit dem Orografiefeld ΦB.
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zu sehen. Um physikalisch relevante Werte fu¨r das Geopotenzialfeld Φ zu erhalten,
transformieren wir Φ zu R20 Φ auf SR0 , siehe Abschnitt 3.3. Wir erkennen das Wind-
maximum in den niederen Breiten.
Im na¨chsten Beispiel 3.5.3 definieren wir die meridionale Windverteilung u aus Beispiel
3.5.1 wie in [GPS03].
Beispiel 3.5.3 Als weiteren Spezialfall von Beispiel 3.5.1 betrachten wir fu¨r Konstan-
ten c0, γ, ϕ0 ∈ R die meridionale Windverteilung







, ∀x ∈ [−1, 1].
u definiert im Windfeld u in Gleichung (3.41) mehrere lokale Windmaxima im Abstand
von 2 γ. Dabei gibt γ im Bogenmaß die geografische Breite an. Ein Maximum liegt bei
ϕ0 (Bogenmaß) geografischer Breite.
Betrachten wir das dazugeho¨rige Geopotenzialfeld in Gleichung (3.43), so erkennen




fu¨r x3 → ±1 unbeschra¨nkt wa¨chst. Das Geopotenzialfeld Φ ist also an den Polen des
Wirbels nicht definiert. Wegen Hilfssatz 3.5.1 kann diese Windverteilung also nicht
stationa¨r sein.
Allgemein ko¨nnen wir das Integrabilita¨tsproblem in Beispiel 3.5.3 nicht lo¨sen, jedoch
geben wir mit den folgenden beiden Beispielen 3.5.4 und 3.5.5 Spezialfa¨lle von Beispiel
3.5.1 an, die auch Windmaxima wie in Beispiel 3.5.3 modellieren.
Beispiel 3.5.4 (Zonale Strahlstro¨me) Als Spezialfall von Beispiel 3.5.1 betrachten
wir fu¨r Konstanten c0, γ, ϕ0 ∈ R, n ∈ N>0 die meridionale Windverteilung






, ∀x ∈ [−1, 1].
Wie in Beispiel 3.5.3 definiert u im Windfeld u aus Gleichung (3.41) mehrere lokale






3.5(a) die Windverteilung u in Abha¨ngigkeit von der geografischen Breite ϕ = arcsin x3
dargestellt. γ gibt im Bogenmaß die geografische Breite an. Ein Maximum liegt bei ϕ0
(Bogenmaß) geografischer Breite. Weiter wa¨hlen wir das Orografiefeld
ΦB := 0.
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(b) Windfeld u, Geopotenzialfeld R20 Φ [
m2
s2 ], Achsen: geo-
grafische La¨nge und Breite
Abbildung 3.5: Zonale Strahlstro¨me, c0 = 30R0
m
s , n = 1, γ =
pi
18 , ϕ0 =
pi
6 , Φ-Mittelwert aus
(3.45); Beispiel 3.5.4


















Dabei sei die Konstante c ∈ R so fixiert, dass die Gleichung (3.45) fu¨r den Φ-Mittelwert
erfu¨llt ist. Φ bleibt so an den Polen des Wirbels beschra¨nkt.
Wegen Beispiel 3.5.1 ist dann (u,Φ) eine stationa¨re Lo¨sung der Flachwasserglei-
chungen (3.22) – (3.24) mit dem Orografiefeld ΦB. Definieren wir die Vorticity ζ und
die Divergenz δ mit Gleichung (3.44), so erhalten wir
ζ(x) = 2 c0 x3, δ(x) = 0, ∀x ∈ S.
Wegen Beispiel 3.5.1 ist dann auch (ζ, δ,Φ) eine stationa¨re Lo¨sung der Flachwasser-
gleichungen (3.30), (3.31) mit dem Orografiefeld ΦB.





sind das Windfeld u und das
Geopotenzialfeld Φ in Abbildung 3.5(b) dargestellt. Wir erkennen, dass in den Breiten
der Strahlstro¨me auch erho¨hte Gradienten des Geopotenzialfeldes Φ auftreten.
Bemerkung 3.5.9 Die vorgegebene Windverteilung in Beispiel 3.5.4 beschreibt meh-
rere lokale Maxima der Windgeschwindigkeit im zonalen Westwind. In der realen At-
mospha¨re liegen die Windmaxima der Zonalstro¨mung nur in den mittleren Breiten,
siehe Abschnitt 2.1.2. Damit entspricht die Windverteilung in Beispiel 3.5.4 nur sehr
schlecht der realen globalen zonalgemittelten Stro¨mung.
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Als realita¨tsna¨here Stro¨mung im Vergleich zu Beispiel 3.5.4 betrachten wir nun wie in
[GPS03] einen isolierten zonalen Strahlstrom in mittleren Breiten.
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(b) Windfeld u, Geopotenzialfeld R20 Φ [
m2
s2 ], Achsen: geo-
grafische La¨nge und Breite
Abbildung 3.6: Isolierter zonaler Strahlstrom, c0 = 30R0
m
s , n = 1, γ =
pi
18 , ϕ0 =
pi
6 , Φ-Mittelwert
aus (3.45); Beispiel 3.5.5
Beispiel 3.5.5 (Isolierter zonaler Strahlstrom) Als Spezialfall von Beispiel 3.5.1








, fu¨r x ∈ [sin(ϕ0 − γ), sin(ϕ0 + γ)]
0, fu¨r x ∈ [−1, 1] \ [sin(ϕ0 − γ), sin(ϕ0 + γ)]
.
u definiert im Windfeld u aus Gleichung (3.41) genau ein lokales Windmaximum mit





ist in Abbildung 3.6(a) die
Windverteilung u in Abha¨ngigkeit von der geografischen Breite ϕ = arcsin x3 dar-
gestellt. γ gibt im Bogenmaß die geografische Breite an. Das Maximum liegt bei ϕ0
(Bogenmaß) geografischer Breite. Weiter wa¨hlen wir das Orografiefeld
ΦB := 0.
Wir definieren das Geopotenzialfeld Φ durch die Gleichung (3.43) und fixieren die
Konstante c ∈ R so, dass die Gleichung (3.45) fu¨r den Φ-Mittelwert erfu¨llt ist.
Dann ist (u,Φ) wegen Beispiel 3.5.1 eine stationa¨re Lo¨sung der Flachwasserglei-
chungen (3.22) – (3.24) mit dem Orografiefeld ΦB. Definieren wir weiter die Vorticity
ζ und die Divergenz δ mit der Gleichung (3.44), dann ist wegen Beispiel 3.5.1 (ζ, δ,Φ)
eine stationa¨re Lo¨sung der Flachwassergleichungen (3.30), (3.31) mit dem Orografiefeld
ΦB.





sind das Windfeld u und das
Geopotenzialfeld Φ in Abbildung 3.6(b) dargestellt. Wir erkennen, dass das Geopoten-
zialfeld Φ außerhalb des Strahlstromes konstant ist.
3.5. ANALYTISCHE LO¨SUNGEN 59
Bemerkung 3.5.10 Das isolierte Windmaximum der Zonalstro¨mung in den mittleren
Breiten aus dem Beispiel 3.5.5 modelliert nun wesentlich besser als das Beispiel 3.5.4
die mittlere Zonalstro¨mung in der Tropospha¨re, da in der realen Atmospha¨re bei 30◦−
45◦ ein Windmaximum beobachtet werden kann, siehe Abschnitt 2.1.2.
Nachdem die bisherigen Beispiele divergenzfreie Stro¨mungen behandelten, betrachten
wir im folgenden Beispiel eine vorticityfreie Stro¨mung.
Beispiel 3.5.6 (Vorticityfreie Stro¨mung) Dieses Beispiel setzt f = 0 voraus, ver-
nachla¨ssigt also die Coriolisbeschleunigung. Wir nehmen an, dass u ein vorticityfreies
Windfeld auf S wa¨re. Mit der Helmholtz-Zerlegung fu¨r Vektorfelder auf S folgt, dass
es ein Potenzial χ auf S gibt mit
u = ∇S χ.
Da die Gleichung
divS((f + rotS u)u) = 0
sofort erfu¨llt ist, ist u mit dem Geopotenzialfeld Φ aus Hilfssatz 3.5.1 Teil (2) auch
Lo¨sung von Gleichung (3.38). Leider ist es selbst fu¨r einfache Beispiele schwierig, eine
nichttriviale Orografie ΦB, d. h. ΦB 6= Φ, so zu wa¨hlen, dass die Gleichung (3.39) erfu¨llt
ist. Im Fall ΦB = Φ ist im System keine Masse enthalten, siehe Abschnitt 3.4, so dass
die Lo¨sung physikalisch keine Bedeutung hat.
Das folgende Beispiel 3.5.7 einer stationa¨ren Lo¨sung der Flachwassergleichungen ist
a¨hnlich konstruiert wie das erste Beispiel 3.5.1, allerdings fu¨r die Flachwassergleichun-
gen ohne Corioliskraft. Wa¨hrend in Beispiel 3.5.1 die Erdachse die Rotationsachse der
Stro¨mung war, fa¨llt diese Einschra¨nkung in Beispiel 3.5.7 weg. Damit ko¨nnen wir die
Rotationsachse der Stro¨mung frei wa¨hlen. Wir werden dieses Beispiel fu¨r die Konstruk-
tion von instationa¨ren Lo¨sungen der Flachwassergleichungen im na¨chsten Abschnitt
beno¨tigen.
Beispiel 3.5.7 (Rotationssymmetrische Stro¨mung) Fu¨r dieses Beispiel betrach-
ten wir die Flachwassergleichungen ohne Coriolisbeschleunigung, d. h. f = 0. Wir defi-
nieren das Windfeld u als Zonalwind nicht bezu¨glich der Achse (0, 0, 1)T, siehe Beispiel
3.5.1, sondern bezu¨glich einer neuen fixierten Achse a = (a1, a2, a3)
T ∈ R3 mit |a| = 1.
Wir setzen fu¨r alle x ∈ S
u(x) := u(a · x) a× x|a× x| (3.46)
mit der vorgegebenen Windverteilung u : [−1, 1] → R. Das Windfeld u ist dann
ein rotationssymmetrischer Wind bezu¨glich der Achse a. Weiter wa¨hlen wir fu¨r eine
Konstante cB ≥ 0 das Orografiefeld
ΦB := cB.







(a) Koordinatensysteme (e1, e2, e3) und
(c1, c2, c3)


















(b) Windfeld u, Geopotenzialfeld R20 Φ [
m2
s2 ], Achsen: geo-
grafische La¨nge und Breite
Abbildung 3.7: Rotationssymmetrische Stro¨mung, c0 = 30R0
m
s , a = (− cos 45◦, 0, sin 45◦)T,
Φ-Mittelwert aus (3.45); Beispiel 3.5.7
Mit Hilfssatz 3.5.1 wollen wir nun ein geeignetes Geopotenzialfeld Φ finden, so dass
(u,Φ) eine Lo¨sung der Gleichung (3.38) ist. Dazu fu¨hren wir einen Wechsel des Koordi-
natensystems durch, siehe Abschnitt 3.5.1, und betrachten die Koordinatendarstellung








 , c2 := 1|a|√a21 + a22
 a1 a3a2 a3
−(a21 + a22)
 , c3 := a.
In Abbildung 3.7(a) sind die beiden Basen (e1, e2, e3) und (c1, c2, c3) zu sehen. Mit
dem Koordinatenwechsel φ aus Definition 3.5.2 gilt dann fu¨r alle y ∈ S













Die Koordinatendarstellung v in der neuen Basis ist nun das gleiche Windfeld wie in
Beispiel 3.5.1. Definieren wir fu¨r eine Konstante c ∈ R das Geopotenzialfeld Ψ : S → R





und die Orografie durch ΨB = cB, dann wissen wir nach Beispiel 3.5.1, dass die Funk-
tion (v,Ψ) eine stationa¨re Lo¨sung der Flachwassergleichungen (3.22) – (3.24) mit der
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Orografie ΨB ist. Betrachten wir zur Koordinatendarstellung Ψ das dazugeho¨rende
Geopotenzialfeld Φ : S → R, definiert fu¨r alle x ∈ S durch
Φ(x) := Ψ ◦ φ(x) = Ψ(x · ci ei) = −
arcsin(x·a)∫
0
tanϕu2(sinϕ) dϕ+ c, (3.47)
dann erhalten wir durch Multiplikation mit ·ei ci aus den Gleichungen fu¨r (v,Ψ) die
transformierten Gleichungen (3.38) – (3.40) fu¨r (u,Φ).
Zusammenfassend erhalten wir, dass (u,Φ), definiert durch die Gleichungen (3.46)
und (3.47), eine stationa¨re Lo¨sung der Gleichungen (3.22) – (3.24) mit der Orografie
ΦB ist.
Fu¨r die skalare Formulierung der Flachwassergleichungen definieren wir die Vorti-
city ζ und die Divergenz δ fu¨r x ∈ S durch
ζ(x) := rotS u =
u(a · x) a · x√
1− (a · x)2 − u
′(a · x)
√
1− (a · x)2, δ(x) := divS u = 0.
Wegen Bemerkung 3.5.6 gilt dann, dass (ζ, δ,Φ) eine stationa¨re Lo¨sung der Flachwas-
sergleichungen (3.30), (3.31) mit dem Orografiefeld ΦB ist.




1− x2, ∀x ∈ [0, 1],
erhalten wir mit u aus Gleichung (3.46) wieder eine Festko¨rperrotation, diesmal mit
der Rotationsachse a. Berechnen wir das Geopotenzialfeld Φ mit Gleichung (3.47),





(x · a)2 + c.
In der Abbildung 3.7(b) ist das Windfeld u und das Geopotenzialfeld Φ mit dem Φ-





und a = (− cos 45◦, 0, sin 45◦)T
zu sehen. Das Geopotenzialfeld Φ hat eine a¨hnliche Struktur wie in Beispiel 3.5.2.
Allerdings sind die Gradienten von Φ hier wesentlich kleiner, da die Corioliskraft fehlt.
3.5.3 Instationa¨re Lo¨sungen
Instationa¨re Lo¨sungen (v,Ψ) der Flachwassergleichungen (3.22) – (3.24) ko¨nnen auch
aus mo¨glicherweise stationa¨ren Lo¨sungen (u,Φ) der Flachwasserwassergleichung ge-
wonnen werden. Dazu betrachten wir die Gleichungen fu¨r (u,Φ) im Inertialsystem,
in dem die Erde rotiert. Die Gleichungen enthalten also keine Coriolisterme. Fu¨hrt
man einen Koordinatensystemwechsel ins erdfeste Koordinatensystem durch, mu¨ssen
Scheinkra¨fte beru¨cksichtigt werden. Damit enthalten die transformierten Gleichungen
Coriolisterme und die transformierten Lo¨sungen werden i. a. instationa¨r sein. Es genu¨gt
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also eine stationa¨re Lo¨sung aus Abschnitt 3.5.2 zu nehmen und sie entsprechend zu
transformieren. Diese Transformation ist aus der Literatur bekannt und z. B. zu finden
in [Dut95] oder [Ped87]. Wir stellen diese Vorgehensweise im Folgenden noch einmal
detailliert dar, da wir sie zur konkreten Berechnung von Lo¨sungen nutzen wollen.
Was bedeutet ein Koordinatensystemwechsel genauer? Dazu betrachten wir belie-
bige Funktionen u : R3 → R3 und Φ : R3 → R. In Abschnitt 3.5.1 haben wir die in ein
anderes Koordinatensystem transformierten Funktionen als die Koordinatendarstellun-
gen von u und Φ bezeichnet. Ist (u,Φ) eine Lo¨sung der Gleichungen (3.22) – (3.24),
dann ist die Frage nach den Auswirkungen eines Koordinatensystemwechsels auf die
Flachwassergleichungen (3.22) – (3.24) demnach die Frage nach den Gleichungen, die
die Koordinatendarstellungen von (u,Φ) erfu¨llen.
Das Koordinatensystem
Wir gehen von den Flachwassergleichungen (3.22) – (3.24) ohne Corioliskraft, d.h.
f = 0, aus und befinden uns in einem Koordinatensystem (Basis (e1, e2, e3)), in dem
die Erde eine Drehbewegung um die Achse (0, 0, 1)T mit der Winkelgeschwindigkeit
Ω ∈ R ausfu¨hrt. Nun wollen wir in ein Koordinatensystem wechseln, in dem die Erde
ruht, siehe Abschnitt 3.5.1. Das dazugeho¨rende neue zeitabha¨ngige Koordinatensystem




 , c2(t) :=
− sin(Ω t)cos(Ω t)
0





φt(x) = x · ci(t) ei, (3.49)
siehe Definition 3.5.2, ist damit auch eine zeitabha¨ngige Funktion. Anstelle von ci(t)




= Ω× ci, i = 1, 2, 3. (3.50)
Da das Koordinatensystem (c1, c2, c3) rotiert, beschreibt auch der Koordinatenwechsel
φ eine Drehung. Wie wir im folgenden Hilfssatz sehen werden, ist φ auch mit dem
Kreuzprodukt vertauschbar.
Hilfssatz 3.5.2 Es sei φ der Koordinatenwechsel bezu¨glich der Basis (3.48). Dann
gelten fu¨r alle a,b ∈ R3 die Gleichungen
φ(a)× φ(b) = φ(a× b), φ−1(a)× φ−1(b) = φ−1(a× b),
φ(a) · φ(b) = a · b, φ−1(a) · φ−1(b) = a · b.
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 e1
 e2
 e3 =  c3
 c1
 c2
Abbildung 3.8: Um (0, 0, 1)T rotierendes Koordinatensystem (c1, c2, c3)
Beweis:





Es seien a,b ∈ R3. Da D eine orthogonale Matrix mit detD > 0 ist, gilt
D a×D b = D (a× b).
Damit folgt aber sofort mit Definition 3.5.2
φ(a)× φ(b) = (a · ci ei)× (b · cj ej) = D a×D b = D (a× b) = φ(a× b),
φ(a) · φ(b) = (a · ci ei) · (b · cj ej) = a · b.
Da φ als Drehung auf dem R3 bijektiv ist, gelten die Behauptungen auch fu¨r φ−1.
2
Mit Definition 3.5.2, Gleichung (3.50) und dem letzten Hilfssatz, folgt dann fu¨r die




∂x · ci ei
∂t
= x · dci
dt
ei = −(Ω× x) · ci ei = −Ω× y. (3.51)
Geschwindigkeiten in Bezugssystemen
Da die Geschwindigkeit eines Teilchens von der Wahl des Bezugssystems abha¨ngt,
mu¨ssen wir genauer wissen, wie die Geschwindigkeiten eines Teilchens in den Koordi-
natensystemen (e1, e2, e3) und (c1, c2, c3) zusammenha¨ngen. Dazu sei ein Teilchen am
Ort x ∈ R3 im Koordinatensystem (e1, e2, e3) und habe die Geschwindigkeit u ∈ R3.
Im bewegten Koordinatensystem (c1, c2, c3) sei dasselbe Teilchen am Ort y ∈ R3 und
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habe die Geschwindigkeit v ∈ R3. Die Transformation der Ortsvektoren erfolgt nach
Abschnitt 3.5.1 mit dem Koordinatenwechsel φ durch
y = φ(x).
Mit Gleichung (3.51) erhalten wir die Geschwindigkeit des Ortsvektors y im Koordi-









Da sich v aus der Koordinatendarstellung des Vektors u und der Geschwindigkeit seines
Ortsvektors ergibt, folgt
v = φ(u)−Ω× y = φ(u−Ω× φ−1(y)).
Die Geschwindigkeit u in (e1, e2, e3) entspricht also der Geschwindigkeit φ(u)−Ω×y
in (c1, c2, c3).
Transformationssa¨tze
Wir wollen im Folgenden die Flachwassergleichungen auf S betrachten. Da wir dazu
das Konzept der tangentialen Differenzialoperatoren, siehe Anhang B, nutzen wollen,
setzen wir abzuleitende Funktionen auf eine offene Umgebung G ⊂ R3 von S fort. Wie
in Abschnitt 3.2 fixieren wir aus technischen Gru¨nden die Menge G durch
G := {x ∈ R3 | 1
2
< |x| < 3
2
}.
Damit ist G auch rotationssymmetrisch und invariant unter der Drehung φ, d. h. es
gilt φ(G) = G. Der folgende Hilfssatz zeigt, wie sich die totale Zeitableitung fu¨r Koor-
dinatendarstellungen bezu¨glich (c1, c2, c3) transformieren la¨sst.
Hilfssatz 3.5.3 (Transformation, Totale Ableitung) Es sei das Geschwindig-
keitsfeld u : G× I → R3 gegeben. Zu u betrachten wir das entsprechende Geschwindig-
keitsfeld
v := φ ◦ (u−Ω× .) ◦ φ−1,
im Koordinatensystem (c1, c2, c3). Gegeben seien weiter ein skalares Feld Φ : G× I →
R und ein Vektorfeld a : G × I → R3, zu denen wir die Koordinatendarstellungen
Ψ : G× I → R und b : G× I → R3 mit
Ψ = Φ ◦ φ−1,
b = φ ◦ a ◦ φ−1
betrachten. Dann gilt fu¨r die totalen Zeitableitungen in G
∂tΦ + u · ∇Φ = (∂tΨ+ v · ∇Ψ) ◦ φ,
∂ta+ u · ∇a = φ−1 ◦ (∂tb+ v · ∇b+Ω× b) ◦ φ.
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Beweis:
Es seien die Geschwindigkeitsfelder u,v : G × I → R3 mit v = φ ◦ (u−Ω × .) ◦ φ−1
gegeben. Weiterhin seien die skalaren Felder Φ,Ψ : G× I → R mit Ψ = Ψ ◦ φ−1 und
die Vektorfelder a,b : G× I → R3 mit b = φ ◦ a ◦ φ−1 gegeben. Fu¨r den Beweis seien
x,y ∈ G mit y = φ(x) beliebig fixiert.













◦ φ− (Ω× y) · ei ∂Ψ
∂yi
◦ φ
= (∂tΨ− (Ω× .) · ∇Ψ) ◦ φ(x).
(3.52)
Den Advektionsterm von Φ transformieren wir mit Definition 3.5.2 und Gleichung
(3.36) und erhalten
(u · ∇Φ)(x) = (v(y) +Ω× y) · ei ci · cj ej · ∇Ψ(y)
= ((v +Ω× .) · ∇Ψ) ◦ φ(x). (3.53)
Die Summe von (3.52) und (3.53) ergibt dann die erste Behauptung. Widmen wir uns













◦ φ− (Ω× y) · ei ∂b
∂yi
◦ φ
= (∂tb− (Ω× .) · ∇b) ◦ φ(x)




dφ−1 ◦ b ◦ φ
dt
=










) + (b ◦ φ) · ei (Ω× ci)
= φ−1 ◦ (∂tb− (Ω× .) · ∇b) ◦ φ(x) + (Ω× φ−1 ◦ b ◦ φ)
= φ−1 ◦ (∂tb− (Ω× .) · ∇b+Ω× b) ◦ φ(x).
(3.54)
Den Advektionsterm von a transformieren wir mit Definition 3.5.2 und Gleichung (3.37)
und erhalten
(u · ∇a)(x) = (v(y) +Ω× y) · ei ci · cj ej · ∇(φ−1 ◦ b)(y)
= φ−1 ◦ ((v +Ω× .) · ∇b) ◦ φ(x). (3.55)
Die zweite Behauptung ergibt sich dann erneut aus der Summe von (3.54) und (3.55).
2
Wie oben gesehen, kommt beim Koordinatensystemwechsel des Geschwindigkeits-
feldes noch die Fu¨hrungsgeschwindigkeit −Ω× . hinzu. Genauso wird zum Geopoten-
zialfeld Φ bei der Transformation das schon in Abschnitt 3.1.2 erwa¨hnte Geopotenzial
ΦZ(x) := −(Ω · x)
2
2
, fu¨r x ∈ R3
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abgezogen. Wir ko¨nnen uns unter ΦZ das Geopotenzialfeld vorstellen, das durch die
Zentrifugalkraft hervorgerufen wird. Der folgende Hilfssatz entha¨lt Umformungen, die
spa¨ter in Satz 3.5.1 nu¨tzlich sein werden.




|x| + 2u · (Ω× n) + (Ω× n) · (Ω× x),
−∇S ΦZ(x) = Ω× (Ω× x)−Ω× (Ω× x) · nn.
Gilt zusa¨tzlich u · n(x) = 0, dann folgt
Ω× u− (Ω× u) · nn = Ω · nn× u.
Beweis:
Es seien u,x ∈ R3 mit x 6= 0 beliebig fixiert. Dann folgt
|u+Ω× x|2 = |u|2 + 2u · (Ω× x) + (Ω× x) · (Ω× x)
und damit auch die erste Gleichung der Behauptung. Zum Nachweis der zweiten Glei-
chung rechnen wir die beiden Seiten aus. Fu¨r x = (x1, x2, x3)




3,−x2 x23, x3 (x21 + x22))T.
Es gelte nun u · n(x) = 0. Da fu¨r Vektoren a,b, c ∈ R3 mit |c| = 1 die Identita¨t
(a− a · c c)× (b− b · c c) = (a× b) · c c
gilt, setzen wir a = Ω, b = u, c = n(y) und es folgt die letzte behauptete Gleichung.
2
Nach den bisherigen Vorarbeiten kommen wir zur Transformation der Flachwas-
sergleichungen. Ausgehend von einer Lo¨sung der Flachwassergleichungen ohne Corio-
liskraft (u,Φ) berechnen wir die Gleichungen, die fu¨r deren Koordinatendarstellungen
im rotierenden Koordinatensystem (c1, c2, c3) gelten.
Satz 3.5.1 Es sei (u,Φ) eine Lo¨sung des Problems (3.22) – (3.24) ohne Corioliskraft
(d. h. f = 0) mit der Orografie ΦB : S × I → R. Definieren wir die in das Koordina-
tensystem (c1, c2, c3) transformierten Funktionen v : S × I → R3, Ψ,ΨB : S × I → R
durch
v := φ ◦ (u−Ω× .) ◦ φ−1,
Ψ := (Φ− ΦZ) ◦ φ−1,
ΨB := (ΦB − ΦZ) ◦ φ−1,
so lo¨st (v,Ψ) das Problem (3.22) – (3.24) mit der Orografie ΨB und dem Coriolispa-
rameter f .
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Beweis:
Es seien u : S × I → R3 und Φ : S × I → R Lo¨sungen der Gleichungen (3.22) – (3.24)
mit f = 0 und der Orografie ΦB : S × I → R. Wir setzen u, Φ und ΦB zu Funktionen
u˜, Φ˜ und Φ˜B derartig auf G fort, dass auf G gilt
n · ∇u˜ = 0, n · ∇Φ˜ = 0, n · ∇Φ˜B = 0. (3.56)
Im Folgenden werden wir anstelle der Bezeichnungen u˜, Φ˜ und Φ˜B wieder u, Φ und ΦB
schreiben, da keine Verwechslungen zu befu¨rchten sind. Wir definieren die Funktionen
v : G × I → R3, Ψ,ΨB : G × I → R gema¨ß der Formulierung des Satzes. Wir
transformieren nacheinander die Terme der Gleichungen (3.22) – (3.24).
In einem ersten Schritt transformieren wir die totalen Zeitableitungen der Funktio-
nen u und Φ. Dazu nutzen wir Hilfssatz 3.5.3 und setzen fu¨r a und b
a := u, b(.) := φ ◦ u ◦ φ−1(.) = v +Ω× .
Beachten wir
v · ∇(Ω× y)i = vl ∂(Ω× y)i
∂yl
= ²ijk vl Ωj δkl = (Ω× v)i, fu¨r i = 1, 2, 3,
dann folgt in G
∂t(Φ− ΦB) + u · ∇(Φ− ΦB) = (∂t(Ψ−ΨB) + v · ∇(Ψ−ΨB)) ◦ φ
und
∂tu+ u · ∇u = φ−1 ◦ (∂tv + v · ∇v + v · ∇(Ω× .) +Ω× v +Ω× (Ω× .)) ◦ φ
= φ−1 ◦ (∂tv + v · ∇v + 2Ω× v +Ω× (Ω× . )) ◦ φ.
In einem zweiten Schritt transformieren wir den Gradienten von Φ. Dazu definieren
wir zu ΦZ das transformierte Geopotenzial
ΨZ(y) := ΦZ ◦ φ−1(y) = −(Ω · y)
2
2
, ∀y ∈ G.




















ej · ek ck = φ−1(∂(Ψ + ΨZ)
∂yj
ej) = φ
−1(∇(Ψ + ΨZ) ◦ φ(x)).
Schließlich behandeln wir noch die verbleibenden Terme. Wegen Hilfssatz 3.5.2 gilt





−1 ◦ n ◦ φ(x)
= φ−1(
|v +Ω× .|2
| . | n) ◦ φ(x).
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Die Divergenz des Geschwindigkeitsfeldes bleibt unter der Transformation φ erhalten,
denn es gilt mit Definition 3.5.2
divu(x) =























Die Transformationen der einzelnen Terme fassen wir zusammen und setzen die
Lo¨sung (u,Φ) in die Gleichungen (3.22) und (3.23) ohne Corioliskraft, d. h. f = 0, ein.
Wir beachten noch, dass auf S wegen (3.56) auch
n · ∇v = 0, n · ∇Ψ = 0, in S
gilt und damit die dreidimensionalen Differenzialoperatoren durch ihre tangentialen
Versionen ersetzt werden ko¨nnen. Es folgt dann in S fu¨r (v,Ψ)
∂tv + v · ∇S v +∇S(Ψ + ΨZ) = −2Ω× v −Ω× (Ω× y)− |v +Ω× y|
2
|y| n,
∂t(Ψ−ΨB) + v · ∇S(Ψ−ΨB) + (Ψ−ΨB) divS v = 0.
Wenden wir nun Hilfssatz 3.5.4 an und definieren den Coriolisparameter wie in Anhang
D durch f := 2Ω · n, dann folgt in S die Gleichung
∂tv + v · ∇S v +∇S Ψ = −f n× v − |v|
2
|y| n.
Damit ist (v,Ψ) ein Lo¨sung der Flachwassergleichungen (3.22) – (3.24) in S mit dem
Coriolisparamter f .
2
Bemerkung 3.5.11 Wir werden spa¨ter in diesem Abschnitt als Orografie ΦB eine
ortsunabha¨ngige Konstante wa¨hlen. Damit ergibt sich fu¨r die Orografie ΨB im rotie-
renden Koordinatensystem fu¨r eine Konstante c ∈ R und fu¨r alle y ∈ S die Funktion




Bemerkung 3.5.12 Die Orografiefunktion ΦB aus Satz 3.5.1 ist eine zeitabha¨ngige
Funktion, da im nicht erdfesten Koordinatensystem (e1, e2, e3) die reale Orografie sich
mit der Drehung der Erde mitbewegen muss. Betrachten wir aber die Orografie im
erdfesten Koordinatensystem, also die Funktion ΨB, dann muss diese zeitunabha¨ngig
sein, da in diesem Koordinatensystem die Orografie ruht. Die formale Zeitabha¨ngigkeit
der Funktion ΨB aus Satz 3.5.1 muss daher durch die Transformation φ wegfallen, um
ein physikalisch relevantes Ergebnis zu erhalten.
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Bemerkung 3.5.13 Wir hatten die Flachwassergleichungen in Abschnitt 3.1.4 ur-
spru¨nglich nur mit zeitlich konstanter Orografie formuliert. Im Falle einer zeitabha¨ngi-
gen Orografie mu¨ssen wir lediglich unter der partiellen Zeitableitung die Orografie hin-
zufu¨gen. Dies ist im Beweis von Satz 3.5.1 auch geschehen.
Beispiele instationa¨rer Lo¨sungen
Wenden wir den Satz 3.5.1 auf das Beispiel 3.5.7 der stationa¨ren rotationssymmetri-
schen Stro¨mung an, erhalten wir das Beispiel 3.5.8 der instationa¨ren rotationssymme-
trischen Stro¨mung mit wa¨hlbarem Windprofil u. Setzen wir fu¨r u das Windprofil aus
dem Beispiel 3.5.2 der Festko¨rperrotation ein, ergibt sich als Spezialfall von Beispiel
3.5.8 die konkrete Realisierung fu¨r eine instationa¨re Lo¨sung der Flachwassergleichungen
in Beispiel 3.5.9.
Beispiel 3.5.8 (Rotationssymmetrische Stro¨mung) Es seien die Achse a ∈ R3
mit |a| = 1, die Windverteilung u : [−1, 1]→ R und die Konstanten c1, c2 ∈ R gegeben.
Dazu definieren wir das Windfeld u, das Geopotenzialfeld Φ und das Orografiefeld ΦB
fu¨r alle x ∈ S durch





Wegen Beispiel 3.5.7 ist (u,Φ) eine stationa¨re Lo¨sung der Flachwassergleichungen
(3.22) – (3.24) ohne Corioliskraft, d. h. f = 0.
Bezeichnen wir mit φt den Koordinatenwechsel aus Gleichung (3.49), dann definie-
ren wir die in das Koordinatensystem (c1, c2, c3), siehe Gleichung (3.48), transformier-
ten Funktionen v,Ψ,ΨB fu¨r alle (y, t) ∈ S × I durch
v(y, t) := φt(u(φ
−1
t (y))−Ω× φ−1t (y)),
Ψ(y, t) := Φ(φ−1t (y))− ΦZ(φ−1t (y)),
ΨB(y) := ΦB(φ
−1
t (y))− ΦZ(φ−1t (y)).
Nutzen wir Hilfssatz 3.5.2, dann folgt auch
v(y, t) = u(φt(a) · y) φt(a)× y|φt(a)× y| −Ω× y,
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Wegen Satz 3.5.1 ist (v,Ψ) eine Lo¨sung der instationa¨ren Flachwassergleichungen
(3.22) – (3.24) mit dem Orografiefeld ΨB.
Fu¨r die skalare Formulierung der Flachwassergleichungen definieren wir die Vorti-
city ζ und die Divergenz δ fu¨r alle (y, t) ∈ S × I durch
ζ(y, t) := rotS v =
u(φt(a) · y)φt(a) · y√
1− (φt(a) · y)2
− u′(φt(a) · y)
√
1− (φt(a) · y)2 − 2Ω y3,
δ(y, t) := divS v = 0.
(3.58)
Wegen der Bemerkung 3.5.6 gilt, dass (ζ, δ,Ψ) eine Lo¨sung der Flachwassergleichungen
(3.30), (3.31) mit dem Orografiefeld ΨB ist.
Hilfssatz 3.5.5 Fu¨r alle Vektoren x,y ∈ R3 gilt die Gleichung
|x|2 |y|2 = |x× y|2 + (x · y)2.
Beweis:
Es seien beliebige Vektoren x,y ∈ R3 gegeben. Aus der Graßmann-Identita¨t folgt
|y|2 x = −y × (y × x) + x · y y.
Da dies eine orthogonale Zerlegung von x ist, folgt durch Ausmultiplizieren
|y|4 |x|2 = |y × (y × x)|2 + |y|2 (x · y)2.
Den ersten Term der rechten Seite formen wir erneut mit der Graßmann-Identita¨t um
und erhalten
|y × (y × x)|2 = (y × (y × x)) · (y × (y × x)) = −(y × x) · (y × (y × (y × x)))
= |y|2 (y × x) · (y × x) = |y|2 |x× y|2.
Durch Einsetzen folgt die Behauptung.
2
Das folgende Beispiel wurde auch in [LHD+03], [La¨u03] beschrieben.
Beispiel 3.5.9 (Instationa¨re Festko¨rperrotation) Wir definieren die Rotations-
achse b ∈ R3 mit |b| = 1 und die Winkelgeschwindigkeit d0 ∈ R \ {0} der Festko¨rper-
rotation des Startzustandes. Weiter definieren wir im Fall
∣∣∣b+ 1d0 Ω∣∣∣ 6= 0 als Hilfs-
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Im Fall
∣∣∣b+ 1d0 Ω∣∣∣ = 0 definieren wir
a := e1, c0 := 0.




1− x2, ∀x ∈ [−1, 1].
Mit der Windverteilung u, der Achse a und fu¨r fixierte Konstanten c1, c2 ∈ R defi-
nieren wir damit das Windfeld v, das Geopotenzialfeld Ψ und das Orografiefeld ΨB
aus Beispiel 3.5.8 durch die Gleichung (3.57). Zur Vereinfachung der Gleichung (3.57)
beachten wir, dass wegen Hilfssatz 3.5.5 fu¨r alle y ∈ S die Gleichung
u(φt(a) · y)
|φt(a)× y| = c0







gilt. Damit folgt nach dem Einsetzen von b und d0 in die Gleichung (3.57) fu¨r alle
(y, t) ∈ S × I
v(y, t) = d0 φt(b)× y,









Wegen Beispiel 3.5.8 ist (v,Ψ) eine Lo¨sung der Flachwassergleichungen (3.22) – (3.24)
mit dem Orografiefeld ΨB. Definieren wir die Vorticity ζ und die Divergenz δ mit
Gleichung (3.58), so erhalten wir
ζ(y, t) := rotS v = 2 d0 φt(b) · y, δ(y, t) := divS v = 0, ∀(y, t) ∈ S × I.
Wegen Beispiel 3.5.8 ist (ζ, δ,Ψ) eine Lo¨sung der Flachwassergleichungen (3.30), (3.31)
mit dem Orografiefeld ΨB.
Fu¨r die grafische Darstellung betrachten wir konkrete Zahlenwerte fu¨r die Kon-
stanten. Wir definieren die Konstante d0 :=
u0
R0
fu¨r eine Festko¨rperrotation mit der
maximalen Windgeschwindigkeit u0 = 30
m
s
auf SR0 , siehe Beispiel 3.5.1. Weiter sei die
Rotationsachse des Startzustandes definiert durch b = (− cos 45◦, 0, sin 45◦)T. Schließ-
lich wa¨hlen wir c2 = 0 und c1 ∈ R derartig, dass die Ψ-Mittelung in Gleichung (3.45)
fu¨r eine mittlere Schichtdicke von 12000m gelte. Wir weichen hier von der Schichtdicke
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(b) Orografiefeld R20ΨB [
m2
s2 ]


















Abbildung 3.9: Instationa¨re Festko¨rperrotation, b = (− cos 45◦, 0, sin 45◦)T, u0 = 30ms , Ach-
sen: geografische La¨nge und Breite; Beispiel 3.5.9
von 8000m aus Bemerkung 3.5.8 ab, da in diesem Fall Ψ − ΨB nichtnegative Werte,
die Atmospha¨re also eine negative Masse, ha¨tte.
Fu¨r den Anfangszustand (t = 0d) sind das Windfeld v und das Geopotenzialfeld
Ψ in Abbildung 3.9(a) und das Orografiefeld ΨB in Abbildung 3.9(b) dargestellt. Wir
erkennen, dass das Windfeld v deutlich vom geostrofischen Wind entlang der Ho¨henli-
nien des Geopotenzialfeldes Ψ abweicht. Weiterhin sehen wir, dass das Orografiefeld ΨB
verglichen zum Geopotenzialfeld Ψ gro¨ßere Gradienten hat. Da ΨB nur von der Sta¨rke
der Corioliskraft abha¨ngt, Ψ hingegen auch von u0, ist dies ein Indiz dafu¨r, dass die
Corioliskraft eine wesentliche Bedeutung fu¨r die Dynamik der Flachwassergleichungen
hat.
Nach einem halben Tag fu¨r den Zeitpunkt t = 1
2
d sind das Windfeld v und das
Geopotenzialfeld Ψ in Abbildung 3.9(c) dargestellt. Das Stro¨mungsmuster hat die glei-
che Struktur wie in Abbildung 3.9(a). Die Wirbel der Festko¨rperrotation haben ihre
Lage dabei aber um 180◦ verschoben.
Kapitel 4
Das numerische Verfahren
Fu¨r die numerische Lo¨sung der spha¨rischen Flachwassergleichungen gibt es eine Viel-
zahl von Ansa¨tzen und Simulationsergebnissen, siehe auch die Literatur am Anfang von
Kapitel 3. Wa¨hrend es generell in der Atmospha¨renmodellierung einige wenige Projekte
mit adaptiven Gitterauflo¨sungen gibt, sind uns fu¨r die Flachwassergleichungen bislang
noch keine adaptiven numerischen Simulationen bekannt. Wir stellen in diesem Kapi-
tel eine Lagrange-Galerkin-Methode kombiniert mit der Methode der verschwindenden
Viskosita¨t fu¨r die spha¨rischen Flachwassergleichungen vor, die ein ra¨umlich adaptives
und gleichzeitig zeitlich vera¨nderliches Gitter zula¨sst.
Die Lagrange-Galerkin-Methode ist eine Kombination der Finite-Elemente-Metho-
de fu¨r die Ortsdiskretisierung und der Semi-Lagrange-Methode fu¨r die Zeitdiskretisie-
rung, siehe [Pir82], [Su¨l88], [MPS88]. Die Approximation der gesuchten Funktionen im
Rahmen der Finite-Elemente-Methode beinhaltet dabei neben der Wahl der endlich-
dimensionalen Ansatzra¨ume auch die geometrische Approximation der gekru¨mmten
Fla¨che S durch geeignete Polyeder, siehe [Dzi88], [Sch93], [Sie90], [HH02]. Mit der
Semi-Lagrange-Methode diskretisieren wir in einem lokalen Koordinatensystem auf S
die totalen Zeitableitungen entlang der Stro¨mungstrajektorien, siehe [Pir89], [QV97].
Die Methode der verschwindenden Viskosita¨t besteht darin, die advektiven Anteile in
den Gleichungen durch ku¨nstliche Diffusionsterme zu gla¨tten. Damit werden im diskre-
tisierten System unphysikalische Wellen, die durch die Beschra¨nkung der Wellenla¨ngen
nach unten durch die Gitterweite anwachsen, geda¨mpft.
Da uns fu¨r das numerische Verfahren zur Diskretisierung der Flachwassergleichun-
gen kein mathematischer Beweis der korrekten Funktionstu¨chtigkeit vorliegt, werden
wir das Verfahren in Kapitel 5 validieren. Dazu werden wir numerische Simulationser-
gebnisse des idealisierten Atmospha¨renmodells zum einen mit analytischen Lo¨sungen
der Flachwassergleichungen vergleichen und zum anderen zur Reproduktion von phy-
sikalischen Multiskalenprozessen aus Abschnitt 2.3.3 nutzen.
In Abschnitt 4.1 fu¨gen wir zur Stabilisierung des numerischen Verfahrens eine ku¨nst-
liche Diffusion ein. Danach beschreiben wir in Abschnitt 4.2 die Lagrange-Galerkin-
Methode auf einem fixierten Gitter Sh. Zum Abschluss formulieren wir in Abschnitt
4.3 das adpative Diskretisierungsverfahren.
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4.1 Ku¨nstliche Diffusion
Eine wesentliche Schwierigkeit fu¨r die numerische Lo¨sung der Flachwassergleichungen
(3.30), (3.31) stellen die advektiven Terme dar:
u · ∇S ζ, u · ∇S δ, u · ∇S Φ. (4.1)
Diese hyperbolischen Anteile der Gleichungen sind, vor allem da sie schlechte Gla¨t-
tungseigenschaften haben, potenzielle Quellen von numerischen Instabilita¨ten. Dies
kommt daher, dass Unstetigkeiten in der kontinuierlichen Lo¨sung auftreten ko¨nnen,
die im diskreten Fall ungewollte Wellenpha¨nomene bis hin zu Instabilita¨ten verursa-
chen. Praktisch wird durch die Energiekaskade, siehe Abschnitt 2.2.2, immer ein Teil
der Energie an ku¨rzere Wellenla¨ngen abgegeben. Die Wellenla¨nge im diskretisierten
System ist aber durch die Gitterweite nach unten beschra¨nkt. Ist das numerische Ver-
fahren fu¨r diese Wellen zu wenig dissipativ, wa¨chst dort die Energie unphysikalisch
und unkontrollierbar an. Das diskrete System wu¨rde durch das Fehlen von ra¨umlich
subskaligen Prozessen instabil.
Zur Stabilisierung des numerischen Verfahrens wenden wir daher die Methode der
verschwindenden Viskosita¨t an, siehe [QV97], [GR94]. Diese Methode besteht dar-
in, ku¨nstliche dissipative Diffusionsterme in die Gleichung (3.30) einzufu¨hren. In den
Flachwassergleichungen ersetzen wir die Terme aus der Formel (4.1) fu¨r kleine Para-
meter ν1, ν2 > 0 durch
u · ∇S ζ − ν1 ∆S ζ, u · ∇S δ − ν1 ∆S δ, u · ∇S Φ− ν2 ∆S Φ.
Durch eine geeignete Wahl der numerischen Parameter ν1, ν2 werden wir damit sta-
bile Lo¨sungen berechnen ko¨nnen und im Grenzfall kleiner ν1, ν2 die urspru¨nglichen
Gleichungen anna¨hern.
Aus der Literatur ist uns auch das Einfu¨gen von dissipativen Hyperdiffusionstermen
der Struktur
(−νn ∆S)nζ, fu¨r n > 1
bekannt. Je ho¨her der Wert n gewa¨hlt ist, desto sta¨rker werden kurze Wellenla¨ngen
geda¨mpft. Dies ist insbesondere fu¨r spektrale Methoden der Ortsdiskretisierung sehr
effektiv. Im Zusammenhang mit der Finite-Elemente-Methode allerdings steigt der Re-
chenaufwand fu¨r Ortsableitungen ho¨herer Ordnung schnell an, so dass wir die einfache
Diffusion ausgewa¨hlt haben.
4.2 Die Lagrange-Galerkin-Methode
Die Lagrange-Galerkin-Methode ist eine Kombination der Finite-Elemente-Methode
fu¨r die Ortsdiskretisierung und der Semi-Lagrange-Methode fu¨r die Zeitdiskretisierung,
siehe [Pir82], [Su¨l88], [MPS88].
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Die hier verwendete Finite-Elemente-Methode auf der Spha¨re S basiert neben der
Approximation der Funktionenra¨ume der schwachen Formulierung zusa¨tzlich auf der
geometrischen Approximation der Spha¨re S durch einen Polyeder Sh. Auf dem Polyeder
Sh stellen wir die numerische Lo¨sung als Linearkombination der Basisfunktionen der
endlichdimensionalen Ansatzra¨ume dar, siehe [Dzi88], [Sch93], [Sie90], [HH02].
Fu¨r die Zeitdiskretisierung verwenden wir die Semi-Lagrange-Methode, die eine
Diskretisierung der totalen Zeitableitung entlang von Stro¨mungstrajektorien ist, siehe
[Pir89], [QV97]. Durch die Finite-Elemente-Methode kann das Stro¨mungsfeld diagnos-
tisch auf dem Polyeder Sh berechnet und auf die Spha¨re S projiziert werden. In lokalen
Koordinatensystemen berechnen wir damit auf S die Trajektorienfunktionen, mit deren
Hilfe wir die totale Zeitableitung der prognostischen Gro¨ßen approximieren ko¨nnen.
In den Fa¨llen von passiver Advektion, von Konvektions-Diffusionsgleichungen und
von inkompressiblen Navier-Stokes-Gleichungen gibt es in [Pir82], [Su¨l88], [MPS88],
[Pir89] und [FF98] Konvergenz- und Stabilita¨tsaussagen fu¨r die Lagrange-Galerkin-
Methode. Im vorliegenden Fall kompressibler Navier-Stokes-Gleichungen ko¨nnen wir
leider nur heuristisch diese Ergebnisse nutzen. Das bedeutet, dass wir ausgehend von
den guten Konvergenz- und Stabilita¨tseigenschaften der Lagrange-Galerkin-Methode
fu¨r die genannten Gleichungen analog fu¨r das vorliegende System der Flachwasser-
gleichungen gute Konvergenz- und Stabilita¨tseigenschaften erwarten. Diese sind eine
wichtige Grundlage, um auch eine adaptive Gittersteuerung fu¨r die numerische Lo¨sung
zuzulassen.
Basierend auf der in Abschnitt 4.2.1 vorgestellten schwachen Formulierung der
Flachwassergleichungen leiten wir mit der Finite-Elemente-Methode in Abschnitt 4.2.2
die o¨rtlich semidiskretisierte Formulierung her. In den Abschnitten 4.2.3 bis 4.2.5 be-
rechnen wir daraus mit der Semi-Lagrange-Methode die diskretisierte endlichdimen-
sionale Formulierung der Gleichungen. Um die endlichdimensionale Formulierung auch
mit Hilfe des Computers numerisch lo¨sen zu ko¨nnen, leiten wir in den Abschnitten 4.2.6
bis 4.2.8 einen Algorithmus her, mit dem wir fu¨r ein fixiertes Gitter Sh die numerische
Lo¨sung berechnen ko¨nnen.
4.2.1 Die schwache Formulierung
Wir notieren nun die schwache Formulierung der Flachwassergleichungen (3.30), (3.31).
Diese besteht einerseits aus einer geeigneten Wahl der Funktionenra¨ume fu¨r die ge-
suchten Funktionen und andererseits der dazugeho¨renden Variationsformulierung der
Ausgangsgleichungen.
Wir wollen die zeitliche Entwicklung des Systems im Zeitintervall I = (0, T ) fu¨r
T > 0 betrachten. Die geeignete Wahl der Funktionenra¨ume der schwachen Formulie-
rung ist sehr komplex. Dies gilt insbesondere dann, wenn man sich am Problemkreis der
Existenz-, Eindeutigkeits- oder Konvergenzsa¨tze orientiert, was aber nicht das Thema
der vorliegenden Arbeit ist. Wir widmen uns hingegen in diesem Kapitel der nume-
rischen Umsetzung der Gleichungen, so dass lediglich die korrekte Formulierung der
verwendeten Ausdru¨cke im Vordergrund steht. Als Ortsra¨ume wa¨hlen wir die Sobo-
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levra¨ume L2(S), H1(S), H2(S) und H3(S) auf der Spha¨re S, siehe Anhang A. Wir
definieren damit die Funktionenra¨ume
H,U := L2(I,H1(S)) ∩H1(I, L2(S)),
V := L2(I,H3(S)),
W := L2(I, (H2(S))3) ∩ L2(I, Ta(S)).
Dabei bezeichnet Ta(S) den Tangentialraum von S. Durch diese Wahl sind Funktionen
u ∈ H bzw. U ,V ,W fu¨r fast alle t ∈ I dann H1(S)-Funktionen bzw. H1(S)-, H3(S)-,
H2(S)-Funktionen, so dass die unten verwendeten Integrale auch existieren. Außerdem
gilt nach [LM72, Kapitel 1] fu¨r eine Funktion u ∈ H = U insbesondere u ∈ C(I, L2(S)),
so dass fu¨r u Anfangsdaten in L2(S) sinnvoll vorgegeben werden ko¨nnen.
Damit ko¨nnen wir zur Variationsformulierung der Gleichungen kommen. Es seien






δ0 dσ = 0 vorgegebene Anfangsbedingungen.
Wir bezeichnen als die schwache Formulierung der Gleichungen (3.30), (3.31) die folgen-
de Aufgabenstellung. Man finde Funktionen (ζ, δ,Φ, ψ, χ,u) ∈ H×H×U ×V×V×W
mit ζ(0) = ζ0, δ(0) = δ0,Φ(0) = Φ0, so dass fu¨r fast alle t ∈ I gilt
(Dtζ, ϕ)S + ν1 (∇S ζ,∇S ϕ)S
+(ζ δ, ϕ)
S
+ (f δ, ϕ)
S
= (F1(u), ϕ)S , ∀ϕ ∈ H1(S)
(Dtδ, ϕ)S + ν1 (∇S δ,∇S ϕ)S
− (∇S Φ,∇S ϕ)S − (f ζ, ϕ)S = (F2(u), ϕ)S , ∀ϕ ∈ H1(S)
(DtΦ,Ψ)S + ν2 (∇S Φ,∇S Ψ)S
+(Φ δ,Ψ)
S
− (Φ0 δ,Ψ)S = (F3(u),Ψ)S , ∀Ψ ∈ H1(S)
(∇S ψ,∇S η)S − (ζ, η)S = 0, ∀η ∈ H1(S)
(∇S χ,∇S η)S + (δ, η)S = 0, ∀η ∈ H1(S)
(rotS ψ +∇S χ,v)S = (u,v)S , ∀v ∈ (L2(S))3 ∩ Ta(S).
(4.2)
Dabei definieren wir die totale zeitliche Ableitung durch
Dtg = ∂tg + u · ∇S g, ∀g ∈ H = U (4.3)
und das Skalarprodukt in L2(S) durch (., .)
S
. Die Funktionale F1, F2, F3 werden mit
den rechten Seiten von (3.30) definiert. Wir definieren fu¨r u ∈ W
F1(u) := −u · ∇S f, F2(u) := −(u× n) · ∇S f − J(u), F3(u) := u · ∇S ΦB.
Wir bezeichnen eine Lo¨sung (ζ, δ,Φ, ψ, χ,u) der schwachen Formulierung (4.2) auch als
eine kontinuierliche Lo¨sung der Flachwassergleichungen (3.30), (3.31). Vereinfachend
nennen wir eine Funktion (ζ, δ,Φ) eine kontinuierliche Lo¨sung der Flachwasserglei-
chungen, wenn es Funktionen ψ, χ,u gibt, so dass (ζ, δ,Φ, ψ, χ,u) eine kontinuierliche
Lo¨sung ist.
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Die Mittelwertfreiheit der Anfangsbedingungen ζ0 und δ0 auf S sichert nach [Dzi88]
die eindeutige Lo¨sbarkeit der Poissongleichungen bis auf Konstante fu¨r ψ und χ in
Gleichung (4.2). Interpretieren wir ζ0 und δ0 als die Vorticity und die Divergenz eines
Geschwindigkeitsfeldes u0, dann ist die Mittelwertfreiheit von ζ0 und δ0 auf S eine
Konsequenz aus der Formel fu¨r die partielle Integration in Bemerkung B.3.
4.2.2 Die Finite-Elemente-Methode
Die schwache Formulierung (4.2) der Flachwassergleichungen dient als Ausgangspunkt
fu¨r die Diskretisierung der Gleichungen (3.30), (3.31). In einem ersten Schritt nutzen
wir die Finite-Elemente-Methode zur Diskretisierung des Ortes. Sie besteht zuna¨chst
darin, die Funktionenra¨ume des Ortes in Abschnitt 4.2.1 durch endlichdimensionale An-
satzra¨ume zu ersetzen. Es besteht die Schwierigkeit, dass das Integrationsgebiet in (4.2)
die gekru¨mmte Hyperfla¨che S ist, die diskrete Darstellung der Gleichungen aber nicht
von der Wahl der lokalen Koordinatensysteme abha¨ngen soll. Daher betrachten wir S
eingebettet in den R3 und approximieren S durch einen Polyeder Sh. Dementsprechend
mu¨ssen dann auch die verwendeten Differentialoperatoren des Gleichungssystems fu¨r
Sh angepasst werden.
Wir betrachten zur Spha¨re S einen Polyeder Sh, der aus Dreiecken zusammengesetzt
ist und dessen Knoten auf der Spha¨re S liegen, siehe auch Abschnitt 4.3.1. Die Menge
der Dreiecke von Sh bezeichnen wir mit Th. Weiter werden wir sowohl Vektoren von
Sh auf S als auch Tangentialvektoren an Sh auf Tangentialvektoren an S projizieren.







Abbildung 4.1: Projektion durch Liftfunktionen L und Lv
L : Sh → S, L(xh) := xh|xh|
Der Tangentialraum Taxh(Sh) := {vh ∈ R3 |vh · nh(xh) = 0} kann auf den Kanten
der Dreiecke nicht eindeutig definiert werden. Daher ko¨nnen wir die Liftfunktion Lv,xh
auch nur fu¨r die xh ∈ Sh definieren, die im Inneren eines Dreiecks T ∈ Th liegen. Fu¨r
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alle xh ∈
⋃
T∈Th int(T ) definieren wir also
Lv,xh : Taxh(Sh)→ TaL(xh)(S), Lv,xh(uh) := −|uh|
xh × (xh × uh)
|xh × (xh × uh)| .
Dabei ist fu¨r x ∈ S der Tangentialraum Tax(S) := {v ∈ R3 |v · n(x) = 0} definiert.
Da aus dem Zusammenhang klar sein wird, um welche Stu¨tzstelle xh es sich handelt,
schreiben wir auch Lv fu¨r Lv,xh .
Damit ko¨nnen wir von Funktionen auf S zu solchen auf Sh u¨bergehen und ersetzen
die Funktionenra¨ume des Ortes H1(S), H3(S) und H2(S) im letzten Abschnitt durch
die endlichdimensionalen Ansatzra¨ume auf Sh
Hh := {ϕh ∈ C(Sh) | ϕh|T ∈ P1(T ), ∀T ∈ Th} ⊂ H1(Sh),
Uh, Vh := {ϕh ∈ C(Sh) | ϕh|T ∈ P2(T ), ∀T ∈ Th} ⊂ H1(Sh),
Wh := {uh ∈ (L2(Sh))3 | uh|T ∈ P1(T ) ∩ Ta(Sh),∀T ∈ Th} ⊂ (L2(Sh))3.
Im Geschwindigkeitsansatzraum Wh ist die Eigenschaft, dass die Geschwindigkeiten
auf allen Dreiecken T ∈ Th tangential an Sh verlaufen, bereits enthalten.
Die o¨rtlich semidiskrete Formulierung von (4.2) ergibt sich damit durch den U¨ber-
gang vom Integrationsgebiet S zu Sh, durch die Substitution der Ortsfunktionenra¨ume
und durch die Ersetzung der Ortsableitungsoperatoren. Dabei ersetzen wir den Gradi-
enten ∇S durch ∇Sh , der fu¨r eine hinreichend glatte Funktion gh : Sh → R durch
∇Sh gh := ∇gh − (nSh · ∇gh)nSh
definiert ist. Dabei ist nSh der a¨ußere normierte Normalenvektor an den Polyeder Sh.
Die totale Zeitableitung Dt ersetzen wir durch D
h
t , die fu¨r eine hinreichend glatte
Funktion gh : Sh × I → R durch
Dht gh(xh, t) := Dtgh(L
−1(x), t), fu¨r x = L(xh),
definiert ist. Das bedeutet also, dass einerseits der tangentiale Opertor ∇S auf S durch
einen auf dem Polyeder Sh (unabha¨ngig von ∇S !) definierten neuen Operator ∇Sh ap-
proximiert wird. Andererseits wird die totale Zeitableitung Dt, die ja auch Ortsablei-
tungen entha¨lt, durch deren auf Sh projizierte Version D
h
t , die damit von Dt abha¨ngt,
approximiert.
Die Daten, die in das Gleichungssystem eingehen, wie der Coriolisparameter f ,
die Orografiefunktion ΦB und die Anfangsbedinung (ζ0, δ0,Φ0) projizieren wir mit der
Liftfunktion L−1 von S auf Sh. Wa¨hrend die Projektionen von f und ΦB keine neuen
Bezeichnungen bekommen, fu¨hren wir nur fu¨r die Anfangsbedingungen neue Bezeich-
nungen ein
ζ0h := Ph1(ζ0 ◦ L), δ0h := Ph1(δ0 ◦ L), Φ0h := Ph2(Φ0 ◦ L).
Dabei sind Ph1 : L
2(Sh) → Hh bzw. Ph2 : L2(Sh) → Uh die L2-Projektionen auf Hh
bzw. Uh.
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Fu¨r die Anfangsbedingungen (ζ0h, δ0h,Φ0h) ∈ Hh×Hh×Uh erhalten wir damit die
o¨rtlich semidiskretisierte Formulierung von (4.2) durch die folgende Aufgabenstellung.
Man finde zeitlich hinreichend glatte Funktionen (ζh, δh,Φh, ψh, χh,uh) : I → Hh ×
Hh × Uh × Vh × Vh ×Wh mit ζh(0) = ζ0h, δh(0) = δh0, Φh(0) = Φ0h, so dass fu¨r alle



















+(Φh δh,Ψh)Sh − (Φ0 δh,Ψh)Sh = (F3(uh),Ψh)Sh ,(∇Sh ψh,∇Sh ηh)Sh − (ζh, ηh)Sh = 0,(∇Sh χh,∇Sh ηh)Sh + (δh, ηh)Sh = 0,(





fu¨r alle Testfunktionen (ϕh,Ψh, ηh,vh) ∈ Hh × Uh × Vh ×Wh.
Fu¨r die Lo¨sbarkeit der Poissongleichungen fu¨r ψh und χh in Gleichung (4.4) beno¨ti-
gen wir auf Sh mittelwertfreie rechte Seiten ζh und δh, siehe [Dzi88] und Abschnitt 4.2.1.
Da die Mittelwertfreiheit in der semidiskreten Formulierung in Gleichung (4.4) nur ap-
proximativ gegeben ist, mu¨ssen wir diese in der diskreten Formulierung in Abschnitt
4.2.5 durch eine Mittelwertkorrektur ku¨nstlich erzwingen.
4.2.3 Die Semi-Lagrange-Methode
Ausgehend von der o¨rtlich semidiskretisierten Formulierung (4.4) der Flachwasserglei-
chungen, diskretisieren wir die Zeitableitungen mit Hilfe der Semi-Lagrange-Methode.
Das bedeutet, dass wir eine geeignete diskrete Approximation der totalen zeitlichen
Ableitung Dht angeben. Dazu interpretieren wir D
h
t als Zeitableitung eines mit der
Stro¨mung mitbewegten Lagrangeschen Teilchens. Fu¨r die Zetidiskretisierung muss fu¨r
den zeitlichen Differenzenquotienten demnach neben der Zeitdifferenz auch die ra¨um-
liche Verschiebung des Teilchens beru¨cksichtigt werden.
Wir berechnen also zuna¨chst aus dem diagnostischen Geschwindigkeitsfeld uh die
Trajektorienfunktion der Stro¨mung, die die ra¨umliche Bewegung des Lagrangeschen
Teilchens beschreibt. Mit deren Hilfe ko¨nnen wir die totale zeitliche Ableitung Dht
in eine pure Zeitableitung einer zusammengesetzten Funktion umformen. Diese neue
Lagrangesche Zeitableitung wird schließlich durch den Differenzenquotienten ersetzt.
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Die Trajektorienfunktion
Dem Geschwindigkeitsfeld uh : I → Wh auf Sh wollen wir als erstes die Trajektorien
Xh der sich mitbewegenden Teilchen zuordnen. Dazu projizieren wir das Geschwin-
digkeitsfeld von Sh auf S und bestimmen auf S die Trajektorienfunktion X. Deren
Ru¨ckprojektion von S auf Sh definiert dann Xh. uh ist aber eine diagnostische Varia-
ble in System (4.4) und damit fu¨r die Numerik zeitlich nicht kontinuierlich bekannt.
Deshalb werden wir uh durch eine Folge von Ortsfunktionen u
m
h fu¨r m ∈ N approxi-
mieren und eine entsprechende Approximation Xmh der Trajektorie Xh erhalten.
x=X(x,t;t) X(x,t;τ)
Abbildung 4.2: Teilchentrajektorie im Geschwindigkeitsfeld
Wir betrachten das durch den Operator Lv auf S projizierte Stro¨mungsfeld Lv(uh).
Zu diesem Stro¨mungsfeld sei X(x, t; .) : I → S fu¨r jedes fixierte (x, t) ∈ S × I die Tra-
jektorienfunktion. X(x, t; τ) bezeichnet dabei die Position des Teilchens zur Zeit τ , das
zur Zeit t am Ort x war. Genauer ist also X(x, t; .) die Lo¨sung der Anfangswertaufgabe
∂τX(x, t; τ) = Lv ◦ uh(L−1(X(x, t; τ)), τ), ∀τ ∈ I
X(x, t; t) = x.
Wir nehmen an dieser Stelle an, dass wir eine eindeutige Lo¨sung dieser gewo¨hnlichen
Differenzialgleichung haben, siehe Abschnitt 4.2.4. Fu¨r alle (xh, t) ∈ Sh × I definieren
wir damit die dazugeho¨rende Trajektorienfunktion Xh(xh, t; .) : I → Sh auf Sh durch
die Projektion von X auf Sh, also durch
Xh(xh, t; τ) := L
−1 ◦X(L(xh), t, τ), ∀τ ∈ I.
Gehen wir nun vom zeitlich kontinuierlichen Geschwindigkeitsfeld uh zur diskreten
Form u¨ber. Dazu betrachten wir die zeitlichen Stu¨tzstellen tm = m∆t, fu¨rm = 0, ..,M ,
des Intervalls I. Wir definieren damit das zeitlich diskrete Geschwindigkeitsfeld
umh := uh(., tm), m = 0, ..,M − 1.
Mit umh gehen wir analog wie im letzten Absatz vor und betrachten die Folge von
Trajektorienfunktionen Xm(x, t; .) : [tm, tm+1]→ S auf S fu¨r alle (x, t) ∈ S× [tm, tm+1]
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xh X(L(xh),t;τ)
Xh(xh,t;τ)
Abbildung 4.3: Trajektorien auf S und Sh
und m = 0, ..,M − 1, die die Anfangswertaufgabe
∂τX
m(x, t; τ) = Lv ◦ umh ◦ L−1(Xm(x, t; τ)), ∀τ ∈ [tm, tm+1]
Xm(x, t; t) = x
(4.5)
lo¨sen. Wieder nehmen wir an, dass wir eine eindeutige Lo¨sung dieser gewo¨hnlichen
Differenzialgleichung haben, siehe Abschnitt 4.2.4. Nun projizieren wir diese Trajekto-
rienfunktionen auf Sh und erhalten fu¨r alle (xh, t) ∈ Sh× [tm, tm+1] und m = 0, ..,M−1
Xmh (xh, t; τ) := L
−1 ◦Xm(L(xh), t, τ), ∀τ ∈ [tm, tm+1]. (4.6)
Auf dem Intervall [tm, tm+1] unterscheiden sich die Trajektorien Xh und X
m
h lediglich
durch das erzeugende Windfeld. Da diese sich fu¨r kleine ∆t anna¨hern sollten, nehmen
wir fu¨r kleine ∆t an, dass fu¨r alle xh ∈ Sh und t, τ ∈ [tm, tm+1] gilt:
Xh(xh, t; τ) ≈ Xmh (xh, t; τ).
Das totale Differenzial
Mit der Trajektorienfunktion Xh stellen wir die totale Zeitableitung D
h
t als Diffe-
renzialquotienten entlang der Trajektorie dar. Diesen approximieren wir durch seinen
Differenzenquotienten und erhalten damit die gesuchte Approximation von Dht .
Es sei gh eine Funktion gh : I → Hh bzw. gh : I → Uh. Fu¨r alle (x,xh, t) ∈ S×Sh×I
mit L(xh) = x gilt dann
Dht gh(xh, t) = ∂tgh(L
−1(x), t) + (Lv ◦ uh) · ∇S gh(L−1(x), t)
= ∂τgh(L
−1(X(x, t; τ)), τ)|τ=t
= ∂τgh(Xh(xh, t; τ), τ)|τ=t.
Den letzten Differenzialquotienten approximieren wir durch seinen ru¨ckwa¨rtigen Diffe-
renzenquotienten mit der Schrittweite ∆t und erhalten
Dht gh(xh, t) ≈
gh(xh, t)− gh(Xh(xh, t; t−∆t), t−∆t)
∆t
.
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Diese Beziehung betrachten wir nur fu¨r t = tm+1, m = 0, ..,M − 1, und ko¨nnen dann
auf dem Intervall [tm, tm+1] die Trajektorienfunktion Xh(xh, tm+1; tm) durch deren Ap-
proximation Xmh (xh, tm+1; tm) ersetzen. Definieren wir
dht gh(xh, tm+1) :=




Dht gh(xh, tm+1) ≈ dht gh(xh, tm+1). (4.8)
Fu¨r die Zeitdiskretisierung werten wir jetzt die Funktion gh nur noch an den Stellen
t = tm, fu¨r m = 0, ..,M , aus und fu¨hren die zeitlich diskrete Funktionenfolge
gmh := gh(., tm), ∀m = 0, ..,M
ein. Damit ko¨nnen wir anstelle der Gleichungen (4.7) und (4.8) fu¨r alle xh ∈ Sh und




gm+1h (xh)− gmh (Xmh (xh, tm+1; tm))
∆t
, (4.9)
Dht gh(xh, tm+1) ≈ dht gm+1h (xh) (4.10)
schreiben. Die Berechnung des stromaufwa¨rts liegenden Punktes Xmh (xh, tm+1; tm) in
der Gleichung (4.9) beschreiben wir in folgenden Abschnitt 4.2.4.
4.2.4 Die Trajektorienberechnung
Die Bestimmung des stromaufwa¨rts liegenden Punktes Xmh (xh, tm+1; tm) in der Glei-
chung (4.9) war in Abschnitt 4.2.3 offen geblieben. Wa¨hrend die dafu¨r no¨tige Projek-
tion in der Gleichung (4.6) durch die Liftfunktion L−1 keine Schwierigkeit bedeutet,
beschreiben wir in diesem Abschnitt die numerische Lo¨sung der Anfangswertaufgabe
(4.5).
Dazu formulieren wir zuna¨chst eine Modellaufgabe, die wir in drei Schritten lo¨sen.
Im ersten Schritt formulieren wir eine lokale Darstellung der Anfangswertaufgabe. Im
zweiten Schritt wa¨hlen wir eine konkrete lokale Karte aus. Im dritten Schritt approxi-
mieren wir die lokale Anfangswertaufgabe und berechnen aus dem lokalen Trajektori-
enwert den gesuchten Trajektorienwert.
Es sei in diesem Abschnitt I ⊂ R ein beliebiges Intervall, also offen, abgeschlossen
oder halboffen. In einem gegebenen Stro¨mungsfeld u interessieren wir uns fu¨r den Ort
X(x0, t0; τ) eines Teilchens zum Zeitpunkt τ ∈ I, das zum Zeitpunkt t0 am Ort x
war. Fu¨r (x0, t0) ∈ S × I ist also die Trajektorienfunktion X(x0, t0; .) : I → S fu¨r das
gegebene Vektorfeld u : S → T (S) die Lo¨sung der Anfangswertaufgabe
∂τX(x0, t0; τ) = u(X(x0, t0; τ)), ∀τ ∈ I
X(x0, t0; t0) = x0.
(4.11)
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Fu¨r diese Anfangswertaufgabe suchen wir eine numerische Lo¨sung, d. h. zu (x0, t0, t) ∈
S × I × I suchen wir eine Approximation des Funktionswertes X(x0, t0; t).
Kommen wir zum ersten Schritt. Wir fixieren x0 ∈ S, t0, t ∈ I und schreiben anstelle
von X(x0, t0; .) ku¨rzer auch X(.). Das Vektorfeld u, und damit auch die Trajektorie
X(.), ist nur eine Funktion auf der Spha¨re S und nicht etwa auf dem R3. Daher findet
die Bewegung der Teilchen auf der Hyperfla¨che S statt. Es ist also zweckma¨ßig, die
Anfangswertaufgabe (4.11) in lokalen Koordinaten von S zu schreiben. Dazu betrachten
Ω Ψ ξ2 ξ1
Abbildung 4.4: Lokale Karte (Ω,Ψ) auf S
wir um x0 eine lokale Karte (Ω,Ψ), wobei Ω eine offene Teilmenge von S und Ψ : Ω→
R2 eine glatte Funktion ist, siehe Abbildung 4.4. Im Tangentialraum Tax(S) := {v ∈









bzw. ((dξ1)x, (dξ2)x) .





(Ψ(x)) definiert und die
kanonische Kobasis als Dualbasis dazu. Man bezeichnet diese Basen auch als kovariante












Abbildung 4.5: Tangentialraum von S im Punkt x
beiden Basen dual zueinander sind, gilt fu¨r jeden Tangentialvektor v ∈ Tax(S) die
Darstellung
v = (v · (dξi)x) ∂
∂ξi
(x).
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Zu einer Funktion X : I → S definieren wir bezu¨glich der lokalen Karte Ψ die
Funktion ξ : I → R2 fu¨r τ ∈ I durch
ξ(τ) := Ψ(X(τ)) ↔ X(τ) = Ψ−1(ξ(τ)). (4.12)
Wir interessieren uns fu¨r die Anfangswertaufgabe, die fu¨r die Funktion ξ gilt, wenn X
eine Lo¨sung der Anfangswertaufgabe (4.11) ist. Dazu sei X eine Lo¨sung von Aufgabe












Der Koeffizientenvergleich ergibt fu¨r die Funktion ξ die lokale Formulierung der An-
fangswertaufgabe (4.11)
∂τξi(τ) = (dξi)Ψ−1(ξ(τ)) · u(Ψ−1(ξ(τ))), ∀τ ∈ I, i = 1, 2
ξ(t0) = Ψ(x0).
(4.13)
Umgekehrt sei die Funktion ξ eine Lo¨sung der lokalen Aufgabe (4.13) und X durch









(X(τ)) (dξi)X(τ) · u(X(τ))
= u(X(τ)).
Es folgt also, dass X eine Lo¨sung der Anfangswertaufgabe (4.11) ist. Wir fassen zu-
sammen, dass X genau dann eine Lo¨sung von (4.11) ist, wenn ξ eine Lo¨sung von (4.13)
ist. Also ist (4.13) die gesuchte Darstellung der Anfangswertaufgabe (4.11) in lokalen
Koordinaten.
Im zweiten Schritt definieren wir die lokale Karte (Ω,Ψ) genauer. Zum Anfangs-
wert x0 ∈ S der Trajektorie X ist u0 := u(x0) ∈ Tax0(S) der dazugeho¨rige Wert des
Geschwindigkeitsfeldes. Wir wa¨hlen als lokale Kartenabbildung Ψ gewo¨hnliche Kugel-
koordinaten auf der Spha¨re, wobei der Punkt x0 auf der A¨quatorlinie (ϕ = 0) liegen
soll und u(x0) entlang der A¨quatorlinie zeigt. Genauer definieren wir Ψ durch die





Ψ−1(λ, ϕ) := cosλ cosϕx0 + sinλ cosϕ
u0
|u0| + sinϕx0 ×
u0
|u0| .














(x0) = x0 × u0|u0| .
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Die kanonische Basis des Tangentialraumes Tax0(S) ist also orthonormal im R3, so
dass die kanonische Basis und die Kobasis identisch sind. Es gilt also
∂
∂ξi
(x0) = (dξi)x0 , i = 1, 2.
Im dritten Schritt approximieren wir den Wert ξ(t) durch die Integration der
gewo¨hnlichen Differenzialgleichung (4.13). Dazu integrieren wir die erste Gleichung
in (4.13) u¨ber das Intervall (t0, t) und approximieren das Integral durch die Recht-
eckregel. Dies entspricht einem Zeitschritt des bekannten Polygonzugverfahrens, einer




(dξi)Ψ−1(ξ(τ)) · u(Ψ−1(ξ(τ))) dτ
≈ (t− t0)(dξi)x0 · u0 =
{
(t− t0)|u0|, fu¨r i = 1
0, fu¨r i = 2
.













Setzen wir dies in die Kartenfunktion (4.12) ein, erhalten wir die Approximation der
Trajektorienfunktion
X(x0, t0; t) ≈ cos ((t− t0) |u(x0)|) x0 + sin ((t− t0) |u(x0)|) u(x0)|u(x0)| . (4.14)
Die Kurve X(x0, t0; t) verla¨uft also auf einem Großkreisbogen, an dem u(x0) Tangenti-
alvektor ist, siehe Abbildung 4.6. Die Berechnung des stromaufwa¨rts liegenden Punktes
Xmh (xh, tm+1; tm) in der Gleichung (4.9) erfolgt also durch die Gleichung (4.14), wobei
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Die Vorgehensweise in diesem Abschnitt setzt implizit natu¨rlich voraus, dass die no-
tierten Anfangswertaufgaben (4.11) und (4.13) u¨berhaupt lo¨sbar sind. Genauer beno¨ti-
gen wir zumindest einen Eindeutigkeitssatz fu¨r Aufgabe (4.11) und einen Existenzsatz-
und Eindeutigkeitssatz fu¨r Aufgabe (4.13). Aus der Theorie der gewo¨hnlichen Differen-
zialgleichungen wissen wir, dass z. B. die lokale Lipschitz-Stetigkeit der rechten Seiten
in den Aufgaben (4.11) und (4.13) dafu¨r hinreichend ist. Gehen wir von solchen rechten
Seiten aus, dann bekommen wir fu¨r jede Karte eine lokale Trajektorie und ko¨nnen Tra-
jektorienX durch (4.12) konstruieren. Durch die Eindeutigkeit wa¨re dannX schließlich
kartenunabha¨ngig.
In unserem Fall wird das Geschwindigkeitsfeld u in Abschnitt 4.2.3 als Projektion
einer stu¨ckweisen Polynomfunktion von Sh auf S bestimmt. Abgesehen davon, dass u
damit auf den Projektionen der Dreieckskanten von Sh noch nicht einmal definiert ist,
ko¨nnen wir die Stetigkeit von u u¨ber diese Kanten hinweg nicht erwarten! Dies liegt
genau daran, dass wir ein stetiges Vektorfeld (u¨berhaupt erst einmal ein Vektorfeld) auf
den Dreieckskanten der C0,1-Hyperfla¨che Sh gar nicht definieren ko¨nnen. Wir begnu¨gen
uns also damit, u durch Projektion u¨ber die Dreiecke T ∈ Th nur fast u¨berall auf S
zu bestimmen und sonst durch Null zu definieren. Als theoretische Grundlage fu¨r die
numerische Lo¨sung mu¨sste die Anfangswertaufgabe (4.11) dann in einem geeigneten
schwachen Sinn interpretiert werden.
Es hat sich gezeigt, dass die numerische Umsetzung trotz der eben erwa¨hnten theo-
retischen Probleme zufriedenstellende Ergebnisse liefert. Die Erkla¨rung besteht darin,
dass wir die Trajektorien in Abschnitt 4.2.7 nur an inneren Quadraturpunkten der
Dreiecke berechnen, siehe Abschnitt 4.2.6, und damit das Geschwindigkeitsfeld u auch
nur an diesen Stellen auswerten. u ist damit an den Auswertungsstellen stetig auf
S. Wir erwarten daher, dass fu¨r ein hinreichend glattes Geschwindigkeitsfeld u oh-
ne starke Unstetigkeiten diese Trajektorienberechnung gute physikalische und stabile
Ergebnisse liefert. Falls das numerische Verfahren durch numerische Diffusion etwaige
Unstetigkeiten in u gla¨ttet, ha¨tte das fu¨r die Trajektorienberechnung wahrscheinlich
eine stabilisierende Auswirkung.
4.2.5 Die endlichdimensionale Formulierung
Wir kombinieren nun die Ergebnisse der beiden letzten Abschnitte. Dazu gehen wir
von der o¨rtlich semidiskretisierten Formulierung (4.4) aus und fu¨hren zu den zeitlich
kontinuierlichen Funktionen (ζh, δh,Φh, ψh, χh,uh) : I → Hh×Hh×Uh×Vh×Vh×W 3h
aus Abschnitt 4.2.2 fu¨r m = 1, .., N die zeitlich diskreten Funktionenfolgen
ζmh := ζh(., tm), δ
m
h := δh(., tm), Φ
m
h := Φh(., tm),
ψmh := ψh(., tm), χ
m
h := χh(., tm), u
m
h := uh(., tm)
ein. Damit ko¨nnen wir zur vollsta¨ndig diskretisierten Formulierung von (4.2) kom-
men. Es seien (ζ0h, δ0h,Φ0h) ∈ Hh × Hh × Uh die diskreten Anfangsbedingungen aus
Abschnitt 4.2.2. Betrachten wir das semidiskrete Gleichungssystem (4.4) nur fu¨r die
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Zeiten t = tm, m = 1, ..,M , und ersetzen gema¨ß der Beziehung (4.10) die totalen zeit-
lichen Ableitungen, so erhalten wir die folgende diskrete Aufgabenstellung: Es gelte
ζ0h = ζ0h, δ
0
h = δ0h, Φ
0






h) seien Lo¨sung der letzten drei Glei-
chungen fu¨r die Helmholtz-Zerlegung in System (4.15). Man finde fu¨r m = 0, ..,M − 1














































(∇Sh δm+1h ,∇Sh ϕh)Sh

















− (Φ0 δm+1h ,Ψh)Sh = (F3(umh ),Ψh)Sh ,(∇Sh ψm+1h ,∇Sh ηh)Sh − (ζm+1h , ηh)Sh = 0,(∇Sh χm+1h ,∇Sh ηh)Sh + (δm+1h , ηh)Sh = 0,(
rotSh ψ
m+1




















h )m=0,..,M der diskreten Formulierung (4.15) auch als die diskre-
te Lo¨sung der Flachwassergleichungen (3.30), (3.31). Vereinfachend nennen wir eine




h )m=0,..,M die diskrete Lo¨sung der Flachwassergleichungen, wenn
es Funktionen (ψmh )m=0,..,M , (χ
m
h )m=0,..,M und (u
m











h )m=0,..,M die diskrete Lo¨sung ist.
Wie in Abschnitt 4.2.2 sind die Poissongleichungen fu¨r ψm+1h und χ
m+1
h im diskreten





bis auf Konstanten eindeutig lo¨sbar, siehe [Dzi88]. Deshalb fu¨hren wir eine Mittelwert-
korrektur durch und nutzen als rechte Seiten in den Poissongleichungen im Gleichungs-














Aus Gru¨nden der u¨bersichtlicheren Darstellung lassen wir diese Mittelwertkorrektur
fu¨r die Beschreibung des numerischen Verfahrens im Folgenden weg.
4.2.6 Quadraturformeln
Bei der Aufstellung der Matrizen im na¨chsten Abschnitt werden wir Integrale einer
Funktion g : Sh → R u¨ber die Oberfla¨che des Polyeders Sh berechnen. Dazu zerlegen
wir Sh in die Dreiecke T ∈ Th seiner Triangulierung. Auf einem Dreieck T berechnen
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i xi yi wi








3 (9− 2√15)/21 (6 +√15)/21 (155 +√15)/2400
4 (6 +
√
15)/21 (9− 2√15)/21 (155 +√15)/2400
5 (6−√15)/21 (6−√15)/21 (155−√15)/2400
6 (9 + 2
√
15)/21 (6−√15)/21 (155−√15)/2400
7 (6−√15)/21 (9 + 2√15)/21 (155−√15)/2400
Tabelle 4.1: Stu¨tzstellen (xi, yi) und Gewichte wi im Einheitsdreieck K
wir das Oberfla¨chenintegral mit Hilfe des zweidimensionalen Parameterbereichs K =
{(x, y) ∈ R2 |x, y > 0, x + y < 1} (Einheitsdreieck) und der lokalen Kartenabbildung















Handelt es sich bei g um eine stu¨ckweise Polynomfunktion (natu¨rlich bezu¨glich der
Triangulierung Th), ist die Integration der rechten Seite kein wesentliches Problem.
Ist aber g auf einem Dreieck T ∈ Th nicht als Polynomfunktion gegeben, mu¨ssen
wir das Integral mit einer geeigneten Quadraturformel approximieren. In unserem Fall
haben wir eine Sieben-Punkte-Formel gewa¨hlt, die Polynome bis zum Grad fu¨nf exakt
integriert, siehe [Sch91] und [Str71]. Mit den Stu¨tzstellen und Gewichten aus Tabelle










4.2.7 Die Berechnung der Matrizen
In jedem Zeitschritt mu¨ssen wir die Lo¨sung der endlichdimensionalen Formulierung
(4.15) bestimmen. Dazu brauchen wir die Darstellung von (4.15) als Matrixgleichung,
die in Programmcode umsetzbar ist und mit Hilfe von linearen Lo¨sern gelo¨st werden
kann. Die Aufstellung der Matrixgleichung beschreiben wir in diesem Abschnitt und
folgen dabei der u¨blichen Vorgehensweise in der Literatur, siehe [GR94] und [Sch91].












h ) ∈ Hh ×Hh × Uh × Vh × Vh ×Wh











h ) ∈ Hh ×Hh × Uh × Vh × Vh ×Wh
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zu bestimmen. Dazu wa¨hlen wir Basen der Ansatzra¨ume Hh, Uh, Vh,Wh und stellen
die Ortsfunktionen durch ihre nicht mehr ortsabha¨ngigen Koordinaten bzgl. dieser
Basen dar. Genauer wa¨hlen wir zum Ansatzraum Hh die u¨bliche lineare Lagrange-
Basis (ϕi)i=1,..,N1 und zu den Ansatzra¨umen Uh = Vh die quadratische Lagrange-Basis
(Ψi)i=1,..,N2 . Die Basis (vi)i=1,..,N3 ist ebenfalls eine lineare Lagrange-Basis, aber fu¨r
Vektorfunktionen. Zur Definition betrachten wir nacheinander alle Dreiecke T ∈ Th.
Auf dem Dreieck T ∈ Th fixieren wir eine zweidimensionale Basis (vT1,vT2) des
Tangentialraumes von T . Fu¨r T definieren wir die sechs neuen Basisvektorfunktio-
nen als die auf T linearen Vektorfunktionen, die an einem Knoten den Wert vT1
bzw. vT2 haben und an den anderen beiden Knoten den Wert 0. Mit den Koor-
dinaten ζˆ = (ζ1, .., ζN1)
T, δˆ = (δ1, .., δN1)
T ∈ RN1 und Φˆ = (Φ1, ..,ΦN2)T, ψˆ =
(ψ1, .., ψN2)
T, χˆ = (χ1, .., χN2)
T ∈ RN2 , uˆ = (u1, .., uN3)T ∈ RN3 ergeben sich dann






























Die Herleitung der Matrixgleichung demonstrieren wir anhand der ersten Gleichung
von System (4.15). Deren a¨quivalente Formulierung lautet
N1∑
i=1

























h (., tm+1, tm)) + ∆t F1(u
m
h ), ϕj)Sh (4.17)
fu¨r j = 1, .., N1. Fu¨r die Matrixschreibweise dieses Gleichungssystems definieren wir
nun Massenmatrix, Steifigkeitsmatrix, Coriolismatrix und zwei weitere Matrizen
M1 = (mij)i,j=1,..,N1 , S1 = (sij)i,j=1,..,N1 , C = (cij)i,j=1,..,N1 ,
B1 = (b
(1)




mij := (ϕj, ϕi)Sh , sij :=
(∇Sh ϕj,∇Sh ϕi)Sh , cij := (f ϕj, ϕi)Sh ,
b
(1)
ij := (ϕj δ
m










h (., tm+1, tm)) + ∆t F1(u
m
h ), ϕi)Sh .
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Damit lautet die Matrixschreibweise von Gleichungssystem (4.17) fu¨r die Vektoren ζˆ , δˆ(













Analog ko¨nnen wir die anderen Gleichungen von System (4.15) in Matrixgleichun-
gen umformen. Fu¨r die Notation der Matrixgleichungen des gesamten Systems (4.15)
beno¨tigen wir noch weitere Definitionen. Es seien die Matrizen
M2 = (m
(2)
ij )i,j=1,..,N2 , M21 = (m
(21)





ij )i=1,..,N1;j=1,..,N2 , B3 = (b
(3)
ij )i,j=1,..,N2 , B4 = (b
(4)
ij )i=1,..,N2;j=1,..,N1 ,






ij := (Ψj,Ψi)Sh , m
(21)
ij := (ϕj,Ψi)Sh , s
(2)
ij :=











(∇Sh Ψj,vi)Sh , m(3)ij := (vj,vi)Sh .
Weiter seien die Vektoren der rechten Seiten definiert durch
F2 = (f
(2)










h (., tm+1, tm)) + ∆t F2(u
m







h (., tm+1, tm)) + ∆t F3(u
m
h ),Ψi)Sh .
Damit ergeben sich die MatrixgleichungenM1 +∆t ν1 S1 + ∆t2 B1 ∆t C + ∆t2 B2 0−∆t C M1 +∆t ν1 S1 −∆t S12
0 ∆t
2











S2 ψˆ = M21 ζˆ ,
S2 χˆ = −M21 δˆ,
}
(4.19)
R ψˆ +G χˆ = M3 uˆ (4.20)
fu¨r die unbekannten Koordinaten ζˆ, δˆ, Φˆ, ψˆ, χˆ und uˆ. Es gilt nun die folgende Aussage.
Die Koordinaten ζˆ, δˆ, Φˆ, ψˆ, χˆ und uˆ lo¨sen genau dann die Matrixgleichungen (4.18)










h ), definiert durch die
Gleichung (4.16) eine Lo¨sung der endlichdimensionalen Formulierung (4.15) ist.
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Zur Aufstellung der Matrixgleichungen (4.18) und (4.19) mu¨ssen sowohl bei der
Berechnung der Matrizen als auch der rechten Seiten L2-Skalarprodukte, also Inte-
grale, berechnet werden. In den meisten Fa¨llen handelt es sich bei den Integranden
um Funktionen aus den Ansatzra¨umen und damit um stu¨ckweise Polynomfunktionen.
Die Integration bereitet mit Abschnitt 4.2.6 keine Probleme. Betrachten wir aber die
Funktionen, die externe Daten liefern, wie z. B. den Coriolisparameter f oder die Oro-
grafiefunktion ΦB, so sind diese auf den Dreiecken T ∈ Th nicht polynomial gegeben.
Weiterhin treten bei der Berechnung der rechten Seiten F1,F2,F3 als Integranden die




h auf, deren Auswertung aber
am jeweiligen stromaufwa¨rts gelegenen Punkt Xmh (., tm+1, tm) erfolgt. Dies hat zur Fol-
ge, dass die Funktionen
ζmh (X
m








h (., tm+1, tm))
auf allen T im Allgemeinen dann keine Polynomfunktionen sein werden. Das bedeutet
also, dass wir die Integrale, in denen externe Daten oder Funktionen mit stromaufwa¨rts
gelegenen Punkten auftreten, mit Hilfe der in Abschnitt 4.2.6 vorgestellten Quadra-
turformel na¨herungsweise berechnen.
Fu¨r die Verwendung der Lo¨sung der Matrixgleichungen (4.18) – (4.20) im vorliegen-
den numerischen Verfahren mu¨ssen wir zuna¨chst sicherstellen, dass das Gleichungssys-
tem lo¨sbar ist. Fu¨r die Matrix in der Matrixgleichung (4.18) ko¨nnen wir zur Lo¨sbarkeit
keine Aussage machen, da die Matrix das endlichdimensionale Analogon zu den progno-
stischen Gleichungen (3.30) darstellt. Fu¨r die Gleichung (3.30) haben wir aber bereits
in den Abschnitten 4.2, 4.2.1 festgestellt, dass uns Existenz- und Eindeutigkeitssa¨tze
aus der Literatur nicht bekannt sind und diese Beweise auch nicht Gegenstand der
vorliegenden Arbeit sind.
Leider ist die Matrix S2 nicht invertierbar, da S2 eine symmetrische Steifigkeitsma-
trix auf der randlosen Hyperfla¨che Sh und damit nur positiv semidefinit ist. Genauer
besteht der Kern von S2 genau aus den konstanten Vektoren und das Bild von S2 aus
allen Vektoren, deren Zeilensumme Null ist. Damit folgt, was wir bereits aus [Dzi88]
und Abschnitt 4.2.5 wissen, dass die beiden Matrixgleichungen in System (4.19) fu¨r
mittelwertfreie rechte Seiten bis auf Konstanten eindeutig lo¨sbar sind. Fu¨r die Lo¨sung
dieser Gleichungen mu¨ssen wir in Abschnitt 5.1.2 daher ein Lo¨sungsverfahren wa¨hlen,
das nicht invertierbare Matrixgleichungen lo¨sen kann.
Die Massenmatrix M3 in Gleichung (4.20) ist symmetrisch und positiv definit. Da-
mit ist M3 invertierbar und es gibt keine weiteren Einschra¨nkungen bei der Wahl des
Lo¨sers.
4.2.8 Der Algorithmus
Fu¨r die Verwendung der Lagrange-Galerkin-Methode als numerisches Verfahren zur
Lo¨sung der spha¨rischen Flachwassergleichungen im idealisierten Atmospha¨renmodell
in Kapitel 5 fassen wir die Erkenntnisse der letzten Abschnitte in einem Algorithmus
zusammen.
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Die Lo¨sung der endlichdimensionalen Formulierung (4.15) ist eine Funktionenfolge.
Fu¨r deren Berechnung initialisieren wir den nullten Zeitschritt mit den Anfangsbedin-
gungen und lo¨sen dann fu¨r jeden Zeitschritt das lineare endlichdimensionale System
(4.15). Das Lo¨sen von Problem (4.15) ist wiederum a¨quivalent zum Lo¨sen der Matrix-
gleichungen (4.18) – (4.20). Diese Vorgehensweise beschreibt der folgende Algorithmus.
Wir betrachten zur kontinuierlichen Anfangsbedingung (ζ0, δ0,Φ0) aus Abschnitt






h) = (ζ0h, δ0h,Φ0h) aus Abschnitt
4.2.2.
Es sei Sh ein Polyeder wie in Abschnitt 4.3.1, ∆t > 0 die Zeitschrittweite und
I = (0,M ∆t) das Integrationsintervall. Wir betrachten zur kontinuierlichen Anfangs-
bedingung (ζ0, δ0,Φ0) aus Abschnitt 4.2.1 die auf Sh diskrete Anfangsbedingnung
(ζ0h, δ0h,Φ0h) ∈ Hh ×Hh × Uh
aus Abschnitt 4.2.2.
Algorithmus 4.2.1 (Lagrange-Galerkin-Methode)




h = Φ0h. Berechne mit Helmholtz-











Setze m = 0.
2. Falls m=M, dann ENDE.
Sonst gehe zu Schritt 3.










h ) als Lo¨sung von System (4.15)
durch Lo¨sung der Matrixgleichungen (4.18) – (4.20).
Setze m = m+1.
4.3 Adaptivita¨t
In Abschnitt 4.2 haben wir die Lagrange-Galerkin-Methode vorgestellt. Ausgehend von
der schwachen Formulierung der Flachwassergleichungen auf S haben wir dort eine Dis-
kretisierung auf einem Polyeder Sh angegeben. Um zeitlich vera¨nderliche dynamische
Strukturen angemessen auflo¨sen zu ko¨nnen, erweitern wir in diesem Abschnitt diese
Methode, indem wir vor jedem Zeitschritt das Polyeder Sh auf Grundlage der alten
numerischen Lo¨sung adaptieren.
Dazu beschreiben wir zuna¨chst, wie ein Polyeder mit Hilfe der Bisektion von Drei-
ecken verfeinert und durch die Suche nach
”
auflo¨sbaren Patches“ vergro¨bert werden
kann. Danach versuchen wir den Diskretisierungsfehler ortsabha¨ngig abzuscha¨tzen, um
diesen dann als Verfeinerungskriterium nutzen zu ko¨nnen. Schließlich beschreiben wir,
wie aus der heuristischen Annahme, dass der Diskretisierungsfehler gleichverteilt sei,
die Auswahl der zu verfeinernden/vergro¨bernden Dreiecke folgt. Mit diesen Ergebnis-
sen kann dann der Algorithmus fu¨r die adaptive Lagrange-Galerkin-Methode formuliert
werden.
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4.3.1 Das Polyeder Sh
An dieser Stelle wollen wir das Polyeder Sh, das wir in Abschnitt 4.2.2 eingefu¨hrt
haben, genauer beschreiben, siehe Abbildung 4.7. Fu¨r h > 0 verstehen wir unter einem
Polyeder Sh auf S ein aus ebenen Dreiecken zusammengesetztes Polyeder im R3, dessen
Knoten auf der Spha¨re S liegen. Wir bezeichnen Sh auch als Gitter auf S. Die Menge
der Dreiecke von Sh bezeichnen wir mit Th. Fu¨r den Diskretisierungsparameter h, den




Die Betrachtung von h als Maß fu¨r ein Polyeder ist sinnvoll, wenn alle Dreiecke
anna¨hernd den gleichen Durchmesser haben. h ist dann ein Maß fu¨r die Feinheit der
ra¨umlichen Auflo¨sung. Fu¨r die Definition eines uniformen Polyeders verweisen wir auf
das Ende dieses Abschnitts. Unterscheiden sich die Durchmesser der Dreiecke in einem
ra¨umlich adaptiven Polyeder stark, dann gibt h nur die Feinheit der gro¨bsten Stelle an,
was fu¨r die Gesamtstruktur des Polyeders unter Umsta¨nden nicht sehr aussagekra¨ftig
sein wird. Trotzdem verwenden wir den Index h auch fu¨r ein adaptives Polyeder Sh als
Bezeichnung.
Abbildung 4.7: Ikosaeder und ein Polyeder Sh
Wir wollen durch Verfeinern und/oder Vergro¨bern ein Polyeder auf S konstruieren.
Dazu verwenden wir die Methode der Bisektion, die auch in [Ba¨n91a], [Ba¨n91b], [Ba¨n93]
[Sch93] und [Beh96] beschrieben wurde. Der Ausgangspunkt ist ein Makropolyeder. Fu¨r
die numerische Umsetzung haben wir als Makropolyeder das Ikosaeder SIco gewa¨hlt,
siehe Abbildung 4.7.
Es sei mit S0 ein Polyeder auf S mit der Triangulierung T0 gegeben. Auf der Grund-
lage eines Fehlerscha¨tzers, siehe Abschnitt 4.3.2, bestimmen wir die Teilmengen F ⊂ T0
bzw. G ⊂ T0, die die Dreiecke enthalten, die verfeinert bzw. vergro¨bert werden sollen.
Zur Erzeugung des adaptierten Polyeders S2 fu¨hren wir nacheinander einen Verfeine-
rungsschritt und einen Vergro¨berungsschritt durch.
Betrachten wir zuna¨chst einen Verfeinerungsschritt. In jedem Dreieck T ∈ F sei ei-
ne Verfeinerungskante markiert. Soll das Dreieck T verfeinert werden, dann wird T vom
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Abbildung 4.8: Bisektion eines Dreiecks an markierter Kante (---)
Mittelpunkt der markierten Kante zum gegenu¨berliegenden Eckpunkt durchgeschnit-
ten. In den beiden neu entstandenen Dreiecken werden die nicht geteilten Kanten als
neue Verfeinerungskanten markiert, siehe Abbildung 4.8. Nachdem alle Dreiecke T ∈ F
derartig verfeinert wurden, entha¨lt die neue Triangulierung im Allgemeinen nicht kon-
forme Knoten. Diese entstehen in den Dreiecken, die Nachbardreiecke von verfeinerten
Dreiecken sind und selber nicht verfeinert wurden. Die nicht konformen Knoten mu¨ssen
dann durch erneute Bisektion von Dreiecken beseitigt werden. Ein Verfeinerungsschritt
erfolgt dann wie im folgenden Algorithmus.
Algorithmus 4.3.1 (Bisektion)
1. Initialisierung: Betrachte Starttriangulierung T (0) = T0, F (0) = F und k:=0.
2. Verfeinere jedes Dreieck T ∈ F (k). Projiziere alle neu entstandenen Knoten auf
die Spha¨re S. Erhalte Polyeder mit Triangulierung T (k+1).
3. F (k+1) := {T ∈ T (k+1) |T entha¨lt nicht konforme Knoten.}
4. Wenn F (k+1) 6= ∅, dann setze k := k + 1 und gehe zu Schritt 2.
Sonst ENDE.
Fu¨r den zweidimensionalen Fall wird in [Ba¨n91b] bewiesen, dass der Algorithmus termi-
niert und die Dreiecke nicht degenerieren. Als Ergebnis von Algorithmus 4.3.1 erhalten
wir also ein aus S0 verfeinertes Polyeder S1 auf S.
Abbildung 4.9: ”Auflo¨sbarer Patch“
Betrachten wir einen Vergro¨berungsschritt. Es seien T1 die Triangulierung des Po-
lyeders S1 und G1 ⊂ T1 die Menge der Dreiecke aus G, die nicht durch den Algorithmus
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4.3.1 verfeinert wurden. Weiter sei T ∈ G1. T ist entweder in der Makrotriangulierung
enthalten oder wurde durch eine Bisektion erzeugt. Im letzteren Fall ko¨nnten wir den
Verfeinerungsschritt fu¨r T einfach umkehren und die Kante wieder weglassen. Im Allge-
meinen entstehen dabei aber nicht konforme Knoten bzw. sogar Vierecke im Polyeder.
Deshalb basiert der Vergro¨berungsalgorithmus auf der Suche nach
”
auflo¨sbaren Pat-
ches“, in denen T enthalten ist, siehe [Ba¨n91a]. Ein
”
auflo¨sbarer Patch“ besteht dabei
aus vier Dreiecken, die zusammen ein Viereck bilden, mit einer geeigneten Anordnung
der markierten Kanten. Das Weglassen einer inneren Kante kehrt die fru¨here Bisektion
um, siehe Abbildung 4.9. Wir bezeichnen die Menge der
”





auflo¨sbaren Patch“ P ∈ P1 betrachte die vier Dreiecke T1, T2, T3, T4 ∈ T1
mit P = {T1, T2, T3, T4}. Falls P ⊂ G1, dann lasse eine innere Kante von P weg und
vergro¨bere P .
Als Ergebnis von Algorithmus 4.3.2 erhalten wir also ein aus S1 vergro¨bertes Polyeder
S2 auf S. Falls zu vergro¨bernde Dreiecke aus G1 in S1 nicht in einem ”auflo¨sbaren
Patch“ liegen, vergro¨bert unter Umsta¨nden der Algorithmus 4.3.2 das Polyeder S1
nicht, obwohl G1 Dreiecke zur Vergro¨berung enthielt.
Das Polyeder S2 auf S ist damit aus dem Polyeder S0 durch Verfeinerung der
Dreiecke aus F und durch Vergro¨berung (falls mo¨glich) der Dreiecke aus G konstruiert
worden.
Wir nennen das Polyeder Sh uniform, falls alle Dreiecke T ∈ Th von Sh durch
dieselbe Anzahl von nacheinander ausgefu¨hrten Bisektionen der Dreiecke des Makro-
polyeders entstanden sind. Hatten die Dreiecke des Makropolyeders anna¨hernd den
gleichen Durchmesser, so ko¨nnen wir das auch fu¨r jedes uniforme Polyeder erwarten.
4.3.2 Der Diskretisierungsfehler
Die Zielstellung des numerischen Verfahrens ist die Approximation der kontinuierlichen











h )m=0,..,M der diskreten Formulierung (4.15). Wir ko¨nnen die
Abweichung der diskreten Lo¨sung von der kontinuierlichen Lo¨sung mit dem globalen
Diskretisierungsfehler quantifizieren. Die ra¨umliche Verteilung des Fehlers wird durch
den lokalen Diskretisierungsfehler angegeben.
Wir wollen genauer den Diskretisierungsfehler des numerischen Verfahrens betrach-
ten, der innerhalb eines Zeitschrittes entsteht. Dazu wa¨hlen wirM := 1. Zum Zeitpunkt
t1 = ∆t, definieren wir den globalen Diskretisierungsfehler η u¨ber dem Gebiet S durch
ηD := ‖(ζ, δ,Φ, ψ, χ,u)(., t1)− (ζ1h, δ1h,Φ1h, ψ1h, χ1h, Lv ◦ u1h) ◦ L−1‖S.
Dabei soll ‖.‖S eine geeignete Norm fu¨r Funktionen auf S sein. Um die ra¨umliche
Verteilung von η berechnen zu ko¨nnen, betrachten wir zu η fu¨r jedes Dreieck T ∈ Th
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den lokalen Diskretisierungsfehler
ηDT := ‖(ζ, δ,Φ, ψ, χ,u)(., t1)− (ζ1h, δ1h,Φ1h, ψ1h, χ1h, Lv ◦ u1h) ◦ L−1‖L(T )
Wir bemerken zuna¨chst, dass fu¨r die Bestimmung des Diskretisierungsfehlers die
Existenz und Eindeutigkeit der Lo¨sungen der Gleichungen (4.2) und (4.15) voraus-
gesetzt werden muss. Wie in den Abschnitten 4.2 und 4.2.7 bereits erwa¨hnt, gehen
wir ohne einen Beweis davon aus. U¨ber die Struktur der kontinuierlichen Lo¨sung
(ζ, δ,Φ, ψ, χ,u) wissen wir trotzdem so wenig, dass die direkte Bestimmung des Dis-
kretisierungsfehlers problematisch ist.
Anstatt den Fehler direkt auszurechnen, besteht die Lo¨sung des Problems dar-
in, den Fehler in Abha¨ngigkeit von der diskreten Lo¨sung zu scha¨tzen. Dazu definie-















ηT ≈ ηDT .





der den Wert von ηD approximieren soll, d. h.
η ≈ ηD. (4.22)
Fu¨r genauere Definitionen von Fehlerscha¨tzern verweisen wir auf die Literatur, sie-
he z. B. [GR94], [Ver96]. Wir sprechen im Weiteren von einem mathematischen Feh-
lerscha¨tzer, falls ein Beweis fu¨r die Beziehung (4.22) existiert. Gibt es hingegen nur
heuristische Argumente fu¨r die Approximation (4.22), dann sprechen wir von einem
physikalischen Fehlerscha¨tzer.
Die Berechnung von mathematischen Fehlerscha¨tzern ist ein Problem fu¨r sich. Fu¨r
stationa¨re elliptische Probleme, instationa¨re parabolische Probleme bis hin zu konvek-
tionsdominierten hyperbolischen Problemen gibt es dazu in der Literatur zahlreiche
Beitra¨ge, siehe z. B. [Ver96], [BR78], [KKO02], [EJ95], [JRB95], [BV96], [Do¨r96]. Lei-
der sind uns fu¨r die Flachwassergleichungen bislang keine Ergebnisse bekannt, so dass
wir in der vorliegenden Arbeit ausschließlich physikalische Fehlerscha¨tzer betrachten.
Physikalischer Fehlerscha¨tzer
Fu¨r ein heuristisches Fehlerkriterium der numerischen Lo¨sung gehen wir davon aus,
dass sich bei einer fixierten Gitterweite h > 0 turbulente Stro¨mungszusta¨nde schlech-
ter approximieren lassen als laminare Stro¨mungszusta¨nde. Fu¨r turbulente Stro¨mungen
wollen wir also eine Erho¨hung der Gitterweite erreichen. Um in erster Na¨herung ei-
ne turbulente Stro¨mung zu charakterisieren, betrachten wir als Maß fu¨r Turbulenz
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Ableitungen des Geschwindigkeitsfeldes u. Daher wa¨hlen wir im Dreieck T ∈ Th als












Wir wollen mit der Kenntnis eines lokalen Fehlerscha¨tzers zu einem Kriterium kommen,
das uns angibt, welches Dreieck T ∈ Th verfeinert oder vergro¨bert werden soll. Dazu
fordern wir, dass die lokalen Fehlerscha¨tzer u¨ber den Dreiecken des Gitters gleichverteilt
sein sollen, also
ηT = ηT ′ , ∀T, T ′ ∈ Th.
Wollen wir den globalen Diskretisierungsfehler kleiner als die globale Fehlerschranke
² > 0 zwingen, so bedeutet das fu¨r den globalen Fehlerscha¨tzer
η ≤ ².
Dies ist dann mit Gleichung (4.21) a¨quivalent zu der Forderung
ηT ≤ ²√
N
, ∀T ∈ Th
fu¨r die lokalen Fehlerscha¨tzer, wobei N ∈ N die Anzahl der Dreiecke sein soll. Praktisch
orientieren wir uns innerhalb eines Zeitschrittes fu¨r ² an dem aktuell berechneten Wert
η auf dem alten Gitter und geben den lokalen Scha¨tzern einen Toleranzkorridor mit
0 < ² < ² < ² und
²√
N
≤ ηT ≤ ²√
N
, ∀T ∈ Th
vor. Die Dreiecke, die diese Bedingung verletzen, mu¨ssen verfeinert bzw. vergro¨bert
werden. Wir definieren also die Mengen der Dreiecke, die verfeinert bzw. vergro¨bert
werden sollen durch
F := {T ∈ Th | ηT < ²√
N
} bzw. G := {T ∈ Th | ηT > ²√
N
}.






















h) den globalen Fehlerscha¨tzer η und definieren dazu die globale













nen wir in Schritt 2 von Algorithmus 4.3.3 den lokalen Fehlerscha¨tzer ηT auf einem











h), projiziert auf S
′
h mit Hilfe der Liftfunktionen der Polyeder Sh
und S ′h aus Abschnitt 4.2.2.
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Algorithmus 4.3.3 (Gitteradaption)
1. Initialisierung: Betrachte Starttriangulierung T0 := Th, k := 0.
2. Berechne fu¨r alle T ∈ Tk fu¨r Funktion (ζ0h, δ0h,Φ0h, ψ0h, χ0h,u0h) den lokalen Feh-
lerscha¨tzer ηT aus Gleichung (4.23) und konstruiere F , G.
3. Falls F = ∅, dann ENDE.
Sonst weiter mit Schritt 4.
4. Fu¨hre mit F , G nacheinander eine Verfeinerung und eine Vergro¨berung mit den
Algorithmen 4.3.1 und 4.3.2 durch. Erhalte neues Polyeder Sk+1 mit Triangulie-
rung Tk+1, setze k := k + 1.
Weiter mit Schritt 2.
Mit diesem Algorithmus ko¨nnen wir ausgehend von einem Polyeder mit dazugeho¨render
diskreter Lo¨sung ein adaptiertes Polyeder berechnen, auf dem der lokale Fehlerscha¨tzer
in guter Na¨herung gleichverteilt ist. Abweichungen von der Gleichverteilung ko¨nnen
sich zum einen dadurch ergeben, dass im Algorithmus 4.3.1 wegen nicht konformer
Knoten zusa¨tzlich verfeinert werden muss und zum anderen dadurch, dass im Algorith-
mus 4.3.2 fu¨r ein zu verfeinerndes Dreieck kein
”
auflo¨sbarer Patch“ gefunden werden
kann.
4.3.3 Der adaptive Algorithmus
Fu¨r die Verwendung der adaptiven Lagrange-Galerkin-Methode als numerisches Ver-
fahren zur Lo¨sung der spha¨rischen Flachwassergleichungen im idealisierten Atmospha¨-
renmodell in Kapitel 5 fassen wir die Adaptionsstrategie der letzten beiden Abschnitte
in einem Algorithmus zusammen.
Ausgehend vom im Abschnitt 4.3.1 ausgewa¨hlten Makropolyeder, dem Ikosaeder
SIco, berechnen wir ein uniformes Startpolyeder S0. Dazu geben wir eine natu¨rliche
Zahl n ∈ N vor und verfeinern mit dem Algorithmus 4.3.1 nacheinander n Mal die
Dreiecke des Makropolyeders und erhalten das Polyeder S0. Wir betrachten zur konti-





h) = (ζ0h, δ0h,Φ0h) aus Abschnitt 4.2.2. Dazu berechnen wir
mit den Gleichungen der Helmholtz-Zerlegung in System (4.15) die diskreten diagnosti-

















konstruieren wir mit dem Algorithmus 4.3.3 das adaptierte Polyeder S1. Auf S1 kann
dann mit der Lagrange-Galerkin-Methode ein Zeitschritt der Flachwassergleichungen
mit dem Algorithmus 4.2.1 berechnet werden. Wir erhalten eine numerische Lo¨sung auf
S1, die Grundlage einer neuen adaptiven Anpassung des Polyeders S1 ist. So fahren
wir zeitschrittweise fort, bis die Endzeit T > 0 der Simulation erreicht ist.
Es seien ∆t > 0 ein fixierter Zeitschritt, M ∈ N die Anzahl der zu berechnenden
Zeitschritte und die maximale Verfeinerung n ∈ N gegeben. Dazu definieren wir die
Gesamtzeit T :=M ∆t.
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Algorithmus 4.3.4 (Adaptive Lagrange-Galerkin-Methode)
1. Initialisierung: Berechne S0 aus SIco durch n-maliges Anwenden des Algorith-
mus 4.3.1 mit der Wahl F = Th. Berechne diskrete Anfangsbedingung (ζ0h, δ0h,Φ0h)
durch Projektion der kontinuierlichen Anfangsbedingungen (ζ0, δ0,Φ0) auf S0 wie
in Abschnitt 4.2.2. Berechne mit Helmholtz-Zerlegung in System (4.15) die dis-











Setze m := 0.
2. Falls m =M , dann ENDE.










h ) auf Polyeder Sm
mit Algorithmus 4.3.3 das Polyeder Sm+1.
3. Lo¨se mit Algorithmus 4.2.1 auf Sm+1 fu¨r einen Zeitschritt das System (4.15).










h ) auf Sm+1.
Setze m := m+ 1. Gehe zu Schritt 2.
Kapitel 5
Simulationsergebnisse
Das in Kapitel 4 vorgestellte numerische Verfahren haben wir innerhalb eines ideali-
sierten Atmospha¨renmodells implementiert. Wir nutzen in diesem Kapitel die Modell-
simulationen, um das numerische Verfahren zu validieren. Die Validierung erfolgt in
zwei Schritten. Der erste Schritt besteht in einem Vergleich von numerischen Lo¨sun-
gen des Modells mit analytischen Lo¨sungen der Flachwassergleichungen. Im zweiten
Schritt betrachten wir eine Modellsimulation, mit der der Einfluss einer kleinra¨umigen
orografischen Sto¨rung auf ein vorgegebenes Stro¨mungsfeld modelliert wird.
Wir zeigen, dass im idealisierten Atmospha¨renmodell sowohl analytische Lo¨sungen
durch numerische Lo¨sungen gut approximiert werden als auch planetare Rossbywellen
durch eine orografische Sto¨rung angeregt werden. Damit ist das Ergebnis der Validie-
rung, dass das numerische Verfahren aus Kapitel 4 numerisch konvergent ist und dass
atmospha¨rische Multiskalenprozesse mit dem Atmospha¨renmodell modelliert werden
ko¨nnen, siehe Abschnitt 2.3. Der numerische Fehler des Atmospha¨renmodells bei der
Modellierung regional begrenzter dynamischer Prozesse ist wesentlich von der Gitter-
weite in dieser Region abha¨ngig, siehe Abschnitt 5.2.2. Bei gleicher Qualita¨t der numeri-
schen Lo¨sungen ko¨nnen wir daher mit einem ra¨umlich adaptiven Polyeder im Vergleich
zu einem uniformen Polyeder Rechenzeit einsparen. Die Modellierung atmospha¨rischer
Multiskalenprozesse ist sowohl mit dem uniformen als auch mit dem zeitlich adaptiven
Atmospha¨renmodell mo¨glich. Die Ergebnisse sind qualitativ vergleichbar und weisen
Unterschiede sowohl in der Herauspra¨gung lokaler Stro¨mungsmuster wie auch fu¨r das
zonal gemittelte Geopotenzial auf, siehe Abschnitt 5.3.
In Abschnitt 5.1 stellen wir das idealisierte Atmospha¨renmodell und die Umset-
zung des numerischen Verfahrens auf dem Computer vor. Anschließend zeigen wir
in Abschnitt 5.2 anhand von analytischen Lo¨sungen der Flachwassergleichungen die
numerische Konvergenz des numerischen Verfahrens aus Kapitel 4. Die Simulationser-
gebnisse in Abschnitt 5.3 zeigen, dass das Modell geeignet ist, physikalisch relevante
Multiskalenprozesse zu modellieren.
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5.1 Das idealisierte Atmospha¨renmodell
Auf der Grundlage des Algorithmus 4.3.4, der das numerische Verfahren in Kapitel 4
beschreibt, haben wir ein idealisiertes Atmospha¨renmodell in der Programmiersprache
Fortran 90 implementiert.
5.1.1 Die Programmstruktur des Atmospha¨renmodells
Das Atmospha¨renmodell berechnet fu¨r M ∈ N Zeitschritte und einen gegebenen An-






δ0 dσ = 0 die numerische Lo¨sung












entsprechend des Algorithmus 4.3.4. Die numerische Lo¨sung ist also eine Approximati-
on der Lo¨sung der endlichdimensionalen Formulierung (4.15). Vereinfachend sprechen




h )m=0,..,M des Atmospha¨renmodells,















h )m=0,..,M eine numerische Lo¨sung des Atmospha¨renmodells ist.
Der generelle Programmablauf folgt dem adaptiven Lagrange-Galerkin-Algorithmus
4.3.4. Im Initialisierungsschritt des Algorithmus wird das uniforme Polyeder S0 mit dem
Algorithmus 4.3.1 und die Anfangswerte auf S0 berechnet. Wir setzen m := 0. Der
m+1-te Zeitschritt besteht aus zwei Teilschritten. Der erste Schritt ist die Berechnung
des Polyeders Sm+1 mit dem Algorithmus 4.3.3. Sm+1 ist das Rechengebiet fu¨r den
Zeitschritt m+1. Im zweiten Schritt berechnen wir dann mit dem Lagrange-Galerkin-










h ) auf Sm+1.
Dazu werden die Matrixgleichungen (4.18) – (4.20) aufgestellt und anschließend gelo¨st.
Wir erho¨hen dann m um Eins und fahren mit dem na¨chsten Zeitschritt fort bis alle
Zeitschritte abgearbeitet sind.
Wird das Polyeder Sh in jedem Zeitschritt von Algorithmus 4.3.4 durch den Al-
gorithmus 4.3.3 aufgrund des physialischen Fehlerscha¨tzers aus Abschnitt 4.3.2 adap-
tiert, dann nennen wir das Atmospha¨renmodell adaptiv. Bleibt hingegen, z. B. durch
die Verwendung eines trivialen Fehlerscha¨tzers, das Polyeder Sh in jedem Zeitschritt
von Algorithmus 4.3.4 konstant, dann nennen wir das Atmospha¨renmodell statisch.
5.1.2 Gittergenerator und parallele Lo¨serschnittstelle
Die Gittergenerierung im vorliegenden Atmospha¨renmodell erfolgt durch den Gitterge-
nerator amatos, siehe [BRH+04]. amatos ist ein Fortran 90-Programmpaket und stellt
u¨ber Prozeduraufrufe die geometrischen Koordinaten der Knotenpunkte des Polyeders,
die Daten der Modellvariablen in den Knoten und die Nachbarschaftsbeziehungen der
Dreiecke zur Verfu¨gung. Gibt man an, welche Dreiecke des Polyeders Sm verfeinert oder
vergro¨bert werden sollen, berechnet amatos das Polyeder Sm+1 gema¨ß den Algorithmen
4.3.1 und 4.3.2.
102 KAPITEL 5. SIMULATIONSERGEBNISSE
Die Lo¨sung der Matrixgleichungen (4.18) – (4.20) in Algorithmus 4.2.1 erfolgt mit
der parallelen Lo¨serschnittstelle FoSSI, siehe [FHB04]. Das Programmpaket FoSSI be-
sitzt eine Fortran 90-Schnittstelle, stellt Datenstrukturen fu¨r du¨nn besetzte Matri-
zen bereit und lo¨st lineare Gleichungssysteme mit Hilfe von parallelen Lo¨serpaketen.
Fu¨r die Lo¨sung der Matrixgleichung (4.18) haben wir ein Bi-CGSTAB-Verfahren (Bi-
Conjugate Gradient STABilized) und fu¨r die Lo¨sung der Matrixgleichungen (4.19) ein
GMRES-Verfahren (Generalized Minimal RESidual) verwendet, siehe [QV97]. Damit
konnte der zeitlich aufwendigste Teil des Modells, das Lo¨sen der Gleichungssysteme,
durch das parallele Lo¨sen auf vier Prozessoren wesentlich beschleunigt werden, siehe
[FHB04].
Die Modellla¨ufe wurden auf der SunFire 15000 mit 56 900MHz-UltraSPARCIIIcu-
CPUs und 112 GB Hauptspeicher am Alfred-Wegener-Institut fu¨r Polar- und Meeres-
forschung in Bremerhaven durchgefu¨hrt.
5.1.3 Numerische Stabilita¨t des Atmospha¨renmodells
Der Begriff der Stabilita¨t eines numerischen Verfahrens fu¨r die Lo¨sung einer Diffe-
renzialgleichung wird in der Literatur nicht einheitlich benutzt, siehe [GR94], [DB02],
[Mae88]. In Anlehnung an [QV97] nennen wir das idealisierte Atmospha¨renmodell nu-
merisch stabil, wenn Konstanten δt, c1 > 0, λ ∈ R existieren, so dass fu¨r alle h,∆t > 0
mit 0 < ∆t ≤ δt, fu¨r alle numerischen Lo¨sungen (ζmh , δmh ,Φmh )m=0,..,M und fu¨r alle
m = 0, ..,M
‖ζmh ‖+ ‖δmh ‖+ ‖Φmh ‖ ≤ c1 expλ tm (‖ζ0h‖+ ‖δ0h‖+ ‖Φ0h‖) (5.1)
gilt. Ist δt unabha¨ngig vom Diskretisierungsparameter h, dann nennen wir das ideali-
sierte Atmospha¨renmodell unbedingt stabil, andernfalls bedingt stabil. Als Norm ‖.‖
ko¨nnen wir z. B. die Maximumnorm auf Sh wa¨hlen.
Die intuitive Vorstellung von Instabilita¨t einer numerischen Lo¨sung ist die Explosion
(durch starkes Anwachsen) der Lo¨sung zu einem Zeitpunkt tE durch das Anwachsen
von ra¨umlichen Wellen. Die Norm der Lo¨sung wa¨chst dann unbeschra¨nkt, wenn sich das
System dem Zeitpunkt tE na¨hert. Damit ko¨nnten wir die Ungleichung (5.1) fu¨r keine
Wahl der Konstanten erfu¨llen. Die physikalische Aussagekraft der Stabilita¨tsdefinition
ha¨ngt wesentlich von den Werten der Konstanten δt, c1 > 0, λ ∈ R ab. Gehen wir
von physikalisch kleinen Werten fu¨r c1, λ aus, so bedeutet die Ungleichung (5.1), dass
die numerische Lo¨sung durch die Anfangswerte beschra¨nkt wird. Falls δt mit kleiner
werdendem h gegen Null geht, ist das die bekannte Zeitschrittbegrenzung nach der
Courant-Friedrichs-Levi-Bedingung (CLF). Im U¨brigen ist die praktische U¨berpru¨fung
der Stabilita¨t des Modells nicht mo¨glich, da wir nur endlich viele Simulationen mit dem
Atmospha¨renmodell durchfu¨hren ko¨nnen. Wir haben daher die Stabilita¨t nur anhand
von einigen Modellsimulationen u¨berpru¨ft.
Betrachten wir das Modell ohne ku¨nstliche Diffusion, d. h. ν1 = ν2 = 0 in Abschnitt
4.1, dann zeigt sich, dass das Modell fu¨r eine Simulationszeit von bis zu zwei Tagen fu¨r
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die analytischen Lo¨sungen aus Abschnitt 3.5 stabile Lo¨sungen berechnet. Fu¨r la¨ngere
Simulationszeiten wachsen dann, ausgehend von Schwingungen mit der Wellenla¨nge
der Gitterauflo¨sung h, die Maximumnormen von Vorticity, Divergenz und Geopotenzi-
alfeld sehr schnell an. Wir gehen jetzt heuristisch davon aus, dass Stabilita¨tsaussagen
fu¨r andere Lagrange-Galerkin-Methoden qualitativ auf die in Kapitel 4 vorgestellte
Lagrange-Galerkin-Methode u¨bertragen werden ko¨nnen. In diesem Fall ist das insta-
bile Verhalten der obigen Simulationen u¨berraschend, da die in [MPS88] vorgestellte
Lagrange-Galerkin-Methode fu¨r die lineare Advektionsgleichung ohne Zeitschrittbe-
grenzung stabil ist. In [MPS88] wird aber auch gezeigt, dass durch die Verwendung
von Quadraturformeln fu¨r die Berechnung der Gebietsintegrale in der Finite-Elemente-
Methode die Lagrange-Galerkin-Methode instabil wird. Durch die U¨bertragung dieser
Erkenntnis auf das numerische Verfahren in Kapitel 4, ko¨nnen wir die Entstehung von
Instabilita¨ten im Atmospha¨renmodell ohne ku¨nstliche Diffusion erkla¨ren. Zur Stabili-
sierung der Lagrange-Galerkin-Methode beschreiben [MPS88] und [Pri93] eine Gebiets-
mittelungsmethode zur exakten Berechnung der fraglichen Gebietsintegrale. Alternativ
ko¨nnen [Pir82] und [Su¨l88] fu¨r inkompressible Navier-Stokes-Gleichungen mit ku¨nstli-
cher Diffusion zeigen, dass deren Lagrange-Galerkin-Methoden stabil sind.
Als Schlussfolgerung aus den Stabilita¨tsu¨berlegungen ist die Verwendung von ku¨nst-
licher Diffusion zur Stabilisierung des Atmospha¨renmodells sinnvoll. Fu¨r Simulations-












≈ 9.9 · 10−9 s−1 (5.2)
aus Abschnitt 4.1, wobei R0 > 0 der Erdradius aus Anhang D ist. Die Diffusionspara-
meter ν1 und ν2 fu¨r die Flachwassergleichungen (3.30), (3.31) auf der Einheitsspha¨re
S entsprechen dabei den physikalisch interpretierbaren Diffusionsparametern 105 m
2
s
und 4 ·105 m2
s
fu¨r die auf die Spha¨re SR0 transformierten Flachwassergleichungen, siehe
Abschnitt 3.3. Mit dieser Wahl fu¨r ν1 und ν2 bleiben sowohl die numerischen Lo¨sungen
der analytischen Beispiele aus Abschnitt 3.5 als auch die realita¨tsna¨here numerische
Simulation in Abschnitt 5.3 stabil.
5.2 Konvergenz des numerischen Verfahrens
Dieser Abschnitt dient neben Abschnitt 5.3 der Validierung des numerischen Verfah-
rens aus Kapitel 4. Dazu betrachten wir Simulationsergebnisse des idealisierten At-
mospha¨renmodells fu¨r stationa¨re und instationa¨re analytische Lo¨sungen der Flachwas-
sergleichungen aus Abschnitt 3.5. Wir ko¨nnen zeigen, dass sich fu¨r kleiner werdende
Gitterweiten und fu¨r ku¨rzer werdende Zeitschritte die numerische Lo¨sung der analyti-
schen Lo¨sung anna¨hert.
Da die analytischen Lo¨sungen in Abschnitt 3.5 fu¨r die Flachwassergleichungen ohne
Diffusion gelten, betrachten wir zum Nachweis der numerischen Konvergenz das Atmo-
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spha¨renmodell ohne ku¨nstliche Diffusion, siehe Abschnitt 4.1. Nach Abschnitt 5.1.3 ist
damit die Simulationszeit des Modells aus Stabilita¨tsgru¨nden beschra¨nkt. Wir wa¨hlen
daher als Simulationszeit in diesem Abschnitt T = 8h und betrachten das Zeitintervall
I = (0, T ). Es sei
(ζ, δ,Φ) (5.3)
eine analytische Lo¨sung der Flachwassergleichungen (3.30), (3.31) und wir definieren
zu (ζ, δ,Φ) auf S die Anfangswerte
ζ0 := ζ(., 0), δ0 := δ(., 0), Φ0 := Φ(., 0). (5.4)
Damit ist (ζ, δ,Φ) die kontinuierliche Lo¨sung der Anfangswertaufgabe in der schwachen
Formulierung (4.2) zum Anfangswert (ζ0, δ0,Φ0). Weiter seien ∆t > 0, M ∈ N, tm =
m∆t fu¨r m = 0, ..,M mit T = tM vorgegeben. Mit dem Atmospha¨renmodell aus






der Flachwassergleichungen. Fu¨r die Simulationszeit von acht Stunden setzen wir im
Atmospha¨renmodell die Parameter fu¨r die ku¨nstliche Diffusion aus Abschnitt 4.1 auf
Null, d. h. ν1, ν2 = 0.
Wa¨hrend fu¨r die Anfangswertaufgabe die zeitliche Entwicklung der kontinuierli-
chen Lo¨sung (ζ, δ,Φ) durch analytische Gleichungen beschrieben wird, ist die zeitliche




h )m=0,..,M durch die Ausgabedaten des





durch die Berechnung des numerischen Fehlers aus der Differenz zu (ζ, δ,Φ) ermitteln.
Nachdem wir in Abschnitt 5.2.1 zur numerischen Lo¨sung in Gleichung (5.5) den
numerischen Fehler η definiert haben, zeigen wir in den Abschnitten 5.2.2 und 5.2.3 die
numerische Konvergenz des numerischen Verfahrens anhand ausgewa¨hlter analytischer
Lo¨sungen aus Abschnitt 3.5.
5.2.1 Der numerische Fehler
Wa¨hrend der Diskretisierungsfehler des numerischen Verfahrens, siehe Abschnitt 4.3.2,
die Differenz von der diskreten Lo¨sung aus Algorithmus 4.3.4 zur kontinuierlichen
Lo¨sung aus Abschnitt 4.2.1 quantifiziert, definieren wir fu¨r die Abweichung der nu-
merischen Lo¨sung aus Abschnitt 5.1 von der kontinuierlichen Lo¨sung den numerischen
Fehler. Genauer definieren wir den numerischen Fehler η als die L2-Norm der Differenz
von numerischer und kontinuierlicher Lo¨sung.
Stellvertretend fu¨r die Funktionen ζ, δ bzw. Φ der kontinuierlichen Lo¨sung aus Glei-
chung (5.3) betrachten wir die Funktion g : S × I → R. Analog schreiben wir anstelle
der Funktionen (ζmh )m=1,..,M , (δ
m
h )m=1,..,M bzw. (Φ
m
h )m=1,..,M der numerischen Lo¨sung
aus Gleichung (5.5) die Folge (gmh )m=1,..,M , mit g
m
h : Shm → R, als numerische Ap-
proximation von g. Shm sei dabei das Polyeder im m-ten Zeitschritt von Algorithmus
4.3.4.
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Den numerischen Fehler η(gmh ) der Funktion g
m
h definieren wir durch die fla¨chennor-
mierte L2(S)-Norm der Differenz von numerischer und kontinuierlicher Lo¨sung, d. h.
wir definieren mit der Liftfunktion L aus Abschnitt 4.2.2 fu¨r die Zeitpunkte tm mit
m = 0, ..,M
η(gmh ) := ‖g(., tm)− gmh ‖S :=






|g(., tm)− gmh ◦ L−1|2 dσ
 12 .
Da wir die numerische Integration auf dem Polyeder Shm durchfu¨hren, definieren wir
die fla¨chennormierte L2(Shm)-Norm durch
‖g(., tm)− gmh ‖Shm :=
1√|Shm|‖g(L(.), tm)− gmh ‖L2(Shm). (5.6)









‖g(., tm)− gmh ‖Shm
gilt. Fu¨r kleine Diskretisierungsparameter h > 0, siehe Abschnitt 4.3.1, ist es damit
gerechtfertigt, η(gmh ) durch Gleichung (5.6) zu approximieren, also
η(gmh ) ≈ ‖g(., tm)− gmh ‖Shm .
Die Integration in der letzten Gleichung fu¨hren wir analog zu Abschnitt 4.2.7 mit Hilfe
der Quadraturformel in Abschnitt 4.2.6 durch.



















2 + η(δmh )





In diesem Abschnitt zeigen wir die numerische Konvergenz des idealisierten Atmo-
spha¨renmodells aus Abschnitt 5.1 mit Hilfe von stationa¨ren analytischen Lo¨sungen der
Flachwassergleichungen aus Abschnitt 3.5.2.




h ) in Abha¨ng-
igkeit von der Simulationszeit, der Zeitschrittweite ∆t und der Gitterweite h. Dazu
betrachten wir Simulationen des Atmospha¨renmodells aus Abschnitt 5.1 auf einem
zeitlich nicht vera¨nderlichen Polyeder Sh, siehe Abschnitt 4.3.1. Die Simulationen wer-
den wir zum einen mit einem uniformen Polyeder Sh und zum anderen mit einem
ra¨umlich adaptierten Polyeder Sh durchfu¨hren. Die Dreiecke der Triangulierung dieses
Polyeders haben sehr verschiedene Gro¨ßen.
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Festko¨rperrotation
Als erste analytische Lo¨sung betrachten wir das Beispiel 3.5.2 der Festko¨rperrotation.
Fu¨r die Maximalgeschwindigkeit u0 = 30
m
s




, siehe Abschnitt 3.3. Wir definieren mit den Funktionen Vorticity ζ,
Divergenz δ und Geopotenzialfeld Φ aus Beispiel 3.5.2 mit der Gleichung (5.4) den
Anfangswert (ζ0, δ0,Φ0). Wegen Beispiel 3.5.2 ist (ζ, δ,Φ) die kontinuierliche Lo¨sung






h )m=0,..,M aus der
Gleichung (5.5) sei die numerische Lo¨sung zum Anfangswert (ζ0, δ0,Φ0) fu¨r ein uniform
aufgelo¨stes Polyeder Sh, siehe Abbildung 5.1(a).








(a) Uniform, h = 1041km








(b) Adaptiv, h = 1041km und h = 522km
Abbildung 5.1: Polyeder Sh, Achsen: geografische La¨nge und Breite





















































Abbildung 5.2: Festko¨rperrotation, zeitliche Entwicklung von η, Zeitschritt ∆t = 7.5min
In Abbildung 5.2 ist die zeitliche Entwicklung des numerischen Fehlers fu¨r den
Zeitschritt ∆t = 7.5min getrennt fu¨r ζ, δ und Φ dargestellt. Wir erkennen, dass der
numerische Fehler mit fortschreitender Simulationszeit anwa¨chst und mit feiner wer-
dendem Gitter abnimmt.
In Abbildung 5.3 ist der numerische Fehler zum Zeitpunkt T = 8h fu¨r verschie-
dene Gitterauflo¨sungen h und Zeitschrittweiten ∆t dargestellt. Der numerische Fehler
fu¨r ζ und Φ in den Abbildungen 5.3(a) und 5.3(c) nimmt mit feiner werdendem Git-
ter und ku¨rzer werdendem Zeitschritt ab. Der numerische Fehler fu¨r δ in Abbildung

























































Abbildung 5.3: Festko¨rperrotation, η in Abha¨ngigkeit von Gitterweite h und Zeitschritt ∆t,
Simulationszeit T = 8h
5.3(b) wird fu¨r feiner werdendes Gitter zwar kleiner, stagniert aber fu¨r ku¨rzer werdende
Zeitschritte.
In allen drei Fehlerdarstellungen ist die Abha¨ngigkeit von der Gitterweite bedeuten-
der als von der Zeitschrittweite. Dies erkla¨ren wir damit, dass fu¨r die stationa¨re Lo¨sung
die Trajektorienberechnung in der Semi-Lagrange-Methode unabha¨ngig von der Zeit-
schrittweite eine gute Approximation der stromaufwa¨rts liegenden Punkte liefert.
Isolierter zonaler Strahlstrom
Wir betrachten das Beispiel 3.5.5 des isolierten zonalen Strahlstroms. Fu¨r die Maximal-
geschwindigkeit u0 = 30
m
s









. Dann definieren wir
mit den Funktionen Vorticity ζ, Divergenz δ und Geopotenzialfeld Φ aus Beispiel 3.5.5
mit der Gleichung (5.4) den Anfangswert (ζ0, δ0,Φ0). Wegen Beispiel 3.5.5 ist (ζ, δ,Φ)





h )m=0,..,M aus der Gleichung (5.5) sei die numerische Lo¨sung zum Anfangs-
wert (ζ0, δ0,Φ0). Zuna¨chst betrachten wir Simulationen des Atmospha¨renmodells fu¨r
ein uniform aufgelo¨stes Polyeder Sh.




















































Abbildung 5.4: Isolierter zonaler Strahlstrom, zeitliche Entwicklung von η, uniformes Poly-
eder, Zeitschritt ∆t = 7.5min
108 KAPITEL 5. SIMULATIONSERGEBNISSE
In den Abbildungen 5.4 bzw. 5.5 ist die zeitliche Entwicklung des numerischen
Fehlers fu¨r den Zeitschritt ∆t = 7.5min bzw. ist der numerische Fehler zum Zeitpunkt
























































Abbildung 5.5: Isolierter zonaler Strahlstrom, η in Abha¨ngigkeit von Gitterweite h und Zeit-
schritt ∆t, uniformes Polyeder, Simulationszeit T = 8h
Die numerischen Fehler fu¨r ζ und Φ in den Abbildungen 5.4(a) und 5.4(c), wachsen
mit fortschreitender Simulationszeit an. Im Gegensatz dazu stagniert der Fehler von δ
in Abbildung 5.4(b).
In den Abbildungen 5.4 und 5.5 erkennen wir, dass mit feiner werdendem Gitter der
Fehler von ζ kleiner wird. Fu¨r δ und Φ gilt dies nur fu¨r jede zweite Gitterauflo¨sung. Das
nicht monotone Fallen der Fehler von δ und Φ in Abha¨ngigkeit von der Gitterweite in
den Abbildungen 5.5(b) und 5.5(c) fu¨hren wir auf die Ausrichtung der Dreieckskanten
in der laminaren Stro¨mung zuru¨ck. Wa¨hrenddessen fu¨r die Gitterweiten h = 854km
und h = 428km viele Kanten quer zur Stro¨mung liegen, sind die meisten Kanten fu¨r
h = 1041km, 522km, 262km parallel zur Stro¨mung ausgerichtet. Diese verschiedenen
geometrischen Orientierungen der Dreieckskanten scheinen sich insbesondere auf die
Felder von δ und Φ auszuwirken.
Wie bei der Festko¨rperrotation ist die Abha¨ngigkeit des Fehlers von der Zeitschritt-
weite gegenu¨ber der Abha¨ngigkeit von der Gitterweite klein.
Die gleichen Simulationen mit dem Atmospha¨renmodell haben wir mit einem ra¨um-
lich adaptiven Polyder Sh durchgefu¨hrt. Die Dreiecke von Sh haben im Bereich der geo-
grafischen Breite φ ∈ (0◦, 60◦) eine variable Auflo¨sung, die durch den Diskretisierungs-
parameter h angegeben wird, und fu¨r φ ∈ (−90◦, 0◦)∪ (60◦, 90◦) die fixierte Auflo¨sung
von h = 1041km. Das Polyeder ist also zeitlich konstant und ra¨umlich adaptiv, siehe
Abbildung 5.1(b).
Analog zum uniformen Polyeder weiter oben ist in den Abbildungen 5.6 bzw. 5.7
die zeitliche Entwicklung des numerischen Fehlers fu¨r den Zeitschritt ∆t = 7.5min bzw.
der numerischen Fehler zum Zeitpunkt T = 8h fu¨r verschiedene Gitterauflo¨sungen h
und Zeitschrittweiten ∆t dargestellt.
Alle numerischen Fehler sind so nahe an den Fehlern des uniformen Falls, dass
kaum Unterschiede zu den Abbildungen 5.4 und 5.5 zu erkennen sind. Durch die Re-
chenzeitersparnis konnten wir allerdings lokal eine noch ho¨here ra¨umliche Auflo¨sung
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Abbildung 5.6: Isolierter zonaler Strahlstrom, zeitliche Entwicklung von η, ra¨umlich adaptives
Polyeder, Zeitschritt ∆t = 7.5min
von h = 214km fu¨r das Polyeder wa¨hlen. Die nicht monotone Abha¨ngigkeit des Fehler

























































Abbildung 5.7: Isolierter zonaler Strahlstrom, η in Abha¨ngigkeit von Gitterweite h und Zeit-
schritt ∆t, ra¨umlich adaptives Polyeder, Simulationszeit T = 8h
Wir erkennen, dass die Simulationen fu¨r das uniforme Polyeder und das ra¨umlich
adaptive Polyeder sehr a¨hnliche Ergebnisse fu¨r den numerischen Fehler erbringen. Dies
ko¨nnen wir damit erkla¨ren, dass die dynamischen Prozesse in diesem analytischen
Beispiel gerade regional in den Breiten φ ∈ (0◦, 60◦) von Bedeutung sind. Damit ist
der numerische Fehler vor allem von der lokalen ra¨umlichen Auflo¨sung des Polyeders
in diesen Breiten abha¨ngig. Durch die Anwendung des Atmospha¨renmodells mit einem
ra¨umlich adaptiven Polyeder kann bei gleicher Qualita¨t der numerischen Ergebnisse
Rechenzeit gegenu¨ber Simulationen mit einem uniformen Polyeder eingespart werden.
5.2.3 Instationa¨re Lo¨sungen
In diesem Abschnitt zeigen wir die numerische Konvergenz des idealisierten Atmo-
spha¨renmodells aus Abschnitt 5.1 mit Hilfe einer instationa¨ren analytischen Lo¨sung
der Flachwassergleichungen aus Abschnitt 3.5.2.
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h ) in Abha¨ng-
igkeit von der Simulationszeit, der Zeitschrittweite ∆t und der Gitterweite h. Die Si-
mulationen des Atmospha¨renmodells aus Abschnitt 5.1 wurden mit einem ra¨umlich
uniform aufgelo¨sten und zeitlich nicht vera¨nderlichen Polyeder Sh durchgefu¨hrt, siehe
Abschnitt 4.3.1.
Als analytische Lo¨sung betrachten wir das Beispiel 3.5.9 der instationa¨ren Fest-




wir die Konstante d0 =
u0
R0
, siehe Abschnitt 3.3. Wir definieren mit den Funktionen
Vorticity ζ, Divergenz δ und Geopotenzialfeld Φ aus Beispiel 3.5.9 mit der Gleichung
(5.4) den Anfangswert (ζ0, δ0,Φ0). Wegen Beispiel 3.5.9 ist (ζ, δ,Φ) die kontinuierliche







aus der Gleichung (5.5) sei die numerische Lo¨sung zum Anfangswert (ζ0, δ0,Φ0).


























































Abbildung 5.8: Instationa¨re Festko¨rperrotation, zeitliche Entwicklung von η, Zeitschritt ∆t =
7.5min
In Abbildung 5.8 ist die zeitliche Entwicklung des numerischen Fehlers fu¨r den
Zeitschritt ∆t = 7.5min getrennt fu¨r ζ, δ und Φ dargestellt. Wir erkennen, dass der
numerische Fehler mit fortschreitender Simulationszeit anwa¨chst. Mit feiner werdendem
Gitter nimmt der Fehler von δ ab. Fu¨r ζ und Φ stagniert diese Entwicklung allerdings



























































Abbildung 5.9: Instationa¨re Festko¨rperrotation, η in Abha¨ngigkeit von Gitterweite h und
Zeitschritt ∆t, Simulationszeit T = 8h
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In Abbildung 5.9 ist der numerische Fehler zum Zeitpunkt T = 8h fu¨r verschiedene
Gitterauflo¨sungen h und Zeitschrittweiten ∆t dargestellt. Im Gegensatz zu den stati-
ona¨ren Beispielen in Abschnitt 5.2.2 ist in allen drei Fehlerdarstellungen die Abha¨ngig-
keit von der Zeitschrittweite bedeutender als von der Gitterweite. Dies erkla¨ren wir da-
mit, dass fu¨r die instationa¨re Lo¨sung die Trajektorienberechnung in der Semi-Lagrange-
Methode stark von der Zeitschrittweite abha¨ngt und damit fu¨r einen la¨ngeren Zeit-
schritt eine schlechtere Approximation der stromaufwa¨rts liegenden Punkte liefert.
5.2.4 Zusammenfassung der Konvergenzuntersuchungen
In den Abschnitten 5.2.2 und 5.2.3 haben wir die numerische Konvergenz von numeri-
schen Lo¨sungen des idealisierten Atmospha¨renmodells gegen analytische Lo¨sungen fu¨r
die drei folgenden Beispiele analytischer Lo¨sungen untersucht:
• Stationa¨re Festko¨rperrotation
• Isolierter zonaler Strahlstrom
• Instationa¨re Festko¨rperrotation
Wir haben fu¨r diese Beispiele gezeigt, dass der numerische Fehler fu¨r kleiner werdende
Gitterweiten und ku¨rzer werdende Zeitschritte abnimmt.
Im Fall der stationa¨ren Lo¨sungen ist der numerische Fehler vor allem von der Git-
terweite abha¨ngig. Dies erkla¨ren wir damit, dass die Trajektorienberechnung in der
Semi-Lagrange-Methode fu¨r ein stationa¨res Stro¨mungsfeld nur wenig von der Zeit-
schrittweite abha¨ngt. Die gleiche Erkla¨rung begru¨ndet auch im Fall der instationa¨ren
Lo¨sung die sta¨rkere Abha¨ngigkeit des numerischen Fehlers von der Zeitschrittweite.
Wir konnten schließlich im Fall des isolierten zonalen Strahlstromes zeigen, dass ein
nur in den Breiten des Strahlstromes hoch aufgelo¨stes Polyeder die gleichen Ergebnisse
erbringt wie ein uniform hoch aufgelo¨stes Polyeder.
5.3 Rossbywellen im globalen Modell
Neben Abschnitt 5.2 dient dieser Abschnitt der Validierung des numerischen Verfahrens
aus Kapitel 4. Wir betrachten dazu Modellergebnisse des Atmospha¨renmodells aus Ab-
schnitt 5.1 fu¨r eine Simulationszeit von 20 Tagen, mit denen atmospha¨rische Multiska-
lenprozesse aus Abschnitt 2.3 modelliert werden. Zum einen werden wir die Anregung
von planetaren Wellen durch orografische Sto¨rungen und damit zusammenha¨ngende
regionale Stro¨mungsmuster (Antizyklonen und Zyklonen) modellieren. Zum anderen
werden wir globale Auswirkungen bis auf die Su¨dhalbkugel im Modell der Flachwasse-
ratmospha¨re beobachten ko¨nnen.
In Abschnitt 5.2 haben wir das Atmospha¨renmodell fu¨r die Simulationszeit von
acht Stunden ohne ku¨nstliche Diffusion betrieben. Um auch stabile Lo¨sungen fu¨r die
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Simulationszeit von 20 Tagen zu erhalten, fu¨hren wir eine ku¨nstliche Diffusion mit den
Diffusionsparametern in Gleichung (5.2) ein, siehe die Abschnitte 5.1.3 und 4.1.
Wir betrachten fu¨r die Flachwassergleichungen die Anfangswertaufgabe (4.2) mit
der Anfangsbedingung (ζ0, δ0,Φ0) und den durch die Daten der Bodenorografie ΦB
gegebenen Randbedingungen. Als Startzustand wa¨hlen wir (ζ0, δ0,Φ0) so, dass das
Stro¨mungsfeld fu¨r das Orografiefeld ΦB = 0 stationa¨r wa¨re. Als wirkliches Orografie-
feld ΦB fu¨r die numerische Simulation nutzen wir aber nicht ΦB = 0, sondern eine
kleinra¨umige Abweichung davon.
5.3.1 Die Randbedingungen
Um komplexe dynamische Pha¨nomene im vorliegenden Atmospha¨renmodell modellie-
ren zu ko¨nnen, betrachten wir fu¨r die Anfangsbedingung (ζ0, δ0,Φ0) und die Bodeno-
rografie ΦB idealisierte Stro¨mungszusta¨nde der realen Atmospha¨re.
Dazu wa¨hlen wir fu¨r (ζ0, δ0,Φ0) die Werte aus dem Beispiel 3.5.5 fu¨r einen isolierten
zonalen Strahlstrom. Sowohl die geografische Breite bei 30◦ als auch das Maximum
der Windgeschwindigkeit u0 = 30
m
s
der Anfangsstro¨mung entsprechen den Werten
im tropospha¨rischen Strahlstrom, siehe Abschnitt 2.1.2. Wu¨rden wir als Orografiefeld
ΦB = konst. wa¨hlen, wa¨re der Stro¨mungszustand nach Beispiel 3.5.5 stationa¨r.
Als Sto¨rung dieses Gleichgewichtszustandes betrachten wir fu¨r das Orografiefeld
ΦB einen einzeln stehenden Berg mit einer Ho¨he von 2000m. Wir definieren dazu das
Maximum des Geopotenzials Φmax > 0, die geografische La¨nge −180◦ < λ0 ≤ 180◦,
die geografische Breite −90◦ ≤ ϕ0 ≤ 90◦ des Berggipfels und die Streckungsfaktoren
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In einer Entfernung von ≈ 34.7◦ La¨nge bzw. von ≈ 17.4◦ Breite vom Berggipfel hat
der Berg damit noch die Ho¨he 1
10
Φmax. Dies entspricht einer horizontalen Ausdehnung
des Berges von ≈ 6700km in zonaler und von ≈ 3900km in meridionaler Richtung.
5.3.2 20-Tage-Simulation, statisch
Wir betrachten die Simulation mit dem Atmospha¨renmodell fu¨r die Anfangswerte
(ζ0, δ0,Φ0) und die Bodenorografie ΦB aus Abschnitt 5.3.1 mit der Simulationszeit
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T = 20d. Dabei nutzen wir das Atmospha¨renmodell statisch, d. h. nach Abschnitt
5.1.1, dass das uniforme Polyeder Sh mit der Gitterweite h = 522km in Abbildung
5.10(a) zeitlich nicht vera¨ndert wird.




















(b) Orografiefeld R20 ΦB [
m2
s2 ]
Abbildung 5.10: 20-Tage-Simulation, uniform, Achsen: geografische La¨nge und Breite
Der Anfangszustand des Modells ist in Abschnitt 3.5.2 in Abbildung 3.6(b) und
das Orografiefeld ΦB in Abbildung 5.10(b) dargestellt. Der Zustand des Modells nach
fu¨nf, zehn, 15 und 20 Tagen ist in Abbildung 5.11 zu erkennen. Analog zum Orogra-
fiefeld ΦB stellen wir die auf SR0 transformierten Werte R
2
0 Φ des Geopotenzialfeldes
Φ dar. Die großra¨umige Struktur des Stro¨mungsfeldes bleibt fu¨r diese Zeiten erhalten.
Der Strahlstrom befindet sich bei 30◦ und das Geopotenzial Φ hat dort die gro¨ßten
Gradienten.
In der Abbildung 5.12, die die gleichen Daten wie Abbildung 5.11 fu¨r den Aus-
schnitt (λ, ϕ) ∈ (−180◦, 180◦) × (0◦, 60◦) darstellt, erkennen wir, dass sich die meri-
dionale Sto¨rung des Strahlstroms, ausgehend vom orografischen Hindernis bei (λ, ϕ) =
(0◦, 30◦), zonal in Ostrichtung ausbreitet. Nach fu¨nf bzw. zehn Tagen sind in den Ab-
bildungen 5.12(a) bzw. 5.12(b) meridionale Stro¨mungsanteile bereits bei λ = 120◦
o¨stlicher La¨nge bzw. bei λ = −150◦ westlicher La¨nge zu erkennen. Nach 15 Tagen
ist die meridionale Sto¨rung wieder bei λ = 0◦ angekommen, siehe Abbildung 5.12(c).
Durch das orografische Hindernis entsteht eine planetare Rossbywelle. Diese Entwick-
lung ko¨nnen wir mit der Sto¨rung des zonalen Grundstromes und dem β-Effekt wie
in Abschnitt 2.2.2 erkla¨ren. Die Wellenla¨nge betra¨gt rund ≈ 5000km. Damit stimmt
dieser Wert mit dem theoretischen Wert der Wellenla¨nge einer stationa¨ren Rossby-
welle von ≈ 6300km fu¨r eine Grundstro¨mung mit der Zonalgeschwindigkeit von 15m
s
qualitativ u¨berein, siehe Abschnitt 2.2.2.
Abbildung 5.13 ist der Ausschnitt fu¨r (λ, ϕ) ∈ (0◦, 120◦)× (0◦, 60◦) von Abbildung
5.11(d). Wir erkennen vergro¨ßert den Strahlstrom und bei (λ, ϕ) = (45◦, 15◦) ein lokales
Maximum im Geopotenzialfeld Φ mit dem Wert von ca. 75000m
2
s2
R−20 . Gleichzeitig ist
dies eine schwach ausgepra¨gte Antizyklone im Windfeld u, so dass u anna¨hernd in
Richtung des geostrofischen Windes stro¨mt. Bei (λ, ϕ) = (100◦, 15◦) erkennen wir eine
weitere Antizyklone und bei (λ, ϕ) = (30◦, 60◦)×{45◦} no¨rdlich des Strahlstromes eine
Zyklone. Die ra¨umliche Verteilung dieser Wirbelstrukturen orientiert sich deutlich an
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(d) Zeitpunkt t = 20d




bale zeitliche Entwicklung, Achsen: geografische La¨nge und Breite
der ra¨umlichen Struktur der Rossbywelle. In diesem Sinne ko¨nnen wir die Entstehung
der Zyklonen und Antizyklonen auf die planetare Rossbywelle zuru¨ckfu¨hren.
Die Auswirkung der orografischen Sto¨rung beschra¨nkt sich nicht auf den meridional
begrenzten Strahlstrom, siehe Abbildung 5.11. Der Maximalwert von Φ im Anfangs-
zustand von maxx∈S Φ(x, 0) ≈ 79100m
2
s2
R−20 wird fu¨r jeden Zwischenzustand in den
niederen Breiten ϕ ∈ (−30◦, 20◦) großra¨umig u¨berschritten. Diese Sto¨rung im Geopo-
tenzialfeld Φ ist meridional abha¨ngig. Insbesondere erkennen wir in Abbildung 5.11(a)
nach fu¨nf Tagen auf der Su¨dhalbkugel bei λ = −45◦ bzw. λ = 90◦ Sto¨rungen in Φ, die
mit den meridionalen Sto¨rungen des Strahlstromes bei λ = 0◦ bzw. λ = 90◦ zusam-
menha¨ngen ko¨nnten.
Die 20-Tage-Simulation mit einem isolierten Strahlstrom bei 30◦ und einem orogra-
fischen Hindernis zeigt neben der Entstehung von planetaren Rossbywellen die Entste-
hung von Zyklonen und Antizyklonen in ra¨umlicher Na¨he zum Strahlstrom. Meridional
abha¨ngige Sto¨rungen des Geopotenzialfeldes ko¨nnen wir global, auch auf der Su¨dhalb-
kugel in großer Entfernung zum Strahlstrom, beobachten.
5.3.3 20-Tage-Simulation, adaptiv
In diesem Abschnitt betrachten wir die Simulation aus Abschnitt 5.3.2 mit den gleichen
Anfangswerten (ζ0, δ0,Φ0), dargestellt in Abbildung 3.6(b), und der gleichen Bodeno-
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liche Entwicklung, Ausschnitt (λ, ϕ) ∈ (−180◦, 180◦)× (0◦, 60◦), Achsen: geografische La¨nge
und Breite
rografie ΦB, dargestellt in Abbildung 5.10(b), fu¨r die Simulationszeit T = 20d. Ab-
weichend von Abschnitt 5.3.2 nutzen wir aber das Atmospha¨renmodell adaptiv, d. h.
nach Abschnitt 5.1.1, dass das Polyeder in jedem Zeitschritt mit dem Algorithmus 4.3.3
aufgrund des physikalischen Fehlerscha¨tzers in Abschnitt 4.3.2 adaptiert wird. Das Po-
lyeder fu¨r den Anfangszustand hat eine ra¨umlich uniforme Auflo¨sung von h = 428km,
siehe Abbildung 5.14(a). Fu¨r die gesamte Simulationszeit ist h = 428km gleichzeitig
auch die feinste ra¨umliche Auflo¨sung fu¨r die zeitlich vera¨nderlichen Polyeder. Das Poly-
eder am Ende der Simulation nach 20 Tagen ist in Abbildung 5.14(b) dargestellt. Wir
erkennen, dass die Auflo¨sung entlang des Strahlstromes besonders hoch ist. Dies ist
nachvollziehbar, da hier auch die lokalen Maxima der dynamischen Gro¨ßen Vorticity
und Divergenz zu finden sind.
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Abbildung 5.13: 20-Tage-Simulation, uniform, Windfeld u(., 20d), Geopotenzialfeld
R20 Φ(., 20d) [
m2
s2
], Ausschnitt (λ, ϕ) ∈ (0◦, 120◦) × (0◦, 60◦), Achsen: geografische La¨nge und
Breite








(a) Polyeder Sh, t = 0d








(b) Polyeder Sh, t = 20d
Abbildung 5.14: 20-Tage-Simulation, adaptiv, Achsen: geografische La¨nge und Breite
Der Zustand des Modells nach fu¨nf, zehn, 15 und 20 Tagen ist in Abbildung 5.15
zu erkennen.
Das adaptive Modell zeigt die gleichen qualitativen Ergebnisse, wie das statische
Modell. In den Abbildungen 5.11 und 5.15 erkennen wir die gleiche großra¨umige Struk-
tur des Stro¨mungsfeldes, die durch den Strahlstrom bei 30◦ no¨rdlicher Breite gepra¨gt
ist. Durch das orografische Hindernis bei (λ, ϕ) = (0◦, 30◦) entwickelt sich in beiden
Modellvarianten im Bereich des Strahlstromes eine planetare Rossbywelle mit einer
Wellenla¨nge von ≈ 5000km. In ra¨umlicher Na¨he zum Strahlstrom beobachten wir Zy-
klonen und Antizyklonen, und die Auswirkungen der orografischen Sto¨rung ko¨nnen
wir im Geopotenzialfeld global, auch auf der Su¨dhalbkugel in großer Entfernung vom
Strahlstrom, beobachten.
Wir beobachten quantitative Unterschiede zwischen dem statischen und dem adap-
tiven Modell. Betrachten wir zuna¨chst den Strahlstrom. In den Abbildungen 5.11 und
5.15 erkennen wir, dass die Gradienten des Geopotenzialfeldes im adaptiven Modell
steiler sind als im statischen Modell. Weiterhin sind auch die meridionalen Auslenkun-
gen des Strahlstromes im adaptiven Fall besser aufgelo¨st zu erkennen, als im statischen
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Fall. Hier scheint durch die ho¨here ra¨umliche Auflo¨sung des adaptiven Modells, die git-
terbedingte numerische Diffusion kleiner zu sein. Außerhalb des Strahlstromes, wo das
adaptive Gitter nur sehr grob aufgelo¨st ist, erkennen wir sowohl Unterschiede der Mo-
dellvarianten in der Form der geopotenziellen Ho¨henlinien als auch vom Betrage her.
Der mittlere Wert von Φ im Bereich der Breiten von ϕ ∈ (−90◦, 20◦) liegt in Abbildung
5.15(d) fu¨r das adaptive Modell um rund 300m
2
s2
ho¨her als in Abbildung 5.11(d).
Zusammenfassend stellen wir fest, dass das adaptive Atmospha¨renmodell im Fall
des isolierten Strahlstromes mit orografischer Anregung qualitativ die gleichen Ergeb-
nisse liefert wie das statische Atmospha¨renmodell in Abschnitt 5.3.2. Offensichtliche
Unterschiede treten in den Werten des Geopotenzialfeldes auf. Beide Modellvarianten
ko¨nnen die Entstehung von planetaren Rossbywellen, die Bildung von Zyklonen und




Das in dieser Arbeit vorgestellte idealisierte Atmospha¨renmodell stellt die Realisierung
eines globalen Atmospha¨renmodells dar, mit dem man in der Lage ist, barotrope at-
mospha¨rische Multiskalenwechselwirkungen zu modellieren. Das Modell verfu¨gt u¨ber
ein zeitlich vera¨nderliches und ra¨umlich adaptives Gitter und kann sowohl analytische
Lo¨sungen der Flachwassergleichungen approximieren als auch die orografische Anre-
gung von planetaren Rossbywellen modellieren.
Das na¨chste Ziel besteht in der Fortsetzung des Validierungsprozesses fu¨r das Atmo-
spha¨renmodell aus Kapitel 5. Dieser Prozess umfasst zum einen physikalisch motivierte
Simulationen u¨ber la¨ngere Klimazeitra¨ume von Monaten bis zu Jahrzehnten. Zum an-
deren geho¨rt dazu die vollsta¨ndige Durchfu¨hrung der Testfa¨lle in [WDH+92], die in
der Vergangenheit zum Quasi-Standard fu¨r die Validierung von Flachwassermodellen
geworden sind. Fu¨r Langzeitsimulationen und spa¨tere Ankopplungen von chemischen
Modellkomponenten ist die exakte Modellierung des Massen- und Energietransportes
wesentlich. Daher muss die Weiterentwicklung des Modells lokale und globale Erhal-
tungseigenschaften gewa¨hrleisten ko¨nnen.
Fu¨r die langfristige Weiterentwicklung des Atmospha¨renmodells sind die folgen-
den Entwicklungsschritte denkbar. Die Weiterfu¨hrung der physikalischen Modellbil-
dung ko¨nnte im Aufbau eines hydrostatischen baroklinen Mehrschichtenmodells auf
der Grundlage der dreidimensionalen primitiven Bewegungsgleichungen bestehen, mit
dem auch vertikal abha¨ngige Atmospha¨renprozesse modelliert werden ko¨nnten. Die
diagnostische Vertikalgeschwindigkeit ko¨nnte mit der Kontinuita¨tsgleichung berechnet
werden, und physikalische Prozesse, wie z. B. turbulente Flu¨sse in der Grenzschicht und
Strahlungsprozesse, wu¨rden durch vereinfachte Parametrisierungen einbezogen sein.
Das barokline atmospha¨rische Mehrschichtenmodell, das Erhaltungseigenschaften
in Langzeitsimulationen gewa¨hrleistet, ko¨nnte dann an Meereis- und Ozeanmodelle
gekoppelt werden. Mit dem gekoppelten Modell ko¨nnten die Atmospha¨rendynamik,
die Ozeandynamik und deren Wechselwirkungsmechanismen studiert werden, die fu¨r





Die Definitionen der Funktionenra¨ume, die in der vorliegenden Arbeit benutzt wur-
den, wollen wir im Folgenden zusammenfassen. Da die genaue Struktur der Funk-
tionenra¨ume fu¨r die Arbeit aber nicht von zentraler Bedeutung ist, zitieren wir die
Definitionen aus [Alt99], [Dzi88], [Sch93] und [Aub98].
Zuna¨chst definieren wir Polynomra¨ume und Ra¨ume stetiger Funktionen im Rn.
Dazu sei Ω ⊂ Rn eine offene beschra¨nkte Menge.
Definition A.1 (Polynomra¨ume) Fu¨r k ∈ N≥0 definieren wir den Polynomraum
Pk(Ω) := {f : Ω→ R | f ist ein Polynom, dessen Grad ≤ k ist.}.
Definition A.2 (Ra¨ume stetiger Funktionen im Rn) Fu¨r k ∈ N≥0 definieren wir
den Raum der k-mal stetig differenzierbaren Funktionen durch
Ck(Ω) := {f : Ω→ R | f ist k mal stetig differenzierbar auf Ω
und fu¨r alle Multiindizes |α| ≤ k ist ∂αf auf Ω stetig fortsetzbar.}
Zur Beschreibung der schwachen Lo¨sung in Kapitel 4 beno¨tigen wir Funktionen-
ra¨ume, die auch Funktionen mit zeitlicher Abha¨ngigkeit enthalten. Dazu fu¨hren wir
zeitlich abha¨ngige Funktionen mit Werten in einem Banachraum ein. Ein Element aus
dem Banachraum ist dann eine ortsabha¨ngige Funktion. Es seien I = (0, T ) ⊂ R ein
Intervall und X ein reeller Banachraum.
Definition A.3 (Sobolevra¨ume auf X) Wir definieren den Raum der integrierba-
ren Funktionen





H1(I,X) := {f ∈ L2(I,X) |Es existiert die schwache Ableitung ∂tf ∈ L2(I,X).}.
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Bemerkung A.1 Eine typische Wahl fu¨r X wa¨re dann etwa der Ortsfunktionenraum
X = L2(S).
Definition A.4 (Ra¨ume stetiger Funktionen auf X) Wir definieren den Raum
der auf X stetigen Funktionen durch
C(I,X) := {f : I → X | f ist stetig auf I.}
Schließlich wollen wir die Regularita¨t von Funktionen auf der Spha¨re S beschreiben.
Dazu interpretieren wir S als eine Mannigfaltigkeit Γ.
Bemerkung A.2 Die Spha¨re S ist fu¨r jedes k ≥ 0 eine Ck-Mannigfaltigkeit und das
Polyeder Sh aus Kapitel 4 ist eine C
0,1-Mannigfaltigkeit.
Auf Γ beno¨tigen wir die folgenden Funktionenra¨ume.
Definition A.5 (Ra¨ume differenzierbarer Funktionen) Fu¨r die Ck-Mannigfal-
tigkeit bezeichnen wir mit Ck(Γ) den Raum der auf Γ k-mal stetig differenzierbaren
Funktionen.
Definition A.6 (Lebesgue-Ra¨ume) Fu¨r die C0-Mannigfaltigkeit Γ bezeichnen wir
mit L2(Γ) den Raum der auf Γ quadratisch integrierbaren Funktionen.
Definition A.7 (Sobolevra¨ume) Fu¨r die Ck,1-Mannigfaltigkeit Γ bezeichnen wir
mit Hk+1(Γ) den Raum der Funktionen auf Γ, die k+1-mal schwach differenzierbar
sind mit Ableitungen in L2(Γ).
Bemerkung A.3 Auf S ko¨nnen wir also fu¨r jedes k ≥ 0 den Raum Hk(S) sinnvoll
definieren.
Bemerkung A.4 Auf dem Polyeder Sh ko¨nnen wir den Raum H
1(Sh) definieren.
Die Funktionen aus H1(Sh) sind aus L




In Anlehnung an die Arbeiten [Dzi88], [Sch93], [Sie90] bzw. [HH02] definieren wir die
tangentialen Differenzialoperatoren auf SR. Es handelt sich dabei um die gleichen Dif-
ferenzialoperatoren auf der Riemannschen Mannigfaltigkeit SR, die u¨blicherweise mit
Hilfe von lokalen Karten eingefu¨hrt werden. Die Technik der tangentialen Differenzial-
operatoren nutzt die Struktur des umgebenden R3 und ist dafu¨r unabha¨ngig von der
konkreten Wahl der lokalen Karte.
Es sei SR := {x ∈ R3 | |x| = R}, fu¨r R > 0, die Spha¨re und n : SR → R3
der auswa¨rtige Einheitsnormalenvektor an SR. Zu SR sei G ⊂ R3 \ {0} eine offene
Umgebung von SR. Wir gehen davon aus, dass die verwendeten Funktionen hinreichend
glatt sind und damit die verwendeten Ableitungen und Integrale existieren.
Definition B.1 (Tangentialgradient) Es sei f : SR → R eine skalare Funktion auf
SR. Zu f betrachten wir eine beliebige glatte Fortsetzung f˜ : G→ R mit der Eigenschaft
f˜ |SR = f . Dann definieren wir den Tangentialgradienten von f auf SR durch
∇S f := ∇f˜ − (n · ∇f˜)n.
Bemerkung B.1 Die Definition des Tangentialgradienten ∇S ist unabha¨ngig von der
Wahl der Fortsetzung. Um das zu sehen, nehmen wir an, es ga¨be zwei Fortsetzungen
f˜1, f˜2. Dazu definieren wir g := f˜1 − f˜2 auf G, so dass g|SR = 0 gilt. Wir fixieren den
Punkt x ∈ SR und es seien p1,p2 Einheitsvektoren, so dass (p1,p2,n(x)) in R3 eine
Orthonormalbasis ist. Es gilt dann
∇g − (n · ∇g)n = (p1 · ∇g)p1 + (p2 · ∇g)p2.
Wa¨hlen wir zu pi, fu¨r i = 1, 2, eine differenzierbare Kurve ϕi : (−1, 1) → SR mit
ϕi(0) = x und ∂tϕi(0) = pi, so folgt mit der Kettenregel





= pi · ∇g.
Daraus folgt aber ∇g − (n · ∇g)n = 0 und damit die Korrektheit der Definition.
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Wir ko¨nnen nun mit den Definitionen der weiteren Differentialoperatoren fortfahren.
Definition B.2 (Tangentialrotation (skalar)) Es sei f : SR → R eine skalare
Funktion. Wir definieren durch
rotS f := −n×∇S f
die Tangentialrotation von f .
Bemerkung B.2 Wir ko¨nnen rotS f alternativ auch berechnen durch
(rotS f)i = −(n×∇f)i = −²ijk nj ∂kf = ²ijk ∂j(nk f) = (rot(f n))i.
Zu diesen beiden auf SR definierten Differentialoperatoren fu¨r skalare Funktionen
definieren wir die adjungierten Operatoren, die dann auf vektorwertige Funktionen
wirken. Dazu stellen wir fest, dass fu¨r Funktionen u : G → R3 und f : SR → R die
Identita¨ten ∫
SR
u · ∇S f dσ = −
∫
SR
div(u− u · nn) f dσ,
∫
SR
u · rotS f dσ =
∫
SR
n · rot u f dσ
gelten. Dies kann man mit Hilfe der partiellen Integration u¨ber das Gebiet G erkennen.
Da die linken Seiten der Gleichungen nur von den Werten von u auf SR abha¨ngig sind,
sind die Funktionen div(u − u · nn) und n · rot u nur von den Werten von u auf SR
abha¨ngig. Damit ist aber auch die folgende Definition korrekt.
Definition B.3 (Tangentialdivergenz, Tangentialrotation (vektoriell))
Es sei u : SR → R3 eine Vektorfunktion auf SR. Zu u betrachten wir eine beliebige
Fortsetzung u˜ : G → R3 mit der Eigenschaft u˜|SR = u. Dann definieren wir die
Tangentialdivergenz und die Tangentialrotation von u auf SR durch
divS u := div(u˜− u˜ · nn),
rotS u := n · rot u˜.
Bemerkung B.3 Es gelten die Formeln fu¨r die partielle Integration.∫
SR
u · ∇S f dσ = −
∫
SR
divS u f dσ,
∫
SR
u · rotS f dσ =
∫
SR
rotS u f dσ
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Abschließend definieren wir auf SR den Laplace-Beltrami-Operator.
Definition B.4 (Laplace-Beltrami-Operator) Es sei f : SR → R eine skalare
Funktion. Der Laplace-Beltrami-Operator von f ist auf SR definiert durch
∆S f := divS ∇S f.
Anhang C
Die Helmholtz-Zerlegung
Die Helmholtz-Zerlegung eines Geschwindigkeitsfeldes u ist die eindeutige Zerlegung
von u in einen divergenzfreien und rotationsfreien Anteil. Fu¨r Geschwindigkeitsfelder
im Rn, fu¨r n = 2, 3, ist diese Tatsache sehr gut bekannt und vielfach bewiesen worden,
siehe z. B. [Bat67], [Tem84], [GR86], [Pir89] oder [QV97]. Leider gibt es kaum Aussagen
fu¨r den Fall eines Stro¨mungsfeldes auf der Spha¨re SR := {x ∈ R3 | |x| = R}, fu¨r R > 0.
Deshalb wollen wir fu¨r diesen Fall nun einen Beweis skizzieren, der auf Ideen in [Bat67]
basiert.
Wir gehen davon aus, dass die verwendeten Funktionen hinreichend glatt sind und
damit die verwendeten Ableitungen und Integrale existieren.
Satz C.1 (Helmholtz-Zerlegung) Fu¨r jede Vektorfunktion u : SR → R3 mit der
Eigenschaft u · n = 0 auf SR gibt es skalare Funktionen ψ, χ : SR → R, so dass auf SR
gilt
u = rotS ψ +∇S χ.
Die Funktionen ψ, χ sind bis auf Konstanten eindeutig bestimmt und genu¨gen auf SR
den Gleichungen
−∆S ψ = rotS u, ∆S χ = divS u.
Beweis:
Es sei u : SR → R3 mit u · n = 0 auf SR gegeben. Mit den Formeln fu¨r die partielle
Integration B.3 folgt sofort∫
SR
rotS u dσ = 0,
∫
SR
divS u dσ = 0.
Nach Theorem 4.7 in [Aub98] existieren damit Funktionen ψ, χ : SR → R mit der
Eigenschaft auf SR
−∆S ψ = rotS u, ∆S χ = divS u.
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Nun definieren wir auf SR die Vektorfunktion v : SR → R3 durch
v := u− rotS ψ −∇S χ.
Mit Hilfssatz 3.2.4 und den Gleichungen (3.32) gilt in SR dann
rotS v = 0, divS v = 0. (C.1)
Damit wissen wir nach dem Stokesschen Satz, siehe [Wal95], dass fu¨r stu¨ckweise glatt
berandete Fla¨chenstu¨cke S ′ ⊂ SR gilt∫
∂S′
v · dx =
∫
S′
rotS v dσ = 0
Da SR einfach zusammenha¨ngend ist, ko¨nnen wir fu¨r x0 ∈ SR damit die Funktion





definieren. Das Wegintegral ist na¨mlich nun unabha¨ngig vom gewa¨hlten Integrations-
weg zwischen x0 und x. Da nun v · n = 0 gilt, folgt auf SR auch
∇S φ = v.
Mit der zweiten Gleichung in (C.1) bedeutet das aber auf SR
∆S φ = 0.
Nach Theorem 4.7 in [Aub98] ist die Lo¨sung der Poissongleichung bis auf eine Kon-
stante eindeutig bestimmt, woraus aber auf SR folgt
v = ∇S φ = 0.
Damit haben wir gezeigt, dass ψ, χ die geforderte Zerlegung von u realisieren.
Wir kommen zum Nachweis der Eindeutigkeit und nehmen an, dass es Funktionen
ψ, χ, ψ1, χ1 : SR → R gibt mit
u = rotS ψ +∇S χ = rotS ψ1 +∇S χ1
auf SR. Damit folgt auf SR
∆S(ψ − ψ1) = 0, ∆S(χ− χ1) = 0.
Nach Theorem 4.7 in [Aub98] unterscheiden sich damit ψ und ψ1 bzw. χ und χ1 nur
durch eine Konstante, was der zweite Teil der Behauptung war.
2
















≈ 7.292 · 10−5 s−1.
Daraus leiten wir den Winkelgeschwindigkeitsvektor der Erde Ω = (0, 0,Ω)T ab. Weiter
definieren wir den Coriolisparameter f : R3\{0} → R als ortsabha¨ngige Funktion durch
f(x) := 2Ω · n(x) = 2Ω x3|x| = 2Ω sinϕ, ∀x ∈ R
3 \ {0},
wobei der Winkel ϕ die geografische Breite am Ort x angibt.
Nach [GKHK86] betra¨gt der mittlere Erdradius R0
R0 ≈ 6.371221 · 106m.
Fu¨r die mittlere Erdbescheunigung g gilt nach [Tip94]
g ≈ 9.81m s−2.
Damit definieren wir das Potenzialfeld ΦE der Erde in der Na¨he der Erdoberfla¨che
durch
ΦE(x) := g |x|, ∀x ∈ R3.
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