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Abstract. We introduce Thompson field theory, a class of toy models of
conformal field theory in which Thompson’s group T takes the role of a dis-
crete analogue of the chiral conformal group. T and the related group F are
discrete transformations of dyadic partitions of the circle and the unit in-
terval, respectively. When vectors or tensors are associated with partitions,
one can construct a direct limit Hilbert space, here called the semicontin-
uous limit, and F and T have unitary representations on this space. We
give an abstract description of these representations following the work of
Jones. We also show that T can be thought of as acting on the boundary
of an equal-time Poincaré disk in AdS3. This defines a representation of
T on the Hilbert space that contains all tree-like holographic states, as in-
troduced by Pastawski, Yoshida, Harlow, and Preskill. It also establishes
a bulk-boundary correspondence through Imbert’s isomorphism between T
and Penner’s Ptolemy group. We further propose definitions of field opera-
tors and correlation functions for the discrete theory. Finally, we sketch new
developments like particle creation and annihilation, as well as black holes
and possible connections with topological quantum field theory.
Keywords: Thompson’s groups, field theory, holographic principle
Zusammenfassung.Wir stellen Thompson-Feldtheorie vor, eine Klasse von
Toy-Modellen für konforme Feldtheorie, in denen Thompsons Gruppe T die
Rolle eines diskreten Analogons der chiralen konformen Gruppe übernimmt.
T und die verwandte Gruppe F wirken wie diskrete Transformationen auf
dyadische Zerlegungen des Kreises und des Einheitsintervalls. Man kann Vek-
toren oder Tensoren auf diesen Zerlegungen platzieren und daraus im direk-
ten Limes einen Hilbertraum konstruieren, den wir hier semi-kontinuierlichen
Limes nennen. F und T wirken über unitäre Darstellungen auf diesem Raum.
Wir geben eine abstrakte Beschreibung dieser Darstellungen nach Jones. Es
ist möglich, T auf den Rand einer Poincaré-Scheibe wirken zu lassen, der
ein Querschnitt von AdS3 bei konstanter Zeit ist. Das definiert eine Dar-
stellung von T auf dem Hilbertraum, der alle baumartigen holographischen
Zustände nach Pastawski, Yoshida, Harlow und Preskill enthält. Desweiteren
erhält man eine Bulk-Boundary-Korrespondenz durch Imberts Isomorphis-
mus zwischen T und Penners Ptolemäus-Gruppe. Außerdem schlagen wir
Definitionen für Feldoperatoren und Korrelationsfunktionen der diskreten
Theorie vor. Schließlich skizzieren wir neue Entwicklungen wie Teilchener-
zeugung und -vernichtung, schwarze Löcher und mögliche Verbindungen zur
topologischen Quantenfeldtheorie.
Schlagwörter: Thompson-Gruppen, Feldtheorie, holografisches Prinzip
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Notation and Conventions
D the open unit disk in C
H = R+ iR>0 ⊂ C, the upper halfplane
K = R or C
N = {0, 1, 2, . . . }, the set of natural numbers
N× = N \ {0}
S1 = ∂D, the unit circle
Z the set of integers
Md(K) the set of all d× d matrices over K
h,H Hilbert spaces
V a vector space
A,B, . . . often denote arbitrary objects
f, g, . . . often denote arbitrary morphisms
hom(C) the class of morphisms of the category C
obj(C) the class of objects of the category C
C(A,B) the set of morphisms from A to B
dom(f) the domain of the morphism f
cod(f) the codomain of the morphism f
idA the identity morphism of the object A
IdC the identity functor of the category C
I the monoidal unit object
1 an identity matrix
f∗ the dual of f (rotation by 180◦)
f † ‘f dagger’ (horizontal reflection)
⊂ inclusion (with the possibility of equality)
◦ composition of morphisms




A few years ago Vaughan F. R. Jones initiated a research program to build
a continuum limit theory using two groups known as Thompson’s group F
and T . Thompson’s groups are certain groups of piecewise-linear homeo-
morphisms. The elements of F are functions of the interval [0, 1], and the
elements of T are functions of the circle S1.
In the proposed limiting procedure, space is divided into smaller and
smaller pieces, which may be seen as an instance of fine-graining. Thomp-
son’s groups act naturally on such divisions of space. However, the limit
is called the semicontinuous limit and not the continuum limit because it
only allows for arbitrarily fine piecewise-linear functions but not smooth
functions. Thompson’s groups therefore serve as analogues of the diffeomor-
phisms from a CFT. The resulting theory, which we call ‘Thompson field
theory’, will probably not directly give us new CFTs, but should instead be
viewed as a toy model in the true sense of the word: It is very rich and
interesting, and can be studied as a new theory in its own right.
My supervisor, Tobias Osborne, had been interested in this topic for a
while when I joined him in October 2015 as a doctoral candidate. In the
beginning, we tried to find a correct abstract description of unitary represen-
tations of Thompson’s group F (and later, Thompson’s group T ) such that
the groups discretely deform space. Over a long period of time, many differ-
ent constructions were tried. In 2016, Jones gave a first abstract description
[Jon]. Today we know how these representations are built in full generality.
This is detailed in Chapter 3.
Another facet of the picture are connections to holographic duality and
a bulk-boundary correspondence known as the AdS-CFT correspondence
(Chapter 5). Thompson’s group T acts on the circle—what if the circle is the
boundary of a Poincaré disk? It turns out that mathematicians have worked
on this in the context of something known as universal Teichmüller theory: It
follows from the remarkable works of Penner and Imbert that T is isomorphic
to a group that generates certain tessellations of the Poincaré disk, known as
the Ptolemy group [Pen; Imb]. This is where the connection with holography
can be made: Pastawski, Yoshida, Harlow, and Preskill have introduced
special tensor networks known as holographic error-correcting codes which
are kinematical toy models for the bulk-boundary correspondence. They
are defined on the Poincaré disk because the disk is an equal-time slice
of AdS3. When we tile the disk with special tensors (known as ‘perfect
tensors’), then we obtain states on which T can act. This leads to a unitary
representation of T , and due to its isomorphism with the Ptolemy group, this
is also a manifestation of the bulk-boundary correspondence. In this picture,
9
10 INTRODUCTION
holographic states take the role of vacuum states, and T gives the dynamical
evolution and is an analogue of the chiral conformal group Diff+(S1).
We come back to Thompson’s groups F and T acting on the interval and
the circle, respectively. In order to make our model a good toy model of a
quantum field theory, we need to propose a definition of field operators. They
can readily be defined on coarse-grained systems, but in the semicontinuous
limit, we need to resort to some physical argument. Since the theory is, as a
physical theory, determined by the behaviour of its correlations function, we
explain how to compute correlation functions of (putative) field operators
in the semicontinuous limit, which is like an implicit partial definition of
these operators. We also define an analogue of the scaling dimension, and
the operator product expansion, again in terms of correlation functions. We
complete our proposals by providing two examples of how to compute fusion
rules: a spin system and the Fibonacci category. This is the content of
Chapter 6.
Throughout this work, we have strived for mathematical rigour as much
as possible, except for some parts of Chapter 6 and some prototypical ideas
in Chapter 7. It is certainly true that the abstractness of category theory can
initially hamper the understanding of a work, but it should certainly be used
if it is worth it. We argue that this is the case here: Not only are we using
category theory to encapsulate long definitions and formalize our theory,
but we also do actual category theory when we use the Kan extension to
construct fraction groups together with their representations. What’s more,
the abstract formulation will allow us in the future to find dynamics for
tensor networks with more complicated underlying graphs, since it makes
transparent the necessary and sufficient aspects of the construction.
The thesis is divided into two parts. Part 1 contains most preliminar-
ies needed for Part 2. However, Part 1 also contains material that is very
interesting in its own right, like the Kan extension of a localization func-
tor (Chapter 3), our calculations for trivalent categories (Chapter 2), or the
comprehensive overview of Thompson’s groups (Chapter 4).
Above we have already outlined Chapters 5 and 6. In Chapter 7, we
elaborate on some new ideas that have not yet been fully developed but
already show the surprising richness of Thompson field theory. Specifically,
we discuss models of particle creation and annihilation and of black holes.
We also briefly make connections with cobordisms.
Contributions. Here we list what we believe are the novel contributions
found in this work, both major and minor, in order of appearance:
1. a very general description of Jones’ representations (Section 3.3)
2. a direct and computationally transparent proof of how to approximate
diffeomorphisms by elements of Thompson’s groups (Section 4.4)
3. the construction of dynamics for holographic codes & the bulk-boundary
correspondence (Chapter 5)
4. quantum fields for Thompson’s groups (Chapter 6)
5. prototype dynamics for particles & black holes (Sections 7.1 and 7.2)
6. ideas for discrete cobordisms (Section 7.3)
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A Guide to This Thesis. Finally, here are some suggestions on how to
read the thesis. This is for anyone who prefers to begin with an overview. I
suggest the following order:
1. this introduction
2. the introductions of the chapters
3. Chapters 5 and 6, and bits from chapters in Part 1 where needed
After this, the rest of the thesis should be more accessible.
Publications
The thesis is based on the following articles:
T. J. Osborne and D. E. Stiegemann. “Dynamics for holographic codes”
(2017). arXiv: 1706.08823 [quant-ph]
D. E. Stiegemann. “Approximating Diffeomorphisms by Elements of Thomp-
son’s Groups F and T ” (2018). arXiv: 1810.11041 [quant-ph]
T. J. Osborne and D. E. Stiegemann. “Quantum fields for unitary repre-







Categories and Monoidal Structure
Categories axiomatize the general notion of an associative partially defined
composition with neutral elements, together with notions of structure pre-
serving maps and so-called natural transformations. In the present work,
the use of categorical language serves three purposes:
• It makes it easier to connect different ideas in a rigorous way. For
instance, it allows us to treat trivalent categories and spin systems
under a unified framework.
• It is a convenient form of book-keeping of long definitions. As an ex-
ample, take the definition of a spherical category.
• The level of abstraction makes it easier to decide if conditions are nec-
essary or sufficient, or neither. In this way, it can help us in the very
formation of new useful definitions. See e.g. Section 3.3.
This chapter is a summary of notions from category theory that will be
used in later chapters. The aim is to fix notation and make our work largely
self-contained. However, the exposition is not an introduction to the topics
covered, and we direct the reader to the literature cited at the beginning of
each section for more information.
1.1. Categories, Functors and Natural Transformations
Many introductory texts on category theory have been written, satisfying the
tastes of different groups of readers. In addition to the standard reference
[Mac], we recommend a combination of the books [Lei; Awo; Spi].
Definition 1.1. A category C consists of
• a collection of objects obj(C);
• for each pair A,B ∈ obj(C) a set C(A,B) of morphisms;
• for each triple A,B,C ∈ obj(C) a map
C(A,B)× C(B,C)→ C(A,C), (f, g) 7→ f ◦ g;
called composition;
• for each A ∈ obj(C) an element idA ∈ C(A,A), called the identity on
A,
such that
(1) idB ◦ f = f = f ◦ idA for all A,B ∈ obj(C) and f ∈ C(A,B);
(2) (h ◦ g) ◦ f = h ◦ (f ◦ g) for all A,B,C,D ∈ obj(C), f ∈ C(A,B),
g ∈ C(B,C), and h ∈ C(C,D) (associativity).
Instead of f ∈ C(A,B), we will often write f : A → B. A is called
the domain of f , denoted dom(f), and B is the codomain cod(f). The
15
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collection of all morphisms of C is denoted hom(C), and we will sometimes
write f ∈ C instead of f ∈ hom(C). The set of morphisms between two
objects is called a hom-set. If two morphisms f, g are such that cod(f) =
dom(g), they are called composable since g ◦ f is then defined. Sometimes
we will write g ◦ f without further justification, implicitly assuming that f
and g are composable.
A category can be viewed as a special directed graph, with the morphisms
being edges and the objects vertices.
Example 1.2. The smallest non-empty category I has a single object ? and
only one morphism id?.
Example 1.3. A proset J is a small category such that for any pair of
objects x, y in J , there is at most one morphism x → y. Here, the term
‘proset’ is an abbreviation of ‘preordered set’, and existence of a morphism
x→ y on the category side corresponds to the relation x ≤ y.
Example 1.4. A groupoid is a category in which every morphism is an
isomorphism. A group is a groupoid with exactly one object. If G is a group
and ? its one object, then the morphisms in G are precisely the automor-
phisms of ?, and the set AutG(?) of automorphisms of ? forms a group, under
composition of morphisms, in the traditional sense of algebra. I represents
the trivial group.
Definition 1.5. Let A be a category. An object I in A is initial if for every
object A in A, there is exactly one morphism I → A. An object T in A is
terminal if for every object A in A, there is exactly one morphism A→ T .
Definition 1.6. Let A and B be categories. A functor F : A → B consists
of
• a function obj(A)→ obj(B), assigning to each object A of A an object
F (A) of B,
• for all objects A,B in A, a function A(A,B)→ B(F (A), F (B)), assign-
ing to each morphism f : A→ B in A a morphism F (f) : F (A)→ F (B)
in B,
such that
(F1) F (f ◦ g) = F (f) ◦ F (g) for all composable f, g ∈ A,
(F2) F (idA) = idF (A) for all objects A in A.
Sometimes a functor A → B is also called a diagram in B of type A.
Example 1.7. The identity functor IdC : C → C is the identity map on
objects and on morphisms.
Functors are structure-preserving maps between categories and can there-
fore be viewed as morphisms between categories. Functors are related to
two other mathematical structures. The concepts of representation of an
algebraic structure and of module over an algebraic structure are different
perspectives on the concept of functor. If A is a category corresponding to
an algebraic structure, and C is another category, then a functor F : A → C
can be viewed as a representation of A on C (or, in the traditional language,
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on one or several objects of C). F can also be regarded as a module1 on C
over A; for morphisms f ∈ A and c ∈ C, we consider
f · c = F (f) ◦ c
to be the multiplication of the scalar f with the element c. (F1) and (F2)
translate to the conditions
F (f ◦ g) ◦ c = F (f) ◦ F (g) ◦ c, F (idA) ◦ c = idF (A) ◦ c = c,
(where cod(c) = F (A)), which in the language of modules is written
(fg) · c = f · (g · c), 1 · c = c.
For the sake of completeness, we give here the full defintion of comma
categories.
Definition 1.8. Given categories and functors A F−→ C G←− B, the comma
category (F ↓ G) is defined as follows:
• the objects are all triples (A,B, α) with A ∈ obj(A), B ∈ obj(B), and
α : F (A)→ G(B);
• the morphisms (A,B, α)→ (A′, B′, α′) are all pairs (f, g) of morphisms
f : A→ A′ and g : B → B′ such that






• composition is given by (f ′, g′) ◦ (f, g) = (f ′ ◦ f, g′ ◦ g);
• the identity for an object (A,B, α) is (idA, idB).
Next, we introduce natural transformations. Besides categories and func-
tors, they are the third important ingredient of category theory.
Definition 1.9. Let A and B be categories and let F,G : A → B be functors.
A natural transformation α : F → G consists of a family of morphisms
αA : F (A)→ G(A), one for each object A inA, such that for every f : A→ B
in A, the square





commutes. The morphisms αA are called the components of α.
Natural transformations can be understood as morphisms between func-
tors. Indeed, there is an associative composition of natural transforma-
tions; given α : F → G and β : G → H, where F,G,H : A → B are func-
tors, the composite natural transformation β ◦ α : F → H is defined by
(β ◦ α)A = βA ◦ αA for all objects A. There is also an identity natural
1A module is an algebraic structure similar to a vector space but more general, since
scalars are only required to be elements of a ring, not a field.
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transformation idF : F → F , defined by (idF )A = idF (A). Therefore for any
two categories A and B, there is a category whose objects are the functors
A → B and whose morphisms are natural transformations. It is called the
functor category from A to B and denoted [A,B].
1.2. Limits and Colimits
The following is standard material found in any textbook on category the-
ory. Let J , C be categories. For every object C in C, the constant functor
∆(C) : J → C sends each object of J to C and each morphism to idC .
For every morphism f : C → C ′ in C, the constant natural transforma-
tion ∆(f) : ∆(C) → ∆(C ′) is defined by having the constant component
f . The diagonal functor ∆: C → [C,J ] maps each object C in C to the
constant functor ∆(C) and each morphism f ∈ C to the constant natural
transformation ∆(f).
Let F : J → C be a diagram in C of type J . The comma category (∆ ↓ F )
is called the category of cones to F ; (F ↓ ∆) is the category of cocones
from F . Every terminal object of (∆ ↓ F ) is called a limit of F ; every
initial object of (F ↓ ∆) is called a colimit of F .
Since we will need colimits later on, we spell out the definition of cocone
and colimit in more readable terms. An object of (F ↓ ∆) is (effectively) a
pair (C, η) with an object C in C and a natural transformation η : F → ∆(C).
This means that a cocone from F to C is given by a family of morphisms
ηx : F (x)→ C for each object x in J such that for every morphism j : x→ y
in J ,





commutes. We will refer to the morphisms ηx as the components of the
cocone. A cocone (C, η) is a colimit if for every other cocone (D, η˜), there
exists exactly one morphism u : C → D such that










1.3. Monoidal and Linear Categories
In this section and the next, we freely follow several works on monoidal
and linear categories, depending on our later needs. A standard reference is
[EGNO]; more simple expositions can be found in [Müg; Qui].
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Definition 1.10. A strict monoidal category (C,⊗, I) is a category C
together with a functor ⊗ : C × C → C, called the monoidal product, and
an object I in C, called the unit object, such that
(1) (A⊗B)⊗ C = A⊗ (B ⊗ C) and (f ⊗ g)⊗ h = f ⊗ (g ⊗ h),
(2) I ⊗A = A = A⊗ I and idI ⊗ f = f ⊗ idI = f
for all A,B,C ∈ obj(C) and f, g, h ∈ hom(C).
There is the more general notion of a—not necessarily strict—monoidal
category, where the above identities are replaced with isomorphisms satisfy-
ing coherence conditions. We do not need this level of generality. Therefore,
in this work we will assume all monoidal categories to be strict monoidal.
Definition 1.11. An additive category is a category C with the following
properties:
(A1) Every hom-set is an additive abelian group, and composition of mor-
phisms in C is biadditive.
(A2) There is an object 0 in C such that C(0, 0) is the trivial group.
(A3) for all objects A1, A2 there exists an object B and morphisms pj : B →
Aj and ij : Aj → B for j = 1, 2 such that
p1 ◦ i1 = idA1 , p2 ◦ i2 = idA2 , i1 ◦ p1 + i2 ◦ p2 = idB.
We will denote the neutral elements of hom-sets by 0 as well. In the
situation of (A3), it is easy to see that p2◦i1 = 0 and p1◦i2 = 0. Furthermore,
the object B is unique up to unique isomorphism. We denote it by A1 ⊕A2
and call it the direct sum of A1 and A2; the pj are to be thought of as
projections and the ij as embeddings.
Definition 1.12. A category C is K-linear if every hom-set is a finite-
dimensional K-linear space and composition of morphisms is bilinear. A
monoidal category C is called K-linear if additionally the monoidal product
is bilinear.
Every K-linear category is automatically an additive category, with ad-
dition given by addition of vectors.
Two objects A and B in an additive category C are said to be disjoint if
C(A,B) is the trivial group.
Definition 1.13. An object X in a K-linear category C is called simple if
C(X,X) = K idX . C is called semisimple if it is additive and there exists
a set {Xi} of pairwise disjoint simple objects such that every object in C is
isomorphic to a finite direct sum of objects in {Xi}.
1.4. Duality in Monoidal Categories
Definition 1.14. A strict monoidal category (C,⊗, I) is called rigid if for
every object A in C there exists an object A∗, called its left dual, and a
pair of morphisms
• coevA : I → A⊗A∗, called the coevaluation, and
• evA : A∗ ⊗A→ I, called the evaluation,













commute. In that case, A is called a right dual of A∗.
Note that always I∗ ∼= I. We come to the following proposition, which
can be found in [Qui, Prop. 4.2.3], see also [EGNO, Prop. 2.10.5].
Proposition 1.15. Let A be an object in C. Assume that A has a left dual
A∗ with coevaluation and evaluation maps coevA and evA, respectively, and
another left dual A˜ with coevaluation and evaluation maps c˜oevA and e˜vA,
respectively. Then there is a unique isomorphism α : A∗ → A˜ such that
(1.2) e˜vA ◦ (α⊗ idA) = evA and (idA ⊗ α−1) ◦ c˜oevA = coevA.
In short, dual objects are unique up to unique isomorphism, and this
isomorphism commutes with (co-)evaluations. We will therefore speak of the
left or right dual. The isomorphism and its inverse are given by
α = A∗
idA∗⊗c˜oevA−−−−−−−→ A∗ ⊗A⊗ A˜ evA⊗idA˜−−−−−→ A˜,
α−1 = A˜
idA˜⊗coevA−−−−−−−→ A˜⊗A⊗A∗ e˜vA⊗idA∗−−−−−−→ A∗.
Proposition 1.16. Let A and B be objects in a rigid monoidal category.
Then there is a unique isomorphism αA,B : (A⊗B)∗ → B∗ ⊗A∗ such that
evB ◦ (idB∗ ⊗ evA ⊗ idB) = evA⊗B ◦ (α−1A,B ⊗ idA⊗B)
and
(idA ⊗ coevB ⊗ idA∗) ◦ coevA = (idA⊗B ⊗ αA,B) ◦ coevA⊗B.
Given a rigid structure, it is possible to define a notion of adjunction for
morphisms as well. For any morphism f : A → B, define f∗ : B∗ → A∗ by
setting
f∗ = B∗
coevA⊗idB∗−−−−−−−−→ A∗ ⊗A⊗B∗ idA∗⊗f⊗idB∗−−−−−−−−−→ A∗ ⊗B ⊗B∗ id
∗
A⊗evB−−−−−→ A∗.
One can show that (g ◦ f)∗ = f∗ ◦ g∗ and id∗A = idA∗ .
From the rigid structure we have a canonical isomorphism (A ⊗ B)∗∗ ∼=





−−−−−−→ (B∗ ⊗A∗)∗ αB∗,A∗−−−−→ A∗∗ ⊗B∗∗.
Definition 1.17. Let C be a rigid monoidal category. A pivotal structure
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commutes for all objects A and B in C.
The second condition is to ensure that the pivotal structure is compatible
with the rigid and monoidal structure of the category.
Definition 1.18. A pivotal category is called strict pivotal if the isomor-
phisms φA : A → A∗∗ and αA,B : (A ⊗ B)∗ → B∗ ⊗ A∗ are identities and
I = I∗.
Definition 1.19. Let X be an object in a strict pivotal category C, and let
X∗ be its dual. X is called self-dual if there is an isomorphism β : X → X∗
and X is called symmetrically self-dual if β∗ = β.
Given a fixed self-dual objectX, we can define particularly simple versions
of the coevaluation and evaluation morphisms for X which do not have an
orientation. They are defined by
(ĉoev : I → X ⊗X) = (idX ⊗ β−1) ◦ coevX ,
(êv : X ⊗X → I) = evX ◦ (β ⊗ idX),
and are useful in the graphical calculus developed in Section 1.5.
Let C be strict pivotal. For every object A and f : A → A we define
morphisms in C(I, I) by
trL(f) = evA∗ ◦ (f ⊗ idA∗) ◦ coevA,
trR(f) = evA ◦ (idA∗ ⊗ f) ◦ coevA∗ .
Definition 1.20. A strict pivotal category C is called spherical if trL(f) =
trR(f) for all f .
Finally, we briefly mention the concept of dagger category, which we will
use a few times in this work. A dagger is a functor † : Cop → C which is the
identity on objects and an involution on morphisms, that is, † ◦ † = IdC . It
is usually required or inferred that the dagger operation is compatible with
additional structure. Applied to morphisms, the most important of these
constraints are
(f + g)† = f † + g†, (f ⊗ g)† = f † ⊗ g†,
(f∗)† = (f †)∗, tr(f †) = tr(f)†.
In a C-linear category, the dagger can be linear or conjugate-linear.
1.5. The Graphical Calculus of Monoidal Categories
Monoidal categories have a very simple graphical calculus [JS; Sel]. Given
any category, morphisms are represented by planar graphs with labelled
vertices, called ‘diagrams’, and objects are represented by labelled edges,
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also called ‘legs’. Diagrams are read from bottom to top. For instance, if




Every morphism diagram has an ingoing leg, representing the domain, and an
outgoing leg, representing the codomain, and diagrams are to be read from
bottom to top. Composition is represented by the operation of attaching






is the diagram for g ◦ f = A f−→ B g−→ C. Identities are more simply repre-
sented by straight lines, so
A
A
idA = A .
Sometimes even the label of the identity (here: A) is omitted when it is clear
from context.
The monoidal product of morphisms corresponds to horizonal juxtaposi-
tion of diagrams, and the monoidal product of objects corresponds to edges
drawn side by side. Given morphisms f : A→ A′ and g : B → B′, we have
A⊗B
A′ ⊗B′












The unit object I is indicated by the absence of any edge, and the identity
of the unit object, idI , is represented by the empty diagram containing no
vertices and edges. For example, a morphism h : I → A⊗B is depicted
A B
h .
In a rigid category, the coevalution and evaluation morphisms have special
representations in the graphical calculus. They are depicted (in order) as
A A∗ and A∗ A .
These diagrams are called cup and cap. The two defining conditions of (1.1)
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As another example, the uniqueness statement of Proposition 1.15 becomes














where we have indicated c˜oevA and e˜vA with a tilde.
If X is a symmetrically self-dual object in a strict pivotal category, then
duals can be written particularly simple. Whenever the coevaluation or
evaluation and X∗ appear together, they can be replaced by ĉoev or êv,
which we depict as
X
and X ,
respectively. When X is symmetrically self-dual, it admits a graphical calcu-
lus of unoriented strands where all isotopies are allowed, possibly by inserting




Trivalent categories are used in this work as another test case for the struc-
tures developed in later chapters, adding to the well-known case of spin
systems. There is a reasonable chance that if something works with trivalent
categories, it is transferrable to general fusion categories. Due to the graph-
ical calculus, calculations in trivalent categories are particularly easy to do,
both by hand and with the help of the computer [Sti2]. In this chapter, we
also record some calculations which are not used in later chapters but good
to have in the interest of completeness and for future use.
Originally, trivalent categories were introduced by Morrison, Peters, and
Snyder as the beginning of “[. . .] a general program to automate skein theo-
retic arguments in quantum algebra and quantum topology” [MPS].
We recommend Section 2.2.1 to the reader who primarily wants to learn
how to do computations with trivalent diagrams, and it is also helpful to
skim through Section 2.2.4. For more details on the graphical calculus used
in this chapter we refer the reader to Section 1.5.
2.1. Basic Facts
A spherical category C is called non-degenerate if for every morphism
f ∈ hom(C) there is another morphism g such that tr(f ◦ g) 6= 0 in C(I, I).
Definition 2.1. A triple (C, X, τ) is called a trivalent category if the
following are fulfilled:
(T1) C is a strict pivotal non-degenerate C-linear category;
(T2) X is a self-dual simple object in C;
(T3) the linear spaces Cn = C(I,X⊗n), for n = 0, 1, 2, 3, have dimensions
dim C0 = 1, dim C1 = 0, dim C2 = 1, dim C3 = 1;
(T4) the element τ ∈ C3, called the trivalent vertex, generates C as a
pivotal category;
(T5) τ is invariant under rotation.
Since dim C0 = 1, we can identify C0 with the ground field C. Such a
category is also called evaluable. In this context, it is helpful to note that I
can be thought of as X⊗0.
Property (T4) means that every morphism in C is obtained from a com-
bination of composing and tensoring the identity, (modified) evaluation and
coevaluation, self-duality, and the trivalent vertex.
In this chapter, (C, X, τ) will always denote a trivalent category. We recall
a few important facts from [MPS].
Lemma 2.2. X is symmetrically self-dual.
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This is [MPS, Lemma 2.2]. While self-duality allows us to define a mod-
ified coevaluation and evaluation without X∗, symmetric self-duality allows
us to drop the orientation and draw the modified coevaluation and evaluation
as an undecorated cup and cap, respectively.
Lemma 2.3. Every trivalent category is spherical.
(See [MPS, Remark 2.5].) In summary, every unoriented planar trivalent
graph with n boundary points can be interpreted as an element of Cn, so
that we can drop all labels and orientations.
Trivalents categories are also dagger categories; the † operation is given
by horizontal reflection. It allows us to define an inner product. We set
〈f, g〉 = tr(f † ◦ g)
for all morphisms f, g with dom(f) = cod(g) and cod(f) = dom(g). This
inner product is non-degenerate since the category is non-degenerate. In
accordance with [MPS], we assume that † is linear, and that 〈 · , · 〉 is bilinear.
2.2. Computations with Trivalent Diagrams
We will now explain how to simplify and evaluate trivalent diagrams. For
diagrams with up to three legs—here called ‘small diagrams’—the respective
simplification rules follow directly from the definition of, and basic facts
about, trivalent categories explained in the previous section.
For practical and meaningful calculations, we also need to know the re-
lations between diagrams in C4. In order to accomplish this, we explain how
to compute an orthonormal basis for C4 and use it to enable further calcula-
tions. In that context, we will also recapitulate how trivalent categories are
distinguished by different dimensions of C4.
2.2.1. Small Diagrams. First, since every diagram with no open legs is a
scalar multiple of the empty diagram, the loop is a complex number which
we call d,
= d.
d is non-zero since C is non-degenerate and dim C2 = 1. Secondly, dim C1 = 0
means that every diagram containing the lollipop diagram
is zero. Thirdly, dim C2 = 1 means that the bigon can be contracted as
= b ,
where b is another complex constant which, similar to above, is non-zero
because C is non-degenerate and dim C3 = 1. In [MPS], the normalization
b = 1 is used throughout; we will not make this choice until much later.
Finally, dim C3 = 1 means that
= t ,
where t is a parameter which can be zero.
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2.2.2. Orthonormalization. We are confronted with the following prob-
lem. We work in a linear space V of diagrams and want to perform com-
putations in V, in particular, investigate operators on V and compute their
matrix elements. We are provided with a basis {β1, . . . , βn} for V that is
relatively easy to obtain and diagrammatically simple but not orthonormal.
Therefore the matrix elements of an operator A on V with respect to this
basis must be computed by hand. This task is easy if n = dimV is small,
however, for larger n it is more reasonable to use the computer.
With a computer we can quickly compute scalar products, which is only
possible if the corresponding basis is orthonormal. This leads to the problem
of computing an orthonormal basis {θ1, . . . , θn} for V and converting back
and forth between β and θ.
The Gram matrix for the basis β is defined by
Gij = 〈βi, βj〉 .
It is positive semidefinite because the scalar product 〈 · , · 〉 is positive semi-
definite. Therefore there exists a unitary matrix U such that
D = U∗GU












These vectors certainly form a basis of V. Moreover,




UkiUlj 〈βk, βl〉 = 1√
DiDj
(U∗GU)ij = δij ,
so θ is an orthonormal basis. Gram–Schmidt orthonormalization is one of
several algorithms that take as input the basis β and output the orthonormal
basis θ. In other words, it gives the matrix Θ of coefficients.
2.2.3. Conversion of Vectors and Matrix Elements. Assume a vector





in the non-orthonormal basis β. Knowing only the scalar products 〈βl, x〉
for l = 1, . . . , n and the coefficients Θ, we can compute the components c of
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obtained from (2.1) by setting x = Aβi.
2.2.4. Diagrams in C4. Using the Gram–Schmidt process an orthonormal
basis for C4 was computed. It can be used to express the square as a linear
combination of faceless diagrams, which is needed in order to reduce diagrams
containing squares. We will now present and explain these results. For the
source code, see [Sti3; Sti2].
In the following, D(n, k) denotes the set of trivalent graphs with n bound-
ary points and at most k internal faces having four or more edges. Corre-
spondingly, M(n, k) is the matrix of inner products of D(n, k).
The elements of D(4, 1) are named in the following order:
β41 = , β
4
2 = ,




The matrix of scalar products is
M(4, 1) =

d2 d bd 0 b2d
d d2 0 bd b2d
bd 0 b2d bdt bdt2
0 bd bdt b2d bdt2
b2d b2d bdt2 bdt2 w4
,
where the value of the window diagram
w4 = 〈f4, f4〉 =
has yet to be determined. M(4, 1) has the Gram matrix G4 = M(4, 0) of β4
as a submatrix.
































We will denote the corresponding orthonormal basis vectors by θ4i . If we
have dim C4 = k with k ∈ {2, 3, 4}, the diagrams {β4i }ki=1 form a basis of C4
and (Θ4ij)
k
i,j=1 provides the coefficients for an orthonormal basis of C4.
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By using (2.1), we can compute the components of the square f4 with






























for dim C4 = 4.




for dim C4 = 2,
β4(w4) =
d(−3b4 + 2b4d+ 2b2t2 − 2b2dt2 − t4 + d2t4)
d2 − d− 1 for dim C4 = 3,
β4(w4) =
2bd(b4 + b3t− 2b2t2 + t4 + dt4)
bd+ t+ dt
for dim C4 = 4.
The matrices of scalar products have determinants
detM(4, 0) = b2d4(bd+ t− dt− 2b)(bd+ t+ dt),
detM(4, 1) = −b2d4(bd+ t− dt− 2b)
· (2b5d+ 2b4dt− 4b3dt2 + 2bdt4 + 2bd2t4
− (bd+ t+ dt)w4
)
.
Recall from linear algebra that a set of vectors {v1, . . . , vn} ⊂ V from some
linear spaceV of arbitrary dimension and with scalar product 〈 · , · 〉 is linearly
independent if and only if the n× n matrix (〈vi, vj〉)ki,j=1 of scalar products
has full rank. Following this, we know that if dim C4 ≤ 3, we must have
detM(4, 0) = detM(4, 1) = 0. Since d 6= 0, this means that
(2.2) PSO(3) = bd+ t− dt− 2b = 0
or
(2.3) bd+ t+ dt = 0 and 2b5d+ 2b4dt− 4b3dt2 + 2bdt4 + 2bd2t4 = 0.
In the case of (2.3), solving gives
(2.4) d = Φ±, t = bΦ∓,









for the golden ratio Φ+ and its (negative) conjugate Φ−. Incidentally, (2.2)
then holds as well.
In conclusion, a trivalent category with dim C4 ≤ 3 must have PSO(3) = 0.
Morrison, Peters, and Snyder have shown that in this case C is
• an SO(3)q category with d = q2 + 1 + q−1 if (d, t) 6= (−1, 3/2), or
• the OSp(1|2) category if (d, t) = (−1, 3/2).
On the one hand, when d 6= Φ±, the dimensions of SO(3)q are the Riordan
numbers dim Cn = an with
a0 = 1, a1 = 0, an =
n− 1
n+ 1
(2an−1 + 3an−2), n ≥ 2,
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whose first values are 1, 0, 1, 1, 3, 6, 15, 35, . . . . In particular, we then have
dim C4 = 3. On the other hand, if (2.4) holds then dim Cn are the Fibonacci
numbers 1, 0, 1, 1, 2, 3, 5, 8, . . . , so that dim C4 = 2, in which case C is a
Fibonacci category. OSp(1|2) has dim C4 = 3.
Finally, we note that there are also categories with dim C4 = 4. They are
called cubic and described in detail in [MPS]. We will not need them in this
work.
CHAPTER 3
Localization Theory and Kan Extensions
Localization is a canonical way of making things invertible. We will need it
in Chapter 5 to construct dynamics for holographic codes. Localization can
be described in full generality in the language of category theory. However,
before moving to categories, we discuss a few simpler cases from abstract
algebra.
Monoids. Let’s say we are given a set R on which an associative multipli-
cation is defined, that is, (fg)h = f(gh) for all f, g, h ∈ R, and which has
a neutral element e, such that ef = fe = f for all f ∈ R. In algebra, such
an R is called a monoid. It is similar to a group, except in a group every
element g possesses an inverse g−1 such that g−1g = gg−1 = e. Elements
of a monoid need not be invertible (though they can be). An example of
a (commutative) monoid is given by the integers Z with multiplication and
with 1 as the neutral element.
From Monoids to Groups. Out of R we want to form a group G which
contains all elements of R plus inverses for all non-invertible elements of R.
This is possible if the elements of R satisfy the following two conditions:
• ∀f, g ∃p, q : pf = qg (left Ore condition),
• (∀f, g, v) (fv = gv) =⇒ (∃w : wf = wg) (cancellation).
If these are satisfied, such a G can be constructed. G will be universal in
the sense that in order to obtain G we will only add exactly as many new
elements as needed, not less and not more.
Now we sketch the construction of the group G. The idea is to formally
invert all morphisms by introducing fractions. First we form a set Gˆ consist-
ing of all pairs (f, g), (h, i), . . . of elements of R, which may be written like






, . . . .
We define two fractions f/g and f ′/g′ to be equivalent, written f/g ∼ f ′/g′,
if there exists a p ∈ R such that pf = f ′ and pg = g′. Next, we form the set











for all p ∈ R. (Here [ · ]∼ denotes ∼ equivalence classes; we will omit the
brackets in the remainder of this paragraph and say ‘fraction’ instead of
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‘equivalence class of fractions’.) This equation is similar to fractions of num-





2 · 3 .
Given two fractions f/g and h/i, their product is defined with the help
of the left Ore condition. By this condition, there exist p, q ∈ R such that



















where in the third term we have illustrated the idea behind the definition.
(This is more complicated than the multiplication of rational numbers, which
is a particularly simple case.) The neutral element for the multiplication
is e/e. Using the left Ore condition and cancellation one can check that
everything is well-defined and obtains the group G of fractions of R. For the
example R = Z (with multiplication), the group G is the group of rational
numbers Q with multiplication.
Rings and Modules. It is also possible and common to localize the mul-
tiplicative monoid of a ring R. Furthermore, if the ring is part of a left
R-module and the multiplicative monoid of R satisfies the left Ore and can-
cellation conditions, one can define a sensible notion of localization of a
module, which really means that the ring of scalars of the module is being
localized. If m is an element of a left R-module M and r, s ∈ R, then by a
procedure similar to the above for monoids, a new module R−1M may be
defined whose elements are of the form
r · m
s
It can be proved that R−1M isomorphic to a module in which the localization




Formally, this module is R−1R⊗RM .
In any case, as outlined in the explanation of Definition 1.6 in Chapter 1,
the module M can be viewed as a representation of the ring R. This means
that the localization of the module can be viewed as the canonical way to
form the ‘localization of the representation’ of R on M .




where the element of the module is in the denominator and t ∈ R. As an















with ps = qt, is the correct scalar multiplication.
For general categories the above situations are often similar, except composi-
tion of morphisms is only defined for composable morphisms. Furthermore,
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in our simplified version we have inverted all elements of the monoid, while in
general it is only possible to invert a specific subset of R, and this is similary
the case for categories. Jones’ representations are a more general version of
the localization of modules, which—as explained above—can be viewed as
representations. The purpose of this chapter is to recapitulate localization
of categories in detail (Sections 3.1 and 3.2), and to then give an abstract
description of Jones’ representations (Section 3.3).
The idea of localizing monoids and rings is well established in abstract
algebra, and Ore localization specifically dates back to 1931, see [Ore] and
also [Ško]. The first formal exposition on categories of fractions was done by
Gabriel and Zisman in [GZ]. We largely follow a combination of [GZ; PP;
Fri] and recommend the latter as an introduction.
3.1. Localization
A functor F : C → D is said to make a morphism f ∈ hom(C) invertible if
F (f) is an isomorphism.
Definition 3.1. Let C be a category and Σ a set of morphisms in C. A
localization of C by Σ consists of a category C[Σ−1] and a functor Q : C →
C[Σ−1] such that
(L1) Q makes the elements of Σ invertible;
(L2) for every other functor P : C → D that makes the elements of Σ
invertible, there exists a unique functor H : C[Σ−1] → D such that
P = H ◦Q.
Given a localization of C by Σ, the universal property (L2) ensures that it
is unique up to unique isomorphism of categories:1 Given two localizations
(Q,Σ−1C) and (P,D) of C, we get functors H : C[Σ−1] → D and H ′ : D →
C[Σ−1] from (L2). Then again by (L2), H ′ ◦H = IdC[Σ−1] and H ◦H ′ = IdD,
soH is the desired isomorphism of categories. This justifies the unambiguous
notation “ C[Σ−1] ”.
The following theorem shows that a localization can always be constructed
by formally adding inverses for all morphisms in Σ, and can be found in the
literature [GZ, Section 1.1], [Fri, Theorem 2.1].
Theorem 3.2. C[Σ−1] and Q : C → C[Σ−1] always exist.
Proof. We construct a diagram scheme T as follows. Let obj(T ) = obj(C)
and hom(T ) = hom(C) unionsq Σ. Denote by i1 and i2 the canonical injections of
hom(C) and Σ into hom(C) unionsq Σ and set
domT ◦ i1 = domC , domT ◦ i2 = codC |Σ,
codT ◦ i1 = codC , codT ◦ i2 = domC |Σ.
T now consists of the objects and morphisms of C plus an additional copy
of Σ such that the direction of all arrows coming from this copy is reversed
in T . (Effectively, hom(T ) = hom(C) unionsq Σop.)
1If one relaxes Definition 3.1 and merely requires a natural isomorphism P ∼= H ◦ Q
(plus a certain third condition), then uniqueness of a localization is up to equivalence of
categories, which is more favourable from an abstract point of view. Since we do not need
to exploit the notion of localization in full generality, the above definition is sufficient.
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Next, define the following equivalence relation on the free category F(T )
generated by T :
(1) i1(f) ◦ i1(g) ∼ i1(f ◦ g) if f and g are composable in C,
(2) i1(idCa) ∼ idF(T )a for all a ∈ obj(C),
(3) i2(s) ◦ i1(s) ∼ idF(T )domC(s) and i1(s) ◦ i2(s) ∼ id
F(T )
codC(s)
for all s ∈ Σ.
(Here idC and idF(T ) are the identity maps on C and F(T ).) The first two
conditions reproduce the composition on C; the third turns the morphisms
in the range of i2 into formal inverses.
Now let I : C → F(T ) be the inclusion functor that is the identity on
objects and maps a morphism f of C to F(i1(f)) in F(T ), and let S : F(T )→
F(T )/∼ be the canonical quotient functor. Define the functor Q : C →
F(T )/∼ by Q = S ◦ I. Then by (3), Q clearly makes every morphism of Σ
invertible.
Furthermore, let P : C → D be another functor that makes the elements
of Σ invertible, and set H : F(T )/∼ → D by letting H(Q(f)) = P (f). H is
well-defined since P maps the above relations to equalities; for (1) and (2)
this holds because P is a functor and for (3) because P makes the elements
of Σ invertible. The functor H thus defined is obviously unique. Therefore
the universal property is fulfilled and F(T )/∼ = C[Σ−1]. 
3.2. Calculus of Fractions
If we know more about the set Σ, then it can be shown that the localization
takes a specific form; it can be described as the category of fractions with
denominators in Σ. We will construct this category Σ−1C and show that it
is isomorphic to the localization defined in the previous section. We largely
follow Krause [Kra] and Fritz [Fri].
Let C be a category and Σ a set of morphisms in C.
Definition 3.3. Σ admits a calculus of left fractions if the following
properties hold:
(LF1) If σ, τ are composable morphisms in Σ, then τ ◦σ ∈ Σ. Furthermore,
the identity morphism idX is in Σ for every object X in C.
(LF2) Every pair of morphisms X ′ τ←− X g−→ Y with g ∈ C and τ ∈ Σ can
be completed to a commutative square
X Y




such that f ∈ C and σ ∈ Σ.
(LF3) Let f, g : X → Y be parallel morphisms in C. If there is a morphism
σ : X ′ → X in Σ with f ◦ σ = g ◦ σ, then there exists a morphism
τ : Y → Y ′ in Σ with τ ◦ f = τ ◦ g.
Now assume that Σ admits a calculus of left fractions. A pair (f, σ) of
morphisms
X Y ′ Yf σ
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with σ ∈ Σ is called a left fraction. Two left fractions (f1, σ1) and (f2, σ2) are
defined to be equivalent (written (f1, σ1) ∼ (f2, σ2)) if there exist morphisms
p and q such that the diagram
(3.1)
Y1










with f ′ = p ◦ f1 = q ◦ f2 and σ′ = p ◦ σ1 = q ◦ σ2 commutes and σ′ ∈ Σ.
(f ′, σ′) is called the expansion of (f1, σ1) and (f2, σ2).
Remark 3.4. In fact, two equivalent fractions are always each equivalent













and similarly for (f2, σ2). Conversely, if two fractions (f1, σ1) and (f ′, σ′)
form a commutative square as in (3.2), they are equivalent, and (f ′, σ′) is an
expansion of (f1, σ1).
Lemma 3.5. The relation ∼ thus defined is an equivalence relation.
Proof. If (f1, σ1) = (f2, σ2), then (3.1) commutes with the choices (f ′, σ′) =
(f1, σ1) and p = q = idY1 ; therefore ∼ is reflexive, and it is obvious that it is
also symmetric.
For transitivity, consider the relations (f1, σ1) ∼ (f2, σ2) and (f2, σ2) ∼





















36 3. LOCALIZATION THEORY AND KAN EXTENSIONS
commutes. The morphisms in the diagram
(3.4)
Y ′









drawn with continuous lines form a commuting subset of (3.3). By (LF2),
we can find morphisms t ∈ C and ρ ∈ Σ such that the square formed by σ′,
t, ρ, and σ′′ commutes. Since
t ◦ q ◦ σ2 = t ◦ σ′ = ρ ◦ σ′′ = ρ ◦ s ◦ σ2,
it follows from (LF3) that there exists τ ∈ Σ such that all of (3.4) commutes.
Inserting these facts into (3.3), we see that
Y1









commutes and that τ ◦ ρ ◦ σ′′ ∈ Σ, which proves that (f1, σ1) ∼ (f3, σ3). 
We write [f, σ] for the equivalence class of a fraction (f, σ).
Lemma 3.6. Let morphisms X ′ τ←− X g−→ Y with τ ∈ Σ be given. If (f1, σ1)
and (f2, σ2) are two fractions completing the commutative square in (LF2),
then (f1, σ1) ∼ (f2, σ2).
Proof. We are given the commutative diagram
Y ′







and consider the diagram
Y ′
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By (LF2), there are t ∈ C and σ′1 ∈ Σ that make the square commute. Since
t ◦ f1 ◦ τ = t ◦ σ1 ◦ g = σ′1 ◦ σ2 ◦ g = σ′1 ◦ f2 ◦ τ,
it follows from (LF3) that there exists ν ∈ Σ such that
Y ′







commutes and ν ◦ t ◦ σ1 = ν ◦ σ′1 ◦ σ2 ∈ Σ. 
Given two equivalence classes of fractions [f, σ] and [g, ω] with dom(σ) =
dom(g), their composition [g, ω] ◦ [f, σ] is defined to be [g′ ◦ f, σ′ ◦ ω], where
g′ and σ′ are obtained from (LF2) as in the commutative diagram
Z ′′
Y ′ Z ′
X Y Z.
g′ σ′
f σ g ω
Lemma 3.7. The equivalence class of the composition [g, ω] ◦ [f, σ] = [g′ ◦
f, σ′ ◦ ω] is independent of the choice of g′ and σ′ obtained from (LF2) and
independent of the chosen representatives (f, σ) and (g, ω).
Proof. The first statement follows directly from Lemma 3.6. For the second
statement, assume first that (f1, σ1) has the expansion (f ′, σ′), which means
that f ′ = p ◦ f1 and σ′ = p ◦ σ1 for some p ∈ C. The composition of both





Y ′ Z ′′







f1 σ1 g ω
Since p ◦ σ1 ∈ Σ, (LF2) implies that there exist gˆ ∈ C and pi ∈ Σ such that
gˆ ◦ (p◦σ1) = pi ◦ (g′ ◦σ1). This can be regrouped as (gˆ ◦p)◦σ1 = (pi ◦g′)◦σ1,
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so by (LF3) there exists τ ∈ Σ such that all of (3.5) commutes. But from
Remark 3.4 it thus follows that [g, ω] ◦ [f ′, σ′] ∼ [g, ω] ◦ [f1, σ1].
Next, we assume that (g1, ω1) has the expansion (g′, ω′). As above, the
composition of their equivalence classes with some [f, σ] is shown in the
diagram
W
Z ′′ Z ′




f σ g1 ω1
g′
rˆ ∈ C and ρ ∈ Σ exist by (LF2), from which it follows that [g′, ω′] ◦ [f, σ] ∼
[g1, ω1] ◦ [f, σ].
Assuming that (f ′, σ′) and (g′, ω′) are expansions of (f1, σ1) and (g1, ω1),
respectively, we have
[g1, ω1] ◦ [f1, σ1] ∼ [g1, ω1] ◦ [f ′, σ′] ∼ [g′, ω′] ◦ [f ′, σ′].
Since ∼ is transitive, the first and third composition are also equivalent.
This means that if (f1, σ1) ∼ (f2, σ2) have common expansion (f ′, σ′) and
(g1, ω1) ∼ (g2, ω2) have common expansion (g′, ω′), we have
[g1, ω1] ◦ [f1, σ1] ∼ [g′, ω′] ◦ [f ′, σ′] ∼ [g2, ω2] ◦ [f2, σ2],
which proves the claim after using transitivity again. 
Lemma 3.8. Composition of equivalence classes of fractions is associative.
Proof. This follows directly after three applications of (LF2), which give the
dashed arrows in the diagram
W ′′′
Z ′′ W ′′
Y ′ Z ′ W ′
X Y Z W . 
h′′′ σ′′′
g′ σ′ h′ ω′
f σ g ω h κ
Finally, note that for all morphisms X f−→ Y ′ σ←− Y with σ ∈ Σ,
[f, σ] ◦ [idX , idX ] = [idY , idY ] ◦ [f, σ] = [f, σ].
This allows us to form the promised category Σ−1C with the following data:
• the objects are those of C;
• the morphisms are equivalence classes [f, σ] of fractions with f ∈ C and
σ ∈ Σ;
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• composition of morphisms is given by composition of equivalence classes
of fractions;
• for every object X, the identity morphism is [idX , idX ].
We proceed by comparing Σ−1C with the localization C[Σ−1]. To this end,
we define the canonical functor R : C → Σ−1C which is the identity on ob-
jects and maps f : X → Y to [f, idY ]. (It is easy to prove that R is indeed
a functor.) We also recall the quotient functor Q : C → C[Σ−1] of the local-
ization.
Theorem 3.9. The functor F : Σ−1C → C[Σ−1] which is the identity on
objects and the map [f, σ] 7→ Q(σ)−1◦Q(f) on morphisms is an isomorphism.
Proof. First we show that F is well-defined. Let [p ◦ f, p ◦ σ] = [f, σ]. Then
F ([p ◦ f, p ◦ σ]) = Q(p ◦ σ)−1 ◦Q(p ◦ f)
= Q(σ−1) ◦Q(p)−1 ◦Q(p) ◦Q(f)
= Q(σ)−1 ◦Q(f)
= F ([f, σ]).
Next, we show that F is a functor. Let [f, σ] and [g, ω] be composable
morphisms and let p, q be such that p ◦ σ = q ◦ g. Then
F ([g, ω] ◦ [f, σ]) = F ([p ◦ f, q ◦ ω])
= Q(q ◦ ω)−1 ◦Q(p ◦ f)
= Q(ω)−1 ◦Q(q)−1 ◦Q(p) ◦Q(f)
= Q(ω)−1 ◦Q(g)−1 ◦Q(g) ◦Q(q)−1
◦Q(p) ◦Q(σ) ◦Q(σ)−1 ◦Q(f)
= Q(ω)−1 ◦Q(g) ◦Q(σ)−1 ◦Q(f)
= F ([g, ω]) ◦ F ([f, σ]).
Since R makes all elements of Σ invertible, there is a functor G : C[Σ−1]→
Σ−1C such that R = G ◦ Q. Let [f, σ] be an equivalence class of fractions
with cod(f) = dom(σ) = Y . Then
G◦F ([f, σ]) = G(Q(σ)−1◦Q(f)) = R(σ)−1◦R(f) = [idY , σ]◦[f, idY ] = [f, σ],
so G ◦ F = IdΣ−1C . Furthermore, for all f : X → Y in C[Σ−1], we have
F ◦G ◦Q(f) = F ◦R(f) = F ([f, idY ]) = Q(f).
If we apply the universal property (LF2) to Q, it follows that there exists
a unique functor J : C[Σ−1] → C[Σ−1] such that Q = J ◦ Q. Since also
Q = IdC[Σ−1] ◦ Q = F ◦ G ◦ Q, we must have J = F ◦ G = IdC[Σ−1] by
uniqueness. 
In the sequel, we will always identify Σ−1C with C[Σ−1] whenever Σ ad-
mits a calculus of left fractions.
Remark 3.10. If for any object X we have C(X,X) ⊂ Σ, then C(X,X) is a
group under composition. In this case, inverses are given by [f, g]−1 = [g, f ].
If Σ = hom(C), then C[Σ−1] is a groupoid.
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3.3. The Kan Extension of a Localization Functor
Let A,B,S be categories and let F : A → B be a functor. If the functor
· ◦ F : [B, S]→ [A,S]
has a left adjoint, this left adjoint is called a left Kan extension along F .
For the following, note that for each object B ∈ B, there are a comma
category (F ↓ B) and a corresponding projection functor PB : (F ↓ B)→ A.
The following proposition is taken from [Lei, Ex. 6.2.25].
Theorem 3.11. Let F : A → B be a functor between small categories, and
let X : A → S be a functor. For each object B ∈ B, define a functor χB by
χB : (F ↓ B) PB−−→ A X−→ S.
Assume that S has all colimits of shape χB for every B, and let (LanF X)(B)
be the colimit of χB. Then this defines a functor LanF X, and for every other
functor Y : B → S, there is a canonical bijection between natural transforma-
tions LanF X → Y and natural transformations X → Y ◦ F . In this case,
LanF is a left Kan extension along F .
The proof can be found in [Bor, Thm. 3.7.2]. We do not explain it here;
instead, it is most helpful to carefully write out all parts of the definitions
and statements in Theorem 3.11.
The objects of (F ↓ B) are pairs (A, h : F (A) → B), and a morphism








commutes. Then χB acts as
(A, h : F (A)→ B) 7→ X(A) on objects,
(f : A→ A′) 7→ X(f) on morphisms.
A cocone from χB to SB = (LanF X)(B) is a family of morphisms












commutes for every morphism (f : A → A′) ∈ A from (A, h) to (A′, h′) in
(F ↓ B).
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From the proof one can see how LanF X acts on morphisms. If g : B → B′









commutes for every morphism of the form h : F (A)→ B.
Let C be small, and assume that Σ ⊂ hom(C) admits a calculus of left
fractions, so that Q : C → C[Σ−1] is the localization functor which is the map
f 7→ [f, idcod(f)] on morphisms and the identity on objects—though for the
sake of clarity we will not evaluate it on objects.
We will now investigate left Kan extensions LanQ along Q. For the mo-
ment, we fix an object B.
As a first step, we look at (Q ↓ B). We consider two objects in (Q ↓ B),
(A, h) and (A′, h′), where h and h′ can in general be written as
h = [h1 : F (A)→W,h2 : B →W ],
h′ = [h′1 : F (A
′)→W ′, h′2 : B →W ′]
for some W and W ′. A morphism (A, h) → (A′, h′) consists of a morphism
f : A→ A′ in C such that
(3.7) h′ ◦ [f, idA′ ] = h.
We assume that we again have a functor X : C → S which we want to
extend. The colimit for B consists of a family of morphisms ηB(A,h) : X(A)→
SB indexed by objects (A, h) = (A, h : F (A) → B). We consider the subset
of objects of the form
(3.8)
(
A, [idQ(A), ε : B → Q(A)] : Q(A)→ B
)
,
or, in short, (A, [idQ(A), ε]). We now look at (3.6) for the special case of the
cocone indexed by objects as in (3.8). In this case, h = [idQ(A), ε], and we
can compute
g ◦ h = [g1, g2] ◦ [idQ(A), ε] = [g′1, ε′ ◦ g2],
where we have written g = [g1, g2], and where g′1 ◦ε = ε′ ◦g1. We can further
trivially write
[g′1, ε
′ ◦ g2] = [idZ , ε′ ◦ g2] ◦ [g′1, idZ ],
where Z is the codomain of g′1 and ε′. In this form, we see the resemblance




In summary, we have
(LanF X)([g1, g2]) ◦ ηB(A,[idQ(A),ε]) = ηB(Z,[idZ ,ε′◦g2]) ◦X(g′1).
This allows us to easily compute (LanF X)(g) in applications.
Remark 3.12. Jones’ representations are a special case of this, where C
needs to be replaced with Cop, the category C with all morphism reversed.

CHAPTER 4
Thompson’s Groups F and T
In this chapter, we introduce two of Thompson’s groups, F and T . They can
be described as groups of certain homeomorphisms of the unit interval [0, 1]
and the circle S1, respectively. Another viewpoint is that they arise from the
localizations of certain forest categories, which we carefully introduce first.
In Part 2 of this thesis, F and T will take the roles of discrete analogues
of the groups of orientation-preserving diffeomorphisms of the interval and
the circle, respectively. To partly justify our choice, we show how elements
of F and T can be used to approximate diffeomorphisms in the final section
of this chapter.
We will often follow a combination of the standard reference [CFP] by
Cannon, Floyd, and Parry, and Belk’s thesis [Bel]. A very helpful character-
ization of Thompson’s group F can be found in [FL]. The final section is a
version of [Sti1].
4.1. F and T as Groups of Homeomorphisms
Dyadic rationals are all numbers of the form m/2k with m ∈ Z and k ∈ N.
By a breakpoint of a piecewise linear function we mean the points at which
it is not differentiable.
Definition 4.1. Thompson’s group F is the group of piecewise linear home-
omorphisms g of the closed unit interval [0, 1] such that
(Th1) the breakpoints of g are dyadic rationals;
(Th2) on intervals of differentiability, the derivatives of g are integer powers
of 2.
For the definition of T , we consider the circle S1 as the unit interval [0, 1]
with the endpoints 0 and 1 identified.
Definition 4.2. Thompson’s group T is the group of piecewise linear home-
omorphisms g of S1 such that
(Th′1) the breakpoints of g and their images are dyadic rationals;
(Th2) on intervals of differentiability, the derivatives of g are integer powers
of 2.







, k, n ∈ N.
A partition of [0, 1] is called a standard dyadic partition if all intervals
in the partitions are standard dyadic intervals. Every standard dyadic par-
tition can be obtained by first taking the undivided interval [0, 1] and then
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Figure 1. The three generators A, B, and C of T . A and B
generate F .









is obtained by successively performing the following three cuts:
Every element g of F can be described by a pair P,Q of standard dyadic
partitions with the same number of cuts, where g sends each interval of
P linearly onto the corresponding interval in Q. These are called “dyadic
rearrangements” in [Bel]. Elements of T have a similar description when we
replace partitions of the interval with partitions of the circle.
As is proved in [CFP], F and T are finitely presented infinite groups. The
generators are shown in Figure 1.
4.2. The Category of Binary Forests
In order to give a rigorous definition of the category of binary forests, we
first review the necessary facts from graph theory. Here we follow a standard
textbook by Diestel [Die]. Afterwards we can define the category of binary
forests and record some important properties. Finally, we use these proper-
ties to form a localization of this category, which will give us Thompson’s
groupoid and Thompson’s group.
4.2.1. Graphs, Trees, and Forests. A graph is a pair G = (V,E) of
sets such that E consists of 2-element subsets of V . The elements of V are
the vertices of the graph G, and the elements of E are its edges. We will
write xy for an edge {x, y}. In general, for any graph G, we write V (G) for
the set of vertices of G and E(G) for the set of edges. For any vertex x,
the degree deg(x) of x denotes the number of distinct edges of which x is
a member; a vertex with degree d is called a d-valent vertex. If G = (V,E)
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and G′ = (V ′, E′) are two graphs with V ′ ⊂ V and E′ ⊂ E, then G′ is a
subgraph of G, written G′ ⊂ G. A path is a non-empty graph P = (V,E)
of the form
V = {x0, x1, . . . , xk}, E =
{{x0, x1}, {x1, x2}, . . . , {xk−1, xk}},
which we write as P = x0x1 · · ·xk (in accordance with the notation for
edges). The number of edges of a path is its length. A graph C is called a
cycle if there is a path P = x0 · · ·xk, k ≥ 2, such that V (C) = V (P ) and
E(C) = E(P ) ∪ {xkx0}.
A graph G is called connected if it is non-empty and for any two vertices
x, y there exists a path x · · · y in G. For a general graph G, any maximal
connected subgraph of G (with respect to inclusion of graphs) is called a
connected component of G.
An acyclic graph (not containing any cycles) is called a forest. A con-
nected forest is called a tree. Therefore, a forest is a (possibly empty)
disjoint union of trees, which are its connected components.
A rooted tree is a tree with at least 2 vertices and with a designated
1-valent vertex called the root; all other 1-valent vertices of the tree are its
leaves. The number of leaves of a rooted tree t is denoted |t|. If a vertex x
immediately precedes a vertex y on the path from the root to y, then x is
the parent of y and y is a child of x.
Definition 4.3. A binary tree is a rooted tree without 2-valent vertices
such that every vertex has at most 2 children, and the two children of every
trivalent1 vertex are assigned a fixed order.
If the vertex x of a tree has children yl and yr with the given order yl ≤ yr,
then yl is called the left child of x and yr is called the right child.
Remark 4.4. To be consistent with the graphical calculus introduced in
Section 1.5, we draw binary trees from bottom to top, that is, the roots are
at the bottom and the leaves at the top (just like in nature), for example
.
Example 4.5. A very simple binary tree that we will need later is the caret
.
On the set of all leaves of a binary tree, we define a linear order as follows.
For the binary tree t with exactly one leaf l, we set l  l. Moreover, let l1, l2
be two leaves in a binary tree t with |t| ≥ 1. If l1 = l2, we set l1  l2
and l2  l1. Otherwise, let x0x1 · · ·xm and y0y1 · · · yn be the shortest paths
connecting the root r = x0 = y0 of t with l1 = xm and l2 = yn, respectively.
Let i be the smallest number such that xi 6= yi, and note that we have
2 ≤ i ≤ min{m,n}. If xi is the left child of xi−1 = yi−1 and yi the right child,
we set l1  l2; otherwise, we set l2  l1. It is clear that  is antisymmetric
and that all leaves of a tree are comparable under . It remains to be shown
that  is transitive. To this end, let l1  l2 and l2  l3, and assume without
1Trivalent is another word for 3-valent.
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loss of generality that l1 6= l2 6= l3. Let x0 · · ·xk, y0 · · · ym, and z0 · · · zn be
the root–leaf paths as before, and let i be the number defined above for l1
and l2, and j the corresponding number for l2 and l3. Since l1 6= l2 6= l3, we
must have i 6= j. It is also clear that i′ = min{i, j} is the smallest number
such that xi′ 6= zi′ . If i′ = i, then l1  l3 now follows from l1  l2, and if
i′ = j, it follows from l2  l3.
Let t1 and t2 be two binary trees, let l be a leaf of t1 and r the root of t2.
We can connect t2 to t1 at l to form a new binary tree t3 in the following
way. Let rx0 be the edge from r to its only child x0, and let pl be the edge
to l from its parent. Then t3 has the underlying graph given by
V (t3) =
(
V (t1) ∪ V (t2)
) \ {l, r},
E(t3) =
(
E(t1) ∪ E(t2) ∪ {px0}
) \ {pl, rx0}.
The root of t3 is the root of t1, and the ordering among the children of p in
t3 is such that x0 is the left child of p in t3 if l is the left child of p in t1, and
x0 is the right child of p in t3 if l is the right child of p in t1.
Definition 4.6. A binary forest is a forest whose connected components
are binary trees, together with a linear order of these trees.
The leaves of all binary trees in a binary forest, called the leaves of the
forest, can be linearly ordered according to the order of trees in the forest
and the order of leaves in each tree.
Now let w = (t1, . . . , tk) be a binary forest consisting of k binary trees
t1, . . . , tk. The domain dom(w) of w is the number k of roots, that is,





the number of leaves in w. The composition w1 ◦ w2 of two binary forests
w1, w2 with cod(w1) = dom(w2) is the binary forest obtained by connecting
the i-th tree of w2 with the i-th leaf of w1 for all possible i.
Composition of forests is associative. Furthermore, for every n ≥ 1 the
unique forest idn with dom(idn) = cod(idn) = n, consisting of n copies of
the tree with one leaf, is a left and right identity of composition. We also
define the empty (binary) forest ∅ to be the graph with no vertices, no
edges, and dom(∅) = cod(∅) = 0, such that ∅◦∅ = ∅. It cannot be composed
with any other forests, and it serves as the identity id0.
We can define a second operation on pairs of binary forests, the monoidal
product ⊗. Given two arbitrary binary forests w1 and w2, w1 ⊗ w2 has
as underlying graph the (disjoint) union of w1 and w2 (that is, take the
respective disjoint unions of vertices and edges); the roots and leaves are
ordered such that those of w1 come, in order, before those of w2. Graphically,
w1 ⊗ w2 simply corresponds to w1 and w2 drawn side by side. Note that
dom(w1 ⊗ w2) = dom(w1) + dom(w2),
cod(w1 ⊗ w2) = cod(w1) + cod(w2),
and that ∅ is the neutral element for ⊗.
An isomorphism of binary forests w1 and w2 is a bijection V (w1)→ V (w2)
that preserves adjacency, maps roots to roots, and that respects the order of
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the trees and the order of the children of each vertex. When in the following
we speak of binary trees or forests, we always mean isomorphism classes of
binary trees or forests. This means that only the shape of the underlying
graphs and the ordering of roots and leaves are important, and not the
particular labelling of vertices.
Definition 4.7. The category of binary forests, BinFor, has as objects
the naturals numbers N, and the morphisms m → n are all binary forests
with dom(w) = m and cod(w) = n. Composition is given by composition of
forests, and for every object n the forest idn is the identity. BinFor admits
a strict monoidal structure; the product is given on objects by addition and
on morphisms by ⊗; the monoidal unit is 0.
4.2.2. Properties of Composition. We first focus on properties of BinFor
as a category, ignoring the monoidal structure. The aim is to establish a
useful calculus of fractions on BinFor from which Thompson’s group F will
emerge.
We define a wide subcategory BinFor1 of BinFor with objects and mor-
phisms
obj(BinFor1) = N×, hom(BinFor1) = hom(BinFor) \ {∅}.
Remark 4.8. BinFor1 is actually not needed for the construction in this
section; since ∅ = id0 is already invertible in BinFor, there is no difference
between including or not including it in the localization procedure. However,
we will later define categories similar to BinFor, and when localizing these
categories, it will be important to exclude certain morphisms from localiza-
tion, among them the empty forest. Therefore, the above convention helps
by highlighting similarities with later cases.
Lemma 4.9. BinFor has all pushouts.
Proof. It suffices to prove that every diagram of the form m s←− 1 t−→ n has a
pushout, where the forests s and t are trees. Indeed, let s∨ t be the smallest
tree containing both s and t as rooted subtrees (that is, roots are mapped
to roots). Then
s ◦ (τ1, . . . , τm) = s ∨ t = t ◦ (σ1, . . . , σn)
for unique trees τi and σj . It is also clear that every tree containing s ∨ t
factors uniquely through the τi and σj . 
Corollary 4.10. For every pair of morphisms m′ a←− m w−→ n with a ∈
BinFor1 and w ∈ BinFor, there are morphisms b : n → n′ in BinFor1 and
v : n′ → m′ in BinFor such that b ◦ w = v ◦ a.
It is easy to see that the following cancellation property holds.
Lemma 4.11. Let v, w : m → n be parallel morphisms in BinFor. If there
is a morphism b : k → m with v ◦ b = w ◦ b, then v = w.
4.2.3. Localization. As Corollary 4.10 and Lemma 4.11 show, the set
Σ = hom(BinFor1) satisfies (LF1) to (LF3) from Definition 3.3. There-
fore Σ admits a calculus of left fractions and the localization F of BinFor
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by Σ exists. F is a groupoid called Thompson’s groupoid, a choice of
terminology that will become clear very soon.
Consider the monoidal category F ′ with obj(F ′) = N and whose mor-
phisms m → n are bijections g : [0,m] → [0, n] such that g is piecewise
linear, has breakpoints only at dyadic rationals, and on intervals of differ-
entiability, the derivatives of g are integer powers of 2. (Note that we have
one morphism ∅ : 0→ 0.) Composition is given by composition of functions.
The monoidal product is given on objects by addition and on morphism by
juxtaposition of functions. Evidently, F ′ is a groupoid, and from the de-
scription it is clear that F and F ′ are isomorphic, and that F ′(1, 1) = F ,
see also [FL].
As an illustration of these facts, note that there is an obvious one-to-one
correspondence between standard dyadic partitions of [0, 1] and binary trees.






is represented by the tree
.
All standard dyadic partitions can therefore be described as finite rooted
subtrees of the infinite binary tree of standard dyadic intervals [Bel]. As
elements of F can be written as fractions of binary trees, they can as well
be written as fractions of standard dyadic partitions. Extending a fraction
is done by adding or removing opposing carets from both trees in a fraction,
and every element has a so-called reduced fraction representative from which
no opposing pair of carets can be removed without changing the equivalence
class.
Example 4.12. The two generators of F , A and B, have the following
representations as fractions:
A = , B = .
Note that equality holds only when we assume the two fractions to represent
equivalence classes of fractions as defined for the localization. We can extend
a fraction with carets, so that
A = ,
where the added carets are marked in bold.
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Remark 4.13. Note that in the literature, trees are usually draw the other
way round, and in fractions of trees, the denominator tree is additionally
inverted. For consistency within this work, we do not follow this convention.
4.3. The Category of Annular Forests
This description is adopted from [LG; BS3]. If w = (w0, w1, . . . , wm−1) =
(wi)i∈Zm is a forest whose trees are indexed by the elements of the cyclic
group Zm, we can define, for every k ∈ Zm, a new forest
[k](w) = (wi+k (modm)) = (wk, wk+1 (modm), . . . , wk−1 (modm)).
Definition 4.14. The category of annular forests,2 AnnFor, has objects
and morphisms
obj(AnnFor) = N, AnnFor(m,n) = BinFor(m,n)× Zn,
and given (v, k) ∈ AnnFor(m,n) and (w, l) ∈ AnnFor(n, p), composition is
defined by
(w, l) ◦ (v, k) = ([k](w) ◦ v, s(w, l, k)),
where s(w, l, k) is obtained by shifting the trees of w by k steps and counting
how many steps the l-th leaf of w was moved.
Similarly to the previous section, we can localize AnnFor by all of its
morphisms and obtain Thompson’s groupoid T . The fundamental group
T (1, 1) is (isomorphic to) Thompson’s group T . Tree diagrams are almost
the same as for F , but pairs of carets are inserted according to the cyclic
permutations of the leaves.
Example 4.15. The third generator of T has the tree diagram
C = .
The two white circles indicate which leaves belong together according to the
cyclic permutations.
4.4. Approximating Diffeomorphisms
Finally, we show how diffeomorphisms of the interval [0, 1] and the circle S1
can be approximated by elements of Thompson’s groups F and T , respec-
tively.
Let Diff1+([0, 1]) denote the group of orientation-preserving C1-diffeomor-





Theorem 4.16. For every f ∈ Diff1+([0, 1]) and ε > 0, there exists g ∈ F
such that ‖f − g‖ < ε. Similarly, if f ∈ Diff1+(S1), then there exists g ∈ T
with this property.
2It should be called ‘category of annular binary forests’. We drop the ‘binary’.















Figure 2. Three representations of the same element of
Thompson’s group T : (a) as a map S1 → S1, here drawn by
indicating how breakpoints (on the inner circle) are mapped
to their images (on the outer circle); (b) the usual represen-
tation as a function [0, 1] → [0, 1]; (c) the representation as
a function [0, 1] → R, which we will use—note that it is a
homeomorphism onto its image [1/2, 3/2].
This statement is known and follows from [BS2, Thm. A4.1] and [Zhu,
Prop. 4.3]. It is actually true for all orientation-preserving homeomorphisms,
not only diffeomorphisms.
Given any homeomorphism f : S1 → S1, we can identify it with a home-
omorphism f˜ : R→ R that satisfies
f˜(x+ 1) = f˜(x) + 1.
In particular, f˜ |[0,1] is continuous, which will be needed later. An example
is shown in Figure 2.
Next, we note that the dyadic rationals are dense in R. To make our
construction as explicit as possible, we give an example. Let 0 < p < q. To
find a dyadic rational number in the open interval (p, q), let
ceil(x) = min {n ∈ Z : n > x } =
{









Then m, k ∈ N, and m/2k ∈ (p, q) is a dyadic rational.
Proof of Theorem 4.16. Let two distinct points p = (p1, p2) and q = (q1, q2)
in R2 be given, with p1 < q1 and p2 < q2 and such that all coordinates pi,
qi are dyadic rational numbers. Then r = q − p also has dyadic rational








































n = l = 3
Figure 3. Illustration of how to cut the sides of a dyadic
rectangle such that all sides are divided into dyadic par-
titions with equally many subintervals. In this example,
m1/2
k1 = 11/26 and m2/2k2 = 2/23. Since 11 > 2, we divide
the left side of the rectangle into 11 intervals, each of length
1/26. The bottom side is first divided into 2 intervals, each of
length 1/23. Then we successively cut all its intervals in half,
repeatedly going from left to right, until the bottom side is
also divided into 11 intervals. The thick line shows the graph
of the piecewise linear function arising from these partitions.
with m1,m2, k1, k2 ∈ N and m1,m2 > 0. We proceed as illustrated in
Figure 3. Let (a, b) = (1, 2) if m1 ≤ m2 and (a, b) = (2, 1) if m1 > m2, so
that mb = max{m1,m2} and ma = min{m1,m2}. Set d = mb−ma. For the






for n ≥ 1. Let l ≥ 1 be the smallest integer with cl ≥ d. Define a sequence




for all i, n with either 1 ≤ i ≤ 2nma and 0 ≤ n ≤ l − 1, or 1 ≤ i ≤ d− cl−1




: 0 ≤ m ≤ ma
}
∪ {ξ1, . . . , ξd}




: 0 ≤ m ≤ ma
}
for d = 0. We arrange thema+d = mb elements of X in increasing order and
denote them xa1 ≤ · · · ≤ xamb . They are the breakpoints of a standard dyadic
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partition of [0,ma/2ka ] into mb intervals. Furthermore, set xbm = m/2kb for
0 ≤ m ≤ mb. The points
p1 + x
1
1, p1 + x
1






1, p2 + x
2
2, . . . , p2 + x
2
n
form standard dyadic partitions dividing the intervals [p1, p2] and [q1, q2],
respectively, into equally many subintervals. To these partitions corresponds
a piecewise linear function. By construction, it is bijective, has breakpoints
only at dyadic rationals, and only slopes wich are powers of 2. We call such
a function a dyadic interpolation from the point (p1, q1) to the point (p2, q2).
Now let f ∈ Diff1+([0, 1]) and ε > 0 be given, and assume ε < 1 without
loss of generality. Set S = maxx∈[0,1] f ′(x) and note that S ≥ 1. Let ∆ =
d− log2 ε3S e ∈ N and n = 2∆, and note that ∆ ≥ 1. Set
ξi = i/n, i = 0, . . . , n.
(This implies that ξ0 = f(ξ0) = 0 and ξn = f(ξn) = 1.) Moreover, set
δ = min{ε/2, (f(ξn)− f(ξn−1)/2)}
and note that the interval
Ii = (max{f(ξi−1) + δ, f(ξi)}, f(ξi) + δ)
is non-empty and a subset of (0, 1) for i = 1, . . . , n − 1. We pick a dyadic
rational ηi ∈ Ii for each i = 1, . . . , n− 1. Let η0 = 0 and ηn = 1, and define
the function g : [0, 1]→ [0, 1] by setting
(4.1) g(x) = γi(x)
for x ∈ [ξi, ξi+1] and i = 0, . . . , n− 1, where γi is a dyadic interpolation from
the point (ξi, ηi) to the point (ξi+1, ηi+1). From the definitions of γ, {ξi}
and {ηi} it is clear that g ∈ F . Furthermore, for all i = 0, . . . , n − 1 and
x ∈ [ξi, ξi+1], consider the sequence of statements
|g(x)− f(x)| ≤ g(ξi+1)− f(ξi)(4.2)
< f(ξi+1)− f(ξi) + ε/2(4.3)
=
f(ξi+1)− f(ξi)
ξi+1 − ξi (ξi+1 − ξi) + ε/2(4.4)
< S2−∆ + ε/2(4.5)
< ε/3 + ε/2 < ε.(4.6)
(4.2) holds since f and g are strictly increasing and g(ξi) > f(ξi). For (4.3),
recall that g(ξi+1) = ηi+1 < f(ξi+1) + δ. (4.4) to (4.6) are obvious. We have
thus found g ∈ F with maxx∈[0,1]|f(x)− g(x)| < ε.
If instead f ∈ Diff1+(S1), f corresponds to a function f˜ : R → R with
im(f˜) = [u, u + 1] for some u ∈ R and such that f˜ : [0, 1] → [u, u + 1] is a
diffeomorphism (as explained above). Define S, ∆, n, ξi and Ii as above, but
with δ = min{ε/2, (f˜(ξ1)− f˜(ξ0))/2}. Choose ηi ∈ Ii for i = 1, . . . , n− 1 as
before. Let η0 be a dyadic rational in the interval (f˜(ξ0) + δ, f˜(ξ1)) and set
ηn = η0 + 1. This ensures that
max{f˜(ξn−1) + δ, f˜(ξn)} < ηn.
4.4. APPROXIMATING DIFFEOMORPHISMS 53
Now we can define a function g˜ : [0, 1]→ R as in (4.1). It follows that (4.2)
to (4.6) hold, and that g ∈ T upon taking the quotient S1 = R/Z. 
The next logical question is whether there is an approximation for the
first derivatives of diffeomorphisms. While generally elements of both F and
T are not everywhere differentiable, we can define a function
d(f, g) = sup
x∈S1\Bg
|f ′(x)− g′(x)|
that measures the distance between the first derivatives of f ∈ Diff1+(S1) and
g ∈ T wherever g′ is defined. Here Bg denotes the set of breakpoints of g.
(The definition of d for Diff1+([0, 1]) and F is analogous.) We can therefore
rephrase the question: Given a diffeomorphism f and ε > 0, is there a
function g from the appropriate Thompson group such that d(f, g) < ε?
The answer is that such an approximation is not possible since the set of all
integer powers of 2 is very sparse in (0, 1). This fact is made precise in the
following proposition, which is similar to [GS, Théorème III.2.3].
Proposition 4.17. For every f ∈ Diff1+(S1) which is not a rotation, there
exists µ > 0 such that d(f, g) > µ for all g ∈ T . The same holds when S1 is
replaced by [0, 1] and T is replaced by F .
Here the rotations in Diff1+(S1) are all elements f with f ′(x) = 1 for all
x ∈ S1, which includes the identity. In Diff1+([0, 1]), the identity is the only
rotation.
Note that the proof is also valid in the more general case when Diff1+([0, 1])
and Diff1+(S1) are replaced by the sets of all differentiable bijections of [0, 1]
or S1, respectively, whose inverses are also differentiable.
Proof of Proposition 4.17. Let g ∈ T and f ∈ Diff1+(S1). We will identify f
and g with functions on the interval [0, 1] as before. Let x0 ∈ [0, 1]\Bg. The
two powers of 2 closest to f ′(x0) are given by
2blog2 f
′(x0)c ≤ f ′(x0) ≤ 2dlog2 f ′(x0)e.
If f ′(x0) is not a power of 2, the inequalities are strict and therefore
d(f, g) ≥ min
{∣∣f ′(x0)− 2blog2 f ′(x0)c∣∣, ∣∣f ′(x0)− 2dlog2 f ′(x0)e∣∣} > 0.
The case that f ′(x0) is not a power of 2 for some x0 ∈ [0, 1]\Bg occurs for all
differentiable f ∈ Diff1+(S1) except for rotations. For if f is not a rotation,
there exists x1 ∈ [0, 1] with f ′(x1) = c 6= 1. By the mean value theorem,
there also exists x2 ∈ [0, 1] with f ′(x2) = 1. Without loss of generality,
assume c < 1 and x1 < x2. Then by Darboux’s theorem, [c, 1] ⊂ f ′([x1, x2]).
Since Bg is finite, [c, 1] \ f ′(Bg) ⊂ im(f ′) surely contains points which are
not powers of 2.
It is clear that Diff1+([0, 1]) and F are a special case of this argument,






Dynamics for Holographic Codes
In this chapter, we describe how to introduce dynamics for the holographic
codes and states introduced by Pastawski, Yoshida, Harlow, and Preskill
[PYHP]. This task requires the definition of a kinematical Hilbert space
which can be constructed as a colimit, or direct limit, of finite-dimensional
Hilbert spaces. This Hilbert space is known as the semicontinuous limit.
The dynamics is then introduced by building a unitary representation of
Thompson’s group T using the machinery from Chapter 3 and specifically
Section 3.3. The bulk Hilbert space is realized as a particular subspace of
the semicontinuous limit Hilbert space spanned by a class of distinguished
states which can be assigned a discrete bulk geometry. The bulk-boundary
correspondence in this toy model is given by the fact that the analogue of
the group of (large) bulk diffeomorphisms, the Ptolemy group, is isomorphic
to T . This chapter is based on the paper [OS1], but we focus here more on
the mathematical description.
5.1. Dyadic Tessellations of the Poincaré Disk
In this section we describe how the Poincaré disk D can be understood as an
equal-time slice of AdS3. We describe the most important properties of the
geometry of D, and introduce several important groups that act on D and
its boundary.
5.1.1. (2 + 1)-Dimensional Anti de Sitter Space. For convenience, we
describe AdS3 in coordinates, where we closely follow [Hol]. We take it as
the 3-dimensional surface
X2 + Y 2 − Z2 − T 2 = −1
embedded in 4-dimensional flat space with metric
ds2 = dX2 + dY 2 − dZ2 − dT 2.
Choosing the parametrization
X = sinh r cosϕ
Y = sinh r sinϕ
Z = cosh r cos t
T = cosh r sin t
in terms of coordinates r, ϕ, and t gives the metric
ds2 = − cosh2 r dt2 + dr2 + sinh2 r dϕ2.
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(r, ϕ) can be viewed as ordinary polar coordinates, while t is the time coor-
dinate. Note that t is 2pi-periodic, and that the spacetime contains closed
timelike curves.
It is useful to further transform the radial coordinate according to
ρ(r) =
cosh r − 1
sinh r
.









2 + ρ2 dϕ2).
In the coordinates (ρ, ϕ, t) the AdS3 space is confined to a cylinder and time
goes lengthwise. The boundary at ρ → 1 (that is, r → ∞) is timelike and
called conformal infinity. A cross-section, or t = constant surface, of this
cylinder is a Poincaré disk with polar coordinates (ρ, ϕ). Spacelike geodesics
in AdS3 are arcs of circles that meet the boundary circle ρ = 1 at a right
angle, and timelike geodesics inside AdS3 spiral around the time axis ρ = 0
and never reach infinity.
5.1.2. The Poincaré Disk Model. The Poincaré half-plane model of hy-
perbolic space is defined on the upper half-plane
H = {z ∈ C : Re z > 0}.










with real coefficients a, b, c, d ∈ R that satisfy ad−bc = 1. The Möbius group
is isomorphic to PSL2(R); here SL2(R) consists of all real 2× 2 matrices A
with det(A) = 1, and PSL2(R)/{±I} is the projective version.
The Poincaré disk model is defined on the open unit disk
D = {z ∈ C : |z| < 1}.




Geodesics in D are diameters and (parts of) circle segments that meet the
boundary at right angles. Examples are shown in Figure 4.
There is a special fractional linear transformation, called the Cayley trans-
form, which is given by the function
C→ C, z 7→ z − i
z + i
.
It is a conformal transformation from H to D. It also maps R ∪ {∞} to S1
in C, where S1 = ∂D is the boundary circle of D at infinity. By conjugation
with the Cayley transform, we can regard every element of PSL2(R) as a
map D→ D.
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Figure 4. Geodesics in the Poincaré disk.
An important subgroup is given by PSL2(Z), the modular group. It has
the presentation
〈a, b | a2 = b3 = 1〉.












As functions on C, they take the form
a(z) = −1
z
, b(z) = − 1
z + 1
.
PSL2(Z) can be regarded as a subgroup of Thompson’s group T (that is, it
is isomorphic to a subgroup of T ). The isomorphism
g 7→ ? ◦ g ◦ ?−1
is given by conjugation with the function ?: RP 1 → [0, 1] called Minkowski’s
question mark function. We will identify PSL2(Z) with its image in T under
this isomorphism. One can then show that a = CA and b = C. Hence,
PSL2(Z) is the subgroup of T generated by A and C.
It has been shown by Imbert that T as a whole is isomorphic to a group
known as PPSL2(Z), the group of piecewise PSL2(Z) homeomorphisms of the
circle [Imb]. In order to explain this correspondence, we need to introduce
dyadic tessellations of the Poincaré disk.
5.1.3. Tessellations. In the following description, we largely follow [Pen].
An ideal triangle in D is a triangle bounded by geodesics whose vertices all
lie on the circle S1 at infinity. A tessellation τ = {γi} is a countable family
of pairwise disjoint geodesics in D such that each connected component of
D \ τ is an ideal triangle and the decomposition of D into triangles is locally
finite.1 We refer to a choice of edge γ∗ together with a specification of
orientation on it as a ‘distinguished oriented edge’, or a ‘doe’ for short.
Furthermore, we let τ0 ⊂ S1 denote the set of vertices which are endpoints
of geodesics in τ .
Instead of labelling the points of S1 by their preimages under the Cayley
transform, we can consider S1 as the unit interval [0, 1] in counter-clockwise
order and with 0 and 1 identified, such that 1/0 =∞ becomes 0 ∼ 1. We are
1Here locally finite means that every point in D has a neighbourhood that intersects only
finitely many triangles.
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Figure 5. The standard dyadic tessellation with doe.
Figure 6. Step-by-step construction of the standard dyadic
tessellation, beginning with the undivided disk.
particularly interested in dyadic tessellations, which are defined by having as
elements in τ0 only dyadic rational points on the circle. The most important
one is the standard dyadic tessellation τd,2 which we define inductively
according to the following rules:
(1) Begin with the non-tessellated disk and with the trivial partition P0 =
{[0, 1]}, which is thought to divide the circle at 0 ∼ 1.
(2) Given a partition Pk of the circle, divide all intervals in Pk in two equal
halves; these become precisely the elements of Pk+1. For each I ∈ Pk,
connect the point at which I is being divided to the endpoints of I by
a geodesic in D.
We define the doe γ∗ to be the geodesic from 1/2 to 0 (in this direction).
Remark 5.1. The standard dyadic tessellation (without doe) is invariant
under PSL2(Z) ⊂ T , that is, the action of A and C, whereas B changes the
tessellation. Figure 7 shows how A, B, and C act on the standard dyadic
tessellation.
Given any tessellation τ with doe, it is possible to define an order-
preserving map fτ : τ0d → τ0 which extends uniquely to a homeomorphism
S1 → S1, called the characteristic mapping of τ and also denoted fτ .3
2This is actually confusing terminology, but we follow the literature. Note that this is just
the dyadic tessellation which we designate to be the standard one. The term ‘standard
dyadic’ is not meant here.
3We use here a version of Penner’s characteristic mapping which factors through the ?
function. This allows us to limit ourselves to dyadic tessellations.
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Figure 7. The images of τd under A, B, and C.
(a)
(b)
Figure 8. Elementary moves.
5.1.4. The Ptolemy Group. Suppose that τ is a dyadic tessellation with
doe γ∗, and suppose that γ ∈ τ is an edge of τ . γ separates two triangles in
D \ τ which together comprise an ideal quadrilateral of which γ is diagonal;
let γ′ denote the other diagonal of this quadrilateral. We may alter τ to
produce a new dyadic tessellation
τγ = (τ ∪ {γ′}) \ {γ}
as shown in Figure 8(a). If γ is not the doe, then τγ inherits the doe from τ .
In this case, the elementary move has order 2. If, however, γ = γ∗, then we
designate τ ′ to be the new doe. Its orientation is obtained by rotating the
orientation of γ∗ in counter-clockwise direction, see Figure 8(b). This kind
of elementary move has order 4.
Note that if τ is any dyadic tessellation, the characteristic mapping es-
tablishes a bijection between the edges τd of the standard dyadic tessellation
and the edges of τ . Therefore, to specify an elementary move along an edge
of τ , we might as well specify the corresponding edge of τd. Thus we define
the monoid M of elementary moves to be the free monoid over the set τd; if
γ ∈M , we let γ ·τ denote the tessellation with doe obtained from τ by apply-
ing the elementary move along the edge of τ corresponding to γ ∈ τd via the
characteristic mapping. We obtain an action on the set of all tessellations
by setting
(γ2γ1) · τ = γ2 · (γ1 · τ)
for any tessellation τ .
Observe that since M is freely generated, there are many elements in M
which actually do not change τd. To account for this, letK be the submonoid
of M consisting of all elements that act identically on τd. The universal








Figure 9. A cutoff with 7 geodesics. We do not show any
geodesics of the underlying tessellation inside the cutoff be-
cause they are not specific features of the cutoff.
Ptolemy group is then defined to be the quotient G = M/K. (See [Pen]
for a proof that G is indeed a group.)
By utilizing the characteristic mapping, we can represent elements of G
by homeomorphisms of S1. Specifically, the map
G→ Homeo+(S1), g 7→ fg·τd
is a faithful representation of G on the group of orientation-preserving home-
omorphisms. It has been shown by Imbert that this map actually establishes
an isomorphism between G and PPSL2(Z). We summarize these remarkable
findings in the following theorem.
Theorem 5.2. The universal Ptolemy group G, Thompson’s group T and
PPSL2(Z) are isomorphic.
5.1.5. Cutoffs. Let τ be a tessellation4 and let n ≥ 3. An n-tuple Γ =
(γ1, . . . , γn) of geodescics in τ is called a cutoff if the geodesics form a
counter-clockwise oriented closed cycle. This means that there are a total of
n distinct endpoints of geodesics in τ0; if (γi, γi+1) is a pair of two subsequent
geodesics in Γ (including the case (γn, γ1)), then γi and γi+1 share exactly
one common endpoint p2 in τ0, and the two remaining endpoints, p1 of γi
and p3 of γi+1, are such that p1, p2 and p3, in this order, appear on S1 in
counter-clockwise order. We will refer to both the tuple of geodesics as well
as the area they enclose as the cutoff. Note that a cutoff can also be specified
by naming the n vertices on the boundary circle.
We denote by Co the set of all cutoffs of all admissible tessellations, and
by Cod the subset of all cutoffs of the standard dyadic tessellation. On
either set, a directed partial order ≤ is given by inclusion of cutoff areas.
Cutoffs should be thought of as UV cutoffs, and different cutoffs correspond
to different levels of fine-graining.
4A doe is not needed since we implicitly use 0 ∼ 1 on the boundary circle as a reference
point.




Figure 10. Inclusion of cutoffs. We have Γ ≤ Γ′, where Γ′
is the cutoff containing both Γ and the regions A and B.
5.2. Planar Perfect Tensors
In [PYHP], a perfect tensor is defined as a tensor Tj1j2...jn such that for
any bipartition of its indices into two sets {j1, j2, . . . } = A unionsq Ac, where
|A| ≤ |Ac| without loss of generality, T is proportional to an isometry from
the Hilbert space associated with A to the Hilbert space associated with Ac.
This notion of perfect tensor can be generalized to monoidal categories in
different ways, depending on the context in which the tensors are used. In a
symmetric monoidal category with duals, one can arbitrarily divide the legs
of a morphism into input and ouput legs by composing with the evaluation
and coevaluation maps because any crossing of legs is trivially braided. For
example, the legs of the tensor
T
can easily be rearranged as
T .
For this reason no ambiguities arise when we interpret the above definition of
perfect tensor here. This means that the definition of perfect tensor can be
transferred to the case of symmetric monoidal categories without change. In
general, however, monoidal categories may only have proper braidings, if at
all. Therefore we use a different notion of perfection, called planar perfect,
in which leg crossings are not mentioned at all.
Let C be a K-linear semisimple spherical dagger category with a single
generating symmetrically self-dual object Y . Denote by ĉoev and êv the
modified coevaluation and evaluation for Y .
64 5. DYNAMICS FOR HOLOGRAPHIC CODES
Let m, k ∈ N. If m, k ≥ 1, we define a linear map
rot : C(Y ⊗m, Y ⊗k)→ C(Y ⊗m, Y ⊗k),
T 7→ (êv ⊗ id⊗kY ) ◦ (idY ⊗ T ⊗ idY ) ◦ (id⊗mY ⊗ ĉoev).
(Here, we take id0Y = idI .) For m ≥ 0 and k ≥ 1, we set
down: C(Y ⊗m, Y ⊗k)→ C(Y ⊗m+1, Y ⊗(k−1)),
T 7→ (êv ⊗ id⊗(k−1)Y ) ◦ (idY ⊗ T ).
We write rotn(T ) for n-fold application rot ◦ · · · ◦ rot(T ), and similarly for
down. rot0 and down0 do not change their arguments. A morphism T : A→
B is called an isometry if T † ◦T = idA. The following definition is adapted
from [PYHP, Def. 2] and [BO].
Definition 5.3. A morphism T : I → Y ⊗k is called planar perfect if
rotj downi(T )
is proportional to an isometry for all i, j ∈ N with 1 ≤ i ≤ k/2 and 0 ≤ j ≤
k − 1, or with i = 0 and j = 0.
It is easy to see that whenever k is even, that is, k = 2k′, one only needs
to check the cases where i = k′.
Definition 5.4. A morphism T : Y ⊗m → Y ⊗k with m, k ∈ N and k ≥ 1 is
called rotation-invariant if
T = rotn down(T )
for all n.
Of course, application of down is unnecessary whenever m ≥ 1.
Example 5.5. The map V : C3 → C3 ⊗ C3 defined by
〈jk|V |l〉 =
{




is planar perfect and rotation-invariant. This is an example where Y is the
Hilbert space C3. (We have used braket notation to denote basis vectors.)
Example 5.6. In any trivalent category, we can take Y = X. Then the
trivalent vertex is planar perfect and rotation-invariant in the above sense.
However, this is not a very interesting example since dim C3 = 1.
Example 5.7. In any trivalent category, we can take Y = X ⊗ X. The
corresponding subcategory generated by Y inherits all relevant properties
from the trivalent category. Then
V =
is planar perfect and rotation-invariant.













Figure 11. The Hilbert space HΓ and a state vector associ-
ated with a cutoff Γ. In both pictures, the cutoff is depicted
as the gray area. (a) The Hilbert space HΓ is h raised to the
tensor power of |Γ|, where |Γ| is the number of geodesics that
bound the cutoff region. In this example, we have |Γ| = 7.
(b) A state vector ψ ∈ HΓ may be regarded as a tensor net-
work with |Γ| open legs.
Examples 5.5 and 5.7 will be our guiding examples in the rest of this
work. More examples of planar perfect tensors can be found in [HMBS],
where they are called “block perfect”. The notion of a perfect tensor is older,
and there are currently more examples, see e.g. [PYHP; EWŻ; RGRA].
5.3. Unitary Representations of Thompson’s Groups
on the Semicontinuous Limit
In this section, we explain our main example for the construction introduced
in Section 3.3. We will first introduce it without any reference to tessellations
of the Poincaré disk or cutoffs and then later explain the connection.
Throughout this section, we fix a finite-dimensional Hilbert space h = Cd
and a planar perfect and rotation-invariant tensor V : h→ h⊗ h.
5.3.1. Cutoffs and Holographic States. We begin by associating with
every cutoff Γ ∈ Cod a Hilbert space
HΓ = h
⊗|Γ|.
Recall that |Γ| denotes the number of edges of Γ. Every vector ψ ∈ HΓ can
be interpreted as a tensor with |Γ| uncontracted legs.
These Hilbert spaces contain special states called holographic states.
To this end, assume that Γ has an underlying tessellation τ . We place one
copy of V in every ideal triangle that is contained within the area of Γ. In
every triangle, we associate each one of its edges with one open leg of V .
At every edge of τ inside the area of Γ, two triangles meet, and every such
edge is therefore associated with two legs, one coming from each copy of V
in the two triangles. We contract these legs, that is, sum over the respective
indices. The resulting tree tensor network is shown in Figure 12.






Figure 12. A holographic state inside a cutoff region.





and extending in the obvious way. Here we write H for the category of Hilbert
spaces with bounded operators as morphisms.
There is a special subset of cutoffs in Cod, the cutoffs whose vertices
on the boundary form a standard dyadic partition of S1. The set of such
partitions is denoted D(S1). As mentioned before, we have a directed partial
order on D(S1), so we can define another functor Ψ: D(S1)→ H given by
Ψ(f → g) = Φ(p) whenever p ◦ f = g.
Of course, D(S1) is here identified with the subset of hom(AnnFor) consisting
of morphisms with domain 1.




for Ψ. Here f denotes a standard dyadic partition, which is the same as the
corresponding cutoff, or a binary tree. The direct limit Hilbert space and its
tensor powers are effectively the images of the Kan extension pi evaluated at
different objects of AnnFor.






We can identify each ψ ∈ Hf with all its images under Ψfg for some g ≥ f .
(Figure 13 shows two equivalent states.) This gives an equivalence relation
∼, and since the Ψfg are isometries and hence preserve the inner product,
Hˆ/∼ is naturally an inner-product space: If ψf ∈ Hf and φg ∈ Hg are two
vectors which are understood to be embedded in Hˆ, their inner product is
〈Ψfhψf ,Ψghφg〉,




Figure 13. In the semicontinuous limit, a state ψ localized
in a cutoff region (white) is equivalent to a state in a larger
cutoff region. The other state is formed by placing a V in
every triangle that must be added (gray).
where h ≥ f, g exists because BinFor and AnnFor satisfy (LF3) from Defi-
nition 3.3. Completing Hˆ it gives the direct limit H.
Remark 5.9. Note that although a general cutoff Γ ∈ Cod does not nec-
essarily correspond to a standard dyadic partition, there always exists a
cutoff Γ′ ≥ Γ whose vertices form a partition in D(S1). Since everything
is embedded in τd, there is a unique way of adding ideal triangles to Γ in
order to obtain Γ′, which corresponds to an isometric embedding HΓ ↪→ HΓ′ .
Therefore, lim−→Cod HΓ = lim−→D(S1)HP .
We come now to the most important part: the action of pi on morphisms.
Since V is an isometry, pi maps all elements of Thompson’s groupoid T to
unitary operators. Let f/g be a fraction representing an element of Thomp-
son’s group T , and let ψ be a vector in Hh, which we denote as a pair (h, ψ).
Then
(5.1) pi(f/g)(h, ψ) = (p ◦ f,Φ(q)ψ),
where p, q have been chosen such that p ◦ g = q ◦ h. We can rewrite (5.1) in














This illustrates the fact that the action is similar to the composition of two
fractions.
Of course, the representation can also be composed with linear maps be-
tween Hilbert spaces. This automatically gives us dynamics for holographic
codes.
There is a special state Ω ∈ H that is invariant under the modular group
PSL2(Z). It is the equivalence class of a single ideal triangle containing
a V in τd. The state in Figure 12 is in the same equivalence class. The
68 5. DYNAMICS FOR HOLOGRAPHIC CODES
invariance follows from the fact that V is perfect and rotation-invariant. For
this reason, we will call Ω the vacuum state.
5.3.3. Discontinuity. It has been shown by Jones [Jon] and by Kliesch
and König [KK] that the above representation of T is highly discontinuous.
More precisely, for all but a zero-measure set of isometries V , there exists a
sequence (fn) in T such that limk‖fk − id‖∞ = 0 but
lim
k
〈φ, pi(fk)ψ〉 6= 〈φ, ψ〉
for some φ, ψ ∈ H; see [KK] for a proof.
There are two ways to deal with it. First, we can look for those few
isometries than do admit a continuous representation of T . While [KK] only
contains a necessary condition that such isometries need to fulfill, one can
use variants of this condition to try to single out those isometries which allow
continuous representations.
The other viewpoint is that discontinuity is just a property that our toy
models possess, precisely because they are toy models. After all, our models
are highly discrete, and the semicontinuous limit is not a full continuum
limit.
5.4. The Bulk-Boundary Correspondence
In this section we build a Hilbert space Hbulk ⊂ H that we will argue is the
space of bulk states on which an analogue of the group of large diffeomor-
phisms acts—this will turn out to be the Ptolemy group G. To this end,
we take again the state Ω consisting only of contractions of V . We build up
Hbulk from Ω by adding all states that arise from Ω by the action of T , so
that
Hbulk = span{pi(f)Ω : f ∈ T}.
Each state of the form pi(f)Ω represents a different bulk geometry. By con-
struction, we have a unitary representation of T on Hbulk. Because the
Ptolemy group G is isomorphic to T we can directly take it to act on Hbulk;
we now have the strongest possible manifestation of the bulk-boundary corre-
spondence. The ‘discrete conformal group’ T of the boundary is precisely the
group of ‘discrete diffeomorphisms’ of the bulk. In analogy to the AdS-CFT
correspondence, we call this the Ptolemy-Thompson correspondence.
CHAPTER 6
Quantum Fields for Thompson’s Groups
We now explore further the aspects that should turn our model into a proper
toy model of a conformal field theory. We propose a definition for quantum
field operators on the semicontinuous limit Hilbert space, define the corre-
sponding correlation functions, and extract information resembling confor-
mal data. Very recent related work in this direction may be found in [BS3;
Osb]. At the end of the chapter, we collect some observations on trees that
are used in the other sections. This chapter is based on [OS2].
6.1. Correlation Functions for Tree Tensor Networks
in Quantum Spin Systems
In this section we discuss how to compute correlation functions for tree states.
To make things easier, we present this for the symmetric monoidal category
of Hilbert spaces.
Throughout, we fix a d-dimensional Hilbert space h = Cd. Our focus in
this section is on the case where
HN = h
⊗N = Cd ⊗ · · · ⊗ Cd.
To define a tree tensor network in such a setting, we need an isometry
V : Cd → Cd⊗Cd, which can be represented graphically as a trivalent vertex
V = .
It considerably simplifies our discussion to assume that
V swap = V,
where
swap(φ⊗ ψ) = ψ ⊗ φ, φ, ψ ∈ Cd.
Graphically, this can be expressed as
= ,
where the cross stands for the symmetric braiding.
Using V , we set up the completely positive linear map
E : Md(C)→Md(C), A 7→ V †(A⊗ 1)V.
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Therefore,
E(A) = A
in our graphical language. We are going to further simplify things and as-
sume that E is diagonalizable. Then we can obtain right eigenvalues λα and
eigenvectors µα ∈Md(C), so that
E(µα) = µα = λα µα = λαµ
α, α = 0, 1, . . . , d2 − 1.
Without loss of generality we assume that λ0 = 1 and µ0 = I. It is worth
emphasizing that the left eigenvectors να, α = 0, 1, . . . , d2 − 1, furnish us





where 〈 · , · 〉2 is the Hilbert-Schmidt inner product 〈a, b〉2 = 1d tr(a†b). (See
the Appendix of [OS2] for more on this.) The operators µα are called the
ascending operators.
Now that we have the eigenvalues and eigenvectors of E, we introduce
the fusion map
F : Md(C)×Md(C)→Md(C), (A,B) 7→ V †(A⊗B)V,
which is diagrammatically given as
F (A,B) = A B .














The fusion coefficients may be regarded as the structure constants for an, in
general, non-associative and non-commutative algebra built on the indices
α, and
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Let ΩN , N = 2m, be the tree state defined by the following diagram:
m levels
N = 2m leaves
Here V is the trivalent vertex. (Actually, ΩN is not a state vector, but A 7→
tr(ΩNA) is a state.) This state corresponds to the state Ω of Chapter 5. We
first show how to compute one-point correlation functions for the ascending
operators, that is, the expectation values
〈µαj 〉N = tr
(
ΩN (10 ⊗ · · · ⊗ 1j−1 ⊗ µαj ⊗ 1j+1 ⊗ · · · ⊗ 1N−1)
)
.
Here, Aj indicates that A is the j-th tensor factor. The calculation is expe-
dited upon noting that




m−1 tr(µα) = (λα)m−1〈1, µα〉2.
The following figure shows an example:
µα
Figure 14. 〈µαj 〉N for m = 3, N = 23 = 8, and j = 2.
Building on this we next focus on the goal of computing the two-point
correlation function
〈µαj µβk〉N = tr
(
ΩN (10 ⊗ · · · ⊗ 1j−1 ⊗ µαj ⊗ 1j+1 ⊗ · · ·
· · · ⊗ 1k−1 ⊗ µβk ⊗ 1k+1 ⊗ · · · ⊗ 1N−1)
)
,
for 0 ≤ j < k < 2m − 1. To this end we label the leaves of the regular
binary tree tm having 2m leaves with binary expansions as per Section 6.8.
In this way we associate to the j-th vertex, j ∈ {0, 1, . . . , 2m−1}, the number
x = j/2m ∈ [0, 1). We write
Cαβm (x, y) = 〈µαj µβk〉N ,
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where x = j/2m and y = k/2m.
The key to computing two-point correlation functions is to note that we
can relate Cαβ(x, y) to Cαβ(x(1), y(1)), where we have employed the notation
x(1) in Section 6.8 for the number whose binary expansion has one fewer digit
than that for x. From Section 6.8 we also take the tree metric dT .
Lemma 6.1. Let x, y ∈ [0, 1) be two points with m-digit binary expansions
x = 0.x−1 · · ·x−m, y = 0.y−1 · · · y−m.
Then, writing dT (x, y) = k + 1, we have that
Cαβm (x, y) = (λαλβ)
kCαβm−k(x
(k), y(k)).
Proof. The details are omitted because the basic argument is a relatively
straightforward induction. Since µαj and µ
β
k are on different carets of the tree
we can independently apply E to these operators to relate the expectation
values at different levels:
Cαβm (x, y) = 〈µαj µβk〉N = 〈E(µαj )E(µβk)〉N/2 = (λαλβ)Cαβm−1(x(1), y(1)).
The two operators only meet at a caret at level m− k, so we can repeat the
above process k times. 
Now we study what happens when dT (x, y) = 1. In this case we can
relate the two-point correlation function to an expectation value.
Lemma 6.2. Suppose that we have two leaves labelled x and y, and that
dT (x, y) = 1. Then
Cαβm (x, y) = tr(ΩN/2F (µ
α, µβ)).
Exploiting the formula (6.1) for the expectation value we hence obtain







Putting these lemmas all together, along with Lemma 6.21, we obtain the
following formula for the two-point correlation function
Proposition 6.3. Let x, y ∈ [0, 1) be two points with m-digit binary expan-
sions x = 0.x−1 · · ·x−m and y = 0.y−1 · · · y−m. Then









A particularly important special case is the end-to-end correlation func-
tion between the leaf labelled 0.00 · · · 0 and the leaf labelled 0.11 · · · 1. This
may be computed in the following way.
Corollary 6.4. Let x, y ∈ [0, 1) be two points with m-digit binary expansions
x = 0.0−1 · · · 0−m, y = 0.1−1 · · · 1−m.
Then
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6.2. Primary Fields for Thompson’s Groups
in the Semicontinuous Limit
In this section we build observables on the semicontinuous limit Hilbert space
H intended to represent smeared equal-time field operators. We generalize
everything to the case of non-regular partitions of S1 as it costs no extra
effort to do so (and is arguably more elegant). The discussions here are
framed in terms of quantum spin systems, however, they generalize in a
straightforward way to anyonic systems via trivalent categories.
Recall thatD([0, 1]) denotes the directed set of standard dyadic partitions
of [0, 1].
Definition 6.5. Let V : Cd → Cd ⊗ Cd, E(A) = V †(A ⊗ 1)V , E(µα) =
λαµ
α, and let P ∈ D([0, 1]) be a standard dyadic partition. Let f ∈
L2([0, 1],Md(C)). Assume that λα 6= 0 for all α and define the following
operator in B(HP ), where HP = h⊗|P |,



















|I| = sup(I) − inf(I) is the length of an interval I, and λα and να are the
corresponding ascending weights and dual operators for E.
Remark 6.6. The discretized field operator φP (f) is meant to represent a
continuum field operator first smeared out by f and then discretized, aver-
aged, or coarse grained, over the intervals making up the partition P . Intu-
itively, as the partition P is taken finer and finer we should recover a dyadic
version of the standard smeared field operator φ(f) of quantum field theory.
We want to use the discretized field operator φP (f) to build n-point
correlation functions. In the language of physics, this is achieved by replacing
the smearing function f with a delta function f(x) = δ(x − z)A, where
A ∈ Md(C). Mathematically this can be achieved by using operator-valued
distributions. However, in order to avoid a long digression on distributions,










where χI denotes the indicator function of I. From this, we can distil the
following ad hoc definition.
Definition 6.7. The discretized field operator of type α at z ∈ S1 with
respect to the partition P is defined to be





Using products of discretized field operators at various positions should
allow us to define n-point functions. The general idea is that, for a given
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state ψ ∈ H, the n-point function is
Cα1α2···αnψ (x1, x2, . . . , xn) = 〈ψ, φα1(x1)φα2(x2) · · ·φαn(xn)ψ〉,
where the φα(x) are putative quantum field operators that do not depend
on a partition P . We therefore need to perform some kind of limit to remove
the partition P in the definition (6.3) of the discretized field operator. In
order to perform this limit, we introduce some auxiliary definitions.
Definition 6.8. Let x = (x1, x2, . . . , xn) be an ordered tuple of numbers
lying in [0, 1), that is, 0 ≤ x1 < x2 < · · · < xn < 1. We say that P ∈ D([0, 1])
is a supporting partition for x if in every interval I ∈ P there is at most
one of the elements of the tuple x in I. We say that P is a minimal
supporting partition for x if there is no coarser supporting partition.




6). Then the partition
{[0, 14), [14 , 12), [12 , 34), [34 , 1]}
is supporting for x:
The partition {[0, 12), [12 , 34), [34 , 1]} is a minimal supporting partition:
One can prove the following lemmas.
Lemma 6.10. Let x be an ordered tuple in [0, 1) and let P support x. Sup-
pose that Q refines P , that is, P ≤ Q. Then Q supports x.
Lemma 6.11. Let x be an ordered tuple lying in [0, 1). Then the minimal
supporting partition for x is unique.
Proof. Recall that T is the infinite binary tree of standard dyadic intervals
whose nodes are labelled by [ a2m ,
a+1
2m ), a ∈ {0, 1, . . . , 2m − 1}. Denote by
V the vertices of the tree (which are in bijection with the standard dyadic
intervals) and by Iv the standard dyadic interval associated with a vertex v
of the tree T .
Define the function n : V → Z+ via
n(v) = |{xj ∈ x : xj ∈ Iv}|.
The function n has the property that
(6.4) n(v) = n(left leaf of v) + n(right leaf of v).
Find the subtree TP = (VP , EP ) of T defined by the property that n(v) > 1
for all v ∈ VP . This induces a connected subtree by virtue of (6.4). Deleting
TP (and all its associated edges in EP ) from T gives m disconnected infinite
binary trees whose root nodes induce a minimal supporting partition. Any
minimal supporting partition would have to exclude TP , and hence P thus
constructed is unique. 
The utility of minimal supporting partitions for tuples x is that they
directly allow us to reduce the computation of an n-point correlation function
in the limit of fine partitions to a finite computation. To see this we specialize
henceforth to the n-point functions of the vacuum vector Ω ∈ H.
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Consider an n-tuple x in [0, 1) and let P be its minimal supporting par-
tition. Define for any tuple α = (α1, α2, . . . , αn) and any Q ∈ D([0, 1])







SinceQ is a supporting partition (it refines the minimal supporting partition)
each of the factors in the product commutes with the others. Therefore the
expression is well-defined.
Lemma 6.12. Suppose Q ∈ D is a partition refining the minimal supporting
partition P of a tuple x, that is, P ≤ Q. Then
〈ΩP ,MαP (x)ΩP 〉 = 〈ΩQ,MαQ (x)ΩQ〉,
where [ΩP ] = [ΩQ].
Proof. The first observation we make is that ΨPQ acts in a simple way on
ascending operators localized on intervals I ∈ Q: let f ∈ |P | → |Q| be
the planar forest connecting the objects |P | and |Q| corresponding to the






where df (I, J) is the number of edges in the planar forest connecting the
leaf node associated with I to the node associated with its corresponding
root J . If P and Q are supporting partitions for x then the intervals in
P (respectively, Q) containing the elements xj of the tuple x belong to
disconnected components of the planar forest f . Denote these intervals by Ij
(that is, one for each xj) and their corresponding roots by Jj . The ascending
operators µαI and µ
α
J before and after the action of Ψ
P












df (Ij ,Jj)−1µαJj .
Noting that (λα)df (I,J)−1 = (λα)log2(|J |)−log2(|I|) and taking expectation val-
ues gives us the result. 
We have assembled enough information to prove the following theorem.
Theorem 6.13. Let x be an ordered n-tuple in [0, 1) and α be an n-tuple
in {0, 1, . . . , d2 − 1}×n. Then the limit
Cα1α2···αn(x1, x2, . . . , xn) = lim
P≤Q
〈ΩQ,MαQ (x)ΩQ〉
exists and is equal to
〈ΩP ,MαP (x)ΩP 〉,
where P is the minimal supporting partition of x.
Proof. Write eQ = 〈ΩQ,MαQ (x)ΩQ〉. We need to argue that the net (eQ)
is eventually in any neighbourhood around 〈ΩP ,MαP (x)ΩP 〉. But this is
immediate since there always exists R ∈ D([0, 1]) such that P ≤ R and
Q ≤ R: for any partition S refining R we have that eS = eP , that is, eQ is
eventually equal to eP . 
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The previous theorem tells us that an arbitrary n-point function makes
sense and, further, is computable in terms of operators on a finite-dimensional
Hilbert space.
Corollary 6.14. Let f be an element of Thompson’s group F (respectively,
T ), and let |f〉 = U(f)Ω ∈ H be the vector in the unitary representation
afforded by V resulting from applying f . Suppose x is an ordered n-tuple in
[0, 1) and let α be an n-tuple in {0, 1, . . . , d2 − 1}×n. Then the limit
Cα1α2···αn|f〉 (x1, x2, . . . , xn) = limR≤Q
〈fQ,MαQ (x)fQ〉
exists and is equal to







where P is the minimal supporting partition of x, P ′ ≥ P is good for f , and R
refines both P and f(P ′). (Here we use the notation |fQ〉 for a representation
of |f〉 on partition Q.)
6.3. Short-Distance Behaviour of the n-Point Functions
Many of the properties of Cα1α2···αn(x1, x2, . . . , xn) are immediate conse-
quences of the formula in Theorem 6.13. The first important result concerns
the short-distance behaviour of the two-point function Cαβ(x, y). To under-
stand this we focus first on the case where x and y are dyadic, in which case
we can express them in binary as
x = 0.x−1x−2 · · ·x−m, and
y = 0.y−1y−2 · · · y−n,
where xj ∈ {0, 1} and yj ∈ {0, 1}. (Such expansions are assumed to have an
infinite sequence of trailing zeroes.) Without loss of generality we assume
that n > m. The minimal supporting partition for the pair (x, y) is easy
to derive: first express x = x¯ + x′ and y = x¯ + y′, where x¯ contains the
first l digits of the binary expansions of x and y which are in common. Now
recursively subdivide the interval [0, 1] according to the following recipe: set
I ← [0, 1] and j ← −1 and repeat steps (1) and (2) while j ≥ −l − 1:
(1) subdivide I into I = I0 ∪ I1 and set I ← Ixj , where xj is the j-th digit
of x,
(2) set j ← j − 1.
The subdivisions carried out via this procedure induce a standard dyadic
partition P which is minimal for the pair (x, y). Note that at the final iter-
ation x and y are located in neighbouring intervals of length 2−l−1. Indeed,
the two intervals separating x and y are none other than I = [x¯, x¯+ 1
2l+1
) and




). Now that we have the minimal separating partition,
we can immediately apply Theorem 6.13 to deduce the two-point function
Cαβ(x, y) = 〈ΩP , (λ−l−1α µαI )(λ−l−1β µβI′)ΩP 〉.
By making use of the structure constants for ? we can explicitly evaluate
this expression. This is summarised in the following lemma.
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Lemma 6.15. Let 0 ≤ x < y < 1 be two dyadic fractions and let α, β ∈
{0, 1, . . . , d2−1}. Write x = x¯+x′ and y = x¯+y′, where x¯ contains the first






where D(x, y) = 2−l−1 is the coarse-graining distance between x and y.
Proof. Start with the expression
Cαβ(x, y) = 〈ΩP , (λ−l−1α µαI )(λ−l−1β µβI′)ΩP 〉.
Since the intervals I = [x, x+ 1
2l+1





we can exploit the ? operation to evaluate this expression on the coarse-
grained partition P ′ where the neighbouring intervals I and I ′ are joined to





−l−1fαβγ〈ΩP ′ , µγIxΩP ′〉.













Remark 6.16. When x and y are a standard dyadic pair, that is, x = a
2l
and y = a+1
2l
, with l ∈ N and a ∈ {0, 1, . . . , 2l − 1}, then D(x, y) = |x − y|,







In the context of conformal field theory an expression such as (6.5) for
standard dyadic pairs is especially suggestive. We therefore make the follow-
ing prototype definition for the analogue of the scaling dimension.
Definition 6.17. The scaling dimension hα for the field φα(x) is
hα = −Re log2(λα).
Contrary to the situation in conformal field theory, there is no reason to
expect that, in general,
(6.6) Cαβ(x, y) ∼ CαβD(x, y)−2h
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only when hα = h = hβ . We hence promote (6.6) to a necessary condition
for the existence of a physical continuum limit.
Note also that, in general, the semicontinuous correlation functions for a
tree state may be discontinuous and asymmetric.
6.4. Fusion Rules and the Operator Product Expansion
So far we have studied the two-point correlation function. Now we look at
the three-point function in an attempt to obtain an analogue of the operator
product expansion.
In general, a three-point function is of the form
Cαβγ(x, y, z) = 〈Ω, φ̂α(x)φ̂β(y)φ̂γ(z)Ω〉
for x, y, z ∈ [0, 1) with x < y < z.
We can compute this correlation function by first finding the minimal
supporting partition P for (x, y, z) and setting
Cαβγ(x, y, z) = 〈ΩP , (λ−l−1α µαI )(λ−m−1β µβJ )(λ−n−1γ µγK)ΩP 〉,
where I, J , and K are the intervals containing x, y, and z, respectively.
To calculate this expression note that we can exploit the formulas we
already have for the two-point function. The important observation here is
that when dT (x, y) < dT (y, z) we can first fuse operators µα and µβ resulting
in some linear combination of the µγ′ and then we fuse these with µγ . Cor-
respondingly, if dT (x, y) > dT (y, z) we first fuse the last two, then fuse on
the first operator. Thus, the three-point function is completely determined
by knowledge of the fusion coefficients fαβγ . The observation is also partic-
ularly reminiscent of the operator product expansion, or OPE. We exemplify
this by promoting it to a prototype definition.
Definition 6.18. Given formal primary fields φα(x), α = 0, 1, . . . , d2− 1,






is called the operator product expansion.
Here the ∼ means that the expression only makes sense in a correlation
function, and that oscillatory behaviour is neglected, that is, we only study
the divergence up to an overall absolute value sign.
A crucial role is played by the structure of the dimensions hα as they con-
trol, via the quantity hγ −hα−hβ , the divergence of the n-point correlation
functions as x→ y.
The fusion coefficients fαβγ determine the structure of the three-point
function. In particular, whether fαβγ = 0 or not determines whether a




1 if fαβγ 6= 0,
0 otherwise.
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This tensor can be used to construct an (in general) non-associative and




and we choose some basis {φα}α∈I , where I = {0, 1, . . . , d2 − 1}, and intro-
duce the product operator ? via





Usually the algebra A will be neither associative nor commutative. How-
ever, in special cases, it can be the case that Nαβγ ends up satisfying these
additional constraints. In this case A becomes a so-called fusion ring. We
can obtain a representation for the fusion ring via the commuting matrices




6.5. The Action of Thompson’s Groups F and T
on n-Point Functions
The analogy between CFT and quantummechanics symmetric under Thomp-
son’s groups F and T manifests itself most strongly when considering how
n-point functions transform under an element f of one of Thompson’s groups.
Here we discuss the n-point correlation function with respect to the vacuum
vector Ω and its transformed version U(f)Ω.
Theorem 6.19. Let f ∈ T be an element of Thompson’s group T and U(f)
its unitary representation. Then the action of T on H in terms of n-point
functions is
(6.7)









Cα|f〉(f(x1), f(x2), . . . , f(xn)),
where the limit in the derivative is taken above via x→ xj + ε.
Proof. Let P be the minimal supporting partition for the tuple (x1, . . . , xn).
Choose a refinement P ′ which is good for f and choose R which refines both









and the left-hand side of (6.7) is directly equal to
Cα(x1, x2, . . . , xn) = 〈ΩP ′ ,MαP ′(x)ΩP ′〉 = 〈ΩR,MαR (x)ΩR〉.
Now we compare left and right-hand sides: the correlation function on the
right-hand side of (6.7) is the expectation value of
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with respect to U(f)ΩP ′ (noting that f(P ′) is a supporting partition for
(f(x1), f(x2), . . . , f(xn))). Rewriting this expression as











log2(|f(Ij)|)−log2(|Ij |)Cα|f〉(f(x1), f(x2), . . . , f(xn)).









(Here the derivative is defined with a limit from the right so as to avoid sin-
gularities when xj is at a breakpoint.) Taking logs and exchanging exponents
using the identity alog(b) = blog(a) gives us the result. 
By substituting xj = f−1(zj) we can rewrite this result in a somewhat
more useful form,










Cα(f−1(z1), f−1(z2), . . . , f−1(zn)).
Remark 6.20. This corollary tells us that knowledge of the vacuum n-point
functions 〈Ω, φα1(z1)φα2(z2) · · ·φαn(zn)Ω〉 alone is enough to calculate the
n-point functions with respect to any transformed state |f〉 = U(f)|Ω〉:









〈Ω, φα1(f−1(z1))φα2(f−1(z2)) · · ·φαn(f−1(zn))Ω〉.
In the case where our unitary representation is determined by a planar
perfect tangle we deduce that the correlation function is PSL(2,Z) invariant
because |f〉 = Ω for f ∈ PSL(2,Z).
6.6. Application: Spin System
Here we apply the formalism of the previous sections to a simple example
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where, as usual, we set N = 2m. As usual, we choose the perfect tensor
V : C3 → C3 ⊗ C3 from Example 5.5 given by
〈jk|V |l〉 =
{




The ascending operator E constructed from this perfect tensor has the three
eigenvalues










−1 0 00 0 0
0 0 1
, µα1 =
0 0 00 0 −1
0 1 0
, µα2 =




−1 0 00 1 0
0 0 0
, µα3 =









0 0 00 0 1
0 1 0
, µβ2 =
0 0 10 0 0
1 0 0
, µβ3 =
0 1 01 0 0
0 0 0
.
They result in the fusion rules
× 1 δ1 δ2 β1 β2 β3 α1 α2 α3
1 1 δ1 δ2 β1 β2 β3 α1 α2 α3
δ1 δ1 Σ Σ β1 0 β3 α1 0 α3
δ2 δ2 Σ Σ β1 β2 0 α1 α2 0
β1 β1 β1 β1 Σ β3 β2 0 α3 α2
β2 β2 0 β2 β3 Σ β1 α3 0 α1
β3 β3 β3 0 β2 β1 Σ α2 α1 0
α1 α1 α1 α1 0 α3 α2 Σ β3 β2
α2 α2 0 α2 α3 0 α1 β3 Σ β1
α3 α3 α3 0 α2 α1 0 β2 β1 Σ
with Σ = 1 + δ1 + δ2.
From the eigenvalues we get h1 = 0 and hα = hβ = 1. For the OPE, we
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6.7. Application: the Fibonacci Lattice
We now illustrate the formalism developed in the previous sections in terms
of a tree state defined for the Fibonacci category F . The computations in
this section were performed using the TriCats package [Sti4; Sti2].
The fusion ring of F is generated by the two elements 1 and τ and fusion
rules
1× 1 = 1
1× τ = τ
τ × τ = 1 + τ.
F is a trivalent category with dim C4 = 2 and d = 12(1 ±
√
5), and it is a
special case of an SO(3)q category with q = 4. C4 is spanned by the two
vectors
(6.9) , .
We use a modification of the trivalent vertex, effectively doubling lines
and replacing the trivalent vertex with
V = .
The braiding appearing in V is given by
= + e4ipi/5 .































5− 2 5− 2√5
)
.
The OPE then gives us the short-distance behaviour
φ̂1(x)φ̂1(y) ∼ φ̂1(y),





φ̂τ (x)φ̂τ (y) ∼ (
√
5− 2)D(x, y)−2hτ φ̂1(y) + (5− 2
√
5)D(x, y)−hτ φ̂τ (y)
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) ≈ 1.388. We obtain a representation of the












It is very interesting to note that these matrices again describe the fusion
rules of the Fibonacci category!
6.8. A Few Technical Observations Concerning Trees
Here we collect together some basic observations concerning trees and the
circle. Our systems are thought of as living on the circle S1 which is taken
to be the interval [0, 1] with 0 and 1 identified. It is rather convenient to
express points x ∈ S1 in terms of their binary expansions, that is, we write
x = 0.x−1x−2 · · ·x−l, x−j ∈ {0, 1}, j = 1, 2, . . . , l,







for some l ∈ Z.
We introduce the somewhat baﬄing operation 	 on x and y in S1 ac-
cording to
y 	 x =
l∑
j=1
(y−j − x−j)mod 2
2j
,
where the arithmetic in the term y−j−x−j is carried out in the finite field F2
and then embedded back in R in the natural way. We pad out the expansions
of x or y with zeros as necessary. x	 y corresponds to bitwise XOR on the
binary digits of x and y.
We identify partitions of S1 with trees in the standard way:
{[0, 1)} ↔ T0
{[0, 12), [12 , 1)} ↔ T1
{[0, 14), [14 , 12), [12 , 34), [34 , 1)} ↔ T2
...
Here Tl is the regular binary tree with 2l leaves. Each interval in the partition
is identified with a leaf of Tl. The nonnegative integer l is called the level.










)↔ 0.x−1x−2 · · ·x−l.
Here the number l of significant digits, the level, tells us what kind of stan-
dard dyadic interval it is: once you know x you can get y by adding 1/2l.
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In this way we can label the leaves of Tl with binary expansions with exactly
l significant digits.
We introduce the following tree metric on the leaves of the regular binary
tree Tl as follows. Let x and y be the binary labels corresponding to two
leaves of Tl and recursively define
dT (x, y) = 1 + dT (x
(1), y(1))
and
dT (x, x) = 0, ∀x,
where
x(j) = 0.x−1x−2 · · ·x−l+j ,
that is, by dropping the last j digits of the binary expansion for x. For
example, if x = 13/32 and y = 15/32 we have
dT (0.01101, 0.01111) = 1 + dT (0.0110, 0.0111) = 2 + dT (0.011, 0.011) = 2.
Lemma 6.21. The tree metric between x and y in S1 labelling the leaves of
Tl may be computed according to
dT (x, y) = l + 1 + blog2(y 	 x)c.
As can be seen from the previous example and made rigorous in the
lemma, dT counts, from the right of the binary expansions of x and y, the
leftmost position at which the digits of x and y are different.
Proof. Suppose that dT (x, y) = j. Then we know that x and y share the
same first l − j digits, that is,
x = 0.x−1x−2 · · ·x−l, and y = 0.x−1x−2 · · ·x−l+jy−l+j−1 · · · y−l.
Now notice that
y 	 x = 0.00 · · · 0(y−l+j−1 ⊕ x−l+j−1) · · · (y−l ⊕ x−l).
In particular, note that the digit in the (l − j + 1) term is 1. Hence
y 	 x = 0.00 · · · 01 · · · (y−l ⊕ x−l) = 1
2l−j+1
(1 + δ),
where δ ∈ [0, 12). Take logs of both sides to find
log2(y 	 x) = −(l − j + 1) + log2(1 + δ).
Adding l to both sides and taking the floor gives the answer. 
For the special case where x = 0 and y = x we have the formula
dT (0, x) = l + 1 + blog2(x)c.
We note the following
Lemma 6.22. Let x and y be two l-digit binary numbers in [0, 1) with y ≥ x.
Then
y 	 x ≥ y − x
and hence
dT (x, y) ≥ l + 1 + blog2(|y − x|)c.
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Proof. First note that for a, b ∈ {0, 1},
a− b = (a− b (mod 2))− 2δa,1δb,0,
so that
a− b ≤ a− b (mod 2).
Now
y 	 x =
l∑
j=1
(y−j − x−j) (mod 2)
2j








Since δ is nonnegative we have that
y 	 x ≥ y − x.
This concludes the proof. 

CHAPTER 7
Particles, Black Holes, and Discrete Cobordisms
In this chapter we present a few new ideas built upon the concepts developed
in the previous chapters.
7.1. Particle Creation and Annihilation
In the following we briefly describe how to include a matter source in the
form of a pointlike particle in the continuous spacetime and in our discrete
models.
Following Matschull [Mat], we take a quick look at how point particles
are described in an equal-time slice of AdS3. (We do not yet have a full
understanding of the time-evolution of particles in the discrete model, so we
omit the same also in the case of AdS3.) We begin with the Poincaré disk
and two geodesics intersecting at a point inside the disk, as in Figure 15.
Figure 15. A Poincaré disk with one particle. The arrows
indicate the orientation of the two line segments that are
glued together.
We cut a wedge out of the disk, bounded by the two geodesics and located
between the boundary circle and the intersection. Then we identify the
boundaries as indicated by the small arrows. The topology of the resulting
spacetime is the same as before, except around the intersection point. We
can interpret this defect of the topology as a point particle.
To transfer this to the discrete model, note that we can simply cut out
wedges bounded by geodesics of the standard dyadic tessellation, but when
a tensor network is laid upon the tessellation—for example, inside a cutoff
region—we need to specify what happens to uncontracted tensor legs. In
other words, we need to suppress anything from being attached to his leg,
and it should become a dead end. This corresponds to contracting it with a
1-leg tensor, that is, a vector ψ ∈ h.
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We take another step back and ask how disabling a leg is implemented
on the level of trees and forests. We propose the following solution. Take
the category AnnFor and add a single morphism b : 1 → 0. We denote this
new category by AnnFor•. We choose the pictorial representation
b =
and therefore call it the blob. When it is added to the leaf of a forest, it
effectively disables that leaf. We further impose the relation
(7.1) (b⊗ b) ◦ t = b,
where t : 1→ 2 is the trivalent vertex. In pictures, this is
= .
The relation (7.1) encodes the requirement that it should not matter whether
we simply delete one part of the disk ( ), or first separate it in two halves
( ) and then delete both ( ).
We can now form a category AnnFor•1 which contains all morphisms of
AnnFor• except the empty forest and the blob. The localization T • =
AnnFor•[(AnnFor•1)−1] contains a group T • = T •(1, 1) which is like T but
with blobs. The reason that we localize with respect to AnnFor•1, and not
all morphisms in AnnFor•, is that once the empty diagram and the blob are
included, localization makes the group T •(1, 1) trivial.





for a 3-leg tensor V . We close the description with our two guiding examples.
Example 7.1. For V : C3 → C3 ⊗ C3 from Example 5.5, the only possible




(|0〉 − |1〉 − |2〉),
|b3〉 = 1√2
(−|0〉+ |1〉 − |2〉),
|b4〉 = 1√2
(−|0〉 − |1〉+ |2〉).
Note that these vectors are not normalized.
Example 7.2. In a braided trivalent category, one possible choice of V is
the perfect tensor from Example 5.7. Then (7.2) is only satisfied for β = .
There are immediately many open questions. On the mathematical side,
it would be interesting to investigate the group T •: Is it finitely presented?
What are its generators and relations? Is it isomorphic to a group acting
on the circle or another manifold? Is it related to any group acting on the
bulk, that is, the Poincaré disk? On the physical side, we can ask: Can T •
sensibly model the time evolution of a point particle? What happens when
multiple particles are created?
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7.2. Black Holes
In 2 + 1 dimensions there is a well-known family of black-hole solutions of
Einstein’s equations in the presence of a negative cosmological constant due
to Bañados, Teitelboim, and Zanelli, and they are correspondingly called
BTZ black holes [BTZ; Mat]. These geometries are multiply connected and
may be produced from the Poincaré disk D by dividing out a discrete sub-
group of the group of isometries of D. We illustrate the simplest example
here.
A tessellation τBTZ for the BTZ spacetime can be built from the standard
dyadic tessellation by choosing two opposite geodesics and identifying them,
see Figure 16.
Figure 16
The two identified geodesics are indicated with arrows. The result of this
procedure is a tessellation of the cylinder with two boundaries A and B at
spatial infinity. The two boundaries may each be identified with S1.
By associating a perfect tensor V with each triangle in the BTZ tessella-
tion we obtain a corresponding tensor network. This network can be thought
of in two ways. Firstly, it may be understood as a state ψAB with ‘geome-
try’ given by τBTZ: here we are thinking of the Hilbert space of the entire
system given by HAB = HA⊗HB, the semicontinuous limit built on the two
boundaries A and B at spatial infinity. Note that ψAB is not a product state
with respect to the tensor product over A and B, it is an entangled state.
This gives rise to the second interpretation of ψAB, namely, as an entangled
state of the two distinct subsystems A and B. This equivalence between
entanglement and geometry is the manifestation of the ER = EPR proposal
for our discrete version of the bulk-boundary correspondence [MS].
7.3. Discrete Cobordisms
We close with a few words on cobordisms. Roughly, a cobordism f : X → Y
is an n-dimensional manifold whose boundary consists of two disjoint (n−1)-
dimensional manifolds X and Y [BS1; Seg]. (The exact definition is longer.)
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Two typical examples for n = 2 are the following:
In one dimension less, there are similar pictures:
The unitary representations of F and T are such that depending on the
number of trees in the numerator and the denominator of a fraction, we can
get several copies of the semicontinuous limit Hilbert space. For instance,
consider the two fractions:
Under the representation, the left-hand fraction becomes a unitary H → H,
while the one on the right becomes a unitary H → H ⊗ H. If, for the
moment, we read the above pictures of cobordisms from top to bottom, then
the resemblance is striking: The right-hand element of Thompson’s groupoid
is a map from one spacetime to two copies of that spacetime, and the fraction
seems to have an ‘underlying’ cobordism. It remains to be seen if we can find
more similarities between these mathematical structures that are physically
plausible.
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