Recent multivariate extensions of the popular heterogeneous autoregressive model (HAR) for realized volatility leave substantial information unmodelled in residuals. We propose to employ a system of seemingly unrelated regressions to model and forecast a realized covariance matrix to capture this information. We find that the newly proposed generalized heterogeneous autoregressive (GHAR) model outperforms competing approaches in terms of economic gains, providing better mean-variance trade-off, while, in terms of statistical precision, GHAR is not substantially dominated by any other model. Our results provide a comprehensive comparison of the performance when realized covariance, subsampled realized covariance and multivariate realized kernel estimators are used. We study the contribution of the estimators across different sampling frequencies, and show that the multivariate realized kernel and subsampled realized covariance estimators deliver further gains compared to realized covariance estimated on a 5-minute frequency. In order to show economic and statistical gains, a portfolio of various sizes is used.
INTRODUCTION
The risk of individual financial instruments is crucial for asset pricing, portfolio and risk management. Besides volatility of individual assets, knowledge of covariance structure between assets in portfolio is of great importance. Accurate forecasts of variance-covariance matrices are particularly important in asset allocation and portfolio management.
The traditional approach of obtaining covariance matrix estimates relies on multivariate generalized autoregressive conditional heteroscedasticity (MGARCH) models such as the constant conditional correlation GARCH of Bollerslev (1990) , the dynamic conditional correlation GARCH of Engle (2002) or the BEKK of Engle and Kroner (1995) (for a survey of MGARCH models see Bauwens et al., 2006) . These models are popular in the literature although they suffer from the curse of dimensionality problem. Increased availability of high-frequency data in the last decade resulted in development of the new non-parametric approach for treating multivariate volatility. A milestone for covariance matrix modelling is the work of Barndorff-Nielsen and Shephard (2004) , where the theory of 'realized covariation' is introduced. Realized covariance matrices are ex post measures of daily covariation and they need to be further modelled. The research dedicated to modelling the entire covariance matrices is still lively. From the already established methods, let us mention Wishart autoregression (WAR) of Gouriéroux et al. (2009) , with numerous extensions presented in Bonato (2009) and Bonato et al. (2013) . A different approach of realized volatility modelling can be found in Bauer and Vorkink (2011) , who model realized stock market volatility using matrix-logarithm transformation and primarily concentrate on forecasting performance of the factor model. A more common approach for obtaining positive definite forecasts of covariance matrices is the use of Cholesky decomposition. The use of Cholesky factors, further estimated by vector autoregressive fractionally integrated moving average (VARFIMA), heterogeneous autoregression (HAR) or WAR-HAR can be found in the work of Chiriac and Voev (2011) . More recently, Amendola and Storti (2015) consider combining predictions from multivariate GARCH models and realized covariance matrices.
In this paper, we contribute to the literature by proposing a new model for dynamic covariance matrix modelling and forecasting. We model Cholesky factors of the realized covariance matrix as a system of seemingly unrelated heterogeneous autoregressions. The main motivation is that we may expect the residuals from simple HAR model to be contemporaneously correlated and, moreover, heteroscedastic due to well-known volatility in the volatility effect (Corsi et al., 2008) . Estimating the system of HAR equations using generalized least squares allows us to capture these dependencies. Hence the generalized HAR (GHAR) may provide more precise and more efficient forecasts, which will translate to economic gains directly. On the portfolios of various sizes, we show that the GHAR model delivers significant economic gains and, statistically, is not substantially outperformed when compared to natural benchmark models based on high-frequency data (HAR, VARFIMA), as well as daily data (DCC-GARCH, RiskMetrics) . In addition, we study the economic benefits of estimating the realized covariance with more efficient subsampled realized covariance and multivariate realized kernel estimators.
The rest of the paper is structured as follows. We provide the background for estimation of realized covariation from high-frequency data in the next section. The third section describes frameworks for modelling multivariate volatility and presents our GHAR model. The fourth section provides a description of dataset and research design, including economic as well as statistical evaluation criteria. In the fifth section we discuss out-of-sample forecast evaluation, and the sixth section concludes.
ESTIMATION OF COVARIATION FROM HIGH FREQUENCY DATA
We assume that the q-dimensional efficient price process p t evolves over time 0 Ä t Ä T according to the following dynamics dp
where t is predictable component, † t is a real-valuevolatility process, W 1 ; : : : ; W q is a q-dimensional Brownian motion and dJ t is a jump process. A central object of interest is the integrated covariation, which measures the covariance of asset returns over a particular period. Andersen et al. (2003) and Barndorff-Nielsen and Shephard (2004) suggest estimating the quadratic covariation matrix analogously to the realized variance, by taking the outer product of the observed high-frequency return over the period. This estimation, however, assumes synchronized equidistant data. In practice, trading is non-synchronous, delivering fresh prices at irregularly spaced times that differ across stocks. In order to estimate the covariance, the data need to be synchronized, meaning that the prices of the q assets need to be collected at the same time stamp. Research of non-synchronous trading has been an active field of financial econometrics in past years: see, for example, Hayashi and Yoshida (2005) and Voev and Lunde (2007) . This practical issue induces bias in the estimators and may be partly responsible for the Epps effect (Epps, 1979) , a phenomenon of decreasing empirical correlation between the returns of two different stocks with increasing data sampling frequency. Ait-Sahalia et al. (2010) compare various synchronization schemes and find that the estimates do not differ significantly from estimates using the so-called refresh time scheme when dealing with highly liquid assets. The data used further in our study consist of the most liquid US stocks; hence we can restrict ourselves to the refresh time synchronization scheme in our work.
Let N .q/t be the counting process governing the number of observations in the qth asset up to time t, with times of trades t .q/1 ; t .q/2 ; : : : . Following Barndorff-Nielsen et al. (2011) , we define the first refresh time as 1 D max.t .1/1 ; : : : ; t .d /1 / (2) for d D 1; : : : ; q assets, and all subsequent refresh times as j C1 D max t .1/N .1/ j C1 ; : :
with the resulting refresh time sample being of length N . 1 is thus the first time that all assets record prices, while 2 is the first time that all asset prices are refreshed. In the following analysis, we will always set our clock time to j when using the estimators. Having synchronized the data, let us denote by k p t D p t 1C k =N p t 1C k 1 =N a discretely sampled vector of kth intraday log-returns in OEt 1; t, with N intraday observations available for each asset q. A simple estimator of realized covariance is then constructed as
To effectively use all available high-frequency data, Zhang et al. (2005) propose using subsampling and averaging for realized variance calculation. In their setup the whole sample is divided into M non-overlapping subsamples, and in each subsample realized variance is calculated and averaged across the subsampled estimates to form the final estimate:
In addition, the covariance matrix estimated by realized covariance might not necessarily be positive semi-definite. To overcome these problems, Barndorff-Nielsen et al. (2011) introduced the multivariate realized kernels (MRK) estimator, which guaranties the covariance matrix to be positive semi-definite. Moreover, MRK is more efficient, and it is able to deal with noise. Following Barndorff-Nielsen et al. (2011) , the MRK estimator is defined as
where h stands for the hth realized autocovariance and k.x/ is a non-stochastic weight function. In the empirical implementation, we need to choose the kernel function and bandwidth parameter. Following Barndorff-Nielsen et al. (2011) , we use a Parzen kernel, 1 which satisfies the smoothness conditions, K 0 .0/ D K 0 .1/ D 0, and guarantees b † .MRK/ t to be positive semi-definite. We use the optimal bandwidth derived in Barndorff-Nielsen et al. (2011) . Recently, many new approaches to covariance matrix estimation using high-frequency data have emerged in the literature. In addition to estimators used in this study, realized co-range (Bannouh et al., 2009) or two-scale realized covariance (Zhang, 2011) are also becoming increasingly popular. Today, the literature also pays attention to disentangling jumps, common jumps and true covariation (see Boudt et al., 2012, or Elst and Veredas, 2015) . When the dimension of the problem is high, the estimator of Hautsch et al. (2012) , which estimates covariance using block-wise multivariate realized kernels, might be of interest.
While the number of recently proposed estimators is growing, we restrict our study to a comparison of the main estimators used in the literature, 2 and focus on the actual estimator of the proposed model.
MODELLING AND FORECASTING MULTIVARIATE VOLATILITY
Modelling and forecasting a conditional covariance matrix of asset returns † t is pivotal to asset allocation, risk management and option pricing. In order to have a valid multivariate forecasting model, one needs to specify a model that produces symmetric and positive semi-definite covariance matrix predictions. Whereas it is still relatively scarce to use high-frequency data in multivariate modelling, the literature dealing with challenging issues is growing quickly. There are three types of approach proposed recently: modelling the Cholesky factorization of the covariance matrix (Chiriac and Voev, 2011) , its matrix-log transformation with the use of latent factors (Bauer and Vorkink, 2011) , and direct modelling of the covariance dynamics as a Wishart autoregressive model (Bonato, 2009; Jin and Maheu, 2013) .
To ensure positive semi-definiteness of covariance matrix forecasts, we adopt the approach from Chiriac and Voev (2011) : we apply the Cholesky decomposition to the covariance matrix. This approach is attractive as it also helps to reduce the curse of dimensionality, especially in the model structures we are going to use in this study. Following Chiriac and Voev (2011) , we model the lower triangular elements of the Cholesky factorization:
where P t are Cholesky factors P 0 t P t D † t and X t is m 1 vector, with m D q.qC1/ 2 . Forecasts of the covariance matrix are then obtained by reverse transformation.
Generalized heterogeneous autoregressive (GHAR) model
A simple approximate long-memory model for realized volatility-heterogeneous autoregression (HAR)-has been introduced by Corsi (2009) . Whereas the approach has been introduced for the univariate volatility modelling, its extension to multivariate volatility has been recently used in the literature (see, for example, Chiriac and Voev, 2011; 1 The Parzen kernel function is given by k.x/ D 8 < :
x > 1 : 2 Realized covariance sampled at a 5-minute frequency is the industry standard; subsampled realized covariance enables us to use all data points, resulting in a more efficient estimator, and MRK is able to handle noise and non-synchronous trading Bauer and Vorkink, 2011) . The original HAR model has an autoregressive structure, and combines volatilities measured at different frequencies (daily, weekly, monthly). Chiriac and Voev (2011) propose a multivariate extension of HAR to model a vector of Cholesky factors X t , as
where 1,5 and 22 stand for day, week (5 days) and month (22 days) respectively, c is an m 1 vector of constants,ˇ. :/ are scalar parameters and X .:/ t are averages of lagged daily volatility, e.g. X .5/ t D 1 5 4 P i D0 X t i . To obtain parameter estimates, ordinary least squares (OLS) is used.
One of the disadvantages of this modelling strategy is that we are assuming the same structure for all elements of the Cholesky factors in X t . Much more importantly, we are leaving a significant amount of information in the error term. One can expect the error term to be heteroscedastic due to volatility of volatility (Corsi et al., 2008) present in the realized measures. More importantly, a common structure of X t elements may be left unmodelled in residuals. Hence it may be more natural to estimate the model in Eq. 8 as a system of equations with some covariance structure of the error terms.
To deal with this problem, we propose to build a system of seemingly unrelated HAR regressions (Zellner, 1962) for all elements of X t . The advantage of this approach is that we estimate a multivariate HAR model, which will capture the separate dynamics of the variances and covariances, but also possible common structure. Moreover, it will also yield more efficient estimates. As we know, error terms from HAR are heteroscedastic (Corsi et al., 2008) , which makes the coefficient estimates less efficient. Moreover, where there is no information about dependence between equations left in the residuals from regression Eq. 8, the estimator will converge to a simple OLS estimate, as the diagonal weighting matrix in generalized regression will reduce the estimates to OLS. On the other hand, the possible disadvantage is in a larger number of parameters to be estimated, which may render the model unreliable with highly dimensional portfolios.
Let us consider the system of i D 1; : : : ; m equations, where m D q.qC1/ 2 : : : :
is the i th element of X t and e a vector of ones,ˇi D ˇ. c/ iˇ.
estimates of the intercept. It is more convenient to work with this system in the following form:
where y D X .1/ 1;tC1 ; : : : ; X .1/ m;tC1 Á 0 and are of dimension mT 1, Z D diag¹X 1;t ; : : : ; X m;t º is a block diagonal matrix of dimension mT 4m, and the matrix of parametersˇD .ˇ1; : : : ;ˇm/ 0 is of dimension 4m 1. The disturbances will satisfy strict exogeneity EOE jZ D 0, but will be correlated across equations,
: : : : : :
where † D ij for i; j D 1; : : : ; m,˝is a Kronecker product and I T is an identity matrix of dimension T T . The model parameters are estimated in two-step feasible generalized least squares. We run OLS regression in the first step to obtain estimates O ij from residuals. In the second step, we run generalized least squares regression using the variance matrix
The estimator b is unbiased, and a consistent estimator ofˇwith asymptotically normal limiting distribution:
While this is a standard estimation technique, we will refrain from discussing any further details about the properties of the generalized least squares estimator.
Competing models
To show the contribution of the GHAR model, we compare the forecasts to several competing alternatives. The first natural choice of benchmark model is a multivariate extension of the original HAR. By comparing these two models, we will see the portion of the contribution brought by allowing for correlated residuals in the estimation. Another natural candidate is vector ARFIMA, as Chiriac and Voev (2011) find it outperforms the HAR model slightly, but conclude that HAR performs reasonably well in comparison to VARFIMA. Hence we may have reason to believe that our approach will provide better results than the VARFIMA model.
These three main models share the same framework of modelling elements of Cholesky factors from the realized covariance matrix. Hence we also contrast them to two benchmark models, namely the popular DCC-GARCH 3 of Engle (2002) and the risk metrics standard widely used in the business industry. These benchmark models operate on daily data, so we will have a direct comparison of gains from high-frequency data.
HAR
A first, natural competing model to our generalized HAR strategy is the multivariate extension of an original HAR, which models a vector of Cholesky factors X t as
where 1, 5 and 22 stand for day, week (5 days) and month (22 days) respectively, c is an m 1 vector of constants,
./ is an m 1 vector of parameters and X ./ t are averages of lagged daily volatility, e.g.
To obtain parameter estimates, OLS is used.
Vector ARFIMA model A second competing model to the HAR family is the vector autoregressive fractionally integrated moving average (VARFIMA) model of Chiriac and Voev (2011) , who use a restricted VARFIMA.1; d; 1/ specification to model and forecast dynamics of X t directly. The authors find that ARFIMA provides a slightly better forecast in comparison to the HAR model, which makes it a natural candidate for our modelling strategy. We consider the vector ARFIMA model
where and Â are scalars, c is an m 1 vector of constants and D.L/ D .1 L/ d I m with a common parameter of fractional integration d for all constituents of X t . In our case we reject the hypothesis about equality of d ; thus we estimated each element of X t using a unique d t W D.L/ D diag ® .1 L/ d 1 ; : : : ; .1 L/ d m¯. Hence we use model 1 in Chiriac and Voev (2011) . In addition, we have experimented with a general VARFIMA.p; d; q/, not restricting p D q D 1. 4 Comparing the models through information criteria decisively yields VARFIMA.1; d; 1/ as the best model; hence we use it as a benchmark for our modelling strategy in the empirical section of the paper.
RiskMetrics
RiskMetrics of JP Morgan Chase, based on an exponentially weighted moving average (EWMA), is a financial industry standard and common benchmark for any volatility model (univariate or multivariate). In our work we use the specification of Longerstaey and Spencer (1996) with decay factor set to 0.94. We assume a q 1 vector of daily returns r t D P n kD1 . k p t / for t D 1; : :
The previous equation can be rewritten in recursive form:
where the expression i;j;t stands for covariance between assets i and j in time t.
DCC-GARCH
The dynamic conditional correlation generalized autoregressive conditional heteroscedasticity (DCC-GARCH) of Engle (2002) is a widely used multivariate GARCH model in practice. It is a generalization of Bollerslev (1990) constant conditional correlation GARCH, with time-varying correlation matrix R. The model is defined as
The dynamics of the correlation matrix are given by transformation:
Q is the unconditional covariance matrix of the standardized residuals from the univariate GARCH processes and Q t D diag p q i i;t . In our work we use the two-stage estimator presented in Engle (2002) and Engle and Sheppard (2001) .
DATA AND RESEARCH DESIGN
The dataset consists of tick prices of 15 S&P 500 index constituents with highest liquidity and market capitalization. . We obtain 390, 78, 39, 26 and 19 time-synchronized intraday observations using refresh-time, resulting in 1-, 5-, 10-, 15-and 20-minute intraday returns. Besides 1-to 20-minute returns we also construct open-to-close returns that are used for RiskMetrics and DCC-GARCH models. Moreover, we create sub-portfolios consisting of 5, 10 and 15 assets (assets chosen according to market capitalization). Hence, in total, we study 18 different datasets.
The sample covers the period from 1 July 2005 to 3 January 2012 (1623 trading days), and we consider trades between 9:30 and 16:00 EST time. To ensure sufficient liquidity on the market we explicitly exclude weekends and holidays (New Year's Day, Independence Day, Thanksgiving Day, Christmas). For estimation and forecasting purposes we divide our sample into in-sample, spanning from 1 July 2005 to 9 July 2008, and out-of-sample from 10 July 2008 to 3 January 2012. For the forecasting, we use rolling window estimation with a fixed length of 750 days. Summary statistics of all returns are presented in Appendix D.
Accuracy of the forecasts is evaluated primarily according to economic criteria. The rationale behind this is the importance of well-conditioned and invertible forecasts rather than focusing on unbiasedness, as an unbiased forecast does not necessarily translate into an unbiased inverse (Bauwens et al., 2012) . As a robustness check we also provide ranking of the models based on statistical loss functions.
Economic forecast evaluation
For economic evaluation of volatility forecasts, we use the approach of Markowitz (1952) . There are two possibilities for constructing an optimal portfolio. In the first one we specify the expected portfolio return and try to find asset weights minimizing the risk. In the second one the expected return of the portfolio is maximized according to a certain risk. Asset weights, w D .w 1 ; : : : ; w q / 0 , maximizing the utility of a risk-averse investor, can be found by solving the following problem:
where w t C1 is a q 1 vector of asset weights, b † tC1jt represents a covariance matrix forecast, l denotes a q 1 vector of ones, b t C1jt is a vector of mean forecasts and P stands for portfolio return. Once the optimization problem is solved for different risk levels, we are able to construct an efficient frontier. The Markowitz-type portfolio relies heavily on mean forecasts. As these forecasts might be noisy, portfolio weights and variance can become notably sensitive to changes in assets mean. To overcome these difficulties we also consider the problem of finding the global minimum variance portfolio (GMVP). The specification of the optimization problem is similar to the Markowitz setup:
which can be solved analytically: 6
with expected return variance being
Statistical forecast evaluation For statistical evaluation of covariance forecasts, we employ root mean squared error (RMSE) loss functions based on the Frobenius norm. 7 As a volatility proxy we use realized covariance, subsampled realized covariance (RCOV SS) and MRK estimates at given frequencies; i.e. to calculate loss function for forecasts based on 5-minute realized covariance we use realized covariance estimates based on 5-minute data as a benchmark. In the case of DCC-GARCH and RiskMetrics forecasts we calculate loss functions using all RCOV, RCOV SS and MRK estimates at all frequencies.
The measures are calculated for the t D 1; : : : ; T forecasts as
where b † t Chjt is a covariance matrix forecast and † tCh is the volatility proxy. To test the significant differences of competing models, we use the model confidence set (MCS) methodology of Hansen et al. (2011) . Given a set of forecasting models, M 0 , we identify the model confidence set c M 1 ˛ M 0 , which is the set of models that contain the 'best' forecasting model given a level of confidence˛. For a given model i 2 M 0 , the p-value is the threshold confidence level. Model i belongs to the MCS only if b p i ˛. MCS methodology repeatedly tests the null hypothesis of equal forecasting accuracy H 0;M W EOEL i;t L j;t D 0; for all i; j 2 M with L i;t being an appropriate loss function of the i th model. Starting with the full set of models, M D M 0 , this procedure sequentially eliminates the worst-performing model from M when the null is rejected. The surviving set of models then belong to the model confidence set c M 1 ˛. Following Hansen et al. (2011) , we implement the MCS using a stationary bootstrap with an average block length of 10 days. 8 6 Kempf and Memmel (2006) . 7 The Frobenius norm of the m n matrix A is defined as kAk F 2 D P i;jˇa i;jˇ2 . 8 We have used different block lengths, including those dependent on the forecasting horizons, to assess the robustness of the results, without any change in the final results. These results are available from the authors upon request. 
RESULTS
For clarity of presentation, we begin with a discussion of the results of one-step-ahead forecasts for the portfolio of five stocks (AAPL, XOM, GOOG, WMT, MSFT), whereas we leave portfolios of 10 and 15 stocks and also five-and 10-step-ahead forecasts as a robustness check showing that the methodology also works well at larger dimensions and different forecasting horizons. Focusing on the economic evaluation, we first discuss the results from GMVP, 9 followed by the Markowitz approach and statistical evaluation. We present GMVP comparison through cumulative and annualized risk. In the cumulative approach we use covariance forecasts for daily rebalancing of our portfolio: at each step we calculate optimal asset weights and using these weights we calculate corresponding daily portfolio risk. The results presented in Table I are sums of portfolio risk cum. for the whole out-of sample period. Table I is divided into seven parts according to realized measures and frequencies used for the calculation. For RiskMetrics and DCC-GARCH the corresponding cum. are constant for all frequencies because they are calculated using open-close returns. We present the results of DCC-GARCH and Risk-Metrics in all columns of Table I so that we can compare the performance of covariance-based models estimated on different frequencies with daily data-based models.
From Table I we can see that the model with the best performance and thus lowest level of risk is GHAR. We can also observe that for various frequencies on which realized measures are calculated DCC-GARCH outperformed covariance-based models. However, these results do not indicate superiority of DCC-GARCH compared to covariance-based models, but highlight the importance of selecting realized measures properly. A disadvantage of model comparison according to cumulative risk is daily rebalancing, implying high transaction costs. A more comprehensive method of model comparison is to use annualized portfolio risks. In Table II we present the results for the annualized version of GMVP.
Similar to cumulative GMVP, the model with the overall lowest achievable risk is GHAR. Remaining results from Tables I and II partly match the results presented in Chiriac and Voev (2011) . The model that scored second is VARFIMA, followed by HAR for subsampled RCOV estimated at 15-and 20-minute frequencies. For the remaining frequencies and realized measures, DCC-GARCH outperforms covariance-based models. Overall, we can say that covariance-based models with appropriate choice of realized measure outperform return-based models.
To assess the performance of models not only from the risk-minimizing point of view but also return maximization, we present efficient frontiers. In contrast to GMVP, we do not allow short selling here. 10 For the calculation of efficient frontiers we use annualized forecasts of covariance matrices and annualized returns. Similar to the results from the GMVP evaluation model with the best risk-return trade-off is the model proposed in this paper: GHAR. The second-best-performing model is VARFIMA, followed by HAR. From Figure 1 we can see that for estimates at 1 minute RCOV and 5 minutes RCOV the score of DCC-GARCH is better than all covariancebased models, which is not in line with results presented in Chiriac and Voev (2011) , where DCC-GARCH ended in the penultimate position. We can attribute this difference to a different dataset and period that includes a financial crisis during which periods of high intraday volatility are observable.
As a robustness check to the economic evaluation, we also provide results from a statistical comparison of forecasting performance of the competing models. In Table III a comparison based on the RMSE loss function is presented. From the RMSE perspective the lowest error is shown by the HAR model, followed by VARFIMA and GHAR. These models always belong to 5% MCS irrespective of the realized measure used for comparison. The worst performance was shown by RiskMetrics, which does not belong to 5% MCS in two cases and has the highest RMSE in five out of seven cases.
Robustness check
Having discussed the results of one-step-ahead forecasts for a portfolio consisting of five stocks, we now turn to evaluation of one-step-ahead forecasts for a portfolio consisting of 10 (AAPL, XOM, GOOG, WMT, MSFT, GE, IBM, JNJ, CVX, PG), and 15 (AAPL, XOM, GOOG, WMT, MSFT, GE, IBM, JNJ, CVX, PG, PFE, T, WFC, JPM, KO) stocks and five-and 10-step-ahead forecasts for portfolios consisting of five, 10 and 15 stocks. We will concentrate on the main differences compared to the smaller portfolio, as we use these results as a robustness check. We also relegate the tables and figures to Appendices A, B and C.
Portfolio of 10 and 15 stocks
According to GMVP criteria for a portfolio consisting of 10 stocks, results do not differ from results obtained using a portfolio of five stocks. The model with the lowest cumulative and annualized risk is GHAR, estimated on 20-minute subsampled RCOV. In the case of the portfolio consisting of 15 stocks, the only difference is that GHAR estimated on MRK covariance matrices outperformed DCC-GARCH.
From the risk-return trade-off point of view there is a notable difference for portfolio consisting of 10 stocks when the data for higher frequencies (1, 5 and 10 minutes) are used. For these frequencies, the model with the best riskreturn trade-off is DCC-GARCH. The order of the remaining models is identical to the portfolio of five stocks: GHAR followed by VARFIMA and HAR. If the 15-minute data are used for optimization, GHAR shares first place with DCC-GARCH. These two models are closely followed by VARFIMA and HAR. For the 20-minute data ordering of the models is similar to the portfolio consisting of five stocks.
Concentrating on statistical evaluation, results of RMSE model comparison for the portfolio consisting of 10 stocks are almost identical to results for the portfolio of five stocks, the only difference being that RiskMetrics does not belong to 5% MCS in any of the cases. On the other hand, a notable difference occurs in a comparison of the portfolio consisting of 15 stocks, where GHAR belongs to 5% MCS only in one case (estimated at 5-minute RCOV), and DCC-GARCH and RiskMetrics do not belong to 5% MCS at all. We address unambiguous results of statistical evaluation to the problem of selecting the 'correct' proxy. These results are also consistent with findings in Kyj et al. (2010) , who show that for large portfolios, the pure high frequency based covariance forecasts need to be conditioned in order to achieve the benefits of the high frequency data.
This points us to the result that unmodelled dependence from HAR and VARFIMA models is increasing with increasing dimension of the portfolio. Hence the GHAR model delivers significant economic gains with increasing dimension of portfolio.
Five-and 10-step-ahead forecasts
Extension of forecasting horizon from 1 to 5 to 10 days does not substantially change the results of our analysis. The only notable difference is absence of GHAR in 5% MCS in the case of 10-step-ahead forecasts of a portfolio consisting of 15 stocks. Remaining results support our previous findings that application of seemingly unrelated regression for HAR estimation delivers significant economic gains regardless of the size of the portfolio and/or forecasting horizon. 11
CONCLUSION
In this paper we propose to employ the seemingly unrelated regression of Zellner (1962) to estimate multivariate extension of the heterogeneous autoregression model in order to improve the variance matrix forecasts. The resulting model-generalized HAR (GHAR)-inherits all the favourable properties of HAR, and provides us with a more efficient estimator that accounts for otherwise hidden dependencies among variables.
In our setup we closely follow Chiriac and Voev (2011) and model elements of Cholesky decomposed covariance matrices to test the economic and statistical value of the proposed modelling strategy. Moreover, we perform our analysis on portfolios consisting of five, 10 and 15 assets, we include three covariance matrix estimators (realized covariation, subsampled realized covariation and multivariate realized kernels), and we obtain covariance matrix estimates using high-frequency data of five different frequencies (1, 5, 10, 15 and 20 minutes) . Overall, we test the performance of the GHAR estimator on 15 different high-frequency datasets. The resulting forecasts of GHAR prove to perform significantly better than benchmark models according to global minimum variance portfolio and meanvariance evaluation criteria irrespective of frequency or size of the portfolio. Whereas our study focuses on more important economic evaluation of the forecasts, statistical evaluation is used as a robustness check of the results. According to statistical criteria for comparison of models, we find that GHAR is not systematically dominated by any benchmark model, which is a supportive result for economic evaluation. 
