Introduction
A problem commonly faced in the management of distribution systems is that of determining a set of geographical warehouse locations such that demand is satisfied and a satisfactory level of customer service is maintained with a minimum total distribution cost over a relatively long planning period with varying levels of demand over the period. Various criteria have been suggested for a satisfactory solution procedure to the problem posed [9] .
Apparently a good solution procedure for locating warehouses should meet these objectives:
1. be capable of evaluating a reasonable number of possible warehouse configurations to determine how many there should be and where they should be located; 2. be capable of evaluating warehouse configurations over time and hence indicating when it is desirable to change configurations in response to shifting demand patterns, supply costs, etc.; 3. allow for interdependence in costs among the warehouse sites during a single period and across multiple periods; i.e., the sites cannot be selected independently of one another nor of the sites chosen in other planning periods; 4. cope with nonlinearities due to both the fixed costs associated with alternative configurations and the variable costs associated with the system throughput; 5. be computationally feasible and efficient. Both static and dynamic procedures have been used to find solutions meeting some, but not all, of the above criteria. Static warehouse location models deal with the single period problem of finding the optimal warehouse configuration at a particular point in time [3] , [4] , [8] , [10] , [14] . These models have experienced varying degrees of success in meeting objectives 1, 3, 4 and 5 above, but simply ignore 2. For this reason they may be suboptimal over a longer planning horizon. Even in the short run, these models ignore the interdependence with the previous planning period. It is implicitly assumed that the existing configuration can be immediately redesigned to implement the optimal solution. However, in many practical problems, by the time the static solution can be implemented it is no longer optimal.
One approach to finding a solution that satisfies criteria 2 and 3 is a multiperiod model proposed by Ballou [2] which employs a heuristic solution procedure based on dynamic programming.' In this procedure, the number of alternative locations considered in each period is equal to T, where T is the number of periods in the planning horizon. The T alternatives considered are the optimal solutions to the static warehouse location problem (SWLP) for each of the T periods. These T alternatives are generated by any of the static models referenced earlier, and are evaluated in each of the other periods providing T distinct alternative configurations for each period. One then chooses by dynamic programming that sequence from these T configurations which minimizes the total cost of operation and relocation. However, Ballou's approach is limited since it can only guarantee suboptimal solutions. This is because there is no guarantee that the long-run optimal solution will be composed of a sequence of configurations derived only from static optimal solutions. For example, a configuration which yielded the second best static solution in each planning period could quite possibly yield the long-run optimal location since no relocation costs would be necessary over the planning horizon.
Lodish has pointed out [12] , for large practical problems, it is not computationally feasible to consider in a dynamic programming procedure all of the existing warehouse configurations in each period. Ballou's approach overcomes this computational difficulty by the heuristic approach of limiting the number of configurations considered in each period to the optimal static solutions in each of the T periods. In the next section, we show how an optimal multiperiod solution can be obtained by limiting the number of alternatives considered in each period to the R, best rank order (ranked from lowest to highest) static configurations for that period. This preserves the computational feasibility of the dynamic programming approach without resorting to suboptimal solutions. In the following section we show how these R, best solutions can be found as an extension of the solution procedure for the static model.
The Multiperiod Model
In Table 1 each column represents a stage (period) in the process and the entries in these columns represent the values the state variable (the single-period warehouse configuration) may take on. The values of these static solutions in each period (column entries) are presented in rank order. Given that these entries are the only alternative solutions considered (we show shortly that it is not necessary to consider any others) the optimal long-run solution may be found by using dynamic programming to find the minimum cost path through the matrix, taking into consideration at each stage the costs of moving from one warehouse configuration to any other.
The computational feasibility of this procedure is dependent on the number of stages and the number of alternative solutions that must be considered at each stage (the number of values the state variable takes on). The computational time required by any dynamic programming procedure increases linearly with the number of stages and exponentially with the number of states. Therefore the number of configurations to be considered at each stage is the most critical factor from a computational point of view.2 Thus, it is to our advantage to minimize the number of static solutions it is necessary to consider at each stage. We now show how this can be done.
Let vtr denote the value of the rth best static configuration in period t. Then vinf = T_ v is the sum of the minimum cost warehouse configurations for the entire l Another example of a multiperiod model is the LREP simulator devised by Bowersox, et al. [6] . This model is heuristic and the portion of it dealing with the warehouse problem (selection, location, flows) provides only a heuristically satisfactory solution. The values of the R, best configurations for each period are the entries in Table 1 . It is important to note that a particular static solution may be considered in one period, and not another, since in general a particular warehouse configuration will not have the same rank in any two periods and the same number of alternatives are not considered in each period; i.e., Ri is not necessarily equal to Rj.
Since the number of static solutions it is necessary to rank in each period depends upon K, it is desirable to have a good upper bound, v*, available. Any feasible solution, such as maintaining the current configuration over the entire planning period, can be used to determine an initial value for v*. Better upper bounds can be generated as the solution procedure progresses. We recommend the following approach. Using the initial value for v*, rank order the P1 best solutions in each period where F, S R,. This may be some preset number of solutions, say 50, or we may rank order solutions until v,, t -vt, 1 > constant. In the former case P, will be fixed across periods and in the latter P, will vary. A new (and hopefully better) upper bound can then be generated by using dynamic programming to find the multiperiod solution considering as alternatives in each period the P, best static solutions. This new upper bound is clearly a feasible solution and if it consists of a sequence of optimal static solutions it is the Ballou solution [2] . Using the new value for v* we can recompute K = v* -vinf. If now v -vt, > K for all periods we are finished, and v* is the value of the optimal multiperiod solution. If not, more solutions must be rank ordered in those periods where vt P -vt, I < K.
Ideally one would initially choose P, so that exactly the right number of static solutions was rank ordered the first time through. Unfortunately the right number, P, is data dependent and there is no way to predict this in advance. The most we can hope for is that knowledge of the firm's distribution system will allow a judicious choice. Since the maximum possible improvement from further ranking is given by I = max (K-Vt pt + vt 1, 0) t E ( 1, 2, . ., T}, one might choose to terminate if I was sufficiently small. The value of I is a measure of the maximum possible opportunity loss associated with implementing the solution associated with v*.
Finding the R, Best Solutions
Since our dynamic programming procedure depends critically on finding the R, best static solutions for the short-run problem, it is important that the static warehouse location model used be such that this information can easily be obtained. We show here how this information can be obtained when a mixed integer programming formulation of the static problem is employed. For notational convenience we restrict our attention here to a static model for a single commodity class. For an extension to multiple commodity classes we refer the reader to the excellent article by Geoffrion and Graves [8] .
The static warehouse location problem may be formulated as the following mixed integer linear program. Here we have formulated the static warehouse location problem as one of minimizing total distribution costs subject to the usual capacity restrictions on the warehouses and factories, and the constraint that demand must be satisfied. Note that in this model the nonlinearities due to the fixed costs have been included but that we have assumed that transportation and variable warehouse costs are linear. Also note as in [8] [11] has been applied to solve variations of the above mixed integer formulation. We have used the following specialized version of Benders partitioning procedure to obtain the best solution to problem (SWLP) and then applied a simple modification to obtain higher rank order solutions.
Step 0. (Iteration 0.) Pick an arbitrary feasible configuration zo (i.e., such that constraint (2) below is satisfied). Set the lower bound LB equal to -cc and go to step 2.
Step Denote by (xN} the optimal solution and r(xN) its value. Set the upper bound UB = r(xN) + EJ 1FizN and go to step 3.
Step 3. If UB -e < LB, stop. The optimal solution is given by ( zN, x N) . If not, set N= N + 1 and go to step 1.
Once the optimal static solution has been found using the above algorithm, the second best solution can be found by adding a constraint to (IP), resetting UB = 00 and continuing with step 1. The constraint added is one developed by Balas and Jeroslow [1] for making canonical cuts on the unit hypercube. Table 2 . An average of 6.9 Benders iterations, each involving the solution of (IP) and (LP) once, were required to find the 16 optimal solutions. An average of 1.9 Benders iterations were required in going from the rth to the (r + 1) best solution for 219 rankings over the sixteen years of data. Approximately 28% of the computational work required to find an optimal solution was required to rank solutions. The amount of computer execution time needed is obviously a function of the efficiency of the subroutines used to solve (IP) and (LP). We do not consider our code to be efficient, but for the 16 years of data the average CPU time to find the optimal solution was 15.2 seconds. The average CPU time for ranking was 3.9 seconds per solution. Geoffrion and Graves [8] have reported computer execution times ranging up to approximately three minutes on an IBM 360/91 for finding the optimal solution to a quite large multicommodity problem using Benders decomposition. Based on our results (approximately 28% computational effort), it would appear that a reasonable number of configurations can be ranked using our approach even for very large problems. We note also that the ability to rank order a reasonable number of alternatives is often of interest even when it is only desired to solve the static problem.
An Illustrative Application
We demonstrate the application of our approach on a problem with two plants, five possible warehouse locations, 15 customer zones and a five year planning horizon. The demand forecast, together with other relevant data, are contained in Tables 3, 4 and 5. In this example problem the shipping costs from plant to warehouse, Aij, were taken to be 8.006 per mile traveled and the shipping costs from warehouse to customer, Bj,,?, were taken to be $.01 per mile traveled. The variable costs of storing and handling goods, Cj, were taken to be constant and equal for all warehouses and thus were not included in the numerical calculations. During the first two periods, plants are located in Indianapolis and Akron, but because of plans currently in progress, plant one (the Akron plant) will be moved to Toledo at the beginning of period 3.
We note that the demand forecast indicates that the company plans to begin marketing its product in the northern and western regions at the beginning of period 2. Throughout the planning period, demand is expected to increase slightly in the Table 6 below we present results obtained by using the algorithm of the previous section to rank order static solutions for each of the five periods. Initially we set Pt = 10, t = 1, 2,,3, 4, 5; and obtained the-ten best static solutions in each year.
Using these ten best static solutions and relocation costs of $100,000 for closing a warehouse site and S200,000 for opening a new site as input to our dynamic programming model yields the following solution. five more solutions in period 1 and ten more solutions in period 2 in order to obtain 1-v1 > S359,000 and V221 -V2, > S359,000. The dynamic programming solution considering these additional configurations yielded the previously obtained optimal sequence of configurations, verifying optimality.
We note here another possibly more important situation in which our dynamic model is appropriate. That is when the existing configuration is suboptimal and the company would like to plan relocations over a relatively long horizon to improve the efficiency of the distribution system. The dynamic programming procedure we have employed yields the optimal sequence of configurations given any initial configuration. For example, our results indicate that if the existing configuration was (1, 4) 
Discussion
The solution procedure we have proposed provides a means for using the output of a static warehouse location model as input to a dynamic programming procedure for finding a long-run optimal multiple warehouse configuration. As we have shown, this long-run optimum will consist of some sequence of configurations selected from the R, best solutions to each of the single period static problems. When compared to the solution reached through Ballou's procedure, our solution is better by S 125,000. Ballou's procedure would result in the firm remaining in warehouse configuration (1, 2, 5 ) for all the five periods at a cost of S10,694,000. Our solution would cause the firm to place warehouses at locations 1 and 5 (a configuration that is not a static optimal solution in any period) for the first two periods and to add a warehouse at location 2 for the last three periods at a total cost of S10,569,000. If the firm were to employ the optimal static configuration for each period the cost would be higher than either Ballou's or our solution, i.e., S10,710,000.
The reader will note that the solution we obtained after ranking the 10 best static solutions in each period was optimal. However we had to rank an additional five solutions in period one and an additional ten in period two in order to prove optimality. When it is necessary to rank a large number of alternative solutions it may be wise to adopt the heuristic of ranking only a predetermined number of static solutions, P , in each period and if I = max{K -vt, p + vt, 1, 0} t E { 1, 2, ... , T} is not too large terminate calculations. The determination of "too large" must be made subjectively. Of course, one can always generate more rank order solutions and continue the calculations to prove optimality if desired.
Several assumptions were made to clarify the illustration but not all are necessary for the solution procedure. The static model formulated in this paper has been illustrated for a single product or a set of products with similar (if not equal) transportation and warehousing costs. In some situations (such as the case of a dominant product or a totally private transportation system) this assumption is not far from reality. However, our solution procedure can also be used in conjunction with multiple product models such as that demonstrated by Geoffrion and Graves [8] .
Another assumption which is implicit in our model is that a forecast of the expense associated with moving from one warehouse configuration to another is available. Obviously, these costs significantly influence the sequence of configurations that our dynamic programming procedure will sele,ct as optimal for the multiperiod problem. One practical approach is to assume a constant cost per warehouse added or deleted. This was the approach used in our illustration. If this assumption is not palatable, then separate forecasts of the cost of opening and closing each warehouse in each period must be prepared.
Conclusions
The procedure presented in this paper provides a synthesis of the static and dynamic approaches to the warehouse location problem into a computationally efficient algorithm for finding an optimal solution to the multiperiod problem. The computational feasibility of the approach depends on limiting the number of static configurations it is necessary to consider in each period. We have shown how this can be done by presenting a procedure for rank ordering the R, best solutions in each period. These R, best static solutions will often be of interest to management for their own sake when criteria other than those incorporated in the static model must be considered in making the final decision on which solution to implement.
