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Abstract The radiatively-induced mass splitting between com-
ponents of an electroweak multiplet is typically of order
100 MeV. This is sufficient to endow the charged compo-
nents with macroscopically-observable lifetimes, and ensure
an electrically-neutral dark matter particle. We show that a
commonly used iterative procedure to compute radiatively-
corrected pole masses can lead to very different mass split-
tings than a non-iterative calculation at the same loop order.
By estimating the uncertainties of the two one-loop results,
we show that the iterative procedure is significantly more
sensitive to the choice of renormalisation scale and gauge
parameter than the non-iterative method. This can cause the
lifetime of the charged component to vary by up to 12 orders
of magnitude if iteration is employed. We show that indi-
vidual pole masses exhibit similar scale-dependence regard-
less of the procedure, but that the leading scale-dependent
terms cancel when computing the mass splitting if and only
if the non-iterative procedure is employed. We show that
this behaviour persists at two-loop order: the precision of
the mass splitting improves in the non-iterative approach,
but our results suggest that higher-order corrections do not
reduce the uncertainty in the iterative calculation enough to
resolve the problem at two-loop order. We conclude that the
iterative procedure should not be used for computing pole
masses in situations where electroweak mass splittings are
phenomenologically relevant.
1 Introduction
A fermionic multiplet coupled to the standard model (SM)
via the electroweak gauge sector is a viable dark matter can-
didate. However, the multiplet contains both charged and
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neutral components. To explain the cosmological relic abun-
dance of dark matter, it is therefore essential that the lifetime
of the charged component be significantly shorter than the
age of the universe. This is achieved when the charged com-
ponent is slightly heavier than the neutral component. For-
tunately, such a mass difference is automatically induced by
radiative corrections.
Electroweak multiplet dark matter appears in several the-
ories beyond the SM. For instance, the wino in R-parity
conserving supersymmetry can be a stable dark matter can-
didate. If the rest of the supersymmetric spectrum is suffi-
ciently massive to be decoupled, then a pure wino-like neu-
tralino with a mass of ∼3 TeV would give the correct relic
abundance [1, 2]. In this scenario, the pure wino-like chargino
becomes ∼170 MeV heavier than the neutralino due to ra-
diative corrections. This model and the radiatively-induced
mass splitting have been studied extensively, including cal-
culation of radiative corrections to the mass splitting at two-
loop order [3–5].
Minimal dark matter (MDM; [6, 7]) is another class of
models with dark matter in an electroweak multiplet. In gen-
eral, MDM refers to the assignment of a minimalistic set
of quantum numbers and charges that an additional elec-
troweak multiplet may have under the SM gauge groups.
Although most models in this class are all but ruled out [8],
the fermionic quintuplet with zero hypercharge is still a vi-
able theory. Indeed, this particular model offers a weakly-
interacting massive particle of ∼9 TeV that could explain
the dark matter relic abundance [7, 9] and solve the elec-
troweak vacuum stability problem [10] whilst remaining al-
most perturbative up to the Planck scale [11]. The viability
of this model also relies on a radiatively-induced mass split-
ting of ∼170 MeV between the neutral and charged com-
ponents, and ∼690 MeV between the neutral and doubly-
charged components.
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2Radiatively-induced mass splittings are not only relevant
for fermionic multiplets. For instance, a theory with a mas-
sive spin-one vector field consisting of a charged and neutral
component will also have a mass splitting of similar magni-
tude to the fermionic case [12]. Again, this is phenomeno-
logically essential for the neutral component of the vector
field to be a viable dark matter candidate.
Although a sufficiently large mass splitting is enough to
provide a stable neutral dark matter candidate, determining
the exact value is of significant interest for collider exper-
iments. The charged component of the multiplet can travel
an appreciable distance within the detector of a particle col-
lider before decaying, which would appear as a disappearing
charged track. So far, limits have only been placed on multi-
plet masses . 1 TeV, but future collider searches will probe
significantly heavier scales [13]. The lifetimes of charged
components in a detector are extremely sensitive to the mass
splitting within the multiplet. In the wino limit of the min-
imal supersymmetric SM (MSSM), two-loop contributions
increase the lifetime of the charged component by 10-30%
[5]. This is because the lifetime goes as the fifth power of the
mass splitting. We discuss this further in Section 5. There-
fore, it is important that the mass splitting used in any phe-
nomenological study is as precise as possible.
To calculate the mass splitting we must determine the
physical mass of the multiplet components up to a particu-
lar order in perturbation theory. We define the physical (or
pole) mass, and outline two equivalent methods of calcu-
lating this quantity in Section 3, which differ only by par-
tial higher order corrections beyond the formal precision of
the calculations. The first is an iterative approach for find-
ing the pole mass, which also enters the radiative correc-
tions being applied through the external momenta. This ap-
proach has been applied in spectrum generators produced
by SARAH/SPheno [14–16], and FlexibleSUSY 1.7.4 [17],
which can provide a spectrum generator in any model. The
latter has the advantage that it allows one to use simple ex-
pressions that can be used for self energies of any order,
making it more straightforward to extend to higher orders.
The second approach replaces the pole mass with the run-
ning scheme-dependent mass, by performing a perturbative
expansion, yielding an explicit expression for the physical
mass, which is truncated at the desired order. The latter is
the only method previously used to estimate mass splittings
in electroweak multiplets [5, 6, 13, 18]. We show that both
approaches give equivalent values for the pole mass, with
any differences between the results from the two approaches
smaller than the uncertainty on the mass itself. However, in
Section 4 we demonstrate that the resultant mass splittings
show a significantly larger dependence on the renormalisa-
tion scale in the iterative approach than in the non-iterative
method.
The large variation in the iterative mass splitting is due
to logarithmic terms dependent on the renormalisation scale,
which result from a large mass hierarchy. While the physical
pole mass should in principle be independent of the renor-
malisation scale, at the lowest orders of perturbation the-
ory there are order-GeV variations (for a ∼TeV-mass par-
ticle) with respect to the choice of renormalisation scale.
Nevertheless, a one-loop mass splitting of ∼170 MeV is of-
ten stated without an uncertainty [6, 13, 18]. This appar-
ent level of precision originates from an exact cancellation
of scale-dependent logarithms that occur between the mass
functions in the non-iterative method. As a result, the only
scale-dependence enters through the input parameters.
We show that this cancellation does not hold when us-
ing the iterative method. If computing the mass spectrum
with a renormalisation scale set to the mass of the top quark,
we find a mass splitting that differs on the order of 100 MeV
from the non-iterative result for a∼TeV-mass multiplet. How-
ever, by varying the renormalisation scale we are able to
account for the large hierarchy and reconcile the computa-
tional methods, albeit with a large uncertainty on the iteratively-
computed mass splitting. We also identify the origin of this
difference as a remarkable transformation of the difference
of one-loop functions in the large mass limit.
In perturbation theory a typical solution to an unaccept-
able uncertainty at one level of precision is to move to the
next order. We show that the uncertainty in the splitting pre-
diction from the non-iterative approach is improved at two-
loop order, as one would normally expect for a quantity
that is not accidentally small, and find reasonable agreement
with similar calculations in the literature [5, 19]. In a com-
panion paper [20], we compute full two-loop self energies
using the non-iterative method for a range of different elec-
troweak multiplet models, and discuss the improvements of
our non-iterative two-loop calculation over those in the lit-
erature. In this paper, we compare the results of the iterative
and non-iterative calculations. The iterative procedure for
calculating the pole mass has not previously been carried out
at two loops, as it leads to infrared divergences. However, by
using a regulator mass for the photon, one can safely employ
the iterative method. However, the iterative method also re-
quires self energies defined off shell, which are not straight-
forward to obtain for some diagrams. Here we consider only
a subset of diagrams, which suffice to demonstrate and un-
derstand the problem with the iterative calculation. We show
that with this partial two-loop self-energy calculation, the
mass splitting exhibits a remarkably similar behaviour to the
one-loop case, especially in the large mass limit.
We compute self energies for this paper using FeynCalc
9.2.0 [21, 22] and FeynArts 3.9 [23], reducing them to ba-
sis integrals with FIRE 5 [24] (via FeynHelpers 1.0.0 [25])
and TARCER 2.0 [26]. We evaluate the basis integrals us-
ing TSIL 1.41 [27] and analytical forms from the literature
3[28]. To compute the running of the input parameters, and
to cross-check the mass calculations, we generate one-loop
renormalisation group equations (RGEs) and self energies
with SARAH 4.8.0 [15, 16, 29, 30] and solve them using
FlexibleSUSY1.7.41 [17]. We have also used SARAH/SPheno
[14–16] to verify the main results.
2 Model and parameters
For this investigation, we use a simple electroweak triplet
extension of the SM. However, our findings apply to any
other model with an equivalently-induced mass splitting, such
as the wino limit of the MSSM, or models with more multi-
plet components. This model consists of a fermionic SU(2)L
triplet χ with zero hypercharge, coupled to the SM via the
SU(2)L gauge fields. The MS renormalised Lagrangian is
L =LSM +
1
2
χ (i /D− Mˆ)χ, (1)
where /D is the SU(2)L covariant derivative, Mˆ is the de-
generate tree-level MS multiplet mass, and LSM is the SM
Lagrangian. At zeroth order in perturbation theory (i.e. tree
level), the charged and neutral components have the same
mass, Mˆ.
We give the full one-loop self energies in a general gauge
(parameterised by ξ ) in Appendix A. The self energies are
functions of Mˆ, the MS masses of the SM gauge bosons mˆW
and mˆZ , and the SU(2) gauge coupling g. The self-energy
functions and the input MS parameters also depend on the
renormalisation scale Q. We use SARAH [16] to generate
one-loop RGEs and threshold conditions, and FlexibleSUSY
[17] to compute the spectrum of couplings and MS running
masses at the required scale.
The most relevant input parameters are the physical masses
mW = 80.404 GeV and mZ = 91.1876 GeV, and the coupling
α−1EM(mZ)= 127.934. For applying threshold corrections and
the renormalisation group running we also require additional
low energy inputs, which we take to be mt = 173.34 GeV,
and fix all other parameters to the default values used in
FlexibleSUSY, which are kept up to date. These have a marginal
impact on the renormalisation group evolution, so we omit
the details.
We evaluate the self energies in Appendix A in the Lan-
dau (ξ = 0), Feynman-’t Hooft (ξ = 1) and Fried-Yennie
(ξ = 3) gauges. We have also reproduced our results in the
Feynman-’t Hooft gauge using self energies computed both
with SARAH (4.8.0) and by hand. We evaluate the Passarino-
Veltman functions appearing in the self energies with TSIL
[27], making additional checks using LoopTools [33], and
when possible with the integrated analytical forms from [28].
1FlexibleSUSY also uses some code pieces from SOFTSUSY [31, 32].
3 Pole mass calculations
In this section we outline two common methods for the com-
putation of a physical pole mass to a fixed order in pertur-
bation theory. The definition of a pole mass is the complex
pole of the two-point propagator, which for a fermion has a
denominator given by the one-particle irreducible effective
two-point function
Γ2 = /p− Mˆ +ΣK(p2)/p+ΣM(p2) (2)
where pµ is the four-momentum of the particle, Mˆ is the
tree-level MS mass and /p = γµ pµ . The self energy, Σ(p2) =
ΣM(p2)+ /pΣK(p2), is in general a function of the renormal-
isation scale and any relevant masses or couplings in the
theory. We will expand the self energy in the perturbative
parameter α such that Σ (n) is defined as O
(
Σ (n)
)
≡ αn.
3.1 The iterative pole mass
The pole mass is obtained by demanding Γ2 = 0. This can be
achieved by setting p2 = M2pole (and /p = Mpole), and solving
the resulting implicit expression for the pole mass
Mpole = Re
[
Mˆ−ΣM(M2pole)
1+ΣK(M2pole)
]
, (3)
iteratively until the desired convergence is reached. Equiva-
lently, one can solve
Mpole = Mˆ−ΣM(M2pole)−MpoleΣK(M2pole). (4)
We will refer to this definition as the iterative pole mass.
3.2 The explicit pole mass
While Eqs. (3) and (4) can be used for self energies of any
order, the same is not true of the next method that we con-
sider. Instead, at each higher order, the derivative of the pre-
vious loop order is required. The iterative method therefore
requires significantly less manipulation of the self energy
functions than the explicit method that we will now outline.
In practice it is not always possible to use the iterative
definition of the pole mass. In such a case, one may ob-
tain an explicit expression for Mpole by making an expansion
by hand in the perturbative coupling, around the tree-level
mass. We will demonstrate how such a result is obtained,
working to second order in the perturbative coupling.
Demanding that the self energies are evaluated at the
tree-level mass requires the use of the Taylor expansion
Σ (1)M
∣∣∣
p2=M2pole
=
Σ (1)M +2Mˆ(Mpole− Mˆ)Σ˙ (1)M +O
(
α3
)∣∣∣
p2=Mˆ2
,
(5)
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Fig. 1 The ratio of the one-loop pole mass to the tree-level mass for the neutral (left) and charged (right) components of the electroweak triplet.
The solid lines indicate values computed using the iterative method, (Eq. 3), and dashed lines the explicit method (Eq. 9), at fixed values of
the renormalisation scale Q. The shaded bands indicate the range of values obtained by varying Q continuously between min{Mˆ/2,mt/2} and
max{2Mˆ,2mt}, for each calculation method.
where Σ (n)X =Σ
(n)
X (p
2) and an over-dot, Σ˙ , indicates a deriva-
tive with respect to the external momentum squared. How-
ever one term on the right hand side still includes Mpole, so
we use the relation
Mpole− Mˆ =−MpoleΣ (1)K (M2pole)−Σ (1)M (M2pole)+O(α2)
=−MpoleΣ (1)K (Mˆ)−Σ (1)M (Mˆ)+O(α2),
(6)
which comes directly from demanding Γ2 be equal to zero
(from Eq. 2), and the second line follows from Eq. (5). An
5error of order α2 is acceptable for this difference, as it ap-
pears in the final expression as the coefficient of Σ˙ (1)K , so will
contribute to a total error of order α3. To remove the remain-
ing Mpole on the right-hand side of Eq. (6), we use the same
expression within itself (effectively iterating once by hand)
to obtain
Mpole− Mˆ =−MˆΣ (1)K (Mˆ)−Σ (1)M (Mˆ)+O(α2). (7)
We then substitute this expression into Eq. (5) to give
Σ (1)M
∣∣∣
p2=M2pole
=
Σ (1)M −2Mˆ(MˆΣ (1)K +Σ (1)M )Σ˙ (1)M +O
(
α3
)∣∣∣
p2=Mˆ2
.
(8)
For the two-loop self energy functions, we can immedi-
ately take Σ (2)M (M
2
pole) = Σ
(2)
M (Mˆ
2)+O
(
α3
)
, as the deriva-
tive terms will be of higher order. Similar relations hold for
Σ (1)K and Σ
(2)
K . Finally, we can express the pole mass valid to
order α2 as
Mpole =
[
Mˆ−Σ (1)M −Σ (2)M − MˆΣ (1)K − MˆΣ (2)K
+(Σ (1)M + MˆΣ
(1)
K )(Σ
(1)
K +2MˆΣ˙
(1)
M +2Mˆ
2Σ˙ (1)K )
+O
(
α3
)]
p2=Mˆ2 ,
(9)
which is the second method of pole mass calculation that
we will use. We refer to this as the explicit, or non-iterative,
pole mass.
Truncating Eq. (9) to first order in α gives a simple ex-
pression for the one-loop pole mass. However, the two-loop
result requires expressions for the derivatives of the one-
loop functions. In general these are not simple to obtain and
implement, making the iterative approach more attractive.
On the other hand, as we will discuss in Section 4.4, it is
not always possible to obtain two-loop self energies defined
away from p2 = Mˆ2, making the use of Eq. (9) mandatory.
In Figure 1, we present the one-loop pole masses for the
charged, M+pole, and neutral, M
0
pole, components of the elec-
troweak triplet, for three different gauge choices. Due to the
scales involved, we present the pole masses in terms of their
ratios to the tree-level mass. We show pole masses computed
for Q = mt/2, 2mt , Mˆ/2, Mˆ and 2Mˆ. We obtain uncertainty
bands by smoothly varying the renormalisation scale contin-
uously between min{Mˆ/2,mt/2} and max{2Mˆ,2mt}. There
is a large variation in both the iterative and non-iterative pole
masses as the renormalisation scale is changed. Any discrep-
ancy between the two methods is small, however, relative to
the magnitude of this uncertainty. There therefore appears
no reason to favour one method over the other, at the level of
pole masses themselves. However, as we will show in Sec-
tion 4, the non-iterative pole mass produces remarkably dif-
ferent results when the difference between the charged and
neutral masses is considered instead.
4 The mass splitting
In Figure 2 we present the mass splitting ∆M ≡M+pole−M0pole
as a function of the degenerate tree-level mass Mˆ, again for
three different choices of gauge. We compute the iterative
pole masses, and resultant mass splittings, at renormalisa-
tion scales Q = mt/2, 2mt , Mˆ/2, Mˆ and 2Mˆ. For each value
of Mˆ, we again determine an uncertainty band by varying the
renormalisation scale continuously between min{Mˆ/2,mt/2}
and max{2Mˆ,2mt}, and taking the uncertainty to encompass
the minimum and maximum mass splittings determined in
each computational method.
For very large values of the renormalisation scale, the it-
erative mass splitting reaches a maximum at some value of
Mˆ, before suddenly dropping to negative values at larger Mˆ.
An example of this can be seen in the Q = Mˆ and Q = 2Mˆ
curves in Figure 2, shown in blue and purple, respectively. In
such cases, we consider the result too unreliable, as negative
values of the mass splitting are unphysical (they would lead
to charged dark matter and violate the classical argument
discussed in Section 6). At a given value of Mˆ, we therefore
do not include data for values of Q leading to ∆M < 0 when
computing the uncertainty band. We note however that it is
still very important to consider values of Q> Mˆ/2 for estab-
lishing the upper bound on the iterative mass splitting, with
values closer to Mˆ/2 remaining close to the non-iterative re-
sult at larger and larger mass scales.
4.1 The explicit mass splitting
The weak dependence of the explicit mass splitting on the
renormalisation scale can be understood by a symbolic cal-
culation in the limit Mˆ mZ,W . The one-loop self energies
are given in terms of Passarino-Veltman (PV) [34, 35] func-
tions B0(p,M,m) and A0(M), defined in Appendix A. When
using the explicit pole mass Eq. (9) these functions are eval-
uated at M = Mˆ, m = mˆZ,W and p2 = Mˆ2 m. In this case
the limits are given by [5]
B0(Mˆ,Mˆ,m) = ∆ − log
(
Mˆ2
Q2
)
+2−pi m
Mˆ
(10)
+O
(
m2
Mˆ2
log
Mˆ2
m2
)
A0(Mˆ)
Mˆ2
= log
(
Mˆ2
Q2
)
−1+∆ , (11)
where ∆ = 2/(4− d)− γ + log(4pi) is cancelled by the ap-
propriate counter-terms (see Appendix A). With the use of
these limits the mass splitting becomes
lim
MˆmZ
∆M =
g2
8pi
(mW − c2W mZ)≈ 165 MeV, (12)
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Fig. 2 The one-loop mass splitting ∆M ≡ M+pole−M0pole as a function of the degenerate mass Mˆ. The solid lines represent ∆M computed using
the iterative method (Eq. 3), at fixed values of the renormalisation scale Q. The equivalent lines for the explicit method are entirely contained
within the grey uncertainty region, so we omit them. The shaded bands indicate the range of values obtained by varying Q continuously between
min{Mˆ/2,mt/2} and max{2Mˆ,2mt}, for each calculation method.
which agrees with Ref. [7]. Here cW = cos(θ) is the cosine
of the Weinberg angle and we have taken mˆW = mW and
mˆZ = mZ since threshold corrections to these masses are
of next loop order. In Eq. (12), all logarithms of the form
log(mX/Q2), where mX ∈ {Mˆ, mˆW , mˆZ}, have cancelled ex-
actly, leaving the only renormalisation dependence coming
from the gauge coupling.
4.2 The iterative mass splitting
We find that the iterative mass splitting is highly dependent
upon the chosen renormalisation scale. Although it is not
possible to write down an analytical expression analogous
to Eq. (12) that would be at all tractable, we can show that
the limits used in Eq. (11) do not hold in the iterative case.
When the iterative pole mass has converged to Mpole, it
can be expressed as a function of the self energy evaluated at
p2 = M2pole. The self energy then becomes not only a func-
tion of Mˆ, but also an implicit function of Mpole. Making
the approximation Mpole ≡M+pole ≈M0pole, and neglecting all
terms which become small in the limit Mˆ mZ (i.e. terms
of order one or more in 1/Mˆ or 1/p) we are left with the
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Fig. 3 The value of ∆B from Eq. (13) as a function of Mˆ for different
choices of r.
iterative mass splitting
lim
MˆmZ
∆M =
g
16pi2
(
4Mˆ− Mˆ
2
Mpole
−Mpole
)[
B0(Mpole,Mˆ,mW )
−s2W B0(Mpole,Mˆ,0)− c2W B0(Mpole,Mˆ,mZ)
]
=
ˆ2Mg
16pi2
1
2
(
4− 1
r
− r
)[
B(rMˆ,Mˆ,mW ) (13)
−s2W B0(rMˆ,Mˆ,0)− c2W B0(rMˆ,Mˆ,mZ)
]
≡ ∆B,
where r ≡Mpole/Mˆ. For r within any realistic distance of 1,
the prefactor 12
(
4− 1r − r
)
is close to 1, and has little impact
on the splitting. However, the fact that r 6= 1 in the argument
to the B0 integral has significant implications for the evalua-
tion of the mass splitting. We plot ∆B in Figure 3 as a func-
tion of Mˆ for different values of r. For r = 1 and Mˆ mZ ,
this expression approaches ∼170MeV, analogous to the re-
sult in Eq. (12). However, for r 6= 1 the large Mˆ behaviour
of Eq. (13) is significantly different. Similar behaviour can
also be seen in a simpler combination of B0 functions,
Mˆ
pi
[
B0(rMˆ,Mˆ,m1)−B0(rMˆ,Mˆ,m2)
]
. (14)
which we plot in Figure 4. One can immediately see simi-
larly remarkable differences in the large Mˆ limit from small
variations in r.
It is evident from Figure 3 that the limit of Eq. (12) does
not hold in the case that r 6= 1. Instead, the difference ap-
pears to approach the ∼170MeV limit with increasing Mˆ,
until a critical point is reached. If r < 1 then a turn-over
occurs, beyond which the curve asymptotically approaches
zero. If r > 1, then there is a rapid increase, followed by a
sudden sign change, and then the curve asymptotically ap-
proaches zero from below. This effect can be seen in the
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excursion to negative ∆M of the large-Q curves in Figure 2.
The mass scale at which the critical point is reached depends
on the magnitude of |1− r|; values of r closer to one follow
the ∼170MeV limit to larger values of Mˆ. In the analogous
case of radiative mass splittings, r = Mpole/Mˆ, which one
would expect to be close to unity unless there are extremely
large radiative corrections (which may indicate that unphys-
ical large logarithms are present).
Consider the yellow curves in Figures 1 and 2, corre-
sponding to Q = Mˆ/2. Of the scales we consider, this is the
best choice of renormalisation scale in terms of minimis-
ing unwanted logarithmic corrections, as it interpolates the
large mass hierarchy. As we see in Figure 1, this indeed cor-
responds to a ratio of pole and tree-level masses close to
unity at large Mˆ. In turn, this corresponds to a value of r∼ 1
for large Mˆ in Figure 4, and thus a suppression of the devia-
tion from the ∼170MeV limit. The yellow curve on Figure
2 illustrates the same behaviour, running closest to the non-
iterative result.
This is further verified by considering the other curves
in Figure 2. For Q at the lower end of the scale, at mt/2,
the turn-over occurs for relatively small Mˆ. At the other
end of the range for Q, where we consider cases with Q ∝
Mˆ, once the constant of proportionality becomes sufficiently
large a critical point is reached where the turn-over occurs
at smaller values of Mˆ, as can be seen between the Q = Mˆ
and Q = 2Mˆ results. This behaviour is consistent with the
idea that this is the result of large logarithms of the form
log(mˆW,Z/Q), log(Mˆ/Q) and log(Mˆpole/Q), which contribute
to a large self energy, and are not cancelled in the itera-
tive calculation. Thus, it is sensible that for the intermedi-
ate value of Q≈ Mˆ/2 the iterative mass splitting is in much
closer agreement with the non-iterative result, as logarithms
from both ends of the hierarchy are better controlled.
84.3 Gauge choice
As physical observables, the pole masses and mass splitting
should be entirely independent of the gauge choice. For the
non-iterative method we see that this is indeed the case, with
consistent results in all three gauges (ξ = 0,1,3) 2. In the it-
erative method, we see consistency of the mass splitting un-
certainty regions between the Landau (ξ = 0) and Feynman-
’t Hooft (ξ = 1) gauges, with a slight enlargement in the un-
certainty band in the Landau gauge. The Fried-Yennie gauge
(ξ = 3) shows a significantly larger uncertainty band, al-
though it still overlaps with the other results.
The Fried-Yennie gauge produces the most complicated
form for the self energy functions. The necessary cancella-
tion between the charged and neutral self energies is there-
fore further compromised by a sensitivity to unwanted log-
arithmic terms that affect the pole mass. As seen in Figure
1, the pole masses also have the largest uncertainties in this
gauge. In the low-mass range of Figure 2, where Mˆ . mt ,
we see a huge increase in the uncertainty band, driven by
solutions with Q at the extreme values of 2mt and Mˆ/2. The
only iterative result in close agreement with the non-iterative
mass splitting is the one that interpolates the relatively small
mass hierarchy, i.e. Q = mt/2. To a lesser extent, this sensi-
tivity to logarithmic terms can be understood as the reason
for the widening of the uncertainty band in the Landau gauge
as well.
4.4 The two-loop mass splitting
With such a large uncertainty in the one-loop mass-splitting,
it is of interest to compute the radiative corrections at the
next order. We have computed full two-loop amplitudes for
the charged and neutral multiplet components in the Feynman-
’t Hooft gauge using the non-iterative method; the details of
this calculation are presented elsewhere [20]. Without the
condition p2 = Mˆ2, which is imposed in the non-iterative
calculation only, the basis integral reduction fails to pro-
duce reliable results, encountering a singularity at p2 = Mˆ2
for certain diagrams. Therefore, we are able to obtain a full
two-loop result only with the non-iterative method. How-
ever, in the interests of investigating the behaviour of the it-
erative calculation at two loops, we have produced a partial
two-loop amplitude that can be solved iteratively, based on
a combination of diagrams that gives a finite self-energy. By
considering this subgroup of two-loop topologies, we ob-
tained a self energy valid at both p2 6= Mˆ2 and p2 = Mˆ2.
2The running of the MS gauge boson masses is not relevant for a one-
loop calculation, as the contribution from running is of higher loop or-
der. We find that the gauge dependence of the running parameters has
little effect. For the calculations discussed in this subsection, we there-
fore use Feynman gauge for all running, and only change the gauge
choice for the self energies.
The classes of diagrams that we used for this partial two-
loop amplitude are summarised in Figure 5; the full set of
two-loop diagrams can be found in Figures 1 through 3 of
Ref. [20].
As shown in Ref. [5], the two-loop amplitude contains
IR divergent terms for p2 = Mˆ2. These divergences cancel
with the derivative of the one-loop amplitude when the pole
mass is computed using the non-iterative method (Eq. 9).
In both the iterative and non-iterative case, we regulate this
divergence by using a fictitious – but small – mass for the
photon, causing the divergences to cancel numerically. We
have verified that the mass splitting is indeed independent of
the exact choice for sufficiently small values of the regulator
mass. For the iterative case there is no such cancellation, but
the amplitude is IR-safe anyway because p2 6= Mˆ2. By using
a regulator mass even in the iterative calculation, however,
we avoid any problem associated with the IR divergence at
the first step of the iteration, when p2 = Mˆ2.
In the left panel of Figure 6, we begin by comparing the
non-iterative mass splitting in the one-loop, partial two-loop
and full two-loop calculations. The uncertainty of the full
two-loop amplitude due to scale dependence is much smaller
than that of the one-loop result. This confirms findings in
the literature, and shows that these cancellations in the non-
iterative approach allow the precision of the splitting to im-
prove with the addition of the higher-order contributions, as
one would normally expect. In the limit of large Mˆ, the only
remaining Q-dependence of the one-loop and full two-loop
results comes from renormalisation of the SM input parame-
ters.3 Similarly, for solutions at fixed Q and large Mˆ, there is
also a very small dependence on Mˆ, seen as a slight decrease
in the mass difference with increasing Mˆ; this is due to the
influence of the value of Mˆ on the renormalisation of the SM
input parameters. This can be confirmed by comparison with
the left panel of Figure 10 in Ref. [20], where the pink band
which is indeed flat for large Mˆ corresponds to exactly the
same result but without any threshold corrections applied to
the input parameters.
On the other hand, the partial two-loop amplitude shows
a relatively large uncertainty, dominated by the results where
Q is chosen to be some multiple of Mˆ. Because even the
partial mass splitting is manifestly constant for large Mˆ and
fixed Q (modulo the small and irrelevant impact of running
input parameters), we know that there are no terms of the
type log(Mˆ/Q) left in the result. We can therefore infer that
there are other terms proportional to Q, of the form log(mˆZ,W/Q),
causing an increase in ∆M for cases where we have cho-
sen Q to be a multiple of Mˆ. These terms are clearly can-
celled in the full two-loop amplitude, and dominate the un-
certainty of our partial two-loop result. Given the form of
these corrections, we can reduce the uncertainty by consid-
3The large Mˆ limit of the two-loop mass splitting is slightly larger than
the result in Ref. [5] due to the choice of input parameters.
9Fig. 5 Two-loop diagrams contributing to the partial self-energy. Small circles with crosses indicate counter-term insertions. Solid lines indicate
multiplet fermions (χ0, χ±) and wiggly lines electroweak vector bosons (W±, Z, γ).
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Fig. 6 The splitting ∆M ≡M+pole−M0pole as a function of the degenerate mass Mˆ at one-loop and two-loop order, for the non-iterative method (left)
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possible with the iterative method. Shaded bands indicate the range of values obtained by varying Q continuously between min{Mˆ/2,mt/2} and
max{2Mˆ,2mt}. Solid lines indicate partial two-loop values computed at specific choices of the renormalisation scale Q.
ering solutions with fixed Q near the electroweak scale. This
gives some control over the effect of the uncancelled scale-
dependent terms in the partial mass splitting. With this con-
straint, the uncertainty on the non-iterative mass splitting is
comparable to the uncertainty of the one-loop result. This
is illustrated by the red and purple lines in the left panel of
Figure 6, which together bound the uncertainty on the partial
result if Q is varied between mt/2 and 2mt .
In the right panel of Figure 6, we compare the one-loop
and partial two-loop mass splittings computed using the iter-
ative procedure. The behaviour of the partial two-loop mass
splitting is reminiscent of the behaviour of the one-loop split-
ting for ξ = 0,1 when Q is chosen independently of Mˆ, as
seen in Figure 2 (Q = mt/2, 2mt ). Specifically, the mass
splitting converges to zero for large Mˆ, although this oc-
curs at slightly higher masses for the partial two-loop re-
sult. For Q = Mˆ/2 we again see that the iterative mass split-
ting tracks the ∼170 MeV limit reasonably well. However
for Q > Mˆ/2, the partial two-loop splitting extends to very
large values (as large as 1 GeV for Q > Mˆ/2), much greater
than the iterative one-loop mass splitting. Because we are re-
stricted to a subset of two-loop diagrams that we know in the
non-iterative case to result in an increased scale-dependence
compared to the one-loop result, some increase in the scale-
dependence can be expected in the iterative calculation when
going from one loop to the partial two-loop result. Indeed,
it is from the solutions for which Q ∝ M that we see the
large increase in the uncertainty of the explicit mass split-
ting, so it is not surprising that these solutions lead to a larger
uncertainty in the iterative result as well. For Q chosen in-
dependently from Mˆ (Q = mt/2, 2mt ), the iterative partial
two-loop calculation does show slightly less sensitivity to
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the renormalisation scale than the one-loop result. This can
be seen by comparing the area bounded by the red and pur-
ple curves in the right panels of Figs. 2 and 6. This sug-
gests that if we were also able to control the uncertainty for
solutions with Q ∝ M by including the missing diagrams,
then the overall uncertainty of the iterative result could be
reduced somewhat compared to the one-loop version.
Similarly, the delay of the turnover of the mass split-
ting to higher multiplet masses, when going from one loop
to two, indicates that the two-loop corrections do partially
compensate for the large logarithms in Mˆ/Q responsible for
the deviation of the iterative result from the non-iterative
one. However, the asymptotic behaviour for large Mˆ and
Q = mt/2, 2mt remains the same as in the one-loop iterative
result, indicating that this compensation is far from com-
plete. Even with two-loop contributions included, the itera-
tive calculation does not exhibit the cancellation that occurs
in the non-iterative case. This suggests that higher-order cor-
rections cannot completely ‘cure’ the scale-dependence of
the one-loop iterative calculation, even if they can reduce
the effect.
5 Phenomenological implications
The precise value of the mass splitting is most relevant in
the calculation of the dark matter relic density, and the de-
cay lifetime of the charged component. We briefly discuss
the possible effect of erroneous mass splittings entering into
these calculations, in the case that one was to accidentally
use an iterative result without being aware of the pitfalls of
this method (such a situation may arise if a spectrum gen-
erator is used and results passed to other programs without
checks in between).
As the typically-assumed ∼170 MeV mass splitting is
still relatively small compared to the actual pole masses,
it has sometimes simply been neglected when calculating
the dark matter relic abundance [6]. In this approximation,
the uncertainty on the splitting obviously plays no real role.
However, ∆M is quite important when including the Som-
merfeld enhancement [36], as it sets the location of the reso-
nance, so can have a large impact on the resulting relic den-
sity at certain values of Mˆ. This is particularly relevant in the
multi-TeV region preferred by the observed relic density.
The calculation of the decay lifetime for the charged
component is extremely sensitive to the value of the mass
splitting. To demonstrate the importance of avoiding the it-
erative method, we compute the effect of the mass splitting
uncertainty on the decay lifetime.
The charged component decays as χ+→ χ0 +X , which
is dominated by channels where X is either a pion, an elec-
tron+neutrino or a muon+neutrino pair. The decay width for
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Fig. 7 The lifetime of the charged component of an electroweak
triplet χ+, as a function of the degenerate multiplet mass Mˆ, as com-
puted in the Feynman-’t Hooft gauge. The green and grey regions indi-
cate the range of values obtained by varying Q continuously between
min{Mˆ/2,mt/2} and max{2Mˆ,2mt} for the iterative and non-iterative
approaches, respectively. The opening of the pion channel is evident in
the large change in the lifetime when ∆M = mpi , and the opening of the
muon channel can be seen in a smaller change at ∆M = mµ .
the pion channel in an electroweak n-plet is [5, 7]
Γpi = (n2−1)G
2
F∆M3V 2ud f
3
pi
4pi
√
1− m
2
pi
∆M2
, (15)
where fpi = 131 MeV, |Vud| = 0.97425± 0.00022 [37] and
mpi is the pion mass. For ∆M ≈ 170MeV > mpi this is the
dominant decay channel, with a 97.7% branching ratio [7].
The other kinematically-available channels are the electron
and muon, given by
Γe = (n2−1)G
2
F∆M5
60pi2
(16)
and Γµ = 0.12Γe. The expected lifetime of the charged com-
ponent is thus τ = (Γe +Γµ +Γpi)−1.
In Figure 7, we present the decay lifetime of the charged
component in units of mm/c, as a function of the degenerate
mass Mˆ, for both methods of pole mass calculation at one-
loop. The large step in the decay lifetime is where ∆M >mpi
and the pion channel opens, and the smaller step is due to the
muon channel opening. We can see here that the uncertainty
in the one-loop iterative pole mass calculation results in a
huge uncertainty in the decay lifetime. Indeed the width Eq.
(16) has a quintic dependence on the mass splitting.
6 Conclusion
In a model where a fermionic multiplet is required to be
100% of the observed thermal relic abundance of dark mat-
ter, the multiplet mass must be of the TeV scale. Therefore
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we have Mˆ mˆW,Z and the calculation of the pole mass in-
volves a large mass hierarchy. Due to the mathematical form
of the non-iterative (or explicit) pole mass, large logarithms
of the form log(mX/Q), where mX ∈ {Mˆ, mˆW , mˆZ}, associ-
ated with this hierarchy, cancel out when taking the differ-
ence of the charged and neutral components. Therefore the
only renormalisation scale dependence in the mass splittings
comes from the input parameters, such as the gauge coupling
and running MS masses.
In the iterative method this cancellation is spoiled. In or-
der to obtain a reasonable estimate of the uncertainty on the
resulting mass splitting, such that the iterative and explicit
results are consistent, we must vary Q over the entire mass
hierarchy. Despite the fact that both the iterative and explicit
pole masses show almost identical variance with respect to
the renormalisation scale, only the difference of the iterative
masses suffers from a similarly large uncertainty. This is the
result of cancellations not occurring in the iterative case, due
to the nature of the procedure. Any renormalisation scale de-
pendence in the explicit mass splitting is cancelled out per-
fectly.
The iterative method of calculating a pole mass is a natu-
ral choice for a computer program. As demonstrated in Sec-
tion 3, it uses the least approximations and is straightfor-
ward to implement at any loop order. As seen in Figure 1,
the choice of either iterative or non-iterative calculation is
typically not consequential for pole masses themselves, so
it is understandable that publicly-available spectrum gener-
ators have made different choices over which approach to
use. Of particular relevance here, SARAH/SPheno [14–16]
spectrum generators use an iterative procedure for all pole
masses, with no alternative option, whereas FlexibleSUSY
[17] enables the user to select either high precision (itera-
tive), or medium/low precision (non-iterative). Although the
FlexibleSUSY names for these options imply that the itera-
tive method is more precise, we can see from Figure 2 that
this is certainly not always the case for differences between
pole masses.
We have reproduced the large uncertainty in the mass
splitting using pole masses computed with both Flexible-
SUSY and SPheno with the iterative method. We have also
reproduced the non-iterative result using FlexibleSUSY’s low
precision mode.
A pertinent question is if one must consider the uncer-
tainty arising from the iterative result when using calcula-
tions of electroweak mass splittings for doing phenomenol-
ogy. On the basis of our investigations in this paper, we ar-
gue that this is not necessary. Due to fortunate cancellations,
the explicit method is able to predict the mass difference
while being free from logarithmic terms containing explicit
scale dependences. From a physical point of view, with this
method we are able to minimise the sensitivity of the final
result to non-physical renormalisation-scale effects. Further-
more, a finite mass splitting is predicted by a classical effect
– the Coulomb energy. Ref. [6] shows agreement between
the classical prediction and the value derived from the self
energies in Eq. (12). Relying on a classical argument alone
is of course not sufficient to safely disregard the large un-
certainty of the iterative result. By understanding however
that the origin of this uncertainty lies in scale dependence,
and that this can be safely removed by performing the ex-
plicit calculation, we can safely conclude that the explicit
result is indeed accurate to within its own error margin, and
should therefore be adopted as such for phenomenological
analyses.
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Appendix A: One-loop self energies
Here we present the one-loop self energies for the charged
and neutral components of the multiplet in a general gauge,
parameterised by the gauge parameter ξ . We first define the
basis integrals required and then write down the full one-
loop self energies and counter-terms.
The self energies are written in terms of Passarino-Veltman
(PV) [34, 35] functions. In this investigation we need only
two of these integrals, which are defined as
A0(m) = 16pi2Q4−d
∫ ddq
i(2pi)d
1
q2 +m2 + iε
(A.1)
B0(p,m1,m2) =
16pi2Q4−d
∫ ddq
i(2pi)d
1[
q2 +m21 + iε
][
(q− p)2 +m22 + iε
] ,
(A.2)
where we use d = 4−2ε and we will hereafter let B0(p,m1,m2)=
B0(m1,m2). These complex functions can be expressed an-
alytically. B0 is given by Pierce, Bagger and Matchev [28]
as
B0(p,m1,m2) = ∆ − log
(
p2
Q2
)
− fB(x+)− fB(x−), (A.3)
where ∆ = 2/(4−d)− γ+ log(4pi),
x± =
s±
√
s2−4p2(m21− iε)
2p2
, (A.4)
fB(x) = log(1− x)− x log(1− x−1)−1 (A.5)
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and s = p2−m22 +m21. The A0 function can be integrated to
give
A0(m) = m2
(
log
(
m2
Q2
)
−1+∆
)
. (A.6)
The self energy of the charged component χ+ is given
by (henceforth omitting the 1/(16pi2) pre-factor from all self
energies)
Σ+(p2) =C+Aχ A(Mˆ)+C
+
AW A(mˆW )+C
+
AZ A(mˆZ)
+C+AWξ A(ξ mˆW )+C
+
AZξ
A(ξ mˆZ)
+C+Bχγ B(Mˆ,0)+C
+
BχW B(Mˆ, mˆW )
+C+BχWξ B(Mˆ,ξ mˆW )+C
+
BχZξ
B(Mˆ,ξ mˆZ)
+C+BχZ B(Mˆ, mˆZ)+C
+
0 ,
(A.7)
with coefficients
C+Aχ =
g2
2p2
[
(ξ 2−1)cos(2θ)−ξ 2−3]/p (A.8)
C+AW =
g2
2p2
(
2mˆ2W + Mˆ
2− p2)/p (A.9)
C+AZ =
g2 cos2(θ)
2p2
(
2mˆ2Z + Mˆ
2− p2)/p (A.10)
C+AWξ =
g2
2p2
(
p2− Mˆ2)/p (A.11)
C+AZξ =
g2 cos2(θ)
2p2
(
p2− Mˆ2)/p (A.12)
C+Bχγ =−
g2 sin2(θ)ξ 2
p2
(
p2 + Mˆ2
)
/p−g2 sin2(θ)
(
ξ 2 +3
)
Mˆ (A.13)
C+BχW =−
g2
2mˆ2W p2
[
p2
(
p2−2Mˆ2 + mˆ2W
)
+ Mˆ4 + Mˆ2mˆ2W − mˆ4W
]
/p
−3g2Mˆ (A.14)
C+BχZ =−
g2 cos2(θ)
2mˆ2Z p2
[
p2
(
p2−2Mˆ2 + mˆ2Z
)
+ Mˆ4 + Mˆ2mˆ2Z − mˆ4Z
]
/p
−3g2 cos2(θ)Mˆ (A.15)
C+BχWξ =−
g2
2mˆ2W p2
[
p2
(
2Mˆ2− p2 + mˆ2W ξ 2
)− Mˆ4 + Mˆ2mˆ2W ξ 2]/p
−g2Mˆξ 2 (A.16)
C+BχZξ =−
g2 cos2(θ)
2mˆ2Z p2
[
p2
(
2Mˆ2− p2 + mˆ2Zξ 2
)− Mˆ4 + Mˆ2mˆ2Zξ 2]/p
−g2 cos2(θ)Mˆξ 2 (A.17)
C+0 =
{
g2
2
[(
ξ 2−1)cos(2θ)−ξ 2−3]+δZ}/p
+
(
4g2 +δM
)
Mˆ. (A.18)
The self energy of the neutral component χ0 is
Σ 0(p2) =C0Aχ A(Mˆ)+C
0
AW A(mˆW )+C
0
AWξ
A(ξ mˆW )+C0BχW B(Mˆ, mˆW )
+C0BχWξ B(Mˆ,ξ mˆW )+C
0
0
(A.19)
with coefficients
C0Aχ =−
2g2
p2 /
p (A.20)
C0AW =
g2
mˆ2W p2
(
Mˆ2− p2 +2mˆ2W
)
/p (A.21)
C0AWξ =−
g2
mˆ2W p2
(
Mˆ2− p2)/p (A.22)
C0BχW =−
g2
mˆ2W p2
(−2Mˆ2 p2 + mˆ2W p2 + p4 + Mˆ4 + Mˆ2mˆ2W −2mˆ2W )/p
−6g2Mˆ (A.23)
C0BχWξ =
g2
mˆ2W p2
(−2Mˆ2 p2− mˆ2W ξ 2 p2 + p4 + Mˆ4− Mˆ2mˆ2W ξ 2)/p
−2g2ξ 2Mˆ (A.24)
C00 =
(−2g2 +δZ)/p+ (4g2 +δM)Mˆ. (A.25)
The separation of the self energy into the form Σ(p2) = ΣK(p2)/p +
ΣM(p2) is manifest in the form of the coefficients presented above.
The counter-terms δZ and δM required to cancel divergences arising
from B0 and A0 are
δZ = 4g2ξ 2∆ , (A.26)
δM = −4g2(ξ 2 +3)∆ . (A.27)
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