In this paper, we consider an equivalence relation ∼ c on p (I), which is said to be "convex equivalent" for p ∈ [1, +∞) and a nonempty set I. We characterize the structure of all bounded linear operators T :
Introduction and Preliminaries
Majorization theory plays an important role in various areas and gives a lot of applications in the operator theory and linear algebra. For an account of the majorization theory we refer the reader to [1, 2, [4] [5] [6] [7] [8] [9] .
Throughout this work, I is a nonempty set, p ∈ [1, +∞), and p (I) is the Banach space of all functions f : I → R with the finite norm defined by
For f ∈ p (I), to shorten notation, we will write co( f ), instead of the convex combination of the set Im( f ) = f (i); i ∈ I . Definition 1.1. [3] For any given f, ∈ p (I), f is said to be convex majorized by , and denoted by f ≺ c , if co( f ) ⊆ co( ). Also, f is said to be convex equivalent to , denoted by f ∼ c , whenever f ≺ c ≺ c f, i.e., co( f ) = co( ).
Moreover, T is called two-sided(or strongly) preserve R if

R(x, y) if and only if R(Tx, Ty).
Let E denote the set of all bounded linear operators T :
p (I) → p (I) which satisfy co(T f ) = co( f ), for all f ∈ p (I). The set of all bounded linear operators T : p (I) → p (I) which preserve convex majorization, convex equivalent, strongly preserve convex majorization, and strongly preserve convex equivalent will be denoted by P c , P e , P sc , and P se , respectively. It is obvious that P c ⊆ P e .
An element f ∈ p (I) can be represented by i∈I f (i)e i , where e i : I → R is defined by e i ( j) = δ i j , the Kronecker delta. Let T :
p (I) → p (I) be a bounded linear operator. Then an easy computation shows that, T is represented by a (finite or infinite) matrix (t i j ) i, j∈I in the sense that
where t ij = (Te j )(i). To simplify notation, we can incorporate T to its matrix form (t i j ) i, j∈I . Both the values of inf i∈I {Te j (i)} and sup i∈I {Te j (i)} are independent of the choice of j ∈ I, and we denote them by a and b, respectively [3] .
be a linear operator. Then T ∈ P c if and only if (i) For any j ∈ I, the value of min i∈I {Te j (i)} exists and independent of j is equal to a.
(ii) For any j ∈ I, the value of max i∈I {Te j (i)} exists and independent of j is equal to b.
(iii) If a < 0 < b, we have (ii) for infinite set I, T ∈ E if and only if for all j ∈ I, we have min i∈I {Te j (i)} = 0, max i∈I {Te j (i)} = 1, and for each i ∈ I we have 0 < j∈I Te j (i) ≤ 1, when I is countable, and 0 ≤ j∈I Te j (i) ≤ 1, when I is uncountable.
We prepare this work as follows. In the next section, we consider some properties of the operators in P e when I is an infinite set. We prove that the rows of T ∈ P e belong to 1 (I). Also, we show that any operators T :
p (I) −→ p (I) which preserve convex equivalent, also preserve convex majorization. In the third section we proceed with the study of the structure of operators that preserve convex equivalent when I is a finite set. Section 4 is devoted to characterize strong preservers of convex majorization. For an infinite set I, we prove that any elements in P se are nonzero constant coefficient of an element in E, and P sc = P se .
Operators in P e when I is an Infinite Set
For each T ∈ P e the values a := inf Te j and b := sup Te j are constants, independent of the choice of j ∈ I [3] .
In Theorem 1.3, Bayati et al. characterized the operators in P c . In this section, we consider all the operators in P e , in the case that I is an infinite set. Theorem 2.1. Let I be an infinite set and T ∈ P e . Then (ii) The rows of T belong to
Proof. If T ≡ 0, then the assertions follow, otherwise let j, i 0 , j 0 , j 0 ∈ I, with j 0 j 0 . Set
and F = { j 1 , . . . , j n } ⊆ I. Then j∈F δ j e j is convex equivalent to either ±e j 0 or e j 0 − e j 0 . Since T ∈ P e , it follows that j∈I |Te j (i 0 )| < ∞. Thus for each > 0, there exists j * ∈ I \ F with |Te j * (i 0 )| < . Now define
otherwise.
As is arbitrary, we have
Since F ⊆ I is an arbitrary finite set, we conclude that
That is, the rows of T belong to 1 (I). The inequality (1) concludes that for any j, i ∈ I, we have |Te j (i)| ≤ Te j 0 − Te j 0 ∞ , which follows
The proof is completed by showing that
Let > 0. Since Te j ∈ p (I), there are i 1 , . . . , i M ∈ I such that for each i ∈ I {i 1 , . . . , i M } we have |Te j (i)| < 2 . On the other hand (1) shows that all the series
converge. So there exist j 1 , . . . , j N ∈ I such that for all j ∈ I { j 0 , . . . , j N },
Now if j * j 0 , j 1 , . . . , j N , then for all i ∈ I, we have
Since is arbitrary, it follows (3). This completes the proof.
In the following, we obtain some properties of P e .
Lemma 2.2. Let T ∈ P e and i ∈ I. Then we have
where I + = { j ∈ I; Te j (i) > 0}, I − = {j ∈ I; Te j (i) < 0}.
Proof. Let F ⊆ I + be a nonempty finite set. Since for j 0 ∈ I, we have co Similar arguments apply to the other inequality. Proof. The proof is similar to the proof of Theorem 18 in [3] .
Theorem 2.5. Every T : p (I) → p (I) which preserves convex equivalent, preserves convex majorization, i.e. P c = P e .
Proof. Suppose that T ∈ P e . According to the first of this section, the values of a := inf Te j and b := sup Te j are constants. On the other hand Lemma 2.3 implies that a = min Te j and b = max Te j . The proof now follows by using the previous theorem and Theorem 1.3.
The Structure of the Operators in P e when I is a Finite set
In this section, we wish to investigate the structure of the operators on p (I) that preserve convex equivalent when I is a finite set. Let card(I) = n ∈ N. Using Remark 22 in [3] , one can replace R n with p (I) and assume that I = {1, . . . , n}. In this section, we assume that (t i j ) i,j∈I is the matrix representation of the linear map T : R n → R n . We recall that for each T ∈ P e the values a := inf Te j and b := sup Te j are constants, independent of the choice of j ∈ I. Now for n = 1, it is easy to see that every linear map T : R → R lies in P e , and for n = 2 an easy computation shows that a linear map T : R 2 → R 2 belongs to P e , if and only if the matrix representation of T is either of the form
for some α, β ∈ R. For the case n ≥ 3, we will show that T ∈ P e , if and only if T is a coefficient of a permutation on R n [3] .
Lemma 3.1. Let n ≥ 3, T ∈ P e and b > 0. If I j := {i ∈ I; Te j (i) = b} for j = 1, . . . , n, then each I j is a singleton and ∪ j∈I I j = I.
Proof. For each j ∈ I, the relation co(Te j ) = [a, b] implies that there exists i ∈ I such that Te j (i) = b. Thus each I j is a nonempty set. Suppose that i 0 ∈ I j 1 ∩ I j 2 , for some distinct elements j 1 , j 2 ∈ I. Then
that implies 2b ≤ b. This contradiction shows I j 1 ∩ I j 2 = ∅, for j 1 j 2 . Therefore by using the relations
each I j must be a singleton.
Lemma 3.2.
Let n ≥ 3, T ∈ P e , and b > 0. If t i 0 j 0 = b for some i 0 , j 0 ∈ I, then t i 0 j = 0, for all j j 0 in I.
Proof. Let j ∈ I and j j 0 . For each λ ∈ [0, 1], we have Te j 0 + λTe j ∼ c Te j 0 , since e j 0 + λe j ∼ c e j 0 . Therefore max(Te j 0 + λTe j ) = max t 1 j 0 + λt 1 j , . . . , t n j 0 + λt n j = max(Te j 0 ) = b.
This shows that for infinite values of λ ∈ [0, 1] and for a constant i ∈ I, we have t i j 0 + λt i j = b. Thus t i j = 0 and t ij 0 = b. Now, by the assumption t i 0 j 0 = b and Lemma 3.1, it implies i = i 0 . Therefore t i 0 j = 0, for all j j 0 .
Theorem 3.3.
For n ≥ 3, T ∈ P e if and only if T is a coefficient of a permutation.
. . , the right shift operator. By using Theorem 1.3, we have T n , T ∈ P c , and so T n , T ∈ P e .
Example 4.2. Let T :
p → p be the bounded linear operator represented by the matrix form
3 implies that T ∈ P c . However, T P se , since Te 1 ∼ c T(−e 1 ), but e 1 is not convex equivalent to −e 1 . Proof. On the contrary, suppose that a = −b. Since co(Te j ) = co(T(−e j )) = [a, b], it follows that Te j ∼ c T(−e j ), but we have e j c −e j .
Example 4.4. Let T :
p → p be presented by the matrix form a }, and j 1 , j 2 ∈ I be such that j 1 j 2 , then for = αe j 1 + e j 2 , we have αb ≤ inf T ≤ sup T ≤ αa.
Proof. Let 0 < ≤ min{−a, b}. Then there exists a finite set F ⊆ I with |Te j 1 (i)| < −α ≤ , for each i ∈ I F. By using Theorem 8 in [3] , each rows of T lies in 1 (I). On the other hand, F is a finite set. Thus there exists j 0 ∈ I (with j 0 j 1 ) such that |Te j 0 (i)| < , for each i ∈ F. Now we consider the following two cases for i ∈ I : Case 1. Let i ∈ F. Then a ≤ Te j 1 (i) ≤ b and |Te j 0 (i)| < . So, we have
Case 2. Let i ∈ I F. Then |Te j 1 (i)| < −α and a ≤ Te j 0 (i) ≤ b. Therefore
Thus (4) and (5) imply that
Since is arbitrary, we have
which proves the assertion.
Lemma 4.6. Let T ∈ P c and min Te j = a < 0 < b = max Te j . Then T P se .
Proof. For α := min{ a b , b a } and for any distinct elements j 1 , j 2 ∈ I, define f = αe j 1 and = αe j 1 + e j 2 . Then T f = αTe j 1 , which implies co(T f ) = co(αTe
On the other hand, there exist i 1 , i * 1 ∈ I with Te j 1 (i 1 ) = a and Te j 1 (i * 1 ) = b. Hence Theorem 1.3 implies that Te j 2 (i 1 ) = Te j 2 (i * 1 ) = 0, and so
Lemma 4.5 implies that αb ≤ inf T ≤ sup T ≤ αa.
From (6) and (7) we conclude that co(T ) = [αb, αa] = co(T f ).
It follows that T f ∼ c T , although f c . That is T P se .
Lemma 4.7. Let T ∈ P se . Then a = 0 < b or a < 0 = b.
Proof. It is clear that a ≤ 0 ≤ b. Now Lemma 4.6 implies that a = 0 ≤ b, or a ≤ b = 0. This gives the claim, because if a = b = 0, then T must be zero, and so is not a strong preserver of ∼ c .
Lemma 4.8. Let I be an infinitely countable set and T ∈ P se . Then (the matrix representation of) T does not contain any zero row.
Proof. Without loss of generality we may assume that I = N. On the contrary, suppose that there exists i 0 ∈ I such that the i 0 th row of T is equal to zero. Define f = (1, that is T f ∼ c Te j , but f c e j . This implies that T P se .
Notice that whenever I is an uncountable set, then T may contain a zero row.
In the next theorem, we characterize the elements of P se .
Theorem 4.9. Let I be an infinite set. Then P se = {λT; λ 0, T ∈ E}.
Proof. It is easily verified that {λT; λ 0, T ∈ E} ⊆ P se . To prove P se ⊆ {λT; λ 0, T ∈ E}, we consider the following two cases. Let I be a countable set, then by using Theorem 1.4 and Lemma 4.8, we have 1 b T ∈ E, when a = 0 < b, and 1 a T ∈ E, whenever a < 0 = b. Now, let I be an uncountable set, then the assertion follows by using Theorem 29 [3] , Lemmas 4.7 and 4.8.
Theorem 4.10. Let I be an infinite set. Then P sc = P se .
Proof. It is easily seen that P sc ⊆ P se . Now let T ∈ P se . Hence Theorem 4.9 yields T = λT 1 , for some λ 0, and T 1 ∈ E. So co(T f ) = co λT 1 ( f ) = λ co(T 1 ( f )) = λ co( f ).
Therefore f ≺ c if and only if co(T f ) = λ co( f ) ⊆ λ co( ) = co(T ). That is T ∈ P sc .
