ABSTRACT | Today's packet networks including the Internet offer an intrinsic diversity for media distribution in terms of available network paths and servers or information sources.
flexibility for distributed streaming algorithms. Then we illustrate how appropriate routing and distributed path computation, along with efficient packet scheduling, can be implemented to improve the media quality. Mediaspecific criteria have to be used in the path selection and rate allocation strategies in order to guarantee efficient solutions that are able to adapt to both the media content properties and the dynamic streaming architecture. In addition to path diversity, source or server diversity can also be judiciously exploited to yet improve the streaming experience. We also present collaborative streaming strategies that are able to coordinate packet scheduling in order to maximize the media quality.
Finally, we discuss distributed media streaming issues in the context of wireless mesh networks that represent one of the most popular solutions among the emerging communication systems with network diversity. They open a number of additional issues compared to traditional networks, such as the potentially high number of traversed hops, which may negatively affect the performance of real-time multimedia applications. At the same time, peculiar characteristics of mesh networks such as the presence of a potentially large number of densely interconnected nodes might be exploited by distributed streaming solutions to overcome the limitations caused by the unreliability of wireless channels and the highly dynamic behavior of network nodes. Recent research efforts have addressed the numerous challenges posed by wireless mesh networks, like routing, (auto)configuration, and self-healing strategies. However, limitation of the bandwidth, scarcity of wireless channels, and the multihop nature of connections still pose severe challenges for ensuring high-quality applications built on interactive multimedia communications.
The rest of this paper is organized as follows. Section II presents typical streaming problems in distributed architectures with network diversity and shows how network nodes can be arranged for efficient media delivery. Coding solutions adapted to redundant networks infrastructures, such as multiple description coding or channel coding, are presented in Section III. The problem of streaming with path diversity is addressed in detail in Section IV, where solutions for routing, distributed path computation, and packet scheduling are proposed. Section V presents collaborative streaming solutions, where distributed servers contribute together to improved media quality. Section VI describes emerging media delivery architectures and focuses on wireless mesh networks, with their specific characteristics in terms of capacity, latency, routing, and stability. Concluding remarks are finally given in Section VI.
II. DISTRIBUTED STREAMING USING NETWORK DIVERSITY
Distributed delivery architectures represent a scalable and cost-effective alternative to classic media delivery services, which permits to extend the reach of the network in the The paths of data from the first and second sources are represented by solid and dashed arrows, respectively. absence of IP multicast or expensive content distribution networks (CDNs). Their attractiveness mostly resides in their flexibility and self-organization, their inherent bandwidth scalability, and the redundancy in paths and source peers that provide robustness to network failures. Some fundamental differences between centralized infrastructures and distributed architectures such as mesh, ad hoc, or peer-to-peer systems, however, need to be addressed in order to offer efficient streaming solutions to media applications.
On the one hand, typical client-server architectures and CDNs provide the network infrastructure that permits the deployment of generic media applications. In particular, they facilitate the implementation of tools for effective rich media delivery, like error correction, path computation, route choice, and rate adaptation. Such tools are generally built on the centralized computation paradigm that rely on important computational capabilities of streaming servers or proxy servers. On the other hand, distributed systems are in general less reliable but present the advantage of cheap service deployment (especially due to much lower bandwidth costs) and potential resource aggregation through multipath transmission. Distributed architectures lead to a streaming scenario where a single receiver connect to multiple network paths. The media packets are sent from different servers over (partially) disjoint separate network paths to a single client running at the receiver, as illustrated in Fig. 1 . The client reconstructs the media stream with the packets that are received correctly from multiple sources and improves the quality of service thanks to the diversity of network resources. Such a scenario is a typical instance of the problem of communication over the multiple access channel. In terms of media data representation, it becomes a distributed coding problem where the availability of several sources results in improved media quality at the client. In addition, streaming with network diversity raises interesting issues in terms of routing and packet scheduling in order to ensure the timely delivery of the media information.
Without any guaranteed support from the distributed delivery architecture, streaming services rely on selforganized and adaptive network solutions in order to meet their stringent quality requirements. Intermediate nodes or peers that participate to the delivery of the media information from the sources to the clients are generally arranged following two main architectures: tree-based overlays for streaming sessions that disseminate the media content from media sources to a pool of client peers; and mesh overlay for massive parallel content distribution among peers. The first architecture organizes the network nodes as a single or multiple tree overlay that connects the source of the media content to the clients (Fig. 2) . Clients are leaf nodes in the distribution tree, while intermediate peers push the content from the source towards the receivers. A peer can be a leaf in one or more distribution tree and at the same time an intermediate node in other trees. Single-tree architectures are easy to implement and to maintain, either in distributed or source-driven scenarios. In order to increase the stability and robustness to node failures, multiple-tree architectures can be implemented to provide redundancy in the network paths [1] .
The mesh overlay architecture is based on the selforganization of nodes in a directed mesh (Fig. 3) . The original media content from a source is distributed among different peers. A peer is connected to the mesh through one or more parent peers, from which it requests the media information, and to a set of child peers, where it forwards its media content. The inherent advantages of such an architecture reside mainly in the low cost and simplicity of structural maintenance and on the topology resilience due to the high number network paths. The above architectures are very common in peer-to-peer streaming systems or in solutions that use peer-to-peer overlays for media delivery [2] , [3] .
In both architectures, even with proper arrangement of peers, the streaming of media information stays quite complex due to the strict timing constraints and high bandwidth requirements. Multimedia data streams have very specific characteristics in terms of dynamic statistical properties and shall be sent on hardly predictable network channels. The delivery of video packets becomes, therefore, highly dependent on the actual state of the network and on the video characteristics. The design of effective media-streaming solutions over distributed architectures requires adaptive and robust strategies in order to fight against the variability and unreliability of the underlying transport medium. In the next sections, we provide an overview of the algorithms that permit one to adapt the forwarding peers. The media information is generated by the server (root of the tree) and is transmitted along branches up to the media clients (leaves). multimedia coding to the constraints and specificities of multipath networks, as well as effective routing and scheduling mechanisms.
III. CODING FOR NETWORK DIVERSITY

A. Multiple Description Coding
Many of the adaptive streaming techniques in the literature [4] can be elegantly combined with the diversity provided by distributed delivery architectures in terms of sources, paths, and channels. For example, scalable coding similar to the solution proposed in the recent MPEG SVC standard [5] are particularly adapted to streaming with network diversity. It encodes the multimedia information into hierarchical layers of different importance and permits a flexible transmission of video data on multiple network paths with different properties [6] along with a graceful quality degradation when resources become scarce.
Alternatively, multiple description coding (MDC) [7] offers a typical solution for media streaming with channel diversity offered by mesh or overlay networks. Since it permits one to avoid hierarchy between data layers, MDC naturally stands as a very interesting choice for adaptive and collaborative streaming on lossy communication channels. It is based on leaving a controlled degree of redundancy in the media descriptions so that decoders obtain a quality of service that is directly determined by the number of received packets. The best signal reconstruction is obtained when all descriptions are correctly received, while the correct reception of a single description already provides a reasonable quality [8] .
Since the initial works on MDC for reliable communication over the telephone network [9] , many interesting results have been reported in the information theory community that determine the multiple description ratedistortion region, which is the set of simultaneously achievable rates and distortions in MDC [10] - [12] . In image communication applications, MDC operates in the temporal, spatial, or frequency domain. In [13] , the author proposes the multiple state video coding scheme, where the input video is split into sequences of odd and even frames. Each new sequence constitutes a description that is independently coded with its own prediction process (see Fig. 4 ). One description is sufficient to decode the stream at a reduced frame rate, and temporal error concealment can efficiently mask transmission errors. However, this scheme is penalized by a reduced coding efficiency due to the high redundancy between images in both coding threads. This is even exacerbated when the number of descriptions increases since the correlation between successive frames in the same description decreases. Alternatively, multiple description video coding can be based on spatial splitting [14] or on the multiple description scalar quantization framework proposed in [15] . Another important set of solutions resides in the application of unequal error protection coding for the generation of equivalent descriptions or media packets [16] . In fact, any layered coding can be converted into MDC by bundling the base layer with different enhancement layers while paying attention to the inter-layer dependencies. In general, ensuring synchronicity between the encoder and decoder states in case of loss is not a trivial issue in multiple description video coding, due to motion estimation. Some effective solutions based on distributed coding principles have however been proposed recently for MDC with reduced error propagation in the decoded video sequence [17] . A comprehensive overview of multiple description coding of video information is provided in [18] , which also describes the benefits of MDC in multipath networks.
B. Distributed Coding
In scenarios with distributed collaborative servers, the key for efficient media communication strategies resides in the effective control of the redundancy between the different sources. Hence, the inherent problem in the use of multiple sources to send the same stream to a media client becomes the coordination between servers. In order not to waste resources with redundant data packets, servers have to carefully coordinate their packet scheduling strategies [19] , generally with the help of the receiver. As a result, such distributed streaming systems may become overly complex and cumbersome, especially if conditions change on one of the source-client paths.
Distributed coding can be used as an alternative to complex scheduling algorithms in scenarios with server diversity. Network diversity actually provides an ideal framework for the application of distributed coding principles. They can be applied when several transmission paths are available between sender and receiver [20] and when several servers collaborate to an efficient quality of service at the media client. In particular, methods based on channel coding have been proposed to encode subparts (i.e., Group of Pictures (GOPs) and/or layers) of the video bitstream in order to prevent the need for precise coordination between servers [21] , [22] . It mostly consists of smoothing out the difference in importance between media packets, so that the complexity due to packet scheduling can be avoided. At the same time, the encoder should still ensure that each transmitted packet is not redundant for the client that aggregates packets from the different servers. This is in spirit similar to [23] . A proper design of the channel code moreover permits to adapt to any kind of channel loss without requiring media transcoding at each sender [24] .
For example, the substreams of a scalable video bitstream can be encoded using fountain or raptor codes [25] (Fig. 5 ). These codes belong to the family of rateless codes, which generates a high number of coded symbols from a set of k source symbols. Any subset of k þ raptor symbols (where is usually small) can then be used to decode the original k source symbols with high probability. Therefore, the receiving client merely needs to retrieve k þ symbols on aggregate from all available serving peers in order to decode the corresponding video segment. In particular, it is proposed in [21] to create one fountain per layer and per GOP of the original bitstream, as depicted in Fig. 5 . The servers encode a set of source symbols whose size depends on the encoding rate of each layer and eventually send different packets to the client. The scheduling problem from the servers becomes trivial, since all packets in the same fountain have the same importance. The rate allocation problem consists in determining the optimal number of symbols to be sent from each server, such that the overall number of packets received at the client is maximized [21] , [26] . Note that such a solution offers low decoding complexity and provides, along the way, a universal channel code for the transmitted stream. In addition, bitstreams encoded with raptor or channel codes, in general, present an increased resilience to loss. This certainly represents an important advantage in p2p streaming systems with multiple source peers [27] that may however come at the price of an increased playback delay.
Finally, in addition to encoding algorithms such as multiple description or distributed coding implemented in the streaming servers, some coding operations can be implemented in the intermediate nodes and contribute to improving the performance of the streaming system [28] . In distributed architectures, these nodes can offer more than simple packet forwarding and rather filter or code media packets in order to increase the performance of the streaming system. In particular, network coding [29] have been proposed recently as an elegant solution for Each source peer encodes video layers in with different fountains, and the receiver only has to gather enough packets from the different sources to be able to decode the media information [21] .
improving the reliability of multicast-based packet delivery. They increase the performance of the distributed streaming system by collaboration between intermediate nodes [27] . Such strategies lead to a novel communication paradigm represented by joint source and network coding problems, where sources and network peers together contribute to effective delivery of multimedia streams [30] .
IV. MULTIPATH STREAMING A. The Benefits of Path Diversity
Path diversity in distributed communication infrastructures has fostered the development of effective streaming mechanisms to satisfy the requirements of media applications by aggregation of network resources. The early work presented in [31] and [32] establishes the generic framework for multipath streaming, which emerged as an effective solution to overcome some of the limitations of best effort packet networks. The specific advantages brought by the utilization of multiple transmission paths for media dissemination consist of aggregated network bandwidth, packet loss decorrelation, and delay reduction. The use of multiple paths permits one to increase the streaming bandwidth by balancing the load over multiple network paths between the media server and the client.
In the general framework offered by overlay networks such as peer-to-peer, mesh [33] , or CDN architectures, the streaming client typically consumes the aggregated media from multiple transmission flows employed by the application. When properly combined with adaptive encoding solutions discussed above (e.g., forward error correction [34] , multistream coding [35] , or MDC [36] , [37] ), the definition of multiple end-to-end paths from the server to the client can dramatically improve the quality of service. Experimental work on multipath streaming [38] has offered some insight concerning the selection of content sources and streaming paths based on the jointness/disjointness of network segments.
A client in a wireless system can also aggregate the media information transmitted on multiple wireless channels [39] . Interference among transmission channels can be minimized by choosing non-overlapping wireless channels and by optimizing the transmission schedule in the wireless network [40] . Similarly, a mobile client in hybrid network scenarios can simultaneously benefit from multiple wireless services in order to retrieve the media information from a server that has a wired connection to the internet. In the rest of this section, we present in more details the problems that are typically associated with multi-path routing in order to take a maximum benefit from path diversity. These problems are media-specific path selection, distributed routing in large-scale networks, and packet scheduling. Most of the works in multipath streaming (e.g., [31] - [35] , [37] , [38] , and [41] - [43] ) rely on scenarios with two streaming paths that are defined a priori. However, the performance can yet be improved by considering a more generic framework where the choice of the optimal number of routes is performed jointly with proper rate allocation and packet scheduling.
B. Path Selection for Media Streaming
The selection of paths in distributed delivery infrastructures and the related rate allocation problems shall target an improved streaming experience measured in terms of video distortion. The system first needs to determine the available paths between server and receiver [44] . In ad hoc networks, for example, the source routing protocol (DSR) can be adapted such that it provides multiple viable paths for multimedia transmission [45] . When multiple paths are identified, the transmission policy becomes dependent on the rate allocation algorithm implemented in the streaming system. Several strategies have been proposed for efficient use of network resources, but many of them do not consider media specific metrics and rather single network parameters, like the overall throughput. Numerous routing algorithms have been proposed to optimize pure network QoS metrics [46] when paths are aggregated, or to improve the performance of transmission control protocol (TCP) over wireless ad hoc networks [47] . The optimization of network resource allocation in overlay multicasts has further been considered in [48] , as well as in [49] , where the authors concentrate on achieving fairness and maximize the network resource utilization for multicast information flows.
More generally, optimized streaming strategies however result from the joint optimization of multiple metrics (e.g., throughput, packet loss ratio, fairness, and delays). But, routing under multiple constraints is an NP-hard problem in general. Heuristic algorithms have been proposed for both source routing and hop-by-hop routing in order to find one path satisfying the QoS requirements of multimedia applications [50] . Recent works in routing with multiple constraints optimize a linear [51] and, respectively, a nonlinear [52] relation between network constraints using low-complexity algorithms. A similar function built on multiple path metrics is used in [53] to find multiple network paths for streaming. However, none of these works specifically considers the multimedia application characteristics in the routing decisions that are only based on network metrics. Unfortunately, the best paths found by classic routing algorithms are suboptimal from a media perspective in 30%-80% of the cases [54] .
Clearly, media specific metrics have to be considered in the selection of paths, since maximum throughput does not always lead to optimal performance for media streaming applications that are typically sensitive to transmission delays. The early work in [38] derives a few empirical rules for path selection. These rules consider network metrics (e.g., available bandwidth, loss rate, and hop distance) and other media aware metrics (e.g., link jointness/disjointness, video distortion). In general, one could use a generic end-toend video distortion metric, which encompasses both the source distortion and the channel distortion. The source distortion is mostly driven by the encoding or streaming rate and generally decays with increasing encoding rate. This decay is quite steep at low bit rate and becomes very slow at high bit rate. It also depends on the media sequence content, and the encoding quality is typically lower at a given encoding rate when the sequence is more complex to encode. The channel distortion is dependent on the average loss probability and the sequence characteristics. It is roughly proportional to the number of video entities (e.g., frames) that cannot be decoded. The end-to-end distortion can thus be written as D ¼ f ðR; ; ÀÞ, as it depends on the streaming rate R, the loss probability , and sequencedependent parameters À. At low to medium bit rate, a commonly accepted model for the source rate distortion is a decaying exponential function of the encoding rate, while the channel distortion is proportional to the number of lost packets (or, equivalently, the packet loss probability when the number of packets per frame is independent of the bit rate) [55] . This model provides a simple approximation that follows quite closely the behavior of more sophisticated distortion measures, such as those proposed in [56] and [57] . Obviously, the optimization of the end-to-end distortion depends on network metrics like available bandwidth and loss probability. At the same time, media-specific parameters, such as the nature of the media information, or the type of encoding also have to be considered for proper rate allocation in multipath media streaming.
In more detail, it is clear that the total streaming rate R and the end-to-end loss probability directly depend on the path selection and the flow rate allocation. In the multipath scenario described in Fig. 6 , the media server can choose any rate allocation ¼ ½ 1 ; 2 that respects the maximum bandwidth constraints given by ðr 1 ; r 2 Þ. The total media streaming rate R becomes simply the sum of the rates on each path, and the overall loss probability experienced by the media application can be computed as the average of the loss probabilities of the paths used for streaming. The optimal path selection and rate allocation consists in finding the best vector ? ¼ ½ ? 1 ; ? 2 , which minimizes the end-to-end distortion. In general, paths may, however, not be completely disjoint, and a rate-allocation vector is a valid rate allocation on the network graph if and only if all flow rates can be simultaneously aggregated on all paths. While such an optimization problem is generally combinatorial, an algorithm whose complexity is linear with the number of available end-to-end paths can solve the optimal rate allocation problem in specific yet practical network topologies (i.e., topologies that can be split into independent subgraphs between server and client) [58] . When the characteristics of all paths are known by the server, the optimal rate allocation can be achieved in this case by a greedy path selection algorithm that uses first the paths affected by the smallest overall loss process. At the same time, the rate of bottleneck links that are shared by multiple network paths should also be split in a greedy manner among media flows.
Interestingly, the optimal resource allocation is not always based on network flooding when the media encoding strategy cannot be finely adapted to the loss process [58] ; the appropriate selection of the total streaming rate depends on both the network and media stream characteristics. In order to illustrate the importance of rate allocation in multipath streaming, Fig. 7 presents the distribution of the relative end-to-end quality improvement for the optimal rate allocation when compared to heuristicbased algorithms, namely, i) a single path transmission scenario that selects the best path in terms of loss Fig. 7 . Quality improvement of optimal versus heuristic rate allocation algorithms in random wireless mesh network topologies. From [58] . The results have been averaged over 500 random graphs, where any two nodes are directly connected with a probability of 0.6, with a average total streaming rate of R ¼ 450 kbps. The network topologies are representative of typical wireless mesh networks, and the parameters for each edge are randomly chosen according to a normal distribution, in the interval ½10 5 ; 7 10 5 bps for the bandwidth, and respectively ½10 À3 ; 4 10 À2 for the loss probability.
Frossard et al.: Media Streaming With Network Diversity probability, ii) a single path transmission scenario, which uses the best path in terms of effective bandwidth or Bgoodput,[ iii) a multipath transmission scenario that picks the best two paths in terms of goodput, and iv) a multipath transmission scenario that uses the maximum available number of flows. Since optimal rate allocation targets the maximization of a media distortion metric, it can be seen that it outperforms heuristic-based routing strategies that consider only network metric for routing and rate allocation. Finally, Fig. 7 also shows that flooding is not necessarily a good strategy when one has to transmit a video stream whose loss protection cannot be finely tuned to the error probabilities on the multipath network. The use of paths of very poor quality is not beneficial, except in the unlikely cases where such paths are used exclusively for pure redundancy packets. One of the major drawbacks of most receiver-or senderdriven routing algorithms, however, lies in the need of full topology knowledge at a single point in the network, namely, the client or the server. This is required for an optimal decision in terms of source peer selection and path rate allocation. In large-scale networks, end-to-end traffic monitoring at a single peer becomes, however, cumbersome or inefficient. A solution for distributing the routing decisions among network nodes is proposed in [59] . Every intermediate peer takes an individual routing decision for every incoming packet, based only on local topology information. At the same time, all the peers forward information about the network status to the media client for coordination. Depending on the local path selection and rate allocation rule implemented at each intermediate node, the media application trades off the optimality of the average end-to-end quality, with flexibility and convergence time of the rate allocation in case of network fluctuations. In the case of distributed rate allocation, the routing also needs to consider a media-specific metric for an efficient solution in terms of end-to-end distortion. Media-specific rate allocation typically outperforms distributed heuristic routing strategy that simply forwards the packet on the best outgoing link.
C. Scheduling in Multipath Streaming
Once streaming paths and average rate allocation are defined, the streaming system still has to decide on the proper scheduling of the media packets. Packets of a media stream indeed do not all contribute evenly to the video quality at the receiving peer. Moreover, a packet is useful to the receiving peer only if i) it arrives before its decoding deadline and ii) all previous packets necessary to a correct decoding have been correctly received. The unequal importance of video packets, along with timing constraints, requires the derivation of efficient packet scheduling algorithms that determine which packets should be transmitted at a given time instant on a given streaming path, in order to maximize the overall streaming quality. Packet scheduling solutions have been widely studied in clientserver architectures with a single channel. Rate-distortion optimized packet scheduling strategies [60] - [62] or frame discard strategies [63] , [64] have been proposed to adapt the packet transmission to available bandwidth.
A few recent works, have considered specifically the problem of scheduling over multiple network paths. The multipath earliest deadline packet first (EDPF) algorithm has been proposed in [65] in order to solve the packet scheduling problem by computing the earliest delivery time for each packet, on each of the paths. By sending each packet on the path that ensures the earliest delivery at the client, the authors minimize the packet reordering cost. A selective frame discard strategy that drops less important frames has been proposed to adapt to the channel bandwidth [66] . More generic video formats (e.g., scalable coding), with improved granularity in media packets but also more complex packet dependencies, have been considered in [67] . A search algorithm is proposed for the optimal server-driven transmission policies for sets of sequential video packets, given the network scenario and client requirements. It does not only take advantage of the increased aggregated bandwidth of multiple network paths but it also benefits from the different paths to reduce the playback delay experienced by the client. A strategy based on load-balancing techniques leads to small quality variations on dynamic bandwidth channels and preserves a minimal quality level by improved scheduling. Interestingly enough, the performance of such a scheduling algorithm stays quite consistent for small video prefetch windows and for low accuracy in the channel bandwidth prediction. This becomes particularly interesting in multipath live streaming systems with stringent delay constraints and simple bandwidth prediction methods. Finally, it has to be noted that buffer constraints in the network nodes may actually have a nonnegligible impact on the scheduling strategy in multipath scenarios [67] . In the general case of network topologies with heterogeneous channel parameters, efficient packet scheduling strategies thus have to take into account the capabilities of the forwarding peers.
V. STREAMING WITH SERVER DIVERSITY
With the development of distributed network infrastructures, collaborative streaming becomes an interesting solution to increase the performance of multimedia applications. The distortion perceived at the media clients can be minimized with the availability of several sources that collaborate for increased resources or improved reliability (see Fig. 8 ). The client can simultaneously access the same multimedia data information at multiple peers in the network, similar to the digital fountain model [68] , where the system tries to minimize the download time of a file at a client by connecting to multiple mirror server sites. The possibility of receiving the same data over multiple paths increases the resilience of the media presentation to network outages or congestion onsets. At the same time, it reduces the startup delay of the client application and provides smooth and continuous media playout at the decoder.
The source peer selection and the rate allocation problems are typically addressed in receiver-driven streaming scenarios, where the client coordinates the streaming process. Content location information can be accessed by the receiver at supernodes/servers or from other peers (e.g., by search algorithms adapted to fully decentralized systems). Furthermore, the receiver can probe for network connection information towards candidate source nodes. Based on network information and streaming session characteristics, the receiver makes an informed choice of source nodes and network transmission paths [37] . Also, it is possible to design a congestion-preventing solution by adjusting the transmission rate of each participating source based on the TCP-friendly rate available [36] . Application adaptation can then be commanded by the receiver in order to reflect the changes observed in the transport medium (e.g., via RTP/RTCP statistics). Unsurprisingly, the choice of the lowest error paths first is generally advocated for the media delivery from multiple source nodes to the receiving end [43] , similarly to the discussion proposed in the previous section.
Efficient delivery from multiple sources relies on a proper control of packet redundancies so that the client does not receive multiple copies of the same data. This would result in a waste of resources. The earliest work that has studied the problem of transmission coordination among multiple senders in distributed streaming is [69] . The authors propose an algorithm that runs at the client and performs rate allocation and packet partitioning among the senders. This algorithm can be further combined with forward error correction for improved error resilience to packet loss [70] . For optimal performance, the receiver-driven control protocols shall synchronize the senders' transmissions in a rate-distortion optimized way by selecting in priority the packets the bring the largest improvement in quality per increment of streaming rate [71] . For improved error resilience, MDC, discussed in the previous sections, can be employed at each sender to encode scalable media content that is streamed afterwards to the client [36] , [72] , [73] . The number of descriptions as well as their rates and redundancy levels among descriptions can also be adjusted in real time so that each peer can adapt its transmission rate to bandwidth constraints.
While most of the works in distributed streaming consider that the receiver selects packets and streaming servers, implementing a completely distributed video packet scheduling algorithm remains a complex task. Ideally, distributed algorithms run independently on each source peer but unanimously decide the set of video packets to be sent along with the disjoint partitions allocated to each transmitting peer. Sender-driven schemes provide several advantages over receiver-driven solutions. Optimization of the media quality is facilitated, since the relative importance of the media packets is known at the servers. In addition, the deployment of practical solutions is facilitated since the management of overall network resources becomes easier. An optimization framework for sender-driven streaming is proposed in [74] and [75] , where multiple servers synchronize their transmission schedules for sending a standard (single description) video stream without information exchange besides bandwidth information estimated at the client. The bandwidth estimates are used in conjunction with a packet scheduling optimization framework to compute appropriate transmission actions at each sender. In order to reduce the computational load imposed by the optimization framework on each sender, an alternative technique can be designed with a priori packet classification according to their relative importance [76] , [77] . The complexity of taking joint decisions among servers is thus alleviated by partitioning beforehand the set of available packets among the potential serving peers, which provides interesting solutions for practical and scalable implementations of adaptive and efficient distributed streaming systems [74] . The average rate-distortion performance of distributed streaming with two servers is represented in Fig. 9 . It shows that the consideration of media packet importance offers the ability Frossard et al.: Media Streaming With Network Diversity to outperform a conventional system that implements proportional packet scheduling based only on the relative available bandwidth values. Finally, source coordination can further be facilitated by distributed coding strategies that smooth the difference in importance that exist in media packet streams, as discussed in Section III-B.
VI. EMERGING WIRELESS DELIVERY ARCHITECTURES A. Wireless Mesh Networks
In this section, we present a typical framework for distributed streaming with network diversity, where the algorithms presented above find a straightforward application. Structured media delivery architectures such as content distribution networks still represent the typical infrastructure for streaming service with controllable quality. They are, however, quite expensive to set up, and their deployment is often contingent to good network accessibility. These are among the reasons that explain the recent proposals of novel delivery architectures that extend the reach of the network and permit easy and cheap deployment of new streaming applications. These new infrastructures try to augment the resources offered to the application by aggregation of bandwidth, storage, or cheap computing resources. At the same time, they pose several new problems for the development of effective media-streaming solutions that often have to cope with the high variability of such systems.
Among these novel infrastructures, wireless mesh networks (WMNs) have emerged as a key technology for a variety of new applications that require flexible network support. As an evolution of multihop mobile ad hoc wireless networks (MANETs), the so-called mesh network configuration maintains the ad hoc communication structure but consists of two architectural levels: mesh routers and mesh clients. Mesh routers have minimal mobility and form the WMN backbone (see Fig. 10 ). Meshed networks can serve as indoor or outdoor networks. For example, municipalities might wish to create their own wireless network infrastructure, or meshes may also serve as outdoor portions of campus networks. Multimedia communications can greatly benefit from this new kind of infrastructure, as WMN may offer greater bandwidth at lower cost when compared to third-generation cellular networks. Compared to the classical Internet infrastructure, connections in wireless networks are more unstable and channels are more dynamic and prone to network interference. While data flows such as file transfer may be almost arbitrarily curtailed and still be useful, multimedia communications are, however, quite demanding in terms of quality of service. Channel availability and network latency problems become quite important in WMN, especially when the size and complexity of multiple hop mesh networks increase. If delay, bandwidth, or packet loss rate are too constraining, delivery of voice or video packets may even be of no use. The adaptive coding and streaming methods proposed in the previous section hence become crucial for effective multimedia communication applications in emerging wireless mesh networks.
In the rest of this section, we further discuss the specificities of wireless mesh networks for the implementation of distributed streaming solutions. We focus our discussion on 802.11 networks that appear to be the most promising networking technology for multimedia services over WMNs [78] , [79] . The IEEE 802.11 Working Group is very active in the standardization of new interoperable 802.11-based standards that provide some interesting capabilities for multimedia communications such as bit rates on the order of 100 Mbps, QoS support, fast handoff, [80] . Additional research and standardization work, however, is needed to bring the full benefits of mesh architecture to 802.16/WiMax [81] . Solutions based on 802.11 still appear to be more easily deployable because they are widely available and operate in unlicensed cost-free frequency bands. Nevertheless, Wi-Fi and WiMax might be eventually integrated together; 802.16 wireless links can introduce additional capacity in the mesh, expand the network coverage [82] , and hence offer increased flexibility for the deployment of multipath streaming solutions.
B. Network Capacity and Latency
Wireless networks based on the 802.11 standards are widely deployed in homes, enterprises, and public hot spots. Maximum nominal data rates vary from 11 Mbps for 802.11b to 54 Mbps for the 802.11g and 802.11a standards. An additional task group, 802.11n, is working on higher maximum data rates, estimated in a theoretical value of 100-200 Mbit/s [83] using multiple transmitter and receiver antennas (multiple-input multiple-output technology). However, the maximum achievable throughput for 802.11 networks is far lower than the nominal data rate due to the nature of the wireless channel. For example, in 802.11b, the maximum experimental throughput is about 6.2 Mbit/s [84] , a value that decreases as more stations are connected.
First-generation wireless network architectures were based on infrastructure access points or on direct communication between nodes. Nowadays, network nodes are gaining the ability to freely connect among themselves operating not only as a host but also as a router. That is, they can forward packets on behalf of other nodes that may not be within the direct wireless transmission range of their destination. As a consequence, in a mesh network, a packet destined to a node in the network may hop through multiple nodes to reach its destination. Analysis of the capacity of such networks [85] shows that they suffer from scalability issues, i.e., when the size of the network increases, their capacity degrades significantly with the increasing number of nodes.
Moreover, research has demonstrated that a node should communicate with nearby nodes only in order to maximize the network performance in terms of bandwidth [86] . But the large number of consecutive hops required to deliver the packets may severely limit the quality of service experienced by real-time multimedia applications, especially with regards to performance metrics such as end-toend delay, jitter, and packet loss ratio. Latency of several milliseconds per hop due to processing or transmission delay may preclude delay-intolerant applications such as voice and real-time interactive video after a few hops only. This problem is mainly due to the single-radio channel nature of early generation mesh networks where each node operates in half-duplex mode and shares the same radio frequency, i.e., all radios on the same channel must remain silent until the packet completes its hops within the same collision domain. Use of more sophisticated (and more expensive) multiple-radio mesh networks can increase the system scalability with the creation of a wireless Bbackbone,[ called backhaul network, which interconnects all nodes and handles traffic between nodes [87] . While excessive hop counts can sometimes be minimized by proper network architecture design, this is not the case for spontaneous, unstructured, ad hoc mesh networks that rather require support at the application level to mitigate the effect of excessive delay and jitter. It therefore outlines the importance of the number of hops that becomes a crucial criteria in the design of efficient routing and media rate allocation strategies.
C. Network Routing
Routing protocols are in charge of maintaining information on the topology of the network in order to calculate routes for packet forwarding. They influence the number of hops that user traffic must traverse to reach its destination along with other parameters such as the network topology, the length of the links or the wireless technology. Considerable research has addressed the problem of routing specific to wireless multihop networks [88] . The routing mechanism may choose to use information about the underlying topology of the network to collect the count of hops or distances of each node to all the other nodes or to determine where nodes are connected to each other. Some proposals utilize the shortest hop count metric as the path selection metric. This metric has been shown to result in poor network throughput because it favors long, low-bandwidth links over short, high-bandwidth links [89] . More recent proposals aim instead to improve routing performance by utilizing routeselection metrics [90] , which consider not only the throughput but also the contribution of both bandwidth and delay. A combination of several metrics along with their participation to the end-to-end distortion of the media application, is however necessary for optimal routing and rate allocation strategies, as has been shown in Section IV.
Naturally, the mesh topology also enables the definition of multiple routes between two endpoints. Such routes may be utilized (together with the previously proposed solutions) by multipath routing techniques to increase the quality of service in multimedia transmission. If the current path becomes unusable, the traffic flow can then quickly switch to one of the alternate paths without waiting for setting up a new routing path. The existence of multiple paths can also help to reduce the chance of interrupting the service due to node mobility [92] . Even better, data partitioning over multiple paths can reduce the short-term correlation in real-time traffic and therefore improve the performance of multimedia streaming applications, since burst losses in general cause more important degradations in the video stream quality [91] . Clearly, monitoring of several available paths is necessary for ensuring a sustained quality of service [93] .
D. Handoff
Finally, one of the typical problems of wireless mesh networks with mobile peers is handoff management. As shown in Fig. 10 , one of the main characteristics of mesh networks is that they have only a few wireless gateways connected to a wired network while the wireless routers (WRs) provide network access to mobile clients (i.e., they act as access points to the clients). The client may move freely within the range of a given WR. But as it moves away from a WR and gets closer to another WR, it should hand off all its open connections to the new one in order to preserve network connectivity. Ideally, the handoff should be completely transparent to mobile clients with no interruption, loss of connectivity, or transmission Bhiccups. [ In cellular data and voice systems, the handoff problem is typically coordinated by the network itself using signaling embedded in the low-level protocols that are able to leverage considerable information about the network topology and client proximity. In contrast, 802.11 networks currently lack efficient and transparent handoff solutions. Consequently, as a mobile 802.11 client reaches the limits of its current coverage region inside the mesh, it must abandon its current WR, actively probe the network to discover alternatives, and then reconnect to the current best WR. Such delays may be penalizing for streaming applications with strict timing constraints. Similarly, as one cannot know in advance if necessary QoS resources are available at a new access point, a transition can lead to poor application performance. And forcing an additional session at the new access point may even result into degrading ongoing connections. As the need for admission and congestion control becomes apparent, the 802.11e standard [94] specifically deals with QoS for wireless networks by means of a component called Wi-Fi multimedia. The improvements continue in the developing standard 802.11n.
Multihop ad hoc networking, high traffic load, lack of coordination among nodes, and no facility for route reservation or clustering contribute together to build a challenging framework for real-time multimedia communications in WMNs. Future advances in the wireless protocols along with appropriate distributed coding and streaming solutions, will surely enable the deployment of resource greedy and delay critical multimedia applications in wireless environments.
VII. CONCLUSIONS
The rapid development of novel delivery architectures has recently opened interesting research problems for the distributed delivery of multimedia streams. Novel delivery architectures such as wireless mesh networks permit one to easily extend the reach of the network and to provide increased streaming performance by resource aggregation. The diversity offered by such infrastructures however raises a number of interesting questions in the coding of the media information, the routing and rate allocation on multipath networks, or the collaborative streaming from distributed server peers. They permit one to improve the user experience by solutions that are adaptive to the media information and to dynamic network variations. Research and development efforts are, however, still necessary before actual media streaming services can be efficiently offered on wireless mesh networks. In particular, the development of highly interactive applications such as gaming and video conferencing or the deployment of multiple simultaneous sessions outline the importance of rate allocation solutions for a proper distribution of resources among all the peers in the systems. The efficient utilization of power resources in wireless systems opens another interesting research path. Finally, security still represents a crucial problem in highly distributed delivery systems and probably remains an important factor that slows down the deployment of rich media applications over uncontrolled network environments. h 
