Abstract-Recently, direct position estimation (DPE) has arisen as a potential approach to deal with the positioning problem in global navigation satellite system receivers. The conventional navigation solution is obtained in two steps: synchronization parameters are estimated and then a trilateration procedure is in charge of computing user's position, based on those parameters. In contrast, DPE estimates receiver's position directly from digitized signal. DPE was seen to provide GNSS receivers with appealing capabilities, such as multipath mitigation. However, a theoretical bound for those estimates is still missing and the answer to "how better can DPE perform compared to the conventional approach?" has not been addressed in the literature. Aiming at clarifying those issues, this paper presents the derivation of the Cramér-Rao bound (CRB) of position for both conventional and DPE approaches. We present the derivation for a multiantenna receiver as a general case. In addition, a number of realistic scenarios are tested in order to compare the theoretical performance bounds of both alternatives and the actual root mean squared error performance of the corresponding maximum likelihood estimator.
distances between the receiver and the set of visible satellites. These distances are calculated estimating the propagation time that transmitted signals take from each satellite to the receiver. Therefore, the conventional approach to GNSS positioning is based on a two-steps procedure. First, the receiver estimates the distance between the receiver and the satellites. Then, these distances are used to obtain user position by means of the trilateration procedure [1] [2] [3] [4] [5] .
Recent results have envisaged novel GNSS receiver architectures following the software defined radio philosophy. In [6] , a direct position estimation (DPE) approach was presented. DPE takes a different approach to the positioning problem. Whereas conventional receivers require estimates of time difference of arrival (TDOA) of satellite signals to geometrically solve user's coordinates, DPE focuses on the estimation (directly from received and sampled IF signal) of position coordinates. Position coordinates are indeed the parameters of interest to the end-user. It was seen that the avoidance of intermediate estimation steps helps to partially overcome some limitations of current approaches, such as the degradation in position accuracy due to multipath and severe channel fading conditions [7] . The two-steps approach is also the basis of radiolocation and geolocation applications, refer to [8] , and the references therein. The problem in this case is to locate a stationary emitter using moving receivers. Recently, [9] proposed to merge the two-steps in a single estimation process. This approach was termed as direct position determination [10] . Although conceptually opposed to the GNSS problem, which is the positioning of a receiver instead of an emitter, the signal processing methodology of both applications is similar. In [11] this principle was applied to the radiolocation of emitters using Doppler measurements.
The optimal DPE, following the maximum likelihood (ML) philosophy, was derived in [6] . The ML estimator results in the optimization of a multivariate nonconvex cost function, and a number of algorithms can be implemented in order to obtain efficient implementation architectures for DPE. The results obtained so far show a performance improvement of DPE with respect to the conventional approach. A recent result in [12] provides an interesting proof showing that the conventional twosteps approach cannot outperform a direct estimation. However, a theoretical and quantitative comparison is still missing. The Cramér-Rao bound (CRB), which is the theoretical lower bound of accuracy of any unbiased estimator, is here used to show the potential performance of each approach. This paper presents the derivation of both CRBs, results that are used to compare the asymptotical performance of conventional and DPE approaches. This paper is organized as follows. Section II presents the basics of conventional GNSS receivers. The signal model is exposed, observables are presented and the trilateration procedure to compute user position is described. The underlying idea behind DPE approach is recalled in Section III. Section IV presents the CRB derivation for both conventional and DPE approaches in two separate subsections, Sections IV-A and IV-B, respectively. In Section V, the obtained bounds are compared by computer simulations under realistic scenarios. For the sake of completeness, the root mean squared error (RMSE) performance of the corresponding position estimator is also plotted. Finally, Section VI summarizes the paper, highlighting its main conclusions.
II. CONVENTIONAL GNSS POSITIONING
A GNSS antenna receives measurements which are considered to be a superposition of plane waves corrupted by noise and, possibly, interferences and multipath. An antenna receives scaled, time-delayed and Doppler-shifted signals with known signal structure. Each signal correspond to the line-of-sight signal (LOSS) of one of the visible satellites. The receiving complex baseband signal can be modeled as (1) where is the transmitted complex baseband low-rate navigation signal spread by the pseudorandom code of the th satellite, considered known.
is its complex amplitude, is the time-delay, the Doppler deviation and is zero-mean additive Gaussian noise with variance . Details and motivations of the signal model in (1) can be found in [13] [14] [15] .
In the multiple antenna receiver, an element antenna array receives scaled, time-delayed and Doppler-shifted signals with known structure. Each antenna element receives a replica of the complex baseband signal modeled by (1), with a different phase depending on the array geometry and the signal direction of arrival (DOA) [16] [17] [18] . Then, the single-snapshot model can be expressed in compact form as (2) where each row corresponds to one antenna and • is the observed signal vector; • is the spatial signature matrix, related to the array geometry and the DOA of the impinging signals.
stand for the azimuth and elevation vectors of the sources, respectively; • is a diagonal matrix with the elements of complex amplitude vector along its diagonal; • are column vectors which contain timedelays and Doppler-shifts of each satellite; • , where each component is defined by the delayed Doppler-shifted narrowband signals envelopes; and • represents additive noise and all other disturbing terms, like multipath of each signal or interferences. Statistically, this term is considered complex, zeromean, Gaussian with an arbitrary covariance matrix . The arbitrary structure of comes due to the inclusion of multipath in the noise term, which breaks the uncorrelatedness between noise and signal terms.
This model is built upon the narrowband array assumption, in which the time required for the signal to propagate along the array aperture is much smaller than the inverse of the signal bandwidth. Thus, a phase-shift can be used to describe the propagation from one antenna to another. In the same way, we have assumed that the Doppler effect can be modeled by a frequency shift, which is commonly referred to as the narrowband signal assumption.
Consider that snapshots of the impinging signal are taken at a suitable sampling rate . Then, the sampled data can be expressed as (3) using the following definitions:
• , referred to as the spatiotemporal data matrix; • , known as the basis-function matrix; • , a matrix containing all undesired contributions to . This matrix will be assumed having a zero-mean Gaussian distribution, with an arbitrary and unknown covariance matrix ; and • , with . Notice that we assume that the parameters of interest of the model and the covariance matrix of the error are piecewise constant during the observation interval, i.e., they do not change in seconds. This assumption is reasonable in GNSS since this interval is on the order of milliseconds and the variation of such parameters is slower [1] .
Basically, the problem of a conventional receiver is that of estimating synchronization parameters from the received signal in (3) . After an initial acquisition is obtained, tracking loops are in charge of delivering these estimates to the positioning algorithm. The latter is typically accomplished resorting to DLL-like algorithms [19] . However, tracking loops can be also implemented by sophisticated signal processing algorithms to improve the quality of the estimates [14] , [20] , [21] . The minimum attainable variance by any of these synchronization techniques, when unbiased, is given by the corresponding CRB [22] , [23] . Then, and estimates are used to compute GNSS observables, a set of measurements that positioning algorithms use in the trilateration procedure. Namely, pseudorange and pseudorange rate [4] , [24] .
A. GNSS Observables and the Navigation Solution
The propagation time that a signal takes between its transmission from the th satellite to the user is estimated via code correlation. This time-delay estimate (denoted by ) provides a measurement of the relative distance between the th satellite and the user, i.e., the pseudorange . Thus, pseudoranges provide a nonlinear relation between user's position ( ) and the estimated time-delay of each satellite according to the model (4) where is the speed of light, satellites are indexed by and with the following definitions: • is the time-delay estimate at the receiver for the LOSS emitted by the th satellite;
• is the geometric distance between the receiver and the th satellite. 1 are the coordinates of the th satellite in the Earth-centered Earthfixed (ECEF) coordinate system, which can be computed from the ephemeris, transmitted in the low-rate navigation message [1] ; • is the bias of the receiver clock with respect to GPS time, which is unknown; • is the clock bias of the th satellite with respect to GPS time, known from the navigation message; and • the term includes errors from various sources such as atmospheric delays, multipath biases, ephemeris mismodeling and relativistic effects among others. The observed carrier frequency at the receiver differs from its nominal frequency due to the Doppler effect. These frequency shifts are caused by user-satellite relative motion and by frequency errors and drifts in user and satellite clocks. Accurate Doppler-shift estimates yield to precise velocity calculations, useful in positioning and navigation applications with high user dynamics. The Doppler-shift due to the relative motion of the user and the th satellite reads [1] ( 5) where and are the velocity vectors of the user and the th satellite, respectively. represents the unitary direction vector of the th satellite relative to the user, defined as (6) and represents the corresponding carrier frequency used in navigation systems.
Differentiating (4) with respect to time, the pseudorange rate ( ) regarding the th satellite is (7) with the receiver clock drift and referring to noise on the phase rate measurement due to nonmodeled terms.
Once the two observables are obtained-previous estimation of each and -, the receiver computes its position. Conventional receivers are equipped with a carrier-phase loop that tracks the evolution of the carrier phase and wipes it off from the received signal before code-phase synchronization. Carrier-phase measurements can also be taken into account in the navigation solution, but it requires the estimation of the integer number of carrier cycles between the satellite and the receiver. This can be done by means of the least-squares AMBiguity decorrelation adjustment method (LAMBDA, [25] , [26] ), or more sophisticated approaches based on the observation of multiple bands, such as the three carrier ambiguity resolution (TCAR) [27] or its generalization, the multiple carrier ambiguity resolution (MCAR) [28] . In the following, we assume that a phase locked loop is used for carrier tracking and stripping, thus mitigating the Doppler effect, but this information will not be used in the navigation solution.
The single point solution used in conventional GNSS receivers is based on the linearization of a geometrical problem 1 The operator k 1 k stands for the`-norm of a vector.
[1]- [4] , [29] . The problem is to compute user's position and clock offset from a set of estimated pseudoranges (where ). Thus, from (4), we form the following system of equations: (8) which results in a nonlinear and possibly overdetermined system, which is usually solved by linearizing each with respect to an initial position estimate ( )
where , , , and . The Bancroft algorithm [30] provides an initial guess on the position and the clock offset of the receiver without any prior knowledge.
Considering (9), the system in (8) can be formulated as the following least squares (LS) problem (10) where . . .
and the solution (12) is straightforwardly given by the Moore-Penrose pseudoinverse ( ). Therefore, we have that is the position estimation provided by most GNSS receivers.
The solution presented in (12) can be improved by using side information. As a variation, if each observation (i.e., pseudoranges) is weighted proportional to the quality of the information provided (for instance, regarding the received signal strength or the geometry of the constellation), a weighting matrix can be constructed and (8) can be formulated as a Weighted LS problem: (13) whose solution is given by (14) Notice that, since the errors committed in estimating the pseudoranges of each satellite are considered uncorrelated, the weighting matrix turns to be diagonal. In general, the optimal is not known and it has to be constructed following a given criterion. Observe also that the LS solution expressed in (12) can be easily found as a particularization of the WLS for .
Another variation is to include in the system of equations in (8) existing ionospheric and tropospheric models or other prior information [1] . In the sequel, we limit our study to the LS/WLS case, i.e., no prior information is considered.
III. DIRECT POSITION ESTIMATION APPROACH
DPE approach is based on a simple fact: synchronization parameters of each satellite can be expressed as functions of the same common parameters (including user's position). After inspecting GNSS observables in (4) and (7), one can easily identify that (15) with being a vector gathering all considered motion parameters whose dimension is denoted by . The simplest configuration is and . However, DPE is a quite general approach and can include a plethora of parameters [31] [32] [33] .
Then, whereas (1) is a time-frequency parameterization of the incoming signals, the signal model considered in the DPE approach is parameterized by . Considering (4) and (7), the received complex baseband is modeled as (16) where the DPE counterpart of the array model in (3) is (17) with the same definitions as in the conventional signal model, including the piecewise constant assumption of and the rest of unknown parameters in the signal model.
The optimal solution to the DPE problem, following the ML approach, was shown in [6] for the single antenna case and in [7] for the antenna array architecture. In both cases, it was seen that the solution requires the optimization of a multivariate nonconvex function, which provides potential benefits in terms of multipath mitigation. For the general case of an antenna array receiver, the Maximum Likelihood Estimator (MLE) of reads as with being the projection matrix onto the subspace spanned by the columns of . DPE has also been extended to take into account prior information in [31] , following the Bayesian paradigm.
As stated in (15) , synchronization parameters have a strong constraint: and are functions of the same user position. However, the conventional approach ignores this restriction and estimates synchronization parameters of each satellite independently. This fact yields to a position estimation which is based on a MLE of synchronization parameters [34] . Nevertheless, one cannot claim that this estimator is the MLE of position in general. In contrast, DPE's approach takes into account more information, providing the MLE of position.
Nevertheless, the potential benefits of DPE do not come at no cost. On the one hand, the computational complexity of DPE is higher to that of the 2-steps approach. Whereas in the former a single multivariate non-convex optimization problem has to be faced, the latter splits the solution in several lower dimensional problems (which in addition can be lightly handled by efficient correlation structures). It is remarkable that there is still an effort to be done in order to find efficient algorithms to implement DPE in real-time GNSS receivers. On the other hand, the transmitters have to be highly accurate in transmitting the signals synchronously. This assumption is reasonable in GNSS since satellites are continuously monitored for that purpose. In addition, an accurate estimation of the th satellite clock bias ( ) -performed by the control segment-is broadcasted in the navigation message in order to correct this possible source of error.
IV. CRB FOR GNSS POSITIONING
The multiple-parameter CRB states that, for any unbiased estimate of a generic, real-valued parameter vector , the covariance matrix of the estimates is bounded as (18) where is commonly referred to as the Fisher information matrix (FIM), whose inverse is the CRB matrix [23] . The matrix inequality in (18) means that is a non-negative definite matrix. With being the log-likelihood function, the FIM elements are defined by (19) Therefore, this result also provides a lower bound on the variance of any unbiased estimator of the parameter : (20) Let us consider the generic single snapshot signal model expressed as for convenience, being additive complex Gaussian noise with an arbitrary covariance matrix [35] . Then, the definition of the log-likelihood function is shown in (20a) at the bottom of the page.
(20a) Under these assumptions, using the Slepian-Bang's formula [22] , [36] , we know that the th element of the FIM for the generic snapshots case is 2
The rest of this section is divided in two subsections. The first is devoted to the derivation of the CRB for the conventional approach. The CRB of position derived in Section IV-A is obtained transforming the CRB of synchronization parameters using (14) . In contrast, Section IV-B presents the CRB of position without intermediate estimation steps, following the DPE approach.
A. CRB for the Conventional Approach
In this case, and the vector of unknown parameters is (22) which is split in amplitudes , DOA , and synchronization parameters (23) Therefore, the FIM can be expressed with submatrices, sized
The elements of such submatrices can be computed using the definition obtained in (21) , accounting that is independent of . For : (32) is the matrix of sensor element position normalized to units of half wavelengths with respect the , and axes. Then, the derivative of is 3 (33) where the derivatives of , are (34) for the th row and zeros otherwise; and (35) for the th row and zeros otherwise. Hence, in (34) the derivative is with respect to the elements of and in (35) with respect to the elements of . Finally (36) and (37) stand for the derivatives with respect to the elements of and , respectively. In the first case, is the derivative of time of the waveform . Using (33)- (37) into (25)- (30), the FIM is completely defined and therefore the CRB for all the parameters can be directly computed by inverting (24) .
The conventional approach provides a deterministic mapping between time-delay estimates and the positioning solution, as provided by (14) . Thus, it suffices to transform the CRB obtained for the former to evaluate the CRB of the latter. According to [22] , if the desired estimate can be expressed as , then its covariance matrix is bounded by (38) where is the FIM of the time-delay parameter, obtained from (30) with . In this case we know from (11) and (14) that (39) where its Jacobian matrix is (40) considering that the linearization point is the true position, i.e.,
, and is the speed of light. From the above it follows that the covariance matrix of position and clock offset estimates in the conventional approach is lower bounded by the CRB matrix as (41) where is expressed in units of time.
B. CRB for DPE Approach
In this case, and the vector of unknown parameters is (42) where can include any parameter related to the position and motion of the receiver, and the receiver clock drift.
Therefore, the FIM can be expressed with submatrices (43) where , and are sized, previously defined in (25) , (26) , and (28), respectively. Then, we have to determine the values of and
where the expression for is the one lacking in these expressions.
Recalling the model in (2), we can express the basis-function vector as (47) with being the vector containing in its th row. Then, rearranging terms in the derivative with respect to and, it results that (48) where and are calculated using (36) and (37), respectively.
In the sequel we consider that and then . In that case, the th row of matrices and are (49) where the derivatives can be found in Appendices I and II. The derivatives with respect to of the synchronization parameters and follow from their definitions in (4) and (5), respectively.
At this point, all the elements in (43) can be computed. The inversion of the FIM matrix in (43) yields to the computation of the CRB of position under the DPE framework.
V. SIMULATION RESULTS
The expressions for the CRB of both approaches can be applied to any of the existing GNSS signal structures. In particular, we consider hereinafter the well-known Global Positioning System, GPS for short. The civilian GPS signal is referred to as the Coarse Acquisition (C/A) code and it is a spread-spectrum signal transmitted at a carrier frequency of with a chip rate of [38] . For the considered GPS receiver architecture, the received signal was filtered with a 1.1-MHz bandwidth filter, downconverted to baseband and then digitized at a sampling frequency of . The observation time was 1 ms, which corresponds to samples. Two receiver architectures were considered: one considering a single antenna receiver ( ) and another with an 8-element circular antenna array ( ). The receiver was considered static in both cases, i.e., , without loss of generality. The recreated scenario corresponded to a realistic constellation geometry, with an elevation mask of . In particular, two versions were simulated. The first one consisted of satellites, whose azimuth and elevation angles were (in degrees) (50) respectively. The corresponding PRN code numbers [1] of each satellite in (50) were {9, 12, 17, 18, 26, 28, 29}. The second considered scenario was one with satellites, those with PRN numbers {9, 12, 17, 18}, with the same geometry described by (50). Basically, the latter emulates the occultation of three satellites (i.e., {26, 28, 29}) in the first considered scenario.
In order to avoid plotting the bounds for the three position coordinates, the following figures depict the CRB of the threedimensional position vector, defined as (51) where , and are the CRBs of each coordinate, as computed by the corresponding CRB. Recall that what is referred to as the conventional approach is the positioning solution given by first estimating synchronization parameters independently and using those estimates to compute user's location.
In some simulations, it is of interest to depict the difference in the performance of the conventional approach when the LS or the WLS solutions are considered [ (12) and (14), respectively].
As commented in Section II, the construction of weighting matrix is not unique. 4 In the sequel, we consider that the diagonal entries in are the carrier-to-noise density ratios ( ) of the corresponding satellites, normalized to the highest value. Thus, if denotes the of the th satellite, the weighting matrix of the WLS problem in (14) is constructed as (52) with (53) being a normalizing factor.
With this setup, Fig. 1 shows a comparison of both derived CRBs of position as a function of the of the visible satellites. For the sake of simplicity, we considered that all satellites had the same . Under that scenario, both conventional and DPE approaches appear to have similar bounds in terms of position accuracy. Hence, potentially both positioning alternatives are able to obtain same performances in such ideal scenario.
DPE performance improvement was seen to came from the fact that each satellite has its independent propagation channel. This introduces a kind of diversity which we can refer to as satellital diversity [7] . The diversity feature of a direct positioning approach was pointed out also in [10] , [11] , for the radiolocation problem. Aiming at proving this concept, an scenario where all but one satellites had the same whereas one varied its in a range was tested. The results are plotted in Figs. 2 and 3 . It can be seen that DPE exhibits some robustness against sudden shadowing of one of the satellites in the constellation. This is because the rest of visible satellites are used to estimate user's position, overcoming a weaker power level of the faded satellite. On the contrary, if that satellite is used to compute user's position in the conventional approach, it can yield to higher error variances. The conventional approach is improved when the WLS algorithm is considered. However, the conventional approach is still unable to attain the performance of a direct estimation approach. Surprisingly, under a certain threshold, the use of a single antenna based receiver implementing the DPE approach can overcome the results of an antenna array receiver under the conventional positioning approach (in the specific setup this threshold is on the order of 25 dB-Hz).
A more challenging scenario was tested, that accounted for multipath propagation. GNSS receivers are only interested in estimating delays of signals received directly from the satellites, since they are the ones that carry information of direct propagation time. Hence, reflections distort the received signal in a way that may cause a bias in delay and carrier-phase estimations [40] . Multipath is known to be one of the most hazardous effects in GNSS receivers and probably the dominant source of error in high-precision applications. A result given in [41] says that any unbiased time delay estimator based on a single antenna has a variance that approaches to infinity when the relative delay between the LOSS and its replica approach to zero. Relatively short delays are just the case of real-life multipath, where the scatterers use to be close to the receiver and the extra path covered by the wave is shorter than one chip period (about 300 m for a chip rate of 1.023 Mcps), situation referred to as coherent multipath. For the following test, a multipath signal for satellite was introduced whose signal-to-multipath ratio (SMR) was 3 dB. The relative azimuth of the replica with respect to the LOSS was 180 , with the same elevation angle. All satellites had same power levels,
. Fig. 4 shows the squared root CRBs as a function of the relative delay between the multipath replica and the LOSS of satellite , normalized to the chip period . The results in Fig. 4 are in accordance with those published in [6] , in which DPE was seen to provide the receiver with improved multipath mitigation capabilities with respect to the conventional approach. It is important to remark that, even in the single antenna case, the receiver is able to virtually eliminate coherent multipath effects when implementing DPE. Finally, we tested an scenario where the multipath replica had higher power than the LOSS. That is the case of most indoor propagation channels or urban channels. In particular the scenario considered that for all satellites, except for that , and the SMR was . The results are shown in Figs. 5 and 6 for the single antenna receiver and in Figs. 7 and 8 for the circular antenna array architecture. It can be observed that DPE potentially improves the performance of the conventional approach for the two constellations considered, and that it outperforms the latter when both consider antenna arrays. Again, the use of WLS improves the results of LS-based positioning but DPE is still more robust to the multipath effect.
For the sake of completeness, it is important to evaluate the performance of either position estimators for the scenarios where the CRBs were studied. In particular, we considered the case of and for the sake of clarity. Both conventional and DPE estimators were implemented by the accelerated random search (ARS) algorithm, proposed in [42] . ARS is an iterative algorithm used to optimize non-convex/multivariate functions that improves the convergence rate of the pure random search (PRS) algorithm. Notice that, whereas DPE estimates directly the parameters in , the conventional two-steps approach estimates independently the synchronization parameters of each visible satellite which are afterwards propagated through the LS or WLS system to compute user's position. Both estimators -position and synchronization -were derived by the ML principle.
Recreating the same scenario as in Fig. 1 , the results of each position estimator are shown in Fig. 9 . It arises that the RMSE performances of the estimators attain their CRBs. However, simulation results point out that the bound provided by the CRB might not be valid for low . The reason is that the CRB falls in the category of small-error bounds, meaning that its validity is conditional on having small estimation errors. Thus, other bounds could be explored to have more accurate benchmarks under that regime [43] .
The same setup considered in Fig. 2 was used to obtain Fig. 10, i .e., a sweeping for satellite while the rest remain at 45 dB-Hz. As expected, the two-steps WLS solution outperforms the LS one. An interesting effect is seen after satellite reaches , i.e., the power level of the rest of satellites. At that point, the overall position RMSE degrades due to an increase of the Multiple Access Interference (MAI) that satellite induces to the rest. Since the estimation of synchronization parameters is performed independently, a conventional receiver is not immune to MAI. In contrast, DPE provides a way to jointly process all signals, analogously as done in multiuser communication systems [44] . Again, the CRB is not tight enough for low values. Figs. 11 and 12 present the results for multipath environments, in the vein of those discussed earlier. As already seen in the literature (see [45] for instance), time-delay ML estimates are biased for close multipath. That bias is propagated through the LS-based positioning solution. Similarly, we can detect the same effect in the DPE solution. However, the degradation is mitigated in the latter, as depicted in Fig. 11 . The results corresponding to the setup where for all satellites, for satellite and the SMR between the LOSS of and its multipath replica is can be seen in Fig. 12 .
VI. CONCLUSION
This paper has dealt with the derivation of the CRB of position for conventional and DPE approaches. The latter was seen to provide the receiver with multipath mitigation capabilities [6] , but a theoretical performance bound was still missing. Recent results showed that the conventional two-steps approach cannot overcome a direct positioning approach [12] . The present paper provided a quantitative result to assess the performance gain of considering DPE. Tests run showed that the performance improvement comes from the joint processing of satellites, which have independent propagation channels. Thus, DPE can cope with scenarios where certain satellites are jeopardized by independent effects. This is the case of multipath propagation, where the conventional approach was seen to fail, in the sense that it introduces a bias in the final estimation. The robustness exhibited by DPE comes after recognizing that received signals from visible satellites depend on the same user position. In contrast, the two-steps approach does not take into account this constraint. For the sake of completeness, and in addition to the CRB, we plotted the RMSE performance of position estimators for both positioning alternatives. To that aim, we considered the MLE of position under DPE's framework and the position estimator obtained after computing the MLE of synchronization parameters for the conventional two-steps approach. The conclusion is that DPE approach provides an appealing alternative to positioning. In terms of performance, DPE is, at least, as good as the conventional two-steps approach, and actually outperforms it under certain propagation conditions.
APPENDIX I TIME-DELAYS DERIVATIVE WITH RESPECT TO
To deal with the derivative of with respect to vector , we first recall from (4) that We have two expressions for depending on whether the receiver is static or it has not null velocity. Similarly, is computed differently if the receiver has constant velocity or if it has a certain not null acceleration.
