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COUPLED CONDITIONAL BACKWARD SAMPLING PARTICLE
FILTER
ANTHONY LEE, SUMEETPAL S. SINGH, AND MATTI VIHOLA
Abstract. Unbiased estimation for hidden Markov models has been recently proposed
by Jacob et al. (to appear), using a coupling of two conditional particle filters (CPFs).
Unbiased estimation has many advantages, such as enabling the construction of asymp-
totically exact confidence intervals and straightforward parallelisation. In this work we
propose a new coupling of two CPFs, for unbiased estimation, that uses backward sam-
pling steps, which is an important efficiency enhancing technique in particle filtering. We
show that this coupled conditional backward sampling particle filter (CCBPF) algorithm
has better stability properties, in the sense that with fixed number of particles, the cou-
pling time in terms of iterations increases only linearly with respect to the time horizon
under a general (strong mixing) condition. In contrast, current coupled CPFs require the
particle number to increase with the horizon length. An important corollary of our results
is a new quantitative bound for the convergence rate of the popular backward sampling
conditional particle filter. Previous theoretical results have not been able to demonstrate
the improvement brought by backward sampling to the CPF, whereas we provide rates
showing that backward sampling ensures that the CPF can remain effective with a fixed
number of particles independent of the time horizon.
1. Introduction
The conditional particle filter (CPF) introduced by Andrieu et al. (2010) is a Markov
Chain Monte Carlo method that produces asymptotically unbiased samples from the poste-
rior distribution of the states of a hidden Markov model. The CPF can be made significantly
more efficient by the inclusion of backward sampling (Whiteley, 2010) (or equivalently an-
cestor sampling (Lindsten et al., 2014) steps) which we refer to as the conditional backward
sampling particle filter (CBPF). While there are many empirical studies reporting on the
effectiveness of the CBPF for Bayesian inference and on its the superiority over CPF (see,
e.g., Fearnhead and Ku¨nsch, 2018, Section 7.2.2), quantitative theoretical guarantees for
the CBPF are still missing. In contrast, the theoretical properties of the CPF are much
better understood (Andrieu et al., 2018; Chopin and Singh, 2015; Lindsten et al., 2015).
Chopin and Singh (2015) introduced a coupling construction, called the coupled CPF
(CCPF), to prove the uniform ergodicity of the CPF. Recently, Jacob et al. (to appear)
identified the potential use of the CCPF to produce unbiased estimators by exploiting a
de-biasing technique due to Glynn and Rhee (2014) (see also Jacob et al., 2017). This is an
important algorithmic advancement to particle filtering methodology since unbiased estima-
tion is useful for estimating confidence intervals, allows straightforward parallelisation, and
when used within a stochastic approximation context, e.g. the stochastic approximation
expectation maximisation (SAEM) scheme, unbiased estimators ensure martingale noise,
which has good supporting theory.
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The main contribution of this paper is to propose a relatively simple yet important
algorithmic modification to the CCPF for unbiased estimation by extending the CCPF to
include backward sampling steps through an index-coupled version of Whiteley’s (2010)
backward sampling CPF. This approach, which we call the coupled conditional backward
sampling particle filter (CCBPF), appears to be far more stable than the CCPF (Chopin
and Singh, 2015) (and Lindsten et al. (2014) variant that uses coupled ancestor sampling
within the CCPF.) Under a general (but strong) mixing condition, we prove (Theorem 7)
that the coupling time of CCBPF grows at most linearly with length of the data record when
a fixed number of particles are used, provided this fixed number is sufficiently large. As an
important corollary, we obtain new convergence guarantees for the CBPF (Theorem 4) that
verifies its superiority over the CPF. This result differs from the time-uniform guarantees for
the CPF (Andrieu et al., 2018; Lindsten et al., 2015) which require (super)linear growth of
the number of particles. Our result confirms the long held view, stemming from numerous
empirical studies, that the CBPF remains an effective sampler with a fixed number of
particles even as the data record length increases. An important consequence of a fixed
number of particles is that the the space complexity of the algorithm is linear, as opposed
to quadratic, in the length of the data record, making it feasible to run on long data records
without exhausting the memory available on a computer. We remark that another version
of the CPF which is stable with a fixed number of particles is the blocked version of the
CPF introduced in (Singh et al., 2017).
We also complement the empirical findings of Jacob et al. (to appear) by showing quanti-
tative bounds on the ‘one-shot’ coupling probability of CCPF. These results are noteworthy
as we believe the CCPF’s coupling probability does diminish with the length of the time
series T unless the particle number is also increased. With the minimal assumption of
bounded potentials, we prove (Theorem 5) that the coupling probability of CCPF is at
least 1−O(N−1), similar to what shown for the CPF (Andrieu et al., 2018; Lindsten et al.,
2015). The constants involved grow very rapidly with T in the absence of the usual strin-
gent mixing condition on the underlying model. When the stringent mixing conditions do
hold, we are able to give a more favourable rate of convergence as T increases (Theorem 6),
which still requires a increasing number of particles with T .
2. Notation and preliminaries
Throughout the paper, we assume a general state space X, which is typically Rd equipped
with the Lebesgue measure. However, our results hold for any measure space X equipped
with a σ-finite dominating measure, which is denoted as ‘dx’. Product spaces are equipped
with the related product measures. We use the notation a:b = a, . . . , b for any integers a ≤ b,
and use similar notation in indexing xa:b = (xa, . . . , xb) and x
(a:b) = (x(a), . . . , x(b)). We also
use combined indexing, such that for instance x
(i1:T )
1:T = (x
(i1)
1 , . . . , x
(iT )
T ). We adopt the usual
conventions concerning empty products and sums, namely
∏b
a( · ) = 1 and
∑b
a( · ) = 0 when
a > b. We denote x ∧ y := min{x, y}, x ∨ y := max{x, y} and (x)+ := x ∨ 0.
We use standard notation for the k-step transition probability of a Markov kernel P by
P k(x,A) :=
∫
P (x, dy)P k−1(y, A) and P 0(x,A) := I {x ∈ A}. If ν is a probability measure
and f is a real-valued function, then (νP )(A) :=
∫
ν(dx)P (x,A), (Pf)(x) =
∫
P (x, dy)f(y)
and ν(f) :=
∫
ν(dx)f(x), whenever well-defined. The total variation metric between two
probability measures µ, ν is defined as ‖µ − ν‖tv := sup|f |≤1 |µ(f) − ν(f)|, and ‖f‖∞ :=
supx |f(x)|. If two random variables X and Y share a common law, we write X d= Y .
We are interested in computing expectations of smoothing functionals, with respect to the
probability density piT (x1:T ) := γT (x1:T )/cT on a space X
T with the following unnormalised
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density (cf. Del Moral, 2004):
(1) γT (x1:T ) := M1(x1)G1(x1)
T∏
t=2
Mt(xt−1, xt)Gt(xt−1:t),
where M1 is a probability density, Mt are Markov transition densities, G1 : X→ [0,∞) and
Gt : X
2 → [0,∞) for t ∈ {2:T} are ‘potential functions,’ and cT :=
∫
γT (x1:T )dx1:T ∈ (0,∞)
is an unknown normalising constant. In the context of hidden Markov models, the potentials
are often taken to be of the form
G1(x1) =
gt(y1 | x1)f1(x1)
M1(x1)
and Gt(xt−1, xt) =
gt(yt | xt)ft(xt | xt−1)
Mt(xt−1, xt)
,
in which case piT (x1:T ) corresponds to the smoothing distribution of the hidden Markov
model {g1:T , f1:T} conditional on observations y1:T .
We will consider two different conditions for the model. The first is generally regarded as
non-restrictive in the particle filtering literature and essentially equivalent with the uniform
ergodicity of CPF (Andrieu et al., 2018).
Assumption 1. (Bounded potentials)
There exists G∗ <∞ such that Gt( · ) ≤ G∗ for all t = 1:T .
The second is a much stronger assumption, again typical in the particle filtering literature,
when proving time-uniform error bounds of particle filtering estimate (cf. Del Moral, 2004;
Del Moral et al., 2010).
Assumption 2. (Strong mixing)
G∗(1) := infx∈XG1(x) > 0 and G∗(1) := supx∈XG1(x) <∞, and for all t = 2:T ,
(i) M∗(t) := infx,y∈XMt(x, y) > 0 and M∗(t) := supx,y∈XMt(x, y) <∞,
(ii) G∗(t) := infx,y∈XGt(x, y) > 0 and G∗(t) := supx,y∈XGt(x, y) <∞.
Denote δ := mint=1:T
G∗(t)
G∗(t) and  := δ ∧mint=1:T−1 G∗(t)M∗(t)G∗(t+1)G∗(t)M∗(t)G∗(t+1) > 0.
Remark 3. The expression of constant  may be simplified (and improved) in two special
cases, as follows:
(i) If Mt(x, y) = Mt(y) for all t = 2:T , then M∗(t)/M∗(t) may be omitted.
(ii) If Gt(x, y) = Gt(y) for t = 2:T , then G∗(t+ 1)/G∗(t+ 1) may be omitted.
In particular, if both hold, then  = δ.
3. Convergence of the conditional backward sampling particle filter
Before going to the construction of the coupled conditional particle filters, we formalise
the important implication of our result for the convergence time of the conditional backward
sampling particle filter (CBPF) (Whiteley, 2010) or its ancestor sampling implementation
(Lindsten et al., 2014), which are probabilistically equivalent, and reversible with respect
to piT (Chopin and Singh, 2015).
Theorem 4. Suppose Assumption 2 (strong mixing) holds, and denote by PT,N the Markov
transition probability of CBPF with M1:T , G1:T and N particles. For any α, β ∈ (1,∞),
there exists N0 ∈ N, such that for all N ≥ N0:
(i) supx∈X ‖P kT,N(x, · )− piT‖tv ≤ αTβ−k for all k ≥ 1 and all T ≥ 1.
(ii) For any ρ > logα/ log β, supx∈X ‖P dρT eT,N (x, · )− piT‖tv → 0 as T →∞.
Proof. The upper bound (i) follows from Theorem 7 and Lemma 27, and (ii) follows directly
from (i). 
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Algorithm 1 CCxPF(X∗1:T , X˜
∗
1:T , N).
1:
(
X
(1)
1:T , X˜
(1)
1:T
)← (X∗1:T , X˜∗1:T ).
2: X
(i)
1 ← X˜(i)1 ∼M1( · ) for i ∈ {2:N}.
3: ω
(i)
1 ← G1(X(i)1 ); ω˜(i)1 ← G1(X˜(i)1 ).
4: for t = 2:T do
5: (I
(2:N)
t , I˜
(2:N)
t )← CRes
(
ω
(1:N)
t−1 , ω˜
(1:N)
t−1 , N − 1
)
.
6: X
(i)
t ← X˜(i)t ∼Mt(X(I
(i)
t )
t−1 , · ) for i ∈ {2:N} with X(I
(i)
t )
t−1 = X˜
(I˜
(i)
t )
t−1
7: (X
(i)
t , X˜
(i)
t ) ∼
(
Mt(X
(I
(i)
t )
t−1 , · ),Mt(X˜(I˜
(i)
t )
t−1 , · )
)
for i ∈ {2:N} with X(I
(i)
t )
t−1 6= X˜(I˜
(i)
t )
t−1
8: ω
(i)
t ← Gt(X(I
(i)
t )
t−1 , X
(i)
t ); ω˜
(i)
t ← Gt(X˜(I˜
(i)
t )
t−1 , X˜
(i)
t ).
9: end for
10: (JT , J˜T )← CRes
(
ω
(1:N)
T , ω˜
(1:N)
T , 1
)
11: for t = (T − 1):1 do
12: if CCBPF do
13: b
(i)
t ← ω(i)t Mt+1(X(i)t , X(Jt+1)t+1 )Gt+1(X(i)t , X(Jt+1)t+1 )
14: b˜
(i)
t ← ω˜(i)t Mt+1(X˜(i)t , X˜(J˜t+1)t+1 )Gt+1(X˜(i)t , X˜(J˜t+1)t+1 )
15: (Jt, J˜t)← CRes
(
b
(1:N)
t , b˜
(1:N)
t , 1)
16: if CCPF do
17: (Jt, J˜t)← (I(Jt+1)t+1 , I˜(J˜t+1)t+1 ) where I(1)t = I˜(1)t = 1.
18: end for
19: output (X
(J1:T )
1:T , X˜
(J˜1:T )
1:T )
Theorem 4, indicates that under the strong mixing assumption, the mixing time of CBPF
increases at most linearly in the number of observations T . We remark that unlike existing
results on the CPF, we do not derive a one-shot coupling bound (Chopin and Singh, 2015),
or a one-step minorisation measure (Andrieu et al., 2018; Lindsten et al., 2015), to prove the
uniform ergodicity of the CBPF transition probability PT,N . This is because the enhanced
stability of CBPF’s Markov kernel over the Markov kernel of CPF can only be established
by considering the behaviour of the iterated kernel P kT,N of Theorem 4, which has thus far
proven elusive to study. Thus, in addition to the result, the proof technique is itself novel
and of interest. For this reason we dedicate Section 5 to its exposition. Finally, even though
α and β in Theorem 4 may be taken arbitrarily small and large, respectively, by increasing
N0, the rate at which N0 is required to increase in our results with respect to α and β is
fast and far more conservative than what has been observed in practice.
4. Coupled conditional particle filters and unbiased estimators
This section is devoted to the CCPF and CCBPF algorithms (in short CCxPF where x
is a place holder), and the construction of unbiased estimators of EpiT [h(X1:T )] using them.
We start with Algorithm 1, where the CCxPF algorithms are given in pseudo-code. The
algorithms differ only in lines 12–17, highlighting the small, but important, difference of
CCPF and CCBPF. The CCBPF incorporates index coupled backward sampling, which is
central to our results. Algorithm 2 details the index coupled resampling (Chopin and Singh,
2015) employed within the methods. Line 7 of Algorithm 1 accomodates any sampling
strategy which satisfies X
(i)
t ∼Mt(X(I
(i)
t )
t−1 , · ) and X˜(i)t ∼Mt(X˜(I˜
(i)
t )
t−1 , · ) marginally, but may
involve dependence, such as implemented using common random number generators (Jacob
et al., to appear).
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Algorithm 2 CRes(ω(1:N), ω˜(1:N), n).
1: w(1:N) ← ω(1:N)∑N
j=1 ω
(j) ; w˜
(1:N) ← ω˜(1:N)∑N
j=1 ω˜
(j) ; pc ←
∑N
j=1 w
(j) ∧ w˜(j)
2: w
(1:N)
c ← w(1:N)∧w˜(1:N)pc ; w
(1:N)
r ← w(1:N)−pcw
(1:N)
c
1−pc ; w˜
(1:N)
r ← w˜(1:N)−pcw
(1:N)
c
1−pc
3: for i = 1:n do
4: with probability pc do
5: I˜(i) ← I(i) ∼ w(1:N)c
6: otherwise
7: I(i) ∼ w(1:N)r ; I˜(i) ∼ w˜(1:N)r .
8: end for
9: output (I(1:n), I˜(1:n))
The CCxPF algorithms define Markov transition probabilities on XT × XT . It is direct
to check that CCPF and CCBPF coincide marginally with the CPF (Andrieu et al., 2010)
and CBPF (Whiteley, 2010) algorithms, respectively. That is, if (S, S˜)← CCxPF(sref , s˜ref)
for some sref , s˜ref ∈ XT , then S d= CxPF(sref) and S˜ d= CxPF(s˜ref), where CxPF stand
for either the CPF or the CBPF updates with the corresponding reference trajectories.
It is also clear that if sref = s˜ref , then S = S˜. Because CPF and CBPF are both piT -
reversible (Chopin and Singh, 2015), it is easy to see that CCxPF are piT -reversible, where
piT (ds, ds˜) = piT (s)δs(ds˜)ds.
Let us first state a result that complements the findings of Jacob et al. (to appear). It
implies that CCPF enjoys similar strong uniform ergodicity like CPF, with the same rate
as the number of particles is increased (cf. Andrieu et al., 2018; Lindsten et al., 2015).
Theorem 5. Let sref , s˜ref ∈ XT , and consider (S, S˜) ← CCPF(sref , s˜ref , N) with N ≥ 2. If
Assumption 1 holds, then there exists a constant c = c(G∗, T, cT ) ∈ (0,∞) such that
P(S = S˜) ≥ 1− c
N + c
.
Proof of Theorem 5 is given in Appendix A.
Theorem 5 is stated with a fixed time horizon T , and shows that one-shot coupling
occurs from any initial state (sref , s˜ref) with positive probability for any N ≥ 2. To have a
reasonably large probability of one-shot coupling, it is sufficient to choose a large enough
value of N . The coupling is one-shot since it compares S and S˜ which are the outputs of a
single application of the CCPF algorithm. The concern is that if T is large, N may have
to be taken very large in order to guarantee some desired minimum coupling probability.
Indeed, we have only been able to show the following result:
Theorem 6. Under the setting of Theorem 5, but with Assumption 17 in Appendix B,
P(S = S˜) ≥ 1− 2
TT
N−1
2c∗ + 1
.
Theorem 6, which follows from Lemma 20, shows that the probability of coupling does
not diminish when N = O(2TT ). That is, roughly doubling of particle number with every
unit increase in T ensures non-diminishing coupling probability.
In our experiments, the CCBPF indicated stable behaviour with a fixed and small number
of particles, even for a large T . Our main result, which we state next, consolidates our
empirical findings. In contrast to Theorem 5, the statement of the coupling behaviour for
CCBPF is not one-shot in nature. In our analysis we show that the pair of trajectories
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Algorithm 3 Unbiased(b,N)
1: Run particle filter with (Mt, Gt)t=1:T independently to get trajectories S˜0, S−1 ∈ XT
2: Set (S0, − )← CCxPF(S−1, S−1, N).
3: for n = 1, 2, . . . do
4: (Sn, S˜n)← CCxPF(Sn−1, S˜n−1, N)
5: if Sn = S˜n and n ≥ b then output Z := h(Sb) +
∑n
k=b+1[h(Sk)− h(S˜k)]
6: end for
output by the repeated application of the CCBPF kernel couple themselves progressively,
starting from their time 1 components until eventually coupling all their components until
time T . For this reason the result is stated in terms of the law of this coupling time and
not P(S = S˜) as in Theorem 5.
Theorem 7. Suppose that Assumption 2 holds. let sref , s˜ref ∈ XT and let (S0, S˜0) ←
(sref , s˜ref) and (Sk, S˜k) ← CCBPF(Sk−1, S˜k−1, N) for k ≥ 1. Denote the coupling time
τ := inf{k ≥ 1 : Sk = S˜k}.
For any α, β ∈ (1,∞), there exists N0 <∞ such that for all N ≥ N0,
(2) P(τ ≥ n) ≤ αTβ−n, for all n, T ∈ N.
In particular, for any ρ > log(α)/ log(β), P(τ ≥ dρT e)→ 0 as T →∞.
The proof of the bound (2) is given in Section 5, and the linear coupling time statement
follows trivially. The most striking element of this statement is that the coupling time τ
does not exceed ρT with greater surety as T increases.
Let us then turn to the use of CCxPF together with the scheme of Glynn and Rhee (2014),
as suggested in (Jacob et al., to appear). Algorithm 3 has two adjustable parameters, a
‘burn-in’ b ≥ 1 and ‘number of particles’ N ≥ 2 which may be tuned to maximise its
efficiency. Algorithm 3 iterates either the coupled conditional particle filter CCPF or the
coupled conditional backward sampling particle filter CCBPF until a perfect coupling of
the trajectories Sn and S˜n is obtained.
The following result records general conditions under which the scheme above produces
unbiased finite variance estimators.
Theorem 8. Suppose Assumption 1 holds and h : XT → R is bounded and measurable.
Then, Algorithm 3 with CCPF, b ≥ 1 and N ≥ 2, denoting by τ the running time (iterations
before producing output).
(i) τ <∞ almost surely.
(ii) E[Z] = EpiT [h(X)] and var(Z) <∞.
(iii) With the constant c = c(G∗, T, cT ) ∈ (0,∞) of Theorem 5,
E[τ ] ≤ b+ ( c
N + c
)b−1(N + c
N
)
,
|var(Z)− varpiT
(
h(X)
)| ≤ 16‖h¯‖2∞(N + cN )2( cN + c)b/2
where h¯(·) = h(·)− piT (h).
Proof. Theorem 5 implies that P(τ > k) ≤ ( c
N+c
)k−1
for all k > b, from which
E[τ ] =
∑
k≥0
P(τ > k) ≤ b+
∑
k≥b
P(τ > k) ≤ b+ ( c
N + c
)b−1(N + c
N
)
<∞,
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and the bound on |var(Z) − varpiT
(
h(X)
)| follows from Lemma 28. Part (ii) follows from
Theorem 24 and Lemma 26. 
Theorem 8 complements the consistency result of Jacob et al. (to appear), by quantifying
the convergence rates. Fix T : if N is large, then E[τ ] ≈ b, and if b is large, then var(Z) ≈
varpiT
(
h(X)
)
. As mentioned before the growth of the constant c with respect to T can be
very rapid. In contrast, in case of the CCBPF, the results may be refined as follows:
Theorem 9. Suppose Assumption 2 holds, let α, β ∈ (1,∞) and let N0 ∈ N be from
Theorem 7. Then, Algorithm 3 satisfies, with ρ := logα/ log β:
(i) E[τ ] ≤ b ∨ dρT e+ αTβ−(dρT e∨b)(β − 1)−1.
(ii)
∣∣var(Z)− varpiT (h(X))∣∣ ≤ 16αT (1− β−1)−2β−b/2‖h¯‖2∞.
In particular, if b = dρ˜T ewith any ρ˜ > 2ρ, ∣∣var(Z)− varpiT (h(X))∣∣→ 0 as T →∞.
Proof. The results follow from Theorem 7 and Lemma 28, similarly as in the proof of
Theorem 8. 
Note that the latter term in Theorem 9 (i) is at most (β−1)−1, showing that the expected
coupling time is linear in T . Theorem 9 (ii) may be interpreted so that the CCBPF algorithm
is almost equivalent with perfect sampling from piT , when b increased (super)linearly with
respect to T .
We conclude the section with a number of remarks regarding Algorithm 3:
(i) We follow Jacob et al. (to appear) and suggest an initalisation based on a standard
particle filter in line 1. However, this initialisation may be changed to any other
scheme, which ensures that S0 and S˜1 have identical distributions. Our results above
do not depend on the chosen initialisation strategy.
(ii) The estimator Z is constructed for a single function h : XT → R, but several estimators
may be constructed simultaneously for a number of functions h1, . . . , hm. In fact, as
Glynn and Rhee (2014) note, if we let τ := inf{n ≥ b : Sn = S˜n}, we may regard the
random signed measure
µˆb( · ) := δSb( · ) +
∑τ
k=b+1[δSk( · )− δS˜k( · )]
as the output, which will satisfy the unbiasedness E[µˆb(ϕ)] = piT (ϕ) at least for all
bounded measurable ϕ : X→ R.
(iii) It is also possible to construct a ‘time-averaged’ estimator that corresponds to an
average of the estimators µˆb over a range of values for b (Jacob et al., 2017).
(iv) We believe that the method is valid also without Assumption 1 but may exhibit poor
performance — similar to the conditional particle filter, which is sub-geometrically
ergodic with unbounded potentials (Andrieu et al., 2018).
5. Coupling time of CCBPF
Consider now the Markov chain (Sk, S˜k)k≥1 defined by Algorihm 3, with the stopping
criterion (line 5) omitted. Define the ‘perfect coupling boundary’ as
κn := κ(Sn, S˜n) := max
{
t ≥ 0 : Sn,1:t = S˜n,1:t
}
,
We are interested in upper bounding the stopping time τ := inf{n ≥ 1 : Sn = S˜n} =
inf{n ≥ 1 : κn = T}.
Since the CCBPF is complicated, in our analysis we instead focus on a simplified Markov
chain that considers only the vector of numbers of identical particles at each time t ∈
{1, . . . , T}. The boundary associated with this simpler chain grows by i.i.d. positive mean
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increments, which are stochastically ordered with respect to the increments of the CCBPF
boundary increments, ultimately allowing us to upper bound the stopping time.
We use stochastic ordering X ≤st Y of two random variables X and Y , which holds if
their distribution functions are ordered P (X ≤ x) ≥ P(Y ≤ x) for all x ∈ R. Two random
vectors X and Y are ordered X ≤st Y if E[φ(X)] ≤ E[φ(Y )] for all functions φ : Rn → R
for which the expectations exist, and which are increasing, in the sense that φ(x) ≤ φ(y)
whenever x ≤ y, where ‘≤’ is the usual partial order x ≤ y if xi ≤ yi for all i = 1:d. Recall
also that X ≤st Y if and only if there exists a probability space with random variables X˜
and Y˜ ) such that X
d
= X˜ and Y
d
= Y˜ and X˜ ≤ Y˜ a.s. (Shaked and Shanthikumar, 2007,
Theorem 6.B.1).
Our bound of τ is based on an independent random variable ∆, which satisfies κn+1 −
κn ≥st ∆ ∧ (T − κn), under Assumption 2.
Lemma 10. Suppose Assumption 2 holds, and consider the output of Algorithm 1 (CCBPF).
The perfect coupling boundaries satisfy
κ(X
(J1:T )
1:T , X˜
(J˜1:T )
1:T )− κ(X∗1:T , X˜∗1:T ) ≥st ∆ ∧
(
T − κ(X∗1:T , X˜∗1:T )
)
,
where the random variable ∆ is defined through the following procedure:
(i) Let Cˆt = N for t ≤ 0 and Cˆ1 = N − 1, and set s = 1. While Cˆs > 0:
• Simulate Cˆs+1 ∼ Binom
(
N − 1, δCˆs
δCˆs+(N−Cˆs)
)
.
• Let s← s+ 1.
(ii) Set Cˆt = 0 for t > s, ξs = 0 and t = s− 1. While t ≥ 0 or ξt+1 = 0:
• Simulate ξt ∼ Bernoulli(pt), where
pt :=
{
p
(0)
t := 
Cˆt
N
, ξt+1 = 0
p
(1)
t :=
Cˆt
Cˆt+N−Cˆt , ξt+1 = 1.
• Let t← t− 1.
(iii) Set ∆← min{i ≥ t : ξi = 0} − 1.
Proof. Denote in short κ = κ(X∗1:T , X˜
∗
1:T ), and the indices of the coupled particles
Ct := {j ∈ {1:N} : X(I
(j)
t )
t = X˜
(I˜
(j)
t )
t } for t ∈ {1:T}.
Then, the sizes of Ct satisfy the following:
|Ct| = N t = 1:κ,
|Ct|
∣∣ C1:t−1 ≥st Binom(N − 1, δ|Ct−1|
δ|Ct−1|+N − |Ct−1|
)
t = (κ+ 1):T ,
where the latter follows by Lemma 11 (ii). As the function c 7→ δc(N−(1−δ)c)−1 is increas-
ing in c, and Binom(n, p) ≥st Binom(n, p′) for p ≥ p′, it follows that (|C1|, . . . , |CT |) ≥st
Cˆ(1−κ):(T−κ) (Shaked and Shanthikumar, 2007, Theorem 6.B.3). This means that we may
construct (by a suitable coupling) Cˆt such that |Ct| ≥ Cˆt−κ for all t ∈ {1:T}.
By Lemma 11, the backward sampling indices satisfy:
P(JT = J˜T ∈ CT | C1:T ) ≥ δ|CT |
δ|CT |+N − |CT | ,
P(Jt = J˜t ∈ Ct | C1:T , Jt+1:T ) ≥
{
|Ct|
|Ct|+N−|Ct| , Jt+1 = J˜t+1 ∈ Ct+1,
 |Ct|
N
, otherwise,
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for t = 1:(T − 1). By definition, δ ≥ , and therefore δc
δc+N−c ≥ cc+N−c ≥ cN . This, together
with |CT | ≥st CˆT−κ implies that P(JT = J˜T ∈ CT ) ≥ P(ξT−κ = 1). Similarly, by (Shaked
and Shanthikumar, 2007, Theorem 6.B.3), we deduce that(
I {J1 = J˜1 ∈ C1} , . . . , I {JT = J˜T ∈ CT}
) ≥st ξ(1−κ):(T−κ).
Because the functions φt(x1:T ) =
∏t
u=1 max{0, xu} are increasing, the claim follows. 
Lemma 11. Suppose 0 < ω∗ ≤ ω∗ <∞ and ω(i), ω˜(i) ∈ [ω∗, ω∗] for i = 1:N . Let
ε :=
ω∗
ω∗
and C := {j ∈ {1:N} : ω(j) = ω˜(j)}.
Then, (I(1:n), I˜(1:n)) ∼ CRes(ω(1:N), ω˜(1:N), n) satisfy the following for all j ∈ {1:n}:
(i) P(I(j) = I˜(j) = i) ≥ ε
N
for all i = 1:N ,
(ii) P(I(j) = I˜(j) ∈ C) ≥ |C|ε|C|ε+N−|C| .
Proof. Note that P(I(j) = I˜(j) = i) = w(i) ∧ w˜(i), so the first bound is immediate. For the
second, let Cc := {1:N} \ C, and observe that∑
j∈C
w(j) ∧ w˜(j) =
∑
j∈C ω
(j)∑
i∈C ω
(i) +
(∑
i∈Cc ω
(i)
) ∨ (∑i∈Cc ω˜(i))
≥ |C|ω∗|C|ω∗ + |Cc|ω∗ ,
because x 7→ x(x+b)−1 is increasing for x ≥ 0 for any b > 0. The last bound equals (ii). 
Because κn+1 − κn ≥st ∆ ∧ (T − κn), we note that τ ≤st τˆ , where
(3) τˆ := inf
{
n ≥ 0 :
n∑
k=1
∆k ≥ T
}
,
and ∆k are independent realisations of ∆ in Lemma 10. The next lemma indicates that if
N is large enough (given δ, ), the random variables ∆ are well-behaved, and ensure good
expectation and tail probability bounds for τˆ .
Lemma 12. Given any N ∈ N, consider the random variable ∆ defined in Lemma 10. For
any β <∞ and α ∈ (1, (1− )−1), there exists N0 <∞ such that for all N ≥ N0,
E[∆] ≥ β and E[α−∆] ≤ β−1.
Proof. Suppose ϕ : N→ R+ is decreasing and L ∈ N, then
E[ϕ(∆) | Cˆ1:s] =
s∑
t=−∞
P(ξ−∞:t = 1, ξt+1 = 0 | Cˆ1:s)ϕ(t)
≤
L∧s∑
t=−∞
P(ξ−∞:t = 1, ξt+1 = 0 | Cˆ1:s)ϕ(t) + ϕ(L),
and because p
(1)
u = 1 and p
(0)
u =  for u ≤ 0, we may write
P(ξ−∞:t = 1, ξt+1 = 0 | Cˆ1:s)
=
[ t−1∏
u=1
p(1)u
]
p
(0)
t
[ 0∏
u=t+1
(1− )
]
P(ξ(t+1)∨1 = 0 | Cˆ1:s).
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Furthermore, for t ∈ {1:L},
P(ξt = 0 | Cˆ1:s) = P(ξt:(L+1) = 0 | Cˆ1:s) +
∑
b∈{0,1}L−t, b 6=0
P(ξt = 0, ξt+1:(L+1) = b | Cˆ1:s)
≤
L∏
u=t
(1− p(0)u ) +
L∑
u=t
(1− p(1)u ).
Lemma 13 implies that for t = 1:L, the terms Rt := Cˆt/N → 1 in probability as N → ∞,
and consequently also p
(1)
t → 1 and p(0)t → . We conclude that whenever
∑
t<0(1−)tϕ(t) <
∞,
lim sup
N→∞
E[ϕ(∆)] ≤ ϕ(L) +
L∑
t=−∞
(1− )L−tϕ(t) = ϕ(L) +
∞∑
t=0
(1− )tϕ(L− t).
We get the first bound by and applying the result above with ϕ(t) = (L − t)+, because
E[∆] ≥ L−E[(L−∆)+], and lim supN→∞ E[(L−∆)+] ≤ 1−−1. The second bound follows
by taking ϕ(t) = αt, because
lim sup
N→∞
E[ϕ(∆)] ≤ α−L +
∞∑
t=0
(1− )tαt−L = α−L[1 + (1− (1− )α)−1]. 
Lemma 13. The expectation of Cˆt generated in Lemma 12 may be lower bounded as follows:
E
[
Cˆt
N
]
≥ δ
t−1
N (N − 1)
1 + δt−1N (N − 1)
, where δN :=
N − 1
N
δ.
Therefore, for any t ∈ N and ε > 0, there exits N0 such that for all N ≥ N0 and all u = 1:t,
E[Cˆu/N ] ≥ 1− ε.
Proof. Denote Rt := Cˆt/N , then for any t ≥ 1, we have
E[Rt | Rt−1] = δNRt−1
1− (1− δ)Rt−1
Note that for a, b > 0 and λ ∈ [0, b), the function x 7→ ax(b − λx)−1 is convex on [0, 1].
Therefore, by Jensen’s inequality,
E
[
atRt
bt − λtRt
∣∣∣∣Rt−1] ≥ atE[Rt | Rt−1]bt − λtE[Rt | Rt−1]
=
atδNRt−1
bt[1− (1− δ)Rt−1]− λtδNRt−1
=
at−1Rt−1
bt−1 − λt−1Rt−1 ,
where at−1 = δNat, bt−1 = bt and λt−1 = δNλt + (1− δ)bt. Starting with at = 1, bt = 1 and
λt = 0, we conclude that
a1 = δ
t−1
N , b1 = 1, and λ1 = (1− δ)
t−2∑
k=0
δkN = (1− δ)
1− δt−1N
1− δN ,
and consequently,
E[Rt] ≥ a1R1
b1 + λ1R1
=
δt−1N
N−1
N
1− (1− δ)1−δt−1N
1−δN
N−1
N
≥ δ
t−1
N
N−1
N
1− (1− δt−1N )N−1N
,
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Table 1. Average of 1000 coupling times (with standard deviations), with
different variants of coupled ancestor tracing (AT), ancestor sampling (AS)
and backward sampling (BS).
T 50 100 200 400
N 64 128 128 256 256 512 512 1024
AT 122.3 (131.2) 17.3 (17.1) 77.3 (82.0) 12.3 (11.2) 68.2 (67.5) 10.9 (9.6) 81.5 (76.6) 11.7 (9.9)
AS 14.2 (11.0) 7.2 (5.9) 13.0 (10.4) 6.3 (4.5) 12.2 (8.8) 5.9 (4.1) 12.5 (8.2) 5.9 (3.5)
BS 11.0 (5.2) 6.9 (3.0) 9.5 (3.3) 6.3 (2.0) 9.2 (2.5) 6.4 (1.7) 9.4 (2.2) 6.6 (1.6)
because (1− δN) > (1− δ). This equals the desired bound. 
Remark 14. In order to make the bound in Lemma 13 large, we must have δt−1N (N−1) 1.
Because δt−1N ≥ (1−t/N)δt−1, it is sufficient that we take N  t and log(N) ≥ c+t(− log δ).
Usually the latter is dominant, meaning that N of order δ−t is necessary.
We simulated the random variables Cˆt, and observed a similar ‘cutoff’ — a δ
−1-fold
increase in N caused the ‘boundary’ where Cˆt/N starts to drop from zero around one to
zero, to extend by one step further. We believe that Lemma 13 captures the behaviour of
Cˆt rather accurately. However, we believe that Cˆt−κ are often rather pessimistic compared
with |Ct|.
Proof of Theorem 7. The result follows from the fact that P(τ ≥ n) ≤ P(τˆ ≥ n) where τˆ is
given in (3), and a Chernoff bound
P(τˆ ≥ n) ≤ P
( n∑
i=1
∆i ≤ T
)
≤ min
u>0
euT
n∏
i=1
E[e−u∆i ] ≤ αˆTβ−n,
where the final inequality uses Lemma 12 by choosing u = log αˆ, for some αˆ ≤ α such that
αˆ ∈ (1, (1− )−1). 
6. Empirical comparison
We compare the CCBPF with the CCPF and the CCPF with ancestor sampling as
implemented in Jacob et al. (to appear), using the same linear Gaussian model and data
described in their Section 6.1. To emphasize the main difference between the coupled
CPFs, the variants are abbreviated here as AT (ancestor tracing), AS (ancestor sampling)
and BS (backward sampling). Ancestor tracing refers to the CCPF defined by the coupling
construction of Chopin and Singh (2015), ancestor sampling refers to the modification due
to Jacob et al. (to appear), and backward sampling refers to the CCBPF algorithm proposed
here. For fairer comparison, we report results with proposals using coupled random numbers
(line 7 of Algorithm 1), as suggested in (Jacob et al., to appear). Our implementation of
the CCPF with ancestor tracing and ancestor sampling differs from that of Jacob et al. (to
appear)) only by minor modifications that empirically have no substantive effect on any
important characteristics of the algorithm, e.g. they quantile-couple the residual indices
(cf. line 7 of Algorithm 2). We did similar experiments also with independent proposals,
which did not affect BS much, but made the results with AT and AS generally worse.
Table 1 shows a comparison of coupling times. The results indicate that BS is generally
competitive with AS, and in particular, the coupling times of BS appear to have smaller
variability than those of AS. Figure 1 shows coupling boundaries (see Section 5) of a single
run of each method in the same scenario but with more observations and with less particles.
Figure 1 demonstrates the typical progressive behaviour of the coupling boundary with BS,
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Figure 1. One realisation of coupling boundaries with T = 800 and N = 64.
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Figure 2. Cost of coupling with respect to T ∈ {100, 150, 200, 250, 300}.
The box plots show median, 50% and 90% intervals, and cross marks the
mean. The results are shown, from left to right in each group, respectively,
N ∈ {22:6} with BS and N ∈ {22:6T/5} with AS.
in contrast with AS which does not clearly display a drfit towards complete coupling, and
AT which makes no progress at all. The BS appears viable with much smaller number of
particles, and suggests that the computationally optimal number of particles with BS may
differ significantly from that of AT and AS.
Figure 2 shows comparison with various choices for N . The results over 10000 replications
indicate the total computational cost of coupling, that is, product of the number of iterations
before coupling and the number of particles. The N is held fixed for BS following our theory,
and scaled linearly with respect to T following the recommendations of (Jacob et al., to
appear). The specific values for N are chosen such that the range appears to include the
(roughly) optimal value of N . The results in Figure 2 indicate that BS has generally smaller
variability, similar to Table 1, but also that when both BS and AS are close to optimally
tuned (with respect to N), BS outperforms AS, and the differences are more pronounced
with larger values of T .
Acknowledgements
The authors would like to thank the Isaac Newton Institute for Mathematical Sciences
and the Insititute for Mathematical Sciences at the National University of Singapore for
COUPLED CONDITIONAL BACKWARD SAMPLING PARTICLE FILTER 13
support and hospitality during the programmes “Scalable inference; statistical, algorith-
mic, computational aspects,” and “Bayesian Computation for High-Dimensional Statistical
Models” respectively, when work on this paper was undertaken. This work was supported
by EPSRC grant numbers EP/K032208/1 and EP/R014604/1, and by The Alan Turing In-
stitute under the EPSRC grant EP/N510129/1. MV was supported by Academy of Finland
grants 274740, 284513, 312605 and 315619.
References
C. Andrieu, A. Doucet, and R. Holenstein. Particle Markov chain Monte Carlo methods.
J. R. Stat. Soc. Ser. B Stat. Methodol., 72(3):269–342, 2010.
C. Andrieu, A. Lee, and M. Vihola. Uniform ergodicity of the iterated conditional SMC
and geometric ergodicity of particle Gibbs samplers. Bernoulli, 24(2):842–872, 2018.
N. Chopin and S. S. Singh. On particle Gibbs sampling. Bernoulli, 21(3):1855–1883, 2015.
P. Del Moral. Feynman-Kac Formulae. Springer, 2004.
P. Del Moral, A. Doucet, and S. S. Singh. A backward particle interpretation of Feynman-
Kac formulae. 44(5):947–975, 2010.
P. Fearnhead and H. R. Ku¨nsch. Particle filters and data assimilation. 5:421–449, 2018.
P. W. Glynn and C.-H. Rhee. Exact estimation for Markov chain equilibrium expectations.
J. Appl. Probab., 51(A):377–389, 2014.
P. E. Jacob, J. O’Leary, and Y. F. Atchade´. Unbiased Markov chain Monte Carlo with
couplings. arXiv preprint arXiv:1708.03625, 2017.
P. E. Jacob, F. Lindsten, and T. B. Scho¨n. Smoothing with couplings of conditional particle
filters. J. Amer. Statist. Assoc., to appear.
F. Lindsten, M. I. Jordan, and T. B. Scho¨n. Particle Gibbs with ancestor sampling. J.
Mach. Learn. Res., 15(1):2145–2184, 2014.
F. Lindsten, R. Douc, and E. Moulines. Uniform ergodicity of the particle Gibbs sampler.
Scand. J. Stat., 42(3):775–797, 2015.
M. Shaked and J. G. Shanthikumar. Stochastic orders. Springer, 2007.
S. S. Singh, F. Lindsten, and E. Moulines. Blocking strategies and stability of particle Gibbs
samplers. Biometrika, 104(4):953–969, 2017.
N. Whiteley. Discussion on Particle Markov chain Monte Carlo methods. J. R. Stat. Soc.
Ser. B Stat. Methodol., 72(3):306–307, 2010.
Appendix A. One-shot coupling probability of CCPF
Lemma 15. Suppose Y (1:n) are non-negative random numbers, Z(1:n) are Z-valued random
variables, f : Z → [0, b] is measurable, and G is a σ-algebra. If Y (i) are σ(G, Z(i)) measurable
and Z(1:n) are conditionally independent given G, then for any G-measurable A ≥ 0,
E
[ ∑n
i=1 Y
(i)
A+
∑n
j=1 f(Z
(j))
∣∣∣∣ G] ≥ ∑ni=1 E[Y (i) | G]A+ b+∑nj=1 E[f(Z(j)) | G] .
Proof. The claim is trivial whenever P
(
A+
∑n
j=1 f(Z
(j)) = 0
∣∣ G) > 0, so consider the case
A+
∑n
j=1 f(Z
(j)) > 0. Because x 7→ x−1 is convex on (0,∞),
E
[
Y (i)
A+
∑
j f(Z
(j))
∣∣∣∣ G] ≥ E[ Y (i)A+ Z(i) +∑j 6=i E[f(Z(j)) | G, Z(i)]
∣∣∣∣ G]
≥ E[Y
(i) | G]
A+ b+
∑
j E[f(Z(j)) | G]
,
whence the result follows. 
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Lemma 16. Consider an augmented state space X¯ = X ∪ {φ}, and define
• G¯t(x) := Gt(x) and G¯t(φ) := supxGt(x) for all t = 1:T and x ∈ X,
• M¯t(x,A) = Mt(x,A) for all t = 1:T , x ∈ X and measurable A ⊂ X,
• M¯t(φ, {φ}) = 1 for t = 2:T .
Let CCPF and CCPF stand for the CCPF for models (X¯, M¯1:T , G¯1:T ) and (X,M1:T , G1:T ),
respectively. Then, for all s, s˜ ∈ XT ,
(i) CCPF(s, s˜, N)
d
= CCPF(s, s˜, N).
Let C1:T stand for the sets generated in by CCPF(s, s˜, N) and C
φ
1:T stand for those generated
in CCPF
(
s, (φ, . . . , φ), N
)
.
(ii) There exists a coupling such that Ct ⊃ Cφt a.s. for all t = 1:T .
(iii) Cφt =
{
i ∈ {2:N} : X˜(i)t 6= φ
}
.
Proof. The marginal equivalence (i) is straightforward. For the stochastic minorisation
(ii), we consider running CCPF(s, s˜, N) and CCPF
(
s, (φ, . . . , φ), N
)
simultaneously, in a
coupled manner. More specifically, set
X
(2:N)
1 = X˜
(2:N)
1 = X
φ(2:N)
1 = X˜
φ(2:N)
1 ∼M1( · ).
For t ≥ 2, we proceed inductively, assuming that X(i)t−1 = X˜(i)t−1 = Xφ(i)t−1 = X˜φ(i)t−1 for all
i ∈ Cφt−1, and that Ct−1 ⊃ Cφt−1, which obviously hold for t = 2. Note that then
ω
(i)
t−1 = ω˜
(i)
t−1 = ω
φ(i)
t−1 = ω˜
φ(i)
t−1 , i ∈ Cφt−1
ω
(i)
t−1 ∨ ω˜(i)t−1 ≤ ω˜φ(i)t−1 , i /∈ Cφt−1.
Also, ω
φ(i)
t−1 ≤ ω˜φ(i)t−1 for i /∈ Cφt−1, so we conclude that
ω
(i)
t−1∑
j ω
(j)
t−1
∧ ω˜
(i)
t−1∑
j ω˜
(j)
t−1
≥ ω˜
φ(i)
t−1∑
j ω˜
φ(j)
t−1
=
ω
φ(i)
t−1∑
j ω
φ(j)
t−1
∧ ω˜
φ(i)
t−1∑
j ω˜
φ(j)
t−1
, i ∈ Cφt−1.
Consequently, the outputs of CRes satisfy P(I(i)t = I˜
(i)
t ∈ Cφt−1) ≥ P(Iφ(i)t = I˜φ(i)t ∈ Cφt−1),
and we may couple the outputs such that
P(I(i)t = I˜
(i)
t = I
φ(i)
t = I˜
φ(i)
t ∈ Cφt−1) = P(Iφ(i)t = I˜φ(i)t ∈ Cφt−1),
and consequently we may also couple X
(i)
t , X˜
(i)
t , X
φ(i)
t , X˜
φ(i)
t such that
X
(i)
t = X˜
(i)
t = X
φ(i)
t = X˜
φ(i)
t ∼Mt(X(I
(i)
t )
t−1 , · ), i ∈ Cφt . 
Proof of 5. Consider CCPF
(
s, (φ, . . . , φ), N
)
, let Cˇt :=
{
i ∈ {2:N} : X˜(i)t 6= φ}, ξt =∑N
i=1 δX˜(i)t
, ξCˇt =
∑
i∈Cˇt δX˜(i)t
, then by Lemma 16
P
(
X
(J1:T )
1:T = X˜
(J˜1:T )
1:T = P
(
JT = J˜T ∈ CT
) ≥ E[ξCˇT (GT )
ξT (GT )
]
.
Note that the latter quantity does not depend on X
(i)
t , but only on the marginal conditional
particle filter X˜
(i)
t with reference (φ, . . . , φ). Setting h
(1)
T := h
(2)
T := GT , we may apply
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Lemma 15 with Z(i) = X˜
(i+1)
T and G = GT−1 where Gt = σ(X˜(i)u : u ≤ t, i = 2:N),
E
[
ξCˇT (GT )
ξT (GT )
]
= E
[
ξCˇT (h
(1)
T )
ξT (h
(2)
T )
]
≥ E
[∑N
i=2 E[I {X˜(i)T ∈ CˇT}h(1)T (X˜(i)T ) | GT−1]
2‖h(2)T ‖∞ +
∑N
j=2 E[h
(2)
T (X˜
(j)
T ) | GT−1]
]
= E
[ (N − 1) ξCˇT−1 (GT−1MT h(1)T )
ξT−1(GT−1)
2‖h(2)T ‖∞ + (N − 1) ξT−1(GT−1MT h
(2)
T )
ξT−1(GT−1)
]
= E
[
ξCˇT−1(h
(1)
T−1)
ξT−1(h
(2)
T−1)
]
,
where h
(1)
t := GtMt+1h
(1)
t+1 and h
(2)
t := Gt
(
2(N − 1)−1‖h(2)t+1‖∞ +Mt+1h(2)t+1
)
. We have h
(1)
t ≤
h
(2)
t , so we may iterate similarly as above to obtain
E
[
ξCˇT (GT )
ξT (GT )
]
≥ E
[
ξCˇ1(h
(1)
1 )
ξ1(h
(2)
1 )
]
≥ h
(1)
0
h
(2)
0
,
by Lemma 15, where h
(1)
0 , h
(2)
0 are defined as above, with convention G0 ≡ 1.
Denoting Qt := GtMt+1, Q¯t,u := Qt · · ·Qu for t ≤ u and Q¯t,t = I, we have h(1)0 =
M1Q¯1,T−1(GT ), and
h
(2)
0 ≤ 2(N − 1)−1‖h(2)1 ‖∞ + ‖M1h(2)1 ‖∞.
We may bound
‖h(2)t ‖∞ ≤ G∗‖h(2)t+1‖∞
(
1 + 2(N − 1)−1),
‖M1Q¯1,t−1h(2)t ‖∞ ≤ 2(N − 1)−1(G∗)t‖h(2)t+1‖∞ + ‖M1Q¯1,th(2)t+1‖∞,
and conclude that
h
(2)
0 ≤ h(1)0 + c1N−1,
for some c1 = c1(G
∗, T ) ∈ (0,∞). We conclude the claim with c = c1/h(1)0 . 
Appendix B. One-shot coupling with rate
Assumption 17. For any t = 1:T , define Qt(xt:t+1) := Gt(xt)Mt+1(xt:t+1). There exists a
constant c <∞ such that for all 1 ≤ u ≤ t ≤ T
supxu
∫
Qu(xu:u+1) · · ·Qt−1(xt−1:t)Gt(xt)dxu+1:t
infxu−1
∫
Mu(xu−1:u)Qu(xu:u+1 · · ·Qt−1(xt−1:tGt(xt)dxu:t ≤ c∗.
Consider Algorithm 1, and denote ξt =
∑N
i=1 δX(i)t
, ξCt =
∑
i∈Ct δX(i)t
, ξ˜t =
∑N
i=1 δX˜(i)t
,
ξ˜Ct =
∑
i∈Ct δX˜(i)t
, ρt := ξCt(Gt)/ξt(Gt) and ρ˜t := ξ˜Ct(Gt)/ξ˜t(Gt).
Lemma 18. Let h2 ≥ h1 ≥ 0 be functions such that h∗2 := supx h2(x) < ∞, then for
t = 1:(T − 1),
E
[
ξCt+1(h1)
ξt+1(h2)
]
≥ E
[
ξCt(h
′
1)
ξt(h′2)
]
+ E[ρ˜t]− 1,
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where
h′1(x) = Gt(x)(Mt+1h1)(x),
h′2(x) = Gt(x)
[
2(N − 1)−1h∗2 + (Mt+1h2)(x)
]
.
Proof. It is direct to check that I
(j)
t+1 ∈ Ct and I˜(j)t+1 ∈ Ct implies I(j)t+1 = I˜(j)t+1, because either
ω
(j)
t ≤ ω˜(j)t for all j ∈ Ct or ω(j)t ≥ ω˜(j)t for all j ∈ Ct. Therefore, we may write
E
[
ξCt+1(h1)
ξt+1(h2)
]
= E
[∑N
i=2 h1(X
(i)
t+1)1
(
(I
(i)
t+1, I˜
(i)
t+1) ∈ C2t
)
h2(X
(1)
t+1) +
∑N
j=2 h2(X
(j)
t+1)
]
,
and apply Lemma 15 with G = Gt :=
{
X
(1:N)
1:t , I
(1:N)
1:t , X˜
(1:N)
1:t , I˜
(1:N)
1:t
}
, Y (i) = h1(X
(i)
t+1)1
(
(I
(i)
t+1, I˜
(i)
t+1) ∈
C2t
)
, Z(i) = (X
(i)
t+1, X˜
(i)
t+1, I
(i)
t+1, I˜
(i)
t+1) and f(x, x˜, i, i˜) = h2(x), yielding
E
[
ξCt+1(h1)
ξt+1(h2)
]
≥ E
[∑N
i=2 E
[
h1(X
(i)
t+1)1
(
(I
(i)
t+1, I˜
(i)
t+1) ∈ C2t
) ∣∣ Gt]
2h∗2 +
∑N
j=2 E[h2(X
(j)
t+1) | Gt]
]
= E
[∑N
i=2
ξCt (Gt(Mt+1h1))
ξCt (Gt)
E
[
1
(
(I
(i)
t+1, I˜
(i)
t+1) ∈ C2t
) ∣∣ Gt]
2h∗2 + (N − 1) ξt(Gt(Mt+1h2))ξt(Gt)
]
≥ E
[
(N − 1) ξCt (Gt(Mt+1h1))
ξCt (Gt)
ρtρ˜t
2h∗2 + (N − 1) ξt(Gt(Mt+1h2))ξt(Gt)
]
= E
[
ξCt(Gt(Mt+1h1))
2h∗2(N − 1)−1ξt(Gt) + ξt(Gt(Mt+1h2))
ρ˜t
]
= E
[
ξCt(h
′
1)
ξt(h′2)
− (1− ρ˜t)ξCt(h
′
1)
ξt(h′2)
]
,
from which the claim follows because ρ˜t ∈ [0, 1] and h′1 ≤ h′2, so the latter fraction is upper
bounded by one. 
Lemma 19. Suppose that Assumption 17 holds, then, for any t = 1:T − 1,
E[ρt] ≥ βtN +
t−1∑
u=1
(
E[ρ˜u]− 1
)
, where βN :=
(
1 +
2c∗
N − 1
)−1
.
Proof. We may apply Lemma 18 recursively with h
(u)
1 = h
(u)
2 = G¯u,t where G¯u,t(xu) :=∫
Qu(xu:u+1)G¯u+1,t(xu+1)dxu+1 and G¯t,t = Gt, leading to
h′2
(u)
(x) = Gu−1(x)
[
2(N − 1)−1 sup
x′
Gu(x
′) + (MuG¯u,t)(x)
]
≤ Gu−1(x)(MuG¯u,t)(x)
(
1 +
2c∗
N − 1
)
= G¯u−1,tβ−1N ,
implying that
E
[
ξCu+1(G¯u+1,t)
ξu+1(G¯u+1,t)
]
≥ E
[
ξCu(G¯u,t)
ξu(G¯u,t)
]
βN + (E[ρ˜u]− 1). 
Lemma 20. Under Assumption 17,
E[ρT ] ≥ 1− 2T (1− βTN) ≥ 1−
2TT
N−1
2c∗ + 1
.
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Proof. The first inequality follows once we prove inductively that (1−E[ρt])∨ (1−E[ρ˜t]) ≤
2t(1− βtN), which holds for t = 1 by Lemma 19 (which is symmetric wrt. ρt and ρ˜t). Then,
1− E[ρt] ≤ 1− βtN +
t−1∑
u=1
(
1− E[ρ˜t]
)
≤ (1− βtN)
(
1 +
t−1∑
u=1
2u
)
≤ 2t(1− βtN),
and the same bound applies to 1−E[ρ˜t]. The latter bound follows as 1−βTN ≤ T (1−βN). 
Appendix C. Unbiased estimator based on a coupled Markov kernel
We formalise here the construction of unbiased estimators of Markov chain equilibrium
expectations due to Glynn and Rhee (2014), and complement the results in Jacob et al. (to
appear).
Definition 21 (Coupling of probability measures). Suppose µ and ν are two probability
measures on S. The set of couplings Γ(µ, ν) consists of all probability measures λ on S× S
with marginals λ( · × S) = µ and λ(S× · ) = ν.
Definition 22 (Coupled Markov kernel). Suppose P is a Markov kernel on S, and P is a
Markov kernel on S × S. If P (x, x˜; · ) ∈ Γ(P (x, · ), P (x˜, · )) for all x, x˜ ∈ X, then, P is a
coupled kernel corresponding to P .
Definition 23 (Coupling time). The coupling time of the bivariate Markov chain (Xn, X˜n)n≥0
is the random variable τ := inf{n ≥ 0 : Xk = X˜k for all k ≥ n}.
Theorem 24. Let P be an ergodic Markov kernel on X with invariant distribution pi (that
is, for all x ∈ X, ‖P n(x, · ) − pi‖tv n→∞−−−→ 0), and suppose P is a corresponding coupled
Markov kernel. Let ν be any probability distribution on X, and suppose that λ ∈ Γ(νP, ν).
Consider a Markov chain (Xn, X˜n)n≥0 with initial distribution λ and transition probability
P , and h ∈ L2(pi). Let the coupling time τ of (Xn, X˜n)n≥0 be a.s. finite, supn≥0 E[h2(Xn)] <
∞ for all n ≥ 0 and
(4) sup
{m,L :L≥m}
E[Z2m,L] <∞, where Zm,L :=
L∑
n=m
[h(Xn)− h(X˜n)]I {n < τ} .
Then for all b ≥ 0, E[Zb] = pi(h) and var(Zb) <∞, where
Zb := h(Xb) +
∞∑
n=b+1
[h(Xn)− h(X˜n)]I {n < τ} .
Proof. Note that Xn
d
= X˜n+1 for all n ≥ 0, and so for any m > b,
E[h(Xm)] = E
[ =:ζm︷ ︸︸ ︷
h(Xb) +
m∑
n=b+1
[h(Xn)− h(X˜n)]I {n < τ}
]
.
Fix b > 0. By (4), {ζm} is a bounded sequence in L2. The almost sure finiteness of the
stopping time ensures Zb is well defined and ζm → Zb almost surely. Thus Zb is also square
integrable and ζm → Zb in L1. Since νP n converges to pi in total variation, the assumptions
supn νP
n(h2) < ∞ and pi(h2) < ∞ imply ν(P nh) → pi(h). Finally, E[Zb] = pi(h) follows
from E[ζm] = E[h(Xm)] = ν(Pm+1h)→ pi(h). 
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Lemma 25. Letting h¯ := h− pi(h), the variance of the estimator satisfies
|var(Zb)− varpi
(
h(X)
)| ≤ ‖h¯‖2∞‖νP b+1 − pi‖tv + 2‖h¯‖∞(EZ2b+1,∞)1/2 + EZ2b+1,∞.
Proof. We may write
var(Zb) = E
(
h¯(Xb) + Zb+1,∞
)2
= Eh¯2(Xb) + 2E[h¯(Xb)Zb+1,∞] + EZ2b+1,∞.
Let X ∼ pi, then
|var(Zb)− var(h(X))| ≤ |Eh¯2(Xb)− Eh¯2(X)|+ 2‖h¯‖∞E|Zb+1,∞|+ EZ2b+1,∞.
The first term is upper bounded by ‖h¯‖2∞‖νP b+1 − pi‖tv, and (E|Zb+1,∞|)2 ≤ EZ2b+1,∞. 
Below, we use ‖h‖osc := supx,y∈X |h(x)− h(y)|, and ‖h‖∞ = supx∈X |h(x)| ≥ ‖h‖osc/2.
Under the following assumed distribution on the coupling time, not only is the sequence
Zm,L defined in (4) uniformly square integrable, the corresponding sequence {ζm} is an L2
Cauchy sequence.
Lemma 26. Suppose that there exist C < ∞ and λ ∈ [0, 1) such that for all n ∈ N,
P(τ > n) ≤ Cλn, then E[Z2m,L] ≤ 2Cλm(1− λ)−2‖h‖2osc for all L ≥ m ≥ 1.
Proof. Let ∆hn := h(Xn)− h(X˜n), then |∆hn| ≤ ‖h‖osc, and so
E[Z2m,L] = E
[ L∑
n,`=m
∆hn∆h`I {τ > n ∨ `}
]
≤ ‖h‖2osc
L∑
n,`=m
P(τ > n ∨ `).(5)
The sum may be upper bounded by
L∑
n,`=m
P(τ > n ∨ `) ≤ C
L∑
n,`=m
λn∨` ≤ C
∞∑
i=0
(2i+ 1)λi+m = Cλm
(
2
λ
(1− λ)2 +
1
(1− λ)
)
.
Simple calculation yields the desired bound. 
Lemma 27. Suppose P is a coupled kernel corresponding to a pi-ergodic Markov kernel
P . Let τx,x˜ stand for the coupling time of the Markov chain (Xn, X˜n)n≥0 with transition
probability P and with (X0, X˜0) ≡ (x, x˜). Then,
‖P (x, · )− pi‖tv ≤ 2 sup
x˜∈X
P(τx,x˜ > n).
Proof. Let τx stand for the coupling time of (Xn, X˜n)n≥0 with X0 ≡ x and X˜0 ∼ pi. By the
standard coupling inequality, ‖P (x, · )− pi‖tv ≤ 2P(τx > n), and
P(τx > n) =
∫
P(τx > n | X˜0 = x˜)pi(dx˜) =
∫
P(τx,x˜ > n)pi(dx˜). 
Lemma 28. Let τx,x˜ be as in Lemma 27, and assume that there exist C ∈ [1,∞) and
λ ∈ (0, 1) such that supx˜,x∈X P(τx,x˜ > n) ≤ Cλn. Then,
|var(Zb)− varpi(h(X))| ≤ 16C
(1− λ)2λ
(b+1)/2‖h¯‖2∞.
Proof. Using Lemma 25 together with Lemma 27 and Lemma 26, we get
|var(Zb)− varpi(h(X))| ≤ 2C‖h¯‖2∞λb+1 + 2‖h¯‖∞
(
2Cλb+1
(1− λ)2‖h‖
2
osc
)1/2
+
2Cλb+1
(1− λ)2‖h‖
2
osc.
The claim follows easily, because ‖h‖osc ≤ 2‖h¯‖∞. 
COUPLED CONDITIONAL BACKWARD SAMPLING PARTICLE FILTER 19
Anthony Lee, School of Mathematics, University of Bristol, University Walk, Bristol
BS8 1TW, United Kingdom
Sumeetpal S. Singh, Department of Engineering, University of Cambridge, Trumpington
Street, Cambridge CB2 1PZ, United Kingdom
Matti Vihola, Department of Mathematics and Statistics, University of Jyva¨skyla¨ P.O.Box
35, FI-40014 University of Jyva¨skyla¨, Finland
