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If the edges of a complete graph K,., m/> 4, are painted two colours so that monochromatic 
K " graphs are connected, then there exists an increasing sequence ( n)n~4 of complete subgraphs 
whose monochromatic subgraphs are also connected. For more than two colours this is not 
true, but an analogous fact concerning the complements of monochromatic graphs is proved. It 
is also shown that the theorems generalize to graphs with multicoloured edges, and some 
investigations of infinite complete graphs are made. 
1. Introduction and definitions 
This paper deals with complete graphs whose edges are coloured in such a way 
that all the complements of monochromatic graphs are connected. We show in 
Section 2 that every finite complete graph G coloured this way contains a 
sequence (Gj) of complete graphs with following property: in every G~ all the 
complements of its monochromatic subgraphs to Gj are connected. In other 
words, the property of connectedness of all complements of monochromatic 
subgraphs i preserved under the restriction of initial graph to some subsets of its 
vertices. This is an extension both of the facts stated by Gurvi6 in [4] that finite 
complete graphs with edges coloured this way contain some characteristic 
subgraphs, and of some results of Bate [1]. We show also that our results are no 
longer true with complements replaced by monochromatic graphs themselves, 
except the case of exactly two colours used, in which the replacement does not 
change anything. On the other hand, the results of Section 2 can easily be 
extended to the graphs with multicoloured edges. This is done in the final section, 
together with showing why and when these results can not be extended to infinite 
complete graphs. 
By an edge-colouring of a graph we mean any finite partition of the set of its 
edges, without any a priori assumptions on monochromatic graphs. This is a 
notion different than that used in much of the literature (e.g. [2, 3]), and it is 
important to distinguish between these two. (In particular, .for edge-coloured---in 
the sense of [2J---graphs, Theorems 1 and 2 are trivial). 
We consider only simple graphs, i.e., graphs without loops, multiple edges or 
directed edges. G being a graph, V(G) is the set of vertices and E(G) the set of 
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edges; we write G = (V, E) when no confusion can arise. For any U c V(G), Gu 
is, by definition, the graph obtained by restriction of G to U: Gu = (U, E(G) N 
2u). For convenience we shall write G - v and G - v - w instead of Gv\tv) and 
Gv\t,,,,o. A vertex v ~ V(G) is called a cut-vertex of G if G is connected and 
G -v  is not. 
An edge-colouring of a graph G is a partition of E(G), i.e., a family 
(E ~ . , Ek ) ,  k < ~, of subsets uch that k i , ' "  U i=l  E = E(G) and for i :/=] E i fqE / = 
0. A graph (V, E) with a given edge-colouring (E l , . . . ,  E k) an edge-coloured 
graph,  will sometimes be denoted by (V, E~, . . . ,  Ek). The graphs (V, Ei), 
i = 1 , . . . ,  k, are the monochromatic subgraphs of (V, E ~, . . . ,  Ek). 
By Km we denote a complete graph with m vertices, and by A and H the 
edge-coloured graphs depicted in Fig. 1. A is the polychromatic trianglemK3 with 
the (unique) edge-colouring such that all monochromatic subgraphs are discon- 
nected. H is K4 with the (essentially unique) edge-colouring such that both 
monochromatic subgraphs are connected. 
We say that a graph G with partition (E 1, . . . ,  E k) contains a graph H with 
partition (D~, . . . ,  D ~) if there exist two injections, ¢p:V(H)--->V(G) and 
1p:{1,2, . . . , l}- - ->{1,2,  .... ,k} such that (vw) EDi=---(qg(v)qg(w))EE w(i). 
Other alternative definitions are possible, but all are equivalent for H being a 
complete graphmthe only case we shall be dealing with. 
We conclude this section with two well-known lemmas, which will be useful in 
what follows. 
Lemma 1. Any finite connected graph with n >I 3 vertices has at most n -  2 
cut-vertices. 
Lemma 2. If (V, E) is a complete graph, then for every subset E 1 ~- E at least one 
of the graphs (V, El), (V, E \E  1) is connected. 
The proofs are simple. Lemma 1 may be found in Harary [6, p. 29]. 
2. Edge-coloured finite complete graphs 
This section contains some results on the connectedness of some graphs 
obtained by colouring the edges of finite complete graphs. Theorem 1 states that 
if all complements of monochromatic graphs are connected, then there exists a 
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vertex whose removing does not affect their connectedness. Theorem 2 asserts the 
existence of a sequence of subgraphs (being complete graphs) in which this 
connectedness is also preserved. 
In the remainder of this paper (except Theorem 1') we shall use the following 
notation. Given a graph (V, E) and its edge-colouring (EX , . . . ,  Ek), define for 
i=1 , . . .  ,k :  
Fi = E \E  i, G i= (V, Ei), ~_~i __ (V, Fi). 
Thus ,  Gi's are monochromatic subgraphs of G, and (~i's their complements in G. 
We start with the following two lemmas: 
Lelnma 3. Let (E x, E 2) be a partition of E(Km), m >I 4, such that both graphs G 1 
and G 2 are connected, and let Vl, v2 • V(Km) be cut-vertices of G 1 and G 2, 
respectively. Then 
(a) I f  (VlV2) • E 1, then for every v =~ vx, 13 2, (Or2) • E2; 
(b) I f  (vlv2) e E 2, then for every v 4= v2, Vl, (vvO •E  1. 
The proof is straighfforwardmit suffices to investigate all configurations in 
which G 1-  Vl, G 2 -  V2 are disconnected and G 1, G 2 and one of the graphs 
G 1 - v l  - rE ,  G 2 - v l  - v2  (see Lemma 2) are connected. 
Lemma 4. I f  (E 1, E 2, . . . , E k) is an edge-colouring of Kin, m >I 4, such that all 
the graphs G 1, . . . ,  G k are disconnected, then there exists a vertex v • V(Km) such 
that also all the graphs G 1 - v , . . . ,  G k - v are disconnected. 
Proof. Assume the lemma is false. Then we can define a function cp:V(Km)--> 
{1, . .  •, k} : tp(v) = any j such that G j - v is connected. Furthermore, if G ~ - v is 
connected and (Td is not, v must be the only isolated vertex of GJ; so for every 
w 4: v, Ud-  w must be disconnected. It follows that q0 is an injection. But this 
implies that #E(Km)  >I m(m - 2) (since for every v, G ~(v) - v, being a connected 
graph with m-1  vertices, has at least m-2  edges), which contradicts the 
assumption m I> 4. [] 
We are now ready to state and prove the main theorems. 
Theorem 1. Let  (E  1, . . . , Ek), k >12, be an edge-colouring of Km, 5 <~ m < oo, 
such that all the graphs ~1, . . . ,  ~k are connected. Then there exists a vertex 
v ~ V(K I )  which is not a cut-vertex of any (?,i. 
Proof. For k = 2 we have F 1 = E 2, F 2 = E ~, and so (~1 = G 2, (~2 = G 1. Denote by 
R 1, R 2 the sets of all cut-vertices of G x, G 2, respectively. Take three distinct 
vertices v, w, x in R ~ and a vertex z in R 2. From Lemma 2 it follows trivially that 
R 1 N R 2 = ~; hence v, w, x, z must be all distinct. By Lemma 3, if, say, (vz) • E 1, 
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then (wz) ~ E 2 and (xz) ~ E2; therefore at least two of the edges (vz), (wz), (xz) 
belong to E 2. Suppose (wz), (xz) do; but then, again by Lemma 3, for every 
y ~ z, w, (wy) e E ~, and for every y ~ z, x, (xy) e E 1, and thus both graphs 
G ~-  w,  G~-x  obviously are connected, which contradicts the assumption 
w e R 1, x e R ~. It follows that #R 1 > 2 implies R 2 = 0. Similarly, #R 2 > 2 implies 
R 1= 0. But we know that #R~--- < m -2  and #R2--  < m -2  (Lemma 1); therefore, 
since m >i 5, R ~ U R 2 :/: V(Km). 
Thus for k = 2 the theorem is true. This lets us deal with the case k > 2 when 
for some j <~ k the graph G / is connected: we take then the partition /~= E i, 
/~2= F j, and we are in the case k = 2. The vertex v which is neither a cut-vertex 
of C/ nor of ~ is the vertex required: it is not a cut-vertex of any (~i, 
i = 1 , . . . ,  k, since for every i :/: j, E j c F i. 
Finally, when none of the graphs G i, i = 1 , . . . ,  k is connected, the theorem 
follows easily from Lemma 4: for some v ~ V(Km) all graphs G ~ - v, i = 1 , . . . ,  k 
are disconnected, and so all graphs (~i _ v, i = 1 , . . . ,  k are connected (Lemma 
2), hence v is the vertex with required property. [] 
Theorem 2. Let (E l , . . .  , E k) be an edge-colouring of Km, m >i 4, satisfying the 
assumption of  Theorem 1. Then there exists a sequence (v,)m_-4 of subsets of 
V(Km) such thatfor every n, #Vn = n, V, ,- V,+I and all the graphs ~1,  . . . , Gv.-k 
are connected. 
This follows easily from Theorem 1. The proof goes by induction with fixed m 
and decreasing n. 
Remark 1. A similar induction applying Lemma 4 gives us that Km with all 
monochromatic subgraphs disconnected contains a graph A. This is part of 
Theorem 6 in Bate [1]. Bate has also stated ([1, Lemma 2]) that Km with an 
edge-colouring (E~, . . . ,  Ek) ,  k >I 3, such that all monochromatic subgraphs are 
connected, contains A. This does not follow from Theorems 1 and 2; however, it 
can be obtained by an argument similar to that used in the proof of Theorem 3 in 
the next section. 
Gurvi6 [4] has stated that every finite complete graph with an edge-colouring 
satisfying the assumption of Theorem 1 contains either H or A or both. (The 
proof can be found in [5].) This Gurvi6's proposition follows immediately from 
Theorem 2. 
Remark 2. When k = 2, F 1 = E 2 and F 2 -- E 1 and so in Theorems 1 and 2 we can 
replace ¢~i's by G%. For k > 2 this cannot be done. To see it, consider the 
following partition (E 1, E 2, E 3) of E(Km), m >t 6: 
E 1= {(vlv2), (1./21J3), •• • , (~m-l~Jm)), 
E 2= {( 'U I 'U4)  , ( 'U I 'US) ,  . . . , ( 'U I 'Um)  , ('02'Urn) , ( I}31/m)) ,  
E 3 = E(Km) \ (E  ~ U E2). 
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Clearly all monochromatic subgraphs are connected, but every vertex of Km is a 
cut-vertex of some of these graphs. 
3. Extensions: Multicoloured edges and infinite graphs 
Theorems 1 and 2 cannot be extended to involve infinite complete graphs. It is 
easy to partition the edges of a complete graph (V, E) with infinite V into sets 
(E ~, E 2, . . . ,  E k) such that each of the graphs t~/, i = 1 , . . . ,  k is connected, but 
every vertex v e V is a cut-vertex of some (~/. Regarding Theorem 2, consider the 
following construction: Take a denumerable partition (A~, A2 , . . . )  of V and a 
finite partition (N1, • • •, Nk) of N satisfying: n e Nj ~ n + 1 $ Nj. Then assign the 
edge (13w) to E i if and only if 13 e A,,, w e Am and max(m, n) ~ N~. Obviously, all 
graphs t~ g are connected, since at least two of the graphs G g, i = 1 , . . . ,  k are 
(those corresponding to infinite N/s). But for every finite subset U c- V one of the 
graphs G~, i = 1 , . . . ,  k is disconnected, since for at least one u e U all the edges 
(uv), 13 e U belong to the same E g. 
Infinite complete graphs with edge-colourings as described above will be said to 
be of type F, and we denote by F0 a F-type graph obtained when k = 2 and each 
of the sets A,  has exactly one element (Fig. 2). The following theorem shows that 
the graph F0 is, in a sense, responsible for all counterexamples to 'infinite' version 
of Theorem 2. 
Theorem 3. Let (V, E) be an infinite complete graph with an edge-colouring 
(E 1, . . . ,  Ek), 2 <~ k < oo. I f  each of  the graphs (~1, . . . ,  t~k is connected, then at 
least one of  the fol lowing statements i true: 
(a) There exists a sequence (V,,)~=4 of subsets of  V such that for every n, 
#V,, = n, V,, c V,+I and all the graphs - 1 Gv. , .  . . , ~k  are connected; 
(b) (V, E 1, . . .  , E k) contains a subgraph Fo. 
Proof. Denote by Q the family of all such finite subsets W c V that the graphs 
(~,,  i = 1 , . . . ,  k are connected. By Theorem 2, if a set Vm with m/> 4 elements 
belongs to K2, then also some of its subsets V,, do for every n between 4 and m. 
If ~2 has a maximal element, say W (it may happen that #W = 1), take any 
vx e W and any 13 2 ~ W and let the edge (vlv2) belong to E i. Then take the 
<--  
"~" \ \~1  ----% 
Fig. 2. 
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shortest path contained in F i with ends "01, "02 and denote by Z the set of all 
vertices lying on this path. Since W is maximal, it follows that 
(1) Z has exactly three elements Vl, v2, w; 
(2) w ~ W, and 
(3) ('01w) and (wv2) belong to the same E j, j ~ i. 
(If any of (1), (2), (3) were not true, the set W t_J Z would belong to £2). Put 
v3 = w and consider the shortest path in F j with ends vx, "03. The same argument 
as above shows that (1) this path consists of two edges (v1"04), ('04"03), (2) 'O 4 ~ W 
(and v4 #: "02, which is obvious) and (3) all three arcs ('01v4), ('02"04), (/33"04) belong 
to the same E l, l :#j. Then take as v5 a vertex lying on a shortest path in F t with 
ends "0:, "04, and so ad infinitum. The set {Vl, v2 , . . .}  and the partition 
(E x, . . . ,  E k) restricted to it form a graph of type F. 1 (Note that in this case 
(V, E ~, . . . ,  E k) contains a graph of type F regardless of whether (a) is true or 
not.) 
If £2 has no maximal element and (a) does not hold, then there exists a 
sequence (W,,)~=I of subsets of V such that for every n (1) Wn ¢ £2, (2) 
W. ~ W.+s, and (3) for no "0 ~ Wn+I\W., W. 0 {'0} ¢ g2. Then we take any 
"0 OO sequence (n)n=l of vertices such that v~eW~, "0, eW, \W,_~ for n~>2 and 
((vi-lvi) e E j ~ (vivi+l) ~ EJ). (Such a sequence can be chosen because for every 
i, W/~ O). The set of all v,'s with the partition restricted to it form a F-type 
graph. 
To end the proof it remains only to notice that every graph of type F contains a 
subgraph Fo, which is obvious. [] 
The following proposition can be proved easily with use of Lemma 4: 
Proposition. Let (E l , . . . ,  Ek), 2 << - k < oo be an edge-colouring of an infinite 
complete graph (V, E), such that each of the graphs G ~, . . . ,  G k is disconnected. 
Then there exists a sequence (V,,)~=3 of subsets of V such that for every n #V,  = n, 
V, ~- V,,+I and all the graphs G~ n, . . .  , G~ n are disconnected. 
Finally, we would like to mention that a version of Theorems 1 and 2 is true 
also when we allow the edges to be 'multicoloured', i.e. when (E 1, . . . ,  Ek) is not 
necessarily a partition, but just a covering of E. We formulate below the 
extended version of Theorem 1; having this, the formulation of the counterpart of 
Theorem 2 is obvious. 
Theorem 1'. Let E1 , . . . ,E  k be subsets of E(Km), 5<~m< °°, such that 
I..)k=l E i = E, and let F i = I._Jj,i E j. Then, if all the graphs (V(Km), Fi). i = 
1 To prove Lemma 2 in Bate [1], we construct in a similar way (although the argument is slightly 
more complicated) finite subgraphs of a F-type graph under the assumption that (V, E) does not 
contain A. 
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1 , . . . ,  k are connected, a vertex v ~ V(Km) exists which is not a cut-vertex of any 
(V(Km), Fi). 
To prove this, we first investigate the case k = 2, using the appropriately 
modified Lemma 3. Then, if G i is connected for some i, we apply exactly the 
same argument as in the proof of Theorem 1. If all Gi 's are disconnected, the 
proof is straightforward. (Note, however, that for the 'multicolourings' Lemma 4 
is not true). 
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