To improve the fault identification accuracy of rolling bearing and effectively analyze the fault severity, a novel rolling bearing fault diagnosis and severity analysis method based on the fast sample entropy, the wavelet packet energy entropy, and a multiclass relevance vector machine is proposed in this paper. A fast sample entropy calculation method based on a kd tree is adopted to improve the real-time performance of fault detection in this paper. In view of the non-linearity and non-stationarity of the vibration signals, the vibration signal of the rolling bearing is decomposed into several sub-signals containing fault information by using a wavelet packet. Then, the energy entropy values of the sub-signals decomposed by the wavelet packet are calculated to generate the feature vectors for describing different fault types and severity levels of rolling bearings. The multiclass relevance vector machine modeled by the feature vectors of different fault types and severity levels is used to realize fault type identification and a fault severity analysis of the bearings. The proposed fault diagnosis and severity analysis method is fully evaluated by experiments. The experimental results demonstrate that the fault detection method based on the sample entropy can effectively detect rolling bearing failure. The fault feature extraction method based on the wavelet packet energy entropy can effectively extract the fault features of vibration signals and a multiclass relevance vector machine can identify the fault type and severity by means of the fault features contained in these signals. Compared with some existing bearing rolling fault diagnosis methods, the proposed method is excellent for fault diagnosis and severity analysis and improves the fault identification rate reaching as high as 99.47%.
Introduction
Rolling bearings, one of the important parts of rotating machinery, reduce the friction loss between mechanical components. Moreover, rolling bearings are a highly standardized precision mechanical device with the advantages of low friction, convenient assembly and use, and high working efficiency. As the connection between rotating parts, rolling bearings also serve as supporting parts and bear certain loads. Therefore, it is inevitable that these components suffer from a series of physical effects, such as mechanical stress and mechanical wear, which over time cause deformation and corrosion of the bearings, resulting in the degradation of their working performance. Rolling bearings are one of the most vulnerable parts of mechanical equipment because of their poor impact capacity [1] . Many failure modes of mechanical equipment, especially rotating machinery, are closely related to rolling bearing failure. It is of great practical significance to carry out research on the condition monitoring and fault diagnosis technology of rolling bearings to effectively improve the reliability of mechanical equipment operations [2] . Many rolling bearing fault-diagnosis-related methods have been proposed in succession. Ocak et al. developed a scheme based on wavelet packet decomposition and hidden Markov modelling (HMM) for tracking the severity of bearing faults [3] . In this scheme, the wavelet packet decomposed vibration signals into a series of sub-signals and the energies of the sub-signals were extracted as features. The probabilities of HMM trained by features were used to track the condition of rolling bearings. Vafaei et al. proposed a methodology termed indicated repeatable runout with wavelet decomposition that represents a novel approach for the determination of specific sources of vibration [4] . Guo et al. presented a signal compression method based on ensemble empirical mode decomposition (EEMD) [5] . On the basis of ensuring the accuracy of the fault diagnosis, the burden of wireless transmission was reduced.
Given their importance, the condition monitoring and fault diagnosis of rotating machinery are always a research focus and have attracted the attention of numerous scholars for years [6] . The model-based fault diagnosis technology is formed with the idea of analytic redundancy. The advantage of this method is that it can delve into the essence of a dynamic system and detect and diagnose faults in real time. The difficulty of its implementation lies in the need for an accurate system model. Model-based fault detection methods use residuals to indicate changes between the process and the model. One general assumption is that the residuals are changed significantly so that a detection is possible. The model-based method is often used for fault detection, but the analysis of the fault type and fault severity is insufficient [7, 8] . The vibration-based signal processing technique is one of the principal tools for diagnosing the malfunctions of rolling bearings [9] . Generally, rolling bearing fault diagnoses based on vibration analysis methods consist of two main parts: The feature extraction of vibration signals and the pattern recognition of faults [10] . First, the performance of the feature extraction method is the key point of rolling bearing fault diagnosis. Current feature extraction methods of vibration signals can be classified into three categories: Time domain feature extraction, frequency domain feature extraction, and time-frequency feature extraction. The vibration signals of faulty rolling bearing exhibit non-stationarity and non-linearity, leading to complex feature extraction processes and low separability of feature extraction results. In recent years, time-frequencyanalysis has become the main feature extraction method of rolling bearing fault diagnosis, predominating over the other feature extraction methods [11] [12] [13] . Second, an appropriate classification algorithm should be adopted to identify the fault types on the basis of accurately extracting the fault features of rolling bearings. The adopted classification algorithm should have good generalization, multi-classification performance, and a simple model structure [14, 15] . Obviously, the selection of an appropriate pattern recognition algorithm is another key point in determining the recognition rate of rolling bearing fault diagnoses.
The vibration signal of the rolling bearing is composed of the vibration of the rolling bearing itself, the vibration caused by other moving parts of the electrical machinery, and the external disturbances. These vibration signals are superimposed on each other, resulting in extremely complex vibration signals acquired by the vibration sensors. To effectively extract the fault features from the non-linear and non-stationary vibration signals, many time-frequency analysis methods have been applied to rolling bearing fault diagnoses for vibration signal decomposition. The decomposed fault signal is helpful for further highlighting the fault characteristics of the vibration signal. The fast Fourier transform (FFT) is a classical time-frequency analysis method, but it is inherently unsuitable for non-stationary and transient signal analysis. The window shape and size of the short-time Fourier transform (STFT) is fixed for all frequencies, which causes the STFT to have obvious limitations regarding time-varying signals. In contrast to the FFT and STFT, the wavelet transform (WT) is a typical time-frequency analysis technique that can change both the time and frequency windows, thus enabling a multi-scale analysis of the vibration signal. However, the frequency resolution decreases with increasing frequency. Therefore, the WT cannot effectively split the high-frequency band containing rich fault modulation information [16] . Empirical mode decomposition (EMD) is a self-adaptive time-frequency decomposition technique that can self-adaptively decompose a non-stationary non-linear signal into a series of intrinsic mode functions (IMFs) that include different frequency characteristics [1] . Nevertheless, EMD has an end effect and mode mixing problem that directly influences the stability of the decomposition results and the subsequent feature extraction effects [17] . To improve the above disadvantages, many derivative methods of EMD, such as EEMD and complete ensemble empirical mode decomposition (CEEMD) are presented. Local mean decomposition (LMD) can automatically decompose multi-component amplitude-modulated (AM) and frequency-modulated (FM) signals into a series of product functions (PFs), each of which is a mono-component AM-FM signal that contains the signal characteristics. However, as with the EMD, the LMD suffers from the problem of edge effects caused by the local extreme points [18] . The wavelet packet transform (WPT) has been introduced to overcome WT's application problems. The WPT is an extension of the WT that can select an arbitrary frequency resolution, which makes it relatively flexible [19] . Although some studies suggest that WT-based decomposition is not an adaptive method due to the need to preselect the wavelet kernel function, the WPT is still an effective time-frequency analysis method for the vibration signal characteristics of rotating machinery because of its complete theoretical basis and excellent decomposition results compared with those of EMD and LMD.
To further extract the fault features of the decomposed vibration signal by the time-frequency analysis method, many entropy-based feature extraction methods have been investigated for rolling bearing fault diagnosis, such as approximate entropy (ApEn), fuzzy entropy (FE), permutation entropy (PE), and sample entropy (SampEn). Zhang et al. adopted EEMD to decompose the vibration signal into a set of IMF and calculated the PE values of the first several IMFs to reveal the intrinsic characteristics of a faulty vibration signal [11] . Tiwari et al. used the multi-scale permutation entropy to calculate the PE values at different time scales and generate the fault feature vector of a rolling bearing vibration signal [20] . Shi et al. proposed a feature extraction method of vibration signals based on improved LMD and PE to highlight the fault characteristics [18] . Li et al. presented a fault feature extraction method based on the hierarchical fuzzy entropy for extracting the characteristics of a non-linear and non-stationary vibration signal in complex operating conditions [15] . Although all of the above methods have had achievements in rolling bearing fault diagnosis, the accuracy of these fault diagnosis methods needs to be improved. In particular, the description of different fault severity levels is an urgent problem that needs to be solved. Therefore, a high-performance fault feature extraction method for rolling bearing should be effectively conducted before performing fault identification.
After feature extraction, an appropriate classification algorithm should be used to achieve fault type identification. As an effective predictor and classifier, neural network has been successfully applied in mechanical fault prediction and diagnosis [21] . The support vector machine (SVM) is a powerful classifier [22] that is currently one of the most widely used classifiers in rolling bearing fault diagnosis. However, the classification performance of SVMs is related to the setting of a penalty factor value. Improper setting of the penalty factor leads to an over-fitting problem when the number of training samples is large. A linear increase in the number of support vectors leads to a significant increase in the test time. The relevance vector machine (RVM) introduced by Tipping in 2001 has the same function as the SVM, but it is a new type of machine-learning method based on the sparse Bayesian framework [23] . The classification accuracy of the RVM is no less than that of the SVM. Compared with SVMs, RVMs have special advantages in solving the classification problem [24, 25] ; the penalty factor is assigned automatically in RVMs, not subjectively by users, the sparsity of RVMs is better than that of SVMs, making them more suitable for online monitoring, and the kernel functions of RVM algorithms are no longer constrained by the Mercer theorem. It is worth mentioning that the RVM provides a probabilistic interpretation of its outputs. However, similar to the SVM, the RVM is also a binary classification algorithm; when dealing with multiclass issues, it usually transforms them into a series of binary classification problems, which may cause an accumulative error and overlapping classification. A multiclass relevance vector machine (mRVM) is proposed by Psorakis, which extends the original RVM to multiclass issues by introducing auxiliary variables, which act as intermediate regression targets, thus realizing the classification of multiclasses by outputting the estimation of class membership probabilities [26, 27] . Lei et al. applied an mRVM to the on-line fault diagnosis of an analogue circuit and obtained promising results [28] . Xu et al. presented a novel fault diagnosis strategy based on principal component analysis (PCA) and mRVM, and the simulation results have validated that the mRVM is useful in multi-fault diagnosis, producing results superior to those of the SVM [29] . The above studies have shown that the mRVM has excellent multi-classification performance and can provide a very good tool for the fault diagnosis and severity analysis of rolling bearings.
Through the above analysis, a novel fault diagnosis and severity analysis method based on fast sample entropy (SampEn), wavelet packet energy entropy (WPEE), and multiclass relevance vector machine (mRVM) is presented for rolling bearings. The SampEn can effectively detect the dynamic changes of the vibration signal and can be applied to detect the rolling bearing faults. The basic SampEn algorithm for computing the complexity of a signal is O(N 2 ) and the calculation time is closely related to the length of the time series. With the growth of the time series length, the computing time grows almost exponentially and, therefore, this technique is not realistic for applications with long data sets. For that reason, a fast SampEn algorithm based on a kd tree is adopted to detect whether the rolling bearing contains faults or not in a timely manner. The WPEE is a feature extraction method that can be used in conjunction with wavelet packets and the Shannon entropy. The vibration signal is decomposed into several sub-signals by using a wavelet packet. Then, the energy entropy values of the sub-signals are calculated to generate the fault feature vector. The WPEE reflects the evenness of the signal energy distribution in various frequency bands. The WPEE can effectively describe the characteristics of a vibration signal and is a powerful tool for vibration signal analysis. In this paper, the proposed method extracts the fault features of bearing vibration signals by the WPEE and forms a feature vector for further fault identification and severity analysis. The mRVM is used to identify the fault type of rolling bearings and indicate the level of fault severity. The proposed fault diagnosis and severity analysis method is fully evaluated by experiments and comparative studies in this paper. The innovative contributions of this paper can be summarized as follows:
(1) This paper systematically presents a rolling bearing fault diagnosis and severity analysis method.
The fault severity analysis of different fault types can be realized on the premise of accurate fault type identification. (2) A fast sample entropy algorithm based on a kd tree is adopted to improve the real-time performance of the fault detection process for rolling bearings. The rest of this paper is organized as follows: Section 2 briefly introduces the fundamental theories of the SampEn and the fast algorithm of the SampEn. The feature extraction method based on the WPEE is detailed in Section 3. In Section 4, the fundamental theories of the mRVM are briefly described. Section 5 provides a description of the proposed rolling bearing fault diagnosis and severity analysis method. In Section 6, the effectiveness of the proposed method is demonstrated by experiments. Finally, conclusions are drawn in Section 7.
Fast Sample Entropy

Principle of Sample Entropy
The sample entropy is a measure of time series complexity proposed on the basis of the approximate entropy (ApEn) by Richman and Moorman in 2000 [30] and has been widely used in signal analysis. The physical significance of the SampEn is the rate at which the non-linear dynamic system generates new information, which is consistent with the mechanism of mechanical failure.
The basic calculation steps of the SampEn are as follows:
(1) For a given time series x(n), n = 1, 2, . . . , N, an m-dimensional vector can be composed of x(n),
in which i = 1, 2, . . . , N − m + 1.
(2) The distance between any two vectors X(i) and X( j) in Equation (1) is the maximum coordinate difference:
where k = 1, 2, . . . , m − 1 and i, j = 1, 2, . . . , N − m + 1.
(3) For a given similarity tolerance r, count the number of differences between X(i) and other N − m vectors that are less than r, the ratio of which to N − m is as follows:
in which Θ is the Heaviside function defined as 
(5) Increase the vector dimension to m + 1, and repeat above steps to obtain C m+1 (r). (6) The SampEn value of time series x(n) is expressed as
When the time series length N is finite, Equation (6) is converted to
It can be seen from the above calculation steps of the SampEn that the SampEn value of the time series depends on the similarity tolerance r, embedding dimension m and time series length N. The larger the value of m is, the more data are calculated for the SampEn and the longer the calculation time is. Generally, the time series length N should be equal to 10 m ∼ 30 m . Referring to the parameter setting of the ApEn [31] , the settings of m = 1 or m = 2 and r = 0.1 ∼ 0.25std enable the SampEn to have good statistical properties [17] .
Fast Algorithm of the Sample Entropy
Although the SampEn is an effective tool for time series analysis, the time computing complexity is O(N 2 )(m = 2), which makes SampEn not suitable for the occasions requiring analysis of a long time series or requiring high real-time performance. The literature [32] indicates that the calculation of The time series X(i) is denoted by (X i ) m , which is convenient to illustrate the orthogonal range search. The implementation process is outlined below:
For each element i(i = 1, 2, . . . , N) in the time series, (X i ) m can be converted to the m-dimensional
Then,
is equal to the number of points contained within the bounding box W i , which can be expressed as
in which LB and UB, respectively, represent the lower and upper bounds of the bounding box W i .
The number of points inside each bounding box queried by an orthogonal range in a d-dimensional space is called an orthogonal range search problem in computational geometry. Therefore, the calculation process of n m i is equivalent to an m-dimensional orthogonal range search for each point P i and the corresponding boundary box W i . Once n m i and n m+1 i are calculated, SampEn(m, r, N) can be obtained by Equation (7) directly and the time computing complexity depends on n m+1 i . The k-dimensional tree (kd tree) is a high-dimensional index tree data structure that is always used for the nearest neighbor domain search or approximate nearest neighbor domain search in large-scale high-dimensional data spaces. The kd tree can be used to resolve orthogonal range search problems to improve the computational efficiency of the SampEn [33] . The basic principle of the SampEn calculation based on the kd tree is to store the point set P in the kd tree structure, which has a faster query speed for the points inside the specified boundary box.
The main calculation process of the fast sample entropy based on the kd tree is summarized as follows:
(1) Coarse granulation of the time series X is carried out. When the maximum time scale is 1, it means that time series X has not been coarsely granulated; (2) The time series is transformed into the discrete space point set P i , as shown in Equation (8); (3) Set k = m − 1 and build the kd tree structure by using the discrete space point set P i ; (4) For each discrete space point, obtain the bounding box W i through Equation (9); (5) Obtain the number of discrete space points within bounding box W i through the kd tree algorithm; (6) Set k = m and repeat steps (2) to (5), calculating n d (i); (7) Utilize n n (i) and n d (i) to calculate SampEn(m, r, N).
The time computing complexity of the above kd tree-based sample entropy calculation method is mainly composed of the spatial point transformation process, the kd tree establishment process, and the query process. According to the literature [34] , the time computing complexity of the whole SampEn calculating process based on the kd tree is O(N•N 1−(1/d) ). When m = 2, the time computing complexity of the SampEn calculation method based on the kd tree is reduced to O(N 5/3 ).
Wavelet Packet Energy Entropy
The WT is increasingly used in engineering applications, especially in signal feature extraction. Unlike the FFT, which is frequency-localized, the WT is a suitable tool for detecting and characterizing specific phenomena in both the time and frequency spaces, but it does not split the high-frequency bands. The wavelet packet transform (WPT) is a further generalization of the WT and is an effective method for vibration signal processing because it can process the entire set of frequency bands, including both Appl. Sci. 2019, 9, 2356 7 of 23 the high-and low-frequency bands [13] . Notably, this coverage includes the high-frequency bands where the information of a rolling bearing fault always exists. A signal can be decomposed into a set of wavelet packet nodes with the form of a full binary tree by the WPT.
The structure diagram of the wavelet packet three-layer is shown in Figure 1 , which can also be called the wavelet packet decomposition tree. In the binary tree structure, each wavelet packet node is indexed by ( j, n) and the corresponding wavelet packet coefficient is defined as . If the decomposition level is j, the number of nodes after decomposition is 2 j . That is, the frequency band of the sampling signals is subdivided into 2 j small segments.
is an effective method for vibration signal processing because it can process the entire set of frequency bands, including both the high-and low-frequency bands [13] . Notably, this coverage includes the high-frequency bands where the information of a rolling bearing fault always exists. A signal can be decomposed into a set of wavelet packet nodes with the form of a full binary tree by the WPT. The structure diagram of the wavelet packet three-layer is shown in Figure 1 , which can also be called the wavelet packet decomposition tree. In the binary tree structure, each wavelet packet node is indexed by ( , ) j n and the corresponding wavelet packet coefficient is defined as The wavelet packet algorithm consists of two parts: The decomposition algorithm and the reconstruction algorithm. When the orthogonal scaling function ( ) t φ and the wavelet function ( ) t ψ are set, the relationships between them are as follows:
where k is a transformation parameter, =1 2 ( ), (2
is the low-pass filter coefficient, and
is the high-pass filter coefficient. Here, , ⋅ ⋅ represents the inner product operator. The decomposition algorithm for the coefficients is defined by the following recursive relationships:
where
are the wavelet packet coefficients, The wavelet packet algorithm consists of two parts: The decomposition algorithm and the reconstruction algorithm. When the orthogonal scaling function φ(t) and the wavelet function ψ(t) are set, the relationships between them are as follows:
where k is a transformation parameter,
is the low-pass filter coefficient,
is the high-pass filter coefficient. Here, ·, · represents the inner product operator.
The decomposition algorithm for the coefficients is defined by the following recursive relationships:
where d n j
[k] are the wavelet packet coefficients, d 2n
j+1
[k] are the approximation coefficients, d
2n+1 j+1
[k] are the detailed coefficients, and h l−2k and g l−2k are the low-pass and high-pass filter coefficients for decomposition, respectively.
After decomposition by the wavelet packet, the reconstruction algorithm for the wavelet packet coefficients is deduced as:
The corresponding reconstructed signal of wavelet packet coefficients d n j is defined as S j,n . Assuming that the decomposition level j = 2, the original signal can be represented as:
The reconfiguration signal of each node after wavelet packet decomposition reflects the corresponding frequency component in the distribution of the original signal. This information can be used to show the change of the frequency characteristic when applied in the fault diagnosis.
After the frequency band of the vibration signal with the fault has been subdivided into several small segments, the energy of the fault vibration signal changes with the frequency distribution. The wavelet packet energy entropy (WPEE) is proposed to illustrate this change.
The signal is decomposed by the J-level wavelet packet and its total energy is decomposed into J non-overlapping frequency intervals. Therefore, the energy of each decomposed segment can be regarded as the characteristic information of the original signal by measuring the distribution of the signal energy in each frequency band. Assume that ( j, i) is the ith node in the j level and that the corresponding reconstructed signal is expressed as S j,i , the energy of which is denoted as E j,i . The energy calculation formula corresponding to node ( j, i) is as follows:
where j is the decomposition level, n= [0, 1, · · · , 2 j − 1] is the nth node on the jth level, and S j,n is the reconstructed signal. The total energy of the original signal can be defined as:
The proportion of the reconstructed signal energy corresponding to each node in the total energy is
in which p j,n represents the wavelet packet energy distribution in the relevant wavelet packet node. Finally, according to the definition of the Shannon entropy, the WPEE can be calculated as follows:
The relative WPEE of each sub-signal can be calculated as follows:
Multiclass Relevance Vector Machine
Relevance Vector Machine
The relevance vector machine (RVM) is a machine-learning technique that uses Bayesian inference to provide probabilistic predictions [22] . RVMs achieve sparsity by producing models that have both a structure and a parameterization process.
There is a set of training data
, where x i ∈ R D is the input vector and t i is the corresponding class label. The classification function of the RVM is defined as
is the weight vector, and w 0 is the bias. The output target includes the additive noise, so the functional relationship between x i and t i is given as follows:
where ε i is the ith independent sample from a noise process with zero mean and variance σ 2 . According to the statistical convention, the linear model is generalized by applying the logistic sigmoid function σ(y) = 1/(1 + e −y ), so y(x, w) becomes a linear method. Given that P(t|x) is the Bernoulli distribution, its probability density function is
. The likelihood estimation probability P(t|x) is written as
However, the weights w cannot be analytically obtained in the process of classification because of the non-normal distribution of P(t|w). Thus, the closed-form expression P(w|t, α) or the marginal likelihood P(t|α) cannot be deduced, where α is a vector of N + 1 hyper-parameters. Therefore, a Laplace-based approximation procedure proposed by Mackay [31] is used as follows:
(1) For a fixed value of α, because P(w|t, α) ∝ P(t|w)P(w|α), find the maximum posteriori weight through the following equation:
where y i = σ y(x i ; w) and A = diag(α 0 , α 1 , · · · , α n ) are composed of the current values of α.
(2) Differentiate the quantity above twice by applying Laplace's method to yield the following equation:
, Φ is the design matrix with Φ ij = K(x i , x j ), and ∇ denotes the gradient operator.
(3) The hyper-parameters α i can be updated by the following equation:
where the covariance ii is the ith diagonal element of the posterior weight covariance = (Φ T BΦ + A) −1 , w MP i is the ith element of w MP , and w MP = Φ T Bt is the most likely maximum posterior weight vector.
Multiclass Relevance Vector Machine
The multiclass relevance vector machine (mRVM) expands the original RVM to the multi-class setting by introducing the auxiliary variables Y ∈ C×N , which act as intermediate regression targets. This approach uses the hierarchical Bayesian framework to solve multiclass issues and introduces the multinomial probit likelihood to output the probability of the members. The structure of the hierarchical Bayesian model is shown in Figure 2 . 
Convert the regression targets above into the category labels by introducing the multinomial probit link:
, ,
The probabilistic output for class membership is obtained through the resultant multinomial probit likelihood function:
where ~(0,1) u N and Φ denotes the Gaussian cumulative distribution function. To ensure the sparse model, the weight nc w follows a standard normal distribution with zeromean and variance The closed-form posterior of the weight w can be derived as follows:
where c A is a diagonal matrix derived from the c column of A . The maximum a posteriori estimator is as follows:
Then, the parameters are updated based on the maximum a posterior estimator value when a class i is given: There are two classification algorithms, mRVM 1 and mRVM 2 , which expand the original RVM to the multi-class multi-kernel setting. The theoretical bases of the two versions of mRVM are consistent.
First, a training set
should be given, where x i ∈ D is the D-dimensional feature vector and t ∈ {1, 2, · · · , C} is the respective class label. The kernel function of the training set is K ∈ N×N . By introducing the auxiliary variables Y ∈ C×N to act as the regression targets of the weighting parameter W T K, the standardized noise model is deduced as follows:
where u ∼ N(0, 1) and Φ denotes the Gaussian cumulative distribution function.
To ensure the sparse model, the weight w nc follows a standard normal distribution with zero-mean and variance α −1 nc , where α nc belongs to the scales matrix A ∈ N×C and follows a gamma distribution. With sufficiently small τ and v (<10 −5 ), most w values are restricted around zero, which naturally leads to a sparse solution.
The closed-form posterior of the weight w can be derived as follows:
where A c is a diagonal matrix derived from the c column of A. The maximum a posteriori estimator is as follows:ŵ = arg max w P(w|Y, A, K).
Then, the parameters are updated based on the maximum a posterior estimator value when a class i is given:ŵ
Finally, the posterior probability distribution of the priori parameters of the weight vector is as follows:
Psorakis et al. introduced and provided the theoretical background of the two multi-class multi-kernel mRVMs [25] . The difference between the two versions of the mRVM is how the mRVM manipulates the kernel during the training phase. mRVM 1 follows a constructive approach starting with an empty model and then adding or removing samples from the training kernel based on their contribution. However, mRVM 2 follows a top-down approach, loading the entire training set into memory and iteratively pruning uninformative samples. The study focused on their multi-class discrimination aspect and provided an extensive evaluation of mRVM 1 and mRVM 2 following a thorough experimentation on real-world data sets. mRVM 1 has a better ability of prototypical sample identification properties and naturally leads to more confident predictions, while mRVM 2 is more accurate in terms of predictive power and is better able to detect outliers. mRVM 1 is very suitable for large-scale problems by using the fast type-II ML procedure, but it yields lower class recognition rates than mRVM 2 because it is the less expressive model. In terms of sparsity, both models use only a small fraction of the overall training set to achieve good class recognition accuracy.
Proposed Fault Diagnosis and Severity Analysis Method
Fault Detection Process
For rolling bearings, when bearing failure occurs, the fault defect triggers an instantaneous impact with non-stationarity. When a rolling bearing undergoes local failure, every contact in the process of operation triggers an instantaneous impact, resulting in a large number of impact waveforms in the measured vibration signal of the rolling bearing. Therefore, the vibration signal of the rolling bearing shows impact characteristics and the impact waveform changes with the severity of the fault. This impact waveform causes the complexity of the vibration signal to increase, leading to abrupt changes in the SampEn value. The fault detection of the rolling bearing vibration signals can be realized by using the SampEn to measure the complexity of the time series. The more serious the fault is, the more complex the vibration signal is. The threshold of fault detection is determined by the SampEn of the vibration signal under normal conditions and different fault conditions of the rolling bearing. If the SampEn value of the vibration signal of the rolling bearing is greater than the set threshold value, it indicates that the rolling bearing has failed. To improve the real-time performance of the fault detection process, the calculation method based on the kd tree is applied to the calculation of the SampEn. Although rolling bearing faults can be detected through SampEn, the identification of the fault types needs to be realized through the fault diagnosis process.
Fault Diagnosis Process
Once the rolling bearing has failed, the vibration signal of the rolling bearing is decomposed and restructured by the WPT. The WPEE of each node is calculated to generate the fault feature vector of the vibration signal. The mRVM classifier is established by the feature vectors extracted by different fault samples. The fault feature vector is fed into the mRVM to identify the fault type. The flow chart of the proposed fault diagnosis method is shown in Figure 3 . The process of the fault diagnosis method is divided into two parts: The training process and the testing process.
In the training process, the task is to determine the threshold of the SampEn for fault detection and train the mRVM multiple classifier. The main steps of the training process are as follows:
(1) Collect sufficient vibration samples of the rolling bearing under different fault conditions and construct the vibration sample set; (2) For each vibration sample, calculate the SampEn value and determine the fault detection threshold; (3) In the vibration sample set, calculate the WPEEs of vibration samples under different fault conditions and generate the feature vector set under different fault conditions; (4) Establish the mRVM classifier by using the feature vector set.
The main steps of the testing process are as follows:
(1) Acquire the vibration signal of the rolling bearing and partition it into non-overlapping segments with the setting length N; (2) Calculate the SampEn value of the vibration signal by the fast algorithm of the sample entropy according to Section 2.2; (3) Compare the SampEn value of vibration signal with the threshold value to determine whether the rolling bearing has faults or not. If the SampEn value is smaller than the threshold value, this result suggests that the rolling bearing is running at normal conditions; jump to step (1) to continue collecting the vibration signals of the rolling bearing. In contrast, if the SampEn value is larger than the threshold value, then proceed to step (4); (4) Decompose the vibration signal by the WPT, calculate the WPEE of the reconstructed signal of each node in the last level, and generate the fault feature vector; (5) Input the fault feature vector into the trained mRVM to identify the fault type; (6) Output the fault diagnosis result. The main steps of the testing process are as follows:
(1) Acquire the vibration signal of the rolling bearing and partition it into non-overlapping segments with the setting length N; (2) Calculate the SampEn value of the vibration signal by the fast algorithm of the sample entropy according to Section 2.2; (3) Compare the SampEn value of vibration signal with the threshold value to determine whether the rolling bearing has faults or not. If the SampEn value is smaller than the threshold value, this result suggests that the rolling bearing is running at normal conditions; jump to step (1) to continue collecting the vibration signals of the rolling bearing. In contrast, if the SampEn value is larger than the threshold value, then proceed to step (4); (4) Decompose the vibration signal by the WPT, calculate the WPEE of the reconstructed signal of each node in the last level, and generate the fault feature vector; (5) Input the fault feature vector into the trained mRVM to identify the fault type; (6) Output the fault diagnosis result. 
Fault Severity Analysis Process
The fault diameter of the rolling bearing directly affects the running state of the rolling bearing, which is a manifestation of the fault severity. Therefore, the energy contained in the vibration signal of the rolling bearing under different fault severities is different. In this paper, the wavelet packet 
The fault diameter of the rolling bearing directly affects the running state of the rolling bearing, which is a manifestation of the fault severity. Therefore, the energy contained in the vibration signal of the rolling bearing under different fault severities is different. In this paper, the wavelet packet energy entropy is used to describe the fault severity of the rolling bearing. To further analyze the fault severity on the basis of accurate fault type identification, this paper adopts the mRVM to further identify the fault severity under the same fault type. The fault severity analysis process is described below:
(1) Vibration signals of the rolling bearing with different fault diameters under the same fault are sampled and segmented according to a certain length to form a sample set of vibration signals under different fault severities; (2) WPEE feature extraction is performed on the sample set composed of vibration signals with different fault severities under different fault types and the set of feature vectors representing the fault severity is composed; (3) The mRVM model is modeled by using the sample set obtained in step (2) , which can be used to analyze the fault severity of the rolling bearing.
As long as there are enough samples of vibration signals of the rolling bearing with different fault diameters, the WPEE can be used to describe the fault severity and the mRVM can be used to identify the fault severity.
Experiments and Results
Experimental Data and Setup
To verify the effectiveness of the proposed rolling bearing fault diagnosis and severity analysis method, the experimental data selected in this paper are all obtained from the Bearing Data Center of Case Western Reserve University and the rolling bearing experiment system and its sketch are shown in Figure 4 . The accelerometers were placed at two positions, one at the drive end of the motor and the other at the fan end. Faults were introduced separately at the inner raceway, outer raceway, and rolling element by using electro-discharge machining. The vibration signals of the rolling bearing included four types: Normal, ball fault (BF), inner race fault (IRF), and outer race fault (ORF). The rolling bearing was tested under four different loads of 0, 1, 2, and 3 horse power (hp), each type of fault ranging from 0.007 inches to 0.040 inches in diameter. Motor bearings were seeded with faults using electro-discharge machining (EDM). Faults ranging from 0.007 inches in diameter to 0.040 inches in diameter were introduced separately at the inner raceway, rolling element (i.e., ball), and outer raceway. Faulted bearings were reinstalled into the test motor and vibration data was recorded for motor loads of 0 to 3 horsepower (motor speeds of 1797 to 1720 rpm). The sampling rates of the data were 12 kHz and 24 kHz. The drive-end and fan-end bearing specifications, including the bearing geometry and defect frequencies are listed in Tables 1 and 2 , respectively. Figure 5 shows the vibration signals collected under different rolling bearing conditions for a load of 0 hp. Further details can be found on the Case Western Reserve University website [35] .
outer raceway. Faulted bearings were reinstalled into the test motor and vibration data was recorded for motor loads of 0 to 3 horsepower (motor speeds of 1797 to 1720 rpm). The sampling rates of the data were 12 kHz and 24 kHz. The drive-end and fan-end bearing specifications, including the bearing geometry and defect frequencies are listed in Table 1 and Table 2 , respectively. Figure 5 shows the vibration signals collected under different rolling bearing conditions for a load of 0 hp. Further details can be found on the Case Western Reserve University website [35] . In this study, the sampling rate was set to 12 kHz and the drive-end rolling bearing data under four different loads of 0, 1, 2, and 3 hp with fault diameters of 0.007 in, 0.014 in, 0.021 in, and 0.028 in were collected. The working conditions of the collected rolling bearing data are illustrated in Table 3 , where " " indicates the data sets that are selected and "*" indicates the data sets that are not available. In this study, the sampling rate was set to 12 kHz and the drive-end rolling bearing data under four different loads of 0, 1, 2, and 3 hp with fault diameters of 0.007 in, 0.014 in, 0.021 in, and 0.028 in were collected. The working conditions of the collected rolling bearing data are illustrated in Table 3 , where "" indicates the data sets that are selected and "*" indicates the data sets that are not available. 
Fault Detection Experiment
To demonstrate the effectiveness of the fast SampEn algorithm for rolling bearing fault detection, fault detection experiments are conducted in this section. When the SampEn is used to detect dynamical changes in vibration time series, the vibration signal should be partitioned into several non-overlapping segments with a suitable length. As discussed in Section 2, the length of the time series N has enormous implications for the calculation time. Thus, setting an appropriate length N is important for the SampEn calculational efficiency. Obviously, the length N should not be too large because the calculation time would be too long. However, N should not be too small because the SampEn value would not be effective for the fault detection of rolling bearings. Zhang et al. set N = 2400 and successfully detected and diagnosed a rolling bearing fault [36] . Zheng et al. [37] and Wang et al. [38] respectively set N = 4096 and N = 2000 with a sampling frequency of 20 kHz. Li et al. set N = 2400 with a sampling frequency of 12 kHz [15] . In comparison, this study sets N = 2400, which not only conserves the calculation time but also produces reasonable statistical validity.
The embedding dimension can be set as m = 1 or m = 2. To detect the dynamics of the change in the vibration signal and realize fault detection, set m = 2. The value of the similarity tolerance r affects the sensitivity degree of the SampEn to the time series complexity. The smaller the value of r is, the greater the impact of noise in the calculation results. However, the larger the value of r is, the more detailed the information loss in the time series. Therefore, the similarity tolerance is set to 0.1, which can detect the complexity changes more effectively than other settings.
According to the discussion above, this study set N = 2400; the first 120,000 points of each original collected signal were divided into 50 segments and all of the vibration signals under different conditions are partitioned into 2400 non-overlapping segments. The SampEn values for all 2400 samples are calculated and are shown in Figure 6 .
In Figure 6 , the SampEn values of samples with a fault are larger than those of the normal samples. In other words, samples with a fault have more complexity than normal samples. When the rolling bearing is working in normal conditions, the vibration mainly stems from the coupling between mechanical parts and the environmental noise, which have a certain regularity, so the SampEn values are relatively small. In contrast, when faults occur, the vibration signal of the bearing becomes more complex due to the introduction of some uncertain components. As a result, the SampEn values significantly change.
The appropriate threshold value is set to 0.3, which can distinctly divide the samples with faults from normal samples irrespective of the fault diameter and the load, as shown in Figure 6 . As a result, the SampEn value of the vibration signal can be an effective method to detect bearing faults. However, the SampEn value alone cannot be used to distinguish between three types of faults from Figure 6 . It also cannot be used to illustrate the fault diameter. Therefore, it is necessary to further analyze the vibration signals, extract more features, and then use an effective classifier to identify the fault type and the fault diameter. Figure 6 . In Figure 6 , the SampEn values of samples with a fault are larger than those of the normal samples. In other words, samples with a fault have more complexity than normal samples. When the rolling bearing is working in normal conditions, the vibration mainly stems from the coupling between mechanical parts and the environmental noise, which have a certain regularity, so the Several complexity analysis algorithms of time-domain data have also been selected to handle the same sample sets in this paper. In this experiment, different complexity analysis algorithms are calculated for all 2400 segments of the vibration signal sample set and their average running times are shown in Table 4 . As shown in Table 4 , the permutation entropy, fuzzy entropy, and SampEn are able to detect the fault in the rolling bearing signal and the fast SampEn has an enormous advantage in terms of algorithm speed. Therefore, the fast SampEn has the potential to be a real-time method for the fault detection of rolling bearings. 
Fault Feature Extraction Experiment
If the rolling bearing has faults, the fault feature should be extracted for further fault identification. In this paper, the WPEE is used to describe fault characteristics. To illustrate the effectiveness of the proposed feature extraction method, the relevant experiments are conducted in this section. Figure 7 shows the vibration signal decomposed by the WPT with a load of 0 hp and a fault diameter of 0.007 in under a ball fault. The experimental vibration signal is from Bearing Data Center of Case Western Reserve University and the sampling frequency is 12 kHz. The selection of a wave basis not only has a great influence on the effectiveness of signal decomposition and fault feature extraction, but also further affects the accuracy of the rolling bearing fault diagnosis results. Generally, an orthogonal basis should be selected in the wavelet packet transformation and the common orthogonal basis functions are those of the Harr, Daubechies, Coiflets, Symlets, and Meyer families. Daubechies (abbreviated to dbN, where N denotes the number of wavelet order) wavelets can be applied to different signals by changing the order of the wavelet. In this study, dbN is selected as the wavelet basis for wavelet packet analysis and the vibration signal under rolling bearing failure state is decomposed and analyzed by setting the appropriate order N. As shown in Figure 7 , the WPT can effectively decompose the vibration signal of a rolling bearing under a ball fault into a series of decomposed signals over different frequency ranges and the spectrum of each node is distinctly different. The fault characteristics of the vibration signal are contained in the decomposed signals and the WPEEs of the vibration signal are used as the feature vector. The dimension of the feature vector is important for fault identification. If the number of wavelet packet levels is 5, the dimension of the feature vector is 32, which is too large to use machine-learning algorithms for fault identification. Moreover, if the number of wavelet packet levels is 3, the dimension of the feature vector is 8, which cannot highlight some features of the rolling bearing. To guarantee the analysis precision and speed, a 4-level WPT is chosen; the number of nodes after decomposition is 16 and the original vibration signals are decomposed into 16 sub-signals. After the signal is decomposed by the wavelet packet, the energy entropy of the reconstructed signal of each node is calculated and the feature vector is formed according to the node order. Then, each sample is represented by a 16-dimensional vector. The type of wavelet basis also has a certain influence on the analysis of the vibration signal; "db10" is chosen as the wavelet basis in this paper. The WPEE feature extraction results under different fault types of rolling bearings for a load of 2 hp are shown in Figure 7 . Figure 7a presents the WPEE of a ball fault (BF) with different fault diameters, Figure 7b shows the WPEE of an inner race fault (IRF) with different fault diameters and Figure 7c shows the WPEE of an outer race fault (ORF) with different fault diameters. As shown in Figure 7a -c, choosing "db10" as the wavelet basis can clearly distinguish three types of faults and fault diameters. According to the above, "db10" is chosen as the wavelet basis and the WPT level is set to 4. Then, the energy entropy of the reconstructed signal of each node is calculated in the last level and forms the 16-dimensional feature vector for further fault diagnosis. It can be seen from this figure that the fault characteristics extracted from different fault types are also greatly different, which indicates that under different fault conditions, the energy concentration frequency band is different and different fault diameters also affect the energy entropy value of each frequency band. Therefore, the application of the WPEE in bearing fault feature extraction can reveal the energy distribution in various frequency bands in the form of entropy and effectively characterize the rolling bearing fault type.
As shown in Figure 8 , there is a large difference in the energy entropy between node 2, node 6, and node 14 under the different fault types. The wavelet packet energy entropy clustering diagram under different fault conditions for a load of 2 hp is shown in Figure 9 . Figure 9 shows the energy entropy clustering of the second node, the sixth node, and the fourteenth node in the fourth level, in which "BF1", "BF2", "BF3", and "BF4", respectively, represent ball fault samples with fault diameters of 0.007, 0.014, 0.021, and 0.027 in and the inner race fault and outer race fault are in turn. From this figure, the features of different fault conditions show good clustering, but since only 3 of the 16 dimensions in the feature vector are taken as the display, there is some overlap between some fault conditions. The dimension of the feature vector is important for fault identification. If the number of wavelet packet levels is 5, the dimension of the feature vector is 32, which is too large to use machine-learning algorithms for fault identification. Moreover, if the number of wavelet packet levels is 3, the dimension of the feature vector is 8, which cannot highlight some features of the rolling bearing. To guarantee the analysis precision and speed, a 4-level WPT is chosen; the number of nodes after decomposition is 16 and the original vibration signals are decomposed into 16 sub-signals. After the signal is decomposed by the wavelet packet, the energy entropy of the reconstructed signal of each node is calculated and the feature vector is formed according to the node order. Then, each sample is represented by a 16-dimensional vector. The type of wavelet basis also has a certain influence on the analysis of the vibration signal; "db10" is chosen as the wavelet basis in this paper. The WPEE feature extraction results under different fault types of rolling bearings for a load of 2 hp are shown in Figure  7 . Figure 7a presents the WPEE of a ball fault (BF) with different fault diameters, Figure 7b shows the WPEE of an inner race fault (IRF) with different fault diameters and Figure 7c shows the WPEE of an outer race fault (ORF) with different fault diameters. As shown in Figure 7a -c, choosing "db10" as the wavelet basis can clearly distinguish three types of faults and fault diameters. According to the above, "db10" is chosen as the wavelet basis and the WPT level is set to 4. Then, the energy entropy of the reconstructed signal of each node is calculated in the last level and forms the 16-dimensional feature vector for further fault diagnosis. It can be seen from this figure that the fault characteristics extracted from different fault types are also greatly different, which indicates that under different fault conditions, the energy concentration frequency band is different and different fault diameters also affect the energy entropy value of each frequency band. Therefore, the application of the WPEE in bearing fault feature extraction can reveal the energy distribution in various frequency bands in the form of entropy and effectively characterize the rolling bearing fault type.
As shown in Figure 8 , there is a large difference in the energy entropy between node 2, node 6, and node 14 under the different fault types. The wavelet packet energy entropy clustering diagram under different fault conditions for a load of 2 hp is shown in Figure 9 . Figure 9 shows the energy entropy clustering of the second node, the sixth node, and the fourteenth node in the fourth level, in which "BF1", "BF2", "BF3", and "BF4", respectively, represent ball fault samples with fault diameters of 0.007, 0.014, 0.021, and 0.027 in and the inner race fault and outer race fault are in turn. From this figure, the features of different fault conditions show good clustering, but since only 3 of the 16 dimensions in the feature vector are taken as the display, there is some overlap between some fault conditions. 
Fault Identification and Severity Analysis Experiment
To illustrate the fault identification and severity analysis effect of the proposed fault diagnosis method for rolling bearings, various types and fault diameters introduced in Section 6.1 are taken into account in the experiments. For each vibration signal in the vibration sample set, the length of signal segments is set to 2400 and the first 120,000 points in each type of vibration signal are divided into 50 non-overlapping sub-signals. Twenty sub-signals of each vibration signal in each fault type are randomly selected as training samples and the remaining 30 samples are all taken as test samples. Therefore, a total of 880 training samples and 1320 testing samples are used for experiments. The feature vectors of the above samples are extracted by the WPEE, thus composing the feature vector sets under different fault conditions. The mRVM classifier is established for performing the fault identification of the rolling bearings.
The Gaussian kernel function is selected; σ is the kernel parameter for mRVM1 and mRVM2.
Each experiment is repeated 10 times and the fault identification accuracy irrespective of the load and fault diameter is shown in Table 5 . It can be seen that both versions of the mRVM are able to classify the fault types of the rolling bearings with high recognition accuracy. mRVM2 obtains satisfactory results in this experiment, with the classification accuracy reaching as high as 99.47%; however, the classification accuracy of mRVM1 is slightly worse than that of mRVM2. These results show that mRVM2 offers better performance than mRVM1 in an unknown sample classification. Table 6 shows the results of fault diameter identification with the same fault type irrespective of the load. The fault diameter identification of each fault type achieves excellent results and the fault severity identification accuracy exceeds 99%. Table 7 shows the results of the fault type and diameter identification irrespective of the load. The number of categories is 11 and the average classification accuracy is 98.75%. Table 8 shows the results of the fault type and diameter identification under the same load and the proposed fault diagnosis method still has a high identification accuracy. Table 6 -8 illustrates that the proposed fault severity analysis method based on the WPEE and mRVM exhibits good performance in the fault diagnosis of rolling bearings. 
The Gaussian kernel function is selected; σ is the kernel parameter for mRVM 1 and mRVM 2 . Each experiment is repeated 10 times and the fault identification accuracy irrespective of the load and fault diameter is shown in Table 5 . It can be seen that both versions of the mRVM are able to classify the fault types of the rolling bearings with high recognition accuracy. mRVM 2 obtains satisfactory results in this experiment, with the classification accuracy reaching as high as 99.47%; however, the classification accuracy of mRVM 1 is slightly worse than that of mRVM 2 . These results show that mRVM 2 offers better performance than mRVM 1 in an unknown sample classification. Table 6 shows the results of fault diameter identification with the same fault type irrespective of the load. The fault diameter identification of each fault type achieves excellent results and the fault severity identification accuracy exceeds 99%. Table 7 shows the results of the fault type and diameter identification irrespective of the load. The number of categories is 11 and the average classification accuracy is 98.75%. Table 8 shows the results of the fault type and diameter identification under the same load and the proposed fault diagnosis method still has a high identification accuracy. Tables 6-8 illustrates that the proposed fault severity analysis method based on the WPEE and mRVM exhibits good performance in the fault diagnosis of rolling bearings. To further experimentally demonstrate the effectiveness and superiority of the proposed method, some comparisons are conducted between the present work and recently published works regarding bearing fault diagnosis using different methods. Table 9 reports the comparative result between the current study and the recently published literature. In Table 9 , fault types and fault severities are combined to be diagnosed and a comparison is made on the basis of the feature extraction methods and fault classifier. The proposed fault diagnosis method has a better diagnostic effect than that of the recently published works. The results of the experiments and the comparative studies prove the superiority and capacity of the proposed method for rolling bearing fault diagnosis and fault severity analysis; the proposed method has good development and application prospects in the field of rotating machinery fault diagnosis.
Conclusions
In this paper, a novel fault diagnosis and severity analysis for rolling bearings based on the fast sample entropy, the wavelet packet energy entropy, and the multiclass relevance vector machine is presented.
(1) The time complexity of the vibration signal increases when a fault occurs in the rolling bearing.
To improve the real-time performance of the fault detection process, a fast sample entropy algorithm based on a kd tree is adopted. The rolling bearing failure can be effectively identified by calculating the fast sample entropy of the vibration signal and this fault detection method can effectively improve the real-time performance of fault detection process. (2) Considering that the vibration signals are complex and exhibit non-stationarity and non-linearity, the wavelet packet energy entropy is adopted as the fault feature extraction method. First, the wavelet packet transform decomposes the fault signal into different frequency bands. Then, the wavelet packet energy entropy values of the reconstructed signals of each node in the last level of the wavelet packet are calculated and the fault feature vector is generated. The wavelet packet energy entropy can effectively extract the fault information of a rolling bearing vibration signal with good feature description performance and the extracted feature vector has strong separability. (3) The fault feature vectors are fed into a multiclass relevance vector machine classifier to identify the fault type as well as the fault severity. The results of the experiments in this paper, which take into account multiple combinations of fault types and fault diameters, show that the proposed method can diagnose the fault type as well as the fault severity with high accuracy.
This paper provides a novel fault diagnosis and fault severity analysis method and an effective exploration method for fault severity analysis on the basis of accurate identification of fault types. In this paper, the classifier method is used to analyze the fault severity of rolling bearings; the future research will focus on the analysis of the fault severity by means of a prediction method and the influence of fault location on bearing fault diagnosis [39] . 
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