ABSTRACT. In [8) Matzinger showed how to reconstruct almost every three color scenery, that is a coloring of the integers Z with three colors, by observing it along the path of a simple random walk, if this scenery is the outcome of an i.i.d. process. This reconstruction needed among others the transience of the representation of the scenery as a random walk on the three-regular tree T 3 . Den Hollander (private communication) asked which conditions are necessary to ensure this transience of the representation of the scenery as a random walk on T3 and whether this already suffices to make the reconstruction techniques in [8) work. In this note we answer the latter question in the affarmative. Also we exhibit a large class of examples where the above mentioned transience holds true. Some counterexamples show that in some sense the given class of examples is the largest natural class with the property that the representation of the scenery as a random walk is transient.
INTRODUCTION
The following problems to which this paper will make a contribution were discovered in the context of ergodic theory, for example in connection with the so-called T -T- 1 _ problem (see Kalikow [3] ), and phrased as statistical questions independently by den Hollander and Keane [2J and Benjamini and Weiss. For our purposes we will consider the one dimensional lattice Z. Actually, the following problems make sense also for arbitrary graphs, but as there are hardly any results apart from the case when this graph is Zd for some dEN, we immediately concentrate to our object of desire. Assume that Z is colored with m colors. More precisely, we consider two such colorings, that is we consider two functions 'r/,~: Z -+ {O, ... ,m -I} and call these functions m-color sceneries or simply sceneries. Let (Sk)kENo be symmetric and simple random walk on Z starting in the origin and walking without holding, that is So = 1 and 1 P(Sk+l = X + 11Sk = x) = P(Sk+l = X -11Sk = x) = "2 for all x E Z and kENo. Moreover define X := (Xk)kENo to be the color record of (Sk)kENo' that is either Xk = ~(Sk) for all k or Xk = 'r/(Sk) for all k depending on which scenery we observe the colors. The question now is: can we just by observing X (and, of course, without any further knowledge of (Sk)kENo) tell on which of the sceneries ~ or 'r/ this color record X has been produced? Remarkable answers to this question (even for the two-dimensional case) have been given by Benjamini and Kesten [1] , who showed that if ~ and TJ are produced by an i.i.d. process on Z (that is to say, if ~ (z) and TJ( z), Z E Z are i.i.d. random variables), then ~ (z) and TJ( z) can almost surely be distinguished by their color record, if the dimension d = 1,2 and m ~ 2 is arbitrary. More precisely in this situation, there exists a test which tells with probability one on which of ~ and TJ the color record X has been produced (even with a slightly stronger version of distinguishability excluding trivial solutions such as benefiting from the fact that e.g. ~ 
(O) # TJ(O)).
Also Kesten (see [4] ) showed that in dimension one, if m ~ 5, and ~ is again i.i.d. we can almost surely detect a single defect in ~ from knowing X, that is, we can almost surely tell, whether X has been produced on ~ or a scenery TJ differing from ~ in one vertex i E Z, only. Here and in the following the notion "almost surely" will refer to a probability measure lP describing both, the randomness in (Sk)kENo, and the randomness in ~ (or in ~ and TJ, if we are interested in two sceneries) and making (SkhENo and ~ (or, (Sk)kENo, TJ, and~, respectively) independent.
Indeed even more is true: In dimension one Matzinger showed in [8] , [9] that for arbitrary m ~ 2 one can even almost surely reconstruct ~ from X = (~(Sk)hENo' that is one can reproduce a scenery ~' from X which is equal to ~ up to translation and reflection at the origin. All these results are particularly surprising, since on the other hand it is known that there are uncountably many sceneries which cannot be distinguished by their color record, This has recently been proven by Lindenstrauss [6] .
The analogue to the reconstruct ability of ~ from X in two dimensions has been recently proven by the authors under the conditioned that m is large enough (see [7] ).
Basically all reconstruction and distinction techniques cited above (with one exception) seem to strongly exploit the fact that the scenery is an i.i.d. process, that is that ~(z), z E Z are i.i.d. random variables. Only the methods employed by Matzinger in [8] are partially combinatorial and therefore seem to allow for a generalisation to other sceneries. Indeed, den Hollander (private communication) asked what conditions for the scenery would be necessary to make the reconstruction ideas in [8] work. In fact, we consider an answer to this question interesting in its own rights as it sheds some light on the universality of the solution to the above problem. In particular, the roots of the scenery reconstruction problem in ergodic theory make it attractive to ask for the ergodic properties of the sceneries needed to ensure reconstructability. Moreover, it was pointed out to us, that similar ideas might be useful in the context of DNA reconstruction. As a DNA sequence usually is assumed to be Markov-dependent of some type (at least the assumption of i.i.d. letters is rather far fetched) an analysis of what kind of sceneries are reconstruct able might also be helpful concerning possible applications. This paper is divided into five sections. Section 2 contains a description of the basic setup and the central result of this paper. In Section 3 we describe the fundamental reconstruction algorithm, while Section 4 contains a proof that the algorithm actually works under the conditions of Theorem 2.1. Finally in Section 5 we give the most important examples .where Theorem 2.1 applies and also cases where it does not apply and actually reconstruction along the ideas of this paper is not possible.
Furthermore, we indicate that for these examples not only we can reconstruct a randomly chosen scenery ~, but also that there is a very powerful test for distinguishing it from any other scenery.
THE SETUP AND THE MAIN RESULT
Before we give the central result of our paper in this section let us quickly introduce and recall the most important notations. So, if not mentioned otherwise, in what follows ~ will always be a one dimensional 3-color scenery, that is ~ : Z ~ {O, 1, 2}.
Actually, the generalisation to m 2 4 is easy and straight forward, but there will also be examples with m = 2 where Theorem 2.1 applies. We will always choose ~ randomly from a class of sceneries in such a way that the conditions of Theorem 2.1 are fulfilled.
Moreover let S = (SkhENo be symmetric, simple random walk without holding on Z starting in the origin. The measure IP will denote the product measure on the product space of all sceneries and all random walk paths (with the obvious marginals). Hence we will always assume independence of the walks and the sceneries. The central problem will be to reconstruct ~ from its color record
under S (by xl[O, n] we will denote the first n + 1 observations). More precisely, we want to find a measurable mapping
Here for two sceneries 7] , ~ E {O, 1, 2}Z we write ~ rv 7] (and say that they are equivalent), if there are a E Z and S E {-1, +1} such that
For the idea of the reconstruction algorithm the following representation of ~ as a path on a colored tree is essential. In our case this tree will be the 3-regular tree T3 := (V3, E 3 ), that is the connected, infinite tree with all its vertices v E V3 having degree 3. We choose one (arbitrary) vertex and call it the origin o. We color T3 (or more precisely V 3 ) in three different ways <po, <pI and <p2. Up to isomorphisms of the tree these colorings are uniquely defined by the color of the origin (or root) 0 i)
and the following construction rule ii) For each v E V3 let {VI, V2, V3} be the set of its neighboring vertices (according to the graph topology induced by E3). Then
for each i = 0,1,2. Now we can represent ~ as a nearest neighbor path R on T3 (taking the randomness in ~ into account this will be a random path, but note that other than in [8] R is not necessarily a random walk on T3) ' This will be done in the following way. a) Choose the coloring <pi with i = ~(a). (Note that we know ~(a) as the random walk S is supposed to start in zero). b) We let R = (R(Z))ZEZ be the nearest neighbor random path (that is R(z) and R(z + 1) are adjacent for each z E Z) on T3 colored with <p~(O) such that
Note that given T 3 , the choice of 0, and the coloring this path R is unique. This representation of ~ as a random path on T3 colored with <p~(O) will indeed help us to reconstruct ~ up to equivalence. To this end note that knowing R plus knowing ~(a) is indeed equivalent to knowing~. Unfortunately, we do not know R but only R 0 S (the latter because of
and thus we can reconstruct R 0 S from X) . Interestingly, the only knowledge we require about R in order to reconstruct ~ is that it is transient, that is that the random path R (again recall that R is random as ~ is random) visits each vertex v E V3 only finitely many times almost surely. This is a considerable improvement of Matzinger's previous result [8] , who even for i.i.d. sceneries needed some further conditions. A major tool in the proof of the following theorem will consist of reformulation of this transience in terms of crossings of some pieces of the tree T3 by R. Here such that lP(A(X) tV 0 = 1.
THE ALGORITHM
In this section we are going to present the basic reconstruction scheme, while details will be left to the proofs to follow in the next section. The core of this algorithm consists of stopping the random walk S infinitely many times at the same place. We will see in the next section that this indeed is already enough to be able to reconstruct ~ up to equivalence. Actually this stopping of the random walk is of a different nature, when ~ is essentially symmetric (by this we mean that there is a
. Therefore, we first test ~ on essential symmetry. This symmetry can also be expressed in terms of the path R on T3 which will exploit in the first step of the algorithm.
Step 1 of the Reconstruction Algorithm: Test whether there are v =I-W E V3 such that there is only one shortest crossing of (v,w) From Step 1 the algorithm proceeds in two different directions depending on whether it has been successful (that is there are v, w with only one shortest crossing of (v, w) by R) or not. The first case will be called Case A the other one Case B.
Case A (there is at least one pair v =I-w such that there is only one shortest crossing of (v, w) ) :
Here we proceed by producing infinitely many stopping times all stopping S at the same point.
Step 2 of the Reconstruction Algorithm: Stop the random walk S infinitely often at the same point.
Finally, we use these stopping times to reconstruct ~.
Step 3 of the Reconstruction Algorithm: Reconstruct ~ up to equivalence with probability one from these stopping times.
In Case B, where for every v =I-w E V3 there are at least two shortest crossings of (v, w) by R, we have to apply a slightly different techniques.
Case B (For all v, w E V3 there are at least two shortest crossings of (v, w):)
Step 2 of the Reconstruction Algorithm: Stop the random walk S infinitely often at two different points.
Of course, this is a very rough description of the algorithm. We will fill its different steps with life in the next section, where we prove that it actually works.
PROOF THAT THE ALGORITHM WORKS
In this section we show that under the condition that R is transient the algorithm actually reconstructs ~ up to equivalence with probability one. This proof is split into different parts. In the first part we show that if the walk is transient, then almost surely there are vertices v, w E V3 such that there are at most two crossings of (v, w) by R. 
Also note that because Vn E 1m R one of the above two crossings really can be found. 0
As the we will see in the next lemma not only we either are in Case A or in Case B, but also is there a test which reveals with probability one (given a full color record) in which of the two situations we are. Moreover, notice that the distribution function of W can be explicitly calculated, when there is only one shortest crossing from v to wand we know its length. Indeed, denoting by 1 the length of such a shortest crossing and considering the renewal process, with a renewal after every every time where the random path R 0 S has walked from v to w in 1 steps, we can calculate the probability that a time t is a renewal time. As a matter of fact, this can be done be observing that, if there is only one shortest crossing of (v, w), this crossing corresponds (by the random path R) to two points Zl, Z2 E Z with R(Zl) = v and R(Z2) = wand IZI -z21 = l. So the probability of having a renewal at time t equals the probability of walking with S from Z2 to Zl in t -1 steps times 2-1 (for a straight crossing from Zl to Z2). By a standard exercise in renewal theory, this also yields the probability that t is the time of a first renewal, hence the distribution function of W.
As we can also estimate the length l by T with probability one correctly, we can, in principal, calculate the distribution function of W in the case where there is only one shortest crossing of (v, w) by R.
Finally, we can also test whether there is only one shortest crossing of (v, w) by R correctly with probability one.
.. denotes all intervals where the random path RoS walks from v to w in 1 = T steps, so Sl < tl < S2 < t2 < ... and R(S(Si)) = v and R(S(ti)) = w for all i = 1,2,.... The by the law of large numbers (GlivenkoCantelli-Lemma) the empirical distribution function of the "first renewal times" converges to some distribution function F with probability one as n goes to infinity (of course, again, here we exploit the recurrence of S which gives us infinitely many such crossings).
If there is only one shortest crossing of (V, w) by R, the distri bu tion function F will equal F with probability one, otherwise F will be a mixture of the F i , hence larger than F.
differs from F (which we can calculate as indicated above) we conclude that there is more than one such shortest crossing, otherwise we decide that there is only one shortest crossing of (v, w) by R. As has been shown above this test succeeds in giving the correct number of shortest crossings of (v, w) with probability one.
0
In the next steps we will see that the algorithm actually works in Case A. To this end we first have to show that we can indeed stop the random walk S infinitely often at the same place. So, let 
Thus, whenever we observe that the random walk RoS (which can reconstruct from X) walks from v to w, in time t we know that also with probability one the random walk S must be at the same place when RoS has reached w. Hence we can cO!;lstruct a stopping rule and stop S, whenever R 0 S has walked from v to w in time T. This rule stops S always at the same place. Now, by recurrence of S with probability one there are infinitely many time intervals of length t where R 0 S walks fromv to w, and thus the above rule stops S infinitely often at the same place with probability one. At first glance it might seem that the sequence of stopping times 7(1),7 (2) Proof. We will proof this lemma by induction. Say, we stop the random walk infinitely often in the point z E Z. Of course, we then know the color of z. To find out the color of z -1 and z + 1 we let the random walk S run one further step (after we have stopped it in z) and read off the color of the next point. As we have infinitely many such stopping times we will eventually see both, the color of z + 1 and the color of z -1 with probability one. Since we are only interested in reconstruction up to shifts and reflection of the scenery this knowledge
. This is the beginning of the induction.
For the induction step assume we already have reconstructed ~ up to shifts and
The other case will be treated similarly at the end of this proof.
First we introduce the set of all nearest neighbor paths of length n + 1 that starting in z in the first n steps read the same color sequence as a straight walk to the right:
and its subset where we exclude the straight walk to the right (the straight walk to the left is automatically excluded as we have already assumed that ~ is nonsymmetric with respect to reflection at z)
With the help of the sets Sn and S~ we construct two measures on the space {O, 1, 2}:
(if S~ = 0 we simply set 7r~ 0.)
Now the following three observations are crucial: First note that the desired color of z + n + 1 is the only color with a higher value (probability) under 7r n than under 7r~, hence where supp denotes the support of a function and for a real number a we write· a+ for sup{a, a}.
Second, observe that from knowing ~I[ z -n,z+n] (which we know by our induction hypotheses), we can construct S~ and therefore also calculate 7r~. Finally, we also have an arbitrarily good approximation for 7r n . Indeed, let us denote by iJT the set of all times t ::; T where we stop the random walk S in the point z.
Then by the strong Markov property of the stopping times and the law of large numbers
tE{}T converges to 7r n , when T becomes large. Thus with probability one
T~oo consists of precisely one element and reveals the color of z + n + 1.
The same technique can be applied to reconstruct ~( z -n -1). To this end we simply replace Sn by Sn defined as
and proceed as above.
If finally, ~ restricted to [z-n, z+n] is symmetric under reflection at z, the support of (7r n -7r~)+ (7r n and 7r~ defined as above) may either consist of one or of two elements.
More precisely, it will be one-elementary, if also ~(z -n -1) = ~( z + n + 1), in which case we simply assign this color to each of the two vertices z -n -1 and z + n + 1.
and also will consist of two elements (with the notation introduced above the latter will be the "right colors" with probability one, again). As we only aim at reconstructing ~ up to translations and reflections we do not to need to care about to which of z -n -1 and z + n + 1 we assign which of the two colors. We will call such shortest crossings distinct as opposed to the non-distinct shortest crossings, where each sequence of colors read by R when following such a shortest crossing of (v, w) agrees with the sequence of colors of another shortest crossing of (v, w).
The case of distinct shortest crossings is actually quite similar to Case A, and actually we will also apply Lemma 4.6 for the reconstruction. Before doing so we show that we really can find out whether there are distinct or non-distinct shortest crossings of (v, w) by R. Proof. Note that due to the recurrence of S (and hence of R 0 S) the random path R 0 S will follow each shortest crossing of (v, w) by R infinitely often. These "direct"
passages from v to w can be determined as above, since they are the only ones happening in the "shortest observed time"
with probability one. So comparing the color record (that is the color read during such a fastest passage) of these shortest crossings form v to w, we see whether there is only one such color record or whether there are different ones. In the first case the shortest crossings are definitely non-distinct while in the latter case we can test whether the limiting empirical distribution function of any fixed of these color records is different from the distribution function of a color record of length T,
given that it is produced on one shortest crossing between two points at distancef'. 
A(X) rv ~ for lP'-almost all walks S and fixed R (note that A will depend on v and w).
Proof. Note that we only need to prove this theorem in the case where the two crossings have the same length T and are non-distinct, otherwise there is one shortest crossing or Lemma 4.9 applies.
Again we will prove this lemma in two steps. In the first step we will show how to reconstruct every finite piece of scenery under the assumptions of the lemma. In the second (short) part we then will prove that this already suffices to reconstruct the whole scenery (up to equivalence).
So let us assume we know that for two fixed points v =1= w E 113 that there are precisely two crossings of (v, w) by R. By the representation R of ~ these two crossings correspond to two intervals, say [Z1' Z2J and (z~, z~l (without loss of generality Z2 < z~ Then 0 -T will estimate z~ -Z2 correctly with probability one. The reason for this is that the distribution of the "first renewal times" will first notice that there is more than one shortest crossing of (v, w) by R when the time t is t = z~ -Z2 + T.
Moreover, from these estimates we can also deduce in which of the two situations
For the rest of this proof we will without loss of generality assume that R(zr) = R(z~) = w,
Next we will reconstruct (l[z2, zU. To this end we stop the random walk S, whenever RoS has walked from w to v in time t (which will happen infinitely happen, again, since S is recurrent). According to the above we then know with probability one that S is either is in Z2 or in z~, both with positive probability. To understand this in greater detail, first consider the Markov chain on {Z2' zD, that enters Z2 after each time S has walked from ZI to Z2 in time T and that enters z~ after each time S has walked from z~ to z~ in time T and otherwise stays where it is.
It is easy to see, that this Markov chain has the uniform distribution (charging each of z~, z~ with probability 1/2) as its invariant measure. Hence also, the empirical distribution of the colors read in the next step after each time the path R 0 S has walked from w to v will converge to a distribution that assigns probability 1/4 to each of ((Z2 -1), ((Z2 + 1), ((z~ -1), and ((z~ + 1) (of course, some of these colors will agree, in this case the probability of this color is just the sum of the above probabilities) . Now note that we indeed know ((Z2 -1) = ((z~ + 1). Hence we are able to figure out the colors of ((Z2 + 1) and ((z~ -1). As a matter of fact, if the limiting empirical distribution 1r of the colors read in the next step after each time the path R 0 S has walked from w to v, satisfies 1r(((Z2 -1)) = 1, then and ((z~ -1) will be this i (resp. these i's). Actually, 71'(( (Z2 -1) ) cannot be less that 1/2 since ((Z2 -1) = ((z~ -1).
Following these ideas and the ideas already presented in the proof of Lemma 4. is increasing to infinity (0 the origin of T3)' Then, according to Lemma 4.1, the number of crossings N n of (0, v n ) by R with probability one converges to a limit which is either 1 or 2. As we are in Case B this limit can only be 2. As N n is always an integer this means that N n equals 2 for all but a finitely number of n's. Hence if we apply the reconstruction algorithm proposed in Lemma 4.10 to v = 0 and w = V n , we will get the correct scenery with probability one for all but a finite number of n's. Thus, if we denote by An the reconstruction proposed in Lemma 4.10 based on the points v = 0 and w = V n , we know that
exists with probability one (up to equivalence) in any reasonable topology as the sequence will be essentially constant (constant for all but a finite number of n's). With probability one this limit will agree (up to equivalence) with ~. D
This finishes the proof of the fact that the algorithm proposed in Section 3 works.
EXAMPLES
In this section we shall discuss situations where the only assumption of Theorem 2.1, the transience of the representation R of the scenery ~ is satisfied and also such examples, where this assumption is violated, although the distribution of the colors is stationary and ergodic.
Before we start with these examples, let us remark that, of course, the situation where the colors are the output of an i.i.d. experiment, that is the situation where
is covered by Theorem 2.1. As a matter of fact, this was already shown by one of the authors in [8] and has been the starting point of the present paper.
Before presenting a large class of examples where the condition of the transience of R is satisfied, we first discuss three counterexamples, which will motivate the conditions in this main class of examples below. The counterexamples will show that in a certain sense the class of distribution we give below is the largest "natural class" for Theorem 2.1 to hold. As a matter of fact, weakening the assumptions of the class "in a natural way" results in a representation R of the scenery ~ which is no longer transient.
The first example will be one, where R trivially cannot be transient. The above example illustrated that R might be recurrent, although all nice ergodic properties (such as stationarity and mixing properties) are fulfilled. The reason, of course, is that, as demonstrated above, R despite offulfilling all these nice properties, may still have a finite image. The next example shows that on the other hand also, 1m R may be infinite and R is still not transient . 
is again not fulfilled
This example might, of course, not be too surprising, as it is well-known that a one-dimensional random walk on the integers Z without drift and holding is recurrent. However, we gave this example, as it is the building block of the following example, which is definitely more surprising. It basically states, that the condition.
of transience of R might even be violated, when 1m R is infinite and the distribution of the colors has nice ergodic properties. Even more is true in the example below 1m R will be as "truly two-dimensional" as possible, in the sense that there are three infinite branches in 1m R. 
With the help of renewal theory we now show that the sequence of colors produced by this mechanism is stationary and ergodic. Indeed, if we consider the renewal process, such that there is a renewal time, whenever a word from S is finished, then the greatest common divisor of these renewal times is one (since all words have odd length) and the mean renewal time is finite (which follows immediately from the definition of 7r). Hence it follows from renewal theory that there exists a stationary measure for the renewal times. Hence also the corresponding distribution of the colors on

If then ~ is essentially tree-like, R is almost surely transient.
The theorem will be proved after the following lemma which justifies the notion "essentially tree-like" . This follows, since X is finite and therefore we can find constants Ll < 00 and p > 0 such that independent of where we start with Rn we have hit the sphere of radius d 2 centered in the starting point after L1 steps with probability at least p > o.
This implies (5.5) and therefore by large deviation estimates also (5.4) . Thus the statement of the theorem follows. 0
