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THE SYMMETRIC FUNCTION
h0(M 0,n,L
x1
1 ⊗L
x2
2 ⊗ · · · ⊗ L
xn
n )
RAHUL PANDHARIPANDE1
0. Introduction
0.1. Summary of Results. Let n ≥ 3 be an integer. Let (C, p1, . . . , pn)
be a reduced, connected, (at worst) nodal curve of arithmetic genus 0
with n nonsingular marked points. (C, p1, . . . , pn) is Deligne-Mumford
stable if wC(p1 + . . . + pn) is ample (where wC is the dualizing sheaf).
Let M 0,n denote the fine moduli space of Deligne-Mumford stable, n-
pointed, genus 0 curves. A foundational treatment of M0,n can be
found in [Kn]. Let Sn = {1, 2, . . . , n} be the marking set. For each
i ∈ Sn, a line bundle Li on M0,n is obtained by the following prescrip-
tion: the fiber of Li at the moduli point [C, p1, . . . , pn] ∈ M 0,n is the
cotangent space T ∗C,pi.
Proposition 1. Let x1, x2, . . . , xn be non-negative integers.
∀k > 0, Hk(M 0,n,L
x1
1 ⊗ L
x2
2 ⊗ · · · ⊗ L
xn
n ) = 0.
For non-negative xi, let γn(x1, x2, . . . , xn) = h
0(M 0,n,L
x1
1 ⊗ L
x2
2 ⊗
· · ·⊗Lxnn ). By Proposition (1) and the Hirzebruch-Riemann-Roch The-
orem, γn is a polynomial function: γn ∈ Q[x1, x2, . . . , xn]. The sym-
metric group Σn acts naturally on M 0,n by permuting the markings.
The action of Σn permutes the isomorphism classes of the line bundles
Li in the obvious manner. Therefore, γn is a symmetric polynomial
in x1, x2, . . . , xn. Since M 0,n is n − 3 dimensional, γn is of degree (at
most) n− 3.
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Let σ1, σ2, . . . , σn denote the elementary symmetric functions in x1, x2, . . . , xn.
σ1 = x1 + . . .+ xn
σ2 = x1x2 + x1x3 + . . .+ xn−1xn
...
σn = x1x2 · · ·xn.
The following equivalence is well-known:
Q[σ1, . . . , σn] =
(
Q[x1, . . . , xn]
)Σn
.
Hence, γn ∈ Q[σ1, . . . , σn].
Let R = Q[σ1, σ2, . . . ] be the infinite polynomial ring in the variables
{σd}|d∈N+ . Define a grading on R by assigning to the variable σd the
weight d. For f ∈ R, the degree of f is the highest weight of the
monomials that appear in f .
A Q-linear transformation T : R → R is defined as follows. Let
f ∈ R. Let e = degree(f). Therefore, f ∈ Q[σ1, σ2, . . . , σe]. The ele-
ment f corresponds to a symmetric function in the variables x1, . . . , xm
provided m ≥ e. Let g(x1, . . . , xm) be defined for non-negative integers
xi by
g(x1, . . . , xm) = f(x1, . . . , xm) +
m∑
i=1
xi−1∑
j=0
f(x1, . . . , xi−1, j, xi+1, . . . , xm).
(1)
The function g is manifestly a symmetric polynomial in x1, . . . , xm
of degree (at most) e + 1. Therefore g ∈ Q[σ1, σ2, . . . , σe, σe+1]. The
element g is independent ofm providedm ≥ e+1. Define T (f) = g ∈ R
for m in the stable range m ≥ e + 1.
Proposition 2. The function γn ∈ Q[σ1, . . . , σn] is determined by:
γn = T
n−3(1).
The author has benefited from conversations withW. Fulton, M. Kapra-
nov, and M. Thaddeus.
0.2. Computing T . Computing T is tedious but straightforward. If
f = 1, then degree(f) = 0. T (1) can be computed in the variable x1.
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By equation (1),
g(x1) = f(x1) +
x1−1∑
j=0
f(j) = 1 + x1 = 1 + σ1.
Hence T (1) = 1 + σ1.
Let n = 4. M 0,4
∼
= P1. Via this isomorphism, Li
∼
= OP1 (1) for
1 ≤ i ≤ 4. The function γ4 is easily evaluated:
γ4(x1, x2, x3, x4) = h
0(P1,OP1 (x1+x2 +x3+x4))
= 1 + x1 + x2 + x3 + x4
= 1 + σ1
= T (1).
Next, let f = σ1. T (σ1) can be computed in the variables x1, x2.
g(x1, x2) = f(x1, x2) +
x1−1∑
j=0
f(j, x2) +
x2−1∑
j=0
f(x1, j)
= x1 + x2 +
1
2
(x21 − x1) + x1x2 +
1
2
(x22 − x2) + x1x2
=
1
2
σ1 +
1
2
σ21 + σ2
Therefore, T (σ1) =
1
2
σ1 +
1
2
σ21 + σ2. By Proposition (2),
γ5 = T
2(1) = T (σ1 + 1) = T (σ1) + T (1) = 1 +
3
2
σ1 +
1
2
σ21 + σ2.
Proposition (2) leads to an easy calculation of h0(M0,n,L
x1
1 ). By
relation (1), for n ≥ 4,
h0(M 0,n,L
x1
1 ) =
x1∑
j=0
h0(M 0,n−1,L
x1
1 ).
It is easily seen h0(M 0,n,L
x1
1 ) =
(
n−3+x1
x1
)
uniquely satisfies the above
recursion and the boundary conditions at n = 3. The global sections of
Lx11 can also be computed by examining the morphism M 0,n → P
⋉−3
determined by H0(M 0,n,L1) (see section (1.1)).
The function γn is tabulated below for small values of n:
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γ3 = 1
γ4 = 1 + σ1
γ5 = 1 +
3
2
σ1 +
1
2
σ21 + σ2
γ6 = 1 +
11
6
σ1 + σ
2
1 + σ2 +
1
6
σ31 + σ1σ2 + 2σ3
γ7 = 1 +
25
12
σ1 +
35
24
σ21 +
5
4
σ2 +
5
12
σ31 +
5
4
σ1σ2 −
1
4
σ3
+
1
24
σ41 +
1
2
σ21σ2 +
5
2
σ1σ3 +
1
4
σ22 +
11
2
σ4
γ8 = 1 +
137
60
σ1 +
15
8
σ21 +
5
4
σ2 +
17
24
σ31 +
11
6
σ1σ2 +
11
4
σ3
+
1
8
σ41 +
3
4
σ21σ2 −
3
4
σ1σ3 +
1
4
σ22 −
21
2
σ4
+
1
120
σ51 +
1
6
σ31σ2 +
3
2
σ21σ3 +
1
4
σ1σ
2
2 +
17
2
σ1σ4 + σ2σ3 + 19σ5
1. The Line bundles Li
1.1. Expressions for Li. Let ρ : Un → M 0,n be the universal family of
pointed, stable curves. The are n sections s1, . . . , sn of ρ corresponding
to the markings. Consider the marking i. The projection ρ takes si
isomorphically to M 0,n. Let
x = [C, p1, . . . , pn] ∈M 0,n.
Let y ∈ si satisfy ρ(y) = x. The normal bundle to si in Un at y is
canonically the the tangent space TC,pi. Therefore
c1(Li)
∼
= ρ∗(−s
2
i ). (2)
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Note Un is canonically isomorphic to M0,n+1. Ln+1 on Un can be
expressed as follows:
Ln+1
∼
= ωρ(s1 + . . .+ sn) (3)
where ωρ is the relative dualizing sheaf of the morphism ρ : Un
∼
=
M0,n+1 →M 0,n. The proof of (3) requires a square diagram:
M 0,n+1#
pin+1
−−−→ M0,n+1
ν
y ρ
y
M0,n#
pin−−−→ M 0,n
M0,n+1# is the moduli space of n+2-pointed genus 0 stable curves with
marking set {1, . . . , n + 1,#}. The morphisms ν, ρ, pin, and pin+1 are
all contraction maps. Let Dn+1,# be the boundary divisor of M 0,n+1#
corresponding to the partition
{n + 1,#} ∪ {1, . . . , n}.
Dn+1,# is the section of pin+1 corresponding to the marking n + 1. A
simple examination of the blow-ups involved in the above square yields:
pi∗n+1(ωρ(s1 + . . .+ sn))|Dn+1,#
∼
= ων |Dn+1,# .
Since ων |Dn+1,#
∼
= −Dn+1,#|Dn+1,# , (3) is established by (2).
Another method of viewing L is as follows. Fix n marked points in
general linear position in P⋉−2. M. Kapranov has shown the closure
in the Hilbert scheme of the locus of rational normal curves passing
through the n marked points is canonically M 0,n ([K]). The universal
curve over the Hilbert scheme restricts to Un over M 0,n. Since the
universal curve over the Hilbert scheme naturally maps to P⋉−2, a
morphism
µ : Un → P
⋉−2
is obtained. Un is canonically isomorphic to M 0,n+1. There is an iso-
morphism:
Ln+1
∼
= µ∗(OP⋉−2(1)). (4)
On each fiber of ρ : Un →M 0,n, µ∗(OP⋉−2(1)) is isomorphic to ωρ(s1+
. . . + sn) (see [K]). Since both line bundles µ
∗(OP⋉−2(1)) and ωρ(s1 +
. . .+ sn) are trivial on the sections si of ρ,
µ∗(OP⋉−2(1))
∼
= ωρ(s1 + . . .+ sn)
on Un. Now (4) follows from (3).
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Finally, it is useful to express Ln+1 onM 0,n+1 as a linear combination
of boundary divisors. Let j, k ∈ Sn be distinct markings.
Ln+1
∼
=
∑
n+1∈A⊂Sn+1, j,k /∈A
DA (5)
where the set A is a subset of the marking set Sn+1 satisfying |A| ≥ 2.
As above, DA is the boundary divisor corresponding to the partition
Sn+1 = A ∪ Ac. Recall the map
µ : M 0,n+1
∼
= Un → P
⋉−2.
Consider the unique hyperplane H ⊂ P⋉−2 passing through the n− 2
marked points Sn \ {j, k}. The divisor µ∗(H) is easily seen to be the
right side of (5). By (4), the isomorphism of (5) is established. See [W]
for another proof of (5).
1.2. Contraction. It will be helpful in the sequel to denote Li on
M0,n by Li,n. Let n ≥ 3. Consider the contraction morphism
ρ : M 0,n+1 →M 0,n
obtained by omitting the marking n+ 1.
Lemma 1. ρ∗(Li,n) +Di,n+1
∼
= Li,n+1.
Proof. Let j, k ∈ Sn satisfy j, k 6= i. By the results of section (1.1)
ρ∗(Li,n)
∼
=
∑
i∈A⊂Sn, j,k /∈A
ρ∗(DA).
A comparison with
Li,n+1
∼
=
∑
i∈A⊂Sn+1, j,k /∈A
DA
yields Lemma (1).
2. The Proof of Proposition (1)
2.1. The Induction Ladder. Consider the following (infinite) com-
mutative diagram:
M 0,n+1#
νn−−−→ M 0,n#
νn−1
−−−→ M 0,n−1#
pin+1
y pin
y pin−1
y
M 0,n+1
ρn−−−→ M0,n
ρn−1
−−−→ M 0,n−1
(6)
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The maps are all contraction morphisms: pin contracts #, νn−1 con-
tracts n, ρn−1 contracts n. The diagram starts with M 0,3 on the lower
right corner and extends left. Denote the composition ρn ◦ · · · ◦ ρm−1
by ρm,n (similarly for ν).
Recall Li,n is the line bundle corresponding to the ith marking on
M0,n. For m > n, the pull-back line bundle onM 0,m, ρ
∗
m,n(Li,n), is also
denoted by the same symbol Li,n.
Let L#,n# be the line bundle corresponding to the marking # on
M0,n#. Again L#,n# will also denote the pull-back line bundle, ν∗m,n(L#,n#)
on M 0,m# for m > n.
Proposition (1) is established by an induction on the ladder (6). The
following Lemmas are needed in the induction.
Lemma 2. Let n ≥ 3. The line bundle L#,n# behaves well under
ladder base changes:
(i.) For all k ≥ 0 and m ≥ n, pim∗(Lk#,n#)
∼
= ρ∗m,npin∗(L
k
#,n#).
(ii.) For all k ≥ 0 and m ≥ n, R1pim∗(Lk#,n#) = 0.
Proof. By (4), L#,n# is generated by global sections on M 0,n#. There-
fore Lk#,n# is generated globally on M 0,m#. Any line bundle generated
by global sections on a genus 0, stable, pointed curve has no higher
cohomology. Hence, Lk#,n# has no higher cohomology on the fibers of
pim. By the Cohomology and Base Change Theorems,
R1pim∗(L
k
#,n#) = 0.
Consider the fiber product:
τm :M 0,m ×M0,n M 0,n# → M0,m.
Again by Base Change, τm∗(Lk#,n#)
∼
= ρ∗m,npin∗(L
k
#,n#). There is natural
map
M 0,m# →M 0,m ×M0,n M0,n# (7)
which commutes with pim and τm. It is easy to check that the natural
map of vector bundles τm∗(Lk#,n#)→ pim∗(L
k
#,n#) induced by (7) is an
isomorphism on fibers.
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Lemma 3. Let n ≥ 4. The following exact sequences of vector bundles
exist on M 0,n for each pair of integers a, b ≥ 0:
0→ pin∗(L
a+1
#,n−1# ⊗ L
b
#,n#)→ pin∗(L
a
#,n−1# ⊗ L
b+1
#,n#)→ L
a
n,n → 0.
(8)
Proof. By Lemma (1), there is a linear equivalence L#,n−1# +D#,n
∼
=
L#,n#. Note:
L#,n#|D#,n = 0,
L#,n−1#|D#,n
∼
= −D#,n|D#,n. (9)
Tensoring the sequence (10) with La#,n−1# ⊗ L
b+1
#,n# yields (11).
0→ O(−D#,n)→ O → OD#,n → 0 (10)
0→ La+1#,n−1# ⊗ L
b
#,n# → L
a
#,n−1# ⊗L
b+1
#,n# → L
a
#,n−1#|D#,n → 0.
(11)
Equivalence (9) implies pin∗(La#,n−1#|D#,n)
∼
= Lan,n. By a global sections
argument as in Lemma (2), the terms of sequence (11) have vanishing
higher direct images under pin. Sequence (8) is obtained by pushing-
forward sequence (11).
Lemma 4. Let n ≥ 3. Let N be a line bundle on M 0,n satisfying
the following condition for all non-negative integers z3, . . . , zn and all
k > 0 :
Hk(M0,n,N ⊗
n⊗
i=3
Lzii,i) = 0. (12)
Then for all b ≥ 0 and k > 0,
Hk(M0,n, pin∗(L
b
#,n#)⊗N ) = 0. (13)
Proof. If b = 0, the vanishing (13) is a consequence of (12) since
pin∗(O)
∼
= O. Assume b > 0. The proof is a simple consequence of
Lemmas (2) and (3). Consider the sequences for 0 ≤ j ≤ b − 1 ob-
tained from (8) by tensoring with N :
0→ pin∗(L
j+1
#,n−1#⊗L
b−j−1
#,n# )⊗N → pin∗(L
j
#,n−1#⊗L
b−j
#,n#)⊗N → L
j
n,n⊗N → 0.
The vanishing (13) is reduced by these sequences and repeated appli-
cation of (12) to:
∀b ≥ 0, ∀k > 0, Hk(M 0,n, pin∗(L
b
#,n−1#)⊗N ) = 0.
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But since, pin∗(Lb#,n−1#)
∼
= ρ∗n−1pin−1∗(L
b
#,n−1#) by Lemma (2), it suf-
fices to show:
∀b ≥ 0, ∀k > 0, Hk(M 0,n, ρ
∗
n−1pin−1∗(L
b
#,n−1#)⊗N ) = 0.
Pulling-back the sequences (8) for n − 1 to M0,n via ρn−1, tensoring
with N , and repeatedly applying (12), the vanishing (13) is further
reduced to:
∀b ≥ 0, ∀k > 0, Hk(M 0,n, ρ
∗
n−1pin−1∗(L
b
#,n−2#)⊗N ) = 0.
Applying Lemma (2), it suffices to show
∀b ≥ 0, ∀k > 0, Hk(M 0,n, ρ
∗
n,n−2pin−2∗(L
b
#,n−2#)⊗N ) = 0.
This process finally reduces the original claim (13) to:
∀b ≥ 0, ∀k > 0, Hk(M0,n, ρ
∗
n,3pi3∗(L
b
#,3#)⊗N ) = 0.
Since pi3∗(Lb#,3#) is a trivial bundle over the point M 0,3, the Lemma is
proven.
2.2. The Induction. A slightly stronger version of Proposition (1) is
needed for the induction:
Proposition 1′. Let n ≥ 3. Let xi,j (for 1 ≤ i ≤ j, 3 ≤ j ≤ n ) be
non-negative integers.
∀k > 0, Hk(M0,n,
⊗
i,j
L
xi,j
i,j ) = 0.
Proof. The Proposition certainly holds for n = 3 since dim(M 0,3) = 0.
Assume the Proposition holds for n. Let xi,j (for 1 ≤ i ≤ j, 3 ≤ j ≤
n) be non-negative integers. Let y1, . . . , yn, y# also be non-negative
integers. Let L1,n#, . . . ,Ln,n#,L#,n# denote the line bundles onM 0,n#
corresponding to the markings 1, . . . , n,# . Consider the following line
bundle on M 0,n#:
L(y1, . . . , yn, y#)⊗N
∼
= L
y#
#,n# ⊗
n⊗
t=1
Lytt,n# ⊗
⊗
i,j
L
xi,j
i,j .
where N =
⊗
i,j L
xi,j
i,j and
L(y1, . . . , yn, y#) = L
y#
#,n# ⊗
n⊗
t=1
Lytt,n#.
It suffices to prove for all k > 0, Hk(M 0,n#,L(y1, . . . , yn, y#)⊗N ) = 0.
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As before, let pin denote the contraction map pin : M 0,n# → M0,n.
For each 1 ≤ t ≤ n,
Lt,n +Dt,#
∼
= Lt,n#.
The following exact sequences on M 0,n# therefore exist for each 1 ≤
t ≤ n and non-negative integers a, b:
0→ La+1t,n ⊗L
b
t,n# → L
a
t,n ⊗L
b+1
t,n# → L
a
t,n|Dt,# → 0. (14)
Via the natural identification pin : Dt,#
∼
= M 0,n, the following isomor-
phisms hold:
L#,n#|Dt,#
∼
= O,
Lt,n#|Dt,#
∼
= O, (15)
∀s 6= t, Ls,n#|Dt,#
∼
= Ls,n,
∀ 1 ≤ i ≤ j, 3 ≤ j ≤ n, Li,j|Dt,#
∼
= Li,j.
By repeated use of (14) along with the inductive assumption of coho-
mology vanishing on M 0,n
∼
= Dt,#, it suffices to prove
∀k > 0, Hk(M 0,n#,L
y#
#,n# ⊗N
′) = 0,
N ′
∼
=
n⊗
i=1
Lyii,n ⊗N .
In effect, the sequences (14) are used to convert factors of Li,n# to
Li,n one at a time. The remaining factors of L#,n# are handled by the
following method. Since R1pin∗(L
y#
#,n# ⊗N
′) = 0, for all k > 0,
Hk(M 0,n#,L
y#
#,n# ⊗N
′)
∼
= Hk(M 0,n, pin∗(L
y#
#,n# ⊗N
′)).
Since pin∗(L
y#
#,n#⊗N
′)
∼
= pin∗(L
y#
#,n#)⊗N
′ and N ′ satisfies the vanishing
(12) by the inductive assumption on M0,n, the proof of the Proposition
is completed by Lemma (4).
3. The Proof of Proposition (2)
The proof of Proposition (1′) gives a recursive (in n) method to
calculate
h0(M 0,n,
⊗
i,j
L
xi,j
i,j )
for non-negative xi,j . There are 3 reasons why this full recursion is not
pursued here:
(i.) The full recursion is complicated.
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(ii.) More data is required in the recursion than is needed in Proposi-
tion (2).
(iii.) The full recursion does not respect the symmetry of the variables
in Proposition (2).
Fortunately there is simple way to sidestep these problems.
Recall γn(x1, x2, . . . , xn) = h
0(M 0,n,L
x1
1,n ⊗ L
x2
2,n ⊗ · · · ⊗ L
xn
n,n) is a
symmetric function of degree (at most) n − 3 in x1, . . . , xn. The map
from symmetric functions in x1, . . . , xn to to symmetric functions in
x1, . . . , xn−1 given by setting xn = 0 is bijective for symmetric functions
of degree at most n − 1. Both spaces are spanned by monomials in
σ1, . . . , σn−1 of degree at most n−1. Hence γn is completely determined
by γn(x1, . . . , xn−1, 0).
Suppose the symmetric function γn is known. To determine γn+1,
it suffices to know γn+1(x1, . . . , xn, 0). The vanishing of the last entry
leads to a great simplification in the recursion of Proposition (1′). Let
γn+1(x1, . . . , xn, 0) = h
0(M0,n#,
n⊗
t=1
Lxtt,n#).
From the sequences (for 1 ≤ t ≤ n)
0→ La+1t,n ⊗ L
b
t,n# → L
a
t,n ⊗ L
b+1
t,n# → L
a
t,n|Dt,# → 0 (16)
and the restriction equations (15), the following relation is easily de-
duced:
γn+1(x1, . . . , xn, 0) = γn(x1, . . . , xn)+
n∑
i=1
xi−1∑
j=0
γn(x1, . . . , xi−1, j, xi+1, . . . , xn).
The sequences (16), as before, are used to convert factors of Lt,n#
to Lt,n. By Proposition (1′), all higher cohomology vanishes. It is
the omission of the factor L#,n# that simplifies the recursion. This
concludes the proof of Proposition (2).
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