We have developed a new geodetic inversion method for space-time distribution of fault slip velocity with time-varying smoothing regularization in order to reconstruct accurate time histories of aseismic fault slip transients. We introduce a temporal smoothing regularization on slip and slip velocity through a Bayesian state space approach in which the strength of regularization (temporal smoothness of slip velocity) is controlled by a hyperparameter. The time-varying smoothing regularization is realized by treating the hyperparameter as a timedependent stochastic variable and adopting a hierarchical Bayesian state space model, in which a prior distribution on the hyperparameter is introduced in addition to a conventional Bayesian state space model. We have tested this inversion method on two synthetic data sets generated by simulated aseismic slip transients. Results show that our method reproduces well both rapid changes of slip velocity and steady-state velocity without significant oversmoothing and undersmoothing, which has been hard to overcome by the conventional Bayesian approach with time-independent smoothing regularization. Application of this method to transient deformation in 2002 caused by a silent earthquake off the Boso peninsula, Japan, also shows similar advantages of this method over the conventional approach.
I N T RO D U C T I O N
In recent years, arrays of continuously operated Global Positioning System (GPS) receivers have recorded transient crustal deformations resulting from aseismic fault slip events. For example, transient deformation caused by earthquake afterslip has widely been observed by GPS arrays (e.g. Heki et al. 1997; Miyazaki et al. 2004 ). In addition, silent earthquakes (also called slow slip events), which are spontaneous aseismic slip events, have been inferred from GPS data in central Japan (e.g. Ozawa et al. 2002) , southwest Japan (e.g. Hirose et al. 1999) , Cascadia (e.g. Dragert et al. 2001 ) and southern Mexico (e.g. Kostoglodov et al. 2003) , and space-time fault slip inversions have been applied to some of these events.
Imaging time evolution of aseismic slip events is important for inferring spatiotemporal relationships between aseismic slip and seismicity. It has been demonstrated that slow slip events in some subduction zones are correlated with non-volcanic tremors (Rogers & Dragert 2003; Obara et al. 2004) . Slow slip events on the San Andreas fault and on Kilauea volcano are associated with increased levels of microseismicity (Linde et al. 1996; Segall et al. 2006) . Furthermore, it has been suggested that aseismic slip events may trigger relatively large earthquakes (Murakami et al. 2006; Pritchard & Simons 2006) . Stressing due to afterslip can also contribute to the temporal evolution of aftershocks (e.g. Schaff et al. 1998; Perfettini & Avouac 2004; Perfettini et al. 2005) . In order to investigate causal relationships between aseismic slip and seismicity, we require detailed images of the time evolution of aseismic slip. Finally, the time evolution of aseismic slip velocity can be used to infer fault frictional properties (Miyazaki et al. , 2006a Hsu et al. 2006) . Segall & Matthews (1997) presented a space-time fault slip inversion method, the Network Inversion Filter (NIF), based on the state space (Kalman filtering) method (e.g. Kalman 1960; Kitagawa & Gersch 1996) , one of the Bayesian sequential estimation methods (e.g. Kitagawa 1984 Kitagawa , 1987 Kitagawa & Gersch 1996) . In their method, a temporal smoothness prior is employed to regularize the inversion. Specifically, . GPS time-series (pluses) at Erimo-1 (0019) (Miyazaki et al. 2006b ). Solid lines show predicted displacements from the afterslip distribution obtained by the NIF (Miyazaki et al. 2006b ). (a) East component, (b) North component.
slip acceleration is assumed to be a Gaussian white noise process whose variance governs the temporal smoothness of slip. Thus the variance is often called temporal smoothing parameter. It is also called a hyperparameter in the Bayesian modelling framework. This hyperparameter is estimated by maximizing the likelihood (e.g. Kitagawa & Gersch 1996; Segall & Matthews 1997) . The NIF and its modified version, the Extended Network Inversion Filter (ENIF) , have been applied to earthquake afterslip (e.g. Segall et al. 2000; Bürgmann et al. 2001; Miyazaki et al. 2004; Hsu et al. 2006) and to slow slip events (e.g. Ozawa et al. 2001 Ozawa et al. , 2002 Miyazaki et al. 2003; Murray & Segall 2005) . In the NIF and the ENIF frameworks, the hyperparameter (temporal smoothing parameter) is assumed to be constant over time. Under this assumption, rapid changes of slip velocity may be oversmoothed because the hyperparameter is too small (i.e. temporal smoothing regularization is too strong) to trace such rapid changes. On the other hand, the estimated slip velocity during periods of steady slip may be too oscillatory because the hyperparameter is too large (i.e. temporal smoothing regularization is too weak). Therefore, it may be difficult to image, for example, the nucleation of slow slip events or rapid decay of slip velocity in the very early stage of post-seismic slip. For example, Hsu et al. (2006) applied the ENIF to GPS time-series after the 2005 Nias-Simeulue earthquake to estimate time evolution of afterslip. They showed that fit of the estimated afterslip to the GPS time-series is poor for a short period immediately after the main shock (see fig. S4 of Hsu et al. 2006) . Miyazaki et al. (2006b) employed the NIF to image afterslip for 7 months following the 2003 Tokachi-oki earthquake in Japan. Fig. 1 shows comparison of observed GPS time-series and predicted displacements from their NIF inversion for 50 d following the earthquake at a GPS station close to their estimated afterslip area. From Fig. 1 , it is clear that their afterslip model cannot fit the rapid displacements immediately after the earthquake. We infer that these poor fits are due to oversmoothing of rapid afterslip decay.
In order to overcome this difficulty, Fukuda et al. (2004) developed an inversion method for temporal variation of fault slip with timevarying smoothing regularization by introducing a temporal change of the hyperparameter. They applied this method to synthetic data sets generated by transient aseismic slips and compared the inverted slip histories with those obtained by the conventional inversion method. They showed that the slip histories estimated by their inversion method did not suffer from significant oversmoothing and undersmoothing of slip in the temporal domain, whereas those obtained by the conventional inversion method with a constant hyperparameter were oversmoothed and undersmoothed. Although their method has such an advantage, fault slip was assumed to be spatially uniform. It is necessary to relax this assumption in order to obtain detailed images of spatiotemporal evolution of aseismic slip events.
In this study, we extend the work of Fukuda et al. (2004) to include spatial variability of fault slip and slip velocity. Following Fukuda et al. (2004) , we introduce a time-varying hyperparameter for temporal smoothness of slip velocity to avoid the oversmoothing/undersmoothing problem. We combine the hierarchical Bayesian approach (e.g. MacKay 1992) with state space Kalman filtering (e.g. Kitagawa & Gersch 1996; Segall & Matthews 1997) to estimate the temporal variation of the hyperparameter. We call this approach hierarchical Bayesian state space approach. This approach treats the hyperparameter as a stochastic variable and estimates the posterior distribution of the hyperparameter in the Bayesian framework. In the following section, we present the new geodetic inversion method for space-time distribution of fault slip. In Section 3, the method is applied to simulated data sets and results are compared with the conventional method that assumes a constant hyperparameter. Finally, in Section 4, we apply the inversion method to a slow slip event off the Boso peninsula, central Japan, and demonstrate the advantages over the conventional method.
I N V E R S I O N M E T H O D

Statistical model
We use a hierarchical Bayesian state space model to estimate space-time distribution of fault slip and slip velocity with a time-varying hyperparameter. This method consists of two models: a state space model and a stochastic model of the hyperparameter evolution. The state space model is further comprised of an observation model and a system model. The observation model relates fault slip at depth to observed surface displacements and the system model describes the temporal smoothness prior on the fault slip. The observation model and the system model are formulated in Sections 2.1.1 and 2.1.2, respectively. The stochastic model of the hyperparameter evolution specifies the prior distribution of the hyperparameter and is presented in Section 2.1.3. Then we briefly describe the sequential estimation method for evolution of the hyperparameter, slip and slip velocity in Section 2.2.
Observation model
We consider displacement discontinuity, or slip s (ξ, t), at a point ξ and at a time t, on a fault surface A(ξ) embedded in a homogeneous, isotropic, elastic half-space. Let u(r, t) be the cumulative surface displacement as a function of station position r and time of measurement t. We model the surface displacement at r = r j and t = t n , u(r j , t n ), by
where the left-hand side is the ith component of u(r j , t n ). The first term on the right-hand side of (1) represents the surface displacement due to cumulative slip s(ξ, t) on the fault surface A(ξ), where G ik (r, ξ) is the elastostatic Green's function for dislocation (e.g. Okada 1985) . The summation over the index k shows contributions from strike and dip slip components. The second term L i (r j , t n ) represents coloured noise due to non-tectonic random benchmark motions (e.g. Langbein & Johnson 1997) . Segall & Matthews (1997) modelled coloured noise as random benchmark motions which were assumed to follow Brownian random walk processes and estimated random benchmark motions together with slip distribution in the NIF. They showed that this approach can distinguish fault slip-induced displacements from coloured noise. Further, Fukuda et al. (2004) demonstrated that this approach also works well for the fault slip inversion with time-varying smoothing regularization. Therefore, we incorporate random benchmark motions into our model. The third term on the right-hand side of (1), f i (t n ), represents errors that are common to all stations, the common-mode-errors, which are well known to be contained in GPS time-series (e.g. Wdowinski et al. 1997; Miyazaki et al. 2003) . The final term of (1), e ijn , represents the observation error that is assumed to follow a Gaussian distribution with zero mean and covariance σ 2 n , where n is a data covariance matrix and σ 2 is an unknown scale factor. In the case of GPS data, n is a covariance matrix of GPS site coordinates derived from GPS data processing. Because the GPS processing software does not fully model all error sources such as multipath or azimuthally varying path delays, the scale factor σ 2 is introduced to account for these error sources. We divide the fault surface A(ξ) into M f small subfaults and assume that slip is spatially uniform in each subfault. Because estimating the spatial distribution of slip is an ill-posed inverse problem, solutions may be extremely oscillatory due to measurement errors without any constraints on the spatial slip distribution. In order to obtain a slip distribution that is spatially smooth to some degree, spatial smoothing constraints are necessary. Here we adopt the method developed by Segall et al. (2000) in which spatial smoothing is implemented by representing the slip distribution with spatial basis functions. Following Segall et al. (2000) , the slip distribution at time t n , a n , is expanded in some spatial basis set B, a n = Bc n ,
where B is a 2M f × M matrix, c n is a M dimensional vector of time-varying coefficients, and M is the number of basis functions. The spatial basis functions B are given in (A15). These spatial basis functions are based on the singular value decomposition (SVD) solution to the fault slip inversion with spatial smoothing constraints (Harris & Segall 1987 ) and enforces spatial smoothing on the slip distribution. The degree of smoothness is controlled by the number of basis functions, M (see A16 and Segall et al. 2000) . Derivation of the basis functions is summarized in Appendix A.
Using the basis function representation of the slip distribution, the observation model (1) can be written in state space form as follows:
Here x n is an unknown state vector that contains c n ,ċ n , L i (r j , t n ) and f i (t n ), y n is a data vector, H n is a known matrix, and R n is defined by R n = σ 2 n . The subscript n corresponds to time t n . An explicit expression of the observation model (3) is given in Appendix A.
System model
Next, we introduce a system model that describes the temporal smoothness prior of the fault slip. We assume slip velocity follows a Brownian random walk process (i.e. slip velocity is locally nearly constant in time) following Segall & Matthews (1997) . For the kth spatial basis functions (the kth column of B), temporal evolution of slip is determined by the kth component of the time-varying coefficient c n , c k (t n ), and its first derivative with respect to time,ċ k (t n ). Temporal variation of c k (t n ) is expressed as follows:
Here t n is defined as t n − t n−1 , v
n is a 2-D vector of system noise that represents deviation from the constant slip velocity, and α 2 n is a time-varying hyperparameter that controls the magnitude of v (k) n . The random benchmark motions are assumed to follow Brownian random walk processes with scale parameter τ (unit length/time 1/2 ) (e.g. Langbein & Johnson 1997) following Segall & Matthews (1997) :
We assume that τ has the same value for all components of all sites. The common mode errors [third term in the right-hand side of (1)] are assumed to follow a Gaussian white noise process with system noise variance τ
The variance τ 2 f is treated as a known constant in this study. Combining (4), (5) and (6) yields the state space form of the system model:
where
Here F W n and Q W n are given by
and
I 3Ns ×3Ns and I 3×3 are 3N s × 3N s and 3 × 3 identity matrices, respectively, and N s is the number of observation sites.
Stochastic model of hyperparameter evolution
To allow temporal variations of the hyperparameter α n , we treat the hyperparameter as a time-varying stochastic variable following Fukuda et al. (2004) . Specifically, we introduce a time-varying stochastic variable A n whose realization corresponds toα
A n is assumed to be a discrete stochastic variable which takes a value among {α
(m) } at time t n where m denotes the number of candidate values.
In order to estimate the temporal evolution of A n , we introduce a stochastic model which describes a prior information for the temporal evolution of the hyperparameter. In this study, A n is assumed to follow a Markov process, that is,
. . , A j } is a set of A n from time t i to time t j . The stochastic model is realized by a Markov switching model with transition probability given by
where 0 ≤ β ≤ 1. This means that the probability of A n taking the same value as A n−1 is β, and the probability of A n taking a different value from A n−1 is (1 − β)/(m − 1). Hence the value of β controls the temporal smoothness of the hyperparameter evolution. We present a method to determine the value of β in Section 2.1.5.
Hierarchical Bayesian state space model
Letα 2 n be a realization of A n at time t n . Given a realizationα 2 n , the observation model (3), the system model (7), and the stochastic model of hyperparameter evolution (14), form a hierarchical Bayesian state space model as follows:
wherẽ
with Q W n defined in (12).
Model selection
We can determine the number of basis functions, M, and the value of β which controls the temporal smoothness of the hyperparameter evolution using a Bayesian model comparison framework (e.g. MacKay 1992 MacKay , 2003 . In this framework, relative plausibilities of models with different (M, β) values are evaluated by posterior probabilities of (M, β). If we have two different models with (M = M 1 , β = β 1 ) and (M = M 2 , β = β 2 ), the relative plausibility is given by the ratio of posterior probabilities of (M 1 , β 1 ) and (M 2 , β 2 ). Using Bayes' theorem, we obtain
where y is data, p(M, β|y) is the posterior probability, p(y|M, β) is the marginal likelihood, and p(M, β) is prior probability of (M, β). The second ratio, p(M 1 , β 1 )/ p(M 2 , β 2 ), on the right-hand side measures how much we favour the model with (M 1 , β 1 ) over that with (M 2 , β 2 ) before we collect the data. The first ratio, p(y|M 1 , β 1 )/ p(y|M 2 , β 2 ), expresses how well the model with (M 1 , β 1 ) predicts the data compared to that with (M 2 , β 2 ). When the posterior ratio on the left-hand side is greater than 1, we prefer (M 1 , β 1 ) over (M 2 , β 2 ). Similarly, if we have many models with different (M, β) values, the optimal value of (M, β) is the one that maximizes the posterior probability p (M, β|y) . In this study, we assume a uniform prior probability, that is, p(M, β) is constant for all the possible values of (M, β). In this case, the prior ratio, (20) is equal to unity and, as a result, the ratio of the posterior probabilities is proportional to the ratio of the marginal likelihoods. Therefore, the optimal value of (M, β) is the one that maximizes the marginal likelihood, p (y|M, β) . A method for computing the marginal likelihood is given in appendix C of Fukuda et al. (2004) .
Bayesian recursive estimation
For estimation of the hyperparameter A n and the state vector x n based on the hierarchical Bayesian state space model given in Section 2.1.4, we use a Bayesian recursive filtering algorithm, Monte Carlo mixture Kalman filter (MCMKF) introduced by Fukuda et al. (2004) . Here we briefly summarize the method. Readers are referred to section 3 of Fukuda et al. (2004) for more details. Let y i: j be a set of data vectors from time t i to time t j , that is, y i: j = {y i , y i+1 , . . . , y j }. The purpose of the MCMKF algorithm is to estimate the joint posterior distribution of the hyperparameter A 1:Ne and the state vector x n conditioned on data y 1:Ne , p(x n , A 1:Ne |y 1:Ne ), for n = 1, . . . , N e where N e is the number of observation epochs. As shown in (15) and (16), the state vector x n is linearly related to data while the hyperparameter A n is non-linearly related. The linear and the non-linear parameters in the joint posterior distribution, p(x n , A 1:Ne |y 1:Ne ), can be separated using an identity for joint probability, p(x n , A 1:Ne |y 1:Ne ) = p(x n |y 1:Ne , A 1:Ne ) p(A 1:Ne |y 1:Ne ).
The MCMKF estimates the linear part, p(x n |y 1:Ne , A 1:Ne ), using the Kalman filtering algorithm and the non-linear part, p(A 1:Ne |y 1:Ne ), using a Bayesian sequential Monte Carlo method which is conceptually similar to the particle filter (Kitagawa 1996) . In the MCMKF, we first estimate the posterior distribution of A 1:Ne , p(A 1:Ne |y 1:Ne ). For this purpose, two conditional distributions of A 1:n , (i) predictive distribution p(A 1:n |y 1:n−1 ) and (ii) filter distribution p(A 1:n |y 1:n ), are approximated by many 'particles' that can be considered to be independent realizations from each conditional distribution in a similar way as the particle filter (Kitagawa 1996) . Let A ( j) n|k be the jth realization of the distribution of A n given data y 1:k , p(A n |y 1:k ), and let A ( j)
i|k } denote the jth realization of the conditional distribution p(A 1:i |y 1:k ). Each of the predictive and filter distributions is approximated by N p (N p 1) realizations (particles) as follows:
( 22) and (23) mean that the predictive and the filter distributions are approximated by the following probability density functions:
where δ(x) is a discrete version of the delta function defined by δ(x) = 1 if x = 0 and δ(x) = 0 otherwise. Fukuda et al. (2004) showed that starting from {A
0|0 } which are realizations of an initial distribution for A n , p(A 0 ), a set of particles approximating the predictive distribution and the filter distribution are obtained recursively by implementing the following prediction and filtering algorithms for n = 1, . . . , N e :
The prediction step propagates the filter distribution at the previous epoch, {A
, through the stochastic model of the hyperparameter evolution (17) to form the predictive distribution, {A 
Intuitively, the prediction step [step (i)(a)-(b)] imposes temporal smoothing of the hyperparameter using (17), and then, in the filtering step [step (ii)], particles {A 1:n|n }. The details of these steps are described in Fukuda et al. (2004) . Using the prediction and the filtering algorithms recursively, we finally obtain N p particles {A Next, the MCMKF estimates the linear part in (21), p(x n |y 1:Ne , A 1:Ne ). The posterior distribution of x n conditioned on each particle, p(x n |y 1:Ne , A 1:Ne = A ( j) 1:Ne|Ne ), is a Gaussian distribution because x n is linearly related to data and the observation and the system noises are assumed to be Gaussian [see (15) and (16) . Eq. (29) means that p(x n |y 1:Ne ) is given by the sum of the Gaussian distributions each of which is obtained by the Kalman filter in which the hyperparameter history A 1:Ne is fixed to each particle A
1:Ne |Ne . It should be noted that we do not choose one particular particle as an optimal hyperparameter history. Instead, the information from the full posterior distribution of the hyperparameter, p(A 1:Ne |y 1:Ne ), is incorporated into the posterior distribution of x n , p(x n |y 1:Ne ).
A summary of the MCMKF algorithm is as follows: 
1:Ne|Ne ) for n = 1, . . . , N e using the Kalman filter. (vi) Compute p(x n |y 1:Ne ) for n = 1, . . . , N e using (29).
Kalman filter-based inversion method
In order to demonstrate the effectiveness of the new inversion method, it is necessary to compare results obtained by the new method with those obtained by the conventional inversion method. For this purpose, we introduce a Kalman filter-based inversion method which is similar to the conventional NIF method (Segall & Matthews 1997) . In this section, we briefly describe the Kalman filter-based inversion method used in this study.
We employ a state space model (e.g. Kitagawa & Gersch 1996; Segall & Matthews 1997) to formulate a statistical model. The state space model used in this study is the same as (15) and (16) except that the hyperparameter α 2 n /σ 2 is treated as a temporally invariable constant, not a time-varying stochastic variable.
In the framework of the state space modelling, mean vectors and covariance matrices of the posterior distributions of the state p(x n |y 1:Ne , α 2 , σ 2 ) given the hyperparameters α 2 ≡ α 2 n and σ 2 ,
are obtained using the Kalman filter algorithm (e.g. Kitagawa & Gersch 1996; Segall & Matthews 1997) . The hyperparameters α 2 and σ 2 are estimated by maximizing the likelihood, p(y 1:Ne |α 2 , σ 2 ). A recursive method for computing the likelihood is given by Kitagawa & Gersch (1996) and Segall & Matthews (1997) .
N U M E R I C A L E X A M P L E S
In this section, we examine the validity and advantages of the new inversion method through two numerical examples in which the method is applied to simulated data. The procedure for inverting simulated data is as follows. First, the fault geometry and the 'true' space-time slip distribution on the fault surface are specified. Second, surface displacement time-series at observation sites are computed based on the true slip distribution. Third, simulated data are generated by adding Gaussian white noise, random benchmark motions, and common mode errors to the surface displacement time-series. Finally, the simulated data are inverted to reconstruct the space-time distribution of slip and slip velocity. The validity of our inversion method is examined by comparing the estimated slip velocity with the true value and with that obtained by the conventional Kalman filter-based inversion method.
Simulated data
We consider a dipping thrust fault in a homogeneous, isotropic, elastic half-space as shown in Fig. 2 . The fault surface is discretized into 4 km × 4 km rectangular subfaults and slip on each subfault is assumed to be spatially uniform. Let (ξ 1 , ξ 2 ) be a coordinate of the centre of a subfault in ξ 1 -ξ 2 coordinate system defined in Fig. 2 . Let s(ξ 1 , ξ 2 , t n ) be the true slip magnitude on a subfault whose centre is located at (ξ 1 , ξ 2 ). s(ξ 1 , ξ 2 , t n ) as a function of (ξ 1 , ξ 2 ) and the time of measurement t n is assumed as follows:
where A s is a constant, ϕ(t n ) is a function which describes time dependence of the slip magnitude, and ξ 
where n = 1, 2, . . . , N e , N e = 97 and t 1 = 1, t 2 = 2, . . . , t 97 = 97 d. The true slip direction is assumed to be uniform in space and time with the rake angle of 120
• as shown in Fig. 2 .
The distribution of 81 observation sites on the ground surface is shown in Fig. 3 . We sample the horizontal and vertical displacements with observation noise, random benchmark motions, and common mode errors at the 81 stations with sampling interval of 1 d for 97 d. Surface displacement time-series at the observation sites are computed as the sum of contributions from slip on each subfault using the analytical expressions that relate surface displacements to a rectangular dislocation in a homogeneous elastic half-space (Okada 1985) . Finally, the observation noise (e ijn in eq. 1), the random benchmark motions [L i (r j , t n ) in eq. 1], and the common mode errors [ f i (t n ) in eq. 1] are added to the time-series to make a set of simulated data. The observation noise and the common mode errors are generated from Gaussian distribution with zero mean and standard deviation of 2 mm. The random benchmark motions are computed from Brownian random walk processes with scale parameter 1 mm yr −1/2 .
Inversion
We first discretize the slip distribution on the fault surface with 4 km × 4 km subfaults. Second, the spatial basis functions for slip distribution is generated following (A15). Third, the observation model (16) and the system model (15) the correlation between M and β is small because M determines spatial smoothness of slip distribution, whereas β controls the temporal smoothness of the hyperparameter evolution. Therefore, we first determine M with a fixed value of β and then estimate β with M fixed to the selected value. More specifically, we first fix β = 0.95 and apply the inversion method for M = 1, 2, . . . , 30. Fig. 4(a) shows the log marginal likelihood, log[ p(y 1:Ne |M, β)], as a function of M for β = 0.95, showing that the marginal likelihood is maximized at M = 18. Based on this result, we employ M = 18 basis functions below. Next, we compute the log marginal likelihood for β = 0.1, 0.2, . . . , 0.9 with the number of basis functions fixed to M = 18. Fig. 4(b) shows the log marginal likelihood as a function of β. The β value that maximizes the marginal likelihood is β = 0.8. Below, we show the inversion result for M = 18 and β = 0.8. presented in Fig. 6(c) . In the Kalman filter analysis, the hyperparameter α 2 /σ 2 is estimated by maximizing the likelihood and the estimated value is α 2 /σ 2 = 10 2 . The slip velocity distributions estimated by the conventional method have some considerable differences from true slip velocity distributions and those obtained by the new method. First, the estimated slip velocity is not zero at Day 43 when the true transient slip event has not started yet. Second, the estimated slip velocity at Day 46 and 54 is considerably smaller than true slip velocity. Finally, the estimated slip velocity has not fallen to zero after the end of the transient slip (Day 57). In other words, the slip velocity estimated by the conventional method is temporally oversmoothed during the transient slip event. This problem has been conquered by the new method (Fig. 6b) . Fig. 7 compares time histories of slip velocity magnitude at two points on the fault surface, (ξ 1 , ξ 2 ) = (74, 54) km and (ξ 1 , ξ 2 ) = (106, 54) km, obtained by the two methods with the true slip velocity history. The slip velocity history obtained by the conventional method is rather oscillatory during the steady-state periods, and is excessively smoothed during the true slip velocity changes. On the other hand, the slip velocity history estimated by the new method much better reproduces both slip velocity changes and the steady-state velocity. We measure the reproducibility of the two methods in terms of the rms residual between the true slip velocity distributions and the recovered ones:
Results and discussion
whereŝ n andṡ n are M f -dimensional vectors of the estimated and the true slip velocities at time t n , respectively. The values of r for the new and the conventional methods are 1.4 × 10 −2 and 4.2 × 10 −2 cm d −1 , respectively, indicating that the new method provides a better recovery of the true slip velocity than the conventional method. These results show that the differences between slip velocity estimated by the conventional method and true slip velocity are due to inappropriate temporal smoothing caused by the constant hyperparameter assumption. These results also demonstrate that introducing the time-varying hyperparameter A n considerably improves the ability of reproducing time history of slip velocity in slow slip events.
To examine the effect of the choice of β on the solution, we show in Fig. 8 the estimated temporal variations of the hyperparameter and slip velocity for β = 0.1 and 0.9. Comparison of the time histories of the hyperparameter for β = 0.1 (Fig. 8a) , β = 0.8 (Fig. 5a ) and β = 0.9 (Fig. 8b) shows that temporal roughness of the hyperparameter is controlled by β. Fig. 8(c) shows slip velocity histories at (ξ 1 , ξ 2 ) = (74, 54) km for β = 0.1, 0.8 and 0.9. Although the recovered slip velocity histories are generally similar to each other, the slip velocity history for β = 0.9 is smoother than that for β = 0.8 at which the log marginal likelihood is maximized, whereas that for β = 0.1 is slightly rougher than the case of β = 0.5. Therefore, the choice of β affects the estimated slip velocity histories, although the effect is not large in this inversion.
We check the effect of the initial distribution of the hyperparameter, p(A 0 ), on the solution. Figs 9(a) and (b) take significantly larger values than the estimated hyperparameter distribution shown in Fig. 5(a) . However, influence of the initial distribution can only be seen at the first epoch. On the other hand, influence of the initial distribution continues for a longer period in Fig. 9 (c) in which the initial distribution is close to the estimated hyperparameter distribution. Fig. 7(a) .
A more complex example
In the previous example, spatial distribution and time history of the true slip were very simple in that the spatial distribution has only one large slip area and the true slip accelerates and decelerates simultaneously everywhere on the fault. Here we test the new method with a more complex example in which the true slip distribution has two patches, each of which has a different time history. We use the same fault geometry and the same station distribution as used in the previous example (Figs 2 and 3) . We assume the true slip distribution for t n = 1, 2, . . . , 97 (d). Temporal variation of the true slip velocity distribution for the period between t n = 29 and 77 (d) is shown in Fig. 10 . Simulated daily time-series that contain fault slip-induced displacements, observation noise, random benchmark motions, and common mode errors are generated in the same way as described in Section 3.1. We apply the new inversion method to the simulated data in the same way as described in Section 3.2. The values of M and β are determined by maximizing the marginal likelihood. The resulting values are M = 30 and β = 0.55. We also apply the conventional Kalman filter-based inversion method for comparison. In the Kalman filter analysis, we use the same value of M as in the new method, and the hyperparameter α 2 /σ 2 is estimated by maximizing the likelihood and the estimated value is α 2 /σ 2 = 10 2 . Fig. 7(a) .
The posterior probability distribution of the hyperparameter A n estimated by the new method concentrates on values around 10 3 when slip velocity suddenly changes (t n = 40, 50, 60, 70). During other periods, the posterior probability distribution of the hyperparameter is distributed around smaller values (10 −4 -10 0 ). The Kalman filter-based estimate of the hyperparameter value, α 2 /σ 2 = 10 2 , is between the two ranges. This behaviour is similar to the previous example. Figs 11 and 12 show temporal variations of slip velocity distribution estimated by the new method and the Kalman filter-based method, respectively. Both methods underestimate the magnitude of slip velocity. This is because we impose spatial smoothing of slip by expressing the slip distribution in terms of a finite number of spatial basis functions. Comparison of the slip velocity distributions estimated by the Kalman filter-based method (Fig. 12 ) and the true slip velocity distributions (Fig. 10) shows that the Kalman filter-based method temporally oversmoothes the slip accelerations and decelerations and undersmoothes the slip velocity during the steady-state periods. On the other hand, Fig. 11 shows that the new method does not suffer from significant oversmoothing and undersmoothing and better reproduces the true temporal evolution. These results are qualitatively similar to the previous example. The rms residuals between the true and the estimated slip velocity distributions, r, defined in (34) for the new and the Kalman filter-based methods are 3.0 × 10 −2 and 4.7 × 10 −2 cm d −1 , respectively, indicating that the new method better reproduces the true slip velocity. This example suggests that the new method is useful not only for transient slip events with very simple slip evolution, but also for events with complex slip evolution.
A P P L I C AT I O N T O T H E 2 0 0 2 S L O W S L I P E V E N T O F F T H E B O S O P E N I N S U L A , J A PA N
Brief description of the event
The Boso peninsula is located in the southeast Kanto region in central Japan beneath which the Philippine Sea plate is subducting at the Sagami trough to the northwest (Fig. 13a) . In addition, the Pacific plate is subducting to the west beneath the Philippine Sea plate at the Japan trench (e.g. Ishida 1992 ). Recent continuous GPS measurements have revealed that the interseismic surface velocity in this region is about 2 cm yr −1 to the northwest relative to the landward plate in the southern part and smaller value in the northern part, reflecting interplate coupling between the Philippine Sea plate and the landward plate (Sagiya 2004) . Sagiya (2004) estimated interplate coupling rate between the Philippine Sea plate and the landward plate. According to his results, the estimated coupling rate off the east coast of the Boso peninsula is over 30 mm yr −1 in southern part and gradually decreases northward. The two plates are decoupled in the northern part.
In 1996 May, a continuous GPS array, GPS Earth Observation Network (GEONET) , detected aseismic transient displacements in the Boso peninsula (Sagiya 2004) . The observed transient displacements were southeastward, opposite to the displacements caused by interplate coupling. Sagiya (2004) analysed the transient deformation and found that the observed displacements are reasonably well fit by aseismic slip on the Philippine Sea plate interface off the east coast of the Boso peninsula. The aseismic slip region found by Sagiya (2004) is located between the strongly coupled and decoupled regions. In October 2002, six years after the 1996 transient, similar transient displacements caused by aseismic slip were recorded by GEONET at GPS sites in and around the Boso peninsula (Ozawa et al. 2003) . Ozawa et al. (2003) applied the NIF to estimate spatiotemporal evolution of aseismic slip and found that the observed displacements are well fit by aseismic slip on the Philippine Sea plate similar to the 1996 event.
In this section, we analyse the surface deformation data during the 2002 transient slip event off the east coast of the Boso peninsula using the new inversion method presented in Section 2 in order to demonstrate the effectiveness of the method.
Data
We use the daily GPS data from 77 stations of GEONET in Kanto district for the period between 16 August 2002 and 23 November 2002. The GPS phase and pseudo-range data are processed with the GIPSY-OASIS II software using the precise point positioning technique (Zumberge et al. 1997) , with fiducial-free satellite orbits, satellite clock offsets, and Earth orientation parameters provided by Jet Propulsion Laboratory (JPL). The obtained fiducial-free solutions are then transformed into ITRF2000 (Altamimi et al. 2002) reference frame using network transformation parameters given by JPL to yield daily coordinate time-series at the 77 stations. Horizontal displacements up to 3.7 cm were observed along the east coast of the Boso peninsula. On the other hand, observed vertical displacements are at most 0.8 cm, much smaller than horizontal displacements and within data uncertainties. Figs 14(a)-(c) show daily time-series of observed displacement at selected GPS sites shown in Fig. 14(d) . Rapid transient displacements were observed between day of year (DOY) 276-285 (October 3-12), and the transient continued after DOY 285 with smaller displacement rates. 
Inversion
In this study, we assume that the observed transient displacements were caused by transient aseismic slip on the Philippine Sea plate interface following Ozawa et al. (2003) . We approximate the geometry of the plate interface by a planar fault summarized in Table 1 following the plate interface configuration given by Ishida (1992) .
We invert the observed displacement time-series at the 77 stations for the period between 2002 August 16 and 2002 November 23 to infer space-time distribution of aseismic slip and slip velocity using the new inversion method. We approximate a continuous slip distribution on the fault plane (Table 1) with a discrete slip distribution by dividing the fault plane into 31 × 25 of 4 km×4 km rectangular segments. Then the spatial basis functions for slip distribution (A15) and the observation and the system models are constructed. The random walk scale parameter, τ , divided by σ and the system noise standard deviation of the common mode errors, τ f , divided by σ are fixed to τ /σ = 1 mm yr −1/2 and τ f /σ = 2 × 10 −2 m, respectively. As for time-evolution model for the hyperparameter A n , (17), we employ m = 13 candidate values for A n , {α 1, 2, . . . , m) . The number of spatial basis functions, M, and the parameter β in the hyperparameter evolution model are determined by the same procedure as described in Section 3.2. Fig. 15(a) shows the log marginal likelihood, log[ p(y 1:Ne |M, β)], as a function of M for β = 0.95, indicating that the marginal likelihood is maximized at M = 15. Fig. 15(b) shows the log marginal likelihood as a function of β. The β value that maximizes the marginal likelihood is β = 0.5. Below, we show the inversion result for M = 15 and β = 0.5. Fig. 16 shows the estimated temporal variation of posterior probability distribution of the hyperparameter A n , Pr(A n =α 2 n |y 1:Ne ), whereα 2 n is a realization of A n and takes a value among {α 2 (1) ,α 2 (2) , . . . ,α 2 (13) }. As shown in Fig. 16 , the estimated probability density of the hyperparameter A n is distributed around smaller values until DOY 273 (September 30), then concentrates on larger values around 10 1 and 10 2 between DOY 276 and DOY 285 (October 3-12) and gradually returns to smaller values. The period with larger hyperparameter value has good correspondence to that of the transient displacements (see Fig. 14) . As seen in (4), the magnitude of the hyperparameter characterizes the magnitude of slip velocity change. Therefore, the time-variation of the hyperparameter shown in Fig. 16 is the expected result because of the relatively rapid acceleration and deceleration of slip during the slow slip event. Fig. 18(d) . The slip velocity history obtained by the conventional method is rather oscillatory before and after the slow slip event, whereas the slip velocity transient is very smooth. Consequently, it is difficult to identify the onset time of the slow slip event. In contrast, the slip velocity history estimated by the new method is constant before and after the event and has larger maximum value compared with that estimated by the conventional method. Furthermore, the slip velocity estimated by the conventional method begins to accelerate around DOY 269 (September 26), whereas that estimated by the new method does on DOY 276 (October 3) (see Fig. 18a ). Figs 17(a) and (b) show that the two methods give fairly different spatial distributions of slip velocity on DOY 281 and 283. Specifically, the new method images slip areas on the deeper and northern parts of the main slip area, whereas the conventional method does not. During the slow slip event, the hyperparameter obtained from the new method becomes larger than that obtained from the conventional method (Fig. 16) . Therefore, temporal smoothing of slip velocity is weaker in the new method during the event. This weak temporal smoothing tends to make slip velocity oscillatory in regions of low slip. On the other hand, the conventional method gives stronger temporal smoothing during the event, thus oscillation of slip velocity in low slip regions is small. We think that this effect generates the deeper and northern slip areas on DOY 281 and 283 in Fig. 17(a) , resulting in different slip velocity distribution from that shown in Fig. 17(b) . This effect is clearly a limitation of our method and the deeper and northern slip areas in Fig. 17(a) are probably artefacts. Fig. 14(d) . The observed and computed time-series demonstrate good agreements. Fig. 19 shows time-series of displacements computed from the slip distributions and the random benchmark motions estimated by both methods for the period between DOY 260 and DOY 300, together with the data corrected for the common mode errors, at the selected stations (Fig. 14d) . Although the computed displacements obtained from the conventional method generally fit the observed data, they oversmooth the transient displacements for several time-series (e.g. NS component time-series shown in Fig. 19 ). On the other hand, the computed displacements obtained from the new method better fit the transient displacements.
Results and discussion
Results presented in Figs 17-19 are qualitatively similar to the numerical simulation shown in Section 3. The numerical simulation shows that the conventional method oversmoothes slip velocity changes associated with transient slip events on the one hand and undersmoothes slip velocity during steady-state periods on the other. In contrast, the new method can better reproduce the true slip velocity history because the time-varying hyperparameter A n enables the estimates not to be oversmoothed or undersmoothed. In view of the simulation results, the slip velocity estimated by the new method is probably a better approximation to the true slip velocity than that estimated by the conventional method. The differences of the maximum slip velocity and the start time of the transient slip event between the two methods result from the different smoothing strategies employed in the two inversion methods.
Figs 20(a) and (b) show the estimated temporal variations of the hyperparameter for β = 0.1 and 0.9, respectively. Comparison of the time histories of the hyperparameter for β = 0.1 (Fig. 20a) , β = 0.5 (Fig. 16) and β = 0.9 (Fig. 20b) shows that temporal roughness of the hyperparameter strongly depends on β. Fig. 20(c) shows slip velocity histories at point C in Fig. 18(d) for β = 0.1, 0.5 and 0.9. The slip velocity history for β = 0.1 is rougher than that for β = 0.5 at which the log marginal likelihood is maximized, whereas that for β = 0.9 is smoother. This result shows the importance of properly determining β to obtain the optimal solution. Ozawa et al. 2003) . This seismic activity started on DOY 274 (October 1) and high seismicity rate continued for 8 d, with the largest earthquake of magnitude 3.8 (Japan Meteorological Agency 2003). These earthquakes are considered to occur on the upper surface of the Philippine Sea plate based on hypocentre distribution and focal mechanisms (National Research Institute for Earth Science and Disaster Prevention 2003) . We compare the onset times of the slow slip event obtained by the two inversion methods with the start time of the seismic activity. The onset time of the slow slip event obtained by the new inversion method, DOY 276 (October 3), indicates that the slow slip event started immediately after the onset of the seismic activity. On the other hand, the onset time of the slow slip event obtained by the conventional method is approximately DOY 269 (September 26), well before the onset of the seismic activity. This difference indicates that it is difficult to precisely determine the onset time of the slow slip event relative to the seismic activity using the conventional method. It is important to precisely determine the relative timing of the aseismic and seismic events because the relative timing may significantly affect the interpretation of mechanical relationships between them (Segall et al. 2006) . Therefore, the new method may provide insights into the association of the slow slip event and the seismic activity.
C O N C L U S I O N
We have developed an inversion method for estimating the distribution of fault slip velocity in space and time from geodetic data. We introduced a state space model that relates observed deformation to an aseismic fault slip event. In this model, temporal smoothness of slip velocity is controlled by a hyperparameter, which is assumed to be a constant in conventional geodetic inversion methods. The assumption of constant hyperparameter often causes oversmoothing of rapid slip velocity changes and/or undersmoothing of steady-state slip velocity, Fig. 18(d) for β = 0.1, 0.5, 0.9. Black, red and blue curves are slip velocity histories for β = 0.1, 0.5 and 0.9, respectively. The slip velocity history for β = 0.5 is the same as the solid curve in Fig. 18(c) .
which obscures the estimated slip velocity history. In order to avoid temporally oversmoothed/undersmoothed slip velocity estimates caused by this assumption, we treated a hyperparameter as a time-varying stochastic variable. To estimate temporal variation of the hyperparameter, we employed the hierarchical Bayesian state space approach. Specifically, we introduced a stochastic model of hyperparameter evolution in addition to the state space model. Application of a Bayesian recursive filtering method, Monte Carlo mixture Kalman filter, yields the posterior distribution of the hyperparameter and slip velocity.
The validity of the new inversion method was examined through numerical simulations using synthetic data sets generated by simulated slow slip events. The results were compared with those obtained by the conventional method with constant hyperparameter. The space-time distribution of slip velocity estimated by the conventional method is temporally oversmoothed when slip velocity rapidly changes, whereas it is excessively oscillatory during steady-state periods due to undersmoothing. On the other hand, the new method does not undergo significant oversmoothing nor undersmoothing, and consequently better reproduces the true slip velocity.
Finally, we applied the new inversion method to transient deformation observed in the Boso peninsula, Japan, in October 2002, caused by a slow slip event. Estimated slip velocity was compared with that obtained by the conventional method with constant hyperparameter. The space-time distribution of slip velocity obtained by the conventional method is temporally smoother than that obtained by the new method during the slow slip event, whereas it is more oscillatory before and after the slow slip event. In view of the simulation results, we infer that slip velocity estimated by the conventional method suffers from the oversmoothing/undersmoothing problems, whereas that estimated by the new method does not. Therefore, the slip velocity estimated by the new method is probably better approximation to the true slip velocity. These results demonstrate that introducing the time-dependent smoothing regularization through the time-varying hyperparameter is effective to solve the oversmoothing/undersmoothing problems and consequently enables us to reconstruct detailed image of slow slip events.
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In this study, we employ the spatial basis set (A15) in order to obtain a solution that is spatially smooth to some degree. Using (2), (A12), (A14) and (A15), a n in (A2) can be expressed by a n = U M c n . Substituting this relation into the observation model (A2) yields y n = U M c n + l n + f n + w n , w n ∼ N (0, R n ).
(A17)
The observation model (A17) can be expressed in state space form as follows:
where x n = [c 1 (t n ),ċ 1 (t n ), c 2 (t n ),ċ 2 (t n ), . . . , c M (t n ),ċ M (t n ), L 1 (r 1 , t n ), L 2 (r 1 , t n ), L 3 (r 1 , t n ), . . . , L 1 (r Ns , t n ), L 2 (r Ns , t n ), L 3 (r Ns , t n ), 
Here c k (t n ) is kth component of c n andċ k (t n ) is the first derivative of c k (t n ) with respect to t. H n , J, and L is 3N s × (2M + 3N s + 3), M × 2M, and 3N s × 3 matrices, respectively. y n , w n , and R n are defined in (A3), (A7) and (A8), respectively. I 3Ns ×3Ns and I 3×3 are 3N s × 3N s and 3 × 3 identity matrices, respectively.
