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Abstract
In this paper, using some aspects of convex functions, we refine discrete Jensen’s inequality
via weight functions. Then, using these results, we give some applications in different abstract
spaces and obtain some new interesting inequalities.
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1 Introduction
Jensen’s inequality is sometimes called the king of inequalities [4] because it implies at once the
main part of the other classical inequalities (e.g. those by Ho¨lder, Minkowski, Young, and the AGM
inequality, etc.). Therefore, it is worth studying it thoroughly and refine it from different points of
view. There are numerous refinements of Jensen’s inequality, see e.g. [3-5] and the references in
them. In this paper, introducing suitable weight functions, first we give some refinements of discrete
Jensen’s inequality, and then using these refinements, we give several important applications in
various abstract spaces, which extends the results obtained recently [5,6].
Throughout this paper, we suppose that C is a convex subset of a real vector space, x1, · · · , xn ∈ C,
and ϕ : C → R a convex mapping. Also, we suppose that µ = (µ1, · · · , µm) and λ = (λ1, · · · , λn)
are two probability measures; i.e. µi, λj ≥ 0 (1 ≤ i ≤ m, 1 ≤ j ≤ n) with
m∑
i=1
µi = 1 and
n∑
j=1
λj = 1.
By a (discrete separately) weight function (with respect to µ and λ), we always mean a mapping
ω : {(i, j) : 1 ≤ i ≤ m, 1 ≤ j ≤ n} → [0,∞),
such that
m∑
i=1
ω(i, j)µi = 1 (j = 1, · · · , n),
and
n∑
j=1
ω(i, j)λj = 1 (i = 1, · · · ,m).
For example, if u = (u1, · · · , um) and v = (v1, · · · , vn) with ‖u‖ = (
∑m
i=1 u
2
i )
1/2 ≤ 1 and ‖v‖ =
(
∑n
j=1 v
2
j )
1/2 ≤ 1 belong to µ⊥ and λ⊥ respectively, then the function ω with ω(i, j) = 1+uivj (1 ≤
i ≤ m, 1 ≤ j ≤ n) is a weight function.
Also, we say that a quadratic matrix A = [aij ]n×n with nonnegative entries is a double stochastic
matrix if the sum of each of its rows and columns is unit; that is
n∑
i=1
aij = 1 (j = 1, · · · , n),
and
n∑
j=1
aij = 1 (i = 1, · · · , n).
If ω1 and ω2 are two weight functions, we denote by φω1,ω2 the real-valued function
φω1,ω2(t) =
m∑
i=1
µiϕ

 n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjxj

 (0 ≤ t ≤ 1), (1)
and also, if B = [bij ]n×n and C = [cij ]n×n are two double stochastic matrices, we put
φB,C(t) =
1
n
n∑
i=1
ϕ

 n∑
j=1
[(1 − t)bij + tcij ]xj

 (0 ≤ t ≤ 1). (2)
The aim of this paper is to refine discrete Jensen’s inequality
ϕ

 n∑
j=1
λjxj

 ≤ n∑
j=1
λjϕ(xj)
via weight functions and give some applications in different abstract spaces which extend the results
of [5] and [6].
2 Refinements
In this section, using the above notations, we refine discrete Jensen’s inequality by one and two
weight functions which extend the results of [5].
Lemma 2.1. If ω is a weight function, then
ϕ

 n∑
j=1
λjxj

 ≤ m∑
i=1
µiϕ

 n∑
j=1
ω(i, j)λjxj

 ≤ n∑
j=1
λjϕ(xj). (3)
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In particular, if A = [aij ]n×n is a double stochastic matrix, we have
ϕ
(
x1 + · · ·+ xn
n
)
≤ 1
n
n∑
i=1
ϕ

 n∑
j=1
aijxj

 ≤ ϕ(x1) + · · ·+ ϕ(xn)
n
. (4)
Proof. By the convexity of ϕ, we have
m∑
i=1
µiϕ

 n∑
j=1
ω(i, j)λjxj

 ≤ m∑
i=1
n∑
j=1
µiω(i, j)λjϕ(xj)
=
n∑
j=1
(
m∑
i=1
µiω(i, j)
)
λjϕ(xj) =
n∑
j=1
λjϕ(xj),
and
m∑
i=1
µiϕ

 n∑
j=1
ω(i, j)λjxj

 ≥ ϕ

 m∑
i=1
n∑
j=1
µiω(i, j)λjxj


= ϕ

 n∑
j=1
(
m∑
i=1
µiω(i, j)
)
λjxj

 = ϕ

 n∑
j=1
λjxj

 ,
and (3) follows.
The inequalities in (4) follow from (3) by taking m = n, µi = λj =
1
n and ω(i, j) = naij (i, j =
1, · · · , n).
Next, we give a refinement of discrete Jensen’s inequality via two weights functions.
Theorem 2.2. If ω1 and ω2 are two weight functions, then
(i)
ϕ

 n∑
j=1
λjxj

 ≤ φω1,ω2(t) ≤ n∑
j=1
λjϕ(xj) (0 ≤ t ≤ 1). (5)
(ii) For each i, the function
t −→ ϕ

 n∑
j=1
[(1 − t)ω1(i, j) + tω2(i, j)]λjxj

 (0 ≤ t ≤ 1),
and so, φω1,ω2 is convex.
(iii)
ϕ

 n∑
j=1
λjxj

 ≤ ∫ 1
0
φω1,ω2(t)dt ≤
n∑
j=1
λjϕ(xj). (6)
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In particular, if C is an interval of R,
ϕ

 n∑
j=1
λjxj

 ≤ m∑
i=1
µiA

ϕ; n∑
j=1
ω1(i, j)λjxj ,
n∑
j=1
ω2(i, j)λjxj

 ≤ n∑
j=1
λjϕ(xj), (7)
where the arithmetic mean A is defined for an integrable function f over an interval with end
points a and b, by
A(f ; a, b) =
1
b− a
∫ b
a
f(x)dx. (8)
(We set A(f ; a, a) = f(a).)
(iv) Let pi ≥ 0 with Pk =
∑k
i=1 pi > 0, and ti be in [0, 1] for all i = 1, 2, · · · , k. Then
ϕ

 n∑
j=1
λjxj

 ≤ φω1,ω2
(
1
Pk
k∑
i=1
piti
)
≤ 1
Pk
k∑
i=1
piφω1,ω2(ti) ≤
n∑
j=1
λjϕ(xj), (9)
which is a discrete version of Hadamard’s result.
Proof
(i) Since for each t in [0, 1],
(i, j) −→ (1− t)ω1(i, j) + tω2(i, j) (1 ≤ i ≤ m, 1 ≤ j ≤ n)
is a weight function, (5) follows from (3).
(ii) Let α, β ≥ 0 with α+ β = 1 and t1, t2 be in [0, 1]. For each i with 1 ≤ i ≤ m, we have
ϕ

 n∑
j=1
[(1− αt1 − βt2)ω1(i, j) + (αt1 + βt2)ω2(i, j)]λjxj


= ϕ

α n∑
j=1
[(1− t1)ω1(i, j) + t1ω2(i, j)]λjxj + β
n∑
j=1
[(1− t2)ω1(i, j) + t2ω2(i, j)]λjxj


≤ αϕ

 n∑
j=1
[(1 − t1)ω1(i, j) + t1ω2(i, j)]λjxj

+ βϕ

 n∑
j=1
[(1− t2)ω1(i, j) + t2ω2(i, j)]λjxj

 ,
and (ii) follows.
(iii) φω1,ω2 being bounded and convex on [0, 1] is Riemann integrable on [0, 1], and so by integrating,
(6) follows from (5).
In particular, if C is an interval of R, then by the change of variables
u =
n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjxj ,
4
we have
∫ 1
0
φω1,ω2(t)dt =
m∑
i=1
µi
∫ 1
0
ϕ

 n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjxj

 dt
=
m∑
i=1
µiA

ϕ; n∑
j=1
ω1(i, j)λjxj ,
n∑
j=1
ω2(i, j)λjxj

 ,
which by substituting it in (6), we get (7).
(iv) The first and the third inequalities in (9) are obvious from (5), and the second inequality
follows from Jensen’s inequality applied for the convex function φω1,ω2 .
Corollary 2.3. If B = [bij ]n×n and C = [cij ]n×n are two double stochastic matrices, then [5],
ϕ
(
x1 + · · ·+ xn
n
)
≤ φB,C(t) ≤ ϕ(x1) + · · ·+ ϕ(xn)
n
(0 ≤ t ≤ 1), (10)
and
ϕ
(
x1 + · · ·+ xn
n
)
≤
∫ 1
0
φB,C(t)dt ≤ ϕ(x1) + · · ·+ ϕ(xn)
n
. (11)
In particular, if C is an interval of R, then
ϕ
(
x1 + · · ·+ xn
n
)
≤ 1
n
n∑
i=1
A

ϕ; n∑
j=1
bijxj ,
n∑
j=1
cijxj

 ≤ ϕ(x1) + · · ·+ ϕ(xn)
n
, (12)
where A is defined by (8).
Proof. Take m = n, µi = λj =
1
n , ω1(i, j) = nbij and ω2(i, j) = ncij (i, j = 1, · · · , n) in (5), (6) and
(7).
3 Applications
Throughout this section, we use the terminologies and results of the above sections, and as before,
we suppose that ω1 and ω2 are two weight functions, and B = [bij ]n×n and C = [cij ]n×n are two
double stochastic matrices.
Theorem 3.1. Let x1, x2, · · · , xn be n positive numbers. Then, we have
n∏
j=1
x
λj
j ≤
m∏
i=1

I

 n∑
j=1
ω1(i, j)λjxj ,
n∑
j=1
ω2(i, j)λjxj




µi
≤
n∑
j=1
λjxj , (13)
where the identric mean I is defined for each a, b > 0 by
I(a, b) =


a if a = b,
1
e
(
bb
aa
) 1
b−a
if a 6= b. (14)
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In particular [5],
n
√
x1x2 · · ·xn ≤ n
√√√√√ n∏
i=1
I

 n∑
j=1
bijxj ,
n∑
j=1
cijxj

 ≤ x1 + x2 + · · ·+ xn
n
. (15)
Proof. The function ϕ : (0,∞)→ R, ϕ(x) = − lnx is convex and A(ϕ; a, b) = − ln I(a, b) (a, b > 0).
So, we have
m∑
i=1
µiA

ϕ; n∑
j=1
ω1(i, j)λjxj ,
n∑
j=1
ω2(i, j)λjxj

 = − ln m∏
i=1

I

 n∑
j=1
ω1(i, j)λjxj ,
n∑
j=1
ω2(i, j)λjxj




µi
,
which by substituting in (7) and taking into account that
ϕ

 n∑
j=1
λjxj

 = − ln

 n∑
j=1
λjxj

 and n∑
j=1
λjϕ(xj) = − ln

 n∏
j=1
x
λj
j

 ,
we obtain (13).
The inequalities in (15) follow from (13) by takingm = n, µi = λj =
1
n , ω1(i, j) = nbij and ω2(i, j) =
ncij (i, j = 1, · · · , n).
Theorem 3.2. If xj ∈ (0, 1/2] (j = 1, · · · , n), and An =
∑n
j=1 λjxj and Gn =
∏n
j=1 x
λj
j (also,
A′n =
∑n
j=1 λj(1 − xj) and G′n =
∏n
j=1(1 − xj)λj ) are the arithmetic and geometric means of
x1, · · · , xn (of 1 − x1, · · · , 1 − xn ) respectively, then we have the following refinement of Ky Fan’s
inequality
A′n
An
≤ G′nGn [1]:
A′n
An
≤
m∏
i=1

I
(∑n
j=1 ω1(i, j)λj(1− xj),
∑n
j=1 ω2(i, j)λj(1− xj)
)
I
(∑n
j=1 ω1(i, j)λjxj ,
∑n
j=1 ω2(i, j)λjxj
)


µi
≤ G
′
n
Gn
, (16)
where the Identric mean I is defined as in (14).
In particular [6],
A′n
An
≤ n
√√√√√ n∏
i=1

I
(∑n
j=1 bij(1− xj),
∑n
j=1 cij(1− xj)
)
I
(∑n
j=1 bijxj ,
∑n
j=1 cijxj
)

 ≤ G′n
Gn
. (17)
Proof. The function ϕ(x) = ln 1−xx is convex on (0, 1/2], and A(ϕ; a, b) = ln
I(1−a,1−b)
I(a,b) (0 < a, b < 1).
So, we have
m∑
i=1
µiA

ϕ; n∑
j=1
ω1(i, j)λjxj ,
n∑
j=1
ω2(i, j)λjxj


= ln
m∏
i=1

I
(∑n
j=1 ω1(i, j)λj(1− xj),
∑n
j=1 ω2(i, j)λj(1− xj)
)
I
(∑n
j=1 ω1(i, j)λjxj ,
∑n
j=1 ω2(i, j)λjxj
)


µi
,
which by substituting in (7) and taking into account that
ϕ

 n∑
j=1
λjxj

 = ln A′n
An
and
n∑
j=1
λjϕ(xj) = ln
G′n
Gn
,
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we get (16).
In particular, (17) follows from (16) by taking m = n, µi = λj = 1/n, ω1(i, j) = nbij and ω2(i, j) =
ncij (i, j = 1, · · · , n).
Theorem 3.3. If (X,A, µ) is a measure space, p ≥ 1, and f1, f2, · · · , fn belong to Lp = Lp(µ), then
we have∥∥∥∥∥∥
n∑
j=1
λjfj
∥∥∥∥∥∥
p
p
≤
m∑
i=1
µi
∥∥∥∥∥∥Lpp

 n∑
j=1
ω1(i, j)λj |fj |,
n∑
j=1
ω2(i, j)λj |fj|


∥∥∥∥∥∥
1
≤
n∑
j=1
λj‖fj‖pp, (18)
where the p-logarithmic mean is defined for a, b ≥ 0, by
Lp(a, b) =
{
a if a = b,[
bp+1−ap+1
(p+1)(b−a)
]1/p
if a 6= b. (19)
In particular [5],
∥∥∥∥f1 + · · ·+ fnn
∥∥∥∥
p
p
≤ 1
n
n∑
i=1
∥∥∥∥∥∥Lpp

 n∑
j=1
bij |fj|,
n∑
j=1
cij |fj |


∥∥∥∥∥∥
1
≤ ‖f1‖
p
p + · · ·+ ‖fn‖pp
n
, (20)
and ∥∥∥∥f1 + · · ·+ fnn
∥∥∥∥
p
p
≤ 1
n
n∑
i=1
∥∥Lpp(|fi|, |fn+1−i|)∥∥1 ≤ ‖f1‖
p
p + · · ·+ ‖fn‖pp
n
. (21)
Proof. We consider the convex function ϕ : Lp → R, ϕ(f) = ‖f‖pp. Clearly, the function X×[0, 1]→
R with
(x, t)→
n∑
j=1
[(1 − t)ω1(i, j) + tω2(i, j)]λjfj(x),
is product-measurable. Since ∣∣∣∣∣∣
n∑
j=1
λjfj
∣∣∣∣∣∣ ≤
n∑
j=1
λj |fj|,
and the Lp−norms of fj and |fj | are equal (j = 1, · · · , n), it is sufficient to assume fj ≥ 0 (j =
1, · · · , n). Now, using Fubini’s theorem and applying the change of variables
u =
n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x),
we have
∫ 1
0
φω1,ω2(t)dt =
m∑
i=1
µi
∫ 1
0
∥∥∥∥∥∥
n∑
j=1
[(1 − t)ω1(i, j) + tω2(i, j)]λjfj
∥∥∥∥∥∥
p
p
dt
=
m∑
i=1
µi
∫ 1
0
∫
X

 n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)


p
dµ(x)dt
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=m∑
i=1
µi
∫
X
∫ 1
0

 n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)


p
dtdµ(x)
=
m∑
i=1
µi
∫
X
Lpp

 n∑
j=1
ω1(i, j)λjfj ,
n∑
j=1
ω2(i, j)λjfj

 dµ
=
m∑
i=1
µi
∥∥∥∥∥∥Lpp

 n∑
j=1
ω1(i, j)λjfj ,
n∑
j=1
ω2(i, j)λjfj


∥∥∥∥∥∥
1
,
which by substituting in (6) with fj instead of xj , it yields (18).
In particular, (20) follows from (18) by taking m = n, µi = λj =
1
n , ω1(i, j) = nbij , ω2(i, j) =
ncij (i, j = 1, · · · , n).
Finally, (21) follows from (20) by taking bij = δij and cij = δi,n+1−j (i, j = 1, · · · , n), where δij is
the Kronecker delta.
Corollary 3.4. If x1, x2, · · · , xn are nonnegative real numbers and p ≥ 1, then
n∑
j=1
λpjx
p
j ≤
m∑
i=1
n∑
j=1
µiL
p
p (ω1(i, j)λjxj , ω2(i, j)λjxj) ≤
n∑
j=1
λjx
p
j . (22)
As a consequence, if p is a positive integer, then
n2−p ≤ 1
p+ 1
n∑
i,j=1
p∑
k=0
bkijc
p−k
ij ≤ n, (23)
and
n2−p ≤ 1
p+ 1

 n∑
i,j=1
bpij +
n∑
i=1
p−1∑
k=0
bkii

 ≤ n. (24)
Proof. The inequalities in (22) follow from (18) by taking X = {1, 2, · · · , n} with counting measure
and fj = xjχ{j}, where χ{j} is the characteristic function of {j} (j = 1, 2, · · · , n).
Now, (23) follows from (22) by taking m = n, µi = λj =
1
n , ω1(i, j) = nbij , ω2(i, j) = ncij ,
xj = 1 (i, j = 1, · · · , n) and expanding the p-logarithmic mean.
Finally, (24) follows from (23) by taking cij = δij (i, j = 1, · · · , n).
Remark 3.5. (i) Let fn be a sequence in L
p(µ) (p ≥ 1) converging with the Lp-norm and point-wise
to an element f of Lp(µ). Then, using Fatu’s lemma and Cesaro’s summability theorem, we have
‖f‖pp ≤ lim infn→∞
∥∥∥∥f1 + · · ·+ fnn
∥∥∥∥
p
p
≤ lim
n→∞
‖f1‖pp + · · ·+ ‖fn‖pp
n
= ‖f‖pp,
and so by (21),
lim
n→∞
1
n
n∑
i=1
‖Lpp(|fi|, |fn+1−i|)‖1 = ‖f‖pp (p ≥ 1). (25)
(ii) Let (X,A, µ) be a finite measure space andM be the vector space of all measurable functions on
X with point-wise operations [2]. The set C, consisting of all nonnegative measurable functions on
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X , is a convex subset ofM. Since the function t→ t1+t (t ≥ 0) is concave, the mapping ϕ : C → R
with
ϕ(f) =
∫
X
f
1 + f
dµ (f ∈ C) (26)
is concave.
Theorem 3.6. With the notations of (ii) of Remark 3.5, if f1, · · · , fn belong to C and ϕ is as
in (26), then
n∑
j=1
λjϕ(fj) (27)
≤ µ(X)−
m∑
i=1
µi
∥∥∥∥∥∥L−1

1 + n∑
j=1
ω1(i, j)λjfj , 1 +
n∑
j=1
ω2(i, j)λjfj


∥∥∥∥∥∥
1
≤ ϕ

 n∑
j=1
λjfj

 ,
where the logarithmic mean L is defined for each a, b > 0, by
L(a, b) =
{
a if a = b,
b−a
ln b−ln a if a 6= b.
(28)
In particular [5],
ϕ(f1) + · · ·+ ϕ(fn)
n
(29)
≤ µ(X)− 1
n
n∑
i=1
∥∥∥∥∥∥L−1

1 + n∑
j=1
bijfj, 1 +
n∑
j=1
cijfj


∥∥∥∥∥∥
1
≤ ϕ
(
f1 + · · ·+ fn
n
)
,
Proof. Clearly, the mapping
(x, t)→
n∑
j=1
[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)
on X × [0, 1] is product-measurable. Since ϕ is concave, −ϕ is convex, and so by (6), we have
n∑
j=1
λjϕ(fj) ≤
∫ 1
0
φω1,ω2(t)dt ≤ ϕ

 n∑
j=1
λjfj

 . (30)
But ∫ 1
0
φω1,ω2(t)dt
=
m∑
i=1
µi
∫ 1
0
∫
X
∑n
j=1[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)
1 +
∑n
j=1[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)
dµ(x)dt
=
m∑
i=1
µi
∫
X
∫ 1
0
∑n
j=1[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)
1 +
∑n
j=1[(1− t)ω1(i, j) + tω2(i, j)]λjfj(x)
dtdµ(x)
9
=
m∑
i=1
µi
∫
X
1∑n
j=1[ω2(i, j)− ω1(i, j)]λjfj(x)
∫ ∑n
j=1 ω2(i,j)λjfj(x)
∑
n
j=1
ω1(i,j)λjfj(x)
(1 − 1
1 + t
)dtdµ(x)
= µ(X)−
m∑
i=1
µi
∫
X
1∑n
j=1[ω2(i, j)− ω1(i, j)]λjfj
ln
1 +
∑n
j=1 ω2(i, j)λjfj
1 +
∑n
j=1 ω1(i, j)λjfj
dµ
= µ(X)−
m∑
i=1
µi
∥∥∥∥∥∥L−1

1 + n∑
j=1
ω1(i, j)λjfj , 1 +
n∑
j=1
ω2(i, j)λjfj


∥∥∥∥∥∥
1
,
which by substituting in (30), we obtain (27).
The inequalities in (29) follow from (27) by takingm = n, µi = λj =
1
n , ω1(i, j) = nbij and ω2(i, j) =
ncij (i, j = 1, · · · , n).
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