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Abstract
Our desire to observe electron dynamics in atoms and molecules on their natural time-
scale with the tools of attosecond physics demands ever shorter laser pulse durations. The
reliance of this young ﬁeld on laser pulses is understandable: both the generation and the
characterization of attosecond pulses, as well as time-resolved measurements directly use
the electrical ﬁeld that lasts only for a few oscillations of the wave.
This also means that exerting control over the evolution of the waveform on a sub-cycle
scale can modify the characteristics of attosecond pulses and possibly in a favorable way.
In this thesis we introduce a laser system that provides near single-cycle laser pulses and
generate through their interaction with gases coherent XUV radiation. Our measurements
indicate that the thus produced XUV spectrum supports the potential compressibility to
an isolated attosecond pulse of a sub-100 as duration. Considering our already broadband
fundamental laser spectrum, we demonstrate moreover a technique to further enhance our
spectral intensity in the blue. By frequency-doubling a part of the original spectrum, and
controlling the time-delay between the two harmonic laser pulses we show that we can
induce a change in the waveform on an attosecond time-scale, suppress or increase some
half-cycles or change the eﬀective wavelength of the laser light. Our method's inﬂuence
on the generation of XUV light is tested via spectral characterization, and we found that
broad tunability of the central XUV-energy is possible by a change of the time-delay
between the fundamental and the second-harmonic laser pulses. Our results furthermore
give strong evidence that waveform-dependent interference of two quantum-paths was
observed, which eﬀect comes from two electron-trajectories that are inside one half-cycle
of the laser ﬁeld.
It is also of utmost importance to know the level of control over the waveform. To
characterize the waveform, we demonstrate here the ﬁrst single-shot measurement of the
carrier-envelope phase (CEP) of a lightpulse. We measured with no phase-ambiguity
the CEP of high repetition-rate (3 kHz) non-phase-stabilized and phase-stabilized laser
pulses consecutively with an unprecedented measurement precision. Our method uniquely
requires no prior phase-stabilization. It opens the door to CEP-tagging with non-phase-




Unser Wunsch die Elektronendynamik in Atomen und Molekülen auf ihrer natürlichen
Zeitskala mit den Werkzeugen der Attosekundenphysik zu untersuchen erfordert immer
kürzere Laserpulse. Das Vertrauen dieser neuartigen Wissenschaft auf Laserpulse ist ver-
ständlich: sowohl die Erzeugung als auch die Charakterisierung von Attosekundenpulsen,
wie auch die zeitaufgelösten Experimente nutzen das elektrische Feld, welches nur wenige
Oszillationen andauert.
Dies bedeutet auch, dass die Kontrolle über die Entstehung einer Wellenform auf einer
Zeitskala von weniger als einer Oszillation des fundamentalen Lichtes die Eigenschaften
eines Attosekundenlaserpulses beeinﬂusst und dies möglicherweise in einer vorteilhaften
Art und Weise. In dieser Arbeit stellen wir ein Lasersystem vor, welches Laserpulse mit
einer Dauer nahe der Periodendauer des sichtbaren Lichtes zur Verfügung stellt und durch
die Wechselwirkung mit Gasen kohärente XUV-Strahlung erzeugt. Unsere Messungen
deuten darauf hin, dass das dadurch erzeugte XUV-Spektrum die mögliche Kompression
zu einem isolierten Attosekundenpulse mit weniger als 100 as Pulsdauer unterstützt. In
Anbetracht unseres bereits breitbandigen fundamentalen Spektrums zeigten wir darüber
hinaus eine Methode zur weiteren Verstärkung der spektralen Intensität mit kürzerer
Wellenlänge. Durch die Frequenzverdopplung eines Teiles des ursprünglichen Spektrums
und die Kontrolle der zeitlichen Verzögerung zwischen der Fundamentalen und der zweiten
Harmonischen zeigen wir, dass wir eine Änderung der Wellenform auf einer Attosekunden-
zeitskala herbeiführen, die Amplituden der verschiedenen Halbzyklen entweder verstärken
oder verringern und die eﬀektive Wellenlänge des Laserlichtes ändern können. Der Ein-
ﬂuss unserer Methode auf die Erzeugung von XUV-Licht wurde durch eine spektrale
Charakterisierung getestet und wir fanden, dass eine breite Verschiebung der zentralen
XUV-Wellenlänge durch die Änderung der zeitlichen Verzögerung zwischen Fundamen-
taler und zweiter Harmonischer des Laserlichtes möglich ist. Des weiteren geben un-
sere Ergebnisse einen deutlichen Hinweis darauf, dass eine von der Wellenform abhängige
Inteferenz zwischen verschiedenen Quantenwegen beobachtet wurde, welche durch zwei
Elektronentrajektorien innerhalb eines Laserhalbzyklus' verursacht werden.
Ebenso ist die Kenntnis über die Kontrolle der Wellenform von größter Bedeutung.
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Um die Wellenform zu charakterisieren demonstrieren wir hier die erste Einzelschussmes-
sung der absoluten Phase (CEP) eines Lichtpulses. Wir maßen mit bisher unerreichter
Präzision und ohne Zweideutigkeit die absolute Phase eines nicht phasenstabilisierten
und darauf folgend eines phasenstabilisierten Laserpulses mit hoher Repetitionsrate (3
kHz). Unsere Methode erfordert in einer einmaligen Art und Weise keine vorgeschal-
tete Phasenstabilisierung. Sie ermöglicht das Verfolgen der absoluten Phase eines nicht
phasenstabilisierten Laserpulses der aufkommenden Lasersysteme mit Pulsdauern von nur
wenigen Zyklen und relativistischen Intensitäten.
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In the macroscopic world the majority of events happening around us are observable with
our eyes. When processes occur on a time-scale that we cannot follow, a camera is usually
employed. Driven by our desire to track and ﬁnally understand phenomena that unfold in
a world that is hidden from our eyes, we try to take snapshots of the microcosm, as well.
Unfortunately, normal cameras, such as charge-coupled devices are not good enough for
the observation of events that happen extremely fast, such as the motion of atoms and
electrons - not even the world's fastest camera can capture the dynamics with enough
frame and shutter speed [1].
This lack of an appropriate device called for a new approach. The invention of the
laser by T. H. Maiman at Hughes Research Labs in 1960 [2] inaugurated a new era
in science. Ultrafast physics [3] and nonlinear optics [4] emerged shortly after the ﬁrst
successfully operating laser and they provided the solution to the above problem: light
pulses were produced that could act as fast shutters for temporally resolving the fastest
dynamical processes in nature. Most interestingly, light ﬁelds not only allowed us to time-
resolve dynamic events, but they gave us the power to control them, as well. Namely,
the electrical ﬁeld strengths of a light pulse can be so huge that it became possible to
apply them to form and break molecular bonds, control chemical reactions [5], inﬂuence
the motions of electrons in atoms, which we can call light-ﬁeld induced manipulation of
the small constituents of matter. We can already see that these are unique conditions:
observation and control go hand in hand.
When spatial dimensions shrink, the motion of electrons will be more and more con-
ﬁned in space. Quantum-mechanics dictates that at the same time the separation of
energy levels of a system will also change and in turn the associated time-scales will vary.
A particle can be regarded as a wavepacket, which is a superposition of a number of en-
ergy states, and this particle's (an electron's for example) oscillatory motion will connect
these two concepts. If the constituent states of the superposition are far away in energy,
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the period of the particle's oscillatory motion will be short. The millielectronvolt (meV)
energy spacing of the vibrational energies of a molecule entails a time-scale that is in the
femtosecond regime. The motion of atoms in molecules happens also with such a speed
and they form the operational ground for a ﬁeld, called femtochemistry. Ultrafast lasers
that have been capable of routinely generating femtosecond pulses permitted access to
this area of research. The revolution that took place in it is also indicated by the Nobel
prize of 1999 that was given to A. Zewail for his contributions to unveiling the potentials
of femtochemistry [5]. In this ﬁeld and in attosecond physics [6] for studying physical
processes in a time-resolved manner the pump-probe scheme became ubiquitously used.
In such a setup isolated pulses are used, where a pump pulse puts the system into an
electronically excited state, and another pulse subsequently probes the evolution of the
system at various time instances. Information on the evolution will be encoded either
on the probe pulse, or on photons, ions or electrons that are born along the way. This
is the essence of time-resolved spectroscopy. Evidently, other methods, such as purely
frequency-domain spectroscopy is not relevant here if our goal is to investigate transient
phenomena or the response of a nonlinear system.
On even smaller dimensions, on the level of atoms, for our studies attosecond res-
olution becomes necessary. For example, the quantum-mechanical "breathing" of the
superposition state of the 1S-2S levels of Hydrogen has an associated period of 400 as.
Going more and more deeper inside atoms, where the energy spacing becomes larger and
larger we even start to approach the atomic unit of time, which is 24 as. Attosecond
physics in its current implementation which relies on attosecond streaking uses both a
laser pulse (probe) that has a strong, high gradient electrical ﬁeld, with a rise-time al-
ready in the attosecond range, and an attosecond pulse (pump) that can liberate bound
electrons. In fact, such a scheme is used not only for tracking the evolution of funda-
mental processes but also for characterizing both of these pulses [7, 8]. It is basically a
variation of the streak camera [9], where the time-evolution of a light pulse is mapped
into a distribution of electrons in space by a fast-varying electrical ﬁeld. In the version
of its attosecond implementation, it is the high gradient laser electric ﬁeld that acts as
the streaking ﬁeld to create in energy a distribution of the photoelectrons. Attosecond
streaking has allowed us so far to access a plethora of electron dynamics, the ﬁrst one
being that of Auger-decay [10], while the latest ones being shake-up [11] (both connected
to the rearrangement of the electrons after photoionization), and energy-band dependant
photoemission in solids [12], to name a few. More experiments are expected to follow
as collective motion of electrons (plasmons) on surfaces [13], charge-transfer in molecular
structures, electron-electron interactions all happen on an attosecond time-scale.
Femtosecond and attosecond spectroscopy were born because of technological break-
3throughs in the last decades. Laser mode-locking is the mechanism for ultra-short pulse
formation in an oscillator [14, 15] which requires that millions of longitudinal modes
(which constitute a frequency comb) that a cavity can support become simultaneously
phase-locked. Interference phenomenon manifests itself here that through constructive
and destructive wave-addition for frequency components in a wide spectral range allows
the generation of a train of short and intense pulses. For ultrafast lasers passive mode-
locking proved to be the most favorable way of achieving short pulses. These type of
lasers employ a passive nonlinear material that exhibits a lower loss for high intensities,
which leads to the eﬃcient build-up of a pulse after many round-trips in the cavity. First
fast saturable observers were used as a nonlinear medium [3]. Together with organic dyes
as active medium, these lasers were the most common tools of femtosecond spectroscopy
until the 80's, when the pulse duration achieved by another active medium, Ti:Sa reached
the same value and soon surpassed it. Today Ti:Sa-based oscillators produce the short-
est few-cycle pulses, the achievable pulse duration being below two-cycles, that is less
than 5 fs at 800 nm (for reviews see [16, 17] or a more recent one [18]). For them the
saturable absorber-like eﬀect is embodied by the Kerr-lens eﬀect that causes both self-
phase modulation (SPM) and self-amplitude modulation (SAM). Going into the sub-10 fs
pulse generation regime with Ti:Sa oscillators required another breakthrough in ultrafast
science, which is the precision-dispersion-control with Chirped-Mirrors (CM) [19]. They
are used nowadays virtually in every short-pulse oscillator and also for compression of
ampliﬁed pulses [20, 21].
The single-cycle pulse duration (2.6 fs at 800 nm) imposed apparently a limit to further
pulse shortening. Breaking the femtosecond-barrier became only possible by moving to
shorter wavelengths [22]. It was already proposed in the '90s that gases could be ideal
candidates for reaching sub-femtosecond durations by using lasers [23, 24]. It was high-
harmonic generation (HHG), a strong-ﬁeld phenomenon, which provided a solution for
the frequency-conversion that was necessary to go from 1.55 eV (800 nm) to 100 eV (12.4
nm). The high peak intensities of the ultrashort laser pulses are most ideal also for
inﬂuencing other strong-ﬁeld processes, such as above-threshold ionization (ATI), non-
sequential double-ionization (NSDI). It is a common feature of them that they are all
sensitive to the electrical ﬁeld and thus to its exact time-evolution inside a pulse. In very
recent times we have been witnessing another major achievement, which is the control of
the shape of the electrical ﬁeld. This control in the time-domain came about due to a
breakthrough in research in the frequency-domain, in frequency metrology. The frequency
comb of a mode-locked laser in that research discipline serves as a ruler that helps in
the determination of an unknown frequency. Unfortunately, such a comb is not static
by nature, but its location dynamically moves. Access to and subsequently control of
4 1. Introduction
the lowest frequency component, called oﬀset frequency [25, 26], revolutionized frequency
metrology, indicated also by the Nobel prize of 2005 having been awarded to T. W. Hänsch
and J. Hall. In attosecond science such a control permitted a reproducible generation of
isolated attosecond pulses [27], which heralded the time of lightwave-electronics [28].
In nano-science the use of Atomic Force [29] and Scanning-Tunneling Microscope [30]
have already become the working tools not only for observing the nano-world, but also
for atomic manipulations, for placing atoms to certain locations. Speciﬁc light waveforms
can also act like tiny robotic hands, but now for carrying out manipulations on indi-
vidual electrons. Such waveform-controlled placement of electrons in molecules was ﬁrst
demonstrated via the attachment of electrons to a speciﬁc molecule during the dissociative
ionization of deuterium (D2) [31]. To gain even more control, by taking frequency com-
ponents from a multi-octave spectral bandwidth waveform-synthesis strives to construct
electrical ﬁelds that we have not seen before: single and sub-cycle pulses, saw-tooth-like
ramp-up, square-like on-oﬀ switching of the ﬁeld. Naturally, not only a broad enough
spectral span has to be available [32] for tailoring the waveform, but also amplitude and
phase control over such spectral bandwidth has to be performed. Especially dispersion
control is most diﬃcult to attain; but the technology of chirped-mirrors is constantly
evolving [33] and it shows huge potentials for overcoming this problem. In the work that
is outlined in this thesis we carried out broadband two-color waveform synthesis with a
simple setup. We added up two pulses, one of a near-single-cycle duration, and another
that is its second-harmonic. We furthermore, showed its usefulness for HHG.
It is of utmost importance also to know what degree of control we have achieved. To
this end, we again had to step out of the perturbative regime of optics and relied on ATI
to measure the alignment of the phase of the lightwave inside the pulse. Fig. 1.1 illustrates
a few selected waveforms that allows us to conclude that there are an unlimited amount of
ways to draw an electrical ﬁeld-shape for a certain pulse duration. The ﬁgure also shows
that as a direct consequence of the various ﬁeld evolutions, the response of strong-ﬁeld
phenomena (in the ﬁg. HHG) will diﬀer between one pulse shape and another [27, 34]. In
this thesis we used the phase-dependent eﬀect in ATI to determine the phase of individual
laser pulses [35].
We can also turn around the idea. If one wants to see the eﬀect of all the outcomes
of a control over the waveform, what would be the most eﬃcient way of achieving this?
We have developed a method, based on our single-shot phase measurement capabilities,
that can do exactly this. Before, phase-stabilized lasers had to be used to perform mea-
surements, even to measure the phase [36]; from now on, however, it will be possible to
perform a scan (by continuing the above analogy to scan the robotic arm) over the phase
by using non-phase-stabilized pulses from a laser. So-called CEP-tagging is within reach,
5e-
ћω
Figure 1.1: Illustration of various waveforms and the sensitivity of strong-ﬁeld pro-
cesses, such as HHG that leads to the emission of a photon. Black dashed line is the
pulse shape (envelope), which is here Gaussian, while the colored lines correspond to
three diﬀerent electric ﬁeld alignments under the envelope. To the right the motion of
the electrons can be seen that can be accelerated in two consecutive half-cycles (semi-
transparent light magenta circles) of the laser pulse. The thickness of the 'loops' and the
size of the electrons (ﬁlled circles) are proportional to the number of liberated electrons.
which means that in every experiment the information on the phase of the lightwave with
the highest demonstrated precision (to be discussed in this thesis) will be on hand and
requiring no stabilization of the phase. Importantly, few-cycle lasers in high intensity ver-
sions [37, 38] without phase-stabilization are already available. Employing these sources
will give access to nonlinear optics with extreme ultraviolet pulses, as well as allow us to
carry out experiments with a well-known waveform in the relativistic optics regime, where
intensities beyond 1018 W cm−2 are needed.
Outline of the thesis
The main topic in this thesis is studying the shaping possibilities of near-single-cycle
pulses by using another pulse that is a second-harmonic of the fundamental. The spec-
tral measurements were performed in collaboration with Markus Fieß. Both of us were
involved in the HHG generation and the ﬁnal test of our collinear setup. His work and
topic focuses mainly on streaking measurements. He set up the beamline to which I also
assisted. Beyond our common work, however, I chose all the optics elements of our setup
through theoretical calculations; tested each of them experimentally; conceived the initial
setup. Moreover, I carried out a feasibility study by relying on the classical trajectory cal-
culation code that I wrote to assess the eﬀect of the two-color waveform on HHG. I was in
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charge of the analysis of the spectral measurements, as well, which has proceeded in close
collaboration with Ya Cheng's group (Shanghai Institute of Optics and Fine Mechanics)
and Justin Gagnon (MPQ). In fact Prof. Cheng's group carried out the single-atom re-
sponse calculations, which support our claims. The laser that we used for the experiments
was set up mostly through the work by A. L. Cavalieri and me, with alignments carried
out by me during our experiments.
Regarding the single-shot phase meter measurements, T. Wittmann built the single-
shot device; I took part in the single-shot measurements, and with him we developed our
novel analysis method.
The results that are presented in this thesis can be structured as follows:
• Chapter 2 provides an introduction to the underlying physics that we build on
throughout thesis, with special emphasis given to above-threshold ionization (ATI)
and high-harmonic generation (HHG). These two have become one of the most
important phenomena in strong-ﬁeld science that describe the response of media
to an intense laser pulse, in our case to an extremely short, a sub-two-cycle pulse.
Numerical calculations will be shown that illustrate the basic concepts of both ATI
and HHG. In this chapter experimental results will also be discussed that give strong
evidence of the interaction of a near-single-cycle pulse with a noble gas through
HHG. This type of pulse will serve as the starting point for later investigations.
• The generation of near-single-cycle laser pulses necessitates technological improve-
ments that are the subject of Chapter 3. We will show a laser system that is com-
posed of an oscillator, an ampliﬁer and a pulse broadening stage, with dispersion
controlling elements at various steps. We have developed a novel hybrid compressor
that will also be presented. These results have been published in [21]. Moreover,
the term carrier-envelope phase (CEP) shall be introduced in more detail, as well
as the methods for its stabilization.
• The measurement of the CEP in a single shot was realized for the ﬁrst time that
opens up a new way of performing strong-ﬁeld experiments via CEP-tagging of
individual laser pulses. Detailed discussion of our device and a new method that we
have developed for measuring the CEP unambiguously and with ultra-high precision
form Chapter 4, which appeared in [35].
• In Chapter 5 we are going to present two-color waveform-synthesis that was realized
by superimposing our fundamental pulse of one-octave with its detuned second-
harmonic. After an overview of research achievements by others and discussing the
beneﬁts of having an SH pulse, supported also by our simulations, we will show a
7feasibility study. We will enlist the properties of the elements that are needed for
our implementation, and eventually we will discuss HHG that was carried out by
our unique driver laser (manuscript in preparation).
• In Chapter 6 we will summarize our results and outline future prospects.
8 1. Introduction
Chapter 2
Atoms in strong laser ﬁelds
2.1 Strong ﬁeld phenomena
When atoms are exposed to high intensity laser ﬁelds, the response of matter will have
a nonlinear nature: we enter the ﬁeld of nonlinear optics. Atoms show diﬀerent response
based on the amount of inﬂuence (characterized by the intensity) and the exposure time
(set by the wavelength) by the laser ﬁeld. Therefore, it is customary to talk about various
regimes of nonlinear optics. With laser ﬁeld intensities below 1013 W cm−2, assuming
visible and near-infrared (NIR) wavelengths, the perturbative regime is dominant. It
gives rise to phenomena that have served as building blocks in ultrafast optics, among
many others second- and third-harmonic generation, self-phase modulation, self-focusing.
To describe the interaction of laser light with atoms in this framework it suﬃces to resort
to a perturbative treatment. According to this, during the description of the nonlinear
response the external laser ﬁeld can be considered to be only a weak perturbation to
the atomic potential, and the electrons remain bound to the atom. However, when the
laser ﬁeld strength reaches higher values a signiﬁcant distortion of the atomic Coulomb
potential happens and perturbation theory has to be discarded. The intensity that is
necessary to enter this so-called strong-ﬁeld regime is 1014 − 1015 W cm−2. As a result,
1014 W cm−2 already corresponds to an electric ﬁeld that is almost 10% of the ﬁeld
that is seen by the electron on the ﬁrst Bohrian orbit. Since the atomic potential gets
lowered, the truly quantum-mechanical phenomenon of optical-ﬁeld ionization (tunneling
through the classically-forbidden potential barrier) can occur, which constitutes the ﬁrst
step of all subsequently unfolding processes. This regime of operation when the electron
is liberated from the atom leads to the emergence of high-harmonic generation (HHG),
a way to coherently convert laser light to the extreme-ultraviolet (XUV) or even soft
X-ray domains. A regime that can still be described on the grounds of perturbation
theory (though requiring the introduction of higher-order terms) is that of multi-photon
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ionization. To subdue the binding force the atom absorbs several photons, and a peak
comes up at Nh¯ω − Ip, where N is the minimum number of photons needed to match Ip,
the ionization potential of the atom. When the photon number N is in excess of what
is minimally necessary to ionize, a series of peaks will appear in the spectrum that are
separated by one photon energy. This scenario is a characteristics of above-threshold
ionization (ATI). Lastly, non-sequential double ionization (NSDI) is another strong-ﬁeld
phenomenon whereby doubly charged ions are created due to the high kinetic energy of
the laser-accelerated electrons that return to the ion core to liberate more electrons.
As the laser intensity approaches 1018 W cm−2, for the accurate description of the
motion of electrons relativistic eﬀects have to be taken into account. It is the realm
of relativistic nonlinear optics. Few-cycle pulses that can reach such relativistic laser
intensities are already available [39], and an area that opened up recently is that of laser-
based electron acceleration [40, 41]. Our work as outlined in this thesis, however built
on the perturbative regime (mostly chapters 3 and 5 are where we will use concepts from
this ﬁeld) to be able to carry out investigations in strong-ﬁeld area (chapters 4 and 5).
2.2 The three-step model
It is a peculiarity in nonlinear phenomena that all the salient points of such highly non-
linear processes as HHG and ATI can be described by a theory based on classical con-
siderations. The model was developed by Corkum and and it is known as the 'three-step
model' or 'simple man's model' [42]. Later his theory was further justiﬁed and extended
by quantum-mechanical calculations [43], and these two serve as the ground for strong-
ﬁeld science. According to the three-step model the electron is not a bound particle, as
has been wrongly assumed in earlier works. Instead, the electron gets ionized due to the
strong electric ﬁeld of the laser, leaves the atom and its motion will be steered by the
electric ﬁeld that set it free. The moment of ionization is closely connected with the ﬁeld
strength of the laser. In fact, the electron is lifted up into the continuum when the ﬁeld
becomes highest, that is when the Coulomb force exerted by the atom gets suppressed.
After the ionization step, acceleration under the laser ﬁeld will follow. About a quarter
of an optical cycle will have to pass when the sign of the electric ﬁeld reverses, and it will
slow down the electron, eventually turning its path back towards the parent ion. In HHG
the trajectory of the ﬁeld-accelerated electron ﬁnally ends when it recombines with the
atom close to the the next zero-crossing of the electric ﬁeld. The electron gains energy
from the laser through eﬃcient acceleration, and this energy plus the ionization potential
of the atom will be transferred to the emitted photon upon recombination. This last step,
emission of a high energy photon completes the picture of HHG. With some likelihood,














Figure 2.1: Illustration of the three-step model for HHG. Each step has been numbered:
1) liberation of the electron through tunnel-ionization, 2) acceleration of the free electron
in the laser ﬁeld, 3) recombination and emission of an energetic photon. tb and tr indicate
birth and re-collision instances and ∆t in the ﬁgure corresponds to the time spent by
the electron that emits the highest energy photon (close to the cut-oﬀ region), its energy
being Ip + 3.17Up.  stands for energy, the arrow showing the direction of change, while
Ip is the ionization potential of the atom. The black long dashed line is the potential of
the laser ﬁeld, while the blue is the superposition of the atomic potential with that of
the laser's. E denotes the laser electric ﬁeld.
instead of recombining, during the ATI process the electron can also scatter from the atom
and get further accelerated by the laser ﬁeld. These three steps have been illustrated in
Fig. 2.1 for HHG. Concerning the last step, the diﬀerence in ATI is that at tr the electron
scatters and turns back and then leaves the atom.
2.2.1 Ionization
The most common form of ionization happens when an atom absorbs a photon of energy
h¯ω and emits afterwards an electron with an energy in accordance with the photoelectric
equation: Ekin = h¯ω − Ip. Ip is the ionization potential and Ekin is the kinetic energy
of the electron. Alternatively, another way of ejecting an electron from the atom can
be realized by distorting the atomic potential by a laser ﬁeld: if the laser electric ﬁeld
becomes comparable in strength to the binding force experienced by the electron, the
potential well of the atom can change so much that the electron can eventually escape
from the atom. The eﬀective potential felt by the electron can be written as:





E (t) · −→r , (2.1)
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where the ﬁrst term is the atomic potential, while the second describes the potential
created by the laser ﬁeld. We can see that due to the laser ﬁeld that changes its sign
every half-cycle, the potential well will also oscillate. A snapshot of one moment when
their superposition allows the ionization of an electron can be seen in Fig. 2.1.
Depending on the laser parameters (peak electric ﬁeld and its frequency) and the
atomic species (its ionization potential) the potential barrier can be suppressed by diﬀer-
ent amounts. The work by Keldysh [44] quantiﬁed the diﬀerence between various levels
of potential barrier suppression. To be able to diﬀerentiate between these regimes of op-
eration, he introduced some important parameters. The Keldysh parameter γ and the









In the above, the parameter Up emerges, which is the average kinetic energy of the electron
during its wiggling motion under the laser electric ﬁeld. e and me are the charge and mass
of the electron, while ω and E are the angular frequency and the electric ﬁeld of the laser.
Using these parameters, we can now determine whether ionization occurs in the tunneling-
regime, with γ < 1, or the multi-photon-regime, when γ > 1. In the latter case ionization
takes place continuously, during multiple cycles of the laser ﬁeld, that is even when the
instantaneous electric ﬁeld becomes zero. We enter this regime when the electric ﬁeld
changes so fast (i.e. its frequency being high) that there is no ample time for the electron
to respond to the changes of the ﬁeld. Here the quasi-static approximation of ionization
breaks down. On the other hand this approximation, that is the assumption that the
ﬁeld is constant during the ionization time, remains valid when the tunneling-ionization
or also called optical ﬁeld ionization is the dominant mechanism. This can happen either
by providing a low frequency laser ﬁeld or by making sure that the laser ﬁeld is strong
enough. The tunneling time, that is the time for the electron to tunnel through the
barrier, is a fraction of the period of the laser, so tunneling occurs almost instantly at
certain phases of the ﬁeld (an upper limit was determined recently, which gave 380 as [11]).
Experimentally, typically a few times 1014 W cm−2 is suﬃcient for tunnel-ionization (at
800 nm) in Ne. If a too high ﬁeld strength is applied, the electron no longer has to tunnel
through the barrier, which is allowed by quantum-mechanics, but the eﬀective potential
will be suppressed so much that it can just leave the atom without seeing any potential
barrier. This is called the barrier-suppression, which for Ne necessitates an electric ﬁeld
intensity of ≈ 1015 W cm−2.
Tunnel-ionization plays a major role in HHG. As we have seen, the three-step model
involves diﬀerent stages that evolve during certain phases of the laser ﬁeld. All three stages
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are linked together to allow HHG to occur. In the tunneling-regime the ionization depends
sensitively on the actual value of the ﬁeld. It means that ionization which determines the
HHG yield will eﬃciently take place whenever the ﬁeld is high. Incidently, maximum
HHG energy will result for the birth time of the electron close to the peak of the electric
ﬁeld, where the ionization will be pronounced, too. We thus see that the tunneling regime
of ionization favors greatly the production of high-harmonic radiation.
Ionization is dependent on the electric ﬁeld in a nonlinear manner. Adiabatic or quasi-
static ionization rates (for γ < 1) rely on the assumption that the total potential that the
electron is subject to is the sum of the Coulomb ﬁeld of the atom and the instantaneous
value of the electric ﬁeld as we have discussed above. The ionization rate (i.e. ionization
probability per unit time) W(t) and the total ionization yield Σ(t) can be expressed as:
W (t) = Ge−
2(2Ip)
3/2




Ionization rates that are based on the quasi-static scenario have been derived by Keldysh
[44] and Ammosov, Delone and Krainov (ADK) [45]. In equation 2.3, for W(t) the ADK
formula has been shown. The rate by Keldysh does not take into account the kind of atom
that is involved in the ionization process, while that of ADK considers various species and
thus it can be used more ubiquitously. Both descriptions of ionization, however share a
common feature, which is that they have an exponential dependence on the electric ﬁeld.
The parameters of the atom (its quantum numbers) for the ADK rate show up in the
factor G standing before the exponential dependence (the explicit dependence on the
quantum numbers not shown here).
The second equation for Σ, for the total ionization yield allows us to assess how much
ionization during the evolution of the laser ﬁeld occurs. We will see it in section 2.4.2 that
it has huge repercussions when it comes to generating high-harmonics with a multi-cycle
pulse or with a few-cycle pulse. The situation will favor the usage of very short pulses
both from a single-atom response view and regarding macroscopic eﬀects.
Experimentally, it is common to work in a regime somewhere between the tunneling-
and multi-photon cases, when γ ∼ 1. However, even here it is widely accepted that the
quasi-static rates can be used.
2.2.2 Acceleration
After an electron is liberated from the atom through the laser-ﬁeld-induced suppression
of the atom's potential barrier, its motion will be governed by the slowly-varying laser
electric ﬁeld. Within a small amount of time, it will no longer feel the pull of the atom.
This is exactly the force, the Coulomb attraction which is neglected in the strong-ﬁeld
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approximation (SFA). The electron after its ionization at xb and time instance tb is sent
onto a trajectory by the laser ﬁeld, and due to the classical treatment its motion can
be described by using Newtonian equations. If we use atomic (Hartree) system of units
(me=e=h¯=1), the acceleration under the inﬂuence of the ﬁeld can be written as:
x¨(t) = −E(t) (2.4)
Moreover, the semi-classical model assumes that the velocity of the electron at the birth




then the instantaneous velocity that the electron will reach can be written as:
x˙(t) = A(t)− A(tb) (2.5)
Let us assume that our laser light is monochromatic with an angular frequency ω0 and
amplitude Ep, so its evolution can be written as E(t) = Epcos(ω0t). The velocity of the





The ﬁnal velocity or drift velocity of the electron (at t → ∞) can be obtained from an
equation similar to 2.6, but now assuming that the pulse has some temporal shape (Ep(t)).
We have to rely on the slowly-varying envelope approximation to arrive at the following
expression for it:
− A(tb) = Ep(tb)/ω0sin(ω0tb) (2.7)
From equation 2.7 and using the formula −1/2A(tb)2 the maximum kinetic energy of
these "direct" electrons will be E2p/2ω
2
0 = 2Up, where Up is the so-called ponderomotive
potential. In ATI these "direct" electrons (which never return to the atom) are abundantly
present (as opposed to re-scattered electrons), and their spectral intensity decreases as
a function of ATI harmonic order (deﬁned as kω, with k being an integer number, ω
being the laser frequency). We can immediately see the existence of the cut-oﬀ at 2Up
and the monotonous decrease from the comparison of the form for the vector potential
(which determines the drift velocity) with that of the laser light above [46]. Speciﬁcally
maximum ionization occurs at the peak of the electric ﬁeld, where the ﬁnal velocity will
be zero, while at the zero-crossing of the ﬁeld a low number of electrons (ionization being
zero here) will reach maximum drift velocity. If we integrate equation 2.5 the electron
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trajectory will result:
x(t) = x(tb) +
∫ t
tb
A(t′)dt′ − A(tb)(t− tb) (2.8)
or alternatively, we can integrate equation 2.6 to get the electron trajectory under the
inﬂuence of a monochromatic light:
x(t) = x(tb) +
Ep
ω20
[cos(ω0t)− cos(ω0t)] + Ep
ω0
sin(ω0tb)(t− tb) (2.9)
The amplitude of this oscillatory motion is referred to as ponderomotive radius a0 or
"quiver" amplitude, which is Ep/ω20. For a typical laser intensity of 10
14 W cm−2 it is
on the order of a few nanometers, which is a larger value than the atomic radius, and
thus it justiﬁes the treatment of the electron as a free particle. For HHG, the electron
has to return to the ion core to set free a high energy photon. The condition for this to
happen is that at the re-collision time tr the location of the electron should be again the
starting position at birth time, x(tr) = x(tb), which we can set to zero. Along this line
we can get to the equation, which needs to be solved when we want to look for the birth
and re-collision times of the electron. In turn, it will allow us to know the associated
kinetic energy of an electron following a particular trajectory. From equation 2.8 and the
condition for the location of the electron at tr the equation to solve is:




or again, for our light-wave:
Ep
ω0
sin(ω0tb)(tr − tb) = Ep
ω20
[cos(ω0t)− cos(ω0t)] (2.11)
We will show in section 2.4.2 that it is possible to solve the above equation numerically,
even for a non-monochromatic light, so for a laser pulse and obtain diﬀerent trajectories
for the electrons that eventually re-collide with the atom. For both ATI and HHG, there
exists two types of trajectories, one that is characterized by a short excursion time called
short-trajectory, and another kind that has a long travel time, which was given the name
long-trajectory. In Fig. 2.3 on page 25 these trajectories have been indicated with arrows,
connecting the pair of birth (tb) and re-collision times (tr), their separation distance
deﬁning the type of trajectory. Interestingly, diﬀerent behavior can be ascribed to the
electrons that follow either of these trajectories. In a HHG experiment it is necessary
to get rid of the contribution of one of them (the long-trajectory) to obtain an isolated
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attosecond pulse. We will see that the dipole-phase associated with them will show
diﬀerent dependencies on the intensity, in particular there is a large dependence for the
long-trajectories, while it is smaller for the short-trajectories. Thus, the spatial intensity
variation due to a real laser pulse will wash out the long-trajectory contributions. Another
way to eliminate them is via a careful selection of the HHG gas jet position with respect
to the laser focus. If the laser is focused before the jet, phase-matching will favor mainly
the short-trajectories, and the long ones will not survive [47].
An eﬀect that we have to mention here is that during the electron's travel in the
laser ﬁeld, according to the laws of quantum-mechanics, the electron wavepacket will
expand laterally, that is dispersion of the wavepacket will occur. This will decrease the
probability of recombination with the parent ion, which greatly aﬀects the HHG eﬃciency.
To attribute a number to it, upon re-collision the lateral spread is typically ≈ 5− 10Å[6].
It is possible to exert control over the trajectories in this step in various ways. One such
method, as was pointed out in theory [48] in 1994, is the manipulation of the polarization
state of the pulse on a time-scale equivalent to the oscillation period of the light pulse.
By permitting the polarization state to be linear during one cycle and circular outside
this region (called gate-window) we can switch oﬀ the contribution of other half-cycles
to the HHG process. A single re-collision event will lead to an isolated attosecond pulse.
The reason for this selection capability comes from the strong dependence of the HHG
eﬃciency on the ellipticity of light ﬁeld [49], that is only the linear polarization will allow
the electrons to return to the atom. Manipulation of the waveform is also possible via
another technique, which builds on using the second-harmonic ﬁeld to change the original
shape of the ﬁeld. This will be discussed in detail in chapter 5 of this thesis, as well as
mentioning similar experiments done for ATI.
2.2.3 Recombination or re-scattering
It is possible to solve the above trajectory equation 2.11 numerically (or graphically, which
is possible for a continuous wave) and it turns out that it allows one to determine the
return (or re-collision) times for the possible birth times. Recombination with the parent
ion that emits an XUV photon in case of HHG, and the re-scattering event in ATI that
produces high-energy electrons will be discussed in more details in the following respective
sections.
2.3 Above-threshold ionization (ATI)
ATI has been known for a long time; actually it was discovered a few years before HHG
in 1979 by Agostini [50]. It is based on a multi-photon process, when atoms absorb many
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photons to overcome the ionization potential. For ATI even more photons are involved
than what is absolutely necessary to ionize, which is therefore above the threshold, as the
name implies. In the measured photoelectron spectra this process leaves its ﬁngerprint via
the creation of a peak structure, the spikes being at multiples of the fundamental energy
of the laser (nω in atomic units, n being an integer). They come up at every integer
values, unlike for HHG where only odd harmonics exist, because ATI has a directionality
in the sense that every half-cycle the electrons are created, and then go either to the
left or the right directions (perpendicular to the laser beam propagation and parallel to
the laser polarization). In one detector (either left or right) we thus measure electrons
every full-cycle, which leads to the peaks at integer multiples of the laser energy. Typical
theoretical ATI spectra corresponding to two diﬀerent waveforms, which spectra can be
measured by two detectors (usually a micro-channel plate or MCP) can be seen in Fig. 2.2.
They were provided by G. G. Paulus (Friedrich-Schiller-Universität, Jena), and they are
the result of numerical calculations that were done by solving the 1 dimensional time-
dependent Schrödinger equation. Indicated by arrows with the labels 2Up and 10Up we
can observe two cut-oﬀs, one that is lower in energy and another one that is higher. All
these important features can be understood from the three-step model [46], the existence
of the lower lying cut-oﬀ requiring only the ﬁrst two steps. Below the ﬁrst cut-oﬀ we have
"direct" electrons that are generated by the laser ﬁeld and then sent onto a trajectory that
has no corresponding return times to the atom. The decreasing nature of the intensity as
a function of energy in this region and the position of the ﬁrst cut-oﬀ being at 2Up were
explained above in section 2.2.2 of this chapter.
The ﬁrst observation of the spectrum above the 2Up cut-oﬀ can be attributed to G. G.
Paulus in 1994 [51]. It was found that similarly to HHG a ﬂat spectral part follows the
ﬁrst cut-oﬀ, and this plateau-like feature ends with a steep second cut-oﬀ. Based on the
three-step model, it can be argued that this plateau is created by electrons that revisit the
atom, elastically back-scatter and then are re-accelerated by the laser ﬁeld to even higher
energies than before. The instantaneous velocity of the electron can be written as in
equation 2.5, where −A(tb) represents a constant as determined by the initial conditions.
Applying the condition that the velocity will change sign upon return to the atom, the






This equation is similar to the instantaneous kinetic energy of the electron that returns
and then recombines with the ground-state atom in HHG (see equation 2.14), except
here there is a factor '2' before the vector-potential evaluated at the return time, and
it is coming from the condition above regarding the change of velocity. From numerical
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Figure 2.2: a.) Travel times of rescattered electrons (red and blue lines) in the ATI
process during the presence of the electric ﬁeld of a 1.5 cycle (4.1 fs) cosine (CEP=0)
and anti-cosine (CEP=pi) laser pulse (grey lines). Red and blue means ﬁnal arrival
to the left or the right MCP, respectively. Obtaining the trajectories entailed classical
calculations. b.) Time-of-ﬂight (TOF) spectra obtained by theory for two diﬀerent CEP
settings, for CEP=0 (left ﬁg) and CEP=pi (right ﬁg). They show a close resemblance to
the experimentally measured TOF data, which are plotted in Fig. 4.7 on page 59.
evaluation of the trajectory equation (equation 2.8) a similar (but not the same) birth
and return times can be obtained as for HHG for the electrons that will give a maximum
drift energy. The value of this maximum, however, will be much higher than before, as
instead of 3.17 we have a factor of 10.007, so the energy will be 10.007Up [46]. As already
conspicuous in Fig. 2.2, this high-energy part is an important one, as its position shows
a sensitivity to the waveform. This behavior will be discussed next.
2.3.1 Phase sensitivity of re-scattered ATI spectra
Strong-ﬁeld processes, including ATI, depend sensitively on the exact time-evolution of
a pulse, on the value of the electrical ﬁeld. The alignment of the fast-oscillating carrier-
wave under the envelope gains importance as the pulse duration shortens. Therefore, it
necessitates the introduction of a property of a short pulse, which is its carrier-envelope
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phase (CEP). The CEP is deﬁned through the equation that describes the change of the
electrical ﬁeld of a pulse, E(t) = g(t)cos(ω0t + φ0), where g(t) is the envelope function
and φ0 is the oﬀset of the the highest peak of the carrier-wave from the maximum of
the pulse envelope. It is a dynamically changing quantity in few-cycle laser systems, and
the reasons of its ﬂuctuating nature, as well as its stabilization will be discussed in more
detail in chapter 3. Examples of some waveforms that result from diﬀerent CEP values
have been plotted in Fig. 2.2 and Fig. 2.3 on page 25.
It was already anticipated [52, 53] before the ﬁrst successful demonstration of phase-
sensitivity in ATI [34] that re-scattered electrons for few-cycle pulses could provide us a
highly eﬃcient way to measure the actual value of the CEP [36] and not only its rate of
change [25, 26]. As we have shown above ATI process occurs every half-cycle of the laser,
which gives photoelectrons a directivity, i.e. due to the sign reversal of the laser ﬁeld they
will be emitted in two opposing directions (left and right) parallel to the laser polarization
(for p-polarization, otherwise for s-polarization the emissions will be up and down). For a
few-cycle cosine pulse (Fig. 2.2) there are dramatic diﬀerences in the heights of the electric
ﬁeld extrema in consecutive half-cycles and it will cause a main emission in one of the
directions, left or right. The rescattered electrons can acquire high energies due to their
relatively long excursion time of three quarters of an optical cycle that occurs after their
ionization time at tb and before their rescattering time of tr. Importantly, the plateau
region that they create shows a high sensitivity to the CEP [51], and the dependence
is about an order of magnitude higher than for "direct" electrons [54, 55]. A qualitative
manifestation of this disparate dependencies is also reﬂected in the simulations in Fig. 2.2.
For the the low-energy "direct" electrons, asymmetric ionization yields at instant tb are
largely canceled by the deﬂection of the photoelectrons in the laser ﬁeld [56]. However,
the conditions for rescattered electrons to be eﬃciently accelerated by the ﬁeld are strict.
Not only a large enough ﬁeld has to be present at the time of their ionization at tb
to get a signiﬁcant electron yield, but also following the backscattering event at tr the
electric strength has to be signiﬁcant to give them high kinetic energies. Because tb and
tr are separated in time by approximately three quarters of an optical cycle, the above
two conditions are diﬃcult to be fulﬁlled. As a result, strong CEP dependence can be
observed for the plateau region.
In HHG there is a CEP dependence, as well. However, because of the inversion-
symmetry of the process there is no diﬀerence when measuring HHG spectra between left
or right emissions for cosine and anti-cosine pulses, so the spectra will be identical when
the electron recombines from the left or right directions. It makes the ATI process more
favorable for CEP measurements because there is no such pi phase-ambiguity. The lack
of phase-ambiguity, unfortunately is only partial. We will see in chapter 4 that with the
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conventional representation (phase-asymmetry parameter vs. CEP) we still have phase-
ambiguity. Chapter 4 addresses this issue, where we will present a new method that
eliminates this ambiguity.
2.3.2 Macroscopic eﬀects - volume eﬀects
Experimentally we always irradiate a large number of atoms to get a measurable signal.
In ATI, unlike in HHG, the wavepackets of the electrons have a small spatial extent, and
in addition typically a very low gas pressure is used (in the range of 10−2 mbar, while in
HHG it is usually above 100 mbar). Both of these conditions will lead to the fact that the
electrons' wavepacket will be below the mean inter-atomic distance and no interference
will occur between them. Thus ATI can be treated as a single-atom phenomenon: coherent
interaction that is prevalent in HHG, which is manifested in phase-matching is not present
here. It helps greatly in the interpretation of results through simulations as opposed to
the case when one has to deal with phase-matching in HHG, which is a complex issue
that is inﬂuenced by numerous parameters.
The previous explanation does not obviate the need to take into account the macro-
scopic eﬀects. Electrons from individual atoms will arrive at the the detector and because
our laser pulse varies both spatially and temporally, there will be an averaging eﬀect con-
cerning the positions of the cut-oﬀs due to their strong dependency on the electric ﬁeld
strength. The results of advanced calculations (3D), together with comparing these with
experimental ﬁndings will be discussed in chapter 4.
2.4 High-harmonic generation (HHG)
High-harmonic generation (HHG) is the phenomenon of converting laser light at a given
frequency to integer multiples of it through a highly nonlinear and non-perturbative pro-
cess. The ﬁrst experiments were conducted by McPherson [57], followed by Ferray [58] in
the 1980s. It was found in their work that the harmonic conversion drops suddenly for
low energies (perturbative regime) and then remains constant over an extended number
of harmonic orders, which spectral region was given the name plateau. Conversion does
not stay ﬂat towards high energies, but the measured spectrum ends abruptly at a certain
energy called the cut-oﬀ. Perturbation theory failed to explain this observation, because
it predicted an exponentially decreasing harmonic intensity as a function of the harmonic
order. It suggested that another mechanism is responsible for this feature. Quasi-classical
theory (three-step model) could ﬁnally give a successful explanation to the behavior of the
plateau harmonics. The model basically entails that in every half-cycle of the ﬁeld a HHG
photon is generated. The consequence of such a periodically occurring event is that in
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the frequency domain the spectrum will contain only odd harmonics of the fundamental,
which means that the spacing between the harmonic lines will be 1/(T/2)=2/T, T being
the period of the fundamental ﬁeld (2.6 fs for 780 nm).
The last step of the three-step model for HHG is the recombination of the electron
with the parent ion, which will emit a photon of a shorter wavelength than that of the
laser's. Quantum mechanically speaking, emission results from the interference of the
continuum wavepacket with the part of the wave function that was left behind in the
ground state. The photon will have a shorter wavelength, that is a higher energy, because
it will carry away the recombining electron's kinetic energy plus the energy associated
with the ionization potential of the atom. The energy of the photon generated through
HHG can be simply expressed as:
ωHHG = Wkin + Ip (2.13)
where Ip is the ionization potential of the speciﬁc gas that is irradiated by the laser light
and Wkin is the kinetic energy of the accelerated electron. In general, with the help of the






Not all the trajectories will lead to an emission of a photon. In equation 2.6 the ﬁrst term
is the drift velocity of the electron. If in the phase dependence we include the CEP, then
the drift velocity becomes positive at a phase of ω0tb + φ0 = 0, and trajectories that are
initiated later than this time will return to the ion. To every birth time there is a certain
kinetic energy. By solving equation 2.11 numerically one ﬁnds that maximum energy can
be attributed to a launching phase of ≈ 18 ◦, so this time-instance is ≈ 0.05 optical cycle
away from the electric ﬁeld peak. High-harmonic radiation above this energy vanishes,
therefore this energy is called the cut-oﬀ, which has been determined to be [42]:
ωHHG,cutoff = Ip + 3.17Up (2.15)
To obtain the cut-oﬀ energy, the peak electric ﬁeld of the half-cycle that accelerates the
electron has to be considered. This particular one according to the above outlined steps
will come half a period later than when the electron is ejected into the continuum.
There are some interesting developments that aim at pushing out the location of the
cut-oﬀ. One spectacular demonstration of such possibilities was achieved by using few-
cycle light pulses with an energy higher by a factor of 2 than what is normally available
from a few-cycle Ti:Sa (at 800 nm) laser. The cut-oﬀ in their experiment was in the
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keV range [59]. This achievement was made possible due to an increased fundamental
laser energy, and the exposure of the atoms to higher ﬁeld strengths by relying on a few-
cycle pulse (see section 2.4.2). An alternative future direction to reaching keV photons
seems realizable by manipulating not the intensity, as in [59], but the wavelength of the
driving laser [60]. By looking at the cut-oﬀ law it is obvious that a dramatic shift of
the cut-oﬀ position can result due to its quadratic dependence on the wavelength [61].
However, it has to be noted that the harmonic yield depends on the wavelength, too, and
unfortunately on a single-atom response level it decreases according to ≈ 1/λ5 [62]. On
the other hand phase-matching on a macroscopic level promises to help us overcome such
limitations regarding the yield [63].
2.4.1 Macroscopic eﬀects - phase matching
Generation of high-harmonic photons experimentally is achieved not from one, but from
an ensemble of gas atoms. Consequently, apart from the single-atom response, which is
inﬂuenced through all stages of the three-step model, the collective response of matter
has to be considered. The electromagnetic wave in the form of XUV light that is radiated
by the tiny dipole antennas that the atoms represent can add up in phase or out-of phase.
Phase-matching describes this phenomenon: it tells us what contributions exist to the
total phase and whether eﬃcient build-up of the coherent light is possible. Physically,
what causes an imperfect phase-matching is the nonequal propagation speeds of the laser
light and the generated harmonic radiation. Assuming a collinear interaction, for the
generation of the qth harmonic the phase-mismatch can be written quite generally as:
∆kq = qk(ωL)− k(qωL) (2.16)
In equation 2.16 ωL denotes the laser frequency and k the wavenumber. There are a
number of reasons why the above expression cannot become zero. This equation can be
rewritten for our case, at the same time indicating the physical contributions:
∆kq = ∆kdisp + ∆kplasma + ∆kfoc (2.17)
A brief summary of the individual eﬀects that hinder us in achieving perfect phase-
matching will follow.
• Normal dispersion. Every medium exhibits a dispersion due to the resonances in
them, which manifests itself in the frequency dependence of the refractive index,
n(ω). This mismatch is ∆kdisp = [n(ωL)− n(qωL)] qωL/c. In the XUV spectral
region n(ω) assumes a negative value, while in the visible and near-infrared it is
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positive, and as a result ∆kdisp > 0 holds.
• Plasma dispersion. Ionization is the ﬁrst step of the HHG process. During the
second stage, when the electrons get accelerated, only a small portion will follow
such trajectory that will end by the emission of a photon; most of them do not
re-collide with the atom, but form a free-electron cloud. As with normal dispersion,
here owing to the plasma resonance, plasma dispersion exists. The contribution of
this mismatch is: ∆kplasma = ω2p(1− q2)/(2qcωL), where ωp is the plasma resonance
frequency. Obviously, this term has a negative value.
• Focusing geometry. This term would be zero, if our laser beam was a plane-wave.
We have to reach suﬃcient peak intensities for the ionization to occur and this is
done by a combination of temporal and spatial eﬀects. The former is essentially
realized by the usage of a short pulse, while it is the latter eﬀect, which we have to
consider here that will cause a phase-mismatch. Another eﬀect that falls into the
more general 'geometry' category is that of the application of a waveguide, where
a propagating waveguide mode can ensure a negative geometrical phase-mismatch
term [64]. We consider now only the focusing geometry in the form of a beam that
is incident on a reﬂective focusing mirror, which we apply in our experiments. Near
the focus the Gouy-phase will play a major role. It means that after and before the
focus the phase will be ﬂipped by pi. This term will be ∆kfoc = (q − 1)/zR, where
zR is the Rayleigh-range (its value being positive).
The coherence length Lc can be calculated from the above phase-mismatch. It is the
length where the phase-mismatch becomes pi, which is the distance where constructive
interference will end (Lc = pi/∆kq). Additional macroscopic eﬀects that need to be
accounted for are:
• Absorption. Reabsorption of the XUV photons by the medium occurs, because a lot
of media have their outermost electrons attached to the atom with such a binding
energy that this value is matched by the energy of the HHG photons. It means that
these gases have high photoionization cross-sections ρ. The absorption length, the
point where the intensity lowers by 1/e is Labs = ζρ, where ζ is the density of atoms.
• Intensity-dependence of the atomic dipole phase. Strictly speaking the dependence
of the dipole-phase on the intensity is a single-atom property. However, we have to
consider it here, because it aﬀects phase-matching. In the semi-classical formulation
of the three-step model the dipole phase gives the phase of the electron that it
acquires during its time spent in the continuum [43]. Interestingly, this phase for
the short-trajectories is almost ﬂat with a change of the intensity, while for the
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long-trajectories there is a linear dependence. Following propagation the latter will
give a fast varying phase with a small oﬀ-axis area where good phase-matching
dominates (before the laser focus), while the former provides good phase-matching
in a wider region on-axis (after the focus). Hence, with the focusing geometry it is
possible to select one of them, which is critically important for isolated attosecond
pulse generation.
In an experiment there are a few knobs that one can adjust to arrive at an optimal
phase-matching. The density of the gas can be varied, which will change the absorption
of XUV. The plasma dispersion can be altered by turning up the laser intensity and
changing the pulse duration. The distance of the laser focus from the jet will also cause
the phase-matching conditions to change.
We will examine more in detail in section 2.4.2 how the pulse duration will aﬀect
the phase-mismatch through the plasma dispersion, and we will discuss furthermore its
far-reaching consequences.
2.4.2 Isolated attosecond pulse generation
The three steps of the HHG process repeat during every half-cycle of a lightwave, which in
the time domain gives an attosecond pulse train (APT), whereas in the spectral domain
harmonic lines will appear [65, 66]. If each half-cycle looks identical to the others, i.e.
when one deals with a long pulse, this APT will be made up of attosecond pulses with
the same characteristics (except for a pi phase-shift between consecutive pulses). Clearly,
for the isolation of a single attosecond pulse the time-evolution of the long pulse has to be
broken on a cycle-scale. The most successfully used technique for achieving this condition
is that of the application of a few-cycle pulse [16, 67]. For a multi-cycle pulse each re-
collision event will give a HHG photon energy that is nearly the same for half-cycles
close to the peak of the pulse. Conversely, a few-cycle pulse introduces both energy and
intensity variation of the XUV photons. During a short pulse substantial ﬁeld variation
exists. As a result, the highest energy of the XUV bursts in consecutive half-cycles will be
altered, the most energetic burst being the result of the most intense electrical ﬁeld value.
If we have at most one such burst which stands out among the others in energy, we can
select its highest energy portion by a high-pass ﬁlter, and thus only one attosecond pulse
will remain. In the frequency domain now, unlike earlier for long pulses, such a single pulse
close to the cut-oﬀ region corresponds to an unmodulated spectrum, a continuum [27].
Along this line of reasoning, it is also obvious that the spectral extent, the bandwidth of
this continuum is set by the highest energy burst and the next one closest to it in energy.
Fourier-transformation that creates a connection between time and frequency space tells
us that the broader this bandwidth is, the shorter the pulse duration will be. It stresses
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Figure 2.3: Two characteristic waveforms and the XUV bursts corresponding to them.
Classical trajectory calculations were performed for the cosine-pulse (upper plots) and
the anti-sine-pulse (lower plots) assuming a 5 fs fundamental pulse with a peak intensity
of 4.4 × 1014 W cm−2 and Ne as the gaseous medium. Blue dots indicate energy as
a function of birth time, red stands for energy vs re-collision times. The short- and
long-trajectories that electrons can follow have been shown, too. From the upper right
plot it becomes apparent that among the two depicted CEP settings only the cosine
pulse creates one XUV burst that stands out in energy among the others. Filtering out
these harmonics for the cosine case in the energy range shown by the pink transparent
rectangle permits the generation of a single attosecond pulse.
thus the importance of broadening the width of the continuum. If a truly few-cycle or a
near single-cycle pulse is available, we can ensure that some continuum or in the latter
case a very broad unmodulated spectral bandwidth exists.
Because the HHG process depends critically on the electrical ﬁeld and not only on
the cycle-averaged intensity of the pulse, we can expect that the CEP of a pulse will
play a major role. To show waveforms corresponding to two CEP settings for a two-
cycle pulse (at 800 nm), in Fig. 2.3 we plotted two markedly diﬀerent cases, which have
a CEP of 0 and pi/2, respectively. The CEP setting with 0 phase gives a pulse, which
became known as cosine-pulse (CEP=pi being anti-cosine), while the name of a pulse
corresponding to CEP=pi/2 turned out to become a sine-pulse (for CEP=pi the name is
anti-sine pulse). These names apparently stem from the resemblance of the waveforms to
cosine and sine waves with t=0 being the maximum of the envelope. Assuming these two
types of pulses we carried out numerical calculations by solving the classical equation of
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motion (equation 2.10) to illustrate their eﬀect on the ﬁnal outcome of HHG. Accordingly,
the right plots depict the energies of XUV bursts as a function of birth (blue dots) and re-
collision times (red dots). The ionization rates from the ADK-model have been calculated
(equation 2.3), too, which appear as peaks at the crests of the wave, where the electric
ﬁeld reaches extrema. From the plots we can determine the width of the continuum for the
cosine-pulse (indicated by the label 'ﬁlter BW'), which according to the above discussions
amounts to a bandwidth of about 10 eV. In fact, two-cycle laser pulses, that is pulses with
a duration of 5 fs (at 800 nm) were the shortest available ones for HHG for many years
[16, 68, 69]. Doing energy ﬁltering in this 10 eV bandwidth provided a single attosecond
pulse, which experimentally entailed a duration of 250 as [7]. Here, we tacitly assumed
that the contribution from the long-trajectories have been canceled, which can be achieved
by a proper focusing geometry (placing the focus before the position of the HHG jet).
From observing the lower plots (anti-sine pulse) the scenario of single attosecond pulse
generation changes distinctly. Now this particular pulse creates two XUV bursts with
nearly the same energies. Their energies fall exactly into our ﬁlter bandwidth and as a
result, two XUV pulses are kept after our ﬁltering. Such extreme diﬀerence between the
outcomes of experiments can be circumvented by using phase-stabilization, which is to be
further elaborated on in chapter 3.
Interestingly, there is another signiﬁcant beneﬁt of having a short pulse as opposed to
a long one [70]. Another parameter of a pulse is its intensity. Evidenced by equation 2.3
the pulse duration of the driver laser inﬂuences the value of the ionization yield. For a
long and weak pulse (with relatively low peak intensity) high ionization yield can happen
already after a few cycles of the laser ﬁeld. In essence, the gaseous medium can get
fully ionized even before the maximum ﬁeld can be reached. For few-cycle pulses the
situation is quite diﬀerent. The main advantage when using them comes from the fact
that the atoms can survive to higher laser intensities prior to ionization. The accelerating
electrons can be exposed this way to a stronger, rapidly increasing laser ﬁeld, which in
the end means that more energy will be transferred to them. Re-collision with the parent
ion will induce the emission of photons, and it explains why such high cut-oﬀ energies are
observable in experiments with very short pulses (for an extreme case see [59]). The lower
overall ionization yield will aﬀect phase-matching, as well, and in a positive way. The free
electron density can be minimized and a longer coherence length will result through the
modiﬁcation of the contribution from the plasma dispersion. This latter improvement will
translate to a high XUV photon ﬂux. The most recent exploitation of this phenomenon
was realized during HHG with a near-single-cycle pulse [71].
We conducted experiments that aimed at shortening the pulse duration during HHG
by making a broad continuum available. To this end, we focused our laser beam (5 fs,
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Figure 2.4: A long CEP scan showing HHG spectra with ∼5 fs pulses. The low
intensity harmonics (higher CEP values) were generated by a two-cycle pulse, and the
higher intensity region in the scan shows a transition towards HHG with even shorter,
near-single-cycle pulses. Thus, due to the long scan we slowly change the pulse duration,
too. The 7 selected spectra below the false-color 2D plot all have CEP values that lie
in an interval of ∼ pi to show the switching between sine-shaped (modulated cut-oﬀ
region) and cosine-shaped pulses (smooth cut-oﬀ part). The CEP values here are only
relative values. However, from earlier work [27] we know that a modulated spectrum
near the cut-oﬀ is indicative of a CEP=pi/2 and an unmodulated spectral portion is a
characteristic feature of a pulse with CEP=0. In the latter case a bandwidth of ≈10 eV
exists, which permits the generation of an isolated attosecond pulse.
150 µJ) from a phase-stabilized Ti:Sa laser system (see chapter 3 for the description
of the laser) with a focusing mirror (f=500 m) and generated high-harmonic radiation
(with a gas pressure of 250 mbar). To be able to detect the XUV radiation we rejected
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the more intense laser light by inserting Zr ﬁlters into the beam path (thickness of 650
nm when a grating was used afterwards). This ﬁlter's transmission characteristics, as
well as some other ﬁlters we used in our experiments can be seen in Appendix A. Our
high-harmonics were spectrally resolved after passage through the Zr ﬁlter by sending
them onto a grazing-incidence grating (Hitachi) that angularly dispersed the diﬀerent
wavelengths. Our laser beam propagated through our setup that we used also later
when we did HHG with a fundamental and its second-harmonic (chapter 5). In order
to eliminate the second-harmonic for now, we simply turned the SHG crystal by 90 ◦
in a plane perpendicular to the laser beam's propagation direction so that the crystal's
nonlinear coeﬃcient was extinguished. Our beam still went through the half-wave plate,
which gave a small bandwidth-reduction of our fundamental due to its imperfect rotation
of all wavelength components by 90 ◦. Results from our measurement for a wide CEP
range (CEP scan) can be seen in Fig. 2.4. A more detailed description of the experimental
setup will follow in chapter 5. The spectral measurements after HHG are summarized in
Fig. 2.4. In the 2D plot the CEP was scanned (in steps of ≈ pi/15 by using a motorized
pair of wedges) in a wide range, and below it a few representative cases have been selected,
which show spectra for 7 diﬀerent CEP settings (the step size being ≈ pi/7). The spectra
corresponding to HHG with a cosine- and sine-shaped fundamental pulses have also been
included. The bandwidth of the continuum in our measurements was approximately 10
eV. The CEP scan in a wide interval caused a slow change of the pulse duration, as well.
The changing pulse duration is manifested in the broadening of the continuum and the
higher observed XUV intensity, which will be presented in the next section.
2.4.3 Broadband HHG with a 1.5-cycle pulse
Assuming an appropriate compensation of the dispersion to reach a close to Fourier-
transform-limited pulse length the shortest attosecond pulse duration is directly inﬂuenced
by the bandwidth of the continuum. Speciﬁcally, there exists an inverse relationship be-
tween the pulse duration and the spectral bandwidth. During the unfolding of attosecond
science numerous and various steps have been taken in the direction of generating progres-
sively shorter attosecond pulses. One such method relies on the application of a few-cycle
pulse, which allowed us to break the femtosecond barrier [22]. Another technique em-
ploys few-cycle pulses, as well, but with a changing polarization (circular-linear-circular
in time) to cancel the contribution from half-cycles other than the main one [72] (see also
the end of section 2.2.2). The measured pulse duration was as short as 130 as [73]. A
third method creates a superposition of the fundamental and its second-harmonic. Spec-
tral measurements in accordance with this latter technique will be extensively discussed
in chapter 5 of this thesis.
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In our experiment we were interested in reaching a near-single-cycle pulse duration for
the generation of sub-100 as pulses. Our unique laser pulse source [21] was the same as
the one that we also employed in the previous section. The spectral bandwidth supported
compressibility to near-single-cycle duration, and this possibility was realized by using
chirped-mirrors. As a matter of fact, our results that were presented in the previous
section were the "by-products" of our optimizations towards further reducing the duration.
Those measurements produced HHG spectra that supported a 10 eV bandwidth and
through inference our laser pulse was approximately 5 fs long. A major diﬀerence resulted,
however from exposing our atoms to a much shorter laser pulse duration. In Fig. 2.4 for
low CEP values the indications of a transition towards a near-single-cycle fundamental
pulse is already visible. In this region a broadening of the continuum and high XUV ﬂux
is present, which is due to the combination of an increased peak intensity and a shorter
pulse duration. These improved laser properties eventually result in an enhanced phase-
matching, thus higher XUV intensity; and additionally higher cut-oﬀ energies, broader
continua. The CEP was further changed towards lower values, and again, because of the
large range of variations the pulse duration was altered, too. The 2D plot on the top in
Fig. 2.5 shows a CEP scan that is a continuation of the scan of Fig. 2.4 (now extending
below CEP=0 ◦). The lower plot of Fig. 2.5 is a result from theoretical calculations, which
assumed a 3.3 fs pulse, a peak intensity of 6 × 1014 W cm−2 and a 10% variation of the
intensity. The explanation on why we had to introduce such a 10% intensity ﬂuctuation
will be given later.
The regime of single-cycle nonlinear optics diﬀers from the conventional HHG with
two-cycle pulses from the point of view of the broadening eﬀect the following way. First,
an increase of the bandwidth of the continuum is coming from the rapidly varying very
short waveform that creates a modiﬁcation of the energies of XUV bursts in successive
half-cycles by a magnitude which was not possible before. Second, we have a contribution
from ionization gating to the broadening eﬀect, which happens because the ﬁeld strength
variations on a sub-cycle time scale are so dramatic that we can almost completely switch
oﬀ ionizations in some half-cycles. The intensity of the spectra created by the individual
half-cycles of the laser pulse [74] can thus be diﬀerent by even two orders of magnitude.
This new condition during HHG means that for the best CEP setting of 70 ◦ we have
only two half-cycles contributing to the total measured spectrum, and each with cut-oﬀ
energies that are far apart from each other. The separation between these two cut-oﬀs
translates to a FWHM bandwidth of 30 eV, which allows the generation of an isolated 80
as pulse [71]. This ideal CEP setting, surprisingly enough, occurs for a value of 70 ◦, which
gives a near sine-shaped pulse, a waveform that for a 5 fs pulse creates two attosecond
pulses. Another peculiarity is that actually most of the CEP settings for a 1.5-cycle pulse
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Figure 2.5: Comparison of experimental CEP scan with theoretical calculations for
HHG with a 1.5-cycle pulse. The experimental spectra (upper plot) in the 2D false-
color representation were obtained by changing the CEP in steps of ≈ 6 ◦ = pi/30.
The total interval covers a CEP range > 4pi, and because the waveform shape has a pi
periodicity, the theoretical calculations (lower plot) were only performed for a pi range.
This comparison allowed us to calibrate our measurement (the x axis of the upper plot).
produce an isolated attosecond pulse, and the isolated attosecond pulse purity becomes
the worst for CEP=130 ◦. The pulse purity or contrast here is deﬁned as the ratio in
intensity between the most intense attosecond pulse and the satellite pulses surrounding
the main one.
In theoretical studies, unless one takes into account propagation eﬀects that gets rid of
the long-trajectories (see section 2.4.1), a slow modulation in the spectrum is observable,
which is coming from the interference of short- and long-trajectories. Slow modulation
results, because as we see it in Fig. 2.3, these two trajectories are inside a half-cycle shar-
ing the same energy and with a time separation of ≈300 as. In the frequency domain due
to the inverse relationship between time and frequency gives a long period of oscillation.
Understandably, for a harmonic structure, the modulation in the spectrum is fast due
to the separation of around 1.3 fs between the XUV bursts. In theoretical calculations
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Figure 2.6: Theoretical CEP-scan with long-trajectories considered, unlike in Fig. 2.5,
where their contribution was intentionally diminished. We can observe a slow modulation
now that is a result of an interference between short- and long-trajectories inside one
half-cycle.
when propagation eﬀects, i.e. phase-matching is considered, and also in the experimen-
tal results long-trajectories are eliminated to a large extent (see section 2.2.2 and 2.4.1).
Consequently, the fast modulation is not visible and we have an isolated attosecond pulse.
In order to simulate the experimental conditions, in our theoretical calculations we inten-
tionally introduced an artiﬁcial intensity variation for the fundamental that caused the
long-trajectories to disappear, similarly to how it happens for a pulse with some spatial
proﬁle in an experiment. For the sake of completeness, we also include here the case when
such intensity ﬂuctuation was not introduced, so we keep the slow-modulation from the
short- and long-trajectories. A corresponding simulation can be seen in Fig. 2.6.
We see that we have a good match between theory and experiment. By making
a careful comparison, we are now able to assign to each spectrum in our 2D scan the
correct CEP, unlike before in Fig. 2.4 that has relative CEP values along its x axis. We
can furthermore draw a comparison between the results in [71] and ours, which show a
fairly good match.
Furthermore, we selected spectra for 4 diﬀerent CEPs, which are shown in Fig. 2.7.
As we have seen above, a CEP value close to 70 ◦ would give the best contrast, the most
pure isolated attosecond pulse. Out of the plots of Fig. 2.7 the spectra corresponding
to the case with CEP=90 ◦ is the closest one to this ideal setting. The plotted spectrum
contains the lowest amount of modulation, whereas all the others show larger modulation
depths, which is indicative of the pulse purity. Another notable spectrum is the one
that has a CEP=135 ◦ assigned to it. As can be readily seen, it has a double hump
structure. It is an example for the conﬁguration when two half-cycles contribute to the
total spectrum, one that is located lower, and another that is higher in energy, while both
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Figure 2.7: CEP dependence of HHG with 1.5-cycle pulses. Spectra corresponding to
4 CEP values are shown, which have been selected from the CEP scan of Fig. 2.5. By
shifting the CEP we can tune our spectrum by approximately 10 eV. The sensitivity
of isolated attosecond pulse generation to the CEP is relaxed for such near single-cycle
pulses, and in accordance with [71] the purest pulse can be obtained with CEP=70 ◦.
The bandwidth of the continuum now has increased and it allows the generation of a
sub-100 as pulse (with a ﬁlter with FWHM width of 25 eV).
have comparable intensities. The second hump in the total measured spectrum exhibits
no spectral modulation, which means that a continuum could be ﬁltered out above the




Physical phenomena that are sensitive to the electrical ﬁeld rather than the intensity en-
velope, such as high-harmonic generation or above-threshold ionization require not only
high electrical ﬁeld strengths, but also a controlled temporal evolution of the few-cycle
pulse. These demanding prerequisites are met by laser systems that provide broad am-
pliﬁcation bandwidths, high energy pulses, and carrier-envelope phase-stabilization. In a
proof-of-principle experiment it was demonstrated that even an oscillator together with
a ﬁeld strength enhancement from metallic nanostructures can produce high-harmonics
[75]. Another promising method for intra-cavity HHG generation at MHz repetition rates
is the usage of long-cavity oscillators, which builds on recirculating the pulses in a long
cavity [76]. However, typically the laser system is composed of an oscillator and an ampli-
ﬁer, which will be described below. To avoid damage to the optics components during the
ampliﬁcation process, chirped-pulse ampliﬁcation is applied [77]. It is based on stretching
the pulse in time, which is derived from an oscillator, then safely amplifying the long
pulses in a crystal, thus with low peak intensity level, followed by compressing them. The
broadband seed pulses are usually produced by a Kerr-lens mode-locked Ti:Sa oscillator.
These type of oscillators proved to give the shortest pulses as mentioned in the Introduc-
tion of the thesis, which is necessary since phase-stabilization requires near one-octave
bandwidth even from the oscillator. Subsequent ampliﬁcation can either come from stim-
ulated emission or from parametric processes. The latter holds promise to revolutionize
strong-ﬁeld science due to the achievable extreme intensities and few-cycle pulses. How-
ever, because there are still challenges to it, in our case ampliﬁcation takes place in a Ti:Sa
multi-pass ampliﬁer. Our laser system that generates the shortest (near-single-cycle) and
most energetic NIR pulses to date will be elaborated on next.
33
34 3. 1.5-cycle carrier-envelope phase-stabilized laser system



















Figure 3.1: Ti:Sa oscillator. The ﬁgure shows the layout (b.) and the spectrum (a.)
produced by our ultra-broadband Nd:YVO4 Kerr-lens mode-locked oscillator. CM1-6
stand for chirped-mirrors; IC means input coupler; W is the abbreviation for the wedge
used to ﬁne-tune the dispersion of the cavity; OC means output coupler; L means lens.
3.1 The laser system
3.1.1 Oscillator
The ultrabroad-band oscillator was home-built by us, and it is very close in similarity
to the commercially available Femtolasers GmbH RAINBOW. It produces pulses com-
pressible to 6 fs pulse duration, with an energy of 280 mW, at a repetition rate of 70
MHz. A typical spectrum measured with a spectrometer (OceanOptics USB2000) and
multi-mode ﬁber after the output couple of the oscillator is shown in Fig. 3.1. The
Ti:Sa gain crystal, which is cut at Brewster-angle to minimize reﬂection losses, is opti-
cally pumped by a frequency-doubled Nd:YVO4 laser. The generated pulses circulate in
a cavity formed by chirped-mirrors for dispersion-compensation. After exiting the output
coupler (OC) with a 15% transmission, the pulses are compressed so that they enter the
periodically-poled lithium-niobate (PPLN) crystal with a high peak intensity. Here self-
phase modulation (SPM) occurs, slightly broadening the bandwidth, which is necessary
for phase-stabilization (section 3.2).
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Figure 3.2: Layout of the multi-pass ampliﬁer system. FI: Faraday Isolator, TOD:
Third-order Dispersion compensation mirrors, FG: Bulk material for pulse stretching,
M0-2: Dichroic Mirrors, PD: Photodetector, P: Periscope for changing the beamheight,
PC: Pockels Cell for pulse selection, B: Berek polarizer, Pol: Polarizer, RR5-6: Retrore-
ﬂector mirrors, Ti:Sa: ampliﬁer crystal, M3: Focuing mirror for pump beam, L1: Lens.
3.1.2 Multi-pass ampliﬁer and hybrid prism/chirped-mirror com-
pressor
To reach sub-4 fs pulses of high energy, the pulses from the oscillator are ampliﬁed in a
Ti:Sa multi-pass ampliﬁer, followed by a hollow-core ﬁber (HCF) for spectral broadening,
which supports compression to a near-single-cycle pulse duration. The key and novel
technique that we have developed, leading to this extreme broadening eﬀect, is the appli-
cation of a compressor consisting of a combination of a prism and positive chirped-mirrors
afterwards. A detailed description of each of these components will follow.
A sketch of the system is shown in Fig. 3.2. Only a reduced bandwidth of the oscillator
will be ampliﬁed due to the narrow ampliﬁcation bandwidth of Ti:Sa (725-900 nm). The 2
nJ seed signal from the oscillator is ﬁrst stretched in time, according to the chirped-pulse
ampliﬁcation (CPA) scheme, to a duration of 20 ps by propagating through a slab of
SF57 heavy ﬂint glass. Chirped mirrors are used at this stage to precompensate for the
higher-order dispersion (cubic and quartic) that the pulse accumulates during its path in
the multi-pass conﬁguration. After the fourth pass the oscillator pulses are selected at
3 kHz by a Pockels Cell (PC), which is necessary due to the low repetition rate of the
pump source (Photonics Industries Inc. DM30), nonlinearities and thermal lensing in the
ampliﬁer crystal. In all the passes a Gaussian-ﬁlter (i.e. a ﬁlter with a Gaussian-shaped
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transmission function) is used to compensate for the gain-narrowing introduced by the
Ti:Sa crystal. In all the passes, the beam also goes through ASE-guards (ASE stands
for Ampliﬁed Spontaneous Emission), circular holes, which help to obtain a clean pulse,
thus with low noise before and after the pulse in time, that is a high contrast. The heart
of the ampliﬁer is the Ti:Sa crystal, which is a 3.5 mm long Brewster-cut crystal, cooled
down to -70◦ C with a thermo-electric chiller (so that thermal eﬀects can be kept at
minimum). The total ampliﬁcation factor of 4 × 106 results in pulses of 1.3 mJ energy.
Operating the ampliﬁer in saturation the energy stability becomes around 1% rms, which
is an important parameter for attosecond experiments. Both spectral broadening in a
later stage and phase-stabilization will be severely impacted if the energy stability gets
worse than this.
Figure 3.3: Layout of the hybrid prism/CM compressor. To avoid self-phase modu-
lation (SPM) in the last prism of the prism-compressor that would result in spectral
narrowing we rebuilt our compressor. Accordingly, due to some extra negative chirp the
pulse will no longer reach its transform-limited duration in this prism. Perfect compres-
sion is instead realized after 14 reﬂections oﬀ two additional positive chirped mirrors
(PD5).
As the pulses come out positively-chirped, they need to be compressed. In its standard
form, a prism-compressor is employed. The transmission of it is around 83%. The pulses
enter this compressor with a duration of ≈10 ps, and their positive chirp is compensated
by the negative group-delay dispersion (GDD) introduced by the prism-compressor. They
propagate through the last prism with their small residual negative-chirp, and close to
exiting this prism, the pulse becomes perfectly compressed. Generally, when a pulse with
a negative GDD and high peak intensity goes through a material (that introduces positive
dispersion), self-phase modulation will happen. This phenomenon is shown in Fig. 3.3,
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where a sketch of the total compressor is shown.
The shortcoming of this technique lies in the fact that unlike in the usual more ben-
eﬁcial case, when SPM broadens the spectrum, owing to the negative GDD it now leads
to spectral-narrowing [78]. By implication, the Fourier-limited (FL) pulse duration will
get longer. To eliminate this eﬀect, we added positive-chirped mirrors following the
prism-compressor. The idea behind it is that by allowing the pulses to become even
more negatively chirped (by rebuilding the prism-compressor), this time throughout the
last prism, we can lower the intensity level, and therefore avoid the detrimental peak
intensity-dependent SPM to occur. Maximum compression now takes place after the
positive-chirped mirrors. The design curves for the positive-chirped mirrors (PD5) and
the ones (PC5) we used after the HCF for obtaining our sub-4 fs pulses can be seen in
Fig. 3.4. The PD5 mirrors were designed such that they introduced a GDD of +150 fs2
per reﬂection, and thus after 14 reﬂections on them the pulse was elongated to a duration
























Figure 3.4: a.) Design curves of the positive chirped-mirrors and b.) of the negative
chirped-mirrors. The positive ones were utilized in our hybrid compressor to alleviate the
problem due to the high intensity present in the last prism of the prism compressor. The
negative chirped-mirrors compressed the pulses after the hollow-core ﬁber to a duration
of sub-3.8 fs. They were designed to be used as complementary pairs so as to minimize
the oscillations in the GDD. The individual chirped-mirrors GDD curve is shown with
red and blue colors, while the green curve stands for the total GDD.
The bandwidth that is preserved through the hybrid compressor is close to 70 nm
(FWHM). Note that when SPM is present, spectral-narrowing will result as can be seen
in Fig. 3.5. The ﬁgure also shows the spectrum corresponding to the output of previous
systems, and the diﬀerence between this and ours translates to an increase of 20 nm.
We performed also pulse duration characterization with a second-order interferometric
autocorrelator. After the hybrid compressor, assuming Gaussian shape, the pulse was
compressed to 23 fs, while with an estimated sech2 shape, the duration was estimated to
be 21 fs.
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Figure 3.5: Output of the Femtopower ampliﬁer. The part a.) in the ﬁgure shows var-
ious spectra as follows: before the prism-compressor (green), after the prism-compressor
for previous system (black), after the prism-compressor with max SPM (red), after the
prism-compressor (blue). It can be clearly seen that after the prism compressor our
spectrum now does not shrink as opposed to the previous performance of the prism-
compressor. Maximum self-phase modulation (SPM) is also visible through the narrow-
ing of the available bandwidth, as well as a more severe modulation of the spectrum.
The plot in b.) is the second-order interferometric autocorrelation trace after the hybrid
prism-, chirped-mirror-compressor. The pulse duration inferred from such measurement
was sub-23 fs (the exact value varying depending on the assumed temporal proﬁle)
3.1.3 Hollow-core ﬁber and chirped-mirror compressor
This duration cannot be used yet for HHG to create a continuum XUV radiation. An
additional step of spectral broadening is necessary to reach few-cycle pulse duration, or
in our case due the extreme broadening we could reach and the well-controlled GDD of
the chirped mirrors afterwards, to obtain near-single-cycle NIR pulses. There exist two
major methods for further broadening the spectrum: (i) the use of noble gas-ﬁlled HCF
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Figure 3.6: Spectral broadening after the hollow-core ﬁber. The red curve corresponds
to a gas pressure of 2 bars, the blue to 1.8 bar, while the green curve shows the spectrum
obtained by applying pulses delivered by previous Femtopower systems. The shortest
pulse duration that the second-order autocorrelator measured was obtained with a pres-
sure of 2 bars, whereas the best third-order autocorrelator measurements were reached
with 1.8 bar pressure.
[68, 79], where the underlying mechanism for the eﬀect is that of SPM, and (ii) ﬁlament
generation in a cell [80], the physical explanation in the latter case being an interplay
between self-focusing caused by the Kerr-eﬀect, beam defocusing created by the plasma,
pulse self-steepening, and beam diﬀraction. Ubiquitously the ﬁrst method became the
choice in many labs owing to its simplicity and low spatial-chirp at the exit of the HCF
(i.e. a few-cycle pulse does reach the HHG target).
The pulses enter the fused-silica HCF with a core diameter of 260 µm and a length of
1 m, which is ﬁlled with Ne with a pressure of 1.8 bar or 2 bars. The throughput of the
HCF is typically >50 %. Broadening (in frequency) due to SPM is linearly dependant
on the peak intensity and shows an inverse dependence on the pulse duration [79], and
this is why the usage of short and powerful pulses is imperative here. At the input the
pulses have an energy of 960 µJ and a pulse duration of sub-23 fs, while the output
delivers pulses of 500 µJ with a spectrum supporting theoretical pulse-compression down
to 3 fs. The various spectra corresponding to a gas pressure of 1.8 bar, 2 bars, and the
performance of previous systems are shown in Fig. 3.6.
From observing the plot it becomes clear that we managed to substantially extend
the spectrum towards the blue, which is an essential condition for the short-pulse com-
pressibility. SPM induces a positive-chirp for the pulse, which means, negatively chirped
mirrors (CM) had to provide the necessary dispersion-compensation. These mirrors ex-
hibit an oscillation of their GDD as a function of wavelength, therefore we had to use
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complementary pairs. For them the oscillations are shifted with respect to each other by
such an amount that the resultant total GDD contains less signiﬁcant oscillations. The
CMs had a controlled GDD and high reﬂectance between 550-1000 nm. Even in spite of
the mirrors' performance in terms of not covering the total spectrum available after the
HCF, we reached strikingly good compression.
We carried out pulse duration measurements with two types of devices, with a (i)
second-order interferometric autocorrelator (SHG-IAC) and a (ii) third-order interfero-
metric autocorrelator (THG-IAC). The ﬁrst measurement technique is based on letting
two time-delayed replicas of the original pulse propagate co-linearly with each other, then
generating the second-harmonic of them in a nonlinear crystal, followed by detecting their
interference pattern with a photodiode. The nonlinear process in the crystal unfortunately
imposes a severe limitation on the measurable pulse duration, because physically it is im-
possible to manufacture such a thin crystal that would enable us to phase-match the whole
spectrum of the fundamental. In case of 5 fs pulses this method already reaches its still
theoretically possible limit of measurement (with a 20 µm thick BBO crystal). For this
reason, we could not rely exclusively on this method to accurately determine the pulse
duration. However, it still allowed us to be able to roughly compare our results with pre-
viously published measurements using the same SHG-IAC technique. The measurement,
as well as the calculated Fourier-limited AC function taking the whole ultrabroadband
spectrum into account are shown in Fig. 3.7. The pulse duration with 2 bars of Ne
pressure corresponds to 3 fs, that is during this time our 720 nm central wavelength laser
ﬁeld makes only 1.25 oscillations.
We performed measurements also with a THG-IAC. It uses a third-order eﬀect taking
place within a sub-micrometer layer thickness of a glass substrate (quartz glass with a
TiO2 coating), and as a result it is not subject to phase-matching limitation. Moreover,
the THG signal shows a 6th power dependence on the fundamental ﬁeld, so it is more
sensitive to the shape of the ﬁeld as compared to the SHG-IAC [81]. However, it has to
be noted that this autocorrelator below 570 nm is not sensitive to the short wavelengths,
since the third-harmonic is absorbed by air and above 1000 nm the sensitivity of the
photomultiplier tube and the reﬂectivity of the dichroic mirrors is very much reduced.
With this THG-IAC device the pulse duration we measured is shown in Fig. 3.8. We
obtained the shortest pulse using 1.8 bar Ne pressure. On the plot the ﬁtted transform-
limited autocorrelation function has also been plotted (assuming a Gaussian shape). The
ﬁt gave a duration of 3.8 fs.
We can conﬁrm that both measurements gave a pulse duration that is lower than 4
fs, even though both of them had limitations regarding the bandwidth they could handle.
Steps were taken also towards testing an SHG-IAC device with a 10 µm thick BBO
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Figure 3.7: Measured second-order interferometric autocorrelation (SHG IAC) for the
compressed output after the HCF. The ﬁt autocorrelator function for the Fourier-limited
pulse that the whole measured spectrum could support gave a pulse duration of 3.0 fs
with a carrier-wavelength of 720nm





























Figure 3.8: Third-order interferometric autocorrelation function (THG-IAC) showing
both the measurement and the ﬁtted function for a gas pressure of 1.8 bars. The Fourier-
limited pulse duration for the ﬁtted curve corresponds to a duration of 3.8 fs.
crystal, which could enable us to phase-match in an even broader spectral range, but
unfortunately, the second-harmonic turned out to be too weak for reliable detection.
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3.2 Carrier-envelope phase-stabilization
3.2.1 The carrier-envelope phase (CEP)
When the variation of the electrical ﬁeld happens on a time-scale comparable to the period
of the wave cycle, the exact evolution of the ﬁeld becomes important. For the description
of this phenomenon the term carrier-envelope phase (CEP) was called for [16], which
deﬁnes the temporal alignment of the carrier wave with respect to the pulse envelope.
The evolution of an electromagnetic wavepacket in time and space, which is propagating









ei(koz−ωot+φo) + cc. (3.1)
where A˜ is the complex envelope function, z is the propagation direction of the wave,
ωo is the carrier-wave's angular frequency, ko is the angular wavenumber evaluated at
the center frequency of the pulse (ko = n(ωo)ωo/c), vg is the group-velocity, the speed of
propagation corresponding to the envelope of the pulse and φo is the oﬀset phase or carrier-
envelope phase (CEP). By a simple transformation that results in a moving retardation
frame (ξ = z, τ = t − z/vg), we can identify the physical reasons for the change of the




A˜(ξ, τ)ei(φ′(ξ)ξ−ωoτ+φo) + cc. (3.2)




)ξ and in this equation vp designates the phase-velocity, which is
connected to the wavenumber through ko = ωo/vp, while the group-velocity is the inverse
of the derivative of the wavenumber with respect to frequency ((∂k/∂ω)|ωo = 1/vg).
It is evident from this that because the refractive index is wavelength dependent (i.e.
dispersion exists), the phase-velocity and the group-velocity will not be the same and
therefore phase-slippage after some propagation distance will occur. For a single pass in









As an example, a piece of glass with a thickness of 52 µm will cause a CEP change of
2pi for a pulse with a center wavelength of 760 nm. This CEP-slippage manifests itself in






Figure 3.9: Frequency comb of a mode-locked laser. The comb (black solid lines) is
oﬀset by foffset from an ideal comb (dashed lines) that would be composed of lines
at integer multiples of the repetition rate frep. This oﬀset frequency gives the rate of
change of the carrier-envelope phase of a pulse (CEP), which quantity without phase-
stabilization varies due to external perturbations.





A mode-locked laser contains millions of frequency components, which are separated by
the laser repetition rate. The oﬀset frequency, which diﬀers from zero, and ﬂuctuates
as a result of external perturbations (air current, mechanical vibrations, amplitude-to-
phase coupling due to the Kerr-eﬀect) prevents the comb to start at zero frequency.
This frequency comb is shown in Fig. 3.9. First gaining access to this parameter and
later controlling its value were two major achievements. It revolutionized both frequency
metrology and attosecond science. In the former application ﬁeld locking both the oﬀset
frequency and one of the many modes of the frequency comb to a frequency standard
ensured afterwards that every single mode could be used as a frequency standard for
measuring unknown frequencies [25, 26]. In the latter case, that is in attosecond physics,
the few-cycle waveforms can now be reproducibly generated in labs, with the CEP ﬁxed to
a certain value. These so-called self-referencing techniques rely on nonlinear eﬀects, either
on second-harmonic generation (f-to-2f) or diﬀerence-frequency generation (f-to-0). The
conventionally used one, f-to-2f produces the oﬀset frequency by beating the fundamental
pulse' short-wavelength part with the frequency-doubled long-wavelength, thus due to
the spectral and spatial overlap they interfere to generate a beat signal (oﬀset frequency).
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The interaction can be very simply expressed as:
2fn − f2n = 2nfrep + 2foﬀset − (2nfrep + foﬀset) = foﬀset (3.5)
The developed methods for stabilizing the phase, however do not allow us to know the
actual value of the CEP, only its relative change can be controlled. We will see it in
the next chapter that for the measurement of the CEP some other physical eﬀects are
necessary.
3.2.2 Fast compensation of the CEP change - f-to-0 method
The other scheme for detecting the oﬀset frequency, which possesses more advantageous
characteristics than the f-to-2f is that of the f-to-0. Here, a diﬀerence-frequency (DFG)
signal is generated in a nonlinear crystal (typically PP-MgO:LN), which is automatically
a phase-stabilized signal with zero oﬀset frequency. The expression for the DFG process
can be written as:
(mfrep + foﬀset)⊗ (mfrep + foﬀset)→ (m− k)frep (3.6)
This long-wavelength signal (m − k)frep, which is the result of mixing the wings of
the original spectrum, is then overlapped with the fundamental (nfrep + foﬀset) to form
the beat signal (for m− k = n). It has to be noted that unfortunately the already CEP-
stabilized DFG signal cannot be used directly as it is very low in intensity and it is not in
the original spectral location as the original fundamental. In both self-referencing schemes
it is necessary to work with an octave-spanning spectrum. In case of the f-to-0 method the
full beam is utilized for generating the beat signal, and this has many consequences. First,
due to the high peak power of the pulse not only DFG, but also self-phase modulation
(SPM) will occur, which broadens the fundamental, leading to a signiﬁcant increase in
the strength of the oﬀset frequency signal. Second, with the f-to-2f an auxiliary beam
is split oﬀ from the main pulse, and any phase jitter that accumulates in this arm is
written back to the original pulse. Now with the DFG technique the full beam is detected
and then controlled without any splitting. Third, the pulse that propagates through the
nonlinear crystal remains to be re-compressible due to the small amount of dispersion,
thus it stays useable for later applications. Fourth, the tedious alignment issues into a
tiny microstructured ﬁber as well as the amplitude-phase instabilities associated with the
entrance of the ﬁber will be eliminated.
The oﬀset frequency signal after emerging from the crystal passes through a long-
pass ﬁlter (FEL 1400, Thorlabs with cut-oﬀ at 1400 nm), and is detected after free-space
propagation (no ﬁber coupling) with an InGaAs photo-diode. Normally a beat signal of at
3.2 Carrier-envelope phase-stabilization 45
least 30 dB (measured with a 100 kHz Resolution Bandwidth) is desirable to reach reliable
CEP-stabilization. The phase-locking electronics (MenloSystems) has the task of trying
to set the beat signal to a predeﬁned value, which in our case was frep/4. This means
that this box generates an error signal, which is proportional to the diﬀerence between
the preset value and the actual value of the beat signal, and sends a control signal to the
oscillator through an acousto-optical modulator (AOM). The pump power of the oscillator
is varied, and this change through the Kerr-eﬀect results in an alteration of the CEP in
the oscillator cavity. By making the oﬀset frequency equal to frep/4, essentially every
fourth pulse in the train will exhibit the same CEP. The selection of these "right" pulses
is done by the Pockels Cell of the ampliﬁer, which anyway has to reduce the repetition
rate of the oscillator from 70 MHz to 3 kHz.
3.2.3 Slow compensation of the CEP change - f-to-2f method
The fast-loop for CEP-stabilizing the oscillator's output would normally suﬃce, if its
output was directly used for experiments. However, since we need an ampliﬁer, long
propagation of the pulse will happen, during which small pointing movements as well
as external perturbations will occur, which will cause a slow change of the CEP over
time. This long path leads through 9 passes in the multipass ampliﬁer, followed by the
prism-compressor, then the positive chirped-mirror pairs, hollow-core ﬁber, and negative
chirped-mirrors before the pulse arrives to the experiment. Evidently the resulting slow
drift of the CEP needs to be compensated. To this end, we ﬁrst detected the change of
the CEP, which was done with an f-to-2f interferometer. A sketch of the setup with the
components that we used can be seen in Fig. 3.10. Our pulse was split into two, one
that went to the experiment, and another that was sent into our interferometer setup,
the latter pulse with ≈ 4% energy of the original having been created by reﬂection oﬀ
our wedge pair that we used later for dispersion-control in our experiment. The pulse in
our scheme then went through a nonlinear crystal (BBO) to generate a second-harmonic
pulse. We ﬁltered our light to reject the strong fundamental outside the spectral win-
dow where we wanted our useful signal to appear (explained later). Afterwards, with
the help of the half-wave plate we could ﬁne-tune the polarizations so that the polarizing
cube (Glan-Thomson) could select the common polarization component of the fundamen-
tal and its second-harmonic. Again, to observe a beat signal the pulse has to have an
octave-spanning spectrum, and if the f-to-2f setup is placed before the hollow-core ﬁber
(HCF), the necessary spectral broadening is achieved by SPM in a sapphire plate. If the
detection setup, however is after the HCF, provided the bandwidth is large enough, one
can eliminate the need for additional broadening. Since our pulses' spectrum spans a
bandwidth larger than one octave, we could beneﬁt from this and thus we had our f-to-2f
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Figure 3.10: Setup for the detection of the slow CEP drift using an f-to-2f interferom-
eter. In the ﬁgure, 'laser in' means the ≈4% laser pulse in, which is a reﬂection from a
surface of the wedge used for dispersion-adjustments, SHG: second-harmonic generation
in a BBO crystal, λ/2: half-wave plate, short-pass ﬁlter: a ﬁlter that transmits only low
wavelengths.
scheme implemented after the HCF. Thus, the advantage over previous implementations
was two-fold: (i) we included in our measurement of the CEP drift the eﬀect of the HCF,
which aﬀects also the pulse that is to be delivered to the experimental target, and (ii)
we no longer use the sapphire plate, which through the SPM process would create phase-
noise in the measurement arm, and apparently without inﬂuencing the original pulse. We
reached this way a more accurate determination of the change of the CEP. Further char-
acterizations of the CEP-stabilization with our unique single-shot stereo-ATI phase-meter
will be discussed in chapter 4.
According to the principle of the f-to-2f, in the spectrally overlapping regions of the
fundamental and its second-harmonic interference will take place, and this manifests itself
as a fringe pattern. The modulation depth is highest when there are equal contributions
from the two spectra that are derived from the two harmonic laser pulses. The CEP
change is encoded in the fringe pattern, and this information can be obtained by applying
a linear Fourier-transform spectral interferometry algorithm. Basically by keeping the
fringes with our CEP-control system as much ﬁxed as possible, the CEP change will be
minimized. The error signal derived from the algorithm is sent back either to modulate
the oscillator's pump power, or tiny movements are done to one of the prisms in the
prism-compressor (in the same direction as how the pulse is propagating) to reach a
dispersion-induced CEP change. The latter feedback method proved to give the best
CEP-stabilization performance (i.e. lowest standard deviation for the CEP change) and
long-term operation of phase-stabilization due to the decoupling of the control signals
(fast and slow compensation of the CEP) back to the oscillator and the ampliﬁer [82]. An
exemplary fringe pattern is depicted in Fig. 3.11.
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Figure 3.11: Fringe pattern of the f-to-2f slow-loop. The fundamental and the second-
harmonic overlap in the same spectral range (between 450-480 nm in the plot) and an
interference between them appears (blue line). For easier viewing purposes, the spectral
part that contains pure fringes has been highlighted by a black line. From the movement
of these fringes, relying on Fourier-transform Spectral Interferometry it is possible to
extract the changes in the CEP and then use this information to control the CEP.
3.3 Summary
In summary, we have shown a laser system that can produce NIR pulse with sub-4 fs
duration. The key to achieving the necessary spectral broadening was the hybrid com-
pressor design and implementation, which helped us keep the pulse duration from the
Ti:Sa ampliﬁer short. As a direct consequence, we could enter the HCF with the high-
est possible peak intensity, and an eﬃcient broadening towards low wavelengths resulted.
Further proofs for our short duration are given throughout the thesis.
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Chapter 4
Single-shot CEP measurement of
intense few-cycle laser pulses
4.1 Introduction
Investigating strong-ﬁeld phenomena, which exhibit high sensitivity to the electrical ﬁeld
requires precise control over the shape of the ﬁeld under the envelope. The term carrier-
envelope phase (CEP) serves as the property to describe this alignment of the ﬁeld, the
meaning of which and its stabilization with interferometric techniques was elaborated on
in the previous chapter. In this chapter we are interested in knowing the actual value of
the CEP - not only in measuring and stabilizing its rate of change, the oﬀset frequency.
Several methods have been demonstrated [25, 26, 83, 84] and proposed [85] so far,
capable of measuring the change of the CEP. All of the techniques require, however
phase-stabilization and they can measure only the average of many shots. Apart from
the already extensively discussed f-to-2f method, other proof-of-principle measurements
have been carried out that exploit various physical phenomena, and such are solid-state
detection of the carrier-envelope oﬀset frequency (fceo) via control of quantum interference
in semiconductors [83, 86] or even the relatively simple concept of linear interferometry
[84] can be applied to derive the evolution of the CEP. Especially the former technique, as
well as the CEP-dependent photoemission on metal surfaces [87] hold the future potential
of substantial reduction in device size for fceo detection. Determination of the CEP
and not only its rate of change has become possible through other novel experiments.
Access to this vital parameter of the few-cycle pulse is possible through the detection of
THz emission by looking at the amplitude and polarity of the THz signal generated in a
plasma [88]. Electron localization during the dissociation of D2 was demonstrated [31],
which exhibited also a sensitivity to the CEP, and it was the ﬁrst experiment carried out
to show sub-fs light-driven electron control in molecules.
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Another category that allows the retrieval of the absolute phase relies on strong-ﬁeld
phenomena, the two most successfully used ones being that of high-harmonic generation
(HHG) and above-threshold ionization. As a matter of fact, in HHG with the stabiliza-
tion of the phase using the self-referencing technique, control of the harmonic structure
becomes possible, which shows a dependence on the CEP in the cut-oﬀ region [27]. To
the formation of this high-energy spectral region (a continuum) in case of a few-cycle
pulse only the part close to the peak of the fundamental contributes, and since this region
of the electrical ﬁeld is altered when the CEP is changed, this variation will leave its
ﬁngerprint on the shape and the location of the cut-oﬀ part. This idea has been taken to
another level recently with the insight that each half-cycle of the pulse will create its own
cut-oﬀ energy. Earlier it was predicted in theory [89] that each half-cycle will generate an
XUV burst with a cut-oﬀ energy proportional to the extrema of this half-cycle, and subse-
quently this concept was experimentally implemented and used to retrieve the CEP [74].
This method, however demands 0.1 mJ energy, requires again phase-stabilization, and has
a drawback that the average CEP of many shots has to be detected (2000 shots). The
other important physical eﬀect, where CEP dependence manifests itself is based on the
observation of the spatial asymmetry of electrons in above-threshold ionization [34, 36].
The details of such measurements will be discussed in this chapter. The state-of-the-art
until now used the average of 300 laser shots for determining the change of the CEP and
later via a feedback to the laser system to control its value [82].
There have been a number of theoretical proposals for the single-shot measurement
of the CEP [9093], and the experiment getting closest to this challenge could measure
single-shot rate of change of the CEP, and for non-consecutive pulses [93].
In this chapter we show the ﬁrst single-shot CEP measurement of intense few-cycle
laser pulses [35]. According to the structure of this chapter we ﬁrst give a short description
of our measurement apparatus, followed by presenting the conventional representation of
phase-stabilized pulses, which was developed previously by others using multi-shot mea-
surement devices. Enabled by our single-shot measurement capability, we have developed
a new method for determining the CEP of consecutive pulses unambiguously, that is with
no phase-ambiguity, without the need for CEP-stabilization by relying on comparing the
left-right asymmetries of photoelectrons with diﬀerent energies. This will be the main
topic to be outlined in detail afterwards. Our method now allows us to separate the
device precision from the CEP ﬂuctuation, which in turn permits the determination of
our unprecedentedly high CEP measurement precision and allows the characterization
of phase-stabilization. Sensitivity of the phase meter to the energy ﬂuctuation can be
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assessed, as well and furthermore we present a novel dispersion-free pulse duration mea-
surement, which exhibits a sensitivity increasing with pulse duration approaching the
single-cycle limit.
4.2 Single-shot stereo-ATI measurement apparatus
The CEP measurements were performed with a single-shot stereo-ATI phase meter, which
is composed of two ideally identical time-of-ﬂight spectrometers in opposing orientation
to each other (Fig. 4.1). They measure ATI electron-spectra from xenon atoms at the
two sides of the polarization axis of few-cycle laser pulses. Xenon gas is located in a
small cell in the center of the apparatus held at a constant pressure of 1.6 × 10−2 mbar
by continuous gas inlet and simultaneous pumping. In all other parts of the apparatus,
diﬀerential pumping by a turbo pump maintains a high vacuum of 4×10−6 mbar. This is
necessary for the safe operation of the microchannel-plate (MCP) detectors and it ensures












Figure 4.1: Single-shot stereo-ATI phasemeter (courtesy of M. G. Schätzel). Two
opposing time-of-ﬂight spectrometers are mounted in a compact high vacuum appara-
tus, carefully shielded (symbolized by the mu-metal-shielding tubes) from electrical and
magnetic ﬁelds. The xenon atoms that ﬁll the inner part of a diﬀerential pumping stage
are ionized near the focus of the laser beam, and enter the ultrahigh vacuum drift-tubes
through the vertical slits. The electrons are detected with a pair of microchannel-plate
detectors. The color-coding of the detectors corresponds to the colors used in the time-
of-ﬂight plots in Fig. 4.2 and all the other subsequent graphs. Vacuum pumps are not
shown.
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A 10 % split-oﬀ of the 400 µJ total laser output is focused into the interaction cell
by a concave mirror with a focal length of 250 mm. Alternatively, the apparatus can be
operated as a non-invasive CEP diagnostics tool by using the entire beam and focusing
it slightly. Electrons are ionized by the linearly polarized laser ﬁeld close to the focus
at an intensity of 8 × 1013 W cm−2 and leave the cell through 0.7-mm-thin vertical slits
which hold back electrons generated outside the laser focal region. After a 15.5-cm-
ﬂight, the electrons are detected by microchannel-plate detectors (Del Mar Photonics).
A -25 V blocking potential allows only electrons with a kinetic energy >25 eV to reach
the detectors. As explained later and in section 2.3.1 of chapter 2, these high-energy
electrons have a much higher phase-sensitivity than low-energy electrons. The drift tubes
and the interaction zone are protected from electric and magnetic ﬁelds by a mu-metal-
shielding. The signals of the MCPs are ampliﬁed by two wide band ampliﬁers and recorded
by a digital oscilloscope (Tektronix). With the digital data acquisition we are able to
consecutively record pulses up to 100 kHz repetition rates. Currently, the maximum
number of pulses is limited to 4500 shots by the oscilloscope (due to memory constraints),
which corresponds to 1.5 s at 3 kHz repetition rate of the laser. With suitable digitizer
cards, which are now available commercially, this limit vanishes and recording of all
laser shots is technically possible. Moreover, our method moreover is non-invasive as the
electron density in the target is too low to aﬀect the laser beam. It can even be realized
at an intermediate focus in a laser beam, without any impact on the spatial and temporal
characteristics of few-cycle pulses.
Our CEP-stabilized laser system is composed of a Ti:Sa oscillator and a multipass
ampliﬁer as described in chapter 3. The CEP measurements were carried out for pulses
with a duration of 4.1 fs. In order to ensure that the pulses have identical CEP, we employ
an f-to-0 phase-stabilization scheme ("fast-loop") for the oscillator and an f-to-2f setup
("slow-loop") after the ampliﬁer.
4.3 Conventional representation of phase-stabilized pulses
In our method for determining the CEP of pulses as already noted we rely on above-
threshold ionization (ATI) in an isotropic gaseous medium (Xe). The linearly polarized
few-cycle pulse generates photoelectrons that are emitted in two opposing directions. The
key feature of this emission that is a signature of the speciﬁc evolution of the few-cycle
pulse under the envelope is the asymmetry observed in the number of electrons reaching
the left or the right MCP. There are two types of photoemission processes that play a role:
one that creates direct and another that generates rescattered photoelectrons (see sections
2.3 and 2.2.2 in chapter 2 for the theoretical explanations). The largest portion of the
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Figure 4.2: Single-shot time-of-ﬂight (TOF) signal of consecutive laser pulses with
CEP-stabilization. The laser repetition rate was 3 kHz, therefore the time-delay between
successive pulses was 0.33 ms. The time axis in the TOF data should not be confused
with the laser pulses' arrival time, and to stress this diﬀerence the discontinuity was
indicated with two wavy lines. Red and blue curves correspond to the electrons detected
by the left and right MCPs in accordance with the color coding applied in Fig. 4.1. The
CEP-setting was chosen such that a pronounced asymmetry was visible between the two
MCP signals.
total electron yield is coming from the low-energy direct electrons (<25 eV under typical
conditions of our experiment), while high-energy rescattered electrons that return to the
ion core represent a smaller number, approximately 1 % part of the total electron number.
In our experiments we rely on the CEP dependence of these rescattered electrons (that
have energies up to 60 eV in our case) that form a plateau [51] in the ATI photoelectron
spectrum (as also explained in section 2.3).
Our steteo-ATI phase meter acquires single-shot data for consecutive pulses, and such
raw measurement for CEP-stabilized pulses as obtained by the digital oscilloscope can
be seen in Fig. 4.2. The CEP was setting was such that a strong asymmetry in the
signals for the two chanels, MCP left and right, were observable. From these ﬁrst data
it is not possible to directly determine the CEP, and further processing of the data is
necessary. The useful signal that facilitates the establishment of a connection between
theory and experiment is the spectrum of the ATI electrons. To this end, a conversion
needs to be done between the time-of-ﬂight (TOF) data and the spectral representation.
The photodetector (PD), situated after the exit window of the phase meter as shown in
Fig. 4.1, is used as a trigger signal for our single-shot measurements, and thus it serves
as a reference point in time. This means that the time diﬀerence between the arrival
time of light into the PD and the arrival time of the photoelectrons into the MCPs would
correspond to the ﬂight time of the electrons in the drift tube. However, the measured
signal appears on the oscilloscope screen, and therefore the propagation time of the signal








































Figure 4.3: a.) TOF and b.) energy representation of single-shot ATI electrons. The
red and blue curves again indicate the electrons arriving to the left and right MCPs, the
same two colors as also used in Fig. 4.1 and Fig. 4.2. The CEP of this speciﬁc pulse was
such that it resulted in a considerable diﬀerence between the the left and right channels.
from the MCPs to the oscilloscope has to be subtracted. Knowing the total travel time of
the electrons (either by measuring previously the ﬂight tube length or by subtracting the
delay-time between the MCP and the oscilloscope from the total time) it is now possible
to carry out the time to energy conversion.
Such time-of-ﬂight electron spectrometers are used ubiquitously in science, such as for
XUV spectroscopy, nuclear physics, ion and mass spectrometry. Charged particles are
accelerated by a static electric ﬁeld, and if they have the same charge but diﬀerent mass,
they will reach the detector at various time instances. This allows one then to determine
the masses of these particles. In our case they are used to measure the electrons' velocity,
thus their kinetic energy. The conversion of our TOF data to energy can be done by
using simple maths. An electron with a velocity v and a mass me will acquire an energy
E = mev
2/2. Knowing the travel time of the electron t and the length of the drift tube
L, naturally v = L/t. After substituting this into the equation for energy, followed by a
derivation with respect to time, one arrives at dE/dt = meL2t−3. If we have a function
f(t) that represents the TOF data, and we want to convert our data to g(E) expressed as
a function of energy, we need a straighforward stipulation that the two functions have to
have the same area under their curve, that is f(t)dt = g(E)dE (energy conservation). This
gives g(E) = f(t)dt/dE = −f(t)t3/meL2. Another important property of our electron
spectrometer is its energy resolution. What inﬂuences this quantity are the length of the
drift tube, the time resolution (set by the acquisition device), and the energy region we
want to look at. By similar consideration as discussed above, the exact dependence of the






















Figure 4.4: Phase-scan performed with a laser running in a phase-stabilized mode. At
each CEP setting (the step size being pi/10) we calculated the phase-asymmetry param-
eters of 4500 shots (integration done for the whole energy range), and the corresponding
mean value, as well as a curve (dark green) created by connecting these measurement
points are shown in the ﬁgure. We selected one full period in this scan (a 2pi interval), its
ends highlighted by two brown-colored dots. Furthermore we ﬁtted a damped sinusoid
onto the data in this range, which is shown in brown. The CEP values for the two ends
were obtained from TDSE calculations.
In our measurements we utilized a drift tube with a length of 15.5 cm, the time-resolution
of our digital oscilloscope corresponded to 0.4 ns, and we were interested in the region
30-70 eV, where the rescattered electrons were located. In this energy range, this gave us
a resolution of ≈ 2.2%. The TOF data along with the energy representation can be seen
in Fig. 4.3.
It is possible to quantify the phase-asymmetry of a pulse, and the usual way of doing
it is based on the integration [36] of the whole spectrum for the left and right channels
or integrating only in a certain energy range (designated as PL and PR, respectively). If





This parameter shows a close to sinusoidal dependence on the CEP, which has been
analyzed both experimentally [36] and theoretically [54, 55]. The established method for
obtaining this curve until now was through a measurement done on a phase-stabilized
laser, by averaging over many shots using a multi-shot phase meter. The task was to
acquire averaged CEP values at user-deﬁned nominal CEP settings, the whole scan being


















Figure 4.5: Histogram showing the distribution of non-phase-stabilized pulses. Due to
the non-monotonously changing ﬁt curve the conversion from phase-asymmetry param-
eter to CEP is viable only in a pi range. Even in this smaller CEP range this assignment
gives a result that is not satisfactory, since the distribution goes up at the edges, while
it should be actually ﬂat everywhere.
performed for a large range of CEPs. The result of such a scan, done in steps of pi/10,
is plotted in Fig. 4.4, where the phase-asymmetry parameter was evaluated based on the
integrations carried out for all energies. The total range of CEP values lie in an interval of
approximately 10pi. The mean values for the phase-asymmetry parameter were calculated
for 4500 shots at each step of the scan, and these were connected with a line as seen on the
plot. Naturally, the phase-stabilization is not perfect, and this is reﬂected in the standard
deviation, which shows the ﬂuctuation of the CEP. The standard deviation varies along
the sine-like curve since the phase meter exhibits the highest sensitivity close to the zero-
crossing of the phase-scan, where the phase-asymmetry parameter changes rapidly, while
our stereo-ATI measurement device shows the lowest sensitivity at the top of the phase-
scan. Consequently, both the device precision and the imperfect phase-stabilization are
present, and they are seemingly inextricably intertwined with each other. The phase scan
at this stage allows one to get only relative CEP values. In order to extract the real
CEP one has to solve the time-dependent Schrödinger equation (TDSE) and compare the
simulation with the experimental phase-scan. This phase assignment will be explained
more in detail later. The thus obtained CEP values at the two ends of a 2pi range can also
be seen on the plot. Furthermore, we ﬁtted a damped sinusoid to the mean values inside
this 2pi interval (brown curve). Experimentally, the physically measurable quantity is the
phase-asymmetry parameter as determined from the TOF data, but our ultimate goal is
to know the CEP. Now this ﬁt curve serves as the means to convert our phase-asymmetry
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values to CEP - for each of our recorded shots. Unfortunately, we have to be content
with being able to do this conversion only in a narrow range of pi using this method. To
create a one-to-one connection between phase-asymmetry values and CEP (i.e. without
ambiguity) it is necessary to have a monotonously changing ﬁt curve, which is not the case
in the whole 2pi interval. Only between the two maxima of the ﬁt curve is this condition
satisﬁed (thus the pi range). We also recorded shots with no CEP-stabilization running.
A check is possible to see whether our ﬁt curve is roughly good enough and this can
be achieved by requiring that the converted CEP values of the non-phase-stabilized shots
show a ﬂat distribution. This simply means that during our measurement all CEPs should
appear with equal likelihood. Such distribution has been plotted in Fig. 4.5 for a pi interval
by utilizing the ﬁt function obtained from a previous phase-stabilized measurement. As
we can see it, the edges of the histogram go very high, which is the result of many shots
being badly converted owing to the ﬂattening out of the sine curve as we approach the
maximum of the ﬁt curve. This error in the phase asymmetry-CEP mapping cannot be
cured even if one tries to choose a diﬀerent ﬁt function (such that for example the ﬁt
function rises higher so that even the shot with the highest phase asymmetry parameter
will stay below the ﬁt function). There are two reasons for the failure of this eﬀort: (i) this
conversion method builds on using phase-stabilized shots, which ﬂuctuate in their phase
as a consequence of the imperfect phase-stabilization, and (ii) phase-ambiguity exists,
because our conversion curve is not changing monotonously as a function of CEP.
4.4 Parametric representation of non-phase-stabilized
pulses
There is, however, another method that we have conceived, which solves the above prob-
lems. In the past it was already noticed by others [36] that the phase-asymmetry parame-
ter becomes phase-shifted when this parameter is evaluated for diﬀerent energies, starting
from the lowest energy values and all the way until the highest observed photoelectrons.
This feature can be readily seen on a 2D plot in a false-color representation as shown in
Fig. 4.6 for our experimental data. The phase-asymmetry value has been encoded in the
color representation, x axis being the CEP, y axis the energy. This plot stems from our
single-shot analysis, therefore it represents single-shot, non-phase-stabilized pulses, unlike
before when phase-stabilized, multi-shot data had to be used [36]. It can be seen that the
phase-asymmetry parameter assumes a higher absolute value when the ATI photoelectron
energy increases. The phase-shift between diﬀerent energy values is an important prop-
erty of the rescattered photoelectrons, and we heavily rely on this to overcome the above
diﬃculties associated with the phase-ambiguity and the coupled nature (device precision
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Figure 4.6: Phase asymmetry plotted as a function of both the CEP and the energy.
This 2D plot has been reconstructed relying for the ﬁrst time solely on single-shot,
non-phase-stabilized pulses. There exists a gradual phase-shift with the increase of the
energy. This feature enables us to eliminate phase-ambiguity so that we can make use
of the non-phase-stabilized pulses, and not the phase-stabilized ones that inherently
contain the CEP-ﬂuctuation of phase-stabilization.
and CEP ﬂuctuation being inseparable from each other) of the measurement technique so
far. The other fact that we have not exploited yet, which is unique to our measurements
is that for the ﬁrst we can measure the CEP on a single-shot basis. We will see that
this, in turn means we can make use of non-phase-stabilized pulses. As a result, CEP
measurements will be viable in the future even for large-scale systems, which cannot be
phase-stabilized in advance (as of now), that is where performing a phase-scan curve is
not realizable.
Regarding the mentioned phase-shift, we can choose two diﬀerent energy ranges for
the evaluation of the phase asymmetry parameters. These two energy ranges for our
integrations, where the phase-asymmetry parameters are calculated, were 37.9 eV to 57.5
eV for the ﬁrst, and 57.5 eV to 64.8 eV for the second parameter. These ranges are
indicated with dark green and dark purple areas on the time-of-ﬂight (TOF) and energy
spectra for the cosine and anti-cosine waveforms of the laser pulse in Fig. 4.7. During our
CEP retrieval we used the TOF spectra, because these constitute the raw, unprocessed
data. Earlier in chapter 2 we also plotted the excursion times of the photoelectrons that
are accelerated under the eﬀect of the ﬁeld and this can be seen in the top plot of Fig. 2.2
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on page 18, where the color coding red and blue translate to main propagation into the
left or the right MCP.
a.) b.)
c.) d.)
Figure 4.7: a.)-b.) Experimental time-of-ﬂight spectra and c.)-d.) converted energy
spectra for cosine (left plots) and anti-cosine (right plots) pulse. Red and blue means
ﬁnal arrival to the left or the right MCP, respectively. We used a blocking potential
of -25 V to let only electrons with a kinetic energy >25 eV to reach the detectors and
therefore only the high energy parts of the spectra have been plotted. The dark purple
and dark green shaded areas show the two integration ranges that we used to derive two
phase asymmetry parameters, x and y, respectively.
We can plot two phase-scans, their phase asymmetry parameters derived from the
two energy ranges, for the case when the phase-stabilization is running, and also for the
single-shot non-phase-stabilized case, and these are shown in Fig. 4.8. The phase-scan
builds on a conventional, multi-shot method, while our single-shot curve is directly coming
from single-shot, non-phase-stabilized data, as obtained from using our method described
below. We chose the above integration ranges so as to obtain high phase asymmetry
values for both curves, which as a result gives also low measurement noise. These two
















Figure 4.8: Phase asymmetry parameters x and y for both a CEP-stabilized (con-
tinuous line with the error bars indicated) and non-CEP-stabilized (dots) laser pulses.
The so-called phase scan for the CEP-stabilized case was performed by stepping the
CEP in pi/10 step-size with the help of a pair of wedges (see the measurement appara-
tus of Fig. 4.1). The mean values of the curve (where the error bars, so the standard
deviations are also shown) were the average of 4500 shots. The plot corresponding to
the non-CEP-stabilized mode of operation of the laser was obtained by applying our
developed method, and thus it was reconstructed directly from single-shot data. De-
pending on the selection of the spectral ranges from which the parameters are derived
the sinusoidal curves in both cases are shifted, in our case by 60◦.
parameters are linked to each other, since a high maximum phase asymmetry will result
in a high CEP measurement sensitivity in the region of the zero-crossing of the phase scan
curve (where the gradient of the sin-like curve will be maximized). The two curves, as
one can see it in the ﬁgure, are phase-shifted by approximately 60 degrees with respect to
each other. If two signals with sine-like dependencies are phase-shifted, one should recall
that then a two dimensional Lissajous-representation is called for. A Lissajous plot is the
visual representation of a system of parametric equations. Complex harmonic motion can
be described with it if the two components x and y are sine-like curves. A complicated
structure will be created if the two signals' harmonic frequencies are not equal to each
other, but if they are the same, and only a phase-shift as well as diﬀerent amplitudes are
associated with them, then we will obtain an ellipse. Depending on the phase-shift the
major and minor axis lengths will be varied, and the inclination angle between the major
axis and the x axis will be altered. It is used in many ﬁelds of science - in electronics for
example it serves as the visualization tool to obtain the phase-shift introduced by a linear
time-varying system, by connecting the input and output signals to the two channels
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of an oscilloscope in order to observe the trace that the time-varying signal follows. In
optics, the polarization of a ﬁeld can be visualized, such as that of elliptical polarization.
Moreover, connected to high-harmonic generation it is used to follow the trajectory of
an electron as it is accelerated by the laser ﬁeld with a polarization other than linear
[94, 95]. In our case, the two components x and y will be the two phase asymmetry values
and the parameter for the two axis that is changing linearly is the CEP. Along this 2D
curve one and only one location is assigned to each CEP value (in a range of 2pi). Phase-
ambiguity is therefore nonexistent in this representation. We plotted non-phase-stabilized
laser shots, so with random CEPs using the parametric plot viewing, and this graph can
be seen in Fig. 4.9. The CEP in the ﬁgure was retrieved by performing one-dimensional
TDSE simulations (by G. G. Paulus) on rescattered electrons with parameters used in
the experiment. The reason for the somewhat deformed so not perfectly shaped ellipse is
that the phase asymmetry curves are not perfectly sinusoidal (see dotted lines of Fig. 4.8),
and moreover our two MCP detectors were not identical. The ﬁgure shows consecutively
recorded shots, and it demonstrates that they are arriving in a random fashion, that is the
CEP values are uncorrelated with one another. This randomness justiﬁes our assumption
with regard to a ﬂat distribution for the CEPs of a free-running laser.
The prerequisites are given (single-shot capabilities and no phase-ambiguity) now to
make use of the non-phase-stabilized pulses as brieﬂy alluded to above. According to our
method for each pulse with a random CEP, we can calculate the two phase asymmetry
parameters, both evaluated in the non-overlapping energy ranges mentioned earlier. We
can then plot these two values for every pulse on a 2D coordinate system to obtain
the Lissajous-like curve. Because the shots have a random CEP, they have to show a ﬂat
distribution over the 2pi interval. We can put these 4500 shots in a monotonously changing
order, ascending or descending order based on their θ value in their polar representation
(after a cartesian to polar conversion). Again, since they have a ﬂat distribution, then
we know, each of these points on the 2D plot will have a unique value, the separation in
CEP value between them being equal to 2pi/4500. This way we have made a connection
between the polar angle in the polar representation (each point described by its θ and r
values) and the CEP value (θ → φCEP and r→r). The conversion between the two angles
can be handled to some extent similarly to how the time to energy transformation of the
TOF data was done. If according to φCEP the histogram is ﬂat, then
∫ 2pi
0
f(φ) dφ = 4500,
where f(φ) is the distribution of the shots as a function of their CEP, and from this
f(φ) = 4500/(2pi). We also know that the distribution g(θ) according to θ contains 4500
shots, too, so by implication 4500/(2pi) dφ = g(θ) dθ. Thus we get:


























































Figure 4.9: Non-phase-stabilized pulses depicted on a parametric plot. The pulses
shown here arrived consecutively, with a random CEP and only the ﬁrst 40 were selected
for viewing purposes. Each point has an x and y coordinate, and these are their phase
asymmetry parameters calculated for two neighboring energy ranges. The numbers
inside the circles correspond to the pulse position in the row of 40 pulses. The dark
yellow points are labels indicating the values of the CEP in steps of pi/6. Their relative
positions were determined by assuming a ﬂat distribution regarding the CEP of 4500 non-
phase-stabilized pulses, while their absolute position was derived through comparison
with the results coming from solving the 1 dimensional time-dependent Schrödinger
equation.
Therefore, if we have, let's say 10 shots in an interval between θ2-θ1, so the above integral
being equal to 10, then between φ2-φ1 the CEP diﬀerence will be 2pi/450. The relative
positions of the labels in Fig. 4.9 were obtained also in this manner, that is by grouping
4500/12 = 375 pulses and the diﬀerence in CEP between them being pi/6.
4.5 Precision of the CEP measurement
As we have made eﬃcient use of the non-phase-stabilized pulses in drawing a CEP map
for the arriving pulses, without any need for phase-stabilization, we are now able to make
important statements about the precision of the CEP measurement, to know the device
precision. It has to be reemphasized here that in earlier work by others separation of the
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device precision from the total observed precision was not possible. The CEP-ﬂuctuation
of phase-stabilization always overshadowed the precision of the CEP measurement, the
number of which therefore had been unknown.
Precision, in general characterizes the spread of a measured quantity, while accuracy
is the deviation of the measurement from the true value. Therefore, precision in physics
quantiﬁes the degree of reproducibility. There are several random variables, noise sources
that will lead to an uncertainty in the CEP measurement. Such noises that are added to
our measurement system are thermal noise in the electric circuity, noise from the MCP
detectors, oscilloscope. In probability theory and statistics the random variables can be
described by a function called Probability Density Function (PDF). The PDF function
has two important parameters, which help us describe the variation of our measurement.
These parameters are the mean value and the variance of the PDF. The mean gives
the location of the distribution, while the spread of the data can be characterized by
the variance. The other quantity that is directly linked to the variance is the standard
deviation (std), which is simply the positive square root of the variance. Thus, the mean is
µ = E(X), while the std can be calculated through σ =
√
E[(X − µ)2], where E denotes
the average or expected value of the random variable X.
In most cases noise will exhibit a Normal or Gaussian distribution. In our CEP
measurement we carried out the precision analysis by assuming that we have Gaussian
distributions of the data for both the radial and the tangential directions on the parametric
plot, at a certain CEP location. Out of these two possible directions for the distributions,
the tangential spread is of prime interest for us, as this gives the precision of the CEP
measurement. It is reasonable to assume that the distributions in the two orthogonal
directions had the same standard deviations, and this allowed us to infer the CEP precision
from the radial spread. To determine the mean and the standard deviations, we did the
following. First, the shots were inserted into bins, that is we selected subsets of 50 out
of the 4500 points. These 50 points were neighboring one another based on their polar
angle on the plot and this means that the separation between the bins corresponded to
an interval of CEP phases of pi/45 (50 ∗ 2pi/4500 = pi/45). These 90 CEP values, after
a comparison with 1 dimensional TDSE calculations, are indicated as blue dots in the
enlarged views in Fig. 4.10. The points with the highest asymmetry at the cutoﬀ energy
(where y is maximum) deﬁne the distinguished CEP settings of φCEP = 0 and φCEP = pi.
Following the binning of the shots, the mean and the standard deviations were obtained
in the boxes of 50 shots along the ellipse-like curve, and the dots were connected to form
lines, shown as blue and red lines in the ﬁgure, respectively. The area where we can reach
the highest precision has been enlarged, and this is located to the right of the main polar
plot. It can be expected that the sensitivity of the phase measurement is the highest where














Figure 4.10: Mapping the CEP of non-phase-stabilized consecutive laser pulses. Con-
secutive single laser shots (black dots) from a non-phase-stabilized laser at 3 kHz repeti-
tion rate are depicted on a parametric plot whose axes x and y are the phase asymmetry
parameters derived for diﬀerent energy ranges in the ATI spectra. The CEP of the 4500
measured laser shots varies randomly in a range leading to a distribution along a nearly
elliptical curve. Using the random CEP distribution of non-phase-stabilized laser shots,
the phase asymmetry was linearized: 90 blue dots (zoomed in view) indicate pi/45 phase
intervals. The values of the CEP indicated around the quasi-ellipse (orange dots) were
retrieved by 1D TDSE simulations, and these are similar to the hour ticks on a watch (12
points). The blue line connects 90 mean value points of the distribution of all the shots.
The red lines show the standard deviation of the measurement. At the operating point
of CEP= 5pi/9, highlighted by red arrows, close to the zero value of phase asymmetry
parameter y (highest energy range of the ATI spectra) the measurement precision was
evaluated to be pi/300 (std).
the CEP changes the most rapidly, that is when the distance in polar angle on the plot
between two CEP values becomes the highest. Indeed, this is the case as can be observed
in the magniﬁed area on the right of the polar plot, as the radial spread shrinks to its
minimum (for a CEP=5pi/9). To verify the assumption of having a Gaussian distribution,
we plotted a histogram of the shots, as well as a Gaussian ﬁt (Fig. 4.11) to this data.
The distribution was constructed by using shots residing in 7 adjacent small boxes in the
area surrounded by the dashed rectangle of Fig. 4.10, close to the zero-crossing of the
y parameter. The more shots we choose, the closer the correspondence will become to
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Figure 4.11: Histogram showing the precision as calculated close to the region of
highest sensitivity. The shots that make up this plot are contained in 7 bins, the center
of this row of bins being close to the zero-crossing of the y phase asymmetry parameter.
The precision has been calculated from the distance of the shots from the mean curve,
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Figure 4.12: Precision as a function of CEP. In the raw estimation (red curve) we
applied binning for the shots and the radial and tangential directions in these boxes,
each had two components, one being parallel and another one being perpendicular to
the line drawn from the center of the polar plot to the center of the box. In contrast
to this, the angle-adjusted estimation implemented the case when an angular change
resulted only in a CEP change and no radial variation. Therefore, the latter method
provided more accurate results.
a real Gaussian bell-shaped curve. It represents essentially the CEP precision for 7*50
shots, as for these 7 bins the computed radial standard deviation was transformed to a
tangential one. From this raw analysis, it can already be seen that our precision lies below
10 attoseconds (10 as is pi/135 if 2pi is 2.7 fs).
When a phase-stabilized laser is available, and the CEP of every shot has to be
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recorded, it is best to operate the phase meter in the region of highest sensitivity, close to
a CEP-setting of 5pi/9. One can always make sure that the device is working in this range
by moving the pair of wedges situated before the entrance window as much as needed
to adjust the CEP, and observe at the same time whether the acquired shots have CEPs
in the vicinity of highest sensitivity. However, when the task is the measurement of the
CEP of a non-phase-stabilized laser, all CEPs will neccessarily appear after a while. In
this case, knowing the precision for all phase values becomes an important factor. Thus,
similarly to the above, for each of the 90 bins we calculated the radial standard deviation,
and then transformed this value to get the same parameter, but now in the tangential
direction. This quantity, expressed in attoseconds has been plotted in Fig. 4.12. The
precision is below 40 attoseconds in the whole interval, and the best sensitivity is reached
for a CEP of 5pi/9, which amounts to 4.5 as or pi/300. The raw estimation corresponds to
the just described method. Both the radial and the tangential directions had two compo-
nents each, one that is parallel and another that is orthogonal to the line drawn from the
center of the Lissajous-plot to the center of the speciﬁc bin. This entails that a tangential
movement along the ellipse-like distribution is not purely such that only a CEP variation
will result, but it involves also a radial change. This problem is completely eliminated
in the angle-adjusted calculations, where all data points were subject to a coordinate
transformation to get a circular distribution. Along a circle now an angular shift, which
is tangential along the circular-shaped curve, will really give only a CEP-change with no
radial shift. Therefore, it can more accurately estimate our precision. As can be seen, the
deviation between the two applied methods is negligible close to our highest sensitivity,
where the radial line going to the center of the bin in both cases is nearly perpendicular
to the angular change along the ellipse-like or circular curves.
4.6 Complete characterization of CEP-stabilization
So far, several groups have characterized the phase stability of CEP-stabilized lasers by
measuring the relative CEP change with f-to-2f interferometers [9699]. These measure-
ments were made at acquisition rates far below the laser repetition rates and by averaging
over tens to hundreds of shots. In the literature both in-loop and out-of-loop measure-
ments can be found, though strictly speaking only out-of-loop measurements can provide
a reliable means for measuring the change of the CEP. An in-loop measurement essentially
means that the CEP-drift measurements are carried out with the same interferometer as
the one that is used to control the phase, while the out-of-loop technique uses another
f-to-2f setup, which is not in the control loop. Thus, the in-loop case only shows the
eﬀectiveness of the stabilization electronics [98]. State-of-the-art phase-stabilization in-
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Figure 4.13: Left ﬁgure: 4,500 consecutive phase-stabilized (red dots) and non-phase-
stabilized (black dots) laser shots in parametric representation. The stabilized shots are
distributed around the preset CEP with a standard deviation of σ=278 mrad, which is
indicated by arrows on both sides of the median CEP point. Right ﬁgure: waveform of
the phase-stabilized pulse corresponding to the median (or mean) CEP setting, as well
as the mean+std and mean-std to show the amount of phase-jitter.
stalled for systems similar to the one we also used for our experiments with the phase
meter provides a stable CEP with a precision of 50 mrad (standard deviation or std) [71].
Here, the f-to-2f interferometer that sets the CEP on a long time-scale of seconds has
been implemented after the hollow-core ﬁber, as described in chapter 3 of this thesis.
Next, we present the ﬁrst consecutive single-shot characterization of a stabilized laser
using the same method that we described before for non-stabilized lasers, and furthermore
we demonstrate superior precision in comparison to established methods. We could carry
out this characterization thanks to our new evaluation method that could decouple the
phase ﬂuctuations of the laser from the precision of the apparatus. We have to note at
this point that the stereo-ATI technique, beyond its ability to measure the CEP, has been
already applied to stabilize the phase [82], as well. However, again there they averaged
over many shots (300 pulses) due to the multi-shot nature of the device. The red points
obtained through our measurements as shown in Fig. 4.13 indicate 4,500 consecutive laser
shots recorded now with the laser being CEP-stabilized to a nominal value of 5pi/9. As
both our measurement ﬂuctuation and the distribution of the stabilized shots is nearly
Gaussian (Fig. 4.11 and Fig. 4.15, respectively), with a crude approximation the ratio
of measurement precision over laser stability (i.e. precision of phase-stabilization) equals
the ratio of width over length of the `stripe' made by the red dots. Even with our state-
of-the-art phase-stabilization scheme, the standard deviation of the CEP of the stabilized


























100 200 300 4000
100
200






Figure 4.14: a.) Shot-to-shot evolution of the CEP of 100 consecutive phase-stabilized
laser shots. b.) Same evolution, but with the CEP values of 5/10/25 shots being
averaged. c.) Standard deviation of the shots with averaging over 1 to 450 shots.
Concerning c.) one can see that there is a pronounced diﬀerence between multi-shot
and single-shot operation in terms of the observed standard deviation.
shots was 278 mrad, which is indicated with dashed lines with an arrowhead attached
to them. That is more than 25 times worse than our measurement precision at that
CEP setting and it is also worse than reported in [71]. We will see that the reason for
this seemingly insuﬃciently low value for practical experiments lies in the fact that our
standard deviation (std) was derived from the CEP values of all individual shots, whereas
in other measurements the CEP values are averaged over several shots. To visualize
the level of phase ﬂuctuation of our system the plot on the right hand side in Fig. 4.13
depicts the corresponding waveforms with CEP values being equal to the mean value,
mean value + std and mean value - std. We can state that the phase jitter is low, but by
far not negligible, especially for strong-ﬁeld experiments, such as attosecond pump-probe
measurements, where stability is a critical issue.
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Figure 4.15: Histogram of phase-stabilized pulses. This histogram shows the CEP
distribution of 4,500 shots of a phase-stabilized laser. The nominal CEP setting of the
phase-stabilization corresponded to the same value as in Fig. 4.13 and Fig. 4.14.
We also investigated the shot-to-shot evolution of the CEP over 100 consecutive sta-
bilized shots, which is shown in Fig. 4.14. Moreover, here we plotted the case when
averaging over some shots occurs, which shows what would happen for a multi-shot mea-
surement approaching the single-shot measurement capabilities. This evolution of the
phase basically more and more ﬂattens out when the number of shots used for averaging
the CEP increases, indicating that the single-shot measurement provides new insight into
the CEP evolution of a laser system. In addition, the bottom graph in the group of ﬁgures
demonstrates it in more detail how dramatically the observed standard deviation changes
when the number of pulses that are taken into account for its determination continually
decrease. Towards single-shot operation, the standard deviation steeply rises, while for a
high number of integrated pulses it reaches a relatively constant value of around 48 mrad.
Quite remarkably, this precision value lies very close to the standard deviation for the
phase jitter that was published in an attosecond streaking measurement of the shortest
attosecond pulse to date [71], which utilized a laser setup that was very similar to the one
we used for our measurements.
For phase-stabilized pulses another interesting aspect to look at is the type of distri-
bution for the CEP. To this end, we created a histogram regarding the CEPs for the 4,500
shots that we measured, and this can be seen in Fig. 4.15. It exhibits a close-to Gaussian
distribution, as one could expect. The phase-stabilization operated at the same set-value
as before in Fig. 4.13 and Fig. 4.14.
Another intriguing question that can arise is the sensitivity of the f-to-2f slow-loop
interferometer to the energy ﬂuctuation. This eﬀect has already been studied experimen-
tally [97] using two interferometers, where they created a deliberate energy modulation
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Figure 4.16: Sensitivity of the slow-loop to the energy. The ﬁgure on the top is the
distribution of phase-stabilized shots based on their energy. The energy ﬂuctuation was
0.6% (standard deviation/mean), which can be mainly attributed to the pump laser's
energy instability. The three plots below the histogram for the energy show the phase-
stabilized shots in a parametric representation. These separate graphs depict shots that
possess energies, which fall into one of the three energy ranges indicated by numbers 1-3.
only for the in-loop f-to-2f interferometer, while the out-of-loop interferometer measured
the change of the phase. The phase-energy coupling coeﬃcient was determined this way,
which was equal to 160 mrad/1%. On the other hand using the phase meter measuring
such a sensitivity of the slow-loop has not been performed yet. Our measurements shown
in Fig. 4.16 constitute the ﬁrst preliminary results towards such characterization. We
plotted here the distribution of the shots in terms of their energy, as well as the para-
metric representation of phase-stabilized shots with energies belonging to one of the three
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Figure 4.17: Sensitivity of the phase meter to the pulse duration. This property is
characterized by the size variation of the parametric plot when the pulse duration is
changed. Calculations were performed using a 1D TDSE code for 4 pulse durations, and
these have been indicated by dots on the curve.
intervals denoted by the numbers 1-3. The mean CEP value for phase-stabilized shots
coming from energy range 1 was 1.919 rad, in case of range 2 it was 1.768 rad, while for
range 3 the value was 1.605 rad. Therefore, between the two extreme energy regions the
resultant CEP diﬀerence was approximately 0.3 rad. This represents an upper limit to the
amount of energy sensitivity of the slow-loop. What we have not accounted for here, and
this is a subject for further future theoretical and experimental studies, is the sensitivity
of the phase meter to the energy change. Only a radial movement was observable so far,
measured for the non-phase-stabilized shots, but there can also be a radial shift. As a
result, it is not known yet how much of the energy-induced CEP shift can be attributed
to the energy sensitivity of the slow-loop and how much the contribution of the phase
meter is.
4.7 Dispersion-free pulse duration measurement
Until now we have presented a novel way for the characterization of both non-phase-
stabilized and phase-stabilized pulses in terms of their CEP. To fully describe a few-cycle
pulse, not only its CEP is of crucial importance, but naturally its pulse duration has to
be known, too. In this section of the thesis, we demonstrate in simulations, as well as
provide preliminary experimental data, that a phase meter is a more versatile device: it
can measure the pulse duration, as well. This further capability and its ability to measure
the CEP will make it a multi-meter apparatus in few-cycle optics.
There are several existing techniques for pulse duration measurement. Such methods,
referred to with their abbreviations, are FROG (Frequency Resolved Optical Gating)
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[100], SPIDER (Spectral Interferometry for Direct Electric Field Reconstruction) [101],
second- and third-order autocorrelation (as presented in chapter 3). The former two
techniques became dominant in the ﬁeld, since through using them one can retrieve not
only the duration, but also the spectral phase. The latter essentially tells us why the
pulse is longer than its transform-limited (TL) duration, and helps us come up with ways
to compensate for the nonzero spectral phase to approach the pulse' TL-limit. For the
ever shorter pulse durations generated in the laboratories, there is a pressing need for
a method that can measure even the ultimate limit embodied by a single-cycle pulse
[21, 71]. In all current devices the factors that hinder us in measuring these very short
events are essentially the bandwidth-limit of the nonlinear conversion in the crystal, and
the dispersion introduced during the splitting of the pulse. The shortest pulse duration
that could be measured with these techniques was achieved with an SHG-FROG device,
and the pulse length was 4.5 fs [102]. We have to mention here that there exists, in
fact already the tool for the characterization of few-cycle, even single-cycle pulses, and
it is essentially the streaking measurement [7]. For this a shorter pulse, an attosecond
XUV pulse, is used to sample the waveform [8], the shortest pulse in the NIR having a
duration of 3.3 fs. This lets one precisely draw the time-evolution of the electrical ﬁeld;
this technique, however needs phase-stabilization, does not work single-shot, and therefore
it requires the best possible stability from both the laser and the surrounding environment
for a usual measurement time of >10 mins (per waveform characterization).
From the phase-scan of Fig. 4.8, we can already establish that while the pulse duration
was varied due to a scan of the CEP over a range of several times 2pi, the phase asymmetry
was changing, as well. In other words, our phase meter is sensitive to the pulse duration.
Most interestingly, as opposed to other conventional methods, which were enlisted above,
the physical observable, that is here the phase asymmetry parameter is increasing with a
decreasing pulse duration. Our measurement device thus becomes more sensitive in case of
a single-cycle pulse. The phase eﬀect ceases to be of appreciable magnitude above around 7
fs, therefore the concept of using stereo-ATI lends itself perfectly to the characterization
of very short pulses. To theoretically corroborate these ﬁndings, in Fig. 4.17 we show
calculations (by G. G. Paulus) of the size of the parametric plots corresponding to diﬀerent
pulse durations. It is already visible here that the size of the ellipse-like curve changes as
a function of pulse duration, and there is an inverse relationship between the two, that is
a shorter duration will result in an extended size for the curve. They were obtained by
solving the 1 dimensional time-dependent Schrödinger equation (1D-TDSE), and although
the thus obtained results already show a clear dependency on the pulse duration, in the
future more thorough 3D calculations will be carried out.
For the calibration of our measurements, which were presented in the preceding sec-







Figure 4.18: Parametric representation of the CEP obtained from theory. Concerning
the calculations, 1D-TDSE was solved and from the spectra of the electrons the x any
y phase asymmetry parameters were derived for CEP values between 0 and 2pi, with
a step size of 5 deg or pi/36. It served as our reference plot for the calibration of our
measurements.
tions, similar theoretical calculations were needed (for a duration of 4.1 fs with integration
as given by our analysis of the experimental data). The curve that was provided by theory
dictated the direction of change of the CEP, as well, so it told us if the CEP was increas-
ing in the clock-wise or the counter-clock-wise direction. The orientation and the general
shape of the Lissajous-like experimental plot have been relatively well reproduced by the-
ory, as plotted in Fig. 4.18. Understandably, 3D-TDSE calculations could give a better
match, and taking into consideration intensity averaging (or volume eﬀect, see 2.3.2) due
to the spatial proﬁle of the pulse could also help. Other plots where the eﬀect of no
intensity averaging due to our 1D model is observable are in Fig. 2.2. Some dips in the
TOF spectra are present, which are washed out in the experimental ones owing to the
intensity variation in a real pulse having some spatial proﬁle.
Prof. Chii-Dong Lin and Zhangjin Chen, Kansas State University carried out thorough
simulations so that we can gain more insight into our experiments, speciﬁcally to ﬁnd out
exactly what CEP values we had along our structure that is represented by all the laser
shots on a parametric plot. Their simulations were based on the quantitative rescattering
(QRS) theory [103] developed by them, which takes into account 3D eﬀects. Moreover,
this method permits the retrieval of not only the CEP, but also the pulse intensity and
duration, following a comparison with experimental results. Both the experimentally
obtained shots and the theoretically calculated curve in a parametric representation, as
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well as the location of 4 CEP values are shown in Fig. 4.19. The match between theory and
experiment is excellent. These results led to the determination of the pulse parameters:
duration yielded 4.7 fs, while the peak intensity was 1.4 × 1014 W cm−2, assuming a
Gaussian temporal and spatial proﬁle. We see that we underestimated before the pulse
duration and the intensity. The outcome of our previous analysis not being contradictory
to these newest results can be attributed to the following: for a pulse with a Gaussian
proﬁle the central peak region contributes only by a small amount to the total ATI
spectrum, while the area corresponding to lower intensities is large, and therefore its







Figure 4.19: Advanced theoretical calculations (purple line and dots), giving a very
good match with experimental results (black dots). Quantitative rescattering theory
was applied, and 3D volume eﬀects were considered that could allow us to retrieve all
the pulse parameters: the CEP, as well as the pulse peak intensity, 1.4× 1014 W cm−2
and duration, 4.7 fs. The purple theoretical CEP dots have a distance of 0.1 rad, and
4 CEP values have been selected, their labels appearing to the left from the respective
CEP location.
Experimentally, pulse duration measurement with the phase meter can be implemented
the following way. As a ﬁrst step, it is important to obtain the averaged TOF spectra of
4500 shots. The result of such an averaging can be seen in Fig. 4.20. The 10Up cut-oﬀ
has been indicated, too. This cut-oﬀ is deﬁned here as the energy where the intensity
drops to 90% of the peak TOF intensity. It is a parameter that linearly depends on the
peak intensity of the pulse, and throughout the pulse duration measurement it should
be kept constant so we can remain in the same operation regime regarding the intensity.
As a matter of fact, knowing its absolute position along the energy axis, it allows us to
deduce what intensity we have during the measurement. To keep the peak intensity the
4.8 Summary 75

















Figure 4.20: Averaged TOF spectrum for each MCPs. The averaging was done for
all 4500 shots so that the position of the 10Up cut-oﬀ can be determined. The signals
from the two MCPs are nearly identical, because before the measurement we adjusted
the ampliﬁcation in each arm accordingly. By keeping the peak intensity of the laser the
same, that is the location of the 10Up cut-oﬀ, we can always stay in the same regime of
operation. This will in turn allow us to use the non-phase-stabilized pulses, together with
the calculations to measure the pulse duration of our laser pulse. The position of the
cut-oﬀ permits the exact determination of the peak intensity, which in our measurement
was 8× 1013 W cm−2.
same, a neutral-density (ND) ﬁlter can be applied in reﬂectance mode. This allows one to
avoid dispersion, which otherwise would cause the pulse to get stretched, and to obtain a
diﬀerent CEP, in case the beam propagated through the ﬁlter. Actually whenever the pulse
duration changes, such an adjustment of the intensity by a movement of the ND ﬁlter is
necessary, and this has to be done by a simultaneous observation of multi-shot averaged
TOF spectra. A subsequent step is then the acquisition of single-shot data, and the
drawing of the parametric plot. Finally, a comparison between the theoretically obtained
parametric plot and the experimental one will give the pulse duration. Eﬀectively, this last
step is based on the fact that the length of the radius of the parametric plot is indicative
of the pulse duration.
4.8 Summary
In this chapter we presented a robust single-shot CEP measurement technique, which
obviates the need for phase stabilization. The CEP is measured without any ambiguity
regarding the phase, which is a consequence of a novel evaluation method of ATI spectra.
Our precision can be as high as pi/300 at an optimum measurement point.
The maximum acquisition rate of the apparatus is several times higher than the repe-
tition rate of ampliﬁed few-cycle sources available at present, and only a small fraction of
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typically delivered pulse energies is necessary for a non-invasive CEP measurement. These
unique features of the apparatus make it extremely versatile. As a direct application, the
CEP of each laser pulse can be measured with a precision of more than 25 times higher
than with state-of-the-art stabilization techniques. High-order harmonic generation, ATI
or terahertz emission are just a few of those phenomena that are directly governed by
the electromagnetic ﬁeld and actively studied with few-cycle pulses. With our single-shot
measurement technique, experiments with non-phase-stabilized lasers can now be carried
out and by simple CEP tagging, we can fully determine the dependence of the physical
phenomena on all values of the CEP and with ultra-high precision. The capability of our
apparatus is not limited to CEP measurements. Our measurement technique can also be
used for pulse duration measurement. The polar angle of a measurement point on the
parametric plot gives the CEP and its radius provides a measure of the pulse duration.
Unlike conventional pulse duration measurement techniques, this method is dispersion-
free and unlimited in bandwidth, and its accuracy is increasing with shorter durations.
As the ATI cutoﬀ is a direct measure of the pulse intensity, we will be able to measure the
three most important parameters of few-cycle laser pulses with our apparatus in single
shot: CEP, pulse duration and intensity.
Chapter 5
HHG with broadband two-color
waveforms
5.1 Introduction
High-harmonic generation (HHG) for obtaining isolated attosecond pulses has been carried
out so far with near-infrared (NIR) few-cycle pulses with a bandwidth of one octave [21].
Throughout this thesis such NIR pulses are generated, measured, and used to reach such
photon energies, with which it is possible to electronically excite atoms and molecules.
This high energy radiation in the time-domain can correspond to a duration of as short
as 80 as [71], provided appropriate dispersion-compensation as well as ﬁltering in the
XUV are realized, as explained in chapter 2. The question remains: what further beneﬁts
would NIR pulses with bandwidth spanning more than one octave bring? This chapter
introduces the possibility of extending our spectrum further towards lower wavelengths,
together with the control of the dispersion and CEP to tailor the pulse shape, i.e. create
new waveforms. These pulses will in turn drastically change the generated harmonic
structure. This waveform shaping is achieved by eﬃciently frequency-doubling a part
of our NIR spectrum, followed by an overlap in space and time of this newly created
component with the original pulse. We have dispersion-compensation over the whole
spectrum of the original pulse, and control over the group-delay (GD) of the new frequency
components.
In HHG an attosecond pulse train can be naturally produced since during the time evo-
lution of the relatively easily available multi-cycle ﬁeld attosecond pulses are repetitively
produced in every half-cycle [65, 66, 104]. Introducing substantial ﬁeld variation with
the help of a few-cycle pulse, combined with a suitable energy ﬁltering will result in the
generation of an isolated attosecond pulse [27]. Another approach to reaching this eﬀect
has been the addition of a weak second-harmonic ﬁeld to the fundamental wave [105, 106].
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The consequences of having a new ﬁeld are far-reaching. We can infer from equations 2.3
in chapter 2 that a small perturbation in the ﬁeld during the tunnel-ionization step will
cause huge changes in the ionization, thus the high-harmonic generation eﬃciency can be
controlled. After the electron is born, it follows a trajectory under the inﬂuence of the elec-
trical ﬁeld. Therefore, the shape of the ﬁeld not only determines how many electrons are
born (ionization), but also how much energy they acquire from the ﬁeld. Their recombina-
tion with the parent ion will create XUV photons, and therefore the energy, the yield and
the chirp of the photons will be altered. The parameters that will induce a change in the
shape of the electrical ﬁeld are the polarizations, the frequencies, the relative intensities
and the relative phase of the two ﬁelds. Conventionally, this method of frequency-doubling
a narrow spectrum of a multi-cycle pulse fell into the category of two-color experiments.
Here they indeed used two colors, which are harmonics of each other. It has been stud-
ied extensively both theoretically [105, 107117] and experimentally [94, 106, 118128]
since around the time of the ﬁrst HHG experiments with a single color [48, 65]. At the
beginning most of the experiments [129131] were conducted in the multi-photon (γ>1)
regime with long pulses (100 ps to 15 ns). Two-color phase-control was carried out in ATI
to change the total electron yield [131], relative height of ATI peaks [129], the spectra
and angular distribution of photo-electron emission [126, 129, 131, 132]. In HHG with
a one-color pulse odd harmonics of the fundamental are produced (as explained in 2.4
of chapter 2). Superposition of two harmonics results in a breaking of the symmetry
between consecutive half-cycles, so the ﬁeld will no longer be equal in magnitude just
opposite in sign in consecutive half-cycles. Even harmonics can thus be observed [126],
and as a function of time-delay between the two pulses a modulation will appear [128], the
same HHG structure appearing after one period of change. The period of this modulation
corresponds to pi since a time-delay change equal to the period of the second-harmonic
will give the same relationship in phase between the two added-up pulses (assuming the
second-harmonic is long). A diﬀerent periodicity is expected in the multiphoton regime
[133]. The exploration of this technique followed two directions. One avenue of research
was concerned with increasing the yield of the harmonics. Due to the addition of the
second-harmonic it became possible to enhance the ﬁeld in one of the half-cycles, which
translated to an increased ionization, higher XUV yield [111, 123, 125, 127]. Perpendic-
ular polarization of the two ﬁelds was shown to give conversion eﬃciencies as high as
10−4 [123], albeit only for low-order harmonics [127]. The other direction of investigation,
both theoretical [105, 108, 109, 112, 113, 117, 122] and experimental [106], proved that
one can get into the isolated attosecond pulse generation regime with multi-cycle driver
ﬁelds using a weak second-harmonic pulse. The diﬀerence in amplitude in the successive
half-cycles will create two cut-oﬀs, one lying higher in energy, but of low intensity (upper
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cut-oﬀ), and another one located in the low energy region, but with high intensity (lower
cut-oﬀ). The intensity for these cut-oﬀs is a direct consequence of having an enlarged
or a suppressed ﬁeld strength at the time of ionization [105, 113, 120, 121, 124]. Two
attosecond pulse trains with diﬀerent energies and intensities will result, each with a peri-
odicity of a full-cycle [119]. The necessary ﬁeld variation for generating an isolated pulse
in case of HHG with fundamental only, the single pulse condition requiring variations in
the peak energies of consecutive half-cycle XUV bursts, is provided by the few-cycle pulse.
This stringent requirement on the driver pulse duration is greatly relaxed in a two-color
HHG by a factor of two with the second-harmonic added [105], and a factor of 4 when
a subharmonic (1600 nm if the fundamental is at 800 nm) is used [112]. By high-pass
ﬁltering the HHG radiation in a range, where the harmonic structure disappears and only
a continuum exists, it is possible to generate a single attosecond pulse. This relies on the
modiﬁcation of the kinetic energies of the recolliding electrons during their time spent in
the continuum. The other mechanism that plays a role, as discussed above is ionization.
In consecutive half-cycles the ionization rate will diﬀer, which will lead to a ﬁltered-out
XUV spectrum with low yield [105]. However, essentially this ionization gating can also
be altered in a beneﬁcial way simply with the help of another time-delay so that the
harmonic yield will not suﬀer [113].
Combining the powerful technique of adding two harmonic pulses together and polarization-
gating (PG) that limits the time when eﬀective recombination of the electron can occur
is the essence of Double-Optical Gating (DOG) [134]. It is a very interesting method for
multi-cycle laser pulses, because it improves on both techniques if they are used alone.
Applying only PG (see also section 2.2.2 of chapter 2) requires 5 fs pulses in order to avoid
strong ionization to happen for half-cycles other than the one that generates the high-
est energy HHG radiation. Outside the gate-window (where mainly linear polarization
dominates) the circularly-polarized pulses strongly ionize the medium, which lowers the
generated HHG intensity for pulses longer than two-cycles. Adding a second-harmonic
ﬁeld to PG can suppress every other half-cycle of a multi-cycle (12 fs long) pulse and
the same ionization probability can be thus maintained as when a 5 fs pulse is employed.
Moreover, it was experimentally found that the width of the continuum will be larger
with DOG then when only the fundamental and its SH are added up [106].
When two-cycle pulses are available, it was shown in theory [135] that adding an
SH ﬁeld can further broaden the width of the already present HHG continuum. This
broadening will happen for some speciﬁc CEP and time-delays between the two harmonic
laser pulses. We will illustrate the mechanisms that play a role in the next section through
simulations by assuming a 5 fs fundamental pulse. Experimentally such broadening was
shown only for relatively long pulses of 7 fs [118], with only the fast-loop running for the
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phase-stabilization, so the CEP could not be controlled and maintained for longer periods
of time.
Below in section 5.4 we will demonstrate waveform-synthesis and its implications for
HHG that was achieved by using our unique fundamental pulse of a near single-cycle du-
ration combined with a second-harmonic pulse, together with control over the waveform.
For some CEP values and time-delays between the fundamental and the SH our detailed
analysis that we reached by performing scans over these two parameters will reveal new
HHG features that will be discussed in this chapter. In our experiments as a ﬁrst step we
carried out HHG with fundamental only, which is a well-characterized regime, and in a
controlled way (by keeping the CEP-stabilization in operation) we then switched to HHG
with our added-up pulses. Our photon energies in our work lie between 70-150 eV, as
opposed to earlier investigations that were conducted below this energy range.
5.2 Control of electron trajectories
Two-color-based waveform synthesis opens up the possibility of controlling a number of
parameters of our generated attosecond pulses. In this section we will look at the under-
lying physics in more detail from a theoretical point of view. Through some simpliﬁed
cases we can cast light onto the basic mechanisms that play a role in such an experiment.
In our experiments, as it will be discussed, two eﬀects will always be present: due to
the addition of a second-harmonic ﬁeld there will be a change of ionization and a larger
variation of the energy peaks of the XUV bursts in successive half-cycles as compared to
the HHG with the fundamental only. The two are intertwined, but in theory we can see
their individual contributions to the observed measurement.
The goal of our theoretical analysis here is to show that with the addition of an SH
ﬁeld we can achieve broadening of the continuum part of HHG, which is a prerequisite
for shorter isolated attosecond pulse generation. The continuum is set by the diﬀerence
between the XUV burst with the highest energy and the next highest one in a neighboring
half-cycle. Constructive and destructive interference can occur on a sub-cycle time-scale
by superimposing an SH ﬁeld onto the fundamental, and depending on the time-delay we
can expect to see diﬀerent total electric ﬁelds. As a result we analyzed the eﬀect of a SH
ﬁeld by assuming diﬀerent time-delays, pulse durations and relative amplitudes for the
respective ﬁelds. To create a fair basis of comparison for the diﬀerent cases (fundamental
only, added-up waves for various time-delays) we kept the cut-oﬀ energy at a certain
value, which was 100 eV. Naturally, through such waveform-synthesis the waveform can
get distorted in such a way that the cut-oﬀ will shift to higher energies [112]. With a
higher cut-oﬀ, however, we will automatically get a broadening of the continuum, and
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since the same end-result can be achieved by simply cranking up the intensity of the
fundamental only, without having the SH ﬁeld, we avoided this situation by adjusting
the peak of the superimposed electric ﬁeld. We can easily enlighten this the following
way. As we know, the three-step model [42] for obtaining the cut-oﬀ energy of a HHG
radiation can also be applied for few-cycle pulses. For short pulses, for the electric ﬁeld
in the cut-oﬀ law formula 2.15, where the electric ﬁeld dependence is through equation
2.2, the peak electric ﬁeld in each half-cycle has to be substituted and thus one can derive
the half-cycle cut-oﬀ energies. If we have a En+1/En ratio between the highest peak (En)
and the next highest peak (En+1) in the next half-cycle, the width of the continuum will
be proportional to (1 − En+1/En)2E2n. By increasing the intensity of the fundamental
only, we see that the continuum will broaden accordingly, with a quadratic dependence
on the electric ﬁeld strength. In a similar manner, going up in cut-oﬀ energy and as a
consequence shortening the attosecond pulse duration is the goal of using a higher driving
wavelength for the laser [60]. This can also be readily seen from the three-step model of
HHG, which predicts a cut-oﬀ energy that scales with the driver wavelength squared.
The simulation was performed by solving the trajectory equation 2.10 numerically,
which code was developed by the author of this dissertation. The vector-potential term
was obtained from the sum of two ﬁelds, the fundamental (at 780 nm) and its second-
harmonic (at 780/2=390 nm). Thus the total electric ﬁeld was:
Etotal(t) = E1e
−2ln2t2/τ2ωcos(ωt+ φ0) + ηE1e−2ln2t
2/τ22ωcos(2ωt+ ∆t), (5.1)
where E1 is the peak electric ﬁeld of the fundamental, τ is the FWHM pulse duration, φ0
is the CEP of the fundamental, η is the amplitude ratio between the two harmonic laser
ﬁelds and ∆t is the time-delay between the two pulses. The result of our calculations
can be seen in Fig. 5.1, where the alignments of the ﬁelds have been depicted, as well
as the total E-ﬁeld and the XUV radiation's energy that is created, and the latter is
shown here as a function of the birth time of the electrons that recombine later with the
parent ion. The pulse duration of the fundamental was 5 fs, the CEP being equal to
0, the peak intensity of the fundamental 4.1 × 1014 W cm−2, while the second-harmonic
electric ﬁeld was 5 times lower than that of the fundamental, the pulse duration of the
SH being also 5 fs. We distinguish two pure cases in our calculation results: (i) one
in which a signiﬁcant change of the peak E-ﬁeld in each half-cycle exists, which we call
Amplitude Modulation or AM (∆t = 0), and (ii) another where the eﬀective wavelength
varies on a sub-cycle time-scale, and it is designated here as Frequency Modulation or
FM (∆t = 0.37fs). By observing the last plot in the ﬁgure we can state that in both cases
a broadening of the continuum results. In comparison to HHG with fundamental only,
during AM, this bandwidth increase amounts approximately to 8 eV, while for FM it is
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Figure 5.1: a.): electric ﬁelds of a 5 fs fundamental and a 5 fs second-harmonic ﬁeld for
two time-delay settings. The intensity ratio between the harmonic ﬁelds was 4%. AM
stands for amplitude-, FM for frequency-modulation. b.): superimposed ﬁelds for AM
and FM cases. During AM large variations exist from one half-cycle to the next, while for
FM the wavelength changes on a similar time-scale. c.): the three most energetic XUV
bursts due to recollisions of the electrons in each half-cycle, plotted as a function of birth
time for the electrons. They were obtained through classical trajectory calculations.
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Figure 5.2: Time-delay scan for the generated waveform. The electrical ﬁeld of a
waveform has been plotted that is a superposition of a fundamental at 760 nm and
an SH at 430 nm. Time-delay of the y axis indicates that a scan of this parameter is
performed, identically as how it is done in the HHG experiment that is to be presented
later. A periodicity of 1.4 fs is observable.
about 15 eV. Another important aspect that favors the FM case is the HHG yield. The
photon number or the yield is connected to the ionization, and for FM this value is as
high as for HHG with the fundamental only (since the electric ﬁeld peaks for the two cases
are nearly the same). Therefore in this case there is no trade-oﬀ between the bandwidth
increase and the XUV photon ﬂux, in strong contrast to AM, where at the birth time
for the electrons that will recollide with the highest energy, the electric ﬁeld will get
suppressed, thus the ionization will lower considerably. These conditions are conducive
to the generation of short attosecond pulses with a low intensity. FM will allow one to
keep the XUV yield high, and at the same time the continuum will widen. On the other
hand, for AM if we had not rescaled the peak intensity of the total ﬁeld to keep the cut-oﬀ
at 100 eV, because of the increased peak intensity in one half-cycle the cut-oﬀ would be
pushed out to high energies, albeit with low associated XUV intensity. We will show such
an experimental case later. Experimentally, by changing the time-delay, we can switch
between the two cases, with a mixture existing for the intermediate time-delays. Since
we worked with a detuned second-harmonic (so we could maximize the ratio η), which
caused a small variation of the alignment of the ﬁelds in consecutive half-cycles, the total
measured spectrum was the result of a mixture of the two cases.
We were furthermore interested in learning more about the periodicity of HHG that
we could expect. To this end, we added up two ﬁelds with central wavelengths of 760
nm and 430 nm, in accordance with the central wavelengths of the harmonic ﬁelds shown
in Fig. 5.3, and varied their time-separation, i.e. their time-delay (∆t). The resultant
waveform for CEP=0 case, assuming 3.3 fs fundamental and from an experimental point
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of view a more realistic SH pulse of 30 fs is shown in Fig. 5.2. The SH pulse duration
did not play a role regarding the outcome of HHG, because the eﬀects occurred on a
cycle and sub-cycle time-scale. We can see that the periodicity in Fig. 5.2 is 1.4 fs, which
means that after such a time-delay we will measure the same HHG spectrum. Essentially,
this information will allow us to calibrate our HHG measurements (convert from angle to
time), where the time-delay is being introduced by the angular-tuning of the time-plate
(a birefringent crystal).
5.3 Analysis of the collinear setup
High-harmonic generation (HHG) with two-color pulses can be realized mainly according
to two schemes. One setup splits the pulse into two, sends each of the resultant pulse
replicas into the two arms of a dichroic interferometer [119, 136], where the two colors are
manipulated in time, followed by a recombination of the two pulses and eventually HHG by
the twocolor light pulse. Manipulations that become necessary are the second-harmonic
generation in a nonlinear crystal taking place either before entering the interferometer
or in one of the two arms of it; time-delaying ω with respect to 2ω; and rotating the
polarization of the fundamental by 90 ◦ so that the two pulses' polarization will lie in
the same plane (if the goal is to work with linear polarizations). The drawback of such a
separation of the pulses apparently is the high sensitivity of the setup to the environmental
perturbations of mechanical origin. In order to overcome such an obstacle when aiming
to work with few-cycle or even single-cycle pulses, we chose a collinear setup, to some
extent similarly to the implementation in [106, 137]. Here all optical components, that
is the second-harmonic crystal, the birefringent crystal that acts as a time-plate, and
the waveplate are placed one after the other. Now mechanical vibration will aﬀect both
beams equally, and this provides a robustness to this setup. Implementing the two-
color waveform-synthesis for near single-cycle pulses was not a trivial task. Naturally,
all-reﬂective optics had to be used, and when we had to go through some material, the
thinnest possible components were employed. The high peak intensity of our short pulse
meant that we had to work most of the time close to the damage threshold of our optics
elements. The major innovations in our realization was the application of the thinnest
possible optical components, housing the whole setup in a vacuum chamber to minimize
again dispersion, which required that all the adjustments, optimizations had to be carried
out by using motorized vacuum-compatible components. Moreover, we had to ﬁnd the
best possible silver mirrors that still reﬂect in the long-wavelength UV and with low GDD
(Type II enhanced silver mirrors from Femtolasers). At the same time, these steps that
became necessary to preserve the short pulse duration, made everything more challenging
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Figure 5.3: Spectrum created by our setup based on generating a detuned second-
harmonic wave. This combined spectrum was used afterwards for HHG.
to work with. However, as we will see these measures allowed us to access a region of
HHG that was not within reach before.
The rationale behind using the above optical components was the following. Concern-
ing the second-harmonic generation (SHG), we had to ﬁnd an eﬃcient way to further
broaden our spectrum, to a bandwidth extending to more than one octave. The spectrum
that we could achieve has been plotted in Fig. 5.3. SHG in our case was realized in a BBO
crystal operating with Type I phase-matching (PM). Due to this speciﬁc PM geometry,
the polarizations of the fundamental wave and the newly generated wave were orthogonal
to each other. The orthogonality is not a bad feature when it comes to time-delaying
pulses. Birefringent crystals are anisotropic materials which exhibit two refractive in-
dices, called ordinary (no) and extraordinary (ne). They show a special property, which
is the angle-dependent propagation time for one of the two waves that form the normal
modes of the anisotropic medium. What is most useful about it is that essentially the
extraordinary blue pulse can propagate faster than the ordinary fundamental pulse and
this propagation time through the crystal can be simply adjusted by rotating the crystal.
If we intend to do HHG for linearly polarized pulses having the same polarizations, a
restoration of the polarizations after the time-plate is necessary. This can be achieved
by using a λ/2 waveplate. Basically, it has the task of rotating the polarization of the
fundamental by 90 ◦. Each of the components will be analyzed more in detail below.
The laser pulse that we used for our experiments was generated by the Ti:Sa laser
system that was thoroughly described in chapter 3 of this thesis. For the ﬁrst time in
attosecond experiments, we had our laser in a clean-room environment and the experiment
took place on another ﬂoor, at a distance of approximately 15 meters from the laser source,
the two being connected by a vacuum beamline. A sketch of the beamline, the HHG
chamber, the chamber used for the diagnostics can be seen Fig. 5.4. During the experiment
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diagnostics
Figure 5.4: Our attosecond vacuum beamline that we used during HHG experiments.
The beam from our Ti:Sa laser system entered the beamline from the left and propagated
through vacuum tubes, the steering of the beam done by reﬂections oﬀ some silver
mirrors. In the sketch FW: ﬁlter wheel that we used for holding our various ﬁlters
for blocking the laser light (Zr) and for the calibration (Al, Si); G: grazing-incidence
grating. The HHG chamber in the illustration contains only components corresponding
to a normal HHG setup. The one we had in reality can be seen in Fig. 5.5. In the future
streaking of the waveform will be carried out in the streaking chamber, as discussed in
the 'Conclusions and outlook'.
the chirped-mirror (CM) compressor (not shown in the ﬁgure), used for the temporal
compression of the pulses to obtain their near-transform-limited duration, was installed
in a vacuum chamber. This chamber was a switchbox that served as the location where a
rerouting of the beam could happen, so that it was possible to switch to other experiments
using the same laser. The advantage of keeping the CM compressor in vacuum was that
self-phase modulation (SPM) in the entrance window of the beamline (fused silica, 500 µm
thick) could be thus avoided. SPM is a peak-intensity dependant process, as well as self-
focusing, and these two eﬀects can distort the beam temporally and spatially, respectively.
By keeping the pulse duration longer than its transform-limited value, we were able to
lower the peak intensity in the window below the level where these detrimental nonlinear
eﬀects occur. Another important factor in our experiment is the ability to change the
pulse duration so that the pulse becomes perfectly compressed at the place where HHG
takes place. To this end, a pair of wedges was placed after the hollow-core ﬁber, which
permitted a continuous tuning of the pulse duration.
Our experimental setup that we used to modify the time-evolution of our driver laser
pulse on a sub-femtosecond time-scale can be seen in Fig. 5.5. In this picture the HHG






Figure 5.5: Experimental setup for broadband two-color waveform synthesis, housed
in a vacuum-chamber. Our scheme was based on a collinear arrangement of the opti-
cal components, these elements being denoted in the picture as BBO, time-plate and
waveplate. Red line indicates fundamental pulse, and blue the detuned second-harmonic
wave. The near-single-cycle laser pulse entered the setup from the left in the picture,
and went out of the chamber in the bottom right corner to another chamber, where the
HHG diagnostics was situated (shown in Fig. 5.4.
part (Ne gas jet) of the experiment is shown, too, except for the HHG diagnostics, which
was built up in another vacuum chamber (see Fig. 5.4). The fundamental beam entered
the HHG chamber, which housed our broadband two-color waveform synthesis setup, and
after two reﬂections on ﬂat protected silver mirrors (P01 from Thorlabs and Type II from
Femtolasers) the beam was focused by a concave mirror with a focal length of 37.5 cm.
SHG took place in a BBO crystal and this nonlinear crystal was placed after the focus
of the beam. It was necessary to re-collimate the beam afterwards, which was done by
another concave mirror of the same focal length as the one used for focusing it. Whenever a
concave mirror is utilized, and a beam with non-perpendicular incidence hits this focusing
mirror, astigmatism can occur. Astigmatism, when the beam has diﬀerent focusability in
the two perpendicular planes, is a harmful phenomenon, because the resultant non-ideal
beamsize severely inﬂuences the highly nonlinear HHG process. To avoid it, or at least
to minimize its presence, a carefully chosen angle of incidence (as small as possible) on
the mirror is a must. After re-collimation, the two beams of diﬀerent wavelengths went
through two more materials, ﬁrst the time-plate, followed by the waveplate. Apparently,
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pre-compensation of the dispersion-induced pulse-broadening eﬀect due to these materials
was unavoidable, and this was carried out by a movement of the wedges by an appropriate
amount (by taking glass out). In fact, such a pre-chirping of the fundamental not only
ensures that our originally available pulse will reach the HHG target compressed, but it
inﬂuences the second-harmonic pulse duration, too. What is more, this eﬀect is beneﬁcial,
because there is a transfer of the pre-chirp in the SHG crystal from the fundamental to
the SH pulse [138]. These can be written as GDDSH=1/2 GDDFUND and TODSH=1/4
TODFUND and we can see it that it helps in our eﬀort to keep the SH pulse relatively
short.
Another aspect to consider during a feasibility study is the eﬀect of two colors on the
focused beamsizes. In this respect, a strong fundamental and a weak second-harmonic
pulse did not bring up serious issues, in contrast to the problem that one would have to
face when dealing with a fundamental and its subharmonic. In particular, the diameter
of the focused spot (1/e2 size, so the diameter where the on-axis peak intensity drops by







. Here 2W0 is the diameter of the focused beam, F# is the F-number of
the lens (here spherical concave mirror), f the focal length, D being the beamsize on the
mirror. We see in this equation that there is a wavelength-dependence of the focal spot
size, and it means that for a second-harmonic we can expect to have half the focal size
of the fundamental. The two laser beams that are harmonics of each other will thus
partially overlap, and due to the size diﬀerence, the eﬀective intensity ratio will increase.
This seems like a positive eﬀect at ﬁrst: the interaction, the eﬀect we can expect from the
two waves should be larger during the observation of HHG. On the other hand, only the
middle circular spatial part of the total beam will "contain" the two-color eﬀect, while
to the outer rim of the beam only the fundamental will contribute. Such a situation, the
intensity ratio between the two varying would have very likely fatal consequences for an
experiment that was proposed in theory for a fundamental and its sub-harmonic [112],
as now this ratio will take on a smaller value. If the subharmonic generation has low
eﬃciency, then together with this focusability issue for the two disparate wavelengths,
one might not see any eﬀect. For us, however, this did not constitute a problem, also
because of another eﬀect that compensated for the reduced size of the second-harmonic.
Namely, we will see in equation 5.4 that the SH intensity depends quadratically on the
fundamental's intensity, and it means that the SH beam that reﬂects on the focusing
mirror before the HHG target will be smaller than that of the fundamental. According
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to the deﬁnition of the F-number the parameter D will change this way (D2ω=Dω/
√
2)
and as a result, based on equation 5.2, the focused beamsize will be enlarged. All in all,
we will get a very good spatial overlap in our experiment. For the sub-harmonic case,
however, this eﬀect will no longer be a compensating eﬀect: on the contrary, it will make
the situation even worse, as it will create an even larger sub-harmonic beamsize.
5.3.1 Second-harmonic generation (SHG) crystal
Second-harmonic generation (SHG) was utilized to extend the bandwidth of our laser
pulse to more than one octave. There are a number of ways to generate second-harmonic
in a nonlinear crystal. The concept of phase-matching has to be explained brieﬂy here.
When a wave due to its high intensity generates other frequency components through
the nonlinear polarization (in a medium with no inversion-symmetry), eﬃcient build-
up of the harmonic wave can happen only if constructive interference occurs for the
generated wave along its propagation. So that this situation holds, the wavenumbers of
the interacting waves have to satisfy the equation ~k3 = ~k1 + ~k1, where the index 3 denotes
the newly born wave, while 1 and 2 are the signal and idler waves. The methods that
come into considerations for SHG are Type I, Type II phase-matching in some common
crystals, such as BBO, KDP, LBO or quasi-phase-matching (QPM) in periodically-poled
(PP) crystals, for example in PPKTP, PPLN (LN means Lithium-Niobate) or PPLT (LT
stands for Lithium Tantalate). Regarding the crystals with periodic-poling a domain
inversion is built into them, which means that the sign of the nonlinear coeﬃcient is
intentionally reversed. This reversal happens after the coherence length, the distance
where the fundamental ﬁeld and the newly generated second-harmonic ﬁeld become phase-
shifted by pi with respect to each other [4]. After such a distance the nonlinear conversion
eﬃciency would drop normally, but periodically poled crystals overcome this limitation,
thus permitting an extended length over which conversion can take place. It is basically
a fundamentally diﬀerent approach to normal phase-matching in a birefringent crystal,
whereby the phase-velocities of the original and the harmonic waves can be matched due
to the crystal anisotropy. For our purposes, that is for HHG done both beams (that are
harmonics of each other), it would be an ideal candidate for the realization of SHG. One
very exciting possibility is the generation of SH pulses that are pre-chirped, which would
enable us to have compressed SH pulses on target. This can be achieved via an engineering
of the poling period in the crystal [140, 141]. However, the major obstacle for applying PP
crystals for our experiment, is that for such a crystal, all waves are polarized in the same
plane (Type 0 phase-matching), and as a result, there is no way to compensate afterwards
for the time-delay between the two pulses using the birefringency of a timeplate (see next
section). They will inevitably slip away from each other, and there will be no modiﬁcation
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of the original waveform due to the addition of the SH.
Other SHG techniques are based on using bulk birefringent crystals. Type II PM can
be realized in four diﬀerent conﬁgurations (e and o being the abbreviations for extraordi-
nary and ordinary-waves): eo-e, oe-e, eo-o, oe-o, where the ﬁrst two are the polarizations
of the fundamental wave, and the last letter is the polarization of the second-harmonic.
As we can see, the fundamental will be split into two diﬀerent waves, e- and o-wave. If we
want to use again a birefringent crystal as timeplate, it means that only half of the power
of the fundamental will be available, since the fundamental and the second-harmonic have
to be perpendicular to each other, one being an e- the other an o-wave. Moreover, Type
II PM gives a small phase-matching bandwidth, the bandwidth that limits the second-
harmonic pulse duration.
Type I PM, however proves to be suitable for realizing our goals. This PM deals with
the fundamental being an o-wave, the second-harmonic an e-wave (oo-e interaction). The
phase-mismatch for the diﬀerent frequencies that make up the pulses can be written as:





For perfect phase-matching to occur, based on the above equation, n2ω=nω has to be
fulﬁlled, and this can only happen if the second-harmonic is an e-wave (for negative
uniaxial crystals for which ne<no). Using equation 5.3 and equation 5.8, it is possible
to derive the phase-matching angle, the angle between the k-vector of the fundamental
wave and the optic axis of the crystal. For frequency-doubling with BBO it is 29 ◦. Now
the phase-mismatch factor that we obtained above directly inﬂuences the phase-matching
bandwidth, which tells us the width of the spectrum we can approximately phase-match.
To derive this important factor, let us ﬁrst examine the SH intensity after the crystal,
which is proportional to:
Iλ/2 ∝ (IλLd/λ)2sinc2(∆kL/2) (5.4)
In the above equation, L is the crystal length, λ is the wavelength of the fundamental, d is
the nonlinear coeﬃcient, I is the intensity and sinc(x) is 1 at x=0, and sin(x)/x elsewhere.
It can be inferred from this equation that because the signal strength at the output
depends quadratically on the crystal length, a longer crystal should be chosen; on the other
hand, the phase-matching bandwidth will suﬀer, which will narrow and this will result in a
longer pulse. The phase-matching bandwidth is the full-width at half maximum (FWHM)
of the sinc curve, which function drops to half of its maximum for ∆kL/2=±1.39. The
equation for the phase-mismatch, equation 5.3 can also be simpliﬁed. When we introduce
a variation of δλ for the fundamental, the second-harmonic's wavelength will change by
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Above, λ0 denotes the central wavelength of the fundamental, and "′" means ﬁrst deriva-
tive with respect to wavelength. The phase-matching bandwidth can be obtained by
combining this equation with the equation that deﬁnes where the sinc function will de-





This bandwidth in case of a 100 µm thick BBO for λ0=760 nm is 38 nm, which means we
only convert this small portion of our fundamental, while for a ten times thinner crystal
we could phase-match virtually the whole bandwidth. Experimentally, we have found
that our 100 µm BBO (from EKSPLA) gave the best conversion eﬃciency, and therefore
this turned out to be our chosen crystal thickness afterwards. Another advantage of using
it is that such thicknesses are available without a substrate (such as UV fused silica)
holder, which means no extra dispersion pre-compensation measures have to be taken
beyond what needs to be done by negatively pre-chirping the pulse due to the BBO itself
(which introduces GDDFUND=8 fs2 and GDDSH=17 fs2). From equation 5.4 we can
see that the SH intensity depends quadratically on the peak intensity of the incoming
wave, and if pre-chirping was necessary, it would entail a considerable drop in the peak
intensity. To counteract such a change, we focused the fundamental light into the crystal.
Focusing and recollimating the beam was done by two concave mirrors of the same focal
lengths. Another possibility of changing the beam-size would involve a telescope made
up of a concave and a convex spherical mirrors. However, this option would take away
the ﬂexibility that we have with the the normal focusing-recollimating geometry, which
is that varying the intensity of the beam can be realized with the movement of the BBO
along the beam direction. For the telescope a complete change of all focusing mirrors
would be necessary (including the one before the HHG target). Another major issue that
blocks this idea is that on the second mirror of the telescope the intensity would be over
the damage threshold of the mirror. In the end our conversion eﬃciencies of SHG reached
about 6-7% when aluminum mirrors were installed after the BBO, while the conversion
was lower, about 4% with silver mirrors in the beampath. We see that aluminum mirrors
are enticing components to be used, however, they show high reﬂectance at the cost of a
signiﬁcantly lower reﬂectance for the fundamental at around 800 nm. Therefore, we kept
the silver mirrors in our setup. Angular tuning of the BBO to ﬁnd the correct phase-
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matching angle was carried out in vacuum with the help of motorized rotation mounts,
and the total beam was picked up, then sent out to another chamber, where the power,
as well as the spectral measurements for the laser beams happened (same chamber as
where the HHG diagnostics was set up). During our experiments we utilized both anti-
reﬂection-coated (AR-coated) and only protective-coated (P-coated) BBO crystals, and
the reﬂection per surface was below 2% and around 3%, respectively. The SH spectrum,
where the maximum conversion was achieved, was detuned from being an exact second-
harmonic of the center wavelength of the fundamental (760 nm → 380 nm), the reason
being the rapidly falling reﬂectance of silver in the UV towards decreasing wavelengths.
The total spectrum that was realized with our setup has been plotted in Fig. 5.3. The
detuned nature of the second-harmonic, fortunately did not aﬀect severely the success
of our HHG experiment, as we will see it later. Our fundamental was a near single-
cycle pulse, so for the high energy XUV spectrum only one or two cycles contributed.
The detuned wavelength of the SH within such a short time interval of 3 femtoseconds
therefore did not constitute a big diﬀerence from the point of view of the overlap between
the two laser pulses.
5.3.2 Timeplate
In order to reach the strongest eﬀect from the 2ω ﬁeld, it is essential to provide a means
for overlapping both beams in space and time. The time-overlap was possible through
the usage of a birefringent crystal. Normally, the dispersion of media in the visible and
near-infrared is such that long wavelengths propagate faster than the short ones. This
is the case, because a resonance of most materials exists in the blue, and towards higher
wavelengths, the refractive index is decreasing with wavelength. As we have seen it in
chapter 3, the group-velocity (vg) describes the speed of propagation of the pulse, more
exactly its envelope. The group-velocity is directly linked to the way the refractive index
changes as a function of wavelength, because:
vg = (∂k/∂ω)
−1 = c/ [n(ω) + ω∂n(ω)/∂ω] (5.7)
Here the angular frequency has to be evaluated for the center frequency of the pulse.
Equation 5.7 explains why the group-velocity decreases for larger frequencies (ω) when the
refractive index (n(ω)) shows a monotonously decreasing dependence on wavelength (i.e.
increasing dependence with respect to frequency). In our setup as mentioned above, we
used an SHG crystal, a time-plate (represented by a birefringent crystal) and a waveplate.
The time-delays that were introduced by the SHG-BBO crystal and the waveplate were
positive (deﬁned as ∆t = tSH− tFUND, where t was the travel time of the respective beam
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through the crystal), expressed quantitatively they were 12.5 fs and 6 fs, respectively.
A time-plate, which was realized by a birefringent crystal made out of α-BBO (a linear
crystal with the same optical properties as that of β-BBO, except it is not nonlinear),
provided a time-delay that was opposite to that of the positive time-delay as given by
the SHG-BBO and the waveplate. The choices of suitable materials that can act as time-
plates, thus ones that exhibit a negative time-delay for the propagation of the fundamental
and the second-harmonic wave are listed in Table 5.1. The values that appear in the table
α-BBO calcite
∆t @ θ = 50 ◦,+3 ◦ [fs] -9.6, -12.3 -21.6,-25.2
GDD @ 760 nm [fs2] 8.1 8.3
GDD @ 430 nm [fs2] 15.2 12.3
R @ 760 nm [%] 6.2 6.0
Table 5.1: Properties of potential materials to be used as time-plates. Here ∆t is the
time-delay between the second-harmonic (SH) and fundamental pulses, negative value
meaning faster SH pulse; GDD denotes group-delay dispersion; and R is the reﬂection
coeﬃcient per surface for the intensity in case of normal incidence for the fundamental
wave. The numbers have been given for a crystal thickness of 100 µm.
have been calculated for a crystal thickness (L) of 100 µm. The group-delay dispersion
(GDD) for the waves has also been given in the table, which is the second derivative
of the spectral-phase and this parameter is connected with the dispersive spreading of
the pulse. The group-velocities for the ordinary (fundamental pulse) and extraordinary
(second-harmonic) waves were obtained by using the corresponding Sellmeier-equations
that characterize the dispersion of the refractive indices no and ne. The extraordinary
wave has a refractive index that is dependent on both of these principal indices and it can




where θ is the angle between the k-vector of the propagating mode and the optic axis
of the crystal. In the table one can ﬁnd also the eﬀect of a crystal rotation (an angular
change of +3 ◦) on the change of the time-delay. We can see that we are capable of minute
time-delay tunings with the help of varying the crystal angle. The waves as they enter
the time-plate and the orientation of the crystal (cut-angle, θ = 50 ◦; crystal thickness,
L = 150 µm) are shown in Fig. 5.6. For our experiment, the selected material was α-BBO
(from Newlight Photonics, Toronto). Even though calcite has better time-delay properties
(per unit length), experimentally our XUV yield with α-BBO proved to be by a factor of
3 larger (with no phase-stabilization running) than when we used calcite. These materials
have similar theoretical Fresnel-reﬂections for the incoming fundamental wave (as shown











Figure 5.6: Time-plate for time-delaying two pulses of diﬀerent wavelengths. To make
the blue pulse catch up with the fundamental pulse, we exploited the birefringence of a
crystal. In this sketch the incoming waves' polarizations (orthogonal to each other) and
the crystal orientation are shown. The dashed curve with two arrowheads indicates the
rotation possibility of the crystal, which results in a variable time-delay.
in the table), and therefore what could be the cause for a lowered transmitted laser beam
energy, by implication a smaller XUV photon ﬂux in case of calcite, is perhaps the inferior
manufactured quality of the crystal.
5.3.3 Waveplate
Since Type I SHG was utilized in our setup and our goal was to carry out HHG with
parallelly polarized fundamental and second-harmonic pulses, a half-wave (λ/2) waveplate
had to be employed. Our waveplate was a true-zero one, its thickness set such that it
behaved as a half-wave plate for our fundamental pulse in a very broad bandwidth, while
it was a full-waveplate for the second-harmonic around 400 nm. A reasonable question
could be: why was it necessary to rotate the fundamental in the ﬁrst place and not the
second-harmonic? Perhaps the bandwidth of "perfect" rotation could be thus kept broad,
broader than with our chosen method. However, by simple maths, it turns out that if
we do so, for the fundamental wave we will actually obtain the performance of a quarter-
wave plate. This would entail that the linear polarization of the fundamental would be
converted to circular; which is obviously not our intention.
A waveplate can be created from any birefringent material. By making sure that
the optic axis is parallel with both the entrance and the exit surfaces of the crystal, the
incoming frequency components of a pulse will be split into two waves propagating with
diﬀerent velocities. These orthogonal linearly polarized components are the extraordinary
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(e-wave) and ordinary wave (o-wave), which can be characterized by their two indices of
refraction ne and no (for uniaxial crystals, materials having one optic axis). Because they
inﬂuence the propagation speeds, depending on which one is smaller, one wave will go
through the crystal slower than the other. The axis along which the faster moving wave
is polarized is called the fast axis, while in the orthogonal direction lies the slow axis.
There exists a phase diﬀerence between them, and it is called retardance ∆. When they
emerge from the crystal, the resultant vector, the polarization state of the light, will be a
superposition of these two components. For a half-waveplate the retardance is pi, and it




L|ne − no| = pi (5.9)
We used crystal quartz in our experiments, because it is a strong material, and thus it
lends itself to the fabrication of low-order, eventually even zero-order waveplates. From
equation 5.9 the necessary crystal thickness can be obtained, which is 42 µm.
Beyond this, through further theoretical calculations we simulated to which extent
such a thin waveplate rotates the fundamental wave's frequency components, and how
well it leaves the polarization of the second-harmonic's spectral components unchanged
(more correctly said, it should rotate the latter by 180 ◦). If the fast axis is along the
x axis, while the slow axis is parallel to the y axis in a cartesian coordinate system the









Using the Jones-matrix formalism [142], we can assess what the outgoing wave's two vector
components will be. It is possible to see how much cutting on the tails of the spectrum
would occur if we had a polarizer after the waveplate, oriented at −45 ◦, with the incoming
wave's linear polarization being at an angle of 45 ◦ (the angles in both cases measured
with respect to the x axis). In other words, the bandwidth reduction can be estimated
this way. This step is justiﬁed, since we use a pellicle afterwards (at Brewster's angle for
the polarization we want to keep)) to clean the polarization, to retain only the component
that is along the direction at −45 ◦. The resultant wave's Ex and Ey components can be
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Figure 5.7: Theoretical amplitude transmission of our λ/2 waveplate as measured after
a perfect polarizer. The thickness of the true zero-order waveplate was 42 µm, therefore
it rotated the polarization of the fundamental by 90 ◦, and that of the second-harmonic
by 180 ◦. The rotation was not perfect for all wavelengths, and it caused a bandwidth
reduction for our pulses, as determined by these transmission curves.
In the above equation the ﬁrst matrix after the equal sign is the polarizer's Jones-matrix,
the second corresponds to that of the waveplate, while the third is the incoming wave's
vector components, with Ein being the magnitude of the vector. If we take Ein equal
to 1, the outgoing wave's magnitude, and therefore the transmission of the combination





transmission function that we calculated this way can be seen in Fig. 5.7. We can conﬁrm
that the bandwidth in which satisfactory rotation is realized is large enough to preserve
the spectrum of a near-one-octave fundamental pulse, and that of the second-harmonic,
as well. The power that is not transmitted through this system naturally goes somewhere,
and for a waveplate it is the perpendicular polarization component that gains some in-
tensity. Our pellicles that serve as our polarizers, introducing no extra dispersion due to
their almost negligible thickness of below one µm, simply cannot totally extinguish this
detrimental polarization component, and thus some low amount of elliptical polarization
will remain.
Apart from the above characterization of the waveplate, we can learn more about this
element's eﬀect on our pulse. By taking the ﬁrst derivative of the phase from equation
5.12 with respect to the angular frequency we can calculate the propagation times for
both the fundamental and the second-harmonic pulses. From this one can deduce the
time-delay, which is positive, and this number was mentioned in section 5.3.2 above. If
the second derivative is calculated, we can obtain the respective pulses' GDD values. The
GDD for the fundamental at 760 nm is 1.9 fs2, and for the second-harmonic at 430 nm it
is 4.3 fs2.
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5.3.4 Pellicles
The HHG process is intrinsically very sensitive to the polarization of the driver ﬁeld.
Unless we intentionally control the polarization of the wave [72, 73] by introducing an
elliptical polarization to it (the time evolution of the polarization being elliptical-linear-
elliptical), it can severely harm HHG. The reason for this is that due to some orthogonal
component of the ﬁeld, the electron during its acceleration along its trajectory, can get
deﬂected by the ﬁeld in such a manner that eventually it will never return to the parent
ion; thus no XUV photon will be generated. A clean linear polarization is therefore
an essential prerequisite for a high XUV yield. To eliminate the undesired electric ﬁeld
component of the wave, so as to reach a high linearity for the polarization, it has become
a common technique to employ pellicles before reaching the gas target. In our case it is
even more imperative to use them, since the waveplate as described in the previous section
will introduce some ellipticity to the beam. Pellicles are very thin materials that work
on the principles of a Fabry-Perot etalon, so they exploit interference, constructive and
destructive, for the polarization component that gets multiply reﬂected on the surfaces.
Any wave can be decomposed into s and p wave, which will exhibit diﬀerent transmission
properties (due to Fresnel reﬂection) when propagating through a material. By placing
a pellicle, made out of nitro cellulose (n=1.5) at Brewster's angle for the p-wave, it is
possible to obtain perfect transmission for this polarization component, while for the s-
wave interference will occur, which will result in a modulated transmission function. The
pellicles that we used have a thickness below 1 µm, which means that our pulse duration
will remain virtually the same after propagating through them, and this feature makes
them ideal for use with few-cycle pulses. The transmission function of a Fabry-Perot
interferometer can be written as:
Ttotal =
T 2
1− 2R cos(δ) +R2 , (5.13)
where T and R are the transmission and reﬂection values (intensity) of a single pellicle





Here L denotes the thickness of the material, and θ is the angle of refraction, which in
our case is equal to 33.5 ◦. The calculated transmission function for s-polarization for
a pair of pellicles with diﬀerent thicknesses can be seen in Fig. 5.8. This curve shows
an optimized case, where our optimization goal was set such that evidently the best
transmission for a pair has the most ﬂat behavior in a wide wavelength range, in the
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Figure 5.8: Theoretical transmission of a pair of pellicles for s-polarization with op-
timized thicknesses, placed at Brewster's angle. Pellicle 1 had a thickness of 0.64 µm,
while pellicle 2 was 0.74 µm thick, and the transmission curve for each of them has been
plotted, as well their total transmission, which shows a relatively ﬂat performance over
the wavelength range of interest for us.
interval where our driver laser's spectrum is situated (4001000 nm). This scenario gives
the most cancelation for the unwanted polarization component. As we can see it, on
average the transmission can be reduced to ≈55% for one pair. In our setup it was critical
to use them (manufactured by National Photocolor), as we had to work with a waveplate
in the beampath to set the fundamental and the second-harmonic waves' components to
be parallel to each other. The waveplate cannot rotate all wavelengths by the prescribed
amount, and thus a degradation of the polarization cleanness of the laser beam happens.
Our pellicles helped us to overcome this issue in a bandwidth of more than one octave.
5.4 Experimental results and theoretical analysis
We performed our experiments with the setup as described in section 5.3 and the HHG
conditions as given in section 2.4.2. Before the measurements took place, we carefully
calibrated our spectra by moving Si and Al ﬁlters into the beam, enabled by the ﬁlters's
transmission showing a clear absorption edge (as explained in Appendix A). To improve
our spectral resolution we inserted a slit into the beampath after the harmonic gener-
ation, selecting the central portion of our harmonic beam. First, we carried out HHG
spectral characterization with the near-single-cycle fundamental pulse only, the results of
which have been discussed in section 2.4.3. Following this, by keeping the same phase-
stabilization in operation and taking into account the CEP-slippage introduced during the
switch-on step of the SH (see section 5.4.1), we changed to HHG with our new combined
waveform. The fundamental's spectrum for CEP=90 ◦ before this step was recorded and
it can be seen in Fig. 5.13. With our superimposed wave we carried out a detailed inves-
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tigation on the parameter dependance of HHG regarding the fundamental's CEP value
and the time-delay between the two laser pulses. Some important so-called "time-scans"
will be shown in section 5.4.2. During our experimental work we arrived at a number of
observations that will be listed below. The most outstanding result, we believe, is that
we managed bring into HHG both broad and ﬁne tunability of the continuum. In our
presentation of our experimental results we will furthermore give a comparison of best
HHG continuum obtained with fundamental only and with the SH added; discuss the
interference fringes that we saw in connection with the emergence of two or three pulses;
we will show evidences of a quantum path interference of long- and short-trajectories.
Time-frequency analysis and trajectory calculations (by Ya Cheng's group) will support
our ﬁndings.
5.4.1 CEP slippage due to the SHG crystal
Technically, in our experiments we strived to avoid the introduction of additional dis-
persion between HHG with fundamental only and HHG with our new waveform. We
wanted to keep the same pulse duration and the same CEP for the fundamental in both
experiments. It turned out that while maintaining the near single-cycle pulse duration
was possible, the CEP could not be preserved. In chapter 2 section 2.4.2 we presented
our spectral measurements for HHG with fundamental only, where we brieﬂy mentioned
that switching between the experiments (HHG with fundamental only and later with the
SH added to it) was done by a rotation of the BBO in a plane that is perpendicular
to the propagation direction of the beam by 90 ◦. It let us introduce or "take out" the
second-harmonic by turning on or oﬀ the nonlinear coeﬃcient of the crystal. Evidently
the thickness of the SHG crystal between the two cases did not change, so the pulse du-
ration was not altered. On the other hand, when the SHG crystal behaved as a nonlinear
crystal, the SH and the fundamental was an e-wave and an o-wave, respectively, and when
it was set so that it acted like a normal linear crystal (no SH) the two normal modes were
swapped, which means the SH became an o-, the fundamental turned into an e-wave. For
the two kinds of waves, there are two diﬀerent propagation properties, and eﬀectively it








= 1.23 rad, (5.15)
where L is the crystal thickness (100 µm), and the derivatives have been evaluated for
the fundamental's center wavelength. After introducing the SH wave, we subtracted the
above amount of CEP slippage, so that we could keep track of the actual value of the
CEP of the fundamental during our experiment.
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5.4.2 Time-scans
To ﬁnd the waveform that gives the broadest bandwidth and the best tunability of the
central energy of the XUV pulse we changed both the fundamental's CEP and the time-
delay between the fundamental and its SH. We obtained thus a 2D map of the HHG
spectra. We selected 3 CEP settings and the associated time-scans are shown in Fig. 5.9.
For clariﬁcation, our CCD camera had a silicon nitride chip, and due to silicon's absorption
edge at 100 eV we have a line at this energy value in all of our time-scans. The 2D plot in
false-color representation on the top was the ﬁrst time-scan that we acquired following our
switching from HHG with fundamental only to HHG with our two-color waveform. For
each time-scan we furthermore did a theoretical comparison and these are shown below
each experimental scan. The theoretical spectra were calculated by Fourier-transforming
the time-dependent dipole moment of the single-atom response. In the simulation the
peak intensity for the fundamental was 4.7 × 1013 W cm−2, SH and fundamental pulse
durations being 15 fs and 3.3 fs, respectively, their amplitude ratio being 1:6 (i.e. less
than 3% SH intensity). From the match between theory and experiment, which we can
deem to be fairly good, we were able to extract what CEP we had in our experiments.
According to this analysis, for the top ﬁgure the CEP was determined to be 50 ◦, for
the middle it was 190 ◦ and for the one at the bottom it was 230 ◦. The top and the
bottom ones have a CEP diﬀerence of 180 ◦, which manifests itself in a shift of the 2D
pattern by a quarter of a period of the fundamental laser cycle. This symmetry concerning
this shift becomes trivial if one depicts the fundamental and the SH wave, because to get
exactly the same alignment of the two waves, more exactly the original waveform mirrored
onto the time-axis we have to create both a time- and CEP shift with the above values.
Similarly to how the HHG spectrum is not sensitive to a pulse shape change from cosine
to anti-cosine (again mirroring the original pulse shape onto the time-axis) when one uses
only the fundamental pulse, we obtain the same spectrum also in our case when applying
two-color waveform-synthesized pulses after a change of both the time-delay and CEP
(unlike in ATI as discussed in chapter 2). As a matter of fact, this feature that we have
to change both the CEP and the time-delay to get the same HHG spectra contrasts with
HHG done with fundamental only, and gives a solid proof that the SH is present. For
HHG with fundamental only merely a change of the CEP equal to 180 ◦ is enough to
generate the same HHG spectrum as can be seen in Fig. 2.5.
The middle time-scan will be a signiﬁcant one for our further analysis, and we will use
this time-scan in the next two sections. Unfortunately, in the experimental scan for this
CEP as compared to the theoretical one, the pattern is time-shifted. We believe it has
to do with the spatial ﬁltering that we implemented with the insertion of a slit, which
we used to improve our spectral resolution, as mentioned above. In another measurement

























































Figure 5.9: Time-scans for diﬀerent CEP settings. The time-delay between the funda-
mental and the SH was varied in steps of 12 as, and in our experiment we changed the
CEP in steps of ≈ pi/4. Three CEP settings have been selected for viewing purposes,
and the corresponding single-atom calculations are shown below each of them.
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campaign when we had no slit, the time-scan pattern moved as expected from theory;
there, however, the spectral resolution was not suﬃcient.
5.4.3 Broadly and ﬁnely tunable continuum source in the XUV
Variation of the time-delay between the two pulses serves as a knob to introduce tunability
into the HHG process. If we look at the middle plot of Fig. 5.9, as well as all the other
plots (top and bottom plots) we can see that the high intensity portion shows no spectral
modulation, which means the spectrum forms a pure a continuum. Such a continuum,
with a steep fall-oﬀ of the cut-oﬀ part has been plotted in Fig. 5.10 for a speciﬁc time-












































Figure 5.10: Broad tunability of the XUV continuum. Upper plot: for a speciﬁc CEP
(190 ◦) a time-scan is shown, where the time-delay between the fundamental and the
SH is varied. At certain time-delays, indicated by the magenta and orange lines, two
continua with diﬀerent central energies and intensities emerged. One is a low energy,
high intensity continuum (middle plot), while the other lies higher in energy, but has a
low XUV yield associated with it. All measurements were conducted after the Zr ﬁlter,
which has a transmission function as shown by the blue dots. For time-delays below
≈0.5 fs strong spectral modulation appears, which proves that we had suﬃcient spectral
resolution. For those time-delays we no longer generate only one XUV attosecond pulse.
The time-delay is only a relative value as we did not know exactly the time-separation
of the peaks of the two pulses' envelopes.





Figure 5.11: Time-frequency analysis. The time-delay between the fundamental and
the SH here was 0.32 fs for a CEP=190 ◦. The time-scan for this CEP is shown in
Fig. 5.9. In a.) the waveform (red curve) is depicted, which is generated by the addition
of a fundamental and an SH pulse (both shown as dashed curves). Ionization-rates using
the ADK-rates are shown in grey, while blue indicates the emitted XUV radiation as a
function of birth time. The purple and green ﬁlled circles highlight the half-cycle where
the most energetic electrons are launched, and where they are subsequently accelerated,
respectively. b.) Attosecond XUV time structure that was obtained by taking the
inverse-Fourier-transform of the spectrum measured after the Zr ﬁlter. No dispersion
compensation has been done. c.) and d.) show the time-frequency analysis before and
after the Zr, respectively. This time-delay of 0.32 fs between the two harmonic laser
pulses constitutes the start of the broad tunability-range.
delay, which is highlighted by a purple line in the scan. By changing the time-delay from
this value we can see that the central energy of the continuum starts to increase. The
ﬁne tunability range is ≈10 eV, the interval in which we can maintain relatively the same
XUV intensity. Surprisingly, almost no spectral modulation is present, which means that
the attosecond pulse purity is very high (this term has been deﬁned in section 2.4.3 of
chapter 2), even higher than when we generated HHG with only the fundamental. If we
vary ∆t even further we get more tunability in a broader range. The end of this broad
range in the scan has been indicated by the orange line, and this is the time-delay value





Figure 5.12: Time-frequency analysis. The time-delay between the fundamental and
the SH here was 0.72 fs for a CEP=190 ◦. The time-scan for this CEP is shown in
Fig. 5.9. The color-coding and what a.), b.), c.) and d.) depict are the same as in
Fig. 5.11.
where the spectral intensity of the continuum drops by a factor of ≈10 and where some
small amount of spectral modulation in the low energies starts to appear (but not a higher
amount than in the case that we claimed to be a continuum for HHG with fundamental
only). The width of our broad tunability range is about 23 eV as can be seen directly
from the plots. The cut-oﬀs of the two spectral plots, which determine the width of the
tunable range, were deﬁned here as the energy where the spectral intensity reduces by
10% compared to the maximum. From looking at the spectrum with the high cut-oﬀ
energy (orange line) it becomes also apparent that we have a dip in the spectrum at ≈110
eV. We will provide evidences that it is indicative of a slow modulation that can come
only from an interference of short- and long-trajectories that are inside one half-cycle of
the fundamental. Therefore, we can state that we have eﬀectively switched oﬀ all the
contributions of half-cycles other than the main one that creates our "quasi-continuum".
To underscore this assertion and to get an understanding into why the cut-oﬀ shifts to
higher energies, we performed further calculations based on [143]: Fig. 5.11 and 5.12 show
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time-frequency analysis of the HHG process for two time-delays and one CEP-setting. The
time-frequency plots were obtained by taking the Fourier-transform of the time-dependent
atomic dipole using a Gaussian time-window, and then scanning this window with respect
to time, similarly to [89]. The harmonic laser pulses, their superposition, the ionization
rates and the recollision energies are depicted in a.), the time-frequency analysis in c.) and
d.), and the time structure of the pulses appears in b.) (without dispersion compensation).
The half-cycle (its peak highlighted by purple ﬁlled circle) that launches the electron that
is accelerated to the highest kinetic energies in the subsequent half-cycle (highlighted by
green ﬁlled circle) will give the maximum cut-oﬀ among all half-cycles. We see that when
we increase ∆t from 0.32 fs (Fig. 5.11) to 0.72 fs (Fig. 5.12) we see the eﬀect of amplitude
modulation, which was mentioned in section 5.2. This means now that the shift of the
highest cut-oﬀ will happen because the accelerating half-cycle (highlighted by green ﬁlled
circle) will increase going from 0.32 fs to 0.72 fs in time-delay. At the same time, this
XUV burst will loose in intensity, because the launching half-cycle will become more and
more suppressed, which will directly aﬀect the ionization rate. These two eﬀects explain
why we have a gradual shift of the cut-oﬀ towards higher energies in the experiment at
the expense of losing slowly the XUV intensity. In Fig. 5.11 two pulses result in the time
domain, while interestingly in Fig. 5.11 a ﬁner time structure is visible, which means that
the pulse broke up into two. From the time-frequency analysis we see that two pulses
emerge because of the two arms, the short- and long-trajectories of the highest energy
XUV burst. Clearly, for this ﬁgure, some amount of trajectory selection happens, as well,
in particular the short-trajectories are excited more. This will be discussed more in the
last section.
For HHG with fundamental only the ﬁne tunability range, as deﬁned above, and
achieved by changing the CEP, is almost non-existent. Regarding the availability of a
broad tunability, it is ≈10 eV, that is when we still have a clear continuum, and only a
small spectral modulation (relatively good single attosecond pulse purity).
Tunability for a two-color pulse was predicted and experimentally veriﬁed by Mansten
et al [120]. However, in their case since they used a long fundamental pulse, they did not
need phase-stabilization, and therefore they generated an attosecond pulse train. They
demonstrated a tunability of the harmonic structure and not the continuum. Moreover,
they had to create a 15% intensity ratio to get a tunability of 7 eV, while ours requires
merely 2.7% and we reach a shift of more than 20 eV.
5.4.4 Comparison of isolated attosecond pulse purities
By recording an immense amount of spectra, we could select the best possible ones and
make a comparison regarding the purity of isolated attosecond pulse generation with the
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fundamental only and with SH added. Satellite pulses that emerge on the two sides of
the main pulse are not desired in a pump-probe experiment. Waveform-synthesis helps to
improve this purity parameter. The most pure attosecond pulse generation requires that
the least amount of spectral modulation is present. It means that in the spectral domain
only one half-cycle of the laser pulse contributes to the HHG in a certain energy range,
where there is no modulation. The conditions in our comparison were identical (only
the CEP and time-delay parameters were altered), therefore a relative change in terms
of the modulation depth allowed us to draw reasonable conclusions. Fig. 5.13 shows two
spectra, where the modulation depths for the respective cases were minimal. Interestingly,
the most pure attosecond pulses are generated with the same intensities (no re-scaling was
done) for both with fundamental only and with the SH added, and moreover their cut-oﬀs
are also very similar. However, a dramatic improvement is reached with our two-color
synthesized waveform.
Attosecond streaking would be needed to gain quantitative insight into the level of
isolated attosecond pulse generation [71]. Therefore, it would be very interesting to carry
out streaking measurements. We can only surmise now that based on our results' similarity
to those in [71] (see section 2.4.3 in chapter 2) and because we can see an apparent
improvement with our two-color waveform, our satellite pulses had a relative intensity
that was below 8% of the main pulse.






















Figure 5.13: Comparison of HHG obtained by using the fundamental only and when
the SH was added in terms of isolated attosecond pulse purity. For the case with the new
waveform the spectral modulation signiﬁcantly reduced, which means that less intense
satellite pulses were generated. No scaling regarding the intensities was applied. The
fundamental had a CEP=90 ◦, and when the SH was added with a time-delay as shown
by the purple line in Fig. 5.10 the CEP of the fundamental was adjusted to 190 ◦.
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Interference of 2 and 3 pulses
Experimentally, not all CEP and time-delay values lead to a quasi-continuum (no fast
modulation observable spectrally). When a relatively long laser pulse generates harmon-
ics, odd harmonics emerge. For short pulses, a symmetry breaking occurs, for example
for a cosine-shaped pulse there is a half-cycle that stands out among all the others, and
the harmonic structure will contain not only odd harmonics, and moreover they no longer
stay ﬁxed, but their position will be dependant on the CEP. It was found that they move
because the relative dipole phase of the electrons that are traveling in the continuum in





















































XUV photon energy [eV]
pulses: Δt= T/2
pulses: Δt= T
Figure 5.14: Interference of 2 or 3 pulses in diﬀerent energy ranges. The CEP of the
fundamental was 230 ◦, so the time-scan is the same as the last plot in Fig. 5.9. The
'harmonic' structure is a result of the interference between pulses. A separation of two
laser photon energies means that 2 XUV pulses interfere which are half-cycle away in
time (∆t=T/2), while when more peaks appear with a distance of one laser photon
energy, we have 3 pulses interfering. In the latter case the two outer pulses are one
full cycle away from each other (∆t=T), which causes the dense peaks (with a distance
of one photon energy). Our Fourier-analysis that supports this interpretation is shown
in the bottom plot. Here the measured spectrum was inverse-Fourier-transformed by
moving a Gaussian ﬁlter (BW=20 eV) across the spectrum to ﬁnd out what temporal
structure can cause such a spectral modulation.
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consecutive half-cycles will change as a function of CEP. An alternative picture behind
this observation exists that says that the central wavelength of the laser pulse will vary
when the pulse duration approaches the single-cycle duration, which again causes a shift
of the 'harmonic' structure [16]. This was realized ﬁrst in numerical simulations [144]
and later it was seen also in experiments [27]. Hence, the term 'harmonics' is no longer
appropriate; however, we will still keep this convention to refer to the peaks this way.
Another interesting eﬀect is that the number of additional peaks is a result of multiple
attosecond pulses interfering. Recently, a description of this spectral signature appearing
in diﬀerent energy bands was given in [145]. In our experiment, as opposed to the long
pulses used in [145], we had maximum 3 pulses interfering, and this happened when the
energy separation between the peaks was one laser photon energy. The more commonly
occurring case of a separation of two laser photon energies is a characteristics of two pulses
interfering. A spectrum where both kinds of interferences are visible is shown in Fig. 5.14.
We inverse-Fourier-transformed this spectrum to obtain information on the pulse sep-
arations, which result is also shown in the ﬁgure. When we created a time-delay these
peaks that form fringes moved in energy, again demonstrating that they are not ﬁxed
at some integer multiple of the laser frequency. We noted above in section 5.4.3 that
the cut-oﬀ shifts in energy because the half-cycle that creates that XUV burst increases
or decreases in magnitude. It aﬀects the fringes, as well. In chapter 2 section 2.4.1 we
discussed how the dipole phase diﬀers for short- and long-trajectories. Here in this con-
text, the relative dipole phase of the pulses that interfere varies due to the intensity and
spectral region dependence of the phase. In [145] a movement of the fringes was observed,
but that happened due to the change of the CEP. Knowing the energy separation of the
fringes thus allows us to constantly monitor the number of pulses that are generated.
5.4.5 Quantum path interference within a half-cycle
In section 5.4.3 we have brieﬂy stated that the indentation in our spectrum can be ex-
plained by considering the interference of quantum paths inside one half-cycle. These
are the short- and long-trajectories that were discussed in chapter 2. In Fig. 5.15 we
show a spectrum where this dip is most pronounced, along with a Fourier-analysis of
this spectrum that extracts the time separation between the attosecond pulses. We see
that a separation of ≈300 as results and this value is comparable to the mean time-delay
between the short- and long-path photon emissions. We presented in Fig. 2.6 of chapter 2
single-atom simulations that take into account both quantum paths and a similar slow
modulation was observable there. However, experimentally with only the fundamental
used we did not detect any sign of a slow modulation (Fig. 2.5), because of multiple
reasons as described in chapter 2. During HHG with our synthesized waveform we had
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Figure 5.15: Quantum path interference inside one half-cycle of the laser pulse. The
slow modulation in the frequency domain translates to a time separation of 300 as of the
XUV pulses that have been created in the long and short arms of the XUV burst. Almost
no fast modulation is visible, which means that we have switched oﬀ the contribution
of all but one half-cycle to the XUV HHG spectrum. The CEP of the fundamental was
230 ◦, the same as in Fig. 5.14.
a slow modulation both in the experimental and theoretical time-scans. The theoretical
calculations of Fig. 5.9 reproduce remarkably well the peaks of the slow modulation in
the spectrum that go parallelly to one another as a change of the time-delay. They shift
again, similarly to the explanation in 5.4.4, because the dipole-phase of the two trajecto-
ries have a relative diﬀerence, which relative value changes when (now) the the time-delay
is varied. Another point that supports this interpretation is that we have almost no fast
modulation present both experimentally and theoretically in this energy region, which
would otherwise indicate that the peaks are the result of some laser half-cycles. We saw
in section 5.4.4 that such case would create a fast modulation. A perfect example for the
latter to occur is the spectrum for a CEP=135 ◦ in Fig. 2.7 of chapter 2.
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Our experimental measurements are the ﬁrst that show an interference in the plateau
region that can be attributed to two quantum paths that are within a half-cycle of the
laser pulse. It is present in all time-scans, though to diﬀerent degrees. It is most dis-
cernible in the middle plot of Fig. 5.9. Its emergence is dependent on the time-delay
for each CEP setting, therefore it is waveform-sensitive. Since the slow modulation is
non-existent for HHG with the fundamental only, we believe, it is the addition of the
SH that creates favorable conditions for its appearance. Long-trajectories are usually not
excited eﬃciently when the HHG target is placed after the laser focus, therefore there
must have been some level of quantum-path selection. Such selection either transfers
more energy into long-trajectories, or for some waveforms these paths will be less aﬀected
by the intensity changes in a laser pulse that does not any more wash out their contri-
butions. The mechanism connected to the long-trajectories' high sensitivity to intensity
variations in a normal scenario with fundamental only was further discussed in chapter 2
of the thesis. Trajectory selection with the SH for a proper time-delay was shown to be
viable in theory [116]. Short-trajectory's associated electrons are born close to the the
peak of the laser, after a phase of ≈ 18 ◦ (as discussed in 2.4), while the long-trajectory's
are liberated before this phase value. By adding an SH to the fundamental with this SH
wave's peak adding constructively with the fundamental and the two peaks being within
a ≈100 as interval, we can change the ionization instant so that we excite mainly short-
or long-trajectories. In simulations the maximum ratio between exciting one path or the
other was about 1:1.5 in XUV intensity, a demonstrative example being Fig. 5.12. There,
short-trajectory selection was realized. This might still not explain the appearance of the
long-trajectories for some time-delay and CEP value. More advanced analysis, including
using a 3D propagation model is currently on the way to ﬁnd out the physical reasons for
the emergence of the long-trajectories with the broadband two-color pulses.
5.5 Summary
In this chapter we have presented a scheme for the eﬃcient extension of a near-one-octave
bandwidth towards low wavelengths by frequency-converting a portion of the fundamental.
To show the modiﬁcation of the waveform we showed our new pulse's eﬀect on HHG.
Sub-fs tailoring of the wave allows us to enhance or suppress some chosen half-cycles that
directly inﬂuence the XUV half-cycle cut-oﬀ energies.
Our two-color-based waveform-synthesis introduced tunability into the HHG process.
Speciﬁcally, for some CEP settings just a change of the time-delay between the two
harmonic laser pulses is enough to shift the quasi-continuum from a cut-oﬀ at 100 eV
to 123 eV. During this tuning process the XUV intensity gradually lowers, and through
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time-frequency analysis we showed that this happens because the half-cycle where the
electrons are launched gets reduced in amplitude; as a result, the ionization will decrease.
The appearance of a quasi-continuum indicates that we have eﬃciently switched oﬀ all
the contributions of other half-cycles, except for one. This extinction of other half-cycles'
eﬀect is also manifest in the lack of a relatively strong spectral modulation when our
two-color waveform is used as opposed to the case when only the fundamental is the
driver laser pulse for HHG. We showed furthermore evidences for the existence of a quasi-
continuum structure, instead of a pure continuum. It is the result of a quantum path
interference of short- and long-trajectories inside one half-cycle of the fundamental laser
ﬁeld. We believe that a change in the phase-matching conditions could lead to a reduction
of the long-trajectory contribution, which is necessary for the generation of an isolated
attosecond pulse. It may lead then to the generation of tunable attosecond pulses with
very little satellite pulses.
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Chapter 6
Conclusions and outlook
In conclusion, three major areas of research were presented that are connected through
the steps that are necessary prerequisites for attosecond science and more generally for
strong-ﬁeld physics. These stages are pulse generation and characterization. We generated
pulses of a near mono-cycle duration that have a well-controlled evolution of the electrical
ﬁeld. We furthermore extended our tools for pulse generation by combining the already
broad spectrum of our fundamental with its second-harmonic (SH) ﬁeld, and it allowed
us to modify the electrical ﬁeld on a sub-cycle time-scale so that the pure sinusoidal time-
evolution can be broken. This constitutes the ﬁrst step towards waveform-synthesis and
its ramiﬁcations in HHG were presented through spectral measurements. Furthermore,
we characterized our consecutive pulses on a single-shot basis in terms of their CEP, which
gives us access to the electrical ﬁeld and with the highest demonstrated precision.
The area of few-cycle high intensity lasers is evolving rapidly. It belongs no longer to
far-future dreams that soon multi-TW lasers with pulse durations close to two-cycles will
become available [38]; three-cycles are already routinely produced in the lab [39]. They ex-
ploit Optical Parametric Chirped-pulse Ampliﬁcation (OPCPA), a technique that makes
systems scalable in energy and capable of supporting extreme ampliﬁcation bandwidths.
When focused, relativistic intensities can be reached. Surely, they are going to revolu-
tionize not only strong-ﬁeld science, but also in plasma physics for the ﬁrst time few-cycle
pulses will be on hand. In fact, merging the two areas allows us to carry out HHG on
solid surfaces, which will let us reach several orders of higher conversion eﬃciencies than in
gases and simultaneously an isolated attosecond pulse will emerge due to the pulses' few-
cycle nature. An important step has been taken recently, whereby the harmonics emitted
through Coherent Wake Emission (non-relativistic regime) from a solid target were shown
to be phase-locked, which is a necessary condition for pulse-formation [146]. Entering the
relativistic regime [147], on the other hand requires further improvements on the laser
side, so that clean pulses with high contrast and with no post or pre-pulses can be gener-
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ated that do not cause a pre-excitation of the plasma. Higher seed for the OPCPA [148],
cross-polarized wave-generation (XPW) [149] and again reaching out to plasma physics
by employing Plasma Mirrors (PM) [150] are a few possible methods of choice in this
respect. The improvement in photon ﬂux will be tangible also when these high energy
pulses will be focused on a gas target (with loose focusing) to generate high-harmonic
radiation, which will lead to new capabilities, such as the initiation of XUV-XUV pump-
probe experiments due to the higher XUV ﬂux. When focused more tightly, pushing out
the position of the highest harmonics towards keV energies owing to the cut-oﬀ energies'
linear dependence on the peak intensity will also be a major milestone. A multi-pronged
approach is probably most sensible to reach this goal, because an extension of the cut-oﬀ
towards higher energies is anticipated also by using a longer driving laser wavelength, so
that the electron will have more time to gain energy during its excursion in the laser ﬁeld.
These infrared (IR) laser systems which again rely on the OPCPA concept [60] or on
ﬁlamentation [151] are currently under development with already very encouraging ﬁrst
results.
As we know, ensuring a controlled electrical ﬁeld shape for short pulses is critical.
However, phase-stabilization of such high-intensity laser systems as mentioned above is
challenging, because they typically exhibit more signiﬁcant intensity and pulse duration
ﬂuctuations in comparison with laser systems that are in use today [21]. Our single-shot
phase-meter is a promising candidate to provide a solution to this vexing problem. Since
our method that we have presented in the thesis does not require any phase-stabilization,
we can directly measure each shot's CEP. Such CEP-tagging relaxes on the need for phase-
stabilization and without any further attempts to try to control the phase already now
experiments can be performed close to or in the relativistic optics regime. We have to note
that for an experiment that requires many shots with the same phase in order to obtain
maximum count, it is still beneﬁcial to have CEP-stabilization. We saw in chapter 4 that
our phase-meter is sensitive to the pulse duration , too. By energy ﬁltering the shots even
if there is energy ﬂuctuation, we will be able to tell all important parameters of a pulse,
which in turn will allow us to control the phase in a feedback control circuit.
Our single-shot measurement results have even more general signiﬁcance. Experi-
ments related to HHG, ATI or terahertz emission can now be carried out with non-phase-
stabilized lasers and by simple CEP tagging, the dependence of strong-ﬁeld eﬀects on the
electromagnetic waveform can be reconstructed with very low phase jitter. In a short
time by measuring a large number of pulses with random CEPs, we can eﬀectively scan
over all possible phase values. Gaining access to the CEP of a single laser shot will enable
us for the ﬁrst time to characterize the entire waveform of single ultrashort laser pulses
using our apparatus along with well-established single-shot all-optical pulse characteriza-
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tion techniques [152, 153]. Our device alone will actually be able to measure not only the
CEP, but the pulse duration, as well, and uniquely with a precision that increases towards
single-cycle pulses. As the ATI cut-oﬀ gives directly the peak intensity, we will be able
to tell in one shot three of the most important parameters of a pulse: its CEP, duration
and intensity. These powerful features of our CEP measurement have been recognized
recently also by the community, and our method will be soon included in the well-known
lecture series by Prof. Rick Trebino (Georgia Tech).
Once phase-stabilization becomes available for few-cycle high-intensity lasers, an ef-
fective way of approaching the same characteristics of the laser as that of a shorter pulse
system is by using the two-color waveform-synthesis technique. For isolated attosecond
pulse generation with laser pulses at 800 nm, two-cycle pulses are inevitable. When three-
cycle pulses are available [39], the small, but measurable ATI phase-asymmetry might
already enable one to realize phase-stabilization with a phase-meter. Consequently, by
adding a small amount of SH with the right time-delay [105, 106] it would be possible to
create the conditions for the emergence of a continuum, which is indicative of an isolated
attosecond pulse. Our technique's applicability is not limited to such NIR systems, as it
can be implemented also in other wavelength regions, such as in the IR.
We showed in this thesis that pulses approaching the single-cycle limit, combined with
their SH enables us to introduce broad tunability of the continuum. Two quasi-continua
were generated: one that is intense and lies low in energy, while the other one is shifted
to higher energies, but has a lower intensity associated with it. Switching between them
is possible by turning one knob, changing the time-delay between the two harmonic laser
pulses. They are quasi-continua, because a slow-modulation in the continuum was visible
that is a consequence of a trajectory interference (short and long) inside a half-cycle,
which interference was observed for the ﬁrst time with no special geometrical selection of
trajectories. It is a CEP and time-dependent eﬀect, in other words it appears only for
some speciﬁc waveforms. Since we do not observe this slow modulation for HHG with
fundamental only, this phenomenon can be attributed to the presence of the SH. Probably,
if an isolated attosecond pulse is desired, by changing the phase-matching conditions it
will be possible to eliminate one of the trajectories. Furthermore, we compared HHG
with fundamental only and when an SH is added in terms of the spectral manifestation
of the isolated attosecond pulse purity. We found that the HHG continuum is smoother
with our two-color waveform than when only the fundamental is used and by inference a
more pure isolated attosecond pulse may result in the time-domain.
Attosecond sampling [8] of our new waveform will complete waveform-synthesis and
ultimate proof will be given to the sub-fs distortions of the wave due to the presence of
the SH. Before this characterization, another way of obtaining useful information is the
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usage of a device based on frequency-resolved optical gating (FROG) [154]. In our current
experiment some parameters were experimentally unknown, and we could extract these
only from theory. Such parameters were (i) the pulse duration of the SH, (ii) the amount
of negative or positive chirp of the pulses, (iii) the time-delay between the fundamental
and the SH in an absolute sense, that is the shift of their pulse peaks. Two versions of
the FROG method are particularly well-suited for the measurement of very short light
pulses, both in the NIR and UV spectral bands, and they are called Self-Diﬀraction and
Transient-Grating FROG (SD- and TG-FROG) [154156]. The latter is always phase-
matched, while the former for appropriately thin crystals might work, as well.
Application of two laser pulses that are the harmonics of each other is exciting because
the ionization step can be conﬁned to one half-cycle of the laser pulse. If the time-delay
is such that the electrical ﬁeld peaks of each of the pulses totally overlap, constructive
interference will happen, while for the neighboring half-cycles peak suppression will occur.
Thus one ionization event will result for the increased peak, which is not repeated any
more in time.
Ideally waveform-synthesis will combine a broad interval of colors, from UV to IR,
so spectral ranges spanning multiple octaves. Setting the amplitude and phase of each
frequency component will allow for arbitrarily tailored shapes for the driver ﬁeld, and in
turn will permit the manipulation of the generated attosecond pulses. Full control in such
a broad spectral range, from XUV to IR will surely ﬁnd many applications in strong-ﬁeld
science for investigations of processes that are relevant not only for physics, but also for
biology and chemistry.
Appendix A
XUV transmission of common materials
For our HHG measurements we had to use various XUV ﬁlters. Zr was our material
of choice for blocking the fundamental in order to eliminate the saturation of the CCD
camera that we used for the spectral characterization of the XUV harmonics. The other
two important ﬁlters were Si and Al that enabled us to perform a calibration of our
measurements, since they have a well-deﬁned, sharp transmission feature. As a result,
two energy values became available (73 eV for Al and 100 eV for Si), which completely
determined the scale for the energy as seen by the CCD camera, recorded after our grazing-
incidence grating (from Hitachi). The plots below show the transmission of 150 nm thick











































Figure A.1: Transmission of ﬁlters that we used during our HHG measurements.
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