The paper presents a scheme for reducing memory space of a holographic associative memory for content-based learning, searching and retrieval of sparse patterns.
.INTRODUCTION
Since the advancement of synoptic theory of signal transmission by McCulloch and Pitts (1943), and Hebb (1949) a number of models of artificial associative memories have been developed to mimic the behavior of human brain by researchers such as Marr (1969) , Anderson (1989) , Willshaw (1971) , Kanerva (1988) and many others [Carp89, HiAn85, Kane88, Wil1891. These pioneering models were able to reproduce some of the intriguing behaviors of human brain.
Two of the most serious concern with most of these associative memories are their capacity and difficulty in storing arbitrary Patterns. However, for image applications, the problem becomes more acute in terms of enormous physical memory requirement. Among the previous researchers, Kanehva [ h e 8 8 1 has directly addressed the issue of physical space requirement Also Khan and Yun have investigated feature based space contraction of memory using principal component analysis on patterns [KhYuM, Oja831. A typical image pattern generally consists of a large number of pixels, and by nature individually they carry small amount of significant information. As a consequence, the correlation space of the image pattern becomes physically large but sparse in information. The objective of our research is to find ways to extract useful information fiom this sparseness of the correlation space and to contract the physical space of associative memory. Here, a, is the measurement and is mapped onto a set of phase elements 8 j,k in the range of 7~ 2 8 2 -z . Ak is the meta-quantity focus. Following are the representations of a complete stimulus pattern and a response pattern: The underlying process can be explained through the recovery of a single response element, through (la). Let the subscripts i and j refer to the element index and t refers to the association index. According to (la) and ( 
Training and Retrieval

Search Localization
In general, this memory can accept focus mask both during encoding and retrieval. The masks are represented as the magnitude of the corresponding complex elements. The mask used during encoding is called the "asserfwn mask', and the mask used during recollection is called 
3.EXPERIMENTS
3.1.
Partial Pattern Matching
In its simplest form, a large number of patterns are first "folded" into the correlation memory substrate of MHAC. It is called the holograph. During the encoding, each input pattern is first converted into an MCN stimulus pattem S.
This pattern is associated with the MCN response pattern called Response Label Pattern (RLP).
During the recollection process, the memory receives a sample pattern and an attention musk. These two is used to obtain the MCN query pattern. Once the query pattern is constructed, the associative search mechanism of oscmmoN LEARNING Fig-1 illustrates the power of search localization and the method for target retrieval. As can be seen, the archived target images (ABrB), and the aircraft view (Fig-l(b) ) with the target are quite dissimilar, because of the large difference in the surrounds and backgrounds. Unfortunately, a conventional AM depends on overall statistical image similarity and faces difliculty here.
As can be seen, MHAC has been able to dynamically (at query time) adopt to the focus mask to easily realize a localized search within the region of focus (Fig-l(c) ) , and obtain the expected match. More interestingly, if needed a second target in the same aerial view can be locked in by just changing the region of focus during run time, without requiring the memory to re-learn the patterns. The intrinsically different complex representation provides MHAC this fundamental ability.
Although the above example illustrates the case of target recognition, the same novel search localization can be utilized in many other important application scenarios.
Detection of small irregular patterns (medical diagnostics), detection of tiny targets, background varying target recognition, visual example based content-based image retrieval, robust adaptive control systems which needs to continue operating with small number of 
. 2 .
Performance
Below are the results of space reduction experiments are shown. In this scheme 100 patterns of sizes 100x100
were enfolded in a Holograph using the oscillatory FRL algorithm Fig-2 shows the convergence of the learning algorithm with training cycles for two beta values @=.1 and .5 respectively). The Y axis-plots the average accuracy of retrieval over all the learned patterns. The smaller the B, the better is the accuracy. Fig-3 shows the average space reduction of the nonlinear reinforcement learning in the oscillation mode. Fig4 shows the space vs. retrieval accuracy performance trade-off. As evident, the holograph size can be pruned almost ten-fold (lo%), and still patterns can be retrieved with more than 30% accuracy.
4.CONCLUSIONS
The proposed work provides a formal mechanism for trade-off between size of space and quality of space for MHAC. As for other search problems, the reduction of search space also simultaneously reduces the search speed. The more is the sparseness of the pattern information, the less is the loss of quality in storage due to this contraction.
A further work will be to investigate how the holograph, which can be considered a highly compact archive of an enormous number of stored patterns, be coded for efficient transmission and recollection. Fig4 Space vs. RLP retrieval accuracy One of the attractive characteristics of MHAC is the potential ability of real-time and fast retrieval in thousands of patterns. Its retrieval algorithms can be highly parallelized. Further research can be undertaken to investigate clever compaction schemes that will facilitate efficient block decomposition and fast computations in parallel recollection.
