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I. lNTRODUCTlON
In the last several years, support vector machines (SVMs) [21, [I61 have been successfully applied to various pattern classification problems. They are clearly recognized as useful tools one might use for pattern classification. To apply SVMs to multi-class problems, one usually needs to decompose a multi-class problem into a series of two-class subproblems, since SVMs were originally designed for learning two-class classification problems. There are two popular decomposition methods in machine learning literature: one-versus-the-rest approach [ l ] and pairwise-classification approach [71, [4] , [9] , [ 81, in which a K-class problem is decomposed into K twoclass subproblems and K(K -1)/2 two-class subproblems, respectively.
In some real-world multi-class problems such as text categorization and patent classification, the size of training data is usually massive. For example, the Yomiuri News Corpus used in this paper contains 2,190,512 documents collected from Yomiuri Newspapers dated 1987-2001, with 75 unique categories assigned to those documents [IS] . How to learn this kind of massive multi-class problems efficiently with SVM learning techniques [161, [61, [171, [18] and new computing infrastructure such as grid computing [3] is a big challenge to researchers in both neural network and machine learning fields.
In our previous work [91, [lo] , we have proposed a general task decomposition method for pattern classification. An imMasao Utiyama, and Hitoshi Isahara Communications Research Laboratory 3-5 Hikaridai, Seika-cho, Soraku-gun Kyoto, 619-0289, Japan {utiyama;isahara} @crl.go.jp pomnt advantage of this method over pairwise-classification approach is that a two-class problem can be further decomposed into a series of two-class subproblems as small as needed. The painvise-classification approach can be considered as a special case of our decomposition method, when a K-class problem is just decomposed into K(K -1)/2 twoclass subproblems and there is no further decomposition for each of the two-class subproblems. Our decomposition method has been successfully applied to neural-networks for learning large-scale, real-world multi-class problems such as par-ofspeech tagging [I21 and classification of high-dimensional. single-trial electroencephalogram signals [ 131.
In this paper, we adapt our decomposition method to multi-class SVM learning. In Section 11, we introduce our decomposition method. In Section 111, we describe how to integrate individual trained SVMs into a hierarchical, parallel, and modular SVM with two module combination principles. In Section IV, we perform a simulation study on a large-scale text categorization problem. Conclusions are outlined in Section V.
PART-VERSUS-PART DECOMPOSITION METHOD
For human beings, the only way to solve a complex problem is to divide it into smaller, more manageable subproblems. Breaking up a problem helps human beings deal with complex issues involved in its solution. This "divide-and-conquer" strategy is also helpful to neural networks and SVMs in complex learning problems. Our goal in this section is to explain a part-versus-part decomposition method for training massive multi-class SVMs.
Let I be the given training data set for a K-class classification problem.
where Xi E X "c R" is the input vector, X is the set of training inputs, Yi E Y C RK is the desired output, Y is the set of desired outputs, and L is the total number of training data.
We have suggested that a K-class problem defined by (1) can be divided into K ( K -1)/2 two-class subproblems [9] , [IO] , each of which is given by 7 = { ( X I , fi)}L1, Various methods can be used for partitioning Xi into N, subsets [9] . A simple and straightforward approach is to divide Xi randomly. The subsets X s j might be disjoint or joint.
Without loss of generality and for simplicity of description, we assume throughout this paper that the random decomposition method is used and the subsets X i j are disjoint from each other, i.e.. ,X,jnX,r, = 4 f o r i = 1, . . . , K. j, k = 1, . . . , N,, and j # k . According to the above discussion, the par-versus-pan decomposition method can be described as follows.
Step 1 : Set the values of p and y.
Step 2 : Divide a K-class problem 7 into (3 two-class subproblems ' 2& using (2).
Step 3 : If the sizes of all Zj are less than p. then stop the procedure here. Otherwise, continue with the following steps.
Step 4 : Determine the number of training input subsets N,
Step 5 : Divide the training input set X; into N, subsets X , using (3).
Step 6 : Divide the two-class subproblem Xj into N, x N j relatively smaller and simpler two-class subproblems From the above decomposition procedure, we see that the part-versus-part decomposition method is simple and straightforward, and neither domain specialists nor prior knowledge of the problem is required. Therefore, any user can perform this decomposition and divide a large K-class problem into many two-class subproblems as small as needed.
After task decomposition, each of the two-class subproblems can be treated as a completely independent, noncommunicating problem in the learning phase. Therefore, all the two-class subproblems can be efficiently learned in a massively parallel way.
From (2) and (3, we see that a K-class problem is divided into using (5).
i=l j = i + l two-class subproblems. The number of training data for each.
of the two-class subproblems is about rLiINi1 + rLj,"jl 
where x denotes the input variable. Maximization Principle: Suppose a two-class problem B were divided into P relatively smaller two-class subproblems, U, for i = 1, . . . , P , and also suppose that all the two-class subproblems have the same negative training data and different positive training data. If the P two-class subproblems are correctly learned by the corresponding P individual SVMs, M, for i = 1, . . . , P , then the combination of the P trained SVMs with a MAX unit will produce the correct output for all the training input in U, where the function of the MAX unit is to find a maximum value from its multiple inputs. The transfer function of the MAX unit is given by Summarizing the discussion above, the module combination procedure can be described as follows:
Step 1 : If no SVMs Mjy'")(z) exist, go to Step 3. Otherwise, perform the following steps.
Step 
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with N, MIN units and one MAX unit according to (10) and (11).
Step 3 : Integrate K(K -1)/2 modules and the corresponding K ( K -1)/2 inversions with K MIN units according to (13).
From the procedure above dealing with module combination, we see that individual trained SVMs can be simply integrated into a M3-SVM with MIN. MAX and/or INV units. Since the module combination procedure is completely independent of both the structure of individual trained SVMs and their performance, we can easily replace any trained SVMs with desired ones to achieve better generalization performance. In contrast to the task decomposition procedure mentioned earlier, the module combination procedure proceeds in a bottom-up manner. The smaller trained SVMs are integrated into larger modules first, and then the larger modules are integrated into a M3-SVM.
After finishing module combination, the solutions to the original K-class problem can be obtained from the outputs of the entire M3-SVM as follows:
(171 where C is the class that the M3-SVM assigns to the input z.
Once the size of each of the SVMs is fixed, the space complexity of the entire M3-SVM is determined according to (13) and (16). Table I shows the number of SVMs and integrating units required to construct a M3-SVM for a Kclass problem.
IV. EXPERIMENTS
In this section we present experimental results on a text categorization problem to indicate the effectiveness of the propnsed part-versus-part-decomposition method. We use Yomiuri News Corpus for this study. A five-class text categorization problem shown in Table I1 is decomposed into a series of two-class subproblems following eight different ways. The number of subsets for each of the classes is shown in Table 111 . By using (6), we calculate the total number of classifiers (see the right column of Table 111 ) for constructing M3-SVMs.
After training all of the individual SVMs assigned to the two-class subproblems, we use two combination strategies to integrate the trained individual SVMs into a M3-SVM: 1) pure min-max combination and 2) min-max-vote combination. In pure min-maw combination, all of the trained SVMs are integrated according to the module combination procedure mentioned in Section 111. For min-max-vote combination, the output of the K ( K ~ 1)/2 SVMs is determined by the highest that case Ag has the best performance among eight cases. The M3-SVM for case As is depicted in Fig. 1 . Table VI also indicate that even though all of the individual SVMs were trained in serial, the part-versus-part method is still faster than the pairwise-classification approach for all eight cases.
The drawback of the par-versus-part method is that more number of support vectors are required in comparison with the pairwise-classification approach. Table VI1 shows To compare the performance of the proposed par-versuspart method with the existing pairwise-classification approach, the text categorization problem was learned by both M3-SVMs and standard SVMs. The simulation results are shown in Table VI . From Table VI, one can see that the part-versuspart method can obtain better generalization performance than the pairwise-classification approach when the original problem is decomposed into nineteen two-class subproblems, and meanwhile the training time can be reduced. The results in
V. CONCLUSIONS
We have presented a general task decomposition method for training multi-class support vector machines. The advantages of the proposed method over existing approaches are its parallelism and scalability. We have demonstrated that this method is superior to the pairwise-classification approach in both training time and generalization performance. By using the proposed method, we have began performing simulations on the whole Yomiuri News Corpus. A future work is to implement the method in a grid computing system and apply the method to patent classification.
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