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Abstract—This article explores two matrix meth-
ods to induce the “shades of meaning” (SoM) of a
word. A matrix representation of a word is com-
puted from a corpus of traces based on the given
word. Non-negative Matrix Factorisation (NMF) and
Singular Value Decomposition (SVD) compute a set
of vectors corresponding to a potential shade of
meaning. The two methods were evaluated based on
loss of conditional entropy with respect to two sets
of manually tagged data. One set reflects concepts
generally appearing in text, and the second set
comprises words used for investigations into word
sense disambiguation. Results show that for NMF
consistently outperforms SVD for inducing both SoM
of general concepts as well as word senses. The
problem of inducing the shades of meaning of a word
is more subtle than that of word sense induction and
hence relevant to thematic analysis of opinion where
nuances of opinion can arise.
I. INTRODUCTION
Today’s Internet is becoming more and more
socially oriented and therefore a plethora of inter-
actions in a variety of forms are available on the
web. These social interactions often involve shared
impressions, sentiment or opinions. As these per-
sonal views emerge in many different forms (eg.
Twitter, Blogs, ratings, or more generally com-
ments), the consumers of these may sometimes feel
they need an overall “at a glance” understanding
of the spectrum of views expressed. The most
basic analysis tools provide a categorisation of
positive, negative and neutral messages in regard
to opinions, e.g., products [1]. Such tools provide
a coarse spectrum, and hence to do not provide,
or attempt to provide, the dominant aspects, say
in regard to negative opinion expressed in relation
to a given product. Our long term aim is provide
computational support for inducing the different
aspects of opinion around a topic. This paper
will focus on the induction of the aspects around
the topic, henceforth referred to as “shaded of
meaning” (SoM). The first step in pursuing this aim
is to induce the shades of meaning surrounding a
single word.
Consider the word “Reagan”. This word has
various aspects, for example, the U.S. president
Ronald Reagan in the context of the Iran-contra
scandal, his involvement in the missile treaty with
the Soviets, the trade war with Japan, etc. The
specific objective of this paper is to analyse matrix
methods for inducing the shades of meaning with
respect to a given word together with an evaluation
framework for measuring the performance of the
methods. At first sight, the problem of inducing
shades of meaning, would seem to be the same, or
nearly the same, as word sense disambiguation. As
we shall see, determining shades of meaning turns
out to be in important ways a more subtle problem
than the disambiguation of word senses.
Word sense disambiguation has attracted many
different approaches comprising both supervised
and unsupervised methods. Shu¨tze and Pedersen
[2] propose an unsupervised algorithm for calcu-
lating the sense of a word based on surrounding
context words. They start by taking the context
of every appearance of a word and counting the
occurrences of words in the same context as it
(i.e., a window of size k = 40). The end result
is a TCOR (term co-occurrence representation)
matrix, where the weights are the frequency of
terms co-occurring in the same window. The matrix
is subjected to two rounds of clustering and then
dimensionally reduced via singular value decom-
position (SVD). Pantel and Lin [3] use a clus-
tering mechanism called Clustering By Committee
which clusters terms based on pointwise mutual
information (PMI) weightings. Rapp [4] followed
this idea using clusters vectors represented by
Boolean vectors denoting whether a given word
is present in that context, or not and then applies
SVD to the matrix. This system achives about
86% unsupervised accuracy, far higher than the
approximate 75% supervised ceiling mark acheived
in the original SENSEVAL tasks.
Neill [5] introduced the notion of “sense induc-
tion”, which is the most similar to SoM. Here
the senses are determined from the corpus itself
and evaluated qualitatively by humans. A similarity
matrix builds a graph-like structure from the data
set. This information is then used to seed a set of
clusters, each cluster representing a sense where
words are loosely grouped by sense.
In the first section of this paper we will present
our local approach whereby a symmetric TCOR
matrix will be constructed representing a word.
SVD and non-negative matrix factorization will be
employed to induce the shades of meaning of the
word in an unsupervised fashion. In the second
section we will present our evaluation framework
and the results that will be discussed in the last
section.
II. A SEMANTIC SPACE MODEL OF A WORD
A semantic space represented TCOR matrix can
be built in many different ways. The Hyperspace
Analogue to Language (HAL) algorithm [6], [7],
[8] is a TCOR model with an encouraging track
record in cognitive science, especially in relation
to replication of human semantic word association
norms. For this reason, we thought HAL may
provide a promising basis from which to induce
SoM. HAL computes a term co-occurrence ma-
trix S representing how strongly the terms are
related to each other according to their tendency
to co-occur in a context window of fixed size.
A context window is moved over the corpus in
one word increments ignoring both sentence and
paragraph boundaries. When two words w1 and
w2 co-occur in this order within a given context
window (typically ten words long), their current
score S[w1, w2] is incremented with the inverse
of their distance. After processing the corpus, each
word is represented by both a column an row vector
A column vectors represent a weighted vector of
words which appeared after a given word w across
all context vectors.. The row vector corresponding
to w encodes those words that appeared before w
across all context windows. If pre- and post- word
order need not be distinguished, the column and
row representations can be combined into a single
representation by adding the HAL matrix and its
transpose together resulting in a square symmetric
matrix denoted S. For example, consider the text
“President Reagan ignorant of the arms scandal”,
with a context window size of five words, the
resulting HAL matrix is shown in Table I.
arms ig of pres rea scan the
arms 0 3 4 1 2 0 5
ig 0 0 0 4 5 0 0
of 0 5 0 3 4 0 0
pres 0 0 0 0 0 0 0
rea 0 0 0 5 0 0 0
scan 5 2 3 0 1 0 4
the 0 4 5 2 3 0 0
Table I
A SIMPLE TCOR MATRIX COMPUTED BY HAL
Normally, HAL is run over a corpus of docu-
ments to produce a matrix corresponding to the
corpus as a whole. In our case, we are interested in
the co-occurrence relationships around a particular
word. Hence the “documents” are traces of text
around a word of interest w for which the SoM will
be induced. For example, for the word “Reagan”
the following are example title traces extracted
from the Reuters-27158 collection used in the
experiments :
1. REAGAN ADMITS IRAN ARMS OPERATION A MISTAKE
2. REAGAN PLEDGES TO INCREASE SPENDING ON ACID RAIN
3. IRAN INVESTIGATORS SEEK REAGAN TAPES
4. SPEAKES SAYS HE, REAGAN MISLED PUBLIC UNWITTINGLY
5. CANADA WELCOMES LATEST REAGAN ACID RAIN PLEDGE
6. REAGAN TO VETO 87.5 BILLION DLR HIGHWAY BILL
By the very nature of HAL, the column vector
of “Reagan” in S is a superposed vector represen-
tation comprising different shades of meaning. In
the above example, the Iran-contra shade is present
(traces 1, 3 4) as well as shades centred around acid
rain (5, 2) and a highway bill (6). In addition, be-
cause the matrix S is built from Reagan traces, the
matrix itself can be considered as a representation
of “Reagan”. There is an important consideration
in relation to this duality between the vector and
matrix representations of w. Not surprisingly, the
word w , because it is in every trace produces a
highly dominant vector in the resulting matrix S.
In pilot studies it was found that the dominance of
this vector confounded the methods attempting to
compute the SoM of w. For this reason, the column
and row vectors corresponding to w are zeroed out
in S prior to computation of SoM. This resulting
matrix will be referred to as Sw.
A. Computing shades of meaning by eigenvector
decomposition
Ding [9] proposes that the singular value de-
composition (SVD) of a term-document matrix
produces an “intrinsic semantic space”. The basic
intuition here is that the eigenvectors resulting from
the SVD of Sw may correspond to different axes
of w. Following from this, the intrinsic semantic
space is an orthonomal basis of k basis vectors
(k < n), where each basis vector is an eigenvector
produced by SVD.
In general, SVD allows a matrix Sw to be
decomposed as follows: Sw = UDV T [9]. How-
ever, as Sw is a square symmetric matrix, so
U = UT = V T . Therefore, SW = UDU where
D is an n × n diagonal matrix, the values of
which are the singular values. The spectral theo-
rem shows how Sw to be rewritten as a sum of
projectors: Sw =
∑n
i=1 σiuiu
T
i where ui is the
i’th column vector of U , and σi is the singular
value D[i, i]. The question to be investigated is
whether ui corresponds to a SoM of w. A lower k
rank approximation (k < n) of Sw is computed
by: Sw ≈
∑k
i=1 σiuiu
T
i . In the context of the
experiments below k is a parameter manipulating
the size of the intrinsic semantic space.
B. Computing shades of meaning by non-negative
matrix factorization
Non-negative matrix factorization (NMF) ap-
proximately decomposes an initial matrix V into
a product of two matrices W and H that contain
no negative values as follows : Sw = WH + U
such that Sw ≈ WH and U is a residual [10].
The matrices W and H are respectively n×k and
k × n. The purported advantage of NMF is the
columns of the W matrix can be given a semantic
interpretation, e.g., a particular object in an image.
In our case, the question is whether column
vectors of W correspond to the shades of meaning
of word w. The parameter k can be manipulated
to determine how many SoM will be computed for
a given word w.
In summary, the computation for inducing
shades of meaning is denoted by CSw =
NMF(Sw, k) or CSw = SVD(Sw, k) depending
on which matrix method is employed. Sw is a
n × n square symmetric matrix constructed from
a set of traces around a word w by using HAL.
CSw denotes a set of k n−dimensional vectors
corresponding to SoM computed by the method
in question. It is not known a priori how many
SoM a given word w has, so the parameter k is
manipulated in the experiments to follow.
III. EVALUATION
In order to evaluate SoM induction two sets
of data were employed: Hand picked data from
the Reuters-21578 collection, and a previously
constructed collection of data created for SEN-
SEVAL1. The Reuters collection was chosen to
investigate the problem of inducing SoM from
concepts appearing generally in text. This set of
concepts provides a contrast to the words chosen
from SENSEVAL1. The intention of using the
SENSEVAL1 data was to see how inducing SoM
compares with word sense induction.
A. Data
The words selected from the Reuters-21578 cor-
pus were: [reagan, GATT, president, oil, economy,
coffee]. These represent a cross section of con-
cepts. For example, “Reagan” appears relatively
frequently in the collection across a number of
contexts whereas the word “GATT” (acronym for
“General Agreement on Tariffs and Trade”) is a
very specific concept. Each word w has an asso-
ciated set of traces containing this word. In order
to reduce the overhead of manual tagging, only the
titles of articles in the Reuters collection containing
w were used as traces. The words and associated
number of traces are as follows : coffee (114),
economy (57), oil (416), GATT (35), president
(67), Reagan (150).
Each author manually and independently as-
signed a tag to each trace classifying a SoM. For
example, trace (1) given above may have been
assigned “iran-contra” as this trace deals with
Reagan’s involvement in Iran-contra scandal late
in his presidency. The authors then formed a gold
standard by combining their respective data and
agreed on a common set of tags which were applied
jointly to the data. Some examples of tags from
the “Reagan” tagged traces include “iran”, “tax”,
“highway”, “acid” and “economy.” The range of
tags ranged from 7 for “GATT” and 40 for “oil”
with the average across all six test words being
18.8 tags.
The SENSEVAL data was already in the for-
mat required for these experiments. Sentences, or
phrases, are treated as traces with an occurrence
of an ambiguous word, e.g., “sack”. Each trace in
the SENSEVAL data had been manually assigned
one or more sense tags; any traces with more than
one tag were ignored. The words chosen from the
SENSEVAL data were all of the nouns: [shirt,
giant, rabbit, disability, behaviour, knee, excess,
bet, sack, scrap, onion, promise, steering, float,
accident], with an average number of sense tags
per ambiguous word of 7.4.
B. Methodology
Given the set of traces Tw around word w, a
HAL matrix Sw is computed as described above.
acid iran tax highway economy
0 1 4
1 1
2 2
3 2 18 5
4 1 1
5 1 4
6 12 2
7
8 5
9 1 13 1
Table II
THE “REAGAN” CONFUSION MATRIX AT k = 10.
The traces are represented by the centroid vector
of all their words in Sw. Then the SoM CSw are
computed using NMF(Sw, k) or SVD(Sw, k) with
k ∈ {5, 10, 20, 30}.
Eventually for each trace t the shade ~s,~s ∈ CSw
that yields the highest cosine similarity with its
vector is selected.
C. Confusion Matrices
A confusion matrix is the basis of evaluating the
performance of the given matrix method used to
induce the SoM with respect to the gold standard.
A confusion matrix C is a k×m matrix where the
rows correspond to the k SoM and the columns
to the m tags associated with w. The confusion
matrix is populated after finding which SoM is
most closely related to each trace. Table II depicts
an example. The spread of values in the confusion
matrix can be used to gain a general overview at
a glance of how well the matrix method has per-
formed. Obviously how tightly traces are clustered
for a single tag is important, like “acid”, “tax” and
“highway”, but also clustering on rows is important
too. More traces appearing in a single column
for a row is better than being spread over it. A
confusion matrix where the tight groupings occur
both in rows and columns perform the best in the
evaluation and fit the intuition that the computed
SoM accurately represent the different shades of
meaning reflected in the manually produced gold
standard. We follow Neill and use the conditional
entropy as a means of quantifying performance
[5]. To find the entropy of the gold standard in
Data + Method 5 10 20 30 Overall
Reut:NMF 29 45 58 68 50
Reut:SVD 29 39 50 55 43
SENS:NMF 16 24 34 43 29
SENS:SVD 14 21 30 37 25
Table III
AVERAGE PERCENTAGES OF REDUCTION IN ENTROPY
ACROSS GENERAL CONCEPTS AND SENSEVAL NOUNS
MODULO METHOD
relation to a given word w the following formula
is employed: H(i) = −∑mi P (i)log2P (i). This
simply measures the entropy of the probability dis-
tribution of the traces in relation to the tags. P (i)
denotes the probability a trace will be manually
assigned to tag i. Conditional entropy looks at
how mixed the induced classification distribution is
compared to the manually classified distributions:
H(i|j) = −∑mi ∑kj P (i, j)log2P (i|j). P (i) is
the probability of finding a single trace classifica-
tion with regard to the answer tag, whereas P (i, j)
is the probability of finding a trace in a particular
tag class and shade class: P (i, j) = C[j,i]|Tw| and
P (j) =
∑
i P (i, j).
Following Neill, better performance is signalled
by a higher decrease in entropy as expressed by a
percentage: H(i)−H(i|j)H(i) (100%) [5].
IV. DISCUSSION
The overall results show quite large reductions
in entropy for every test. (See Table III). These are
welcome results as they support the motivating in-
tuition, namely the basis vectors of a reduced space
in relation to a word (CSw) potentially identify a
meaningful aspect of that word. Additionally, the
results show NMF consistently outperforms SVD.
There could be several reasons for this. Because
SVD produces orthogonal vectors ui, the corre-
sponding SoM are assumed to be orthogonal. We
speculate this to be too stringent with a consequent
negative impact on performance. In contrast, the
vectors in the W matrix produced by NMF need
not be orthogonal.
The decrease in entropy between the sense in-
duction and SoM tasks is also different, the re-
ductions in entropy for the SoM tasks are not-
icably higher than the reduction for word sense
disambiguation. This can possibly be attributed
to different properties of the traces used. Titles
from the Reuters collection tend to be conceptually
clear. This contrasts the traces extracted from the
SENSEVAL data. These traces comprise sentences
pulled from full text corpora exhibiting the word w
in context. Often the SENSEVAL traces are over
twice as long as the Reagan data, allowing a great
chance of spurious information being included in
the trace. This was observed during the experi-
ments, as often a trace would have sections of
two unrelated, yet co-occuring sentences, or para-
graphs, as part of a single trace. This allowed for
conceptually confounding material to be brought in
thus making it harder to match the trace centroid
to the appropriate SoM.
The third point worth discussing is the claim
made in the introduction that SoM are more subtle
than senses. An example observed in the text was
the “sack” task from SENSEVAL. When the matrix
for “sack” was incrementally decomposed into
different numbers of SoM, instead of finding the
different senses as in word sense disambiguation,
we found different aspects around the same sense.
For example, rather than finding “sack” as in
“being fired”, and “sack” as in a “sack of potatoes”,
two SoM were induced. The first shade dealt with
“sack of grain”, in the context of third world and
developing nations and a second shade dealt with
“sack of potatoes” in the context of groceries.
Technically they are both the same sense of “sack”
and yet these two SoM were induced. This subtlety
is due the sensitivity of SoM to the contexts they
are found in, rather than the dictionary sense of the
word.
Finally, it is has been noted by researchers that
upon convergence NMF via KL divergence and
Probabilistic Latent Semantic Analysis (pLSA) are
equivalent. [11] More recently it has been shown
that the objective function is the same between
them, but they converge on different local minima.
[12] pLSA has been used to induce the latent topic
structure of a document corpus [13]. When NMF
is applied to a word, it appears very much like
the latent “topics” correspond well with different
shades, or aspects of the word.
V. SUMMARY AND CONCLUSION
This article explores two matrix methods to in-
duce the “shades of meaning” (SoM) of a word. A
matrix representation of a word is computed from
a corpus of traces based on the given word. Non-
negative Matrix Factorisation (NMF) and Singular
Value Decomposition (SVD) induce a set of vectors
corresponding to potential shades of meaning. It
was found that matrix methods could be success-
fully applied to inducing SoM. The experiments
suggest NMF to be a superior method of inducing
both shades of meaning of general concepts as
well as word senses. More experiments on larger
collections are required to bear this out.
The shades of meaning found around a word
were in some cases found to be more subtle than
traditional word senses. This leads to the conjecture
that shades of meaning should to be viewed at vari-
ous levels of granularity. This is an important point
in relation to our ultimate goal of inducing thematic
aspects present in opinions around a given topic.
Such opinions can also present subtlety, or nuance,
and hence require higher levels of granularity in
analysis.
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