Abstract-We consider channels with action-dependent states: Given the message to be communicated, the transmitter chooses an action sequence that affects the formation of the channel states, and then creates the channel input sequence based on the state sequence. We characterize the capacity of such a channel both for the case where the channel inputs are allowed to depend non-causally on the state sequence and the case where they are restricted to causal dependence. Our setting covers previously considered scenarios involving transmission over channels with states known at the encoder, as well as various new coding scenarios for channels with a 'rewrite' option that may arise naturally in storage for computer memories with defects or in magnetic recoding. A few examples are worked out in detail.
I. INTRODUCTION
Communication through state-dependent channels, with states known at the transmitter, is a problem that has received much attention since the work of Shannon [8] , Kusnetsov and Tsybakov [5] , Gel'fand and Pinsker [2] , and Heegard and EI Gamal [3] . The assumption in these seminal papers, as well as in the work on communication with state-dependent channels that followed (cf. [4] and references therein), is that the channel states are generated by nature, and cannot be affected or controlled by the communication system.
In this work, we revisit this problem setting for the case where the transmitter can take actions that affect the formation of the states. Specifically, we consider a communication system where encoding is in two parts: given the message, an action sequence is created. The actions affect the formation of the channel states, which are accessible to the transmitter when producing the channel input sequence. A channel with actiondependent states then is characterized by two ingredients: the distribution of state given an action PSIA (in lieu of the distribution of the state P s in the original setting) and, as in the original setting, the distribution of the channel output given the input and state PyIX,s. We characterize the capacity of such a channel both for the case where the channel inputs are allowed to depend non-causally on the state sequence, and that where they are restricted to causal dependence. Our problem can be thought of as the channel coding dual of source coding, with decoder side information, where the decoder is allowed to choose actions that affect the nature and quality of the side information, as considered in [7] .
Beyond merely generalizing previously considered problems involving coding with states known at the transmitter, such as those considered in [9] , our framework captures various new channel coding scenarios that may arise naturally in recording for magnetic storage devices or coding for computer memories with defects. Concretely, consider a 2-stage procedure for recording on a memory with defects. After writing into the memory for the first time, the encoder observes a noisy version of what the decoder will see when it tries to read from the memory. The encoder is now allowed to rewrite at whichever memory locations it chooses before the decoder attempts to decipher the information. How much information can reliably be communicated in this process? Suppose that in the first use of the memory neither encoder nor decoder know where the defects are. Then, in the second use (the 'rewrite' stage), the encoder will have some idea on these defects according to the signal he input in the first stage and the noisy measurement of the channel output for that stage. There is a tension between the amount of information the encoder can convey in the first pass and its ability to learn about the channel state to better communicate in the second pass. Our framework quantifies this tension and yields a characterization of the fundamental limits on communication for such 2-stage coding systems.
The remainder of the paper is organized as follows: Sections II and III are dedicated, respectively, to characterizing the fundamental limits of communication over channels with actiondependent states available at the encoder, when the states are available non-causally and causally. In Section IV we extend our results to the case of cost constraints, point out equivalent representations of our capacity formulae, and discuss some special cases. In Section V we apply our results to characterize the capacity for a coding scenario involving a channel 'rewrite' option. In Section VI we look at a "writing-on-clean-paperand-then-writing-on-its-corrupted version" channel, which is an extension of Costa's dirty paper problem [1] to our setting. More details, proofs of the stated results, and additional related results which space does not allow to even mention, can be found in [10].
II. NON-CAUSALLY AVAILABLE STATES
Let upper case, lower case, and calligraphic letters denote, respectively, random variables, specific or deterministic values they may assume, and their alphabets. For two jointly distributed random objects X and Y, let Px, PX,Y, and P X IY respectively denote the distribution of X, the joint distribution of X, Y, and the conditional distribution of X given Y. In particular, when X and Yare discrete, P X IY represents the stochastic matrix whose elements are PXly(xly) == P(X == xlY == y). X~denotes the n -m + l-tuple (X m , ... , X n ) generally, the capacity achieving scheme finds the optimal balance between conveying information through the choice of actions and the tendency to take actions that will result in states conducive for the communication in the second stage.
• It is natural to wonder whether 'feedback' from the past states at the action stage might increase the capacity. Our proof of the converse part assumes the Markov relation S, -Ai -(Si+l' An\i), which need not hold when allowing actions of the form Ai (M, Si-l ). Thus, our converse does not hold for that case and whether capacity could be increased when such dependence is allowed remains open.
• On the other hand, our converse proof remains intact when the usual type of feedback is allowed, i.e., when
Xi is allowed to be of the form Xi (M, s-, yi-l ). Thus, similarly as in the classical case of non-causal state dependence without actions [6] , in the present setting too feedback does not increase capacity.
III. CAUSALLY AVAILABLE STATES
Consider now a setting similar to that of the previous sec- 
Channel with action-dependent states. when m~n and the empty set otherwise. X" is shorthand for Xl.
We dedicate this section to characterizing the fundamental limits on reliable communication for schemes of the form in Figure 1 : given the message M, selected uniformly at random from the message set M == {I, ... , IMI}, an action sequence An == An(M) is selected. Nature now generates the state sequence S" as the output of the memoryless channel P S1A whose input is An. A channel input sequence is now selected on the basis of the message and the whole state sequence X" == xn(M, sn). The joint PMF of M, An, S": X", Y", induced by a given scheme, is thus
(1)
The associated probability of error is P; == 
• Similarly as in the classical Gelfand-Pinsker setting [2] , (5) the maximum in (2) can be shown not to increase when Capacity is now defined analogously as in the previous section. allowing more general distributions of the form C==maxI(U·y) (6) i.e., allowing a general conditional distribution Px1u,s ' , rather than restricting X to be a deterministic function of where U, A, S, X, Yare distributed according to (U, S) as in (3) .
Pu(u) l{g(u)=a}PSIA (sla) l{!(u,s)=x}PYlx,s(Ylx, s), (7)
• Let Ccp(Ps, PYlx,s) denote the capacity of the channel with states known non-causally at the transmitter, as con-for some Pu, [, 9 and lUI~min{IYI, IAIISIIXI + I}. sidered in [2] , [3] . It is natural to wonder how the capacity Comments: Theorem 3: The capacities of the channel with actiondependent states known non-causally and causally to the transmitter, under a cost constraint A, are given by the respective maximizations in Theorem 1 and Theorem 2, with the same cardinality bounds and an additional cost constraint Note that both sides of inequality (10) are d-dimensional vectors, and inequality between vectors is to be understood componentwise.
B. Equivalent Representations
The capacity expression can equivalently be considered • C in (6) can also be expressed as C == max I (U; Y), • Since I(U; SIA) == 0 when U -A -S, the capacity expression for the causal case can be viewed as a maximization of the same functional as that for the non-causal case, but over a smaller set of distributions restricted to satisfy, in addition to the constraints from the non-causal case, the Markov relation U -A -S.
• Letting Cs(Ps, PYlx,s) denote the capacity of the channel with states known causally at the transmitter, as considered in [8] (the subscript standing for 'Shannon'), a comment analogous to that made in the setting of non-causally available states, about the way that maxaEA CS(PSIA=a, PYlx,s) compares with the capacity characterized in Theorem 2, is applicable here.
Unlike for the setting of the previous section, for the present setting the converse part of our proof shows that 'feedback' from the past states at the action stage does not increase the capacity. In fact, capacity is not increased even when allowing more general action strategies of the form Ai(M, s-:',y i -
Finally, similarly as in the setting of non-causal encoding of the previous section, and as in the classical case of causal state dependence without actions [6] , here too we can show that feedback at the encoding stage does not increase the capacity by verifying that the conditional independence relations we use in the converse part of the proof continue to hold for channel inputs of the form Xi(M, s-, y i -1 ) .
IV. EXTENSIONS, EQUIVALENT REPRESENTATIONS, AND SPECIAL CASES

E [A(A, X)] ::; A.
(10)
A. Cost Constraints
Similarly as in the classical problems, where it is often natural to introduce cost constraints on the channel input sequence, in our present setting it is natural to consider constraints on the cost of actions, of channel inputs, and of combinations thereof. Indeed, the cost in our setting, in its most general form, should be a function jointly of both the action and the channel input symbol. For example, when both actions and channel input symbols are real-valued, it is natural to constrain the power of the sum of those symbols, i.e., to consider the cost function (a + x) 2 . Further, as in classical problems where one may be concerned say with both peak and power constraints, it will make sense to accommodate the possibility of d 2:: 1 cost functions. Equivalently, we may assume one cost function of the form A : A x X --+ IR d and refer to (9) as the cost (vector) associated with a coding scheme. Given a vector A E IR d , we refer to a rate R as achievable at
C. Actions Seen by Decoder
Non-Causal Knowledge of States at Transmitter: Consider the case where the decoder has access to the actions taken. Noting that this is a special case of our setting by taking the
pair (Y, A) as the new channel output, that U -(X, S,A) -Y if and only if U -(X, S,A) -(Y, A), and the identity
I(A, U; Y,U) -1(U; SIA) == H(A)+I(U; YIA) -1(U; SIA),
we obtain that the capacity for this case is given by
max[H(A) + I(U; YIA) -I(U; SIA)], (11)
where the maximization is over the same set of distributions as in Theorem 1. This expression is quite intuitive: The amount of information per symbol that can be conveyed through the actions in the first stage is represented by the term H (A ). In the second stage, both encoder and decoder know the action sequence, so can condition on it and proceed with ordinary Gelfand-Pinsker coding on each subsequence associated with each action symbol, achieving a rate I(U; YIA) -I(U; SIA). The maximization is a search for the optimal tradeoff between the amount of information that can be conveyed by the actions, and the quality of the Gelfand-Pinsker channel that they induce. I(U; YIA) ], where the maximization is over the same set of distributions as in Theorem 2. Analogously as in the preceding case, here the expression has a similar interpretation of conveying information in the first part via the selection of actions and then proceeding with coding for the ordinary Shannon channel on each subsequence associated with each action symbol.
Causal Knowledge ofStates at
V. COMPUTER MEMORY WITH DEFECTS AND A REWRITE
OPTION
The generic framework considered thus far can be specialized to various scenarios involving coding for channels with a 'rewrite' option. One such scenario is that of a computer memory with defects, characterized by the distribution of the state of each cell, P s, and the channel PYlx,s. Consider the following two-pass coding scenario: the memory state is known neither to the encoder nor the decoder. After writing into the storage device and observing the channel output components, the encoder makes another encoding pass where it may rewrite at whichever memory locations it chooses. At each memory location, the state remains unchanged regardless of whether or not a rewrite was performed. What is the storage capacity of such a two-pass coding device?
This can be cast into our framework via the following
(1) pertaining to the channel output after the first pass),
(2) pertaining to the channel output after the second pass), P SIA -+ Py(1) IX, where PY(l)IX is the P y lX induced by the original channel, i.e.,
Py(1)lx(ylx) == L Ps(s)PYlx,s(ylx, s), (12)
Applying Theorem 2, with the above associations, we get that the capacity for the case where the rewrite operations in the second pass depend causally on the channel output components from the first pass Cg MDRW, 1 is given by Cg MDRW == maxI(U; y(2)), (15) where U, X, y(l), X, y (2) are distributed according to x(y(2) lx, y(l), x) , (16) with Py (1 )IX and Py ( 2 ) IX,y(l) ,x given in (12) and (13) (17) where the maximization is over all joint distributions of the form cg MDRW == 1 -h 2 (8(1 -8)), (19) and the capacity for the case of non-causal dependence of the channel rewrite symbols on the output symbols from the first pass: C~ffDRW == 1 -h 2 (8) 
where 
S s YIX,S Y x, S
Note that y(l) is affected by the encoding 'action' chosen for the first pass, and is then observed by the encoder before choosing its channel input symbol for the second pass. Further, knowledge of y(l) conveys information about the state S, and thus affects the conditional distribution of the channel output if a rewrite operation is selected, so is playing the role of the channel state when cast into our general setting. 
VI. THE GAUSSIAN CHANN EL
Using standard arguments, the capacity results of the previous sections can be shown to carry over to continuous-alphabet channels, similarly as for the original problems of coding with transmitter state information, such as in [1] . In this section, we consider the capacity of the "writing-on-clean-paper-andthen-writing-on-its-corrupted version" channel, which has the following relations between channel inputs, channel outputs , states and actions: maximized over (a , ,) such that a 2PA + , 2CT&,, ::; Pg . It is possible to find the maximizing (a , , ) , and the value of the maximum, in closed form. The expressions involved, however, are too cumbersome to specify. Figure 3 displays a plot of G c as a function of CT&" for the case PA = Px = CTJy = 1, as well as its lower bounds, achievable rates that are attained by precancelation, by A and X working together to encode for a standard AWGN channel, and by standard dirty paper coding (i.e., treating S" as interference). 
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