The influence of orientation and contrast flicker on contour saliency of outlines of everyday objects  by Nygård, Geir Eliassen et al.
Vision Research 51 (2011) 65–73Contents lists available at ScienceDirect
Vision Research
journal homepage: www.elsevier .com/locate /v isresThe inﬂuence of orientation and contrast ﬂicker on contour saliency of outlines
of everyday objects
Geir Eliassen Nygård, Michaël Sassi, Johan Wagemans ⇑
Laboratory of Experimental Psychology, University of Leuven (K.U. Leuven), Belgium
a r t i c l e i n f oArticle history:
Received 16 June 2009
Received in revised form 24 September
2010
Keywords:
Perceptual grouping
Figure-ground segregation
Gabor
Good continuation
Shape perception
Object perception0042-6989/$ - see front matter  2010 Elsevier Ltd. A
doi:10.1016/j.visres.2010.09.032
⇑ Corresponding author. Address: Laboratory o
University of Leuven (K.U. Leuven), Tiensestraat 102
Belgium. Fax: +32 16 32 60 99.
E-mail address: johan.wagemans@psy.kuleuven.bea b s t r a c t
One of the most important tasks of the visual system is the extraction of edges and object contours, and
the integration of discrete elements to form a coherent global percept. A great deal is known about the
spatial properties of contour extraction, but less is known about the dynamics and spatio-temporal
aspects. We used Gabor-rendered outlines of real-world objects, where we could manipulate low-level
properties, such as element orientation and phase, while incorporating higher-level properties, such as
object complexity and identity, to study dynamic relationships in object detection. First we manipulated
the time available for integration by changing back and forth between coherent and non-coherent orien-
tations of the contour elements. We then manipulated contrast ﬂicker by reversing the spatial phase of
the Gabor elements at various frequencies. We found similar results to earlier studies on contour detec-
tion: detection was better for contrast ﬂicker than for orientation ﬂicker, and detection performance was
curvature-dependent for orientation ﬂicker but not for contrast ﬂicker. Our results support the existence
of at least two temporal frequency channels in the visual system, one low-pass and one band-pass peak-
ing around 10–12 Hz. In addition, we found that object properties, such as identity and complexity,
affected detection performance.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Photoreceptors in the eye receive light from a very small part of
the visual scene, and neurons in the primary visual cortex respond
to a limited area of retinal stimulation (Hubel & Wiesel, 1968).
These very localized signals present a computational challenge
for the visual system: it must correctly combine information from
different parts of a visual scene to form a coherent representation.
The extraction of contours is an important step in these processes,
crucial to deﬁne edges and borders, for ﬁgure-ground segregation,
and ultimately the build-up of object representations. Since con-
tours are often not well deﬁned along all of their extent (due to
partial occlusion, for example), the visual system also needs to be
able to infer their nature from an incomplete representation. It
can make use of several cues to construct a coherent percept, for
instance, texture gradients, color, depth information, occlusion,
and motion. How the brain combines local information into a glo-
bal structure, how it computes form from these cues, remains an
important issue in visual neuroscience.
Others before us have extensively pursued processes involved
in contour extraction. Psychophysical studies have shown that ele-ll rights reserved.
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(J. Wagemans).ments tend to be grouped if they are nearby (Kubovy, Holcombe, &
Wagemans, 1998; Kubovy &Wagemans, 1995) and consistent with
a smooth contour (Field, Hayes, & Hess, 1993; Hess & Field, 1999;
Ledgeway, Hess, & Geisler, 2005; Watt, Ledgeway, & Dakin, 2008).
The percept of a smooth contour has been shown to depend on the
orientation of the constituent elements, distance between the ele-
ments, the curvature of the contour, and contour length (Field
et al., 1993). Alignment of local element orientation with global
contour orientation has been shown to modulate perceptual
grouping by proximity (Claessens & Wagemans, 2005; see also
Claessens & Wagemans, 2008, for a view on the interactions be-
tween the different grouping cues). It has also been shown that
closed contours are better detected than open ones (Braun, 1999;
Kovacs & Julesz, 1993; Tversky, Geisler, & Perry, 2004) and sym-
metric ones better than asymmetric ones (Machilsen, Pauwels, &
Wagemans, 2009). Initially, it was thought that contour integration
was greatly impoverished in peripheral vision beyond 10 of visual
angle (Hess & Dakin, 1997; Nugent, Keswani, Woods, & Peli, 2003),
but later evidence suggests that closed contours in shapes of circles
and ellipses can be detected and discriminated up to 35 of visual
angle from the fovea (Kuai & Yu, 2006; see also Bleumers, De Graef,
Verfaillie, & Wagemans, 2008).
Other studies have shown that a Gabor element is detected at
lower contrasts when it is presented with collinear ﬂankers than
when it presented on its own (Cass & Alais, 2006a, 2006b; Cass &
Spehar, 2005; Freeman, Sagi, & Driver, 2001, 2004; Huang & Hess,
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nomenon of collinear facilitation is usually considered at contrast
threshold for the target Gabor but this does not have to be the case
(see Ito & Gilbert, 1999). Although it is not clear to what extent col-
linear facilitation contributes directly to contour integration, or to
what extent these two processes share a common neural network
(Li & Gilbert, 2002; Williams & Hess, 1998), it is plausible that the
former contributes to the latter in the most challenging conditions,
i.e. at low contrast or with short presentation times.
Several suggestions to explain contour extraction in terms of
neural mechanisms have been made. These include local, single-
channel ﬁlters (i.e., end-stopped cells; Yu & Levi, 1997), lateral
long-range connections in V1 (Angelucci & Bullier, 2003; Kapadia,
Ito, Gilbert, & Westheimer, 1995), and higher level, informationally
and attentionally driven processes (Freeman, Driver, Sagi, &
Zhaoping, 2003; Freeman et al., 2001, 2004). A great deal is known
about the spatial properties of these interactions (see above), but
the data do not allow differentiation of the suggested underlying
neural mechanisms. In an attempt to clarify some of these issues,
focus has turned to the dynamics and spatio-temporal aspects of
contour extraction (Cass & Alais, 2006a, 2006b; Hess, Beaudot, &
Mullen, 2001; Huang & Hess, 2008) and form perception (Aspell,
Wattam-Bell, & Braddick, 2006). In a study where they modulated
the orientation of contour elements, from aligned with the contour
to a random orientation and back again, Hess et al. (2001) found
that performance decreased with increasing temporal frequency
and that contour linking was temporally modulated between
1 Hz and 12 Hz, depending mostly on contour curvature. Temporal
resolution of orientation modulation was 6–12 Hz for straight con-
tours and 1–2 Hz for curved ones (curvature of 30). They also
modulated element contrast (contrast reversal) in a separate
experiment and also found a performance decrease with temporal
frequency, but with a much higher resolution of 10–30 Hz for con-
tour detection. Change in contrast polarity along the contour de-
creased asymptotic performance, but did not affect the critical
frequency for contrast modulation. They consequently suggested
that this higher temporal resolution might represent the initial
feedforward input of element detection, and that contour detection
was the result of slower intra- and extra-cortical feedback pro-
cesses (Hess et al., 2001). Collinear facilitation showed fast, but
sustained, dynamics, negating the possibility of slow, long-range
horizontal connections as the sole source of collinear facilita-
tion (Huang & Hess, 2008). Both Cass and Alais (2006a, 2006b)
and Huang and Hess (2008) seem to suggest that these phenom-
ena could be explained by two separate mechanisms: a rapid sig-
nal to initiate facilitation across large retinal distances, and a
slower, more sustained response responsible for the local-level
detail.
The mechanisms used to extract global structure from a local
pattern are less well understood. Early visual cortex (V1, V2) is
tuned to edge orientation, spatial frequency, and position. The
computational complexity increases in later stages of the visual
hierarchy, where V4 encodes for more complex object features
such as circular forms, concentric, radial, and hyperbolic gratings
(Gallant, Braun, & VanEssen, 1993; Gallant, Connor, Raksit, Lewis,
& VanEssen, 1996) and complex curved shapes sensitive to the
location of convex curvature extrema (Pasupathy & Connor, 2001,
2002). Further processing occurs in the lateral occipital complex
(LOC), an area deemed important for the recognition of shapes
(Grill-Spector, Kourtzi, & Kanwisher, 2001; Kourtzi & Kanwisher,
2000; Kourtzi, Tolias, Altmann, Augath, & Logothetis, 2003). LOC
reacts favorably to whole shapes in relation to scrambled shapes
or random contours, and fMRI studies have shown a correlation be-
tween how well an object can be recognized and LOC activity
(more recognizable shapes give a higher signal intensity) (Grill-
Spector et al., 2001; Kourtzi & Kanwisher, 2000; Kourtzi et al.,2003). Moreover, a study by Altmann, Deubelius, and Kourtzi
(2004) has shown that LOC activity is modulated by form saliency.
The stimuli that have been used in most of the above studies
relating to contour and form detection have been relatively sim-
plistic in nature, consisting of geometric ﬁgures (squares, circles,
polygons) or parametric contours (radial frequency patterns) with
little, if any, biological signiﬁcance. We have developed a set of
stimuli where we use Gabor-rendered outlines of real-world ob-
jects. This enables us to manipulate low-level properties that can
be used in models of human contour and object perception, while
incorporating also higher-level object properties such as complex-
ity and identity (see also Nygård, Van Looy, & Wagemans, 2009).
The goal of the current study is to test temporal aspects of their
perception, and compare results with the current literature on con-
tour and form detection, both spatially and temporally. We will ad-
dress the two-way linkage between grouping and detection and
use these stimuli to generalize the earlier ﬁndings obtained with
simpler, parametrically controlled stimuli to more complex, natu-
ral shapes. We expect that objects containing smooth contours ful-
ﬁlling a ‘‘good continuation” criterion will be better detected than
those containing more jagged contours. Furthermore, we predict
that objects containing straighter segments will be better detected
at higher temporal frequencies than objects containing more
curved segments. We wish to verify that contour detection dynam-
ics work in a similar way for open contours and object contours,
thus leading the way to more intricate studies involving higher-
level aspects of object perception. We suggest that stimuli derived
from real-world objects are likely to induce some extra processing
in the highest levels in the visual hierarchy, where contact is made
with representations of existing objects and associations with
other items in semantic memory become available. Hence, we wish
to investigate to what extent object complexity and identity inﬂu-
ences object detection in our experimental conditions. Although it
is not the ambition of the present study, we hope that eventually
our stimuli can shed light on the topics of the ongoing discussion
regarding underlying neural mechanisms of object perception, en-
abling a clariﬁcation of some of the feedforward, recurrent, and
feedback mechanisms that underlie these processes.2. Experiment 1
We asked subjects to detect object outlines, deﬁned by aligned
Gabor elements on the object’s contour, embedded in a noisy back-
ground. The Gabor elements changed orientation from aligned to
random, and back (thus ﬂickering back and forth between two ori-
entations), at varying frequencies. The objective was to see if, and
how, orientation ﬂicker frequency affected object detection, ad-
dress the linkage between contour integration and detection, and
to see if there was an inﬂuence of object characteristics like com-
plexity and identity on detection.
2.1. Subjects
Subjects (N = 6) were four males and two females, aged 22–36,
with normal or corrected-to-normal vision. One subject is the ﬁrst
author; the remaining subjects were naïve regarding the purpose
and the details of the experiment.
2.2. Stimuli
The stimuli consisted of Gabor elements that were placed and
oriented such that they gave rise to the percept of an object
embedded in a background (Fig. 1A). The objects were contour ver-
sions of 20 items from the Snodgrass and Vanderwart (1980) set of
line drawings, which we had ﬁrst converted into silhouettes and
Fig. 1. Examples of the stimuli. Panel A presents a contour in the shape of a sock. Panel B shows the same image, except that the orientation of the Gabor elements has been
randomized.
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et al., 2008; see Appendix A). Of course, contours of natural objects
differ on a number of factors that may have an inﬂuence on their
perception. We controlled for three variables of interest: the over-
all complexity of the shape, the ‘‘good continuation” of the contour,
and the identiﬁability of the object. Shape complexity was repre-
sented by compactness (Comp; highly complex shapes have low
compactness and vice versa), the good continuation factor (GCF)
was computed as a function of the locally good continuations with-
in a gliding window of four consecutive elements, and identiﬁabil-
ity (ID) was measured in a separate experiment where subjects
were asked to name Gabor-rendered object contours (collinear
contour elements embedded in a random background, same as in
Fig. 1A) presented for 5 s; see Nygård & Wagemans, 2009). For de-
tails of how these variables were computed we refer to the appen-
dices in an earlier paper with these stimuli (Nygård et al., 2009).
Here, we show our stimuli in Appendix A along with the values
of these three factors. Although the measure of compactness theo-
retically spans the interval ]0, 1] (from an inﬁnitely complex ob-
ject, which asymptotically has zero compactness, to a circle,
which has a compactness of 1), the compactness values for our
stimulus set varied less, with an average compactness of
0.29 ± 0.11 (mean ± standard deviation). The GCF spanned a range
of 0.33–1.86, with a mean and standard deviation of 0.98 ± 0.33,
while ID ranged from 0 to 0.84 with a mean and standard deviation
of 0.37 ± 0.23.
We made the stimuli by placing Gabor elements on the contour,
and then inside and around the contour (for more details, see
Nygård et al., 2009). In short, the process consisted of centering
the object on a constant size square grid, and ﬁlling-in empty cells
with more elements. Contour elements were equally spaced along
the length of the contour, with an element separation of 1.86 times
the wavelength of the Gabor elements (ES = 1.86). Local density
cues were avoided by using the same distribution for object- and
background elements (achieved by copying and pasting the posi-
tion of elements in a random cell containing contour elements to
an empty cell). The number of elements in each cell would vary
with the length of the contour segment in that cell; this gave rise
to some variability in the number of elements in the display. We
had a total of 602 ± 19.8 elements in the images, of which
42.3 ± 12.9 were Gabors pertaining to the contour (mean ± stan-
dard deviation). Elements were not allowed to overlap.
To supervise the quality of our stimuli we calculated the dis-
tances between contour and noise patches. The difference in aver-age distance within and between the groups of patches was limited
to 5%. Stimuli exceeding these criteria were rejected and only valid
stimuli were used in the experiment.
Gabors can conceptually be seen as a sine wave in a Gaussian
envelope. They were odd symmetric and deﬁned by:
gðx; y; hÞ ¼ sinð2pf ðx sin hþ y cos hÞÞ  ex
2þy2
2r2 ð1Þ
where (x, y) is the distance from the element center, h is the element
orientation, f is the spatial frequency, andr is the space constant.We
chose a spatial frequency of 2 cycles per degree (cpd), a space con-
stant equal to a fourth of the Gabor wavelength, and a Michelson
contrast of 50%. The elements were placed on a uniform gray back-
ground, and the average luminance of the display was 25 cd/m2.
We manipulated the time available for contour extraction by
changing the orientation of the Gabors elements. This is known
to disrupt contour integration and has been used as a way to mask
the original stimulus (Hess et al., 2001). We changed the orienta-
tion of the contour elements from aligned to random, and back
again, at seven different frequencies: 0.5, 2, 6, 10, 12, 15, and
20 Hz. The lower the frequency, the longer the aligned conﬁgura-
tion was displayed, and the more time was available to extract
contour information (the above frequencies correspond to an
aligned conﬁguration for a duration of 1000, 250, 83, 50, 42, 33,
and 25 ms). Elements in the surface and background of the ﬁgure
changed between two random orientations with the same tempo-
ral modulation. A control stimulus consisted in changing between
two images where all the elements had a different random orien-
tation (again at the same temporal modulation). In total there were
seven different test conditions.
2.3. Procedure
Stimuli were generated ofﬂine and displayed on a Mitsubishi
computer monitor with a refresh rate of 120 Hz and at a resolution
of 800  600 pixels. The monitor was calibrated, linearized, and
checked using a Minolta 110L spot meter. The stimuli subtended
14  14 of visual angle, and were presented in two sequential
intervals of 2 s each, preceded by a ﬁxation cross for 500 ms and
with an inter-stimulus-interval of 500 ms. Only one of the intervals
contained the contour of an object and the other contained a con-
trol stimulus. The subject was positioned with a chin rest 57 cm
from the monitor in a darkened room, and their task was to indi-
cate in which interval there was an object present (2-alternative-
forced-choice or 2-AFC task).
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the conditions (140 trials), using the same paradigm as in the
experiment. In the main experiment, the seven conditions were re-
peated ﬁve times each for all 20 contour stimuli for a total of 700
trials per subject. Conditions and trials were randomized in both
training and testing phases, and total duration was approximately
1.5 h (including approximately 15 min for the training session).
Breaks were allowed at the subject’s leisure. Auditory feedback
was given (high and low tone for correct and for wrong answers,
respectively).
2.4. Results
We looked at the results both across and within subjects, and
visual evaluation showed that ﬂicker frequency affects object
detection performance in a monotonous manner: detection got
poorer as the frequency increased. Average subject performance
(across all frequencies) ranged between 67.9% and 84.3%. Fig. 2
shows the data from all subjects and objects pooled, plotted as per-
formance against ﬂicker frequency.
Fig. 3 presents detection performance in relation to our stimu-
lus parameters ID, GCF and Comp.
In a statistical analysis we performed a logistic regression on a
model containing the parameter manipulated in the paradigm
(ﬂicker frequency, Freq), plus the three additional stimulus param-
eters GCF, ID, and Comp. Detection performance,W, was thus mod-
eled by:
WðX1;X2;X3;X4Þ ¼ cþ ð1 cÞ  FðX1;X2;X3;X4Þ ð2Þ
FðX1;X2;X3;X4Þ ¼ e
b0þb1X1þb2X2þb3X3þb4X4
1þ eb0þb1X1þb2X2þb3X3þb4X4 ð3Þ100 101
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Fig. 2. Plot of object detection performance across all subjects and objects as a
function of ﬂicker frequency.
Fig. 3. Plot of object detection performance as a function of object identiﬁability (ID; r = 0
r = 0.34). Numbers next to symbols represent the Snodgrass and Vanderwart (1980) objwhere X1, X2, X3, and X3 are the variables for ﬂicker frequency, ‘‘good
continuation factor” (GCF), object identiﬁability (ID), and object
compactness (Comp), respectively, c is a design parameter reﬂect-
ing the minimum performance (or chance level, equal to 0.5), and
F is the logistic function. b0 reﬂects the intercept of the function,
and b1–b4 are the regression parameters to be estimated for the
respective variables.
The analysis showed a signiﬁcant negative effect of ﬂicker fre-
quency (as previously reported in the visual evaluation), a positive
effect for the ‘‘good continuation factor”, and a negative effect of
object identiﬁability and object compactness. There were no signif-
icant interaction effects between the main parameters. The results
are summarized in Table 1 below.
To determine whether objects containing straighter segments
could be better detected than objects containing more curved seg-
ments (or vice versa), we split our data set in two categories
depending on the magnitude of the inter-element orientation dif-
ferences in our contour stimuli. We calculated the average orienta-
tion difference between contour elements for segments that
satisﬁed the ‘‘good continuation” criteria (see Appendix A) per ob-
ject, found the median of these object averages, and sorted the ob-
jects into the ‘‘straighter segments” or ‘‘more curved segments”
category depending on whether the average orientation difference
of their good segments was above or below the median value. Ob-
jects containing straighter segments hence had an average orienta-
tion difference of 5.04 ± 1.55 (mean ± standard deviation; objects’
numbers and names: 8 Arrow, 47 Car, 48 Carrot, 57 Church, 118
Hanger, 132 Lamp, 141 Lips, 162 Pants, 174 Pipe, 192 Rolling
pin; see also Appendix A). Objects containing more curved seg-
ments had an average orientation difference of 10.1 ± 2.10
(mean ± standard deviation; objects’ numbers and names: 16
Banana, 27 Bike, 40 Butterﬂy, 84 Elephant, 121 Horse, 134 Leg,
140 Lion, 208 Snail, 211 Sock, 223 Swan; see also Appendix A).
The data show that the objects that contained straighter segments
could be detected better at all ﬂicker frequencies than objects with
more curved segments (Fig. 4).
A logistic regression on the two subsets of data (straight vs.
curved) gave signiﬁcantly different estimates for the ﬂicker.16), the ‘‘good continuation factor” (GCF; r = 0.52), and object compactness (Comp;
ect numbers (see also Appendix A).
Table 1
Parameter estimates (bs) for the full data set, along with lower/upper limits and
p-values.
Parameter Estimate Lower Upper Pr > |t|
Beta0 0.03507 0.3896 0.3194 0.8462
Freq 0.1514 0.169 0.1339 <.0001
GCF 1.7003 1.318 2.0827 <.0001
ID 0.6854 1.1899 0.1809 0.0178
Comp 1.1238 1.9902 0.2574 0.011
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Fig. 4. Plot of object detection performance across all objects (star symbol), objects
containing straighter segments (square symbol), and objects containing more
curved segments (circle symbol) as a function of ﬂicker frequency. 0.5 1 1.5
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Fig. 5. Contour plot of object detection performance in the orientation ﬂicker
experiment (color axis represents proportion correct) in relation to both object
identiﬁability (ID) and ‘‘good continuation” (GCF). The contour plot was based on an
interpolation between the detection performance of adjacent objects. Numbers
next to symbols represent the Snodgrass and Vanderwart (1980) object numbers
(see also Appendix A).
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smaller for the objects containing more curved segments, i.e. the
performance decreased faster with increasing frequency for these
objects. The GCF coefﬁcient, on the other hand, was larger for the
objects containing more curved segments. The results are pre-
sented in Table 2 below.
2.5. Discussion
The present study used Gabor elements arranged so that they
gave rise to shapes based on outlines of natural objects. In line with
previous research, we found that switching the local Gabor orien-
tations between two values, one that aligns the Gabor elements
with the local contour, the other random, affects detection. We
have also seen that contour-speciﬁc properties, expressed through
the ‘‘good continuation factor” (GCF), and object-speciﬁc proper-
ties like ID and Comp, play a role in detection. Furthermore, object
detection showed similar properties as contour detection in that
objects containing straighter segments were better detected than
objects containing more curved segments.
It is surprising that the ID-factor had a negative estimate in the
analysis of the orientation ﬂicker experiment: normally one would
expect that objects that were easier to identify also would be easier
to detect, or possibly have a neutral effect if one believes that
detection is based purely on bottom-up processing. A closer look
at the data revealed a positive trend when we plotted detection
performance against ID alone (Fig. 3). We conﬁrmed this with a
similar statistical analysis to the one above: the regression factor
for object identity was positive when GCF was removed from the
model. When we plot detection performance against both GCF
and ID (Fig. 5), we see some complex interactions emerging, which
make it hard to predict detectability on either one these factors
alone. For instance, in some cases higher identiﬁability can mean
lower GCF, as some diagnostic parts may ‘‘stick out” from the ob-
ject and degrade ‘‘good continuation”. This might not have been
a problem when the subject had a lot of time to explore the imageTable 2
Parameter estimates (bs), along with lower/upper limits and p-values, for the subsets of ob
(3), only signiﬁcant factors are shown (i.e. ID and Comp were non-signiﬁcant for the strai
Object category Parameter Estimate
Straight Beta0 1.3608
Freq 0.1302
GCF 0.7888
Curved Beta0 0.09106
Freq 0.1987
GCF 2.1498
ID 1.3426(as was the case when we measured the ID-factor; see Nygård &
Wagemans, 2009), but could become impeding in this setting
where the element orientations constantly changed. Hence, some
objects that are located in each other’s neighborhood in this space
can yield rather different detection performance, which illustrates
some of the complexity of working with outlines derived from real-
world objects. It also corroborates the notion that the extension of
spatio-temporal grouping principles from well-controlled stimuli
to outlines derived from real-world objects should not be taken
for granted. Complex interactions between low-level, mid-level
and high-level factors can then come into play.
In order to look at the extent to which the visibility of individual
Gabor elements could limit detection performance, we also per-
formed a series of trials where we temporally modulated the con-
trast of the individual elements, while keeping their orientation
constant, as described in Experiment 2.3. Experiment 2
The task was the same as in Experiment 1: we asked subjects to
detect object outlines, deﬁned by aligned Gabor elements on the
object’s contour, embedded in a noisy background. The Gabor ele-
ments always had the same orientation (aligned with the local tan-
gent of the contour), and we reversed the spatial phase at varying
frequencies (also known as contrast ﬂickering). The objective was
to see if, and how, contrast ﬂicker affected object detection, ad-
dress the linkage between element visibility, contour integration,
and object detection, and to see if there was an inﬂuence of object
characteristics like complexity and identity on detection.jects with straighter and more curved contour segments. Model based on Eqs. (2) and
ght category and Comp was non-signiﬁcant for the curved category).
Lower Upper Pr > |t|
0.7953 1.9263 <.0001
0.1524 0.1081 <.0001
0.2835 1.294 0.0022
0.5033 0.3212 0.665
0.2308 0.1667 <.0001
1.614 2.6857 <.0001
2.3026 0.3827 0.0061
Table 3
Parameter estimates (bs) for the full data set, along with lower/upper limits and
p-values. Only signiﬁcant factors are shown (ID is included because of its role in the
interaction effect).
Parameter Estimate Lower Upper Pr > |t|
Beta0 2.1968 1.7041 2.6895 <.0001
Freq 0.06045 0.08446 0.03644 <.0001
GCF 0.7231 0.3232 1.1231 0.0004
ID 0.6244 0.3342 1.5829 0.2017
Comp 1.2832 2.18 0.3863 0.0051
Freq  ID 0.09053 0.1493 0.03176 0.0025
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Subjects (N = 6) were three males and three females, aged 22–
36, with normal or corrected-to-normal vision. One subject is the
second author; the remaining subjects were naïve regarding the
purpose and the details of the experiment. Three of the subjects
also participated in Experiment 1.
3.2. Stimuli
The stimuli were the same as those used in Experiment 1 but
instead of manipulating the element orientation at varying fre-
quencies, we reversed the spatial phase of the Gabor elements to
create contrast ﬂicker. Since contour integration can support high-
er contrast ﬂicker frequencies than orientation ﬂicker frequencies
(Hess et al., 2001), we added another, faster frequency (30 Hz)
for testing. This gave us a total of eight different test conditions
(0.5, 2, 6, 10, 12, 15, 20 and 30 Hz). A control stimulus consisted
of an image with randomly oriented elements where we reversed
the spatial phase of the elements in the same manner as in the test
stimuli (at the same temporal frequency).
3.3. Procedure
The procedure was the same as in Experiment 1.
3.4. Results
We looked at the results both across and within subjects, and
visual evaluation showed that contrast ﬂicker frequency affected
object detection performance in a different manner from Experi-
ment 1: detection was overall better than in the ﬁrst experiment,
got slightly better as the frequency went from 0.5 Hz to 6 Hz, re-
mained high between 10 Hz and 15 Hz, and then deteriorated for
20 Hz and quickly dropped to near chance level as the frequency
increased further to 30 Hz. There also seemed to be a small dip
in performance around 6 Hz. Average subject performance (across
all frequencies) ranged between 83.3% and 96.8%. Fig. 6 shows the
data from both experiments, plotted as performance against ﬂicker
frequency.
Since the overall performance was so high (close to ceiling ex-
cept at 20 Hz and 30 Hz), a descriptive plot of the average perfor-
mance in terms of the stimulus descriptors (GCF, ID, and Comp)
gives little extra information (i.e., the range of variation between
stimuli was much smaller than in Experiment 1). Possible inﬂu-
ences of the different parameters will be caught in the statistical
analysis.
We performed the same statistical analysis as in Experiment 1,
and as expected, ﬂicker frequency had a negative effect on object
detection. We found a positive effect for the ‘‘good continuation
factor” and object identiﬁability, while object compactness con-100 101
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Fig. 6. Plot of object detection performance in both the ﬁrst (orientation ﬂicker:
ﬁlled symbols) and second (contrast ﬂicker: open symbols) experiment, as a
function of ﬂicker frequency.tributed negatively to detection performance. There was also a sig-
niﬁcant interaction effect between contrast ﬂicker frequency and
object identiﬁability. The results are summarized in Table 3.
These results showed several differences compared to those of
Experiment 1, most notably the change in sign for the ID-factor
and the inclusion of the interaction effect between frequency and
object identiﬁability. We believe these are related to the relation-
ships noted for ID in Experiment 1 (positive trend in Fig. 3 and neg-
ative factor in Table 1), and will therefore return to this issue in
Section 4.
Like in Experiment 1, we split our data into two subsets based
on whether the objects had straighter or more curved segments.
Unlike Experiment 1, there was virtually no difference between
the two groups (Fig. 7).
This was conﬁrmed with logistic regressions: the results did not
show signiﬁcantly different estimates for the ﬂicker frequency
coefﬁcient. Furthermore, GCF was no longer a signiﬁcant factor
for either subset, while the ID-factor remained positive, and the
interaction effect between frequency and object identiﬁability re-
mained signiﬁcant (Table 4).
3.5. Discussion
The present study also used Gabor elements arranged so that
they gave rise to shapes based on outlines of natural objects. In line
with previous research, we found that Gabor element contrast
ﬂicker inﬂuenced detection performance. We also found that con-
tour-speciﬁc properties, expressed through the ‘‘good continuation
factor” (GCF), and object-speciﬁc properties like ID and Comp, play
a role in detection. Furthermore, object detection showed similar
properties as contour detection in that performance was not curva-
ture-dependent (i.e. objects containing straighter segments were
equally well detected as objects containing more curved
segments).4. General discussion
We have seen that Gabor elements arranged so that they gave
rise to shapes based on outlines of natural objects can be used in100 101
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Fig. 7. Plot of object detection performance as a function of contrast ﬂicker
frequency.
Table 4
Parameter estimates (bs), along with lower/upper limits and p-values, for the subsets of objects with straighter and more curved contour segments.
Model based on Eqs. (2) and (3), only signiﬁcant factors are shown (i.e. GCF was non-signiﬁcant for the straight category and GCF and Comp was non-
signiﬁcant for the curved category).
Object category Parameter Estimate Lower Upper Pr > |t|
Straight Beta0 2.8062 1.7324 3.88 <.0001
Freq 0.04706 0.07915 0.01497 0.0041
ID 0.338 0.8806 1.5566 0.5866
Comp 2.5266 4.0443 1.009 0.0011
Freq  ID 0.07934 0.1541 0.00457 0.0376
Curved Beta0 2.404 1.8443 2.9638 <.0001
Freq 0.07147 0.1074 0.03555 <.0001
ID 1.3506 0.07186 2.773 0.0627
Freq  ID 0.1055 0.196 0.01502 0.0223
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integration. In line with previous research, we have seen that
switching the local Gabor orientations between two values, one
that aligns the Gabor elements with the local contour, the other
random, affects detection. The same counts for Gabor element
contrast ﬂicker. We have also seen that both contour-speciﬁc
and object-speciﬁc properties play a role in detection. Further-
more, object detection showed similar properties as contour
detection in that detection performance was curvature-dependent
in the orientation ﬂicker experiment, but not in the contrast ﬂick-
er experiment.
As noted in Experiment 1, there seemed to be a complex rela-
tionship between the effect of object identity, the good continua-
tion factor, and detection performance. In Experiment 2, the
relationship was clearer since the ID-factor was positive regardless
of the inclusion of the GCF-factor in the statistical analysis or not
(contrary to Experiment 1), which supports the hypothesis that a
well identiﬁable object is easier to detect than a poorly identiﬁable
object due to positive top-down inﬂuences. This discrepancy can
probably be explained by the difference in time available to study
the object outlines: contour integration was not impeded in the
contrast ﬂicker experiment, contrary to the orientation ﬂicker
experiment, and subjects could track the outlines where the good
continuation was poorer due to diagnostic parts sticking out.
The ﬁnding that object detection was curvature-independent
for contrast modulation, but not for orientation modulation, shows
that element linking was preserved across contrast modulations.
The decrease in detection performance in the contrast ﬂicker
experiment was thus primarily caused by limits in the temporal
resolution of element detection, and is evidence for at least two
processes that limit contour detection: (1) the detection of individ-
ual Gabor elements, and (2) the detection of the contour that they
constitute. The contour integration/detection process itself was
curvature-dependent, and Hess et al. (2001) suggested that this
was the result of a dynamic process, intrinsically tuned to straight
paths (curvature of 0), and evolving temporally to a curvature
matching the spatial properties of the path.
We noted a discontinuity in the trend of the data in the contrast
ﬂicker experiment: instead of continually decreasing performance
with increasing ﬂicker frequency, there was a small amelioration in
detection performance between 10 Hz and 15 Hz, before the per-
formance deteriorated towards 30 Hz. Since contour integration
was effectively interrupted by orientation ﬂicker, this enhance-
ment was probably related to the detection of individual elements.
This would suggest that element detection beneﬁtted from a re-
peated presentation of the same stimulus, at least in the case
where there is no change in element orientation that acts as a
mask. Hence, the rapid signal that represents Gabor detection
may not have had time to decay, may have overlapped with itself,
and may have re-enforced itself to the extent of a stronger contri-
bution to contour detection.A closer look at the results for the objects containing straighter
segments in the orientation ﬂicker experiment reveals a possibly
similar phenomenon: there seems to be a slight upwards transla-
tion in detection performance around 10 Hz. Even though orienta-
tion change generally acts as an efﬁcient mask for contour
integration, it is possible that the integration process was sufﬁ-
ciently fast for straight contours so that the previously mentioned
beneﬁt in element detection could contribute to contour integra-
tion before being masked by the orientation change. Such a phe-
nomenon may not have been observed by Hess et al. (2001)
since they did not test as many frequencies in the interval between
10 Hz and 19 Hz as we did. This might be worthwhile to explore in
later experiments in order to verify the reproducibility of this ﬁnd-
ing, especially since it is rather small in magnitude.
There is evidence that the visual system possesses at least two
temporal frequency channels, one low-pass and one band-pass
peaking around 10–12 Hz (Cass & Alais, 2006a, 2006b; Cass, Alais,
Spehar, & Bex, 2009; Huang & Hess, 2008). The temporal frequency
tuning proﬁle in Experiment 2 (Fig. 7) can be well accounted for in
terms of this hypothesis, and hence, our results are nicely in line
with this view. Cass and Alais (2006b) and Cass et al. (2009) found
that the two channels were not independent of each other but dis-
played an asymmetric relationship where the high-frequency
channel suppressed the low-frequency channel, but not vice versa.
They proposed that this interaction drives temporal whitening, i.e.
that the visual system over-represents its high-frequency transient
input to an extent that predicts an equalized temporal channel re-
sponse to the low-frequency-biased structure of natural scenes.
One could be tempted to hypothesize that the high-frequency
band-pass channel represents the detection of the Gabor elements
while the low-pass channel represents the contour integration pro-
cess. Cass and Alais (2006b) found that the band-pass channel was
orientation insensitive, and that the low-pass channel was orienta-
tion selective; this could be taken as support of such a hypothesis.
On the other hand, the asymmetrical suppression of higher tempo-
ral frequencies on low temporal frequencies would mean that the
contour would be difﬁcult to detect between 12 and 15 Hz, which
is contrary to our ﬁndings. It is therefore likely that contour inte-
gration is not (directly) mediated by the low-pass temporal chan-
nel, but is the result of a separate process. It is, however, possible
that the band-pass channel could represent element detection.
In a similar way, Huang and Hess (2008) proposed that collinear
facilitation consisted of a fast signal to initiate the facilitation
across large retinal distances, based on feedback from higher cen-
ters, and a sustained facilitative response based on the temporal
integration of locally-responsive, lower-level mechanisms. The
resemblance to the dual temporal frequency channels is striking,
but again we ﬁnd conﬂicting arguments. Cass and Alais (2006b)
found that the high-frequency band-pass channel was orientation
insensitive, which would argue against its participation in collinear
facilitation.
Fig. A1. Overview if the objects used in the experiment, as well as their identiﬁability (ID). The numbers in front of the object names correspond to the numbers given by
Snodgrass and Vanderwart (1980). ID is derived from a separate study where subjects were asked to name Gabor-rendered object contours (collinear contour elements
embedded in a random background, same as in Fig. 1A) presented for 5 s; see Nygård & Wagemans, 2009).
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linear facilitation depend on at least a dual-channel temporal mod-
el of the visual system and a third process that constitutes the
integration of the contour itself. These can be seen in a framework
where there is a fast and transient initial response, possibly
responsible for both detection and a rapid, but coarse, estimation
of good continuation, and a slower more sustained response, pos-
sibly responsible for perceiving contour details and maintaining
contour perception.
Another possibility for explaining the enhancement between
10 Hz and 15 Hz could be that it is related to the nature of the ob-
ject stimuli themselves, i.e. an inﬂuence of contour closure, object
parts, or object identity. Further tests comparing detection perfor-
mance of open contours and object contours in the same experi-
ment could provide interesting results in this respect.
5. Conclusion
We conﬁrmed the results from previous studies where modu-
lating Gabor element orientation and contrast ﬂicker deteriorate
contour and object detection. We have also seen that contour-speciﬁc properties play a role in detection, and that they inﬂuence
the frequency at which the object contours can be detected. Higher-
level aspects of objects also played a role in our experiments, as
seen through the inﬂuence of complexity (compactness) and object
identiﬁability. Detection performance was curvature-dependent
for orientation ﬂicker but not for contrast ﬂicker. Our results sup-
port the view that the visual system possesses at least two tempo-
ral frequency channels, one low-pass and one band-pass peaking
around 10–12 Hz. We conclude that our object contour stimuli
showed similar properties as simpler contours in a detection task,
which opens up the possibility to relate the current literature to
higher-level object-perspective generalizations in future work.
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