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Introduccio´
Aquest projecte te´ com a objectiu la implementacio´ d’una aplicacio´ per a la visualitzacio´ de
dades hidrometeorolo`giques de diversos tipus i de diferents or´ıgens de dades. Cal que sigui una
aplicacio´ ampliable de manera sigui possible afegir me´s or´ıgens de dades. Tambe´ s’ha de poder
visualitzar des de qualsevol ordinador, independentment del sistema operatiu, sense ser necessari
programari addicional. Aquest projecte s’ha anomenat Sistema web per la visualitzacio´ de dades
hidrolo`giques.
1.1 Origen i motivacio´
Per tal de visualitzar dades hidrometeorolo`giques e´s necessari una aplicacio´ que les mostri de
manera geo-referenciada, e´s a dir, segons les seves coordenades geogra`fiques en un mapa. Al
CRAHI, Centre de Recerca Aplicada en Hidrometeorologia de la UPC, on actualment treballo
i faig aquest PFC hi han fonamentalment dues aplicacions d’aquesta mena.
Una e´s el VISHID que e´s una aplicacio´ d’escriptori programat en el llenguatge de progra-
macio´ comercial IDL, que necessita d’un servidor amb un software addicional instal·lat. Aquesta
aplicacio´ esta feta de manera que cada tipus de dada s’agrupa en capes i per tant es poden
afegir o treure interactivament les dades que es desitgin . Si les dades so´n vectorials tambe´ e´s
possible seleccionar-les per mostrar me´s informacio´, com per exemple mostrar gra`fiques d’un
pluvio`metre seleccionat. D’altra banda no e´s possible visualitzar les dades a traves de la xarxa
de forma remota.
Una altra aplicacio´, e´s el visor web http://ciclo.upc.es/visor-web/ , que permet la visual-
itzacio´ a trave´s de la xarxa de diversos productes hidrometeorolo`gics. Per contra, no e´s possible
la seleccio´ interactiva de les dades ja que no estan agrupades per capes, sino´ que e´s una imatge
fixe en format png que es va substituint cada cert temps per construir l’animacio´. Per tal de
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poder mostrar diferents productes hi han pa`gines pre-definides on nome´s es mostren les imatges
amb els productes corresponents.
Per tant el valor afegit d’aquesta nova aplicacio´ e´s la fusio´ d’aquests dos conceptes, poder
visualitzar les dades per capes i a me´s poder-ho fer a traves de la xarxa remotament, incloent
la seleccio´ interactiva de les dades. No cal oblidar tambe´ que darrera de la aplicacio´ web hi ha
d’haver uns servidors que s’encarreguin de mantenir les dades disponibles.
1.2 Objectius i metodologia
Aquest projecte te´ com a objectiu la implementacio´ d’una aplicacio´, a trave´s d’una interf´ıcie
web, per la visualitzacio´ de dades hidrometeorolo`giques de diversos tipus i de diferents or´ıgens
de dades.
El visor web actual encara que te´ moltes opcions de visualitzacio´ de dades, te´ un inconvenient
degut a que no e´s possible mostrar les dades per capes superposades, es a dir una sobre l’altre,
per construir les imatges i/o animacions. Aixo` fa que s’hagin de generar imatges amb totes
les dades que es vulguin veure amb anterioritat. En cas de voler modificar les dades s’han de
tornar a generar les imatges. E´s a dir, nome´s es fa l’animacio´ d’imatges cercant en un directori i
despre`s mostrant-les una rere l’altre segons un interval de temps seleccionat. Tampoc e´s possible
diferenciar dades raster de dades vectorials i per tant, no e´s possible ampliar la informacio´
mostrada. Per exemple una funcionalitat molt important e´s la de mostrar grafique´s de les
dades puntuals del mapa, com pluvio`metres o cabals de rius.
L’objectiu principal per tant e´s realitzar un visor web que tingui en compte les dades per
separat. Per tal d’aconseguir-ho s’utilitza la llibreria Javascript OpenLayers que esta` pensada
per representar mapes interactius en format web i que permet afegir dades vectorials e imatges.
Aixo` permet tambe´ accions habituals en mapes web com zoom, pan, seleccions d’elements, etc...
Una altra part del sistema serien els servidors que mantenen les dades que consulta la web.
Al sistema actual hi ha un servidor que genera les pa`gines web que mostrara` el navegador,
i directament s’inclouen les dades a mostrar segons les opcions que ha seleccionat l’usuari.
OpenLayers permet la recol·leccio´ de dades per mitja` dels esta`ndards Web Feature Service i Web
Map Service (WFS i WMS) de manera que consulta les dades que necessita automa`ticament
segons la zona del mapa que s’esta visualitzant i les capes actives. Aquests esta`ndards so´n
mantinguts per l’OGC (www.opengeospatial.org). A me´s es possible incloure en les peticions
para`metres addicionals amb les opcions que l’usuari ha seleccionat, com per exemple un interval
de temps determinat.
Un altre objectiu molt important seria la integracio´ de totes les dades en un servidor WFS i
WMS de manera que les comunicacions entre interf´ıcie web i el model de dades sigui esta`ndard.
Per aconseguir-ho cal fer servir un servidor de mapes, com per exemple MapServer, que permet
totes aquestes funcionalitats. Com que les dades s’han de recol·lectar de fonts molt diverses e´s
possible fer servir el MapServer com si fos una llibreria de programacio´ per tal d’ampliar els
possibles or´ıgens de dades. D’aquesta manera hi haura` un servidor implementat en Java, per
recol·lectar les dades, que fara` servir aquesta llibreria per implementar les funcionalitats dels
esta`ndards WFS i WMS.
A me´s de tot aixo`, tambe´ s’ha de tenir en compte que l’aplicacio´ ha de ser mantenible i
per tant s’ha d’adaptar a una arquitectura MVC (Model, Vista i Controlador). Tambe´ ha
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de ser ampliable amb nous or´ıgens de dades i noves vistes de l’interf´ıcie de manera senzilla .
Tambe´ hi ha d’altres objectius menys fonamentals com millorar l’interf´ıcie gra`fica i adaptar
certs productes actuals.
La metodologia a seguir seria la segu¨ent:
• Disseny i implementacio´ d’un servidor modular WMS/WFS que sigui capac¸ de llegir
diferents dades hidrometeorolo`giques i les serveixi en el format de l’esta`ndard WMS/WFS.
• Disseny i construccio´ d’una base de dades per guardar les dades raster que consultara` el
servidor, a me´s d’un mo`dul d’acce´s a la base de dades per al servidor WMS/WFS.
• Disseny i implementacio´ d’una aplicacio´ web que consulti les dades del servidor i les mostri
de manera adient.
• Implementacio´ de diversos or´ıgens de dades del servidor i de les diferents vistes de la
aplicacio´ web.
• Posada en marxa del sistema i avaluacio´ del correcte funcionament.
1.3 Planificacio´
Primerament es fara` un recull dels requisits i funcionalitats desitjades del projecte, tot estu-
diant les aplicacions existents al CRAHI que tenen objectius semblants. Un cop clar aquest
punt, s’investigara` quines tecnologies i metodologies existents s’adapten millor als requisits i
funcionalitats del projecte. Per tal de provar les tecnologies, es desenvoluparan demostracions
per mostrar que son viables i refinar aix´ı els requisits. Finalment, es plantejara` una arquitectura
a seguir i es comenc¸ara` a desenvolupar en iteracions afegint funcionalitats en cada nova versio´.
Per tal de satisfer els requisits i funcionalitats desitjats al final del projecte, s’anira` revisant els
mateixos a partir dels prototips que es desenvolupin.
D’inici s’ha planificat implementar una interf´ıcie adaptada a OpenLayers que sigui capac¸
de fer peticions segons l’esta`ndard WFS/WMS. Encara que en aquesta etapa s’implementara`
gairebe´ tota la base, hi faltaran unes quantes funcionalitats, com per exemple mostrar diversos
productes, seleccio´ d’intervals de temps, etc... A banda d’aixo` tambe´ caldra` acabar de dissenyar
la interf´ıcie perque` sigui totalment usable e intu¨ıtiva.
D’altra banda l’arquitectura del servidor s’implementa seguint el patro´ MVC i fent servir la
llibreria MapServer per tal d’implementar les funcionalitats dels WFS/WMS. Un cop acabada
la base del servidor s’implementara` l’acce´s a diferents or´ıgens de dades i productes diferents,
aix´ı com la implementacio´ del filtratge de dades amb para`metres addicionals que pot demanar
l’usuari, com per exemple intervals de temps.
No obstant abans d’implementar seguint el disseny i arquitectura plantejats s’implementaran
diverses funcionalitats que el sistema hauria de permetre mitjanc¸ant petites proves tant en la
part del la interf´ıcie web com al servidor. Per tant gran part del treball restant consisteix a
adaptar aquestes proves en la nova arquitectura del sistema de manera que sigui mantenible en
un futur.
La planificacio´ prevista per dur a terme aquest projecte es pot veure al diagrama de Gantt
de la figura 1.1. Com es pot observar al gra`fic, als tres primers mesos juntament amb la
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recol·leccio´ de requisits, s’avaluaran les aplicacions i tecnologies existents. A mesura que les
diverses tecnologies siguin acceptades, s’anira` implementant les funcionalitats per separat, mit-
janc¸ant demostracions, per tal de refinar els requisits del projecte. A l’octubre de 2010 es
plantejara` ja una arquitectura per tal de comenc¸ar amb la implementacio´ del sistema. Final-
ment s’anira` afegint els diversos productes amb els que ha de treballar el sistema, aix´ı com les
proves i manteniment del mateix.
Figura 1.1: Planificacio´n inicial.
1.4. ORGANITZACIO´ DE LA MEMO`RIA 5
1.4 Organitzacio´ de la memo`ria
Aquest document s’ha dividit en els segu¨ents apartats:
• Introduccio´ ( cap´ıtol 1 ). En aquest cap´ıtol s’expliquen els objectius d’aquest projecte,
aix´ı com la motivacio´ que han portat el desenvolupament del mateix i la metodologia a
seguir.
• Estudi previ ( cap´ıtol 2 ). En aquest cap´ıtol s’introdueixen els conceptes necessaris per
entendre la resta del document. S’explica els diferents esta`ndards geogra`fics existents,
aix´ı com les diferents tecnologies usades per realitzar el projecte.
• Aplicacio´ web ( cap´ıtols 3 i 4 ). Aquests cap´ıtols tracten sobre la especificacio´, disse-
ny i implementacio´ de la aplicacio´ web, des de l’ana`lisi del visor web existent fins a la
construccio´ de la nova solucio´ per visualitzar les dades hidrometeorolo`giques.
• Servidor de mapes ( cap´ıtol 5 ). En aquest cap´ıtol s’explica la especificacio´, disseny i
implementacio´ del servidor WMS/WFS, incloent diferents or´ıgens de dades i l’acce´s a la
base de dades d’imatges raster.
• Proves i resultats ( cap´ıtol 6 ). En aquest cap´ıtol es descriuen les proves realitzades per
comprovar les funcionalitats de l’aplicacio´ i una avaluacio´ dels resultats.
• Conclusions ( cap´ıtol 7 ). En aquest cap´ıtol es fa un balanc¸ dels objectius a complir,
l’ajustament a la planificacio´ prevista, l’ana`lisi de costos i un comentari sobre les millores
i ampliacions possibles.
• Ape`ndixs. Els ape`ndixs inclouen el manual d’usuari, una guia per afegir noves vistes a
l’aplicacio´ web i nous or´ıgens de dades per al servidor WFS/WMS.
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CAPI´TOL 2
Estudi previ
En aquest cap´ıtol s’introdueixen els conceptes i coneixements ba`sics relacionats amb aquest
projecte per tal d’entendre els cap´ıtols posteriors.
2.1 Tecnologies web
En aquesta seccio´ s’explica les tecnologies utilitzades en aquest projecte. Tambe´ s’explica de
quina manera s’ha fet servir cadascuna d’elles per tal de fer me´s fiable i mantenible en futures
ampliacions del projecte.
2.1.1 HTML
HTML ( Hipertext Markup Language ) e´s un llenguatge de marques de text, o tags, utilitzat
per construir planes web. S’utilitza mitjanc¸ant fitxers de text pla i permet definir els diferents
elements d’una plana web com per exemple la capc¸alera, el cos de la plana, elements gra`fics,
etc...
0 <html>
<head>
< l ink type="text/css" href="mystyle.css" rel ="stylesheet" >
< script type="text/javascript" src="myscript.js" />
</head>
5 <body>
<h1 class ="My_class" >My Heading </h1>
<p id="myId" class ="My_class">My paragraph.</p>
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< l i > <input type="checkbox" name="myCheckBox" > myCheckBoxLabel </ l i >
</body>
</html>
Codi 2.1: Exemple de estructura d’una plana web
Com es mostra al codi 2.1 cada marca es defineix amb els simbols < i >. Per exemple podem
definir la capc¸alera mitjanc¸ant <head> o el cos de la plana amb <body>. Totes les marques
definides han d’estar tancades correctament fent servir la mateixa marca juntament amb una
contrabarra al davant ( </body> ) ,o be´ amb una contrabarra final ( <script ... /> ). Els
elements interactius de la interf´ıcie tambe´ es defineixen amb marques, per exemple els botons
es defineixen amb la marca input. Un dels atributs que me´s s’utilitzen so´n els identificadors i
les classes, serveixen per seleccionar els elements HTML els quals es vol consultar o modificar
mitjanc¸ant css o be´ javascript.
Cal destacar que, dins la capc¸alera e´s possible incloure fitxers externs com per exemple css
o javascript per tal de distribuir el codi i que aquest sigui me´s mantenible. L’u´s dels css i
javascript s’explicara` en les segu¨ents seccions
2.1.2 CSS
Els Cascading Style Sheets ( CSS ), e´s un llenguatge per donar format als elements gra`fics
d’HTML. El principal motiu per utilitzar CSS e´s que permet separar totalment el contingut
de la presentacio´, a me´s permet centralitzar la definicio´ el format de presentacio´ d’elements
semblants. D’aquesta manera es simplica la generacio´ de codi HTML ja que no cal preocupar-
se d’afegir codi addicional per definir com es mostrara`. Les definicions d’estil dins un CSS
s’anomenen regles, i poden afectar a multitud d’elements HTML segons correspongui. Cada
regla conte´ l’estil que s’aplicara` al elements que coincideixin amb la definicio´. Dins l’estil, e´s
possible definir les mides, posicio´, colors, etc... Tambe´ e´s possible assignar me´s d’una regla a
un mateix element. Una altra caracter´ıstica important e´s la here`ncia de regles per als elements
que so´n continguts dins d’altres elements, es a dir, se li apliquen les regles del contenidor als
elements continguts. En cas d’ambigu¨itat sempre prevaldra` la regla me´s propera.
0 body {
background -color: red;
font -size: 10px;
}
5 h1 {
font -size: 14px;
}
.myClass {
10 background -color: green;
}
Codi 2.2: Exemple de regles css per als elements body, h1 i els elements amb id myID
En l’exemple de codi 2.2 es poden veure tres regles per a tres elements diferents. L’element
<body> es mostrara` amb el fons de color vermell i tindra` 10px com mida per defecte al text que
estigui contingut en ell. Per l’element <h1> se li aplica una mida de text de 14px, cal notar que
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sense aquesta definicio´ heretaria la que esta` definida a l’element <body>. Per u`ltim definim el
color de fons per a tots els elements que pertanyen de la classe .myClass.
Tant es pot utilitzar dins els mateix codi HTML o be´ incloure’l com a fitxer apart. Incloure
les regles CSS en un fitxer extern e´s molt me´s fa`cil fer modificacions a posteriori ja que un
mateix estil es fa servir per diversos fitxers HTML. Per aconseguir-ho es defineixen els elements
HTML amb identificadors i classes d’elements que so´n referenciats al CSS.
2.1.3 JavaScript
JavaScript, e´s un llenguatge de programacio´ que e´s executat en el navegador web sent l’u´nica
tecnologia que pot executar algoritmes en el client sense necessitat de programari addicional.
Per tal augmentar la seguretat de les planes web, aquest llenguatge te´ diverses limitacions, com
per exemple, la impossibilitat d’accedir als sistema de fitxers de l’usuari.
0 document.getElementById(’myDiv ’).innerHTML = "Hello world";
Codi 2.3: Exemple de codi javascript
En l’exemple de codi 2.3 es busca l’element amb id myDiv i es posa el valor de la propietat
innerHTML a Hello World. Per tant apareixera` Hello World a la plana web.
0 <html>
<head>
< script language="JavaScript">
function test(){
document.getElementById(’myDiv ’).innerHTML = "Hello world";
5 }
</ script >
</head>
<body onload="test()">
<div id="myDiv"></div>
10 </body>
Codi 2.4: Exemple de codi javascript juntament amb la resta del codi HTML
L’execucio´ de JavaScript s’inicia a partir d’un esdeveniment dins una plana web. Aquest
esdeveniment pot ser quan l’usuari interactua amb l’interf´ıcie o be´ amb esdeveniments pro-
grama`tics. En el codi 2.4 es pot observar que l’esdeveniment de ca`rrega de la plana web,
onload, desencadena l’execucio´ de la funcio´ test().
De la mateixa manera que amb CSS e´s possible tenir el codi javascript en fitxers externs
per poder aix´ı distribuir-lo millor.
2.1.3.1 JQuery
JQuery, e´s una llibreria de programacio´ implementada en JavaScript que permet el desenvolu-
pament de manera me´s ra`pida i senzilla. El principal objectiu, e´s el de simplificar el desenvolu-
pament en javascript, afegint noves funcions que substitueixen les que venen per defecte amb
javascript. D’aquesta manera s’aconsegueix un codi me´s comprimit i entenedor. A me´s inclou
diverses utilitats per no tenir que implementar-les cada vegada en un projecte nou.
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0 $(#myDiv).html("Hello world");
Codi 2.5: Exemple de codi JQuery
El codi 2.5 implementa la mateixa funcionalitat que el codi 2.3 pero` utilitzen la llibreria
JQuery. Com es pot observar e´s un codi molt me´s compacte i me´s senzill d’entendre. El selector
$(#myDiv) busca l’element amb id myDiv tal i com ho feia document.getElementById(’myDiv’).
2.1.3.2 OpenLayers
OpenLayers, e´s una llibreria de programacio´ implementada en JavaScript per mostrar mapes
interactius en planes web. A me´s de permetre la creacio´ de l’element mapa dins la web, tambe´
s’encarrega del tractament cartogra`fic de les dades a mostrar sobre el mapa. En concret e´s
possible definir les dades que es volen mostrar sobre el mapa mitjanc¸ant capes superposades,
cosa que fa molt senzill afegir o eliminar dades d’un mapa. Tambe´ te´ diverses funcions per a la
projeccio´ de coordenades en les diferents projeccions que s’utilitzen.
Una de les caracter´ıstiques me´s importants e´s la implementacio´ dels esta`ndards WMS i WFS
dins de la mateixa llibreria i aixo` permet la comunicacio´ amb els servidors que ho suportin i
mostrar aix´ı moltes fonts de dades de manera quasi automa`tica. Hi ha molts serveis cartogra`fics
disponibles a la xarxa, com el Google Maps o els mapes de L’institut Catala` de Cartografia,
que a me´s de mapes donen acce´s a molts tipus de dades diferents.
Existeixen dos tipus de capes en OpenLayers, les capes base i les superposades. Les capes
base habitualment so´n capes cartogra`fiques i estan sempre sota la resta de capes, cal notar
que nome´s n’hi pot haver una. Les capes superposades estan sobre la capa base i solen tenir
transpare`ncies per poder veure la capa base.
0 function init(){
map = new OpenLayers.Map(’map ’);
var satellite = new OpenLayers.Layer.Google(
"Google Satellite" , {type: G_SATELLITE_MAP}
5 );
var wms = new OpenLayers.Layer.WMS(
"World Map",
"http :// world.freemap.in/cgi -bin/mapserv",
10 {
map: ’/www/freemap.in/world/map/factbooktrans.map ’,
transparent: ’TRUE ’,
layers: ’factbook ’
},
15 {’reproject ’: true}
);
map.addLayers ([satellite , wms]);
20 map.setCenter(new OpenLayers.LonLat (10.205188 ,48.857593) , 5);
map.addControl( new OpenLayers.Control.LayerSwitcher () );
}
Codi 2.6: Exemple de mapa Openlayers amb dues capes
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A l’exemple 2.6 es mostra una funcio´ d’inicialitzacio´ d’un mapa Openlayers amb dues capes.
Primerament s’ha de declarar la variable map juntament amb l’identificador de l’element HTML
que el contindra`. Tot seguit es declaren dues capes, en aquest cas la capa base e´s del servei
gratu¨ıt Google Maps i la capa superposada e´s d’un altre servei gratu¨ıt que mostra mapes de
carreteres. Cal notar que les dues capes utilitzen l’esta`ndard WMS i per tant client i servidor
es poden comunicar sense tenir que fer cap tractament especial. Finalment s’afegeixen les capes
al mapa, s’ajusta el centre del mapa i s’afegeix tambe´ un control a l’interf´ıcie per tal de activar
o desactivar les capes.
2.2 Sistemes d’Informacio´ Geogra`fica
En aquest cap´ıtol s’expliquen els conceptes i coneixements ba`sics relacionats amb els sistemes
d’informacio´ geogra`fica.
2.2.1 Estandarts WebService WMS/WFS
El consorci Open Geospatial Consortium ( OGC ), defineix una serie d’esta`ndards per a serveis
geogra`fics que permeten l’intercanvi de dades geo-referenciades. L’esta`ndard es basa en peti-
cions web mitjanc¸ant el protocol HTTP, simplement es fa una peticio´ a una URL juntament
amb els para`metres necessaris. Existeixen principalment dos tipus de dades, les vectorials i les
raster. Les vectorials, es a dir punts, l´ınies i pol´ıgons, so´n representats mitjanc¸ant coordenades
geogra`fiques. Les raster, so´n imatges juntament amb les seves coordenades geogra`fiques. Nor-
malment so´n referenciades amb la capsa englobant de la mateixa o be´ amb les coordenades del
punt inferior esquerra juntament amb la resolucio´ i extensio´ de la imatge. Un altre servei que
es defineix e´s Feature Info que serveix per a demanar informacio´ addicional sobre les dades geo-
referenciades. La resposta d’aquesta u´ltima e´s deixa oberta, sense definir, ja que cada aplicacio´
necessitara` informacio´ diferent i de diferent manera.
L’esta`ndard defineix que les peticions han de tenir una se`rie de para`metres, so´n entre d’altres
para`metres com les coordenades de la capsa englobant de la qual es volen les dades, la projeccio´
de sortida de les dades, etc...
Les projeccions geogra`fiques so´n les diferents maneres de representar la terra en un pla. Si
es treballa amb projeccions diferents s’han d’aplicar transformacions a les coordenades per tal
de posicionar correctament els elements. La projeccio´ me´s habitual en aquest projecte es la
projeccio´ UTM zona 31 que correspon a Catalunya. Les projeccions UTM divideixen la terra
en zones rectangulars i per obtenir el mı´nim error s’ha d’elegir la me´s propera a la zona que es
vol mostrar en el mapa. Les coordenades en la projeccio´ UTM estan expressades en metres.
Una altra projeccio´ que es fa servir es la anomenada Spherical Mercator utilitzada per el
servei comercial Google Maps, que assumeix que la terra e´s una esfera perfecta per tal de
simplificar els ca`lculs.
2.2.1.1 WMS
L’esta`ndard Web Map Service ( WMS ) defineix la manera de comunicar-se alhora de fer
peticions per a imatges geo-referenciades. Entre d’altres para`metres s’han d’enviar la capsa
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englobant de la qual es volen les imatges, la projeccio´ de sortida de les dades, les mides, etc... A
me´s dels para`metres habituals tambe´ e´s possible fer-ne servir d’altres com l’instant de temps del
que es vol l’imatge, aixo` e´s important per capes de radar meteorolo`gic on cada imatge pertany
a un instant de temps en concret.
0 http :// nuvol.upc.es/WFS_Mapscript/radar?LAYER=radar&TRANSPARENT=true&
FORMAT=image/png&TIME =2010 -09 -29 T14 :00:00& SERVICE=WMS&VERSION =1.1.1&
REQUEST=GetMap&STY
LES=& EXCEPTIONS=application/vnd.ogc.se_inimage&SRS=EPSG :32631& BBOX=minx ,
miny ,maxx ,maxy&WIDTH=output_width
7& HEIGHT=output_height
Codi 2.7: Exemple de peticio´ WMS
A l’exemple 2.7 es mostra una peticio´ WMS contra el servidor nuvol.upc.es seleccionant
la capa anomenada radar, amb una projeccio´ de sortida EPSG:32631 que correspon a la zona
UTM 31, es a dir a Catalunya. Tambe´ es necessari una capsa englobant en coordenades UTM31
i les mides de la imatge de sortida.
2.2.1.2 WFS
WFS Web Feature Service ( WFS ) defineix una manera de comunicacio´ per tal d’obtenir
elements vectorials geo-referenciats, anomenats caracter´ıstiques. Tal i com es realitza amb WMS
e´s una peticio´ web juntament amb els para`metres corresponents. Habitualment es realitza una
peticio´ me´s simple, sense capc¸a englobant ni mides, ja que es demanen totes les caracter´ıstiques
d’una sola vegada.
La resposta a aquestes peticions e´s en format text pla, ja sigui en GML ( Geography Markup
Language ) o be´ JSON ( JavaScript Object Notation ). Un cop obtinguda la resposta, el client,
OpenLayers en aquest cas, s’encarrega d’analitzar-la e interpretar-la per tal de mostrar-la al
mapa.
0 http :// nuvol.upc.es/WFS_Mapscript?SERVICE=WFS&VERSION =1.0.0& REQUEST=
GetFeature&TYPENAME=pluvios
Codi 2.8: Exemple de peticio´ WFS
A l’exemple 2.8 es mostra una peticio´ WFS de la capa pluvios la qual retornara` tots el
elements d’aquesta capa ja que no hi ha cap restriccio´.
0 <msGMLOutput
xmlns:gml="http ://www.opengis.net/gml"
xmlns:xlink="http :// www.w3.org /1999/ xlink"
xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -instance">
<pluvios_layer >
5 <pluvios_feature >
<gml:boundedBy >
<gml:Box srsName="EPSG :4326">
<gml:coordinates >0.733790 ,42.772118 0.733790 ,42.772118 </
gml:coordinates >
</gml:Box>
10 </gml:boundedBy >
<SiteID >436</SiteID >
<SiteCode >158360001 </SiteCode >
<SiteName >Arres (Sasseuba)</SiteName >
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<Latitude > 43</Latitude >
15 <Longitude > 1</Longitude >
<LatLongDatumID >1</LatLongDatumID >
<Elevation_m ></Elevation_m >
<VerticalDatum ></VerticalDatum >
<LocalX > 314600 </LocalX >
20 <LocalY > 4738000 </LocalY >
<LocalProjectionID >2</LocalProjectionID >
<PosAccuracy_m ></PosAccuracy_m >
<State>39</State>
<County >25031 </County >
25 <Comments ></Comments >
</pluvios_feature >
</pluvios_layer >
</msGMLOutput >
Codi 2.9: Exemple de resposta WFS
L’exemple 2.9 mostra una resposta WFS en format GML ( Geography Markup Language )
on es pot observar el camp <gml:coordinates>, on es defineixen les coordenades per posicionar
l’element al mapa, i el camp <SiteID> que s’utilitza per identificar cadascun dels elements.
2.2.2 MapServer
Mapserver e´s un servidor de mapes pensat per oferir dades geo-referenciades segons l’esta`ndard
WMS/WFS, tant imatges raster com dades vectorials. Internament funciona com un CGI, es a
dir una aplicacio´ que e´s executada de nou en cada peticio´, juntament amb fitxers de configuracio´
on es defineixen les diferents capes.
0 MAP
IMAGETYPE PNG24
EXTENT -180 -90 180 90
5 PROJECTION
"init=epsg :4326"
END
LAYER
10 NAME topo
DATA Cat300.png
TYPE RASTER
PROJECTION
15 "init=epsg :32631"
END
END
END
Codi 2.10: Exemple de fitxer de configuracio´ MapServer
A l’exemple 2.10 es mostra un exemple de configuracio´ de MapServer amb un capa raster
obtinguda a partir d’una imatge. Per al mapa es defineix el format de les imatges de sortida,
la projeccio´ de sortida i la extensio´ o capc¸a englobant que ocupa el mapa. Per a la capa cal
definir el nom de la imatge base de la capa, la projeccio´ en la qual esta la imatge, el tipus de
capa i un nom per poder identificar-la al fer les peticions.
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2.2.2.1 MapServer i Java Servlets
Tot i que MapServer ofereix moltes configuracions possibles, per funcionalitats me´s complexes
com l’acce´s a bases de dades o filtratge segons els para`metres en la peticio´ les opcions so´n
limitades si es fan servir els fitxers de configuracio´. Per solucionar-ho es possible fer servir
MapServer com a llibreria auxiliar en un llenguatge de programacio´ com per exemple Java,
Python o PhP.
El llenguatge elegit per implementar un servidor juntament amb la llibreria MapServer e´s
Java. La principal motivacio´ e´s perque` e´s el llenguatge que millor s’adapta als altres projectes
del CRAHI. Entre d’altres hi ha la llibreria per a l’acce´s a dades hidrometeorolo`giques, de-
senvolupada al CRAHI, ODM4Java que esta` implementat en Java. Tambe´ e´s important la
compatibilitat amb IDL, un llenguatge especialitzat en ca`lcul cient´ıfic que e´s molt utilitzat al
CRAHI. E´s possible la crida de funcions entre IDL i Java mitjanc¸ant l’anomenat JavaBridge.
Les llibreries Java ofereixen els Servlets que permeten implementar un servidor multifil i
l’acce´s a totes les llibreries esta`ndards de Java.
0 public ResponseParams getMap( Map parameterMap ) {
// ge t mapServer o b j e c t s & s e t u r l parameters
mapObj mo = mapObjTemplate.cloneMap ();
OWSRequest wms_request = new OWSRequest ();
5 setUrlParams(parameterMap , wms_request);
String dateStr = (String) parameterMap.get(Controller.TIME);
layerObj layer = mo.getLayerByName("template");
layer.setName( (String) parameterMap.get(Controller.LAYER) );
10
// ra s t e r b r i dge
dateStr = dateStr.toUpperCase ();
frameInfo frame = rasterBridge.getFrame( this .name , dateStr);
15 layer.setData( frame.filePath );
double minx = frame.product.xlowcorner *1000;
double miny = frame.product.ylowcorner *1000;
double maxx = minx+ frame.product.width *1000;
20 double maxy = miny+ frame.product.height *1000;
layer.setExtent(minx , miny , maxx , maxy);
mo.setMaxsize (10000);
// process r eque s t
25 mo.loadOWSParameters(wms_request , "1.1.0");
imageObj image = mo.draw();
// c o l l e c t response
ResponseParams responseParams = new ResponseParams ();
30 responseParams.contentType = image.getFormat ().getMimetype ();
responseParams.response = image.getBytes ();
// Destroy o b j e c t s
image.delete ();
35 mo.delete ();
return responseParams;
}
Codi 2.11: Exemple de peticio´ WMS GetMap implementada en Java
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A l’exemple 2.11 es mostra el codi per generar la resposta a una peticio´ WMS, es a dir,
l’imatge de sortida. Primerament crea els objectes necessaris per processar la resposta i l’hi
assigna el para`metres d’entrada. Despre`s cerca utilitzant l’objecte rasterBridge les imatges
disponibles i l’assigna com a dada d’entrada a la capa corresponent amb layer.setData. Final-
ment, nome´s cal processar la peticio´ amb l’ajuda de MapServer i construir la l’objecte resposta
per a que torni al client.
2.3 Generacio´ i acce´s a dades hidrometeorolo`giques
En aquest cap´ıtol s’expliquen les aplicacions utilitzades per tal d’accedir i generar les dades
hidrometeorolo`giques que so´n necessa`ries per aquest projecte.
2.3.1 Generacio´ d’imatges radar amb ImaGenPRO
ImaGenPRO e´s una aplicacio´ desenvolupada al CRAHI que te´ com a finalitat generar imatges
a partir de les dades de radar meteorolo`gic i d’altres dades hidrometeorolo`giques. E´s possible
generar imatges de qualsevol producte utilitzat al CRAHI tant en temps real com a temps
diferit. En temps real l’aplicacio´ queda activa a l’espera de noves dades i genera imatges segons
l’interval definit.
0 <configuration >
<initialProgramTime >00:00</initialProgramTime >
<initialProgramDate >05/01/2011 </initialProgramDate >
<endProgramTime >23:00 </endProgramTime >
5 <endProgramDate >05/01/2011 </endProgramDate >
<delay>6</delay>
<DBon>1</DBon>
10 <timeOutImage >4</timeOutImage >
<waitTime >30</waitTime >
<Image>
<initialTime >00</initialTime >
15 <acumTime >60</acumTime >
<skipTime >60</skipTime >
<typeImage >GeoReferenced </typeImage >
<xlowcorner >156</xlowcorner >
<ylowcorner >4378</ylowcorner >
20 <height>480</height>
<width>480</width>
<sizePNG >480 ,480</sizePNG >
<widthPalette >0</widthPalette >
<backgroundColor >255 ,255 ,255</backgroundColor >
25 <backgroundColorPalette ></backgroundColorPalette >
<pathOut >/var/hydroLayers/radar/tmp/acum</pathOut >
<palette_path ></palette_path >
<palette_type ></palette_type >
<palette_title ></palette_title >
30 <palette_function >dbz</palette_function >
<Product >
<general >
<factory_type >FactoryIndexedImage </factory_type >
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<layer_type >LayerDynamic </layer_type >
35 <reader_type >ReaderAcum </reader_type >
<name>CMPAC1H </name>
<path>/var/dades/work/PRODUCTES_ACA/ACUMS/</path>
</general >
<reader_properties >
40 <radaretiinitialProgramTimeq >CMPAC1H </radaretiq >
<unitType >mm</unitType >
</reader_properties >
<factory_properties >
<palette_path >data/palettes/paleta_radar.sav</palette_path >
45 <palette_type >RangedPalette </palette_type >
<lineal_transp >0.1</lineal_transp >
<threshold >0.1</threshold >
<opacity >0.6</opacity >
</factory_properties >
50 </Product >
</Image>
</configuration >
Codi 2.12: Exemple de configuracio´ de ImaGenPRO
A l’exemple 2.12 es mostra un exemple de configuracio´ de ImaGenPRO que genera imatges
d’una capa radar d’acumulacions de pluja. Com a para`metres a destacar estan els initial-
ProgramTime i endProgramTime que defineixen l’interval de temps del qual es volen generar
les imatges. Si aquests para`metres es deixessin en blanc l’aplicacio´ entraria llavors en mode
temps real i intentaria generar les imatges que van arribant al servidor. Tambe´ e´s important el
para`metre ReaderAcum que defineix quin tipus de producte es generara`.
2.3.2 Acce`s a dades puntuals amb ODM4Java
ODM4Java e´s una llibreria Java desenvolupada al CRAHI per a l’acce´s a dades hidrometeo-
rolo`giques puntuals emmagatzemades en bases de dades. Ofereix diversos objectes i utilitats
per tal de filtrar entre totes les dades.
0 public ResponseParams getFeatures( Map parameterMap ) {
DAOFactory factory;
try {
factory = DAOFactory.getDAOFactory ();
5
SiteDAO siteDAO = factory.getSiteDAO ();
Source source = factory.getSourceDAO ().findByName("SMC");
List <Site > sites = siteDAO.findAll ();
10
// ge t map o b j e c t & s e t u r l parameters
mapObj mo = mapObjTemplate.cloneMap ();
OWSRequest wms_request = new OWSRequest ();
setUrlParams(parameterMap , wms_request);
15
layerObj layer = mo.getLayerByName("pluvios_utm31");
// Features add
20 for (Iterator iterator = sites.iterator (); iterator.hasNext ();) {
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Site site = (Site) iterator.next();
i f ( site.getNetwork () == source ){
25
// add f ea t u r e
shapeObj shape = new shapeObj( mapscriptConstants.
MS_SHP_POINTM );
lineObj line = new lineObj ();
30 pointObj point = new pointObj( site.getLatLonPosition ().
getX(), site.getLatLonPosition ().getY() , 0);
System.out.println( "Point:" + point.toString () );
shape = point.toShape ();
shape.setBounds ();
35
shape.initValues (8);
shape.setValue(0, site.getId ().toString () ); // ID
layer.addFeature(shape );
}
40 }
// Mapscript wr i t e
layer.setClassitem("id");
45 // exec
mo.loadOWSParameters(wms_request , "1.1.0");
// output
mapscript.msIO_installStdoutToBuffer ();
50 mo.OWSDispatch(wms_request);
// c o l l e c t response
ResponseParams responseParams = new ResponseParams ();
responseParams.contentType = mapscript.
msIO_stripStdoutBufferContentType ();
55 responseParams.response = mapscript.msIO_getStdoutBufferString ();
mapscript.msIO_resetHandlers ();
mo.delete ();
60 return responseParams;
} catch (Exception e) {
e.printStackTrace ();
return null;
65 }
}
Codi 2.13: Exemple de peticio´ WFS GetFeature implementada en Java utilitzant ODM4Java
A l’exemple 2.13 es mostra el codi Java d’una resposta WFS utilitzant ODM4Java. Tal
i com ho fa l’exemple 2.12 s’utilitza MapServer per processar la resposta i el codi Java per
captura i gestionar les peticions. La funcionalitat que implementa e´s la de seleccionar tots
el pluvio`metres que provenen de la mateixa font, en aquest cas l’SMC ( Servei Meteorolo`gic
de Catalunya ). Per accedir a les dades puntuals s’utilitzen els objectes SiteDAO i Source, el
primer per cercar el pluvio`metres i el segon per seleccionar la font de dades. Per afegir les dades
del Site a la resposta nome´s cal comprovar que pertany a la font del SMC.
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CAPI´TOL 3
Visor Web
En aquest cap´ıtol e´s fan va`ries consideracions pre`vies al disseny de l’aplicacio´ i es presenta
l’esquema de funcionament de la mateix, l’arquitectura del sistema i l’ana`lisi de requisits.
3.1 Ana`lisi d’antecedents
Com s’ha dit a l’introduccio´, aquest projecte parteix de dues aplicacions ja existents, per una
banda el Visor web ( http://ciclo.upc.es/visor-web/ ) i per l’altra el VISHID. Les dues apli-
cacions permeten la visualitzacio´ de dades hidrometeorolo`giques, que e´s l’objectiu principal
d’aquest projecte, de maneres diferents.
3.1.1 Visor web anterior
El Visor Web que actualment esta` en funcionament i que aquest projecte prete´n substituir
, figura 3.1, e´s una aplicacio´ web que permet la visualitzacio´ de diverses dades hidrometeo-
rolo`giques. Esta` organitzat en diverses pa`gines i en cada una d’elles mostra uns productes
diferents. En cada pa`gina es reprodueix una animacio´ de les u´ltimes dades que s’han obtingut.
E´s possible aturar l’animacio´ o seleccionar un frame en concret. Tambe´ dona la possibilitat
canviar l’interval de temps que es desitja visualitzar seleccionant el dia, l’hora final de l’interval
i el nombre de frames.
L’animacio´ mostrada es construeix a base d’imatges esta`tiques les quals es van canviant per
donar la sensacio´ de moviment. Per tant no e´s possible interactuar amb les dades, per exemple
ocultant dades o be´ obtindre informacio´ addicional.
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Figura 3.1: Visor Web.
3.1.2 VISHID
VISHID, figura 3.2, e´s una aplicacio´ d’escriptori que s’executa localment i per tant es necessari
tenir accessibles totes les dades que ha de mostrar. Igual que El Visor Web es capac¸ de mostrar
dades hidrometeorolo`giques i produir animacions en l’interval de temps seleccionat. La prin-
cipal funcionalitat e´s que cada tipus de dada s’agrupa en capes diferents i per tant es poden
afegir o treure interactivament les dades que es desitgin. Tambe´ e´s possible mostrar informa-
cio´ addicional de cada una de les capes, com per exemple mostrar gra`fiques d’un pluvio`metre
seleccionat.
3.1.3 Canvis Proposats
Com s’ha comentat en diversos punts del primer cap´ıtol l’objectiu principal e´s desenvolupar un
visor web que permeti la separacio´ de les diferents dades en capes per tal d’interactuar amb
elles. Una altra funcionalitat desitjable e´s la de poder veure l’evolucio´ de les mostres rebudes
d’un pluvio`metre en concret dins l’interval de temps seleccionat.
Dins de l’a`mbit dels sistemes d’informacio´ geogra`fics, l’Open Geospatial Consortium ha
definit diversos esta`ndards per a la comunicacio´ de dades geo-referenciades. Aquests esta`ndards
han perme`s el desenvolupament de diverses llibreries de programacio´ i aplicacions geogra`fiques
que es poden integrar d’una manera senzilla. Fent servir aquestes llibreries es fa me´s mantenible
tant el client com el servidor i a me´s les dades poden ser re-utilitzables per a altres projectes.
Els dos esta`ndards que hauria de fer u´s so´n els esta`ndards Web Map Service ( WMS ) per
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Figura 3.2: VISHID.
imatges geo-referenciades, per exemple el radar de pluja, i Web Feature Service ( WFS ) per
dades vectorials geo-referenciades, com poden ser el pluvio`metres.
El visor web anterior es capac¸ de mostrar moltes dades diferents organitzades en pa`gines
pre-definides, per tant seria desitjable tenir una manera senzilla d’afegir diferents capes i vistes.
Aquestes vistes estarien composades de diferents capes. Tambe´ e´s interessant poder fer servir
capes de diferents prove¨ıdors externs, com per exemple el servei cartogra`fic de Google.
La part del servidor hauria poder enviar les imatges i dades vectorials segons els esta`ndards
esmentats anteriorment. Tambe´ seria l’encarregat de processar les peticions d’informacio´ addi-
cional sobre les capes, com per exemple les dades disponibles donat un interval de temps o be´
els valors que ha registrat un pluvio`metre.
Com la part del client, seria desitjable una manera senzilla d’ampliar les capes que es
capac¸ de servir. Per tal de fer independent el sistema del correcte funcionament d’aplicacions
externes, hauria de ser possible generar les dades que necessiti, com per exemple imatges radar
o be´ acumulacions de valors de pluvio`metres.
22 CAPI´TOL 3. VISOR WEB
3.2 Funcionament del sistema
Per tal d’obtenir les funcionalitats proposades, primer conve´ definir de manera gene`rica el
funcionament del nou sistema que es vol desenvolupar en aquest projecte, sense entrar en
detalls te`cnics, per tal de tenir una visio´ general. A la figura 3.3 podem veure un esquema
general del funcionament del sistema.
Client
Servidor
Aplicació Web
Servidor
Capa #1 Capa #3Capa #2
Vista
Transmisió de fitxres
(html, css, javascript)
Base
de
Dades
Selecció de 
vista i interval
Cada capa obté les seves dades
(WMS, WFS, JSON)
Capa #1 Capa #3Capa #2
Capes
Identifica la 
capa en la 
petició
Generació
de dades
Cada cert temps
EscripturaLectura
Figura 3.3: Esquema de funcionament.
El sistema estara` format per dos parts ben diferenciades, el client i el servidor. En el client
trobem tot allo` que s’executara` en la ma`quina de l’usuari, i el servidor es la ma`quina encarregada
d’enviar la informacio´ que el client demana, a me´s, ha de mantenir i actualitzar les dades que
utilitzara` el client.
El client constara` d’un nucli principal que s’encarregara` d’inicialitzar l’aplicacio´ web i un
conjunt de controls entre els quals hi haura` les definicions de les vistes, les opcions de visual-
itzacio´ , la seleccio´ d’intervals de temps i gestio´ de les animacions. Per altra banda, es definira`
cada capa per separat i cada una sera` la responsable d’obtenir les seves dades, ja sigui la infor-
macio´ que veura` l’usuari o be´ informacio´ addicional per al nucli de l’aplicacio´ web. Cal notar
que una vista correspon a un conjunt de capes junt amb els controls corresponents per gestionar
la visualitzacio´.
El servidor per la seva banda, haura` de ser capac¸ d’identificar la capa de l’aplicacio´ web
que demana les dades i re-dirigir la peticio´ a la capa, dins el servidor, corresponent. Cada capa
per tant, sera` responsable de generar la resposta a la peticio´, ja sigui una imatge o text per al
3.3. REQUISITS DEL SISTEMA 23
client. Cada cert temps, segons un para`metre de temps, s’executara` la tasca que generara` les
dades per a la capa corresponent.
3.3 Requisits del sistema
Per complir els objectius plantejats en aquest projecte, el sistema hauria de complir un se`rie de
requisits, que s’exposen tot seguit.
• Utilitzacio´ dels esta`ndards Web Map Service ( WMS ) i Web Feature Service ( WFS
) per tal que les dades ba`siques com imatges geo-referenciades i dades vectorials puguin
ser reutilitzades.
• Ampliable, s’ha de poder afegir noves funcionalitats fa`cilment.
• Capacitat de generar les dades que siguin necessa`ries sense necessitat de aplicacions
externes al sistema.
• Interf´ıcie d’usuari intu¨ıtiva i fa`cil d’utilitzar.
• Multiplataforma, l’interf´ıcie web ha de poder ser visualitzable en els sistemes operatius
me´s comuns (Linux, MacOs, Windows).
• Flexibilitat, cal que el sistema sigui configurable sense necessitat de modificar el codi.
• Mantenibilitat, els canvis en el codi no haurien de propagar-se a tot el sistema.
• Reusabilitat, els components s’haurien de poder reutilitzar per a modificacions i imple-
mentacions alternatives.
• Interf´ıcie per a la ampliacio´ de capes, s’hauria de poder afegir noves implementacions
de capes seguin un mateix patro´.
3.4 Arquitectura del sistema
Com s’ha comentat anteriorment, aquest projecte es pot dividir en dues parts independents, el
client i el servidor. Aquest fet do´na lloc a una arquitectura per capes, en aquest cas, el patro´
adaptat a tecnologies web Model-Vista-Controlador (MVC). D’aquesta manera satisfa` alguns
dels requisits mencionats com la mantenibilitat i la reusabilitat separant de manera independent
la responsabilitat que cada component te´.
Per tal de separar encara me´s les responsabilitats entre els components, utilitzara` el patro´
MVC pero` assignant la Vista al client en comptes del servidor. D’aquesta manera s’obte´
me´s simplicitat en la part del servidor ja que no ha de generar la interf´ıcie pel client. Per
altre banda, encara que l’implementacio´ del client sera` me´s complexa, l’interf´ıcie sera` me´s
senzilla de generar i ampliar-ne les funcionalitats al estar nome´s en una de les dues parts. La
comunicacio´ entre la interf´ıcie, o presentacio´, i el model sera` per mitja del controlador. Com s’ha
comentat anteriorment, les comunicacions faran us del esta`ndards WMS i WFS per a les dades
geo-referenciades. Per a altres tipus de comunicacions es fara` us de crides as´ıncrones AJAX
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Figura 3.4: Arquitectura del sistema amb el patro´ Model View Controller ( MVC )
(Asynchronous JavaScript And XML) i es retornara` el resultat en format JSON (JavaScript
Object Notation) que permet un ra`pid ana`lisi i interpretacio´ de les dades.
El patro´ Model-Vista-Controlador, consta de tres components ba`sics:
• Controlador: Respon als esdeveniments de l’usuari, en aquest cas les peticions que fa
l’usuari per mitja` de la vista, que arriben en forma de peticions.
• Vista: Representa el model d’una manera adequada per interactuar-hi amb ell, e´s la
interf´ıcie de l’aplicacio´.
• Model: E´s la representacio´ de la informacio´ amb la qual el sistema treballa.
Aix´ı doncs, el sistema estara` repartit en dues ma`quines diferents i per tant sera` un sistema
distribu¨ıt, me´s encara si el client e´s el responsable de generar l’interf´ıcie d’usuari. En els cap´ıtols
4 i 5 s’explicara` en detall la part del client i del servidor respectivament. En concret, es definiran
els casos d’u´s i es mostrara` l’ana`lisi, el disseny i la implementacio´ de cada una de les parts.
CAPI´TOL 4
Interf´ıce Web
En aquest cap´ıtol s’explicara` tot allo` relacionat amb el client web, que mostrara` la interf´ıcie a
l’usuari per a que hi interactu¨ı.
El client web s’implementara` amb les tecnologies i llenguatges que siguin suportats per tots
els navegadors web, sense necessitat de programari addicional. La web sera` desenvolupada amb
HTML i CSS, que permeten generar la interf´ıcie d’usuari separant el contingut de la presentacio´.
Part de la interf´ıcie, sera` generada dina`micament utilitzant el llenguatge JavaScript que s’ex-
ecuta dins el navegador del client. Des de JavaScript tambe´ es capturaran les interaccions de
l’usuari amb l’interf´ıcie per tal de mostrar la informacio´ corresponent. Per tal de poder mostrar
les diferents vistes i dades e´s necessari la comunicacio´ entre client i servidor. Aquestes comuni-
cacions s’implementaran amb les te`cniques anomenades AJAX (Asynchronous JavaScript And
XML), que so´n peticions HTTP as´ıncrones realitzades des de codi JavaScript cap al servidor.
Tambe´ e´s possible enviar juntament amb la peticio´ para`metres addicionals per tal de demanar
diferents dades.
D’altra banda, per mostrar les dades hidrometeorolo`giques en un mapa interactiu s’utilitzara`
la llibreria de programacio´ OpenLayers. Aquesta llibreria permet la creacio´ d’un element mapa
dins la web, tambe´ s’encarregara` del tractament cartogra`fic de les dades a mostrar sobre el
mapa. Com s’ha comentat anteriorment, s’utilitzaran els esta`ndards WMS i WFS per obtenir
les dades geo-referenciades. OpenLayers implementa aquests esta`ndards dins de la mateixa
llibreria i aixo` permet la comunicacio´ de dades geogra`fiques amb els servidors que ho suportin,
de manera automa`tica.
Encara que el suport per a la orientacio´ a objectes de JavaScript no e´s complet, s’imple-
mentara` el client web fent u´s d’aquesta te`cnica amb l’ajuda de diferents plug-ins que amplien
les funcionalitats del llenguatge. Entre aquests hi ha el Simple Javascript Inheritance, que
permet la definicio´ d’objectes amb la possibilitat de crear una jerarquia de classes i heretar
funcionalitats de l’element pare. Un altre plugin utilitzat e´s el RequireJs, que permet resoldre
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les depende`ncies entre classes, definint en cada fitxer quins altres so´n necessaris. Cal destacar,
que com que JavaScript e´s un llenguatge interpretat al navegador i no compilat pre`viament, e´s
necessari que s’aturi la execucio´ d’un codi fins que la desca`rrega de les seves depende`ncies no
s’hagi completat. RequireJs gestiona les depende`ncies automa`ticament descarregant els fitxers
necessaris cada cop que es cre¨ı una insta`ncia d’una classe. Aixo`, a me´s de donar me´s manteni-
bilitat al codi, permet la desca`rrega en paral·lel i de manera as´ıncrona del fitxers necessaris fent
aix´ı l’aplicacio´ me´s flu¨ıda i ra`pida.
Per implementar les interaccions entre els diferents elements de la interf´ıcie d’usuari, s’ha
optat per l’u´s d’un altre plugin que implementa el patro´ Publish/subscribe. Aquest patro´ permet
publicar missatges des d’un objecte i rebre la notificacio´ en el receptor sense necessitat de
mantenir refere`ncies addicionals entre ells. E´s especialment u´til per a esdeveniments que afecten
a un nombre indeterminat d’elements, com per exemple la interaccio´ d’un control de l’interf´ıcie
amb diverses capes.
4.1 Casos d’u´s
El client nome´s te´ un actor principal, que e´s l’usuari final de l’aplicacio´ que interactua amb
l’interf´ıcie web. El diagrama de casos d’u´s de la figura 4.1 mostra les accions per podra` realitzar.
Figura 4.1: Diagrama de casos d’u´s de l’usuari web.
A continuacio´, es detalla cada cas d’u´s, amb una descripcio´ del que realitza, l’actor, les
precondicions necessa`ries i els cursos d’esdeveniments t´ıpics i alternatius .
1. Seleccionar Vista
Descripcio´
El sistema ha de permetre mostrar la vista seleccionada per l’usuari segons les vistes definides
a la configuracio´, incloent-hi les diferents capes.
Actor principal Usuari
Precondicio´
-
Criteri de validacio´
El sistema mostra la vista seleccionada.
(continua a la segu¨ent pa`gina)
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(ve de la pa`gina anterior)
Curs t´ıpic d’esdeveniments
Usuari Sistema
1. L’usuari decideix veure una vista.
2. L’usuari indica que vol veure una vista al
sistema.
3. El sistema mostra la nova vista centrant
el mapa segons les coordenades inicials de la
vista i carrega les u´ltimes dades disponibles.
Cursos alternatius
3a. Les dades de la vista no estan disponibles:
3a1. El sistema avisa a l’usuari de que` no s’ha pogut mostrar la vista.
2. Seleccionar Data
Descripcio´
El sistema ha de permetre mostrar les dades d’un interval concret de la vista actual.
Actor principal Usuari
Precondicio´
-
Criteri de validacio´
El sistema mostra les dades de l’interval seleccionat.
Curs t´ıpic d’esdeveniments
Usuari Sistema
1. L’usuari decideix veure un interval de
temps.
2. L’usuari selecciona una data i hora final
juntament amb un nombre de frames .
3. El sistema calcula la data i hora inicial
retrocedint des de la data i hora final, segons
les unitats de temps utilitzades a la vista, i el
nombre de frames seleccionats.
4. El sistema mostra les dades del nou interval
entre la data i hora inicial i final.
Cursos alternatius
3a. Les dades de l’interval seleccionat no estan disponibles:
3a1. El sistema avisa a l’usuari de que` no s’han pogut mostrar les dades.
3. Mostrar valors de pluvio`metres
Descripcio´
El sistema ha de permetre mostrar els valors d’un pluvio`metre dins l’interval seleccionat
actualment.
Actor principal Usuari
(continua a la segu¨ent pa`gina)
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(ve de la pa`gina anterior)
Precondicio´
-
Criteri de validacio´
El sistema mostra els valors d’un pluvio`metre dins l’interval seleccionat actualment.
Curs t´ıpic d’esdeveniments
Usuari Sistema
1. L’usuari decideix veure els valors d’un plu-
vio`metre.
2. L’usuari selecciona un pluvio`metre.
3. El sistema mostra una gra`fica amb els val-
ors del pluvio`metre seleccionat dins l’interval
seleccionat.
Cursos alternatius
3a. Les dades del pluvio`metre seleccionat no estan disponibles:
3a1. El sistema avisa a l’usuari de que` no s’han pogut mostrar les dades.
A me´s d’aquests casos d’u´s, n’hi hauria d’altres me´s senzills i/o trivials. El control de la
l’animacio´ ha de permetre seleccionar qualsevol del frames que la composen, aix´ı com posar en
marxa o aturar l’animacio´. Tambe´ e´s necessari poder mostrar o ocultar les capes de manera
separada mitjanc¸ant el control de les capes. Per al cas de les capes de topografia, nome´s s’ha
de mostrar una alhora i per tant al seleccionar-ne una les altres han de quedar ocultes. Aquest
control tambe´ tindra` integrat un widget per ajustar el nivell de transpare`ncia de les capes de
dades raster. Per a les vistes on s’inclou la previsio´ meteorolo`gica tambe´ es necessari indicar
quan s’esta` mostrant la previsio´ i quan no. En concret, per aquest tipus de vistes al seleccionar
un interval, la meitat d’aquest es mostrara` amb dades reals i l’altra meitat sera` la previsio´
realitzada a partir de l’u´ltim frame real. Tambe´ e´s necessari mostrar la paleta, en forma de
llegenda, utilitzada per pintar les dades. Finalment, juntament amb els botons de zoom i pan,
tambe´ s’haura` de poder tornar a centrar el mapa segons les coordenades inicials de la vista.
4.2 Ana`lisi i disseny
Un cop definit els casos d’u´s del client, en aquesta seccio´ es mostrara` l’ana`lisi i el disseny.
Primerament, es mostrara` el model conceptual, detallant cada entitat i les relacions entre
elles. A continuacio´, es mostraran els diagrames de missatges que s’intercanviaran les entitats
mitjanc¸ant el patro´ Publish/subscribe. Finalment, es mostraran els diagrames de sequ¨e`ncia
corresponents als punts me´s interessants de la implementacio´.
4.2.1 Model conceptual
El diagrama de la figura 4.2 mostra les classes necessa`ries per al desenvolupament del client.
Com s’ha comentat en el cap´ıtol 3.2, el client web sera` el responsable de generar l’interf´ıcie
d’usuari, implementant aix´ı la Vista dins els patro´ Model-Vista-Controlador, que implementa
el sistema.
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Figura 4.2: Diagrama de classes de la interf´ıcie web.
La classe principal del client web e´s l’App, que sera` l’encarregada d’inicialitzar l’aplicacio´
i carregar les diferents vistes. L’aplicacio´ te´ associada diferents vistes representades per la
classe template. Cada vista estara` composta pels diferents controls: el ControlAnimation,
el LayerSwitcher i el TimeSelector. Tambe´ tindra` associada les classes que representen les
dades, la classe Map i Layer. La classe template sera` l’encarregada d’instanciar i inicialitzar
els elements de la interf´ıcie, e´s la plantilla sobre la qual es construira` la vista. La classe Layer
haura` de fer servir objectes de la classe OpenLayers.Layer que implementa les funcionalitats
cartogra`fiques. La classe LayerStore s’utilitzara` per crear les insta`ncies de OpenLayers.Layer,
segons els para`metres de cada tipus de capa. Nome´s caldra` configurar els noms de les capes
disponibles i de quin tipus so´n per a que LayerStore sigui capac¸ de crear insta`ncies. D’altra
banda, la classe Util conte´ funcions gene`riques que poden fer servir la resta de classes de
l’aplicacio´.
Les classes per controlar les vistes seran responsables de generar la seva part d’interf´ıcie.
Entre aquestes classes trobem el ControlAnimation que s’encarregara` de controlar l’animacio´
de les dades actuals i haura` de generar un widget per poder interactuar-hi. Aquest control ha
de permetre tant iniciar i aturar l’animacio´, com seleccionar un frame en particular. D’altra
banda, per poder seleccionar un interval de temps en concret, el TimeSelector generara` un
calendari, un selector horari i un selector de nombre de frames. Finalment, el LayerSwitcher
generara` el controls necessaris per interactuar amb les capes, podent aix´ı ocultar o mostrar les
que l’usuari desitgi. Tambe´ sera` necessari un control per ajustar el nivell de transpare`ncia de
cada una de les capes de dades raster.
Com s’ha comentat, les classes Map i Layer representaran les dades hidrometeorolo`giques.
La classe Map tindra` representacio´ gra`fica, sera` el contenidor del mapa on es visualitzaran
les dades. La classe Layer representa cada una de les capes definides a la vista. La seva
representacio´ gra`fica sera` delegada a la classe Map, que la mostrara` a l’usuari, encarregant-se
nome´s de la gestio´ de la informacio´ que conte´. Haura` de gestionar les dades dels diferents frames
de l’animacio´, en cas que la capa tingui representacio´ temporal, com poden ser les capes de
radar meteorolo`gic.
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Cal destacar, que segons el valors dels atributs de la classe Layer, aquesta es comportara`
de manera diferent. Un d’aquests atributs, e´s el tipus de dades que conte´, que poden ser dades
raster o dades vectorials. Cada una d’elles s’obtenen de maneres diferents, i en el cas de les
vectorials s’hauran de tractar per visualitzar-les correctament. Un altre atribut important e´s
saber si la capa e´s animada o no. En cas afirmatiu, la seleccio´ d’un interval comportara` la creacio´
dels diferents frames que composen l’animacio´. Finalment, per crear cada un dels passos d’un
interval de temps, s’agafara` com a refere`ncia les dades disponibles de la capa marcada com a
Master. Tambe´ e´s important observar que l’objecte TimeSelector agafara` les unitats de temps
definides per a la capa Master per calcular l’interval de temps. En concret, a partir de la data
i hora final seleccionades retrocedira` segons les unitats de temps actuals, el nombre de frames
seleccionats per tal de calcular la data i hora inicial.
4.2.2 Implementacio´
Abans de mostrar els diagrames de sequ¨e`ncia me´s rellevants, es mostraran els diagrames que
representen el missatges que es poden enviar els objectes de la interf´ıcie mitjanc¸ant la classe
Publish/Subscribe. Aquest servei consta de dos actors, l’emissor i el receptor, i cada mis-
satge es classifica segons un topic, representat per un identificador associat. Per poder rebre
missatges d’una certa classe, primer el receptor ha de subscriure’s a un topic amb l’operacio´
subscribe(topic), passant com a para`metre l’identificador. D’altra banda, per enviar un missatge
nome´s cal cridar a l’operacio´ publish(topic, data), enviant les dades juntament amb l’identifi-
cador per a que Publish/Subscribe ho notifiqui als subscriptors d’aquell topic.
La figura 4.3 mostra el diagrama de missatges entre objectes relacionats amb el control dels
intervals de temps. Primerament, en el cas d’u`s Seleccionat Data, quan l’usuari selecciona un
nou interval de temps, el TimeSelector haura` de notificar a la capa Master el nou interval. A
continuacio´, un cop la capa Master ha acabat de carregar les dades, publicara` el nou interval de
refere`ncia per als altres objectes, la resta de capes i el control ControlAnimation. En el cas d’u´s
Seleccionar Vista quant s’esta` creant la insta`ncia de la capa Master, aquesta obtindra` les seves
unitats de temps i les publicara` per a que el TimeSelector pugui treballar amb elles. Finalment,
quant l’usuari desitgi canviar el frame actual mitjanc¸ant la interf´ıcie del ControlAnimation, es
publicara` el topic ChangeDateTime per a que totes les capes animades canvi¨ın el frame actual.
La figura 4.4 mostra el diagrama de missatges entre objectes relacionats amb la visualitzacio´
de capes. Per una banda tenim totes les insta`ncies de Layer que rebran la notificacio´ del
ChangeVisibility quan la seva visibilitat hagi de canviar. Aquesta notificacio´ sera` emesa per el
LayerSwitcher i pot ser el resultat de dues accions. Una d’elles es la interaccio´ de l’usuari amb
els widgets per ocultar capes, l’altra e´s que s’ha canviat la zona de visualitzacio´ del mapa i per
tant s’han de tornar a aplicar les visibilitats.
Un cop vist els diagrames de classes del client i els missatges Publish/Subscribe que utilitza
l’interf´ıcie, veurem els diagrames de sequ¨e`ncia de les operacions me´s rellevants. Es mostraran
els detalls d’implementacio´ de l’operacio´ init() de la classe template, que inclou el cas d’u´s
Seleccionar Vista. Tambe´ es mostrara` les interaccions entre els objectes en resposta al cas
d’u´s Seleccionar Data, que inclou el cas d’u´s Seleccionar Data. Finalment, el diagrama 4.7
mostra l’operacio´ del createFrames de la classe Layer utilitzada al cas d’u´s Seleccionar Data.
Cal observar que, per simplicitat s’han ome`s les subscripcions de missatges utilitzant la classe
Publish/Subscribe, nome´s es representen els missatges de notificacio´ cap al objectes receptors.
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Figura 4.3: Diagrama de missatges Publish/Subscribe entre objectes relacionats amb la gestio´ dels
intervals de temps.
Figura 4.4: Diagrama de missatges Publish/Subscribe entre objectes relacionats amb la visualitzacio´ de
capes.
4.2.2.1 Seleccionar Vista
La seleccio´ d’una nova vista implica destruir tots els objectes que formaven part de la vista
anterior i crear les insta`ncies per a la que es mostrara`. L’u´nic objecte que mante´ la seva insta`ncia
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Figura 4.5: Diagrama de sequ¨e`ncia de l’operacio´ selectItem() de la classe App.
durant l’execucio´ de l’aplicacio´ es l’App. Aquest objecte e´s l’encarregat de carregar l’aplicacio´,
crear el menu´ superior i les insta`ncies de la vista. Quant l’usuari selecciona una vista, l’App crea
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l’insta`ncia de template amb els atributs corresponents, i aquesta alhora crea tots els elements
que la composen, tot mantenint refere`ncies per poder destruir-los quant l’usuari canvi¨ı de vista.
La figura 4.5 mostra el diagrama de sequ¨e`ncia de l’operacio´ init() de la classe template.
Aquesta operacio´ e´s invocada per part de la classe App al rebre l’esdeveniment des de l’interf´ıcie
de mostrar una nova vista. Aquesta operacio´ ha de crear tots els objectes de l’interf´ıcie necessaris
per mostrar les dades.
Primerament es crea l’objecte Map per establir el contenidor de l’element mapa de la in-
terf´ıcie. Al crear l’insta`ncia, tambe´ es crea un objecte de la classe OpenLayers.Map que imple-
menta les funcionalitats cartogra`fiques, gra`cies a la llibreria OpenLayers. El segu¨ent que crea
e´s l’insta`ncia del TimeSelector que obtindra` els dies en els quals hi ha dades disponibles per tal
de marcar-los en el calendari corresponent. A continuacio´, es creen les insta`ncies de Layer per
a cada una de les capes de la vista. Com a para`metres en la creacio´, se li envia una refere`ncia
a l’objecte Map i una altra a un objecte de la classe OpenLayers.Layer, que implementa les
funcionalitats cartogra`fiques. Aquest objecte OpenLayers.Layer s’obte´ des de la classe Layer-
Store, que s’encarrega de crear insta`ncies segons els para`metres configurats la definicio´ de capes.
Seguidament, afegeix l’objecte olLayer al Mapa per a que es puguin visualitza les dades. En el
cas que la capa estigui marcada com a Master, s’obtindra` del servidor els valors de la paleta
de colors que s’ha utilitzat per generar les dades. Aquests valors s’afegeixen a l’objecte Map i
serviran me´s endavant per pintar adequ¨adament les capes vectorials. A me´s, s’obte´ la paleta
en forma d’imatge per mostrar-la com a llegenda en el mapa. Tambe´ sera` necessari obtenir
les unitats de temps de la capa Master per a que el TimeSelector pugui calcular correctament
els intervals de temps. Per passar les unitats de temps, s’utilitza la classe Publish/Subscribe.
La capa publica les noves unitats de temps i Publish/Subscribe ho notifica al TimeSelector. A
continuacio´, crea el LayerSwitcher que generara` a partir de les insta`ncies de Layer, un widget
per controlar les opcions de visualitzacio´ de cada capa. Finalment, crea el ControlAnimation
que es fara` ca`rrec de la gestio´ d’animacions.
4.2.2.2 Seleccionar Data
La seleccio´ d’una nova data permet visualitzar un nou interval de dades a l’aplicacio´. Aquest
interval es construeix a partir de les dades que introdueix l’usuari i de les dades disponibles per
a la capa definida com Master, o de refere`ncia. Totes les insta`ncies que representen un widget
a l’interf´ıcie han d’actualitzar l’interval amb el qual han de treballar, les capes que representen
dades temporals tambe´ han d’actualitzar-se demanant al servidor les noves dades. En concret,
les capes han de crear les noves insta`ncies del classe OpenLayers.Layer, que representa una dada
d’un instant de temps en concret, es a dir, d’un frame en particular. La llibreria OpenLayers
es capac¸ d’obtenir les dades automa`ticament gra`cies als esta`ndards WMS i WFS amb els quals
treballen tant el client web com el servidor de mapes. Un cop creades totes aquestes insta`ncies
i obtingudes les dades ja sera` possible visualitzar l’interval seleccionat.
La figura 4.6 mostra el diagrama de sequ¨e`ncia de les interaccions entre objectes en el cas
d’u´s Seleccionar Data. L’execucio´ comenc¸a quan l’usuari selecciona un interval de temps per
veure’n les dades. La classe TimeSelector captura l’esdeveniment amb l’operacio´ changeDate-
TimeHandler. Aquesta operacio´ obte´ les dades disponibles, fent una consulta al servidor, de la
capa Master per calcular l’interval de temps que s’ha de mostrar a l’usuari. A partir de la data
i hora final seleccionades retrocedira`, segons les unitats de temps actuals de la capa Master, el
nombre de frames seleccionats per tal de calcular la data i hora inicial. Un cop calculat, pub-
licara` amb l’ajuda de la classe Publish/Subscribe el nou interval de temps. Publish/Subscribe ho
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notificara` a la capa marcada com a Master per a que obtingui els pasos de temps de l’interval
actual. Un cop obtingut, s’executara` l’operacio´ createFrames que creara` els frames de la capa
Master. A continuacio´, publicara` l’interval de refere`ncia per a les altres capes animades i per a
l’objecte ControlAnimation que gestiona l’animacio´. Cal notar, que primerament es creen els
frames de la capa Master, abans de publicar-ho per a la resta d’objectes, perque` e´s possible que
s’hagin de fer correccions, be´ per falta de dades o per tal de mostrar la previsio´ meteorolo`gica.
Al publicar l’interval de refere`ncia, l’objecte Publish/Subscribe invoca les insta`ncies de Layer
que son animades per a que cre¨ın els frames corresponents i a l’insta`ncia de ControlAnimation
per a que canvi¨ı l’interval amb el qual treballa.
Figura 4.6: Diagrama de sequ¨e`ncia de les interaccions entre objectes en el cas d’u´s Seleccionar Data.
4.2.2.3 Crear Frames
La figura 4.7 mostra el diagrama de sequ¨e`ncia de l’operacio´ createFrames() de la classe Layer.
Aquesta operacio´ e´s invocada des de diferents llocs segons el tipus de capa que es tracti. Per
a la capa Master, sera` invocada un cop obtinguda les dades disponibles del servidor, dins del
cas d’u´s Seleccionar Data, despre´s que el TimeSelector hagi publicat l’interval seleccionat. Per
la resta de capes, l’operacio´ sera` invocada un cop la capa Master hagi publicat l’interval de
refere`ncia va`lid. Aquesta operacio´ crea tants frames com dates hi hagin dins el para`metre
data. Cada frame consta d’un objecte OpenLayers.Layer, que implementa les funcionalitats
cartogra`fiques, i una data que l’identifica dins una llista de frames de cada capa. L’objecte
olLayer un cop es creat, obte´ les dades que representa del servidor automa`ticament, fent u´s aix´ı
dels esta`ndards WMS i/o WFS. Si la capa e´s vectorial s’han d’obtenir els valors, dins l’interval
actual, de cada una de les caracter´ıstiques que composen la capa. Aquests valors s’utilitzen per
pintar les caracter´ıstiques vectorials i per poder-los mostrar a l’usuari en forma de gra`fiques.
4.2. ANA`LISI I DISSENY 35
Figura 4.7: Diagrama de sequ¨e`ncia de l’operacio´ createFrames() de la classe Layer.
4.2.2.4 Disseny de la interf´ıcie
En aquest apartat es fan les consideracions pre`vies que el disseny extern de l’aplicacio´ web
hauria de complir. Entre elles esta` l’adaptacio´ a les diferents resolucions de visualitzacio´ aix´ı
com l’organitzacio´ de la interf´ıcie.
Un dels objectius que hauria de complir l’interf´ıcie web, e´s l’adaptacio´ a les diferents res-
olucions que els usuaris poden tenir. En concret, l’interf´ıcie s’hauria de mostrar completament
sense necessitat de fer u´s de les barres de desplac¸ament horitzontal. Tambe´ seria necessari
intentar que el desplac¸ament vertical fos el mı´nim possible, o que no fos necessari en resolucions
prou grans.
Un altre aspecte e´s l’organitzacio´ dels diferents elements de l’interf´ıcie dins l’aplicacio´ web.
La figura 4.8 mostra un format per al disseny.
Els elements i la seva posicio´ serien els segu¨ents:
1. Seleccio´ de vistes. E´s el menu´ principal per a que l’usuari seleccioni la vista que
desitja visualitzar, hauria d’estar a la part superior ja que e´s on s’inicia la interaccio´ amb
l’aplicacio´.
2. Seleccio´ de dia Per a la seleccio´ de dies s’hauria de fer servir un calendari on, apart de
la pro`pia seleccio´ d’un dia, s’hauria de poder canviar el mes i l’any.
3. Seleccio´ d’horari i nombre de frames. Aquest control hauria de permetre la seleccio´
de l’hora i minuts finals de l’interval de visualitzacio´, aix´ı com el nombre de frames de
l’interval. La seva posicio´ ha de ser propera al calendari per no confondre a l’usuari.
4. Opcions de les capes. Aquest control ha de poder intercanviar les capes topogra`fiques
i permetre ocultar les capes de dades. Per a les capes raster ha d’incloure un slider per
ajustar la seva transpare`ncia.
5. Gra`fiques de valors. Per mostrar els valors dels pluvio`metres de l’interval seleccionat
s’utilitzara` una gra`fica que s’ajusti a l’espai inferior esquerra. S’ha de tenir en compte
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Figura 4.8: Disseny de la interf´ıcie web.
el valor ma`xim que pot arribar un valor dins de l’interval seleccionat per tal d’ajustar
l’escala de la gra`fica. Per a valors nuls es marcara` en color vermell. La x representara`
l’instant de temps de la mostra i la y el valor que ha assolit.
6. Control de l’animacio´. Aquest control ha de permetre iniciar i aturar l’animacio´, aix´ı
com avanc¸ar i retrocedir al frame contigu. A l’arribar al final de l’animacio´ haura` de
tornar a comenc¸ar des del comenc¸ament.
7. Seleccio´ de frames. A me´s del control anterior, s’ha de poder seleccionar un frame en
particular.
8. Hora de les dades actuals. Aquest control ha de mostrar l’hora a la que corresponen
les dades del frame actual.
9. Informacio´ geogra`fica i control per centrar el mapa. Aquest control ha de mostrar
les coordenades en format (latitud,longitud) i la (x,y) en la projeccio´ actual del mapa
de la posicio´ del cursor. A me´s, tambe´ s’ha de poder centrar la vista del mapa a les
coordenades inicials.
10. Contenidor del mapa i controls de moviments. El mapa e´s l’element principal de
l’aplicacio´ i per tant ha d’estar a la part superior dreta perque` e´s on l’usuari dirigira` la
seva atencio´. Ha de tenir els controls per poder desplac¸ar-se i canviar l’escala del mapa.
11. Seleccio´ de pluvio`metres. Les capes vectorials han de ser seleccionables i s’ha de
diferenciar quina de les caracter´ıstiques ha sigut seleccionada.
CAPI´TOL 5
Servidor de Mapes
En aquest cap´ıtol s’explicara` tot allo` relacionat amb el servidor de mapes que genera totes les
dades per a l’interf´ıcie web. Com s’ha explicat en cap´ıtols anteriors, fa u´s dels esta`ndards Web
Map Service ( WMS ) i Web Feature Service ( WFS ) per generar dades geo-referenciades. Per
a altres dades la resposta sera` en format JSON (JavaScript Object Notation), que es basa en la
notacio´ JavaScript i que fa me´s senzill i eficient la interpretacio´ de les dades per part del client
web. Per construir aquest tipus de resposta s’utilitzara` la llibreria de programacio´ net.sf.json.
El llenguatge escollit per implementar el servidor ha estat Java per diversos motius. Per
una banda e´s necessari que el llenguatge estigui orientat a implementar servidors web, o be´
existeixin llibreries per tal de fer-ho. En aquest cas, existeix la tecnologia Java Servlet API
que permet processar peticions HTTP des de codi Java. Aquesta tecnologia esta` composta de
diverses llibreries per implementar qualsevol tipus de servidor web utilitzant la plataforma Java.
Els Servlets s’executen dins d’un servidor web que suporti Java, com per exemple el Tomcat.
Cada peticio´ que entra al servidor genera un nou Thread, o fil d’execucio´, per processar-la i
generar una resposta cap a l’exterior. Aquest fet disminuira` el temps de resposta de l’interf´ıcie
web ja que cada capa fara` una peticio´ per separat i per tant es tractaran totes en paral·lel, en
comptes de fer-ho de manera sequ¨encial. Una altra consideracio´ per escollir Java e´s la integracio´
llibreries que el servidor n’ha de fer u´s. En concret, es requisit utilitzar la llibreria ODM4Java
desenvolupada al CRAHI, que permet accedir a les dades rebudes pels pluvio`metres i que esta`
implementada Java. Per tant e´s me´s eficient i senzilla la seva integracio´ si el servidor esta`
implementat amb Java.
Per tal d’interpretar les peticions i poder generar fa`cilment les respostes segons els esta`ndards
WFS i WMS, s’utilitzara` una llibreria de programacio´ que implementa aquestes funcionalitats.
En concret, e´s la llibreria MapScript que deriva del servidor de mapes MapServer. Aquesta
llibreria esta` disponible per a diversos llenguatges de programacio´, entre ells Java que e´s l’escollit
per implementar el servidor.
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Per altra banda, per servir les capes esta`tiques, s’ha optat per utilitzar l’aplicacio´ MapServer
per la seva simplicitat i eficie`ncia. La seva utilitzacio´ e´s equivalent a definir una capa en el
servidor de mapes, que fara` u´s de la llibreria MapScript. Permet definir capes a partir de
fitxers d’imatges o be´ dels anomenats ShapeFile, que contenen informacio´ vectorial. Per crear
una capa nome´s cal crear un fitxer de configuracio´ amb els para`metres geogra`fics i el fitxers de
dades mencionats anteriorment. La resposta que crea aquest servidor compleix els esta`ndards
WMS i WFS, i per tant pot retornar tant imatges com dades vectorials.
En el cas de peticions d’imatges, MapServer pot ser utilitzat conjuntament amb l’aplicacio´
TileCache, que realitza una cache sobre les peticions que s’han realitzat. D’aquesta manera,
cada cop que arribi una peticio´ es comprova si les dades ja han sigut processades anteriorment
i les envia directament en cas afirmatiu, estalviant aix´ı temps de d’execucio´. TileCache retorna
les imatges en forma de tiles, es a dir, parteix les dades en un mosaic per poder enviar-les par-
al·lelament al client. La llibreria OpenLayers, que utilitza el client per obtenir les dades WMS,
per defecte treballa amb tiles i per tant la integracio´ del conjunt e´s automa`tica. Cal observar,
que primerament s’haura` de generar un ShapeFile que contingui les particions necessa`ries del
mosaic per poder servir les imatges d’aquesta manera.
Finalment, per tal d’enviar els fitxers HTML, CSS i JavaScript al navegador en el moment
d’accedir a la pa`gina web sera` necessari un servidor web. Un cop enviats aquests fitxers,
el servidor no fara` cap tipus de processament, s’executara` el codi del client que carregara` les
dades del servidor de mapes. El servidor web que s’utilitzara` sera` l’Apache Web Server. Aquest
servidor te´ una llice`ncia lliure i es pot descarregar i utilitzar de manera gratu¨ıta. L’u´nic que cal
fer e´s instal·lar-lo en la ma`quina del servidor i copiar els fitxers de la pa`gina web al directori
pu´blic.
5.1 Casos d’u´s
El servidor tindra` dos actors principals, que seran l’usuari Tomcat i l’usuari Web.
• Usuari Tomcat: Aquest sera` l’usuari real de l’aplicacio´ del servidor, es a dir, el con-
tenidor que executara` el servidor. El diagrama de casos d’u´s de la figura 5.1 mostra les
accions per podra` realitzar.
• Usuari Web: Aquest sera` l’usuari que representa l’interf´ıcie web, que alhora rep esde-
veniments dels usuaris finals, i que demana al servidor les dades necessa`ries per mostrar
la informacio´ que els usuaris finals desitgin. El diagrama de casos d’u´s de la figura 5.2
mostra les accions per podra` realitzar.
Figura 5.1: Diagrama de casos d’u´s de l’usuari Tomcat.
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Figura 5.2: Diagrama de casos d’u´s de l’usuari Web.
A continuacio´ es detalla cada cas d’u´s, amb una descripcio´ del que realitza, l’actor, les
precondicions necessa`ries i els cursos d’esdeveniments t´ıpics i alternatius .
4. Inicialitzar Servidor
Descripcio´
El sistema ha de permetre crear i inicialitzar les capes definides a la configuracio´, incloent-hi
l’inicialitzacio´ de tasques.
Actor principal Usuari Tomcat
Precondicio´
-
Criteri de validacio´
El sistema mante´ una refere`ncia a les capes indicades i planifica les tasques associades a cada
capa.
Curs t´ıpic d’esdeveniments
Usuari Sistema
1. L’usuari decideix afegir una nova capa al
sistema.
2. L’usuari indica que vol enregistrar la capa
al sistema.
3. El sistema enregistra la capa.
4. L’usuari indica que vol posar en funciona-
ment la tasca associada a la capa segons un
interval de temps.
5. El sistema planifica la tasca per a que s’exe-
cuti cada cert temps segons l’interval de temps
donat.
Cursos alternatius
3a. El sistema d’enregistrament no esta` disponible:
3a1. El sistema avisa a l’usuari de que` no s’ha pogut enregistrar.
5a. El sistema de planificacio´ no esta` disponible:
5a1. El sistema avisa a l’usuari de que` no s’ha pogut planificar la tasca.
5. Executar tasca
Descripcio´
El sistema ha d’executar les tasques registrades cada cert temps, segons el para`metre de
temps establert en la inicialitzacio´.
Actor principal Usuari Tomcat
Precondicio´
-
Criteri de validacio´
El sistema ha actualitzat les dades amb les que treballa la tasca.
Curs t´ıpic d’esdeveniments
Usuari Sistema
1. El sistema executa les tasques correspo-
nents segons la configuracio´ actual.
Cursos alternatius
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6. Generar resposta
Descripcio´
El sistema ha de generar una resposta va`lida a una peticio´ segons els para`metres de capa i
tipus de peticio´.
Actor principal Usuari Web
Precondicio´
-
Criteri de validacio´
El sistema genera una resposta va`lida segons els para`metres d’entrada.
Curs t´ıpic d’esdeveniments
Usuari Sistema
1. L’usuari decideix fer una peticio´ al sistema.
2. L’usuari genera una peticio´ incloent, a me´s
dels para`metres geogra`fics, la capa i el tipus
de peticio´.
3. El sistema interpreta la peticio´.
4. El sistema genera una resposta va`lida.
5. El sistema retorna la resposta a l’usuari.
Cursos alternatius
3a. El sistema no es capac¸ d’interpretar correctament la peticio´:
3a1. El sistema interpreta que s’ha de generar una resposta d’error.
4a. El sistema no es capac¸ de generar una resposta va`lida:
4a1. El sistema genera una resposta d’error.
Com es pot observar, el nombre de casos d’u´s del servidor e´s redu¨ıt ja que s’ha intentat
simplificar en el servidor les funcionalitats que el sistema pot oferir. Aquesta complexitat es
donara` en la part del client web. En concret, nome´s sera` necessari que la configuracio´ sigui
va`lida per tal que el servidor funcioni correctament.
5.2 Ana`lisi i disseny
Un cop definit el funcionament general del sistema al cap´ıtol 3.2 i els casos d’u´s del servidor del
mapes, en aquesta seccio´ es mostrara` l’ana`lisi i el disseny. Primerament es mostrara` el model
conceptual, detallant cada entitat i les relacions entre elles. A continuacio´, es mostraran els dia-
grames de sequ¨e`ncia corresponents als punts me´s interessants de la implementacio´. Finalment,
s’explicara` l’u´s del MapServer per servir les capes esta`tiques del sistema.
5.2.1 Model conceptual
Els diagrames de les figures 5.3 i 5.4 mostren les classes necessa`ries per al desenvolupament del
servidor. El primer nome´s mostra les classes principals del patro´ Model-Vista-Controlador i les
5.2. ANA`LISI I DISSENY 41
classes abstractes necessa`ries per implementar les diferents capes i tasques del servidor. En el
segon, en canvi, mostra diferents capes i tasques utilitzant les classes abstractes anteriorment
mencionades.
Figura 5.3: Diagrama de classes del nucli del servidor.
La figura 5.3, mostra les classes principals del patro´ Model-Vista-Controlador. Aquest patro´
consta de tres entitats ben diferenciades. El Controlador respon als esdeveniments que fa
l’usuari per mitja de la interf´ıcie web, que arriben en forma de peticions. El Model, e´s la
representacio´ de la informacio´ amb la qual el sistema treballa. Finalment la Vista genera la
interf´ıcie de l’aplicacio´. Cal recordar, com en el cap´ıtol 3.2 esmentava, que la Vista ha de
ser implementada per el client, per tant el servidor no generara` la interf´ıcie d’usuari ni tindra`
aquesta entitat. Tambe´ hi ha la classe XMLConfigReader que e´s l’encarregada de llegir la
configuracio´ d’un fitxer de text en format XML.
La resta de classes d’aquesta figura so´n abstractes per tal d’implementar les diferents capes
i tasques del sistema. Per una banda, tenim l’entitat Layer que implementara` les respostes que
s’han de donar a les peticions. Les operacions d’aquesta classe seran: GetMap, GetFeature i
GetFeatureInfo, que so´n les operacions t´ıpiques dels esta`ndards WMS i WFS. Per tal de crear
les capes a partir de la configuracio´ inicial, s’haura` d’implementar una classe que hereti de
LayerFactory, la qual creara` les insta`ncies de Layer. D’altra banda, una Layer pot tenir una
tasca associada, que sera` representada per la classe ScheduledTask. Cada tasca pot tenir tambe´
un proce´s d’una aplicacio´ auxiliar, que per raons d’eficie`ncia i mantenibilitat, e´s representada
en una entitat a part. Aquesta entitat hereta alhora de Thread de Java, aixo` permet l’execucio´
en un fil d’execucio´ a part. La classe Scheduler sera` l’encarregada d’executar cada cert temps
cada una de les tasques, per tant tindra` una llista de totes les tasques definides a la configuracio´
inicial.
Per a l’acce´s de dades, per part de les classes que hereten de Layer, s’utilitzaran dues
llibreries addicionals. Una d’elles e´s l’ODM4Java que permet l’acce´s als valors dels pluvio`metres
emmagatzemats en una base de dades. S’utilitzaran les classes SiteDAO per obtenir els sites, o
estacions de mesura, i la classe DataValueDAO per obtenir els valors d’un Site. D’altra banda,
el FrameController permet realitzar diferents consultes a la base de dades, per intervals de
temps o be´ per una data i hora en concret, per tal d’obtenir els frames. Totes les consultes
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retornen objectes Frame, que representa la informacio´ continguda en cada frame. A partir d’un
objecte Frame s’obte´ el directori i nom de fitxer de la imatge que finalment s’enviara` al client.
Figura 5.4: Diagrama de classes de les capes Radar i Pluvios.
Al diagrama de classes de la figura 5.4 mostra diferents capes i tasques utilitzant les classes
abstractes mencionades anteriorment. Les classes amb el prefix Radar so´n les relacionades amb
les imatges radar de qualsevol tipus. Les imatges radar so´n generades amb l’aplicacio´ Radar-
TaskImagenPro. La principal funcionalitat de la tasca RadarTask e´s la de recollir les imatges
generades perio`dicament, inserir-les a la base de dades i moure-les al directori corresponent.
Les classes amb el prefix Pluvio so´n les relacionades amb les capes de caracter´ıstiques, com
poden ser els pluvio`metres o els sensors de caudal dels rius. Per tal de tenir les dades de la
base de dades actualitzades es fa servir l’aplicacio´ ODMAdmin. La tasca, representada per
PluviosTask, tindra` com a principal funcionalitat executar l’ODMAdmin, per mitja de l’entitat
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PluviosTaskODMAdmin, perio`dicament per a que actualitzi la base de dades.
5.2.2 Implementacio´
Un cop vist els diagrames de classes d’aquesta part del sistema, veurem els diagrames de
sequ¨e`ncia de les operacions me´s rellevants. Es mostraran els detalls d’implementacio´ de l’-
operacio´ loadConfig de la classe Model, que inclou el cas d’u´s Inicialitzar Servidor. En aquest
cas, nome´s es mostra la inicialitzacio´ de capes Radar, per a altres tipus de capes la imple-
mentacio´ sera` la mateixa pero` canviant el tipus d’insta`ncies. Tambe´ es mostrara` l’operacio´ run
de la classe RadarTask, que inclou el cas d’u´s Executar tasca. Per u´ltim, es mostra l’operacio´
GetMap de la classe Radar, que correspon al cas d’us Generar resposta juntament amb els
para`metres de capa Radar i tipus de peticio´ GetMap.
5.2.2.1 Inicialitzar Servidor
L’inicialitzacio´ del servidor comenc¸ara` quant s’inici¨ı el contenidor d’aplicacions Tomcat. Entre
d’altres operacions, ha de llegir la configuracio´ des d’un fitxer XML i crear les insta`ncies de les
classes que hauran de generar les respostes per al client. El disseny d’aquestes classes prete´n
ser el me´s gene`ric possible per tal de poder ampliar les funcionalitats, tambe´ s’han distribu¨ıt
les funcionalitats en diverses classes per fer aix´ı me´s mantenible el sistema.
Seguint aquesta idea, totes les classes que implementen les funcionalitats de generar re-
spostes, o be´ generar dades, han d’heretar d’una classe abstracta i re-implementar les seves
funcions. Per tant, totes les classes tenen una mateixa interf´ıcie de programacio´ i poden ser
tractades pel nucli del sistema d’igual manera, cridant a les funcions de la classe abstracta
que les insta`ncies concretes implementen. D’altra banda, la creacio´ de les insta`ncies no e´s
uniforme ja que cada una d’elles te´ atributs que s’han d’inicialitzar de manera diferent. Per
resoldre aquest problema, s’ha optat per utilitzar el patro´ AbstractFactory, que permet definir
una classe abstracta per crear insta`ncies d’on les classes concretes heretaran. Aquestes classes
concretes implementaran les operacions per crear les insta`ncies de cada un dels tipus, fent aix´ı
me´s mantenible el sistema. Principalment, s’han de crear les insta`ncies que hereten de Layer
i que re-implementen les seves funcions per tal de generar les respostes. Tambe´ sera` necessari
crear totes les insta`ncies de les tasques de cada capa, heretant de Task per a les tasques en si, i
de Process per als processos externs al sistema. Totes aquestes insta`ncies, al heretar de classes
abstractes, poden ser emmagatzemades en estructures de dades del nucli del sistema i invocar
a les seves funcions gene`riques quant sigui necessari.
La figura 5.5 mostra el diagrama de sequ¨e`ncia de l’operacio´ loadConfig() de la classe Mod-
el. Aquesta operacio´ e´s invocada pel contenidor d’aplicacions Tomcat quant e´s inicialitzat.
Primerament crida a l’operacio´ loadConfig de l’objecte XMLConfigReader amb el fitxer de con-
figuracio´ com a para`metre. Aquesta operacio´ llegeix la configuracio´ i retorna una llista amb
els para`metres dels conjunts de Capes. Cada conjunt de capes conte´ un cert nombre de capes
d’un mateix tipus juntament amb para`metres particulars de cada una, i sobre aquesta llista de
conjunt de capes s’itera per crear les diferents capes.
Per crear una capa, primer s’ha d’obtenir l’objecte Factory del tipus corresponent a les
capes que es volen crear. Es crida l’operacio´ getFactory de la classe LayerFactory que creara`
una insta`ncia de RadarFactory i la retornara` per a que` el Model pugui utilitzar-la. Cridant
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Figura 5.5: Diagrama de sequ¨e`ncia de l’operacio´ loadConfig(configFile) de la clase Model.
a l’operacio´ createLayers de RadarFactory, juntament amb les para`metres de configuracio´ del
conjunt de capes, es crearan pro`piament les capes. Aquesta operacio´ itera sobre les capes que
hi ha definides als para`metres, per a cada una d’elles crea la insta`ncia corresponent. En cas
que tingui una tasca associada, la crea i la associa a la capa. Un cop creades totes les capes
d’aquest conjunt, es retorna una llista amb totes les insta`ncies creades. El Model itera sobre
aquesta llista d’insta`ncies Layer i les afegeix al sistema. Tambe´ afegeix cada una de les tasques
associades a les capes a l’Scheduler per a que les pugui planificar.
5.2.2.2 Executar tasca
L’execucio´ de les tasques de cada capa e´s responsabilitat de la classe Scheduler del sistema.
Aquesta classe conte´ una llista de tasques i un temporitzador per executar-les perio`dicament.
Aquestes tasques hereten de Task i re-implementen aix´ı les seves funcions per a que l’Scheduler
les pugui invocar de manera gene`rica. Cada una de les insta`ncies concretes de Task pot imple-
mentar diferents funcionalitats.
En la primera versio´ d’aquest projecte nome´s seran necessa`ries principalment dos tipus de
tasques, les RadarTask i les PluviosTask. La primera d’elles s’encarrega de generar les imatges
del radar meteorolo`gic i inserir-les al sistema, es a dir, copiant-les al directori de cada una de les
capes i inserir una refere`ncia a la base de dades Raster. La generacio´ d’imatges es realitza fent
servir l’aplicacio´ ImagenPRO, que donat un fitxer de configuracio´ creat pre`viament, es mante´
en execucio´ generant les imatges a partir dels fitxers de dades que arriben en un directori.
Aquest fitxers so´n enviats pel SMC (Servei Meteorolo`gic de Catalunya) i per l’ACA (Age`ncia
Catalana de l’Aigua). Per tant, la tasca ha d’executar un sol cop, en l’inicialitzacio´ del servidor,
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l’ImagenPRO i despre`s recol·lectar les imatges generades perio`dicament. Tot aquest proce´s
s’ha de realitzar per a totes les capes que generin les seves imatges mitjanc¸ant l’ImagenPRO.
Per generar les imatges de reflectivitat en temps real, juntament amb la previsio´ meteorolo`gica,
s’utilitzara` una altra aplicacio´, l’ANIMA-PNG. Aquesta aplicacio´ te´ un comportament semblant
a l’ImagenPRO, encara que al no ser igual s’haura` de tractar amb una altra classe que hereti
de Task que implementara` una funcionalitat molt similar a la de RadarTask.
D’altra banda, la classe PluviosTask ha de generar les acumulacions dia`ries i hora`ries dels
pluvio`metres de la base de dades ODM del sistema. En aquest cas, les dades arriben des
del SAIH (Sistema Automa´tico de Informacio´n Hidrolo´gica) i s’insereixen a la base de dades
perio`dicament. La necessitat de generar les diverses acumulacions prove´ del fet que les mostres
que arriben so´n cinc-minutals, es a dir, cada cinc minuts. Per generar les dades en el format
temporal que l’interf´ıcie web mostra, s’utilitza l’aplicacio´ ODMAdmin que suma el valors de la
base de dades per tal de fer les acumulacions corresponents. Aquestes dades, per problemes en
les comunicacions i els sensors, poden ser erro`nies o be´ incompletes durant un cert temps i per
tant s’han de re-calcular les acumulacions. Cal observar, que l’ODMAdmin no es capac¸ d’actu-
alitzar els valors, per tant e´s necessari eliminar primer les acumulacions per despre`s tornar-les a
inserir. A consequ¨e`ncia d’aixo`, la tasca PluviosTask ha d’executar-se perio`dicament eliminant
pre`viament les acumulacions per despre`s tornar-les a generar mitjanc¸ant l’ODMAdmin. Les
dades que actualitza estaran restringides a 10 hores a partir de la data i hora en que s’executi
la tasca, ja que es considera que les dades a partir de les quals es generaran les acumulacions
no canviaran me´s enlla` d’aquestes 10 hores.
La jerarquia de classes abstractes, comentada a l’apartat anterior, permet al nucli del sistema
tractar totes les tasques de la mateixa manera, encara que cada classe concreta implementi
funcionalitats diferents. A me´s de la generacio´ de dades automa`tica per part del sistema,
tambe´ e´s possible executar les aplicacions auxiliars manualment per generar i actualitzar les
dades. El sistema hauria de poder accedir a aquestes dades de la mateixa manera que accedeix
a les que ha generat ell mateix.
La figura 5.6 mostra el diagrama de sequ¨e`ncia de l’operacio´ run() de la classe RadarTask.
Aquesta operacio´ es heretada de la classe abstracta Task i es invocada cada cert temps per
l’Scheduler. Primerament es comprova si e´s la primera execucio´, i en cas que ho sigui crea una
insta`ncia de RadarTaskImagenPro, juntament amb el fitxer de configuracio´. Aquesta classe
executara` l’aplicacio´ ImagePro i anira` generant les imatges radar corresponents. Seguidament
intentara` recol·lectar les imatges generades. Es crida a la funcio´ getFileNameImages de l’objecte
FileNameFilter per recuperar una llista amb tots els fitxers que han estat creats. S’itera sobre
aquesta llista i s’insereixen les imatges al sistema fent servir la classe FrameController.
5.2.2.3 Generar resposta
Les respostes que s’enviaran al client web seran generades per les classes concretes que heretin
de Layer. Aquesta classe defineix tres operacions principals : GetMap, GetFeatures i GetFea-
tureInfo, que seran re-implementades per totes les classes concretes. D’aquesta manera, el nucli
del servidor pot tractar totes les capes per igual, invocant la funcio´ que correspongui segons
la peticio´ que arribi del client web. L’encarregat de re-dirigir les peticions en el sistema e´s la
classe Model, que te´ una llista amb totes les capes disponibles al sistema juntament amb el seu
nom. Cada peticio´ que arribi ha d’indicar a quina capa es vol realitzar la consulta per tal de
que el sistema pugui identificar-la.
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Figura 5.6: Diagrama de sequ¨e`ncia de l’operacio´ run de la clase RadarTask.
Les tres operacions permeses, comentades anteriorment, provenen dels l’esta`ndards WMS
i WFS, que defineix l’OGC (Open Geospatial Consortium). GetMap, s’utilitza per obtenir
una imatge geo-referenciada segons els para`metres de la peticio´. En el sistema s’utilitzara` per
obtenir les imatges del radar meteorolo`gic, indexades segons l’instant de temps de l’imatge.
Cada una de les capes que retornen aquest tipus de resultats consulten la base de dades Raster
per obtenir el fitxer de l’imatge i processar la peticio´. Entre d’altres tractaments s’ha de
transformar i retallar l’imatge, segons els para`metres de la peticio´, amb l’ajuda de la llibreria
MapScript, que implementa les funcionalitats cartogra`fiques. Per altra banda, GetFeatures ha
de retornar les caracter´ıstiques vectorials definides en una capa, com per exemple la localitzacio´
dels pluvio`metres o dels nivells dels rius. Com en la peticio´ anterior, fa servir la llibreria Map-
Script per generar la resposta adequada, en aquest cas un XML amb les coordenades de cada
caracter´ıstica. Les coordenades de cada una de les caracter´ıstiques sera` obtinguda a partir de
la informacio´ continguda a la base de dades ODM. Cal observar, que aquestes dues peticions
seran realitzades automa`ticament per la llibreria OpenLayers del client, que implementa les fun-
cionalitats cartogra`fiques. Finalment, la peticio´ GetFeatureInfo retorna informacio´ addicional
sobre una capa en concret. Aquesta peticio´ no te´ definit cap format en concret pels esta`ndards
mencionats, ja que la resposta depe`n de la informacio´ que es vulgui retornar. S’ha optat doncs,
per retornar respostes en el format JSON, que resulta senzill alhora de processar per part del
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client web. Les peticions GetFeatureInfo han d’incloure tambe´ un para`metre subRequest que
contingui l’identificador de la informacio´ que desitja obtenir.
La figura 5.7 mostra el diagrama de sequ¨e`ncia de l’operacio´ forward() de la classe Model
que s’encarrega de re-dirigir la peticio´ a la capa que haura` de generar la resposta . En arribar
una peticio´, el contenidor d’aplicacions s’invoca l’operacio´ doGet del Controller. Primer tracta
el para`metres que arriben amb la peticio´ i despre`s, crida l’operacio´ forward del Model. Aquesta
operacio´ obtindra` la capa corresponent segons els para`metres de la peticio´. En cas de no
trobar-la generara` una resposta d’error.
Si la capa esta` definida al sistema llavors comprovara` el para`metre request que indica quina
peticio´ es vol obtenir. Existeixen tres tipus de peticions: la getMap per obtenir imatges geo-
referenciades, la GetFeature per obtenir caracter´ıstiques de les capes vectorials i la GetFeature-
Info per obtenir informacio´ addicional d’una capa. Un cop interpretada el tipus de peticio´ es
crida l’operacio´ corresponent de la capa seleccionada.
Figura 5.7: Diagrama de sequ¨e`ncia de l’operacio´ forward de la classe Model.
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5.2.2.4 GetMap
La figura 5.8 mostra el diagrama de sequ¨e`ncia de l’operacio´ getMap de la classe Radar. Aquesta
operacio´ es heretada de la classe abstracta Layer i es invocada pel Model quant arriba una
peticio´ del tipus getMap.
Aquesta operacio´ retorna una imatge en format png segons els para`metres d’entrada de
la peticio´. Primerament obte´ el Frame corresponent al para`metre Date i genera una repos-
ta d’error en cas que no existeixi. En cas contrari, crea una insta`ncia de MapServerObject
que s’encarregara` de processar la peticio´ segons l’esta`ndard WMS. Seguidament, nome´s queda
assignar el fitxer imatge a MapServerObject i invocar a l’operacio´ draw per a que crei la imatge
convenientment transformada a la projeccio´, coordenades i mides de la peticio´. Per u´ltim, es
crea la resposta a partir de la imatge resultant i es retorna al client.
Figura 5.8: Diagrama de sequ¨e`ncia de l’operacio´ getMap() de la classe Radar.
5.2.2.5 GetFeatures
La figura 5.9 mostra el diagrama de sequ¨e`ncia de l’operacio´ getFeatures de la classe Pluvios.
Aquesta operacio´ es heretada de la classe abstracta Layer i es invocada pel Model quant arriba
una peticio´ del tipus getFeatures.
Aquesta operacio´ retorna un XML segons l’esta`ndard WFS que representa les caracter´ıstiques
que conte´ la capa a la que es fa la peticio´. Primer, crea un Envelope que sera` un filtre per a
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que el SiteDAO pugui retornar nome´s les caracter´ıstiques o Sites que pertanyin a la capa. Es
filtra per variable, prove¨ıdor i xarxa de sensors que te´ definits la capa. Un cop obtinguts els
sites, crea una insta`ncia de MapServerObject que s’encarregara` de generar la resposta segons
l’esta`ndard WFS. Tambe´ s’obte´ una capa del tipus MapServerLayer que servira` per a poder
afegir les caracter´ıstiques, o features, a la resposta . Nome´s cal iterar sobre els sites obtinguts
anteriorment i afegir-los com a caracter´ıstica a la MapServerLayer. La informacio´ que s’en-
viara` sera` l’identificador de cada site juntament amb les seves coordenades en format Latitud,
Longitud
Figura 5.9: Diagrama de sequ¨e`ncia de l’operacio´ getFeatures() de la classe Pluvios.
5.2.2.6 GetFeatureInfo(getFrames)
La figura 5.10 mostra el diagrama de sequ¨e`ncia de l’operacio´ getFeatureInfo(getFrames) de la
classe Radar. Aquesta operacio´ s’hereta de la classe abstracta Layer i es invocada pel Model
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quant arriba una peticio´ del tipus getFeatureInfo, juntament amb el para`metre subRequest amb
valor getFrames.
Aquesta operacio´ retorna un text pla en format JSON amb la data i hora de cada un del
frames disponibles dins l’interval de temps rebut com a para`metre. En primer lloc, obte´ del
FrameController tots els Frames que existeixen a la base de dades dins l’interval d’entrada. A
continuacio´, crea una insta`ncia de JSONArray on es guardaran les dates i s’itera sobre la llista
de frames. Per a cada frame obte´ la seva data i hora i s’insereix en l’estructura JSONArray.
Per u´ltim, es construeix la resposta a partir del JSONArray.
Figura 5.10: Diagrama de sequ¨e`ncia de l’operacio´ getFeatureInfo(’getFrames’) de la classe Radar.
5.2.2.7 GetFeatureInfo(getPluviosValues)
La figura 5.11 mostra el diagrama de sequ¨e`ncia de l’operacio´ getFeatureInfo(getPluvisValues) de
la classe Pluvios. Aquesta operacio´ s’hereta de la classe abstracta Layer i es invocada pel Model
quant arriba una peticio´ del tipus getFeatureInfo, juntament amb el para`metre subRequest amb
valor getPluviosValues.
Aquesta operacio´ retorna un text pla en format JSON amb els valors de les caracter´ıstiques,
que conte´ la capa a la que es fa la peticio´, dins d’un interval de temps. Primer crea un Envelope
que sera` un filtre per a que el DataValueDAO pugui retornar nome´s els valors que pertanyin a
la peticio´. Es filtra per variable, prove¨ıdor i xarxa de sensors que te´ definits la capa, i tambe´ la
data i hora de l’interval que es vol consultar. Un cop obtinguts els valors cal inserir-los en un
objecte JSONObject que representara` cada un dels Sites. Els valors s’inseriran al JSONObject
com una parella de clau/valor, on la clau sera` la data i hora en que s’ha obtingut el valor. Per
5.2. ANA`LISI I DISSENY 51
emmagatzemar tots el sites s’utilitza un HashMap que s’indexara` per l’identificador del Site.
Aix´ı doncs, es crea el HashMap i s’itera sobre els valors obtinguts anteriorment. Si el Site encara
no e´s dins el HashMap, es crea una insta`ncia i s’insereix juntament amb el seu identificador i la
seva localitzacio´. Nome´s queda inserir el valor al site, posant com a clau la data i hora en que
es va obtenir. Finalment es construeix la resposta a partir del sites JSONObject continguts al
HashMap.
Figura 5.11: Diagrama de sequ¨e`ncia de l’operacio´ getFeatureInfo(’getPluviosValues’) de la classe Plu-
vios.
5.2.3 Capes esta`tiques
Per servir capes esta`tiques, que no necessiten cap funcionalitat especial com recuperar informa-
cio´ d’una base de dades, s’utilitzara` el MapServer. Aquesta aplicacio´ permet processar peticions
segons els esta`ndards WMS i WFS. El seu u´s per part del client e´s transparent ja que a l’estar
estandarditzades les comunicacions no cal realitzar cap modificacio´, nome´s s’ha de canviar la
direccio´ web del servidor, del qual la capa ha d’obtenir les dades. En aquest cas hauria d’a-
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puntar al cgi ( Common Gateway Interface ) del MapServer, que e´s l’aplicacio´ que processara`
la peticio´.
Les dades a partir de les quals es generen les respostes poden ser tant fitxer d’imatges com
ShapeFiles, que contenen informacio´ vectorial. Tanmateix, les dades que enviara` tant poden
ser imatges com caracter´ıstiques vectorials. La manera de definir les capes en el MapServer,
es creant un fitxer de configuracio´ per a cada capa, o grups de capes semblants, amb les seves
dades d’entrada, l’extensio´ que ocupen i la projeccio´ en qual estan definides.
Per tal d’optimitzar les peticions a aquestes capes, e´s possible guardar les respostes ja
processades fent servir l’aplicacio´ TileCache. Nome´s cal crear una capa addicional amb un
fitxer ShapeFile, el qual defineix les particions de l’imatge en un mosaic. D’aquesta manera, es
definirien dues capes: la que retornara` la capa processant tota l’imatge, i la que retornara` la
capa anterior en forma de mosaic. Cal notar, que nome´s particionant la imatge ja s’optimitza
notablement el processat de les peticions al tenir que tractar menys informacio´.
Al segu¨ent codi 5.1, es mostra un exemple de configuracio´ per una capa topogra`fica esta`tica
juntament amb la definicio´ del mosaic.
0 MAP
IMAGETYPE PNG24
# EXTENT [minx] [miny] [maxx] [maxy]
EXTENT -701778 3734068 2223910 6126039
5 SIZE 1873 1531
SHAPEPATH "./ images"
PROJECTION
"init=epsg :32631"
10 END
LAYER
NAME topografia
DATA Cat300.png
15 TYPE RASTER
PROJECTION
"init=epsg :32631" # WGS84 / UTM 31n
END
20 END
LAYER
NAME topografiaTiles
STATUS ON
25 TILEINDEX "./ tileshapes/topografia.shp"
TILEITEM "Location"
TYPE RASTER
PROJECTION
30 "init=epsg :32631" # WGS84 / UTM 31n
END
END
END
Codi 5.1: Exemple de capa esta`tica a partir d’una imatge
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5.2.4 Cache de capes esta`tiques
Com s’ha comentat en el cap´ıtol anterior, es possible guardar els resultats de les peticions a
capes esta`tiques per tal d’estalviar el processat de les mateixes dades. En concret, s’estalvia la
transformacio´ a la projeccio´ de sortida i el retallat de les imatges, dos processats molt costosos.
Aquest pre-processat de cara al client e´s transparent, ja que nome´s cal que canvi¨ı la direccio´
del servidor d’on ha d’obtenir les dades. En aquest cas apuntaria al cgi del TileCache, i en cas
de no tenir guardada la resposta re-dirigiria la peticio´ al MapServer per guardar el resultat de
la peticio´ i enviar-lo al client.
Per a que el sistema pugui guardar els resultats processats de les capes esta`tiques del
MapServer, s’haura` de definir una nova capa en el fitxer de configuracio´ del TileCache. Al
segu¨ent codi 5.2, es mostra un exemple de configuracio´ per una capa topogra`fica esta`tica.
0 [topografiaTilesCached]
type=WMSLayer
url=http :// servidor/topografia.map
extension=png
layers=topografiaTiles
5 SRS=EPSG :32631
maxResolution =5714
bbox = -701778 ,3734068 ,2223910 ,6126039
92100000
extent_type=loose
Codi 5.2: Exemple de capa esta`tica definida al TileCache
5.3 Model Relacional d’imatges
Per tal de emmagatzemar les imatges del radar meteorolo`gic, s’ha optat per realitzar una
indexacio´ sobre els fitxers d’imatge que es troben al sistema de fitxers des de una base de
dades. D’aquesta manera es possible guardar informacio´ relacionada amb les imatges, sino´
s’hauria de fer mitjanc¸ant fitxers de configuracio´ o be´ utilitzar el nom de fitxer de cada imatge.
Aquesta solucio´ aporta tambe´ me´s simplicitat alhora de fer consultes sobre les dades disponibles
al servidor, nome´s cal realitzar una consulta a la base de dades per obtenir-les.
A la figura 5.12, es mostra el model de dades utilitzat per indexar les imatges. Consta de
dues taules, la Product conte´ la informacio´ de cada un del diferents productes radar i la Frame
conte´ les imatges disponibles per cada producte.
La taula Product conte´ els segu¨ents atributs:
• id. E´s l’identificador del producte en la base de dades.
• name. E´s el nom del producte radar.
• projection. E´s la projeccio´ en que estan les imatges d’aquest producte.
• filepath. E´s el directori base on estaran les imatges.
• width. Amplada de les imatges.
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Figura 5.12: Model de dades per a les imatges meteorolo`giques.
• height. Alc¸ada de les imatges.
• xlowcorner. Coordenada x del punt inferior esquerra.
• ylowcorner. Coordenada y del punt inferior esquerra.
• rCurr, gCurr, bCurr. Valors RGB de la paleta utilitzada per generar les imatges en
notacio´ JSON.
• rangVal. Llindars utilitzats per pintar les imatges en notacio´ JSON.
La taula Frame conte´ els segu¨ents atributs:
• id. E´s l’identificador del frame en la base de dades.
• productId. E´s l’identificador del producte al qual pertany.
• time. Temps en format UTC de les dades que conte´ el frame.
• forecastBaseTime. Si el frame representa una imatge de previsio´, aquest sera` el temps
des del qual s’ha creat.
• insertTime. Temps d’insercio´ a la base de dades.
CAPI´TOL 6
Proves i resultats
6.1 Entorn de proves
En aquest projecte existeixen dos entorns de proves ben diferenciats, un pel client web, que
mostra les dades a l’usuari, i un per la part del servidor que envia les dades a l’interf´ıcie web.
S’ha comprovat la correcta visualitzacio´ de l’aplicacio´ web en el sistemes linux, MacOs i
Windows fent u´s dels navegadors Firefox 3.5, Chrome 7.0, Safari 4 i Internet Explorer 8.
La part del servidor s’ha provat en un sistema linux amb Debian Lenny 5.0, seguint les
especificacions de l’annex de configuracio´ del sistema, que consisteix amb un servidor Tomcat,
un gestor de bases de dades MySql i el JRE (Java Runtime Environment) juntament amb les
diferents configuracions necessa`ries.
6.2 Proves
En aquest apartat es descriuran les proves dutes a terme per comprovar el correcte funcionament
del sistema, amb una descripcio´ de cada prova, els problemes que ha sorgit i les solucions
adoptades.
La metodologia adoptada per a realitzar les proves ha sigut les de proves unita`ries (Unit
Testing) i les proves d’integracio´ (Integration Testing).
Les proves unita`ries es basen en a¨ıllar cada una de les parts del sistema i mostrar que so´n
correctes. Una prova unita`ria ha d’incloure un criteri de validacio´ que el codi de la prova ha
de satisfer, obtenint aix´ı mantenibilitat per futurs canvis i fer me´s senzilla la integracio´ en el
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sistema. Les proves unita`ries han de ser independents de la resta per tal de que un canvi en
una de les parts pugui afectar a la resta.
Les proves realitzades so´n una versio´ me´s relaxada d’aquesta metodologia, s’han seleccionat
els punts me´s rellevants de l’aplicacio´ i s’ha comprovat el seu correcte funcionament.
6.2.1 Proves unita`ries
6.2.1.1 Ca`rrega de la configuracio´ del servidor a partir d’un fitxer XML
En aquesta prova consisteix en verificar que donat un fitxer amb la configuracio´ del servidor,
aquest e´s capac¸ d’obtenir els para`metres continguts en ell, si aquest e´s valid. En cas que no ho
sigui, el servidor hauria de retornar un error que el sistema haura` de notificar a l’usuari.
6.2.1.2 Creacio´ de capes
Aquesta prova verifica que donada una definicio´ de capes, el servidor e´s capac¸ d’instanciar cor-
rectament tots els objectes necessaris. En concret, haura` de crear insta`ncies de la clase Factory
de cada capa, la pro`pia capa i les tasques associades a aquesta. En cas que la creacio´ i l’alta
al sistema sigui correcta s’haura` de notificar a l’usuari el nom de la capa creada correctament
aix´ı com de les seves tasques. En cas negatiu, nome´s notificara` el nom de la capa que no s’ha
pogut crear.
6.2.1.3 Generacio´ d’imatges radar i dades dels pluvio`metres
En aquesta prova es verifica que el sistema es capac¸ d’executar aplicacions auxiliars per tal de
que generin les dades que despre`s aquest consultara`. En concret, el servidor ha de ser capac¸
d’iniciar l’execucio´ de les aplicacions, i mantenir-les en execucio´ en cas que siguin en temps real,
i eliminar-les un cop s’atura el servidor. Cada cop que s’inicia una aplicacio´, el servidor ho ha
de notificar a l’usuari.
6.2.1.4 Generacio´ de respostes a les peticions web
Per tal de comprovar que el sistema e´s capac¸ de respondre correctament a les peticions, s’han
comprovat totes les peticions que el client pot fer de manera independent. Per poder-ho fer,
s’han d’introduir a un navegador web la direccio´ web del servidor, o url, juntament amb els
para`metres esperats i el servidor retorna la resposta. Amb aquest me`tode es possible comprovar
tant el retorn d’imatges cartogra`fiques com de respostes de text.
6.2.1.5 Ca`rrega de la configuracio´ del client a partir d’un fitxer XML
Per la part del client, existeixen dos fitxers de configuracio´, un per les vistes i un altre per la
definicio´ de capes. Es verifica que l’aplicacio´ es capac¸ d’obtenir els para`metres continguts dins
la configuracio´ i tractar-los adequadament per a que l’aplicacio´ web sigui capac¸ de llegir-los.
En cas d’un error, l’aplicacio´ haura` de notificar-ho a l’usuari.
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6.2.2 Proves d’integracio´
Les proves d’integracio´ es duen a terme despre`s de les proves unita`ries s’hagin realitzat i es
comprova les interaccions entre els diferents elements unitaris. S’han verificat tots processos
del sistema verificant que els elements unitaris que composen cada proce´s, realitzen les fun-
cionalitats esperades. Aquestes proves so´n les me´s importants i exhaustives ja que comporten
que tots els elements d’un proce´s funcionin de manera esperada sota una ca`rrega de treball
molt me´s gran que en les proves unita`ries.
6.2.2.1 Ca`rrega de les dades des del servidor al client
Aquesta prova consisteix a verificar que tots els elements que fan peticions al servidor so´n
capac¸os d’obtenir i processar correctament les dades. Aquesta prova tambe´ inclou la prova
conjunta de totes les peticions alhora, ja que en l’u´s normal de l’aplicacio´ es fan diverses
peticions en paral·lel i s’ha de verificar que el sistema es capac¸ de respondre adequadament
a cada una d’elles.
6.2.2.2 Execucio´ automa`tica de la generacio´ de dades
La generacio´ de dades per part del servidor ha de ser automa`tica i perio`dica. En aquesta prova
s’ha verificat que el servidor e´s capac¸ de mantenir tant les dades radar com les de pluvio`metres
sense intervencio´ de l’usuari. Segons l’aplicacio´, aquesta es queda en execucio´ a l’espera de
noves dades a generar o be´ s’ha de llenc¸ar cada cert temps. En tots els casos, el servidor ha
d’executar les tasques pro`pies de cada capa que implementen les funcionalitats de d’execucio´
d’aplicacions i recol·leccio´ de dades.
6.2.2.3 Execucio´ del servidor en l’entorn de produccio´
En aquesta prova s’ha verificat el correcte funcionament del servidor en l’entorn de produccio´,
es a dir, mentre s’esta` consultant habitualment i generant dades constantment. En concret, es
prova que el servidor queda a l’espera de noves peticions i es capac¸ de respondre sempre de la
manera esperada. E´s important que el servidor estigui disponible en tot moment i generi les
dades perio`dicament.
6.2.3 Proves de rendiment
Per comprovar el rendiment del sistema s’han plantejat 10 escenaris diferents. Els 5 primers
proven el rendiment de l’aplicacio´ web, i la resta de casos el del servidor.
• Escenari 1: 1 insta`ncia de l’aplicacio´ web carregant la vista pre-definida sense seleccio´
d’interval.
• Escenari 2: 1 insta`ncia de l’aplicacio´ web consultant l’interval i la vista pre-definides.
• Escenari 3: 1 insta`ncia de l’aplicacio´ web consultant un interval de 24 frames i la vista
pre-definida.
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• Escenari 4: 1 insta`ncia de l’aplicacio´ web consultant l’interval pre-definit de la vista
Combinacio´ hora`ria.
• Escenari 5: 1 insta`ncia de l’aplicacio´ web consultant un interval de 24 frames de la vista
Combinacio´ hora`ria.
• Escenari 6: 1 insta`ncia simulada de l’aplicacio´ web consultant l’interval pre-definit de
la vista Combinacio´ hora`ria.
• Escenari 7: 5 insta`ncies simulades de l’aplicacio´ web consultant l’interval pre-definit de
la vista Combinacio´ hora`ria.
• Escenari 8: 15 insta`ncies simulades de l’aplicacio´ web consultant l’interval pre-definit
de la vista Combinacio´ hora`ria.
• Escenari 9: 25 insta`ncies simulades de l’aplicacio´ web consultant l’interval pre-definit
de la vista Combinacio´ hora`ria.
• Escenari 10: 50 insta`ncies simulades de l’aplicacio´ web consultant l’interval pre-definit
de la vista Combinacio´ hora`ria.
En el primer cas, es comprovara` el temps de ca`rrega de l’aplicacio´ sense dades, es a dir,
sense cap interval seleccionat. En el segu¨ents quatre casos es comprova el comportament de
l’aplicacio´ web davant diferents volums de dades i de vistes, en concret es mesurara` els temps
de ca`rrega a partir de la seleccio´ d’un interval de temps. La manera de computar els temps
de ca`rrega e´s utilitzant les opcions de depuracio´ del navegador web, entre les quals apareixen
retards de cada un dels elements.
En la resta de casos es prete´n comprovar la resposta del servidor davant de diferents
ca`rregues. En aquest cas, ja que es complex realitzar les proves simulta`nies de diferents in-
sta`ncies de l’aplicacio´ web des del navegador, es realitzara` de manera programa`tica. Mitjanc¸ant
l’aplicacio´ Pylot es realitzaran les mateixes consultes que l’aplicacio´ web al servidor de mapes,
simulant aix´ı el seu comportament. Per tal d’evitar les late`ncies de les connexions xarxa, es
mesuraran els temps de manera local, es a dir, en el propi servidor. D’aquesta manera es possi-
ble verificar els temps de processat davant diferents volums de peticions. Cada una d’aquestes
insta`ncies realitzara` una consulta diferent cada mili-segon, sense realitzar cap espera, d’aquesta
manera es simulen insta`ncies molt actives i sense tenir en compte les late`ncies que pot tenir
l’aplicacio´.
Es realitzaran diverses proves dins de cada escenari i es donara` la mitjana dels temps d’ex-
ecucio´ obtinguts en les diferents mesures. Per als 5 u´ltims casos, es realitzaran les proves amb
una durada de 60 segons per poder realitzar la mitjana de cada mesura amb l’aplicacio´ Pylot.
El maquinari utilitzat e´s el mateix en totes les proves, el servidor constara` d’un proces-
sador Intel i5 3,2GHz amb 8GB de memo`ria RAM, i el client constara` de un processador Intel
Core2Duo T6570 amb 4GB de de memo`ria RAM. El navegador utilitzat per fer les proves del
client sera` el Google Chrome 8.0.
6.2.3.1 Resultats
La taula 6.1 mostra els resultats dels 5 primers escenaris. En el primer escenari, nome´s es te´
en compte la ca`rrega de l’aplicacio´, deshabilitant la ca`rrega automa`tica d’un interval, triga una
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mitjana de 9,10 segons. El temps es redueix gairebe´ a la meitat quant ja s’ha consultat l’aplicacio´
amb anterioritat, per tant el temps de processament a l’inici e´s de 4,60 segons. Com es pot
observar, tambe´ en la resta de casos si les dades han estat consultades pre`viament i guardades
pel navegador els resultats milloren considerablement, sobretot per a vistes que no contenen
capes vectorials, corresponent als escenaris 2 i 3. Per altre banda, les vistes que contenen dades
vectorials, escenaris 4 i 5, carregen me´s ra`pidament que les que contenen dades raster. La mida
de les totes les respostes de cada prova influeix en els temps de ca`rrega, en concret, les que
contenen dades vectorial ocupen gairebe´ la meitat que la resta i per tant so´n me´s rapides de
carregar des del servidor. L’explicacio´ de perque` el temps de ca`rrega no es redueix a la meitat,
es pel fet que les dades vectorials requereixen ser processades per a mostra-les correctament a
l’aplicacio´.
Prova Temps de carrega Temps de re-carrega Mida en MB
Escenari 1 9,10 4,60 1,80
Escenari 2 5,75 1,92 1,07
Escenari 3 9,69 1,88 1,21
Escenari 4 4,52 2,45 0,53
Escenari 5 6,56 5,94 0,68
Taula 6.1: Temps de carrega en segons dels escenaris del 1 al 5.
La taula 6.2 mostra els resultats dels 5 escenaris restants. Com es pot observar, a mesura
que augmenta el nombre de d’insta`ncies, la mitjana del temps de resposta tambe´ augmenta.
Amb 15 insta`ncies simulta`nies el temps supera lleugerament el doble que amb una sola, i amb
25 ja la augmenta fins a quatre vegades. L’u´ltim escenari, amb 50 insta`ncies, l’augment de
temps e´s 13 vegades l’original, saturant aix´ı el servidor. Per altre banda, les respostes per
segon augmenten tambe´ amb el nombre d’insta`ncies, ja que s’augmenta tambe´ el nombre de
peticions. Aixo` e´s aix´ı fins l’escenari 9 on es mante´ el mateix valor que en el 8, ja que encara
que s’augmenten les peticions la mitjana dels temps de resposta e´s quatre vegades l’original i
no es possible respondre amb la mateixa celeritat. Finalment, en l’u´ltim escenari el servidor
ja esta` completament s’aturat i disminueix la mitjana de respostes per segon fins a un valor
de 30. La mida total de les respostes, segueix el mateix comportament que les respostes per
segon, augmenta a mesura que arriben me´s peticions fins l’escenari 9 on el servidor comenc¸a a
saturar-se. En l’u´ltim escenari, ja no e´s possible respondre adequadament i la mida total cau
fins a valors semblants a l’escenari 7.
Prova Temps de resposta Respostes per segon Mida en MB
Escenari 6 0,12 8,03 33,71
Escenari 7 0,15 31,08 130,85
Escenari 8 0,29 49,77 209,98
Escenari 9 0,48 49,52 220,71
Escenari 10 1,56 30,01 143,48
Taula 6.2: Temps de resposta en segons dels escenaris del 6 al 10.
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A les segu¨ents figures es mostren les gra`fiques dels temps de resposta i respostes per segon
dels 5 u´ltims escenaris. En els escenaris 6, 7 i 8 s’observa el mateix patro´, degut a que a les
respostes que consulten quins intervals de dades estan disponibles triguen me´s de quatre vegades
que la resta. Aixo` fa que` hi hagin dos tipus de peticions segons el seu temps de resposta, les
que consulten la base de dades i les que no. Les gra`fiques dels escenaris 9 i 10 encara que les
respostes per segon segueix un patro´ semblant al cas anterior, els temps de resposta augmenta
linealment en el transcurs de la prova. Aixo` reflexa la progressiva saturacio´ del servidor fins
arribar a temps de resposta inacceptables. Com en el cas anterior, les peticions de consulta de
dades disponibles so´n les que me´s augmenten amb el temps, altres me´s simples com la topografia
es mantenen gairebe´ estables en tota la prova.
Figura 6.1: Gra`fica del temps de resposta de l’escenari 7
Figura 6.2: Gra`fica de les respostes per segon de l’escenari 7
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Figura 6.3: Gra`fica del temps de resposta de l’escenari 10
Figura 6.4: Gra`fica de les respostes per segon de l’escenari 10
6.2.3.2 Conclusions
Dels resultats obtinguts podem concloure que:
• La ca`rrega de l’aplicacio´ sense seleccio´ d’un interval es mante´ constant. Com era
d’esperar, si no es selecciona cap interval inicial, la ca`rrega de la pa`gina web i l’inicialitzacio´
de l’aplicacio´ e´s constant.
• La ca`rrega de dades al client depe`n del volum de dades. Com es pot comprovar,
a me´s dades a visualitzar, me´s temps es triga en carregar. Segons el tipus de dades
aquesta relacio´ e´s quasi lineal, en concret, quant es tracta de capes raster on s’han de
carregar les dades per a cada frame. Quant la prova conte´ capes vectorials, el temps no
augmenta linealment ja que es demanen totes les dades del l’interval seleccionat en la
mateixa peticio´.
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• El tipus de dades influeix en el temps de ca`rrega. Com s’ha comentat en el punt
anterior, segons les dades que es consultin, els temps de ca`rrega poden diferir notablement.
En concret, els temps de les vistes que contenen capes vectorials e´s inferior a les que nome´s
contenen capes raster.
• La cache del navegador web disminueix el temps de resposta de l’aplicacio´.
La ca`rrega reiterada de les mateixes dades fa que el navegador no torni a fer les peticions
al servidor. D’aquesta manera el temps de ca`rrega disminueix considerablement.
• La ma`quina del client i el navegador web canvien els resultats. Encara que
totes les proves s’han realitzat en les mateixes condicions, s’ha observat que en ma`quines
me´s potents els resultats milloren, d’altra banda, si el navegador no esta` actualitzat a les
u´ltimes versions els resultats empitjoren.
• Les peticions que realitzen consultes a base de dades so´n me´s lentes. En con-
cret, la base de dades per a imatges raster e´s la que te´ una late`ncia me´s gran. S’hauria
d’optimitzar aquestes consultes per tal augmentar el rendiment de les peticions que l’u-
tilitzen.
• La ca`rrega en les proves d’insta`ncies simulades so´n me´s estressants que l’u´s
de l’aplicacio´ web real. En aquestes proves s’ha comprovat la resposta del servidor a
peticions constants per part del client, en canvi, en una situacio´ real l’usuari no canviaria
l’interval seleccionat constantment sense visualitzar l’animacio´. Per tant, podria aguantar
me´s de 15 usuaris simultanis consultant l’aplicacio´ web. Per augmentar el rendiment del
servidor, es podria fer cache del resultats de les peticions ja processades.
• El servidor es mante´ estable amb una carrega de fins a 15 insta`ncies simulades.
Les proves sobre el servidor demostren que e´s possible mantenir l’acce´s de 15 insta`ncies
simulta`nies de l’aplicacio´ web, si be´ aquestes realitzen constantment peticions sense cap
espera.
CAPI´TOL 7
Conclusions
En aquest cap´ıtol es mostraran les conclusions respecte els objectius d’aquest projecte plantejats
inicialment. Tambe´ es fara` una comparacio´ i ana`lisi de com s’ha ajustat la planificacio´ esperada
amb la que s’ha dut a terme durant la realitzacio´ d’aquest projecte. Finalment es mostrara` un
ana`lisi dels costos i una reflexio´ sobre el treball futur que es pot realitzar en aquest projecte.
Aquest projecte pot ser consultat a l’adrec¸a web: http://nuvol.upc.es.
7.1 Objectius assolits
Els objectius d’aquest projecte s’han complit totalment:
• S’ha dissenyat i implementat un servidor capac¸ de respondre a les peticions segons els
esta`ndards geogra`fics WMS i WFS juntament amb d’altra informacio´ relativa a aquestes
dades geogra`fiques.
• S’ha dissenyat i implementat els mo`duls necessaris per a poder separar la implementacio´
de les diferents capes de dades i poder ampliar-les en un futur.
• S’ha dissenyat i implementat la generacio´ perio`dica de les dades que ha de consultar el
servidor d’una manera ampliable en el futur.
• S’ha dissenyat i implementat una aplicacio´ web que permet a l’usuari seleccionar la infor-
macio´ disponible al sistema i visualitzar-la en un mapa interactiu.
• S’ha utilitzat un entorn real de treball i s’ha comprovat el seu correcte funcionament.
• El sistema pot suportar la carrega habitual de treball a la que estara` sotme`s.
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7.2 Planificacio´ temporal
Les figures 7.1 i 7.2 mostren els diagrames de gantt de la planificacio´ inicial i la que realment
s’ha dut a terme.
Com s’observa al diagrama de gantt la planificacio´ s’ha mantingut fins la fase de d’orientacio´
d’objectes en JavaScript, a partir d’aquest moment no s’han pogut complir els terminis establerts
per diversos motius. El principal, e´s la dificultat que comportava implementar d’una manera
gene`rica les diferents parts del sistema. Tambe´ hi ha hagut un retard important alhora d’inte-
grar el client i el servidor, ja que les implementacions inicials efectuades a l’etapa de l’Estudi
previ nome´s contemplaven les proves unita`ries. Al realitzar les proves d’integracio´ van sorgir
problemes amb els accessos concurrents a base de dades. D’altra banda la implementacio´ final
del client va portar diferents problemes a l’hora d’optimitzar les peticions al servidor i la correc-
ta visualitzacio´ de les diferents vistes. Aquests imprevistos van retardar la realitzacio´ proves,
aix´ı com la redaccio´ de la memo`ria.
7.3 Ana`lisi de costos
Per calcular el cost d’aquest projecte s’han tingut en compte dos aspectes, per una banda la
implementacio´ i per l’altra el cost de l’equipament.
Pel cost d’implementacio´ cal distingir dos rols diferents, que so´n l’analista i el programador.
L’analista s’encarrega del disseny i l’arquitectura del sistema, aix´ı com de la planificacio´ de les
tasques que s’han de realitzar dins el marc del projecte. El programador en canvi, e´s l’encarregat
de realitzar les tasques de programacio´ i resolucio´ d’errors perque` el sistema sigui funcional.
La taula 7.1 mostra el cost d’implementacio´ del projecte. El co`mput d’hores s’ha realitzat
a partir del diagrama de gantt de planificacio´ final del l’apartat anterior. S’ha computat una
dedicacio´ mitja de 2 hores des de l’inici fins el setembre de 2010 i partir d’aquell moment fins
al final del projecte una dedicacio´ de 4 hores. Per al perfil d’analista s’ha inclo`s les tasques
de disseny i investigacio´ de les tecnologies de l’Estudi previ, i per al perfil programacio´ la resta
de tasques relacionades pro`piament amb la implementacio´. S’ha ome`s del comput les hores de
tasques realitzades en paral·lel, comptant aix´ı nome´s una d’elles.
Perfil Hores Preu/Hora Total
Analista 140 65 e 9100 e
Programador 470 35 e 16450 e
Total 25550 e
Taula 7.1: Cost d’implementacio´.
L’equipament utilitzat e´s un ordinador amb processador Intel i5 a 3,2Ghz i una memoria
RAM de 8Gb que te´ un cost de 1000e, comptant els perife`rics d’u´s habitual. Si es te´ en compte
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un temps d’amortitzacio´ de 5 anys, i que nome´s s’ha utilitzat durant un per´ıode d’un any, dona
com a resultat 200 e de cost efectiu de l’equip.
La segu¨ent taula mostra el cost total del projecte, comptant tant els costos d’implementacio´
com els d’equipament.
Concepte Cost
Implementacio´ 25550 e
Equipament 200 e
Total 25750 e
Taula 7.2: Cost total del projecte.
7.4 Treball futur
Tot i que el projecte esta` complet i llest per entrar en funcionament, hi ha alguns punts a millorar
i possibles ampliacions en un futur. Els segu¨ents punts mostren alguns d’aquests aspectes que
serien l’evolucio´ d’aquest projecte:
• Millora en l’eficie`ncia de l’aplicacio´ web. Caldria verificar les parts de l’aplicacio´ web
que consumeixen me´s recursos per tal d’intentar optimitzar-les i fer me´s lleuger l’acce´s
a les dades. Es podria estudiar l’u´s de la llibreria de codi obert OpenLayers per tal
d’adaptar-la i optimitzar-la per a aquest projecte.
• Ampliar les funcionalitats per guardar i accedir a les dades d’episodis histo`rics.
Degut a la gran quantitat de dades que es pot arribar a emmagatzemar, seria interessant
poder eliminar i nome´s deixar accessibles els episodis histo`rics que siguin me´s interessants.
• Generacio´ de les dades en diferit. Tot i que e´s possible generar dades histo`riques
en diferit externament al sistema, i que aquest sigui capac¸ d’accedir-hi, la millor solucio´
seria implementar dins el mateix sistema un manera de poder generar-les.
• Interf´ıcie web d’administrador per a modificar les dades. Juntament amb el punt
anterior, tambe´ es podria realitzar una interf´ıcie web que permete´s iniciar la generacio´
de dades en diferit. Tambe´ seria interessant la possibilitat de llistar i modificar les dades
disponibles al servidor per mitja` d’una interf´ıcie d’administrador.
• Integracio´ de les imatges raster dins el marc de la base de dades ODM. Com
s’ha vist anteriorment, en aquest projecte s’utilitza una llibreria anomenada ODM4Java
que accedeix a una base de dades estandarditzada per a observacions meteorolo`giques
puntuals. Malauradament no contemplen les observacions en forma d’imatge, com el
radar meteorolo`gic. Seria interessant tindre totes les dades en un mateix lloc per a que
tots els projectes pugessin fer-ne u´s. Aquest punt e´s el me´s complex d’implementar, ja que
primer e´s necessari que s’actualitzi l’esta`ndard actual de l’ODM per suportar aquestes
caracter´ıstiques.
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• Integracio´ de les caps esta`tiques dins el servidor. Encara que el sistema actual de
publicacio´ de capes esta`tiques e´s eficient i senzill de configurar, seria desitjable integrar
aquestes capes dins el servidor de mapes ja que aix´ı la seva definicio´ seria uniforme. Tambe´
seria interessant integrar la cache de manera automa`tica de les capes esta`tiques i estalviar
aix´ı un pas de configuracio´.
• Optimitzar les consultes a la base de dades d’imatges raster. Les peticions que
realitzen consultes a aquesta base de dades es mostren com les de major late`ncia, per
tal d’augmentar el temps de resposta de l’aplicacio´ web i del servidor de mapes s’haurien
d’optimitzar els components que hi accedeixen.
• Utilitzar cache per a les peticions al servidor de mapes. Per augmentar el nom-
bre d’usuaris simultanis de l’aplicacio´ web, es podria mantenir les respostes anteriorment
realitzades per disminuir el temps de resposta del servidor. En aquest cas, si una tasca
modifica les dades d’alguna resposta guardada en cache, s’hauria de netejar les respostes
pre-processades per a que puguin ser reconstru¨ıdes i aix´ı enviar al client les dades actual-
itzades.
• Balanceig de ca`rrega utilitzant me´s d’un servidor de mapes per disminuir el
temps de resposta. Una altra opcio´ per augmentar el nombre d’usuaris simultanis, e´s
fer servir me´s d’un servidor de mapes, en maquines diferents, per processar les peticions
dels client. En aquest cas, s’hauria d’utilitzar un servidor que seleccione´s alternativament
el servidor de mapes a utilitzar per a cada peticio´. Tambe´ s’ha de tenir en compte, que
nome´s una de les insta`ncies del servidor de mapes ha d’actualitzar les dades, es a dir,
nome´s un d’ells ha d’executar les tasques.
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Figura 7.1: Diagrama gantt de la planificacio´ inicial
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Figura 7.2: Diagrama gantt de la planificacio´ dut a terme realment
APE`NDIX A
Manual d’usuari de l’aplicacio´ web
En aquest annex s’explicara` com usar l’aplicacio´ web, aix´ı com la manera accedir-hi.
A.1 Requisits mı´nims
Els requisits mı´nims que ha de complir l’equip on es vulgui executar l’aplicacio´ web so´n:
• Intel Pentium IV 2.0GHz (o equivalent)
• 1GB de memo`ria RAM
• Navegadors web compatibles: Firefox 3.5, Chrome 7.0, Safari 4 i Internet Explorer 8 (o
superiors).
A.2 Instal·lacio´ de l’aplicacio´ web
L’aplicacio´ web per part del client no necessita cap mena d’instal·lacio´, exceptuant el navegador
web.
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A.3 U´s de l’aplicacio´ web
Per accedir a l’aplicacio´ web nome´s cal obrir amb un navegador web compatible la direccio´ web
http://nuvol.upc.es.
Per defecte, es carrega la vista de reflectivitat en temps real juntament amb la previsio´
meteorolo`gica. Per canviar de vista, nome´s cal seleccionar al menu´ superior la vista desitjada.
Si es desitja canviar l’interval de visualitzacio´, cal introduir l’hora final de l’interval junta-
ment amb el nombre de frames, i a continuacio´ seleccionar el dia al calendari de l’aplicacio´.
Si no es selecciona cap hora final ni cap nombre de frames, s’agafara` el que en aquell moment
estigui establert.
Per veure els valors de les caracter´ıstiques vectorials en forma de gra`fica, com per exemple
els pluvio`metres, nome´s cal seleccionar amb el cursor el que es desitgi visualitzar.
El control de l’animacio´ es realitza amb els controls inferiors. Es possible iniciar o aturar
l’animacio´, aix´ı com seleccionar un frame en concret.
Per intercanviar les capes topogra`fiques i ocultar les capes de dades, aix´ı com ajustar la seva
transpare`ncia, s’ha d’utilitzar el control de capes de la part dreta de l’interf´ıcie.
Finalment, per desplac¸ar i canviar l’escala del mapa s’utilitzen els controls situats a la part
superior esquerra del mateix. Tambe´ es possible fer el desplac¸ament del mapa arrossegant ratol´ı
fent clic amb el boto´ esquerre. Per canviar l’escala tambe´ es possible utilitzar la roda del ratol´ı.
APE`NDIX B
Configuracio´ del client
En aquest ape`ndix s’explicara` com configurar l’aplicacio´ web, tant la definicio´ de capes com de
les vistes disponibles.
B.1 Definicio´ de capes
Per tal de poder mostrar una capa de dades, primer s’ha de donar d’alta al servidor de mapes
segons l’ape`ndix E. Un cop donat d’alta al servidor ja es podra` definir al client.
Les capes es defineixen al fitxer /js/pages/layerConfig.xml. Existeixen dos para`metres prin-
cipals, el LayerSet, que e´s un conjunt de capes d’un mateix tipus, i Layer, que e´s la definicio´
d’una capa en concret. S’utilitza aquest esquema ja que diferents capes poden ser del mateix
tipus i per tant es simplifica al definir-ho dins un mateix conjunt de capes.
Els diferents elements que es poden definir so´n:
• layerset: Defineix un conjunt de capes.
• layer: Defineix una capa dins d’un conjunt de capes, el valor dins el tag sera` el nom de
la capa que tindra` tant dins el client com al servidor de mapes.
Per al layerSet es podra` definir el segu¨ent atribut:
• type: Sera` el tipus de capa definit dins el client. Aquest valor correspon al valor amb
el qual es creara` l’insta`ncia de capa al client. Per afegir me´s tipus de capes s’haura` de
modificar el fitxer /js/pages/layerStore.js segons s’indica a l’ape`ndix C.
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Al segu¨ent codi B.1, podem veure un exemple de de definicio´ de capes del client. En aquesta
configuracio´ es defineixen tres conjunts de capes amb diverses capes en cada conjunt. Com es
pot observar, cada conjunt te´ definit el tipus amb el para`metre type. El nom de cada capa esta`
definit entre els tags layer, i correspon amb el nom que s’ha definit anteriorment en el servidor.
0
<layerConfig >
<layerSet type="rasterWxsLayers">
5 <layer>CMP</layer >
<layer>CMPF</layer>
<layer>CMPAC1H </layer >
<layer>CMPAC1P </layer >
10 <layer>CMPAC1D </layer >
<layer>CMPAC30 </layer >
<layer>CMPAC10 </layer >
</layerSet >
15
<layerSet type="pluviosWxsLayers">
<layer>hourAcumSMC </layer>
<layer>dayAcumSMC </layer>
20
<layer>hourAcumSAIH </layer >
<layer>dayAcumSAIH </layer>
</layerSet >
25 <layerSet type="comarques">
<layer>comarques </layer>
</layerSet >
30 </layerConfig >
Codi B.1: Exemple de de fitxer de configuracio´ de les capes del client
B.2 Definicio´ de vistes
Les vistes es defineixen al fitxer /js/conf.xml i s’utilitzen les definicions de capes de l’apartat
anterior i les plantilles de vista que es mostren a l’ape`ndix C.
Existeixen dos para`metres principals, l’itemSet, que e´s un conjunt de vistes que s’agruparan
en un mateix apartat al menu´ superior de l’aplicacio´, i item, que e´s la definicio´ d’una vista en
concret.
Els diferents elements que es poden definir so´n:
• itemSet: Defineix un conjunt de vistes, totes les vistes definides dins de cada conjunt
quedaran sota el mateix apartat al menu´ principal de l’aplicacio´.
• item: Defineix una vista dins d’un conjunt de vistes, dins del tag es definiran les capes
que utilitza aix´ı com la plantilla que es fara` servir per mostrar la vista.
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Per al itemSet es podra` definir el segu¨ent tag :
• label: Sera` el nom que es mostrara` al menu´ principal per cada apartat.
Per cada item es podran definir el segu¨ents tags:
• label: Es el nom que es mostrara` al menu´ principal per seleccionar cada una de les vistes.
• template: Es el nom del fitxer que implementa la plantilla que s’utilitzara` en la vista.
• layer: Es el nom de les capes que s’utilitzaran en la vista. Pre`viament han d’estar
definides com s’indica al cap´ıtol anterior.
Tambe´ es possible definir l’atribut defaultItem, com a valor boolea`, que indica si l’Item e´s
la vista per defecte que es carregara` a l’inici de l’aplicacio´.
Per cada layer es podran definir el segu¨ents atributs:
• master: Aquest atribut e´s u´nic i obligatori per a cada vista, indica que sera` la capa que
s’utilitzara` com a refere`ncia per calcular els passos de temps dins dels intervals de temps
que l’usuari seleccioni.
• transparency: Indica que s’afegira` un slider dins del selector de capes per ajustar la
transpare`ncia de la capa.
• forecastLayer: Aquest atribut e´s u´nic per a cada vista, indica el nom de la capa que
contindra` la previsio´ d’aquesta capa.
• forecast: Aquest atribut boolea` e´s u´nic per a cada vista, indica que si e´s una capa de
previsio´, podra` ser referenciada per l’atribut anterior.
• masterPaletteLayer: Aquest atribut e´s u´nic per a cada vista, indica la capa que la qual
s’utilitzara` la paleta. Es fa servir en el cas que es vulgui fer servir la paleta d’una capa
que no e´s la definida com a master.
Al segu¨ent codi B.2, podem veure un exemple de de definicio´ de vistes del client. Amb
aquesta configuracio´ es defineixen tres grups de vistes que correspondran a tres elements de
menu´. En el primer itemSet es definixen dues vistes. En la primera d’elles, la capa CMPAAC1P
sera` la que s’utilitzara` com a refere`ncia per calcular els passos de temps. Altres capes definides
so´n la topografia, els l´ımits comarcals i la capa d’acumulacions horaries de pluvio`metres. En la
segona vista poden veure un exemple de l’u´s de la previsio´, la capa CMP tindra` com a previsio´
la capa CMPF. En la tercera, es mostra l’u´s de l’atribut masterPaletteLayer, encara que la capa
de refere`ncia e´s la capa CMPAC30, s’utilitzara` la paleta de ALERTAA.
0
<config >
<itemSet >
<label>Combinacio </label>
5 <item>
<label>Producte ACA (1h)</label>
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<template >pages/template1 </template >
<layer master="true" transparency="true">CMPAC1P </layer>
<layer>topo</layer>
10 <layer>comarques </layer>
<layer>hourAcumSMC </layer>
</item>
<item>
<label>Producte ACA (24h)</label>
15 <template >pages/template1 </template >
<layer master="true" transparency="true" >CMPAC1D </layer>
<layer>topo</layer>
<layer>comarques </layer>
<layer>dayAcumSMC </layer>
20 </item>
</itemSet >
<itemSet >
<label>Mode Reproduccio </label >
25 <item defaultItem="true">
<label>Temps Real</label>
<template >pages/template1 </template >
<layer master="true" forecastLayer="CMPF" transparency="true" >CMP
</layer >
<layer forecast="true" transparency="true" >CMPF</layer >
30 <layer>topo</layer>
<layer>google </layer>
<layer>comarques </layer>
</item>
</itemSet >
35
<itemSet >
<label>Alertes </label>
<item>
<label>Pluja Agregada </label>
40 <template >pages/template1 </template >
<layer master="true" transparency="true" masterPaletteLayer="
ALERTAA" >CMPAC30 </layer>
<layer transparency="true">ALERTAA </layer>
<layer>topo</layer>
</item>
45 </itemSet >
</config >
Codi B.2: Exemple de fitxer de configuracio´ de les vistes del client
APE`NDIX C
Implementacio´ de vistes client
En aquest ape`ndix s’explicara` com s’han d’implementar les plantilles que s’utilitzen per definir
les vistes.
Al segu¨ent codi C.1, es mostra l’exemple d’una plantilla de vista per al client. Nome´s es te´
en compte la funcio´ init, que e´s la que s’executa quant l’aplicacio´ crea l’insta`ncia del template.
Aquesta funcio´ te´ tres para`metres, item e´s l’objecte que conte´ la configuracio´ de la vista, element
e´s l’element HTML contenidor de la vista i store e´s un insta`ncia de la classe layerStore que
permet crear insta`ncies del tipus OpenLayers.Layer.
Primerament es guarda l’element contenidor dins l’objecte template i es defineixen els servi-
dors i les projeccions que utilitzara` la vista. Els servidors Proxy so´n els utilitzats per recuperar
informacio´ fent servir te`cniques AJAX, ja que e´s possible allotjar el servidor de mapes en una
ma`quina diferent de la que actua com a servidor web.
Seguidament, es carrega el fitxer CSS, que definira` els estils per al codi HTML de l’aplicacio´ i
s’insereixen els elements HTML que compondran la vista. A continuacio´ es creen les insta`ncies
de capa definides al para`metre item i tambe´ els controls de la vista. Cal observar que e´s
important l’ordre de creacio´ dels diferents objectes ja que alguns d’ells so´n para`metres d’altres
a l’hora de crear-los, com per exemple, el LayerSwitcher necessita la insta`ncia del Map.
Finalment nome´s queda centrar el mapa, establint les coordenades de la capsa englobant,
indicar les dimensions del contenidor de la vista i refrescar el calendari per a que carregui les
dades inicials.
0
init : function( item , element , store ) {
// element HTML contenidor de la vista
this.el = element;
5
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// definicio de servidors a utilitzar
this.mapObj.mainServer = store.mainServer;
this.mapObj.proxiedServer = store.proxiedServer;
OpenLayers.ProxyHost = "http://nuvol.upc.es/cgi -bin/proxy.cgi?
url=";
10
// projeccions cartografiques
Proj4js.defs["EPSG:32631"] = "+proj=utm +zone =31 +ellps=WGS84 +
datum=WGS84 +units=m +no_defs";
Proj4js.defs["EPSG:900913"] = "+proj=merc +a=6378137 +b=6378137
 +lat_ts =0.0 +lon_0 =0.0 +x_0 =0.0 +y_0=0 +k=1.0 +units=m +
nadgrids=@null +no_defs";
Proj4js.defs["EPSG:4326"] = "+proj=longlat +ellps=WGS84 +datum=
WGS84 +no_defs";
15
// carrega del fitxer CSS
this.loadCss("css/template1.css");
// plantilla del elements HTML que composen la vista
20 var divs = ’<div id=" leftContainer"> ’+
’<div id=" mapContainer"> ’+
’</div >’ +
’</div >’ +
’<div id=" rightContainer"> ’ +
25 ’<div id=" TimeSelector"></div >’ +
’<div id=" switcher"></div > ’ +
’<div id=" workspace"><div id=" chartInfo"></div ><div
 id=" chart"></div ></div > ’ +
’</div >’ +
’<div id=" footer"> ’ +
30 ’<div id=" controlAnim"></div >’ +
’</div >’;
this.el.append(divs);
35 // creacio del mapa
this.mapObj = new Map( $(’#mapContainer ’) );
// creacio de capes
var len = item.layers.length;
40 for(var i=0; i<len; i++ ) {
var layerItem = item.layers[i];
var layer = new Layer( this.mapObj , store.getLayer(
layerItem.name ), layerItem.masterLayer , layerItem.
transparency , layerItem.forecastLayer , layerItem.
forecast , layerItem.masterPaletteLayer );
//this.addRef(layer);
}
45
// interficie de control
this.switcherObj = new LayerSwitcher( $(’#switcher ’), this.
mapObj );
this.mapObj.setSwitcher( this.switcherObj );
this.timeSelector = new TimeSelector( $(’#TimeSelector ’), this.
mapObj , true );
50 this.controlAnimation = new ControlAnimation( $(’#controlAnim ’)
, this.timeSelector );
// centrar mapa
this.mapObj.initialBottomLeftZoomPoint = new OpenLayers.
Geometry.Point( -0.99924 ,39.48 ); //lat/lon
this.mapObj.initialTopRightZoomPoint = new OpenLayers.Geometry.
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Point( 4.6923 , 43.8605 ); //lat/lon
55 this.mapObj.setCenterMap ();
// dimensions del contenidor principal
var viewportWidth = $( window).width ();
var viewportHeight = $( window).height ();
60
var headerHeight = $("#header").height ();
var footerHeight = $("#footer").outerHeight ();
var bodyHeight = $("body").height ();
this.el.height( bodyHeight - headerHeight - 15 ); // 15==
margin&padding of header
65
// actulitzar calendari
$( "#calendar" ).datepicker( "refresh" );
},
Codi C.1: Exemple de vista
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APE`NDIX D
Manual d’usuari del servidor
En aquest annex s’explicara` com usar el servidor del sistema, aix´ı com la manera de instal·lar-
lo i configurar-lo. Tambe´ s’introduira` la manera de publicar noves capes i d’ampliar la seves
funcionalitats.
D.1 Requisits mı´nims
Els requisits mı´nims que ha de complir l’equip on es vulgui executar el servidor so´n:
• Intel Pentium Core2Duo 2.0GHz (o equivalent)
• 2GB de memo`ria RAM
• 2GB d’espai lliure al disc dur.
Els requisits referents al programari so´n:
• Sistema operatiu Debian Lenny 5.0
• Java Runtime Environment 1.6
• Tomcat Server 6.0 o superior
• Mysql 5.0 o superior
• IDL 7.0
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• Apache Server 2.0
• MapServer 5.6 o superior
Tots aquestes aplicacions estan disponibles als repositoris oficials del sistema operatiu De-
bian Lenny, excepte l’IDL 7.0 ja que e´s una aplicacio´ propieta`ria.
D.2 Instal·lacio´ del servidor
Primerament s’ha de copiar el directori que conte´ els fitxers de l’aplicacio´ web a l’arrel del
directori public del Servidor Apache. D’aquesta manera sera` accessible pels navegadors web.
Per fer accessibles les capes esta`tiques nome´s cal copiar els fitxers de configuracio´ al directori
on l’aplicacio´ web els referenciara`.
Per al correcte funcionament del servidor de mapes cal definir les variables d’entorn per al
servidor Tomcat que executa el servidor de mapes. La manera me´s senzilla e´s afegir aquestes
definicions al fitxer d’inicialitzacio´ /usr/share/tomcat6.0/bin/catalina.sh el segu¨ent codi:
0 JAVA_OPTS=-Djava.library.path=/directori -llibreries/lib
COMMON_JAVA_LIB =/directori -llibreries/common/java/lib
ODM_HOME=$COMMON_JAVA_LIB/odm
CLASSPATH=$CLASSPATH:$COMMON_JAVA_LIB/odm -crahi -2.0-bin.jar
CLASSPATH=$CLASSPATH:$ODM_HOME/lib/mysql -connector -java -5.1.7 - bin.jar
5 CLASSPATH=$CLASSPATH:$ODM_HOME/lib/*
CLASSPATH=$CLASSPATH:$ODM_HOME/lib/eclipselink/eclipselink.jar
CLASSPATH=$CLASSPATH:$ODM_HOME/lib/eclipselink/jpa/javax.persistence_2
.0.0. v201002051058.jar
CLASSPATH=$CLASSPATH:$ODM_HOME/lib/geotools /*
CLASSPATH=$CLASSPATH:$ODM_HOME/odm -admin -1.0. jar
10 export CLASSPATH
export COMMON_JAVA_LIB
Codi D.1: Exemple de configuracio´ del servidor Tomcat
Tambe´ e´s necessari definir la base de dades ODM i la que s’utilitza per a les imatges raster als
fitxers WFS-Mapscript/WebContent/conf/config-historics.xml i WFS-Mapscript/src/hibernate.cfg.xml
respectivament.
0 <?xml version="1.0" encoding="UTF -8"?>
<!DOCTYPE properties SYSTEM "http :// java.sun.com/dtd/properties.dtd">
<properties >
<entry key="sid">DDBBName </entry>
<entry key="address">servidor </entry>
5 <entry key="user">user</entry>
<entry key="port">3306</entry>
<entry key="password">****** </entry >
<entry key="DBMS">MySQL</entry >
</properties >
Codi D.2: Exemple de configuracio´ de la base de dades ODM
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0 <property name="connection.url">jdbc:mysql :// servidor :3306/ DDBBName?
autoReConnect=true</property >
<property name="connection.username">username </property >
<property name="connection.password">******** </property >
Codi D.3: Exemple de configuracio´ de la base de dades Raster
Per instal·lar el servidor de mapes s’ha d’obtenir el fitxer .WAR, en l’entorn de desenvolu-
pament Eclipse, i introduir-lo al servidor Tomcat des de la pa`gina d’administracio´. Un cop en
funcionament, es possible consultar el log al fitxer /var/log/tomcat/catalina.log.
D.3 U´s del servidor
Per iniciar i aturar el servidor nome´s cal executar les comandes /etc/init.d/tomcat start i
/etc/init.d/tomcat stop respectivament.
Si es desitjar generar dades manualment s’han d’utilitzar les segu¨ents comandes:
• idl -rt=”/ImaGenPRO/imagenpro.sav-args ”/directori-capes/nom-capa/task-fileconfig.xml”
Per generar imatges radar s’ha d’executar l’aplicacio´ ImagenPro juntament al fitxer de
configuracio´ de la capa com a para`metre.
• idl -rt=/ANIMA-PNG/pp.sav -args C¸MP””/directori-capes/nom-capa/tmp/””/directori-
capes/nom-capa-previsio/tmp/”C¸MP201102211800.sav” Pel cas d’imatges radar de re-
flectivitat, cal utilitzar l’aplicacio´ ANIMA-PNG juntament amb el directori de la capa a
generar, el directori que conte´ la capa de previsio´ i el fitxer me´s antic des del qual es volen
generar les imatges com a para`metres.
• ./odm-admin process -db=c¸onf/config-ehimi.xml-config=c¸onf/readers.xml-variable=”P01000-
source=”SMC-start-time=”16/02/2011 00:00:00-end-time=”17/02/2011 00:00:00-processing-
method=”Acumulacio´ hora`ria” Per generar les acumulacions dels pluvio`metres, s’utilitza
l’aplicacio´ odm-admin juntament amb l’interval que es vol processar, la variable, l’origen
de dades, i el me`tode de processament com a para`metres.
• ./odm-admin delete -db=c¸onf/config-ehimi.xml-variable=”P04001-source=”SMC-start-time=”16/02/2011
00:00:00-end-time=”17/02/2011 00:00:00” Com en el cas anterior, per eliminar les acu-
mulacions s’utilitza tambe´ l’odm-admin. Cal observar, que si es volen actualitzar dades
ja introdu¨ıdes primer s’han d’eliminar.
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APE`NDIX E
Configuracio´ del servidor
En aquest ape`ndix s’explicara` com configurar el servidor de mapes, tant la definicio´ de capes
esta`tiques com dina`miques, incloent les configuracions addicionals per a les capes de radar i
pluvio`metres.
E.1 Capes dina`miques
Per a que el servidor del sistema pugui inicialitzar i servir les capes, es necessari indicar-li
un fitxer XML amb la configuracio´. S’ha decidit utilitzar l’XML per la facilitat amb que es
pot definir i modificar els para`metres de configuracio´. Existeixen dos para`metres principals el
LayerSet, que e´s un conjunt de capes d’un mateix tipus, i Layer, que e´s la definicio´ d’una capa
en concret. S’utilitza aquest esquema ja que es habitual que diferents capes tinguin diversos
para`metres amb al mateix valor i per tant es simplifica al definir-ho dins un mateix conjunt
de capes. Els para`metres que s’assignen a un conjunt de capes, s’assignaran alhora a les capes
d’aquell conjunt. D’altra banda, els para`metres definits sota cada capa nome´s afectaran a
aquella capa en qu¨estio´.
Els diferents para`metres que es poden definir so´n:
• layersets: Defineix el contingut de la configuracio´ del servidor, tota definicio´ fora d’aque-
sta etiqueta no s’interpretara`.
• layerset: Defineix un conjunt de capes.
• layer: Defineix una capa dins d’un conjunt de capes.
Els diferents atributs va`lids per a les capes so´n:
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• classname: Nom de la classe Java que implementa la capa, tambe´ e´s el prefix de les
classes auxiliars, com per exemple la Factory.
• type: E´s el tipus de dades que serveix aquesta capa, pot ser Raster o Point, per a imatges
i dades vectorials respectivament.
• inputProjection: Projeccio´ d’entrada de les dades.
• name: Nom de la capa.
• taskClassName: Nom de la classe Java que implementa la Task.
• taskExecutionInterval: Interval de temps d’execucio´ en minuts de la tasca definida
anteriorment.
• variable: Nom de la variable que e´s consultara` a la base de dades ODM, nome´s e´s va`lid
per a capes amb classname Pluvios.
• network Nom de la xarxa de sensors dins la base de dades ODM, nome´s e´s va`lid per a
capes amb classname Pluvios.
• provider Nom del prove¨ıdor de dades dins la base de dades ODM, nome´s e´s va`lid per a
capes amb classname Pluvios.
• taskProcessingMethod Nom del processat de dades per l’aplicacio´ ODMAdmin, nome´s
e´s va`lid per a capes amb classname Pluvios.
Al segu¨ent codi E.1, podem veure un exemple de configuracio´ del servidor. Amb aquesta
configuracio´ es defineixen quatre conjunts de capes, dues de dades vectorials i dues d’imatges
radar. Com es pot observar, hi ha definits para`metres dins de cada conjunt que afecten a
totes les capes del conjunt corresponent. El primer conjunt defineix dues capes d’acumulacions
hora`ries i dia`ries de diferents prove¨ıdors. Cada una d’elles te´ associada una tasca del mateix
tipus, encara que fan u´s d’un me`tode de processat diferent, definit a taskProcessingMethod.
Tambe´ e´s interessant observa el valor del para`metre variable que defineix el nom de la variable
a consultar dins de la base de dades ODM. Al segon conjunt, trobem que canvia la variable per
tal de servir els valors dels cabals i nivells de rius i el volum dels embassaments. El tercer conjunt
defineix dues capes d’imatges radar que comparteixen gairebe´ tots els para`metres, excepte el
nom amb el qual s’identifiquen. Al quart conjunt tenim dues capes les quals tenen tasques
diferents entre elles, per tant es defineix el para`metre taskClassname dins de cada capa.
0
<layersets >
<layerset >
<param name="classname" value="edu.upc.crahi.layerExtension.Pluvios"
/>
5 <param name="type" value="POINT" />
<param name="inputProjection" value="4326" />
<param name="taskClassname" value="edu.upc.crahi.layerExtension.
PluviosTask" />
10 <param name="taskExecutionInterval" value="150" />
<layer>
<param name="name" value="hourAcumSMC" />
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<param name="variable" value="P04001" />
15
<param name="network" value="SMC" />
<param name="provider" value="COLL" />
<param name="taskVariable" value="P01000" />
20 <param name="taskProcessingMethod" value="Acumulacio horaria" />
</layer>
<layer>
<param name="name" value="dayAcumSAIH" />
25 <param name="variable" value="P05001" />
<param name="network" value="SAIH" />
<param name="provider" value="SAIH" />
<param name="taskVariable" value="P01000" />
30 <param name="taskProcessingMethod" value="Acumulacio diaria" />
</layer>
<layerset >
<layerset >
35 <param name="classname" value="edu.upc.crahi.layerExtension.Pluvios"
/>
<param name="type" value="POINT" />
<param name="inputProjection" value="4326" />
<param name="network" value="SAIH" />
40 <param name="provider" value="SAIH" />
<layer>
<param name="name" value="nivellRiusSAIH" />
<param name="variable" value="L01000" />
45
</layer>
<layer>
<param name="name" value="cabalRiusSAIH" />
50 <param name="variable" value="F01000" />
</layer>
<layer>
55 <param name="name" value="volumEmbassamentSAIH" />
<param name="variable" value="Z01000" />
</layer>
</layerset >
60 <layerset >
<param name="classname" value="edu.upc.crahi.layerExtension.Radar" />
<param name="type" value="RASTER" />
<param name="taskClassname" value="edu.upc.crahi.layerExtension.
RadarTask" />
65 <param name="inputProjection" value="32631" />
<layer>
<param name="name" value="CMPAC1H" />
<param name="taskExecutionInterval" value="5" />
70 </layer>
<layer>
<param name="name" value="CMPAC1P" />
<param name="taskExecutionInterval" value="5" />
86 APE`NDIX E. CONFIGURACIO´ DEL SERVIDOR
</layer>
75 </layerset >
<layerset >
<param name="classname" value="edu.upc.crahi.layerExtension.Radar" />
<param name="type" value="RASTER" />
80
<param name="inputProjection" value="32631" />
<layer>
<param name="name" value="CMP" />
85 <param name="taskClassname" value="edu.upc.crahi.layerExtension.
RadarTaskCMP" />
<param name="taskExecutionInterval" value="5" />
</layer>
<layer>
<param name="name" value="CMPF" />
90 <param name="taskClassname" value="edu.upc.crahi.layerExtension.
RadarTaskCMPForecast" />
<param name="taskExecutionInterval" value="5" />
</layer>
</layerset >
95 </layersets >
Codi E.1: Exemple de fitxer de configuracio´ del sistema
E.2 Capes esta`tiques
Per poder definir capes esta`tiques dins el MapServer es necessari crear un fitxer amb extensio´
.map que contingui la seva configuracio´. Aquest fitxer sera` referenciat en la url d’acce´s a les
dades per OpenLayers. La url sera` de la forma url-servidor/cgi-bin/mapserv?map=/directori/fitxer-
configuracio.map
Al segu¨ent codi E.2, es mostra un exemple de configuracio´ per una capa topogra`fica esta`tica.
Les dades d’entrada, de les quals es generen les respostes, e´s una imatge en format png juntament
amb fitxer de text que conte´ la capsa englobant. Per definir una capa d’aquest tipus nome´s
cal indicar on es troba l’imatge dins d’una seccio´ LAYER, les coordenades de l’imatge s’han de
troba al mateix directori en un fitxer de text, segons el format pgw, amb el mateix nom. Tambe´
e´s necessari indicar les mides de l’imatge, la capsa englobant de la capa, aix´ı com la projeccio´
d’entrada i sortida.
0 MAP
IMAGETYPE PNG24
# EXTENT [minx] [miny] [maxx] [maxy]
EXTENT -701778 3734068 2223910 6126039
5 SIZE 1873 1531
SHAPEPATH "./ images"
PROJECTION
"init=epsg :32631"
10 END
LAYER
NAME topografia
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DATA Cat300.png
15 TYPE RASTER
PROJECTION
"init=epsg :32631" # WGS84 / UTM 31n
END
20 END
LAYER
NAME topografiaTiles
STATUS ON
25 TILEINDEX "./ tileshapes/topografia.shp"
TILEITEM "Location"
TYPE RASTER
PROJECTION
30 "init=epsg :32631" # WGS84 / UTM 31n
END
END
END
Codi E.2: Exemple de capa esta`tica a partir d’una imatge
Si es desitja utilitzar juntament amb el TileCache e´s necessari definir tambe´ una capa amb
el fitxer ShapeFile que defineix les particions de l’imatge en un mosaic. En el codi anterior,
es defineixen dues capes: la topografia, que retornara` la capa processant tota l’imatge, i la
topografiaTiles, que retornara` la capa anterior en forma de mosaic. Per construir el fitxer
ShapeFile a partir de l’imatge nome´s cal utilitzar l’aplicacio´ gdaltindex. Amb el nom d’imatge,
juntament amb el fitxer de coordenades amb el mateix nom, i el nom de sortida gdaltindex
generara` el ShapeFile que podra` ser utilitzat per l’aplicacio´ TileCache.
Al segu¨ent codi E.3, es mostra un exemple de definicio´ de capa la qual te´ com a dades
d’entrada un fitxer ShapeFile. La sortida d’aquesta capa seran imatges georefe`renciades. La
u´nica diferencia amb el codi anterior e´s el fitxer d’entrada, que en aquest cas so´n dades vectorials.
En aquest cas, per la seva utilitzacio´ conjunta amb el TileCache no e´s necessari generar cap
fitxer addicional.
0 MAP
IMAGETYPE PNG
EXTENT -180 -90 180 90
SIZE 1000 1000
SHAPEPATH "/var/dades/raw/cartografia/vectorial/"
5 IMAGECOLOR 255 50 255
PROJECTION
"init=epsg :4326" # WGS84 / UTM 31n
END
10
LAYER
NAME comarques
DATA "limitsAdministratius/catalunya/comarques/comarques"
TYPE POLYGON
15
PROJECTION
"init=epsg :32631" # WGS84 / UTM 31n
END
METADATA
20 "wms_title" "Comarques"
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"wms_srs" "EPSG :32631 EPSG :900913 EPSG :4326"
END
CLASS
25 STYLE
OUTLINECOLOR 32 32 32
END
END
END
30 END
Codi E.3: Exemple de capa esta`tica a partir d’un ShapeFile
Al segu¨ent codi E.4, es mostra un exemple de configuracio´ per una capa topogra`fica esta`tica.
Per definir una capa al TileCache s’ha de definir una nova seccio´, on l’identificador d’aquesta
seria el nom capa preprocessada. Tambe´ cal establir diversos para`metres de la capa original,
com el nom de la capa en el MapServer, la projeccio´ i la capsa englobant. Pel cas d’imatges,
en comptes d’establir com a capa original la que conte´ l’imatge com a dada d’entrada, s’haura`
de establir la capa que defineix les particions per obtenir el mosaic.
0 [topografiaTilesCached]
type=WMSLayer
url=http :// servidor/topografia.map
extension=png
layers=topografiaTiles
5 SRS=EPSG :32631
maxResolution =5714
bbox = -701778 ,3734068 ,2223910 ,6126039
92100000
extent_type=loose
Codi E.4: Exemple de capa esta`tica definida al TileCache
APE`NDIX F
Implementacio´ capes servidor
En aquest ape`ndix s’explicara` com implementar noves capes en el servidor de mapes, tant la
definicio´ de capes com les configuracions addicionals per a les capes de radar i pluvio`metres.
Al segu¨ent codi F.1, podem veure un exemple d’implementacio´ d’una classe que hereta
de Factory. Aquesta classe creara` les insta`ncies de Layer definides a la configuracio´. La
principal funcio´ que s’ha d’implementar e´s specializeLayer que s’encarrega d’inicialitzar els
para`metres particulars de cada tipus de Layer. Com a para`metres rep la llista de para`metres
de configuracio´ i la insta`ncia de Layer que ha d’inicialitzar. En aquest cas defineix el para`metre
ExecutionInterval de la tasca associada i l’objecte MapServerObj. Un cop definits invoca la
funcio´ init de la Layer per a que sigui inicialitzada correctament.
0
public boolean specializeLayer( HashMap <String , String > params , Layer
layer) {
Radar layerRadar = (Radar) layer;
5 // i n i t i a l i z e radar ta sk
i f ( params.containsKey(TASK_CLASSNAME) ) {
String taskClassName = params.get(TASK_CLASSNAME);
i f ( TASK_CLASSNAME_DEFAULT.equalsIgnoreCase(taskClassName) &&
params.containsKey(TASK_EXECUTION_INTERVAL) ) {
10 RadarTask radarTask = (RadarTask) layerRadar.getTask ();
radarTask.setExecutionInterval( Integer.parseInt( params.get
(TASK_EXECUTION_INTERVAL) ) );
}
}
15 i f ( mapObjTemplate == null ) mapObjTemplate = new mapObj(
mapFilePath );
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layerRadar.init( mapObjTemplate , mapFilePath);
}
Codi F.1: Exemple de codi d’una classe Factory
Al segu¨ent codi F.2, podem veure un exemple d’implementacio´ d’una capa que hereta de
la classe Layer. Aquesta classe s’encarrega de generar les respostes per a les peticions que
arriben dirigides a aquesta capa. Segons el tipus de capa i la informacio´ que es desitgi retor-
na haura` d’implementar-se les funcions getMap, getFeatures i getFeatureInfo. Un cop s’hagin
obtinguts les dades que s’han de retornar s’haura` de construir la resposta, mitjanc¸ant la classe
ResponseParams, establint el tipus de dades i les dades en si. En aquest cas, l’operacio´ getMap
retornara` l’imatge creada a partir de l’objecte MapServerObject. Les altres dues operacions
retornen text, en el cas de getFeatures ho fa a partir del MapServerObject i getFeatureInfo a
partir d’un objecte JSON. Per altra banda, tambe´ e´s necessari implementar la funcio´ init si la
capa conte´ para`metres de configuracio´ addicionals.
0
public void init(mapObj mapObjTemplate , String mapFilePath ) {
this .mapObjTemplate = mapObjTemplate;
this .mapFilePath = mapFilePath;
}
5
public ResponseParams getMap(Map parameterMap) {
...
10 // c o l l e c t response
ResponseParams responseParams = new ResponseParams ();
responseParams.contentType = image.getFormat ().getMimetype ();
responseParams.response = image.getBytes ();
15 return responseParams;
}
public ResponseParams getFeatures( Map parameterMap ) {
20 ...
mo.OWSDispatch(wms_request);
// c o l l e c t response
25 ResponseParams responseParams = new ResponseParams ();
responseParams.contentType = mapscript.
msIO_stripStdoutBufferContentType ();
responseParams.response = mapscript.msIO_getStdoutBufferString ();
return responseParams;
30 }
public ResponseParams getFeatureInfo( Map parameterMap , String infoId
) {
...
35
JSONObject jsonResponse = new JSONObject ();
jsonResponse.put("layerName", this .name);
// c o l l e c t response
40 return new ResponseParams(jsonResponse.toString (2), View.JSON);
}
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Codi F.2: Exemple de codi d’una classe Layer
Per al cas en que una capa tingui tasques associades, s’ha d’implementar, heretant de Task,
una classe que re-implementi la funcio´ run. Aquesta funcio´ sera` invocada per l’Scheduler cada
cert temps, segons la configuracio´ definida. En aquest cas, crea un proce´s i s’espera fins que la
seva execucio´ a completat.
0 public void run() {
super.run();
i f ( firstRun ){
firstRun = fa l se ;
5 }
...
// process
10 task = new PluviosTaskODMAdmin ();
task.initProcess(PATH_TO_ODM_ADMIN , PluviosTaskODMAdmin.
ACTION_PROCESS , Model.getRootRealPath () + this .
odmConfigFilePath , this .taskVariable , pluviosLayer.getNetwork
(), startDate , endDate , this .taskProcessingMethod);
task.run();
task.waitProcessEnd ();
}
Codi F.3: Exemple de codi d’una classe Task
Si a me´s d’associar una tasca es desitja crear un proce´s extern, es recomanable implementar
una classe a partir de Process, d’aquesta manera es creara` un fil d’execucio´ nou per a cada
proce´s, evitant aix´ı el bloqueig de l’execucio´. En l’exemple F.4 es mostren dues funcions,
initProcess, que inicialitza el proce´s abans de posar-lo en execucio´ establint l’atribut command,
que conte´ la comanda que s’haura` d’executar. D’altra banda, run, invocara` la mateixa funcio´
en la jerarquia Process executant aix´ı la comanda definida en l’atribut command. Es possible
realitzar alguna operacio´ addicional en aquesta funcio´, com per exemple llegir la sortida del
proce´s.
0
public void initProcess(String pathToOdmAdmin , String action , String
pathToDdbbConfig , String taskVariable , String source , String
startDate , String endDate , String taskProcessingMethod ) {
this .setDaemon(true);
5 String odmAdmin = pathToOdmAdmin + ODM_ADMIN_SCRIPT;
// . . . ac t ion parameter wi thout mod i f i ca t i on
String ddbbConfigParam = "-db=" + pathToDdbbConfig;
String configReadersParam = "-config=" + pathToOdmAdmin +
READERS_CONFIG_FILE_PATH;
String variableParam = "-variable=" + taskVariable;
10 String sourceParam = "-source=" + source;
String startDateParam = "-start -time=" + startDate;
String endDateParam = "-end -time=" + endDate;
String processingMethodParam = "-processing -method=" +
taskProcessingMethod;
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15 this .command = new String [] { odmAdmin , action , ddbbConfigParam ,
configReadersParam , variableParam , sourceParam , startDateParam
, endDateParam , processingMethodParam };
printCommand( this .getClass ().getName (), this .command);
}
20
@Override
public void run() {
super.run();
25 String [] output = getOutput ();
i f ( output != null ){
System.out.println("------- PLUVIOS TASK -------------------");
System.out.println(output [0]);
30 System.out.println(output [1]);
}
}
Codi F.4: Exemple de codi d’una classe Process
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Glossari de termes
ACA Age`ncia Catalana de l’Aigua.
AJAX Asynchronous JavaScript And XML
CRAHI Centre de Recerca Aplicada en Hidrometeorologia
CSS Cascading Style Sheets
Frame Fotograma o quadre, imatge particular dins d’una successio´ d’imatges que composen
una animacio´
HTML HyperText Markup Language
JavaScript Object Notation JSON
JRE Java Runtime Environment
MVC Model Vista Controlador
ODM Observations Data Model
Raster E´s una estructura o fitxer de dades que representa una reixeta rectangular de p´ıxels o
punts de color, anomenada raster, que es pot visualitzar en un monitor d’ordinador,
paper o un altre dispositiu de representacio´.
SMC Servei Meteorolo`gic de Catalunya
Thread Unitat me´s petita de processament que pot ser programada pels sistemes operatius,
i que permet a un proce´s executar diferents tasques al mateix temps.
VISHID Visor Hidrolo`gic
WFS Web Feature Service
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Widget Element d’una interf´ıcie d’usuari que mostra informacio´ i amb el qual l’usuari hi pot
interactuar
WMS Web Map Service
XML eXtensible Markup Language
