ABSTRACT This paper aims to propose a robust hybrid probabilistic learning approach that combines appropriately the advantages of both the generative and discriminative models for the challenging problem of diabetic retinopathy classification in retinal images. We build new probabilistic kernels based on information divergences and Fisher score from the mixture of scaled Dirichlet distributions for support vector machines (SVMs). We also investigate the incorporation of a minimum description length criterion into the learning model to deal with the common problems of determining suitable components and also selecting the best model that describes the dataset. The developed hybrid model is introduced in this paper as an effective SVM kernel able to incorporate prior knowledge about the nature of data involved in the problem at hand and, therefore, permits a good data discrimination. Our approach has been shown to be a better alternative to other methods, which is able to describe the intrinsic nature of datasets and to be of a significant value in a variety of applications involving data classification. We demonstrate the flexibility and the merits of the proposed framework for the problem of diabetic retinopathy detection in eye images.
I. INTRODUCTION A. PROBLEM STATEMENT
The problem of diabetic retinopathy lesions detection in eye images is addressed in this paper. In fact, the World Health Organization (WHO) cited that diabetes mellitus (DM) is the most common endocrine disease in the World. 1 WHO estimated in 2014 that about 347 million people worldwide have diabetes. In 2012, 1.5 million deaths were directly caused by diabetes. Based on many studies in the world, 2 the most serious complication of long-term diabetes is the diabetic retinopathy (DR). Diabetic retinopathy is a serious disease which causes vision loss in the working-age population. For instance, based on some studies y in [1] - [5] , visual loss can be prevented if the DR is detected and treated earlier. However, this is can be difficult as the disease often shows few symptoms until it is too late to provide effective treatment. Unfortunately, the protocol followed by trained specialist 1 http : //www.who.int/topics/diabetes_mellitus/en/ 2 https : //www.diabetes.co.uk/references.html is time consuming and exhaustive. Consequently, there is an urgent need for efficient DR screening tools allowing timely treatment and early revealing of diseases and critical risks. This challenging topic has gained importance from the research community [4] , [6] - [8] and several computer-aided screening systems have been developed in the last decay in which image processing helps to diagnose diabetic retinopathy. Their common purpose is to detect the most common signs of DR such as exudates, hemorrhages (HA), cotton wool spots (CWS) and microaneurysms (MA) [9] .
B. RELATED WORKS
In the literature there are numerous studies related to the detection of DR lesions such as exudate [10] - [12] microaneurysm and hemorrhage detection [13] - [15] . Among the successful approaches, the authors in [16] focused on the identification and staging of DR by applying a combination of SVM classifier and a set of features of higher-order spectra. An extension of this work was also developed in [17] that exploits texture features which are calculated by run length and co-occurrence matrices. In [18] authors proposed a relevant features extraction (AM-FM) technique and a hierarchical clustering to detect DR lesions and to grade their severity. Other relevant works are proposed to detect the microaneurysms (MA) lesion with different techniques like wavelet transform-based template matching [19] ; dynamic thresholding-based method followed by a multi-scale correlation filtering [15] ; detector framework [20] that uses the principle of selecting the best optimal combination (preprocessing and candidate extraction steps). In [21] MAs are identified based on the local rotating cross-section profile. Some features like shape, size, and height are extracted to analyze the profile. False detections are also removed through a classification step with Naive Bayes classifier. On the other hand, exudates pathologies are also treated and extracted with other approaches in retinopathy images such as fuzzy FCM clustering algorithm and morphological operators [22] and computational intelligence technique [10] . For the latter, segmented regions are classified into 2 classes: exudates and non-exudates. Classification process is based on the selection of a subset of features like the size, color, texture, and edge strength. Another interesting method was proposed in this context that uses generic contextual information [12] . In particular, a step of spatial relation modeling was performed between the exudates and the lesions in 2D retinal images. Other types of lesions ''hemorrhages'' are also examined and detected with a process of a splat feature classification method [14] that involves a step of extraction and selection of best subset of visual features (i.e spatial location, shape, and color). Other studies are also proposed in the literature for screening diabetic retinopathy through for example segmenting the vessels in the eye images [23] - [26] . Even several approaches have been proposed to solve the problem of diabetic retinopathy detection, however, the major problems facing researchers in developing accurate methods are related to the inter-and intra-variability in appearance that causes a lot of false positives. Furthermore, a lot of works ignore the richness of low-level visual content of eye images which can be very helpful. Thus, the need for developing more intelligent and flexible tool for DR detection able to achieve high performance rate is highly desirable.
C. MOTIVATION AND CONTRIBUTION
Diabetic retinopathy detection can be viewed as the problem of reliably distinguishing between normal and abnormal eye images. Comparing classification algorithms is a too difficult problem as many efforts have been achieved in developing methods taking into account different assumptions (like the nature of data to be classified). It is possible to divide these approaches into two main categories: generative probabilistic-based approaches (known also as model-based approaches) and discriminative approaches. Generative models have the advantage of offering a principled effective way for handling uncertainty and they are practical especially when dealing with missing and incomplete data [27] - [30] by learning the joint probability model p(x,y) of input x and class label y. Nevertheless, the classification performance of these models is generally lower than discriminative models [31] - [33] . The latter are particularly used in the construction of flexible decision boundaries and recognition problems. They have been applied with success in various applications such as speech recognition, image classification, text classification, and bio-informatics, etc. SVM is a well-known example of discriminative classifiers [31] , [33] , [34] . In many settings traditional discriminative or generative approaches fail to achieve accurate classification results. For example, SVMs-based discriminative classifiers are often relying on classic kernels which are not generally suitable for proportional data (such as the case of DR classification). One major restriction of such kernels is that they do not take into consideration the nature of data. Therefore, selecting an appropriate kernel is really a challenging task for machine learning and data mining applications. To cope with these limitations, there has been a growing attention in the so-called ''hybrid generative-discriminative approaches'' that can efficiently combine the strengths of both categories [35] - [38] . Several hybrid schemes have been developed and proven to be helpful for the above mentioned applications such as scene classification [39] . In general, the designed hybrid pipeline allows the estimation of the component model via a generative technique and the classification process is performed through a discriminative method. On the other hand, statistical methods have received a lot of attention in several domains such as medical image analysis, pattern recognition, and data mining and proved to be helpful in generating well-defined models. In particular, finite Gaussian mixture models (GMM) have been widely used and have played an important role in data classification and machine learning [27] , [40] , [41] . The main advantage of GMM is that it requires a small number of parameters for learning which can be accurately estimated by adopting the EM-algorithm [42] - [44] to maximize the log-likelihood function. Although GMMs present some flexibility for data analysis, their effectiveness is limited to the presence of outliers and to applications where underlying modeling assumptions (e.g. the per-components densities are Gaussian) are reasonably satisfied. Moreover, the tail of the Gaussian distribution is shorter than what is required. Consequently, much research efforts have been devoted to developing better alternatives to tackle the problem of data classification. Our work is motivated by the need to address the challenge of finding a more flexible distribution that can model sub-populations or clusters inherent in our observed eye images. Indeed, we focus here on constructing new statistical models able to take into account the complexity of the distributions of real proportional data. This novel mixture model is based on the scaled Dirichlet mixture model (SDMM) [45] . Our choice for scaled Dirichlet mixture model is justified by its high flexibility in data modelling and good results [45] . In fact, this new derived mixture model is considered as a more flexible model than the classic and conventional ones [46] . On the other hand, many developed approaches for data classification and clustering are facing a common problem that concerns the automatic determination of accurate components (or classes) which best describe the data. In order to deal with this issue, some approaches have been suggested with relative success (see, for example, [27] , [47] ). In particular, the minimum description length (MDL) criterion was applied to solve such problem [27] , [47] . Motivated by all these observations, we introduce in this work an alternative flexible mixture model based on the scaled Dirichlet mixture model which incorporates the MDL criterion to overcome the cited previous limitations and to improve data modeling and classification. In this study, we tackle the problem of modeling, classification and learning of retinal images by developing a new hybrid generative/discriminative framework able to better differentiate between normal and abnormal retina with possible DR lesions. The ultimate idea is to build accurate kernels from scaled Dirichlet distributions taking into account MDL criterion that maintain the balance between model complexity and goodness of fit. Thus, scaled Dirichlet mixture models will be our generative part and support vector machines as the discriminative counterpart. It is noteworthy that the proposed probabilistic hybrid approach has never been proposed before for DR detection and classification. It should be pointed out also that some different preliminary results were already published in our previous work [48] ; however, we provide in this paper a more complete and detailed work including more contributions and more extensive experiments. In particular, previous work does not take into account MDL criterion through the developed generative mixture model which can lead to more stable and accurate data modelling and so better results. In addition, we develop here several SVM-bsed kernels to study and evaluate their robustness and also we perform more extensive experiments and comparison study for evaluation purposes.
The rest of this paper is organized as follows. The next section will introduce our statistical generativediscriminative framework and all related details. Then in section 3, we present and discuss the obtained experimental results. Finally, we conclude this work in Section 4.
II. GENERATIVE/DISCRIMINATIVE LEARNING: A HYBRID OF SCALED DIRICHLET MIXTURE MODELS AND SVM
Support Vector Machine (SVM) is one of the most successful learning algorithms for binary classification and for many pattern recognition applications thanks to its good discrimination and generalization capabilities [49] . We choose to apply SVM for Diabetic Retinopathy detection since this problem can be viewed as a binary classification problem between normal and abnormal retine images. However, the challenging issue related to using SVM is the choice of the kernel function K : X × X → IR which is a measure of similarity between input vectors. To achieve better classification results, such kernel must capture the intrinsic properties of the input data and should consider the prior knowledge of the problem in hand. In reality, several kernel functions have been developed in the past such as the linear, the polynomial, the radial basis function RBF, and the multi layer perceptron [50] . Nevertheless, these standard kernels ignore, in general, the intrinsic structure of the data and are used independently of the problem. On the other hand, it was shown that in order to have better results, the selected kernel function must be generated directly from data [37] . Among the most successful developed methods in this field that address certain practical shortcomings of standard kernels are the Fisher kernel [37] and the Kullback-Leibler divergencebased kernel [51] . In the following subsections, we derive different probabilistic kernels from mixture of scaled Dirichlet distributions for Support Vector Machines (SVMs) to tackle the problem of DR classification.
A. THE SCALED DIRICHLET MIXTURE MODEL (SDMM)
If we suppose that Y n = (y n1 , . . . , y nD ) is D-dimensional random vector distributed according to a scaled Dirichlet Mixture Model (SDMM) with parameters θ k = ( α k , β k ), then the corresponding density function p( Y n |θ k ) is defined as:
where denotes the Gamma function,
. . , α kD ) and β k = (β k1 , . . . , β kD ) are the shape and the scale parameters, respectively. The role of latter is to describe how the density is plotted, however, the role of the shape parameter is to control the distribution's form and to discover patterns inherent in a dataset. The formula of the corresponding likelihood is given as:
where = ( p, θ), is the complete parameter of the mixture. θ = {θ k }'s are parameter vectors of all components and p = (p 1 , . . . , p K ) denotes their mixing parameters (π j ≥ 0 and
. Each sample vector Y n is drawn from one specific component k and we must estimate its membership.
For estimating the scaled Dirichlet mixture model's parameters, we employ here one of the widely used methods which is the maximum likelihood (ML). ML finds out the parameters values that maximize the probability of the vectors Y i given that we have unobserved latent (missing) vectors Z i = (Z n1 , . . . , Z nK ), n = 1, . . . , N , where Z nk = 1 if Y n belongs to class j and 0, otherwise. In practice, the ML estimates are computed using the EM algorithm that takes into account the latent variables Z = { Z 1 , Z 2 , . . . , Z N }. Once the data Y are combined with the latent variables Z (i.e the likelihood if Z was observed), we can find the model parameters as follow:
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B. ESTIMATION ALGORITHM AND SELECTION OF THE NUMBER OF CLUSTERS
We recall that the maximum likelihood (ML) favors generally higher values of the number of components and this issue leads easily to over fitting. Thus, in order to deal with the difficult problem of finding the optimal number of clusters (M) and also selecting the best model that describes accurately the dataset, we investigate in this work the integration of a minimum description length (MDL) criterion [47] into the model learning step. The minimum description length (MDL) principle is a basic information-theoretic method in statistical model selection (and machine learning) for re-encoding the training dataset. Principally, it states that one must pick the model that gives you the shortest description of the data (or the most data (or the most compact description of the data while the model's complexity is also considered). Thus, MDL assists methods to select the most suitable having the smallest description length while taking into account the given data.
As proposed by Rissanen [47] , MDL is the description length of a specified model applied to a specific training data w.r.t that model and it is determined by minimizing the sum of the code-length for describing the data (w.r.t the model fitting the data) and the code-length for describing the model (i.e. model's algorithmic complexity). Therefore, the optimal number of components in the developed scaled Dirichlet mixture model is obtained by minimizing the following function:
where N l denotes the number of free parameters in the scaled Dirichlet mixture model. The complete parameter estimation steps for the mixture model are summarized in Algorithm 1.
C. FISHER KERNEL
The Fisher kernel was developed initially in [37] and it is based on the principle of mapping each individual sequence into a single feature vector, defined in the gradient loglikelihood space. The kernel is computed at the estimated on the resulting statistical manifold as follows:
where F( ) denotes the Fisher information matrix whose role is less significant and then can be approximated by the identity matrix I ( ) [37] . Each component of
is the Fisher score information which is the derivative of the log-likelihood (i.e the gradient of log(p(Y| ))) with respect to . In the following, we develop the Fisher kernels for our generative mixture model (the scaled Dirichlet model) by computing the gradient of log-likelihood with respect to the parameters (p k , α k , β k ) 
Update the parameters mean, covariance and the scale parameter as in [38] , [45] 10 until Algorithm convergence
11
Calculate the associated MDL criterion. 12 end 13 Select the optimal model M * such that:
of each component k, as the following:
∂ log(Y| )
such as the function (α) = ∂ log (α) ∂α represents the so-called ''digamma function''.
D. BHATTACHARYYA KERNEL
Bhattacharyya kernel has been proposed in [52] by replacing the kernel computation in the original sequence space by computation in the probability density function (PDF) space as following:
We note that it is not possible to compute the Bhattacharyya kernel in a closed form for scaled Dirichled mixture density (SDMM). Thus, in the absence of closed forum for SDMM, we can approximate our Bhattacharyya kernel using Monte Carlo simulations [53] .
Where β ∈ [0, 1] and Z 1 , Z 2 are normalized factors for p and q densities.
E. INFORMATION DIVERGENCE KERNELS
More attractive alternatives of SVM kernels that take into consideration the advantages of generative models are well documented previously in [38] and [53] . In particular the one based on the information divergence distance such as the Kullback-Leibler kernel [51] . The later has been applied with success for several applications like visual recognition and speaker identification [54] . Let Y 1 and Y 2 be two sequences of feature vectors representing two objects or images and modeled respectively by two finite mixture models p( Y | 1 ) and q( Y | 2 ). The Kullback-Leibler kernel is based on the the symmetric Kullback-Leibler divergence (KL) that measure the dissimilarity between two probability distributions and is defined as follow:
Where α is a kernel parameter used for numerical stability, and F is the symmetric KL divergence between the two distributions:
In the case of the scaled Dirichlet distribution, we cannot find a closed-form expression for the KL-divergence, thus like the previous kernel we consider Monte Carlo simulation.
F. RÉNYI AND JENSEN-SHANNON KERNELS
We will consider in this work two other special probabilistic kernels: the Rényi and Jensen-Shannon kernels. Indeed, these kernels have been introduced in [53] as a generalization of the symmetric Kullback-Leibler kernel. The Rényi kernel is based on the symmetric Rényi divergence [53] 
where
where σ > 0 and σ = 1 is the order of Rényi divergence. By substituting Eq. 16 into Eq. 15, we obtain the following
The second kernel is the Jensen-Shannon (JS) Kernel, generated according to the Jensen-Shannon divergence [55] , and is given by [53] 
where ω is a parameter and
is the Shannon entropy.
III. EXPERIMENTAL RESULTS
In this section, experiments have been carried out to evaluate the capabilities of the developed hybrid framework in retinal images classification problem. In particular, we compare our proposed model with other state of the art mixture models that have been widely used in the literature.
A. DESIGN OF EXPERIMENTS
The following measures have been used to evaluate obtained results:
• Accuracy: is a performance metric that gives an indication of overall well classified elements and is defined as: Accuracy = TP+TN TP+FP+TN +FN , where TP, FP, TN, FN denote: true positive, false positive, true negative, and false negative, respectively.
• AUC = Area Under the ROC Curve: measures the performance of the multi-class classification problem under the ROC (Receiver Operating Characteristics) curve. It is one of the most interesting assessment measures for examining classification model's performance. VOLUME 7, 2019 TABLE 1. Results using DIARETDB1 data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM).
TABLE 2.
Results using DRIVE data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM).
TABLE 3.
Results using e-ophtha data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM).
TABLE 4.
Results using VDIS data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM).
TABLE 5.
Results using MESSIDOR data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM).
TABLE 6.
Results using HRIS data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM).
TABLE 7.
Results using HRF data set based on kernels generated from finite scaled Dirichlet (SDMM), Dirichlet (DMM), and Gaussian mixtures (GMM). We started by constructing a multi-class SVM for all our experiments. The developed probabilistic kernels are used to train the SVM. We divide the input data (retinal images) into two subsets: The first one is used for training purpose and the second one for testing. By applying the cross-validation technique, we pick out 70% from the training subset to achieve training step and the rest is used for validation. We apply also Monte Carlo approximation technique to generate data points which are used to evaluate the developed probabilistic kernels. This mechanism helps us to select the kernel appropriately model's parameters. In practice, the kernel parameters are determined as follow: ω is selected from {0.1, 0.2, . . . , 0.8} and A from {2 −10 , 2 −9 , . . . , 2 4 }. On the other hand, we opt for C-support vectors machines such as C ∈ {2 −2 , 2 −1 , . . . , 2 12 }. Our main objectives through this study are to take advantage, to evaluate and to compare between the probabilistic kernels and so that the proposed generative-discriminative framework in the same manner as for the Gaussian, scaled Dirichlet, and Dirichlet mixtures. Moreover, our focus here is to compare between our developed hybrid framework and the generative mixture models.
B. RESULTS

1) DATA SETS AND PREPROCESSING
In our experiments, we have considered publicly available data sets such as e-ophtha, HRIS, MESSIDOR, DIARETDB1, VDIS, DRIVE, and HRF [5] . Figure 3 shows an example of one of the images that have been processed. Some pre-processing steps were applied to the original images as described in [5] in order to simplify the overall classification process. Then, a crucial step of visual features extraction is performed for diabetic Retinopathy classification purpose. To tackle this problem, we adopted the so-called ''speeded up robust (SURF)'' visual local features [56] . Indeed, each input retinal image is modeled using the implemented finite scaled Dirichlet mixture model constrained with the MDL criterion. After that each image is described through a set of SURF features. We recall that we start by representing our training images with the different tested mixture models (Gaussian, Dirichlet, scaled Dirichlet), then, we perform classification over the developed kernels which are deployed within the multi-class SVM classifier. Table 1 shows the results concerning DIARETDB1 data set. Quantitative performances are obtained based on the ground truth and in terms of AUC and accuracy metrics when deploying different kernels generated from scaled Dirichlet, VOLUME 7, 2019 Dirichlet, and Gaussian finite mixtures. According to this table, we can see clearly that the SVM based on Fisher kernel generated from the scaled Dirichlet mixture model provides the best result. This result is actually very close to the one reached by the SVM approach based on Kullback-Leibler kernel. Table 2 displays the classification results for the DRIVE data set. For this data set, the Bhattacharyya kernel generated from the scaled Dirichlet clearly outperforms the other kernels. We can notice also that the that the scaled Dirichlet-based kernels provide the best results followed by the Dirichlet and then the Gaussian-based ones. This can be explained by the flexibility of this recently introduced finite mixture model and it is ability to fit well the extracted features vectors. The results related to sets are summarized in Tables 3 and 4 , respectively. For both data sets, it is clear that the Fisher kernel provides the best results provides the best results for the three tested generative models. It is noteworthy also that the Fisher, the Bhattacharyya, and the KullbackLeibler kernels classification accuracy for the VDIS data set. The same conclusion is valid for the MESSIDOR and HRIS data sets as shown in Tables 5 and 6 , respectively. For these two datasets we can notice that the three generative models perform slightly similarly if we take into account the kernels generated from them. The performances of the hybrid generative discriminative tested frameworks are given in Table 7 in the case of the HRF data set. Again for this data set the kernels generated from the scaled Dirichlet model outperform the Dirichlet and the Gaussian mixtures-based kernels. It is worth mentioning that for all the tested data sets, we have obtained good and promising results as compared to state of the art techniques [5] . For instance, Figures 4 and 5, show the results using SVM with RBF kernel and KNN approaches, respectively.
2) RESULTS AND DISCUSSIONS
According to the obtained results, we can notice also that the different kernels perform comparably despite the fact that the Fisher kernel performs generally slightly better. This can be explained by the main idea of the Fisher kernel which is is to exploit the geometric structure on the statistical manifold by mapping a given individual sequence of vectors into a single feature vector, defined in the gradient log-likelihood space. The main motivation motivation is that the gradient of the log-likelihood of the model captures the generative process of the data. It has been shown that the Fisher asymptotically at least as good as the generative model from which is developed [37] . This is actually obvious from Tables 8 and 9 that show the accuracy and AUC when deploying directly scaled Dirichlet, Dirichlet, and Gaussian mixture models. In order to deploy directly the generative models we have used the bag of visual words approach [57] . The main idea is to construct a visual vocabulary based on a quantization step and then to represent each image as a vector of frequencies that we have normalized. According to these two tables, we can see also that our proposed hybrid frameworks are able to provide strongly acceptable results as compared to their generative counterparts.
A comparative study is also provided in tables 10 and 11. Indeed, the accuracy and AUC (the area under the receiver operating curve) metrics are used to quantify the performance. We present obtained results compared with other methods and studies from the literature for normal and abnormal retinal image classification on MESSIDOR and DRIVE datasets. We can notice that we attain the highest metrics.
IV. CONCLUSION
Diabetic retinopathy classification is a challenging problem that has received some attention recently. In this paper, we have developed a hybrid generative discriminative framework to tackle this problem. The main goal was to use the recently proposed scaled Dirichlet mixture model to generate kernels that take into account the structure of the extracted features. The choice of the scaled Dirichlet mixture is mainly motivated by the fact that our vectors of features are proportional since they are based on the bag of visual words approach. Indeed, the scaled Dirichlet has been shown to be a relevant natural choice for this kind of vectors. In order to learn the parameters of the scaled Dirichlet mixture model, we have developed and EM-based algorithm for parameters estimation while the model selection part was based on MDL criterion. The obtained results have shown that the developed kernels are promising and could be then applied for other classification problems that generates proportional vectors. According to the results, we can say also that the scaled Dirichlet has better modeling capabilities than the Gaussian and the Dirichlet mixtures. Future works could be devoted to develop a feature selection approach like the one in [69] . Indeed, in our framework we suppose that the extracted features have the same weight which is not necessarily the case in our application. Adding weights to the features could improve the results further. Another promising future work, is to extend the learning approach to online settings to generate incremental kernels that could be updated when new training data are introduced. The learning approach could be actually purely Bayesian in order to handle problems related to EMbased approaches such as dependency on initialization and convergence to local maxima.
