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Generalisations of the tame automorphisms
over a domain of positive characteristic
Eric Edo Shigeru Kuroda
Abstract
In this paper, we introduce two generalizations of the tame sub-
group of the automorphism group of a polynomial ring over a domain
of positive characteristic. We study detailed structures of these new
‘tame subgroups’ in the case of two variables.
1 Introduction
A. The Tame Generator Problem
Throughout this paper, let R be a domain of characteristic p ≥ 0, and
R[x] := R[x1, . . . , xn] the polynomial ring in n variables over R, where n ∈ N
(when n = 2, we set x = x1 and y = x2). We discuss the structure of
the group AutRR[x] of automorphisms of the R-algebra R[x]. Since each
φ ∈ AutRR[x] is uniquely determined by φ(xi) for i = 1, . . . , n, we sometimes
identify φ with the n-tuple (φ(x1), . . . , φ(xn)) of elements of R[x]. We say
that φ is elementary if there exist l ∈ {1, . . . , n}, a ∈ R× and
f ∈ Al := R[x1, . . . , xl−1, xl+1, . . . , xn]
such that φ(xl) = axl+f and φ(xi) = xi for all i 6= l. Since R is a domain, φ
is elementary if and only if φ belongs to AutAl R[x] for some l ∈ {1, . . . , n}.
We say that φ is affine if there exist M ∈ GLn(R) and (b1, . . . , bn) ∈ R
n such
that
(φ(x1), . . . , φ(xn)) = (x1, . . . , xn)M + (b1, . . . , bn).
If b1 = · · · = bn = 0, we call φ a linear automorphism. If M is the identity
matrix, we call φ a translation. We define the affine subgroup Affn(R), ele-
mentary subgroup En(R), and tame subgroup Tn(R) of AutRR[x] to be the
subgroups of AutRR[x] generated by all the affine automorphisms, all the
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elementary automorphisms, and Affn(R) ∪ En(R), respectively. We say that
φ ∈ AutRR[x] is tame if φ belongs to Tn(R), and wild otherwise.
It is natural to consider the following problem.
Problem 1.1. Does it hold that AutRR[x] = Tn(R)?
This problem, called the Tame Generators Problem, is one of the most
famous problems in Polynomial Ring Theory. Since R is a domain, every
element of AutRR[x1] is affine and elementary. Hence, the equality holds for
n = 1. When n = 2 and R is a field, the answer to Problem 1.1 is affirmative
due to Jung [3] and van der Kulk [4]. On the other hand, if n = 2 and R is
not a field, then there always exists a wild automorphism due to Nagata [7].
Nagata also conjectured that AutRR[x] 6= T3(R) if n = 3 and R is a field,
and gave a candidate for a wild automorphism. The conjecture was recently
solved in the affirmative by Shestakov-Umirbaev [8] in the case of p = 0.
Problem 1.1 remains open in the other cases.
Since AutRR[x] is not equal to Tn(R) in general, our next interest is to
find a ‘better’ candidate for a generating set for the group AutRR[x], and
generalize the notion of tame automorphisms. The purpose of this paper is
to introduce two generalizations of tame automorphisms in the case of p > 0,
which are both obtained by generalizing the notion of affine automorphisms.
We study the detailed structures of these new ‘tame subgroups’ when n = 2.
B. The geometrically affine subgroup
Recall that f ∈ R[x] is said to be additive if
f(y1 + z1, . . . , yn + zn) = f(y1, . . . , yn) + f(z1, . . . , zn),
where y1, . . . , yn and z1, . . . , zn are indeterminates over R. If p = 0, then f is
additive if and only if f is a linear form over R. If p > 0, then f is additive
if and only if f is a p-polynomial, i.e., a polynomial of the form
f =
n∑
i=0
∑
j≥0
ai,jx
pj
i
for some ai,j ∈ R for i = 1, . . . , n and j ≥ 0. Let Addn(R) be the set of
φ ∈ AutRR[x] such that φ(x1), . . . , φ(xn) are additive polynomials. Then,
Addn(R) forms a subgroup of AutRR[x]. Actually, if f, g1, . . . , gn ∈ R[x]
are additive, then f(g1, . . . , gn) is also additive. Note that φ ∈ AutRR[x]
belongs to Addn(R) if φ is linear, where the converse also holds when p = 0.
If p > 0 and n ≥ 2, however, Addn(R) contains non-linear automorphisms.
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The second author [5] pointed out that, if R is not a field, then Add2(R) is
not contained in T2(R) for any p > 0. He also showed that, if R is a field,
then Addn(R) is contained in Tn(R) for any n ≥ 1 (see also [9]).
Geometrically, Addn(R) can be explained as follows. Recall that AutRR[x]
is identified with the automorphism group of the affine n-space An := SpecR[x]
over R. We may regard An also as the n-dimensional vector group, i.e., the
affine algebraic group scheme with the coproduct µ : R[x] → R[x] ⊗R R[x],
coidentity ǫ : R[x]→ R, and coinverse ι : R[x]→ R[x] defined by
µ(xi) = xi ⊗ 1 + 1⊗ xi, ǫ(xi) = 0 and ι(xi) = −xi
for i = 1, . . . , n, respectively. Then, Addn(R) coincides with the automor-
phism group of the n-dimensional vector group. From this point of view,
Addn(R) is regarded as a generalization of the group of linear automor-
phisms.
The groups of all the translations and all the linear automorphisms of
R[x] over R can be canonically identified with the groups Rn and GLn(R),
respectively. Then, we have Affn(R) = R
n ⋊ GLn(R). Since Addn(R) is a
generalization of GLn(R), we may consider
Affgn(R) := 〈R
n,Addn(R)〉
as a generalization of Affn(R). Here, for a group G and subgroups H1, . . . , Hr
of G, we denote by 〈H1, . . . , Hr〉 the subgroup of G generated by H1∪· · ·∪Hr.
We call Affgn(R) the geometrically affine subgroup of AutRR[x]. As in the
case of the affine subgroup, it holds that
Affgn(R) = R
n ⋊ Addn(R).
Actually, for φ = (f1, . . . , fn) ∈ Addn(R) and τ = (x1+b1, . . . , xn+bn) ∈ R
n,
we have
φ−1(τ(φ(xi))) = φ
−1
(
fi(x1, . . . , xn) + fi(b1, . . . , bn)
)
= xi + fi(b1, . . . , bn)
for i = 1, . . . , n. Hence, φ ∈ AutRR[x] belongs to Aff
g
n(R) if and only if
there exists (b1, . . . , bn) ∈ R
n such that φ(xi)− bi is an additive polynomial
for i = 1, . . . , n.
If p = 0, then we have Affgn(R) = Affn(R) for any n ≥ 1, since Addn(R) =
GLn(R). If R is a field, then Aff
g
n(R) is contained in Tn(R) for any n ≥ 1 and
p ≥ 0, since so is Addn(R). If R is not a field and p > 0, then Aff
g
2(R) is not
contained in T2(R), since neither is Add2(R). So we define the geometrically
tame subgroup Tgn(R) of AutRR[x] by
T
g
n(R) := 〈Aff
g
n(R),Tn(R)〉,
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which is a natural generalization of Tn(R).
C. The differentially affine subgroup
Let us look at another aspect of affine automorphisms. For each φ ∈
AutRR[x], we denote by Jφ the Jacobian matrix of φ. Then, Jφ always be-
longs to GLn(R[x]). Note that Jφ belongs to Mn(R)∩GLn(R[x]) = GLn(R)
if φ is affine, where the converse also holds when p = 0. We define
Affdn(R) := {φ ∈ AutRR[x] | Jφ ∈ GLn(R)}.
Then, Affdn(R) contains Affn(R), and Aff
d
n(R) = Affn(R) if p = 0. By chain
rule,
J(φ ◦ ψ) = φ(Jψ)Jφ
holds for each φ, ψ ∈ AutRR[x], where φ(Jψ) is the matrix obtained from
Jψ by mapping each component by φ. Since φ(Jψ) = Jψ if ψ belongs to
Affdn(R), we see that Aff
d
n(R) forms a subgroup of AutRR[x]. We call Aff
d
n(R)
the differentially affine subgroup of AutRR[x]. By definition, Aff
d
n(R) is equal
to the inverse image of GLn(R) by the map
AutRR[x] ∋ φ 7→ Jφ ∈ GLn(R[x]).
This map itself is not a homomorphism of groups if n ≥ 2, but the induced
map Affdn(R)→ GLn(R) is a homomorphism of groups for any n ≥ 1.
Assume that p > 0. Then, φ ∈ AutRR[x] belongs to Aff
d
n(R) if and only
if there exists a linear automorphism ψ such that Jφ = Jψ, or equivalently
φ(xi)− ψ(xi) ∈
{
f ∈ R[x]
∣∣∣ ∂f
∂xj
= 0 for j = 1, . . . , n
}
= R[xp1, . . . , x
p
n]
for i = 1, . . . , n. From this, we see that Affdn(R) contains Add
g
n(R), and
thus contains Affgn(R). We define the differentially tame subgroup T
d
n(R) of
AutRR[x] by
T
d
n(R) := 〈Aff
d
n(R),Tn(R)〉.
D. Affine type subgroups
It holds that
Tn(R)
a
⊂ Tgn(R)
b
⊂ Tdn(R)
c
⊂ AutRR[x]. (1.1)
More precisely, we have the following statements (cf. Table 1):
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(1) If n = 1, or if n = 2 and R is a field, then the four subgroups above are
equal, since Tn(R) = AutRR[x].
(2) If p = 0, then we have Tn(R) = T
g
n(R) = T
d
n(R) for any n ≥ 1, since
Affn(R) = Aff
g
n(R) = Aff
d
n(R).
(3) If R is a field, then we have Tn(R) = T
g
n(R) for any n ≥ 1, since Addn(R)
is contained in Tn(R).
(4) If p > 0 and R is not a field, then we have T2(R) 6= T
g
2(R), since Add2(R)
is not contained in T2(R).
Known facts about (a,b,c) for a, b and c in (1.1)
p = 0 p > 0
R field non-field field non-field
n = 1 (=,=,=)
n = 2 (=,=, 6=) ( 6=, ?, ?)
n = 3 (=,=, 6=)
(=, ?, ?) ( ?, ?, ?)
n > 4 (=,=, ?)
Table 1
Similarly to Problem 1.1, we can consider the following problem.
Problem 1.2. Let R be a domain of positive characteristic.
(1) Does it hold that Tgn(R) = T
d
n(R) when n ≥ 2 and R is not a field?
(2) Does it hold that Td2(R) = AutRR[x1, x2] when R is not a field?
(3) Does it hold that Tdn(R) = AutRR[x] when n ≥ 3?
The following theorem is the first main result of this paper. This gives
negative solutions to Problem 1.2 (1) for n = 2 and Problem 1.2 (2). Here,
H ⋪ G denotes that H is not a normal subgroup of a group G.
Theorem 1.3. Let R be a domain of positive characteristic which is not a
field. Then, we have
T2(R) ⋪ T
g
2(R) ⋪ T
d
2(R) ⋪ AutRR[x1, x2].
In particular, T2(R), T
g
2(R), T
d
2(R) and AutRR[x1, x2] are different.
Let BAn(R) be the de Jonquie`res subgroup of AutRR[x], i.e., the set of
φ ∈ AutRR[x] such that φ(xi) belongs to R[xi, . . . , xn] for i = 1, . . . , n. Let
K be the field of fractions of R. We remark that Affg2(K) and Aff
d
2(K) share
the following two properties. First, if we denote byH one of these two groups,
we have (see Proposition 2.1):
H = 〈Aff2(K),BA2(K) ∩ H〉.
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The second property is more technical and say roughly speaking that the in-
tersection BA2(K)∩H can be described by monomials of a certain type (see
Section 4 for a precise definition). We say that a subgroup H is an affine type
subgroup of AutK K[x1, x2] if it satisfied this two properties. With this defini-
tion Aff2(K), Aff
g
2(K), Aff
d
2(K) and AutK K[x1, x2] are affine type subgroups
of AutK K[x1, x2] but there exist infinitely many other affine type subgroup
of AutK K[x1, x2]. For a given affine type subgroup H of AutK K[x1, x2] we
define a subgroup of AutRR[x1, x2] by
T (H) = 〈H ∩AutRR[x1, x2], T2(R)〉.
For example T (Aff2(K)) = T2(R), T (Aff
g
2(K)) = T
g
2 (R), T (Aff
d
2(K)) =
T d2 (R) and T (AutK K[x1, x2]) = AutRR[x1, x2]. Finally we prove the fol-
lowing general result (see Theorem 4.10).
Theorem 1.4. We assume that R is not a field. Let H1,H2 be two affine type
subgroups of AutK K[x1, x2] such that H1 $ H2. Then T (H1) is a subgroup
of T (H2) which is not normal.
The second main result of this paper is about the group theoretic-structures
of T
g
2(R) and T
d
2(R) and more generally T (H) where H is an affine type sub-
group of AutK K[x1, x2]. For a group G and subgroups H and H
′ of G with
G = 〈H,H ′〉, recall that G is said to be the amalgamated product of H and
H ′ over H ∩ H ′ (we write G = H ∗∩ H
′) if α1 · · ·αl 6= 1 for any l ≥ 1, and
αi ∈ (H r H ′) ∪ (H ′ r H) for i = 1, . . . , l such that αiαi+1 6∈ H ∪ H ′ for
i = 1, . . . , l − 1. Then, the following theorem is well known (cf.[2] Corol-
lary 5.1.3).
Theorem 1.5. If R is a domain, then T2(R) = Aff2(R) ∗∩ BA2(R).
Using Theorem 1.5, we prove the following result (see Theorem 4.8).
Theorem 1.6. Let H be an affine type subgroup of AutK K[x1, x2]. Then
T (H) = (H ∩ AutRR[x1, x2]) ∗∩ T2(R).
In particular, T
g
2(R) = Aff
g
2(R) ∗∩ T2(R) and T
d
2(R) = Aff
d
2(R) ∗∩ T2(R).
The structure of this paper is as follows. In Section 2, we prove that
H = 〈Aff2(K),BA2(K) ∩ H〉.
for the subgroups H = Affg2(K) and H = Aff
d
2(K). In the geometrical case,
we prove this property in any dimension (see Proposition 2.1). In Section 3,
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we prove a technical result on abstract groups with amalgamated structure
(see Theorem 3.8). We deduce three corollaries. In section 4, we introduce
the notion of affine type subgroup of AutK K[x1, x2] and we apply the first
two corollaries of Section 3 to obtain Theorems 1.4 and 1.6. The third one is
used to study in detail the case of length 3 differentially tame automorphisms
(see Corollary 4.11).
2 Geometrically affine and differentially affine
automorphisms
Throughout this section, we assume that K is a field of characteristic p > 0.
The goal of this section is to prove the following proposition.
Proposition 2.1. (i) For each n ≥ 1, we have
Affgn(K) = 〈Affn(K),BAn(K) ∩Aff
g
n(K)〉.
(ii) For n = 1, 2, we have
Affdn(K) = 〈Affn(K),BAn(K) ∩Aff
d
n(K)〉.
For i = 1, . . . , n, we denote by Ein(K) the set of automorphism of K[x]
over K[x1, . . . , xi−1, xi+1, . . . , xn]. Then, E
1
n(K) is contained in BAn(K).
We begin with the following useful lemma.
Lemma 2.2. Let A be a subgroup of AutK K[x] containing Affn(K). If
A ⊂
〈
Affn(K),E
1
n(K) ∩ A, . . . ,E
n
n(K) ∩ A
〉
, (2.1)
then we have A = 〈Affn(K),BAn(K) ∩ A〉.
Proof. Since E1n(K) is contained in BAn(K), and Affn(K) is contained in A
by assumption, we have
B := 〈Affn(K),E
1
n(K) ∩A〉 ⊂ 〈Affn(K),BAn(K) ∩ A〉 ⊂ A.
Hence, it suffices to show that A is contained in B. For i = 1, . . . , n, we
define τi ∈ Affn(K) by
τi(x1) = xi, τi(xi) = x1 and τi(xj) = xj for j = 1, . . . , n with j 6= 1, i.
Then, we have τi ◦E
1
n(K) ◦ τi = E
i
n(K). Since τi belongs to Affn(K) ⊂ A, it
follows that
E
i
n(K) ∩A = (τi ◦ E
1
n(K) ◦ τi) ∩ (τi ◦ A ◦ τi) = τi ◦ (E
1
n(K) ∩ A) ◦ τi.
Hence, Ein(K) ∩A is contained in B for i = 1, . . . , n. By definition, Affn(K)
is contained in B. Therefore, A is contained in B by (2.1).
7
Let us prove Proposition 2.1 (i). Since Affgn(K) contains Affn(K), we
have only to check that (2.1) holds for A := Affgn(K) thanks to Theorem 2.2.
By the definition of Affgn(K), it suffices to show that Addn(K) is contained
in the the right-hand side of (2.1). This follows from the following theorem.
Theorem 2.3 ([5, Corollary 2.3]). For each n ≥ 1, the group Addn(K) is
generated by elementary automorphisms belonging to Addn(K).
In fact, since Ein(K)∩Aff
g
n(K) contains E
i
n(K)∩Addn(K) for each i, the
right-hand side of (2.1) contains
〈E
1
n(K) ∩ Addn(K), . . . ,E
n
n(K) ∩Addn(K)〉,
and hence contains Addn(K) by Theorem 2.3.
Next, we show Proposition 2.1 (ii). If n = 1, then we have AutK K[x] =
Aff1(K). Since Aff1(K) ⊂ Aff
d
1(K) ⊂ AutK K[x], it follows that Aff
d
1(K) =
Aff1(K). Thus, we know that
Affd1(K) = 〈Aff1(K),Aff
d
1(K) ∩ BA1(K)〉.
Therefore, Proposition 2.1 (ii) holds when n = 1.
Assume that n = 2. The following result is well known.
Lemma 2.4 (van der Kulk [4]). If (f1, f2) ∈ AutK K[x1, x2]\Aff2(K) is such
that deg fi ≤ deg fj for i, j ∈ {1, 2} with i 6= j, then deg(fj − αf
d
i ) < deg fj
holds for some α ∈ K \ {0} and d ≥ 1.
The following refinement of the lemma above plays a crucial role in prov-
ing Proposition 2.1 (ii) in the case of n = 2.
Lemma 2.5. If (f1, f2) ∈ Aff
d
2(K) is such that deg fi < deg fj for i, j ∈
{1, 2} with i 6= j, then deg(fj − αf
d
i ) < deg fj holds for some α ∈ K \ {0}
and d ∈ pZ with d > 1.
Proof. By using Lemma 2.4 repeatedly, we can get α1, . . . , αd ∈ K with
αd 6= 0 such that
deg(fj − αdf
d
i − αd−1f
d−1
i − · · · − α2f
2
i ) ≤ deg fi. (2.2)
Then, we have deg(fj − αdf
d
i ) < deg fj and d = deg fj/ deg fi ≥ 2, since
deg fi < deg fj by assumption. We show that d is divisible by p by contra-
diction. Since J(f1, f2) belongs to GL2(K), we have ∂fk/∂xl ∈ K for each
k, l, and ∂fi/∂xm 6= 0 for some m. Now, suppose to the contrary that d is
not divisible by p. Then, we have
deg(dαdf
d−1
i + (d− 1)αd−1f
d−2
i + · · ·+ 2α2fi) = (d− 1) deg fi ≥ deg fi.
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Put g = fj − αdf
d
i − αd−1f
d−1
i − · · · − α2f
2
i . Since ∂fj/∂xm and ∂fi/∂xm
belong to K and K \ {0}, respectively, it follows that
deg
∂g
∂xm
= deg
(
∂fj
∂xm
− (dαdf
d−1
i + (d− 1)αd−1f
d−2
i + · · ·+ 2α2fi)
∂fi
∂xm
)
= deg(dαdf
d−1
i + (d− 1)αd−1f
d−2
i + · · ·+ 2α2fi) ≥ degfi.
On the other hand, we have
deg
∂g
∂xm
≤ deg g − 1 ≤ deg fi − 1
by (2.2). This is a contradiction. Therefore, d is divisible by p.
Now, let us complete the proof of Proposition 2.1 (ii) for n = 2. Thanks
to Lemma 2.2, we have only to check that Affd2(K) is equal to
A′ := 〈Aff2(K), (Aff
d
2(K) ∩ E
1
2(K)), (Aff
d
2(K) ∩ E
2
2(K))〉.
Clearly, Affd2(K) contains A
′. We prove the reverse inclusion by contradic-
tion. Suppose that there exists F = (f1, f2) ∈ Aff
d
2(K) not belonging to
A′. Without loss of generality, we may assume that deg f1 ≤ deg f2, and
deg F := deg f1 + deg f2 is minimal among such F ’s. Since F does not be-
long to A′ by supposition, F does not belong to Aff2(K). Hence, there exist
α ∈ K \ {0} and d ≥ 1 with d = 1 or p | d such that deg(f2 − αf
d
1 ) < deg f2
by Lemmas 2.4 and 2.5. Then,
E := (x1, x2 − αx
d
1)
belongs to Affd2(K) ∩ E
1
2(K), and hence to A
′. Since F is an element of
Affd2(K) \A
′, it follows that so is F ◦E = (f1, f2−αf
d
1 ). On the other hand,
we have
degF ◦ E = deg f1 + deg(f2 − αf
d
1 ) < deg f1 + deg f2 = degF.
This contradicts the minimality of F . Thus, Affd2(K) is contained in A
′,
proving Affd2(K) = A
′. This completes the proof of Proposition 2.1 (ii).
3 Amalgamated product
Throughout this section, G is a group and A and B are two subgroups of G
such that G = 〈A,B〉.
9
A. Generalities
A sequence α = (α1, . . . , αl) of elements of A∪B is called an (A,B)-word.
The integer l is called the length of α, denoted by ℓ(α). The empty word is
the only word which have length 0. When l ≥ 1, we define h(α) = α1 and
t(α) = αl.
Given two (A,B)-words α = (α1, . . . , αl) and β = (β1, . . . , βm), we denote
by αβ = (α1, . . . , αl, β1, . . . , βm) the concatenation of α and β. We denote
by W (A,B) the monoid of all (A,B)-words endowed with the concatena-
tion and by π : W (A,B) → G the canonical surjective homomorphism of
monoids. Given an element γ ∈ G, any element in π−1(γ) is called an (A,B)-
decomposition of γ.
Let α = (α1, . . . , αl) and β = (β1, . . . , βm) be two (A,B)-words, we define
the following relation: α ≈A∩B β if l = m and there exist η1, . . . , ηl−1 ∈ A∩B
such that β1 = α1η1, βi = η
−1
i−1αiηi for all i ∈ {2, . . . , l − 1} and βl = η
−1
l−1αl.
Remark 3.1. The relation ≈A∩B is an equivalent relation. If α and β are
two words such that α ≈A∩B β then π(α) = π(β).
An (A,B)-word α = (α1, . . . , αl) is said to be reduced if l ≥ 1 and if
αi ∈ (A r B) ∪ (B r A) for all i ∈ {1, . . . , l} and αiαi+1 6∈ A ∪ B for all
i ∈ {1, . . . , l − 1}.
Remark 3.2. a) Let α be a reduced (A,B)-word. Every (A,B)-word β such
that α ≈A∩B β is also a reduced (A,B)-word.
b) Given an element γ ∈ G rA ∩ B, any element in π−1(γ) with a minimal
length in π−1(γ) is a reduced (A,B)-decomposition of γ.
Given two reduced (A,B)-words α = (α1, . . . , αl) and β = (β1, . . . , βm),
we set δ = δ(α, β) = t(α)h(β) = αlβ1 and we define:
α ∗ β =
{
αβ = (α1, . . . , αl, β1, . . . , βm) if δ 6∈ A ∪ B
(α1, . . . , αl−1, αlβ1, β2 . . . , βm) if δ ∈ A ∪ B.
Remark 3.3. Assume that δ(α, β) 6∈ A ∩B. Then, the following statements
hold:
a) α ∗ β is a reduced (A,B)-word and ℓ(α ∗ β) ≥ ℓ(α) + ℓ(β)− 1,
b) if ℓ(α) ≥ 2 then h(α ∗ β) = h(α) and if ℓ(β) ≥ 2 then t(α ∗ β) = t(β).
Since G = 〈A,B〉 by assumption, G is the amalgamated product of A
and B over the intersection A∩B if and only if, for all (A,B)-reduced words
α, we have π(α) 6= 1. For a general definition of the amalgamated product
see [6].
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Remark 3.4. This property is equivalent to say that if α and β are two
(A,B)-reduced words such π(α) = π(β) then α ≈A∩B β.
If G = A∗∩B then, given an element γ ∈ GrA∩B, all the (A,B)-reduced
decompositions of γ have the same length and we call this length the (A,B)-
length of γ and we denote by ℓ(γ). The (A,B)-length of an element in A∩B
is 0.
Remark 3.5. Let α be a reduced (A,B)-decomposition of γ ∈ G r A ∩ B.
Let η ∈ G be an element of G.
a) If ηh(α) ∈ A ∩ B then ℓ(ηγ) < ℓ(γ).
b) If t(α)η ∈ A ∩ B then ℓ(γη) < ℓ(γ).
B. Compatibility
From now and until the end of this section, we assume that G = A ∗∩ B.
We consider a subgroup H of G such that the following two properties are
satisfied:
(i) A∩ B ⊂ H and (ii) H = 〈A ∩H,B ∩H〉.
We call such a subgroup H an (A,B)-compatible subgroup of G.
We consider also a subgroup G of G and we use the following notation:
A = A ∩G, B = B ∩G, H = H ∩G and T = 〈A,B〉.
Remark 3.6. Any reduced (A,B)-word (resp. (A∩H,B ∩H)-word) is also
a reduced (A,B)-word.
Proof. This follows from the inclusions ArB ⊂ ArB and BrA ⊂ BrA.
Remark 3.7. For all g ∈ Gr T , we have ℓ(g) ≥ 2.
Proof. If g ∈ G is such that ℓ(g) ≤ 1 then g ∈ G∩ (A∪B) = A∪B ⊂ T .
Let α = (α1, . . . , αn) be a reduced (H, T )-word. We consider the follow-
ing sets IT (α) = {i ∈ {1, . . . , n} ; αi ∈ T} and IH(α) = {i ∈ {1, . . . , n} ; αi ∈
H}. For all i ∈ {1, . . . , n} we denote by li = ℓ(αi) the (A,B)-length of αi. We
define L(α) =
∑
i∈IH(α)
li. We denote by E(α) the set of all (H, T )-reduced
words β such that α ≈H∩T β. We say that α is (A,B)-minimal if L(α) is
minimal in the set L(E(α)).
Here is the main result of this section:
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Theorem 3.8. Let α = (α1, . . . , αn) be an (H, T )-reduced and (A,B)-minimal
word. For all i ∈ IT (α) (resp. i ∈ IH(α)), let Di be a reduced (A,B)-
decomposition (resp. a reduced (A ∩H,B ∩ H)-decomposition) of αi. Then,
D1 ∗ · · · ∗Dn is a reduced (A,B)-decomposition of π(α).
Proof. By Remark 3.6, Di is also a reduced (A,B)-word for all i ∈ {1, . . . , n}.
We assume, by contradiction, that D1 ∗ · · · ∗ Dn is not a reduced (A,B)-
decomposition of π(α). There exists i ∈ {1, . . . , n − 1} such that D :=
D1 ∗ · · · ∗Di is a reduced (A,B)-decomposition of α1 . . . αi but D ∗Di+1 is
not a reduced (A,B)-decomposition of α1 . . . αi+1. By Remark 3.3 a), we
have: t(D)h(Di+1) ∈ A ∩ B (†).
◦ If t(D) = t(Di) then, using (†) and (i) of the compatibility assumption,
we have t(Di)h(Di+1) ∈ A ∩ B ⊂ H. If i ∈ IT (α) and i + 1 ∈ IH(α)
(resp. i ∈ IH(α) and i + 1 ∈ IT (α)) then η := t(Di) ∈ H ∩ T (resp. η :=
h(Di+1)
−1 ∈ H ∩ T ). The (A,B)-word β = (α1, . . . , αiη
−1, ηαi+1, . . . , αn)
belongs to E(α) and is such that L(β) < L(α) since we have ℓ(ηαi+1) <
ℓ(αi+1) by Remark 3.5 a) (resp. ℓ(αiη) < ℓ(αi) by Remark 3.5 b)), which
contradict the (A,B)-minimality of α.
◦ If t(D) 6= t(Di) then trivially i ≥ 2 and by Remark 3.3 b), li = 1. Using
Remark 3.7, this implies i ∈ IT (α) and Di = (αi) with αi ∈ A∪BrH . Hence
i− 1 ∈ IH(α) and t(D1 ∗ · · · ∗Di−1) = t(Di−1) and t(D) = t(Di−1)αi. Using
(†) and (i) of the compatibility assumption, we deduce t(Di−1)αih(Di+1) ∈ H
and then αi ∈ H which is impossible.
C. Consequences
The following corollary gives the structure of the group 〈H, T 〉.
Corollary 3.9. We have 〈H, T 〉 = H ∗∩ T .
Proof. Let α = (α1, . . . , αn) be an (H, T )-reduced word. By Remark 3.1,
the property we want to prove (π(α) = 1) is true for one element of E(α) if
and only if is true for all elements of E(α). Hence, we can assume that α
is (A,B)-minimal. For all i ∈ IT (α) (resp. i ∈ IH(α)), let Di be a reduced
(A,B)-decomposition (resp. a reduced (A ∩ H,B ∩ H)-decomposition). By
Theorem 3.8, D1 ∗ · · · ∗ Dn is a reduced (A,B)-decomposition of π(α). By
Remark 3.3 a) applied n− 1 times,
ℓ(D1 ∗ · · · ∗Dn) ≥
n∑
i=1
li − (n− 1) ≥ 1.
We deduce π(α) 6= 1 using G = A ∗∩ B.
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The following corollary can be used to prove that an element h ∈ G is
not in 〈H, T 〉 using a reduced (A,B)-decomposition of h.
Corollary 3.10. Let h be an element of 〈H, T 〉 and let θ = (θ1, . . . , θm) be
a reduced (A,B)-decomposition of h. Let i ∈ {1, . . . , n} be such that θi ∈ B.
Then:
1) If i = 1 then θ1 ∈ B(B ∩ H).
2) If i = m then θm ∈ (B ∩H)B.
3) If i ∈ {2, . . . , m− 1} then θi ∈ (B ∩H)B(B ∩H).
Proof. Let α = (α1, . . . , αn) be an (H, T )-reduced and (A,B)-minimal de-
composition of h and let Ai be as in Theorem 3.8 for all i ∈ {1, . . . , n}.
By Theorem 3.8, D1 ∗ · · · ∗ Dn ≈A∩B θ (see Remark 3.4). We denote
θ′ = (θ′1, . . . , θ
′
m) = D1 ∗ · · · ∗Dn.
1) We assume i = 1. If θ′1 = h(D1) then θ
′
1 ∈ B ∪ (B ∩ H). If θ
′
1 6= h(D1)
then D1 = (α1) with α1 ∈ B, h(A2) ∈ B∩H and θ
′
1 = α1h(D2) ∈ B(B∩H).
In both cases, θ′1 ∈ B(B∩H) and then θ1 ∈ θ
′
1(A∩B) ⊂ B(B∩H)(A∩B) =
B(B ∩ H) (using compatibility).
2) Using 1), we obtain 2) by changing h to h−1.
3) We assume i ∈ {2, . . . , m−1}. We prove θ′i ∈ (B∩H)B by induction on n.
Since θi ∈ (A∩B)θ
′
i(A∩ B) the result 3) follows. If n = 1 then θ
′ = D1 and
θ′i ∈ B∪(B∩H). Let’s assume the result for n−1. We set D = D1∗· · ·∗Dn−1.
If D∗Dn = DDn then the result follows from induction hypothesis and n = 1
case. We assume D ∗Dn 6= DDn. If i < ℓ(D) then θi ∈ (B ∩H)B(B ∩H) by
induction hypothesis and if i > ℓ(D) then θi ∈ (B ∩H)B(B ∩H) by the case
n = 1. In the case i = ℓ(D), we have θi = t(D)h(Dn) and t(D) ∈ (B ∩H)B
by 2) and h(Dn) ∈ B(B ∩ H) by 1). We deduce θi ∈ (B ∩ H)B(B ∩ H).
Remark 3.11. We can exchange the roles of A and B in Corollary 3.10.
The converse of Corollary 3.10 is not true in general. Nevertheless we
have the following partial result for elements of length 3.
Corollary 3.12. We assume that A ⊂ H. Let h be an element of G such
that ℓ(h) = 3 and h ∈ BAB. Then h ∈ 〈H, T 〉 if and only if h ∈ BHB.
Proof. Let θ = (θ1, θ2, θ3) (with θ1, θ3 ∈ B and θ2 ∈ A) be a reduced (A,B)-
decomposition of h. If h ∈ 〈H, T 〉 then, by Corollary 3.10 (see also Re-
mark 3.11), we have θ1 ∈ B(B∩H), θ3 ∈ (B∩H)B and θ2 ∈ (A∩H)A(A∩H).
Using A ⊂ H, we deduce h = θ1θ2θ3 ∈ BHB. Conversely if h ∈ BHB, there
exist b1, b2 ∈ B and ρ ∈ H such that h = b1ρb2. Hence ρ = b
−1
1 hb
−1
2 ∈ G and
we deduce ρ ∈ H and h ∈ 〈H, T 〉.
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The following corollary is useful to study the normality of the subgroup
〈H, T 〉.
Corollary 3.13. Let t (resp. g) be an element of 〈H, T 〉 (resp. G) and let θ
(resp. γ) be a reduced (A,B)-decomposition of t (resp. g). We assume h(θ) ∈
A, t(θ) ∈ A, h(γ) ∈ BrB(B ∩H) and t(γ) ∈ B. Then gtg−1 ∈ Gr 〈H, T 〉.
Proof. We write γ = (γ1, . . ., γl) and we set γ
−1 = (γ−1l , . . ., γ
−1
1 ). By Re-
mark 3.3, the assumptions h(θ) ∈ A, t(θ) ∈ A and t(γ) ∈ B and im-
ply that γ ∗ θ ∗ γ−1 = γθγ−1 is an (A,B)-decomposition of gtg−1. Since
h(γθγ−1) = h(γ) ∈ BrB(B∩H), Corollary 3.10 gives gtg−1 ∈ Gr〈H, T 〉.
4 Affine type subgroup
Let K be a field of characteristic p ≥ 0. We denote by G = AutKK[x, y] the
automorphism group of the K-algebra K[x, y]. We denote by A = Aff2(K)
(resp. B = BA2(K)) the affine (resp. triangular) subgroup of G. We recall
that G = A ∗∩ B (by the Jung-van der Kulk theorem).
A. p-stable subset
For every subset I of N≥2 (N≥2 is the set of integers greater or equal to
2), we consider the following subgroup of B:
BI := {(x+ P (y), y) ; P (y) ∈
⊕
i∈I
Kyi} ⊂ B.
Proposition 4.1. Let I be a subset of N≥2. The following five conditions
are equivalent.
i) (A ∩ B)BI = BI(A ∩ B). i′) (A ∩ B)BI ⊂ BI(A ∩ B).
ii) (∀n ∈ I)(∀ a, b ∈ K) (ay + b)n ∈
⊕
i∈I
Kyi ⊕Ky ⊕K.
iii) (∀n ∈ I) (y + 1)n ∈
⊕
i∈I
Kyi ⊕Ky ⊕K.
iv) (∀n ∈ I)(∀ k ∈ N≥2) k ≤ n⇒
[(
n
k
)
= 0 mod p or k ∈ I
]
.
Proof. The equivalence i) ⇔ i′) holds since both A∩B and BI are subgroups
of B. The implication ii) ⇒ iii) is obvious. Conversely, we assume iii) and
14
we consider a, b ∈ K and n ∈ I. If b = 0 then (ay + b)n = anyn ∈ Kyn.
If b 6= 0 then, changing y to a
b
y in iii), we have (ay + b)n = bn(a
b
y + 1)n ∈⊕
i∈I Ky
i ⊕ Ky ⊕ K. The equivalence iii) ⇔ iv) is a consequence of the
binomial theorem.
We assume i′) and we prove iii). Let n be in I. We have β := (x+yn, y) ∈ BI
and t := (x, y + 1) ∈ A ∩ B. By i′), we have
tβ = (x, y + 1)(x+ yn, y) = (x+ (y + 1)n, y + 1) ∈ (A ∩ B)BI ⊂ BI(A ∩ B).
We deduce that there exist P (y) ∈
⊕
i∈I Ky
i, a, d ∈ K∗, b, c, e ∈ K such
that
(x+(y+1)n, y+1) = (x+P (y), y)(ax+by+c, dy+e) = (ax+aP (y)+by+c, dy+e)
and this implies (y + 1)n ∈
⊕
i∈I Ky
i ⊕Ky ⊕K.
Conversely, we assume ii) and we prove i′). We consider α ∈ A ∩ B and
β ∈ BI , we have:
αβ = (ax+ by + c, dy + e)(x+ P (y), y) = (ax+ aP (dy + e) + by + c, dy + e)
where a, d ∈ K∗, b, c, e ∈ K and P (y) ∈
⊕
i∈I Ky
i. By ii), we have aP (dy +
e) = Q(y) + fy + g with Q(y) ∈
⊕
i∈I Ky
i and f, g ∈ K. Hence, β−11 αβ ∈
A∩B where β1 = (x+Q(y), y) ∈ B
I and αβ = β1(β
−1
1 αβ) ∈ B
I(A∩B).
We say that I ⊂ N≥2 is p-stable if the equivalent conditions in Proposi-
tion 4.1 are satisfied.
Remark 4.2. 1) If (Im)m∈N is a sequence of p-stable subsets of N≥2 then⋃
m∈N Im and
⋂
m∈N Im are p-stable.
2) The subsets ∅, {2, . . . , k} (where k ∈ N≥2) and N≥2 are p-stable. All 0-
stable subsets of N≥2 have this form.
3) If p 6= 0, the subsets pn{1, . . . , k} and pnN+ (where k, n ∈ N+) are p-
stable.
4) If p 6= 0, the subsets {pn, pn+1} (where n ∈ N+) are p-stable.
Proof. 1) This is clear using iii) of Proposition 4.1.
2) This is clear using iv) of Proposition 4.1.
3) This follows from the formula (y+1)p
nk = (yp
n
+1)k in K for all k, n ∈ N+
(using iii) of Proposition 4.1).
4) This follows from the formula (y + 1)p
n+1 = (yp
n
+ 1)(y + 1) = yp
n+1 +
yp
n
+ y + 1 in K for all n ∈ N+ (using iii) of Proposition 4.1).
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B. Affine type subgroup
For every subset I ⊂ N≥2, we set AI := 〈A,BI〉. We say that a subgroup
H of G is an affine type subgroup of G if H = AI for some p-stable subset
I ⊂ N≥2.
Proposition 4.3. Let I be a p-stable subset of N≥2. Then B ∩AI = BI(A∩
B).
Proof. The inclusion B∩AI ⊃ BI(A∩B) is obvious. Conversely, we consider
β ∈ B ∩ AI . Let (θ1, . . . , θm) be an (A,B
I)-decomposition of β of minimal
length. For all i ∈ {1, . . .m} such that θi ∈ B
I , we have θi 6= id and thus
θi ∈ BrA (since A∩BI = {id}). For all i ∈ {2, . . .m−1} such that θi ∈ A,
we have θi 6∈ A∩B and thus θi ∈ ArB (since BI(A∩B)BI = BI(A∩B) by the
property i) of p-stability). If θ1 ∈ A∩ B (resp. θm ∈ A∩ B), we change β to
θ−11 β (resp. βθ
−1
m ) and (θ1, . . . , θm) to (θ2, . . . , θm) (resp. (θ1, . . . , θm−1)). Now,
(θ1, . . . , θm) is a reduced (A,B)-decomposition equivalent to (β). Using G =
A∗∩B, we deduce m = 1, θ1 ∈ B
I and β ∈ (A∩B)BI(A∩B) = BI(A∩B).
Corollary 4.4. Let I and J be two p-stable subsets of N≥2. Then I ⊂ J if
and only if AI ⊂ AJ .
Proof. If I ⊂ J then BI ⊂ BJ and AI ⊂ AJ . Conversely, we assume AI ⊂
AJ . By Proposition 4.3, this implies BI(A ∩ B) ⊂ BJ (A ∩ B). Let n be
an element in I. We have (x + yn, y) ∈ BI ⊂ BJ(A ∩ B). There exist
P (y) ∈
⊕
i∈J Ky
i, a, d ∈ K∗, b, c, e ∈ K such that:
(x+yn, y) = (x+P (y), y)(ax+ by+ c, dy+e) = (ax+aP (y)+ by+ c, dy+e).
Since n ≥ 2, we deduce n ∈ J .
Corollary 4.5. Let H be an affine type subgroup of G. Then H = 〈A,B∩H〉.
In other words, A ⊂ H and H is (A,B)-compatible.
Proof. Let I be a p-stable subset of N≥2 such that H = AI . By Proposi-
tion 4.3, 〈A,B∩H〉 = 〈A,B∩AI〉 = 〈A,BI(A∩B)〉 = 〈A,BI〉 = AI = H.
Proposition 4.6. If a subgroup H of G is such that H = 〈A,B ∩ H〉 and
if there exists a p-stable subset I ⊂ N≥2 such that B ∩ H = BI(A ∩ B) then
H = AI. In particular we have the following correspondence:
p−stable subset of N≥2 I ∅ {pj ; j ∈ N+} pN+ N≥2
affine type subgroup AI Aff2(K) Aff
g
2(K) Aff
d
2(K) AutKK[x, y]
Proof. We have H = 〈A,B ∩H〉 = 〈A,BI(A∩ B)〉 = 〈A,BI〉 = AI .
By Proposition 2.1, we have H = 〈A,B ∩ H〉 for H = Affg2(K) or H =
Affd2(K). The property B∩H = B
I(A∩B) forH = Affg2(K) and I = {p
j ; j ∈
N+} (resp. H = Aff
d
2(K) and I = pN+) is clear from the definitions.
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C. Tame type subgroup
We consider, now, a domain R of characteristic p such that the field
of fractions of R is K. We denote by G = AutRR[x, y]. We consider G
as a subgroup of G in the natural way. We consider the tame subgroup
T = 〈A,B〉 where A = A∩G and B = B ∩G. For every subset I ⊂ N≥2, we
set AI := AI ∩G. For each γ ∈ G, we denote by ℓ(γ) the (A,B)-length of γ.
In this context, Remark 3.7 can be improved in the following way:
Remark 4.7. For all γ ∈ Gr T , we have ℓ(γ) ≥ 3.
Proof. Let γ ∈ G be such that ℓ(γ) ≤ 2. Eventually changing γ to γ−1,
we can assume that γ = αβ with α ∈ A and β ∈ B. Then γ(y) is an
affine coordinate of R[x, y] and there exists a ∈ A such that a(y) = γ(y).
Hence a−1γ(y) = y which implies (since a−1γ ∈ G) that a−1γ = b ∈ B and
γ = ab ∈ T .
Corollary 4.5 and Corollary 3.9 give:
Theorem 4.8. Let H be an affine type subgroup of G. We set H = H ∩G.
Then
〈H, T 〉 = H ∗∩ T.
Corollary 4.5 and Corollary 3.13 give:
Corollary 4.9. We assume that R is not a field. Let I and J be two p-stable
subsets of N≥2. If J 6⊂ I then 〈AI , T 〉 is not a normal subgroup of 〈AJ , T 〉.
Proof. Since R is not a field there exists a ∈ R r ({0} ∪ R∗). Since J 6⊂ I,
there exists n ∈ J r I. We consider the polynomials P1(y) = y + ayn
and P2(y) = y − ay
n we have P1(P2(y)) = y mod a
2R[y]. We consider
β1 = (a
2x + P1(y), y) ∈ B ∩ A
J , β2 = (a
−2(P2(y) − x), y) ∈ B ∩ A
J and
τ = (y, x) ∈ A. By a well-known fact (see for example [1]), we have:
σ := β1τβ2 = (a
−2(P2(a
2x+ P1(y))− y) , a
2x+ P1(y)) ∈ A
J .
By Corollary 4.5, H := AI is (A,B)-compatible, we can apply Corollary 3.13
with H = AI , t = τ ∈ A, θ = (τ), g = σ ∈ AJ and γ = (β1, τ, β2), to deduce
gtg−1 6∈ 〈T,AI〉 and 〈T,AI〉 is not a normal subgroup of 〈T,AJ〉. We just
need to check that β1 6∈ B(B∩H). If β1 ∈ B(B∩H) then Bβ1∩ (B∩H) 6= ∅.
Since
Bβ1 = {(a
2x+ y + ayn + a2P (y), y) ; P ∈ R[y]} and
17
B ∩ H = AI ∩ B
= {(ux+ P (y), vy + w) ; u, v ∈ K∗, w ∈ K,P (y) ∈
⊕
i∈I
Kyi ⊕Ky ⊕K},
from n 6∈ I and a ∈ Rr ({0} ∪ R∗), we deduce Bβ1 ∩ (B ∩ H) = ∅.
Theorem 4.10. We assume that R is not a field. Let H1,H2 be two affine
type subgroups of G such that H1 $ H2. We set H1 = H1 ∩ G and H2 =
H2 ∩G. Then 〈H1, T 〉 is a proper subgroup of 〈H2, T 〉 which is not normal.
Proof. Let I (resp. J) be a p-stable subset of N≥2 such that H1 = AI (resp.
H2 = A
J). By Corollary 4.4, H1 $ H2 implies I $ J and we can conclude
using Corollary 4.9.
D. The length 3 differentially tame automorphisms
With the notations introduced in the previous subsection, we focus on
the case I = pN+ and we set H = AI = Aff
d
2(K) and H = H ∩G.
Let a ∈ R r {0} be a nonzero element and let P (y), Q(y) ∈ R[y] be two
polynomial such that P (Q(y)) = y mod aR[y]. We consider β1 = (ax +
P (y), y) ∈ B, β2 = (a
−1(Q(y) − x), y) ∈ B and τ = (y, x) ∈ A. By a
well-known fact (see for example [1]), we have:
σ(a, P,Q) = β1τβ2 = (a
−1(Q(ax+ P (y))− y) , ax+ P (y)) ∈ G.
Let B0 be the subgroup of B defined by B0 = {(x + S(y) ; S(y) ∈ R[y]}.
This subgroup is such that B = (A ∩ B)B0 = (A ∩ B)B0. The double class
of σ(a, P,Q) modulo B0 is easy to compute:
B0σ(a, P,Q)B0 = {σ(a, P1, Q1) ; P1 = P mod aR[y] , Q1 = Q mod aR[y]}
We recall (see for example [EV]) that σ(a, P,Q) ∈ T if and only if there exist
two constants b ∈ R∗ and c ∈ R such that P (y) = by+ c mod aR[y], in other
words if B0σ(a, P,Q)B0 ∩ A 6= ∅. On the other hand, we have
J(σ(a, P,Q)) =
(
Q′(ax+ P (y)) a−1(P ′(y)Q′(ax+ P (y))− 1)
a P ′(y)
)
and we deduce that σ(a, P,Q) ∈ H if and only if P ′(y), Q′(y) ∈ R∗. In this
situation, using Corollary 3.10, we can prove a characterisation for elements
in 〈H, T 〉:
Corollary 4.11. We have: σ(a, P,Q) ∈ 〈H, T 〉 if and only if there exists
b ∈ R∗ such that P ′(y) = b mod aR[y].
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Proof. To check if σ(a, P,Q) ∈ 〈H, T 〉 or not, we can change σ(a, P,Q) to
any element in the double class B0σ(a, P,Q)B0. In this way, we can assume
that all the coefficients of P and Q which are 0 modulo a are in fact 0.
◦ If there exists a constant b ∈ R∗ such that P ′(y) = b mod aR[y], then we
can assume P ′(y) = b. Since P (Q(y)) = y, this implies Q′(y) = b−1 mod
aR[y] and then Q′(y) = b−1. We deduce β1, β2 ∈ H and σ(a, P,Q) ∈ H .
◦ Conversely, we assume σ(a, P,Q) ∈ 〈H, T 〉. We apply Corollary 3.10 to
h = σ(a, P,Q) and (β1, τ, β2) and i = 1, we obtain β1 ∈ B0(B∩H) and B0β1∩
H 6= ∅. That means there exist P1, Q1 ∈ R[y] such that P1 = mod aR[y],
Q1 = Q mod aR[y] and σ(a, P1, Q1) ∈ H and then there exists b ∈ R
∗ such
that P ′1(y) = b and P
′(y) = b mod aR[y].
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