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11 Introduction
Vision is by far the most important sense of human beings. It enables the exact orientation
in the 3D environment, reaches up to several kilometers in distance and has always been a
transport medium of human’s memories. The majority of man-made optical imaging sys-
tems follows the design principles of single aperture optics which is the basic architecture
of all known mammalian eyes [1]. Single aperture refers to the fact that all light which is
recorded in the image passes through a single clear aperture of the optical system. Even
the ancestor of the photographic camera, the ’Camera obscura’ which had no lens at all,
belongs to this type [2, 3]. In the second half of the 19th century, the manufacturing of
optical glasses of constant quality, enabled the spread of matured optical systems such
as telescopes, microscopes, and photographic objectives into scientiﬁc, medical, and con-
sumer applications [4]. About one hundred years later, the fabrication of opto-electronic
image sensors by photolithographic techniques known from micro-electronics engineering
and the development of precise molding of plastic lenses using high grade optical polymers
have paved the way for the miniaturization of imaging systems [5]. Shrinking pixel sizes
enabled the increase of resolution in image space while reducing the image sensor size and
the fabrication of highly precise aspherical lenses led to the development of compact and
cheap optical imaging systems. Hence, digital cameras are now an integral part of various
electronic products such as laptops, tablet PCs, and mobile phones but also automotive
safety systems, video endoscopes, and point-of-care diagnostics to name only a few.
At present, miniaturized digital imaging systems are rarely smaller than 4 mm2 in footprint
size with a thickness of 3 mm at 1.75 μm pixel pitch. A further downscaling yields pixel
sizes below the diﬀraction limit, and thus a reduced spatial resolution as well as increased
noise. Although this might be tolerable in consumer digital cameras, the eﬀect on the
performance of subsequent image processing and analysis is not acceptable in machine
vision, industrial inspection, and medical imaging. Additionally, technological limits apply
such as tight mechanical tolerances which severely increase the costs for a hybrid integration
of small lenses. Lower f-numbers are hard to achieve, so that the diﬀraction limit cannot
be shifted, leading to insuﬃcient performance with standard fabrication techniques [6, 7].
For a further miniaturization of optical imaging systems, it is worth looking at some of
the fascinating approaches which have been present in the tiniest creatures in nature for
millions of years. The evolutionary solution of choice is found in the vision systems of
invertebrates - the compound eyes. Here, a large number of extremely small vision systems
(called ommatidia) on a curved base capture the visual information of a large ﬁeld of
view (FOV) in parallel at the sacriﬁce of spatial resolution. Each ommatidium itself has a
small diameter and a low information capacity when compared to the single aperture eye.
However, due to the large number of channels, a high information capacity of the overall
multi aperture objective can be achieved.
Since the dawn of digital image sensors, several technical derivatives of compound eyes
2have been realized in order to miniaturize man-made vision systems [8–14]. However, since
the major challenge for a technical adoption of natural compound eyes is the required
precision of fabrication and assembly, none of these attempts has led to a successful tech-
nology, since macroscopic fabrication methods were exploited for the manufacturing of
microoptical structures. First examples of a realization by well adapted microoptical tech-
nologies provided the thinnest known optical sensors which were promising even though
the achieved resolution was not yet appropriate for technical applications [15–20].
The aim of this thesis is the investigation of the prospects of multi aperture imaging optics
(MAOs) in a combination of opto-electronics, optics, and image processing. Therefore,
promising design rules of natural compound eyes are studied and adopted for technical so-
lutions. In contrast to prior work, where the size advantage is often obtained at the sacriﬁce
of resolution, here, the highest degree of miniaturization should be achieved while main-
taining optical system parameters (such as resolution and ﬁeld of view) which are relevant
for industrial applications. General principles of insect vision such as (1) simpliﬁcation of
the design, (2) spatial segmentation of the ﬁeld of view, (3) spectral segmentation, and (4)
overlap of the FOVs of adjacent optical channels are applied to yield new approaches to
miniaturized vision systems with high resolution which overcome the basic scaling limits
of single aperture imaging optics. A classiﬁcation is provided that distinguishes the dif-
ferent state-of-the-art and novel approaches with respect to their working principle and
application potential. The scaling behavior as well as new and faster methods for the
simulation and optimization of MAOs are examined. The discussion is focused on optical
systems which can be fabricated in parallel by highly precise microoptics technology based
on wafer-level techniques. The analysis includes new methods for the characterization in
order to investigate the potential and diﬀerences of the various demonstrated approaches.
Chapter 2 starts out with an overview of applications of small single aperture digital
imaging systems followed by an introduction of the basic properties of the optical and
opto-electronic components as well as image processing. The fundamentals of spatial res-
olution including the eﬀects of diﬀraction and aberrations are discussed as both have to
be considered for optical elements of the proposed scale. The sensitivity is studied at the
example of a single aperture camera lens. The geometric ﬁll factor and the pixel pitch of
the image sensor are introduced in order to understand their eﬀect on the spatial frequency
transfer. The chapter closes with a discussion of the scaling limits of single aperture imag-
ing systems and the reason why the miniaturization is accompanied by a reduction of the
information capacity.
Chapter 3 deals with the working principles of natural compound eyes and introduces
the state-of-the-art artiﬁcial compound eyes. It is distinguished between the apposition
compound eye (APCO) as well as the neural superposition compound eye as an evolutionary
approach to improve sensitivity. The superposition compound eye and an uncommon type
of eye are brieﬂy discussed together with their technical counterparts [14,21]. Subsequently,
a novel classiﬁcation is introduced which compares three diﬀerent kinds of multi aperture
imaging systems according to their segmentation of the FOV. In addition to the well-
3known apposition type [9,15], the electronic, and optical stitching of segments are of central
interest. The electronic stitching creates a digital image by the post-processed fusion of
images of FOV segments that have been captured in separate optical channels, whereas
the optical stitching of segments achieves a regular image of the object in the image plane
prior to capture. A fourth principle - the multi aperture Super-Resolution - is added for
completeness. It diﬀers from the others as it uses no segmentation of the ﬁeld.
In a following section of Chapter 3, the methodology of optical design and simulation is
proposed. The design steps starting from a paraxial model, over analytical relationships to
numerical simulations and optimization are discussed whereas the focus is set on speciﬁc
characteristics of multi aperture optics. The paraxial 3x3 matrix formalism is introduced
which is later applied to systems of the optical stitching type. A novel semi-automated
approach for the system optimization and the simulation of optical cross talk are examined.
Chapters 4 and 5 are dedicated to the demonstration systems of two kinds of multi aperture
optical imaging systems. Chapter 4 deals with the simulation, fabrication, and character-
ization of two MAOs with electronic stitching of segments. First, the artiﬁcial neural
superposition eye (ANSE) is discussed which states an enhancement of the APCO with
increased information capacity enabling increased sensitivity or color imaging. A second
type, the electronic cluster eye (eCLEY ), uses an overlap of the FOVs of adjacent optical
channels with a sub-pixel displacement in order to increase the sampling in the object
plane. Its potential for a high resolution makes it a promising candidate for miniature
camera applications. Diﬀerent examples with respect to size and resolution are inves-
tigated whereas two demonstrators have been realized using microoptical fabrication on
wafer level. The software stitching is discussed together with the correction of distortion by
image processing. Finally, the prospects of eCLEYs with respect to megapixel resolution
are examined.
The demonstration systems for the optical stitching of segments are presented in Chapter
5. A ﬁrst example is the optical cluster eye (oCLEY ) which uses an array of focused micro-
telescopes with tilted optical axes in order to acquire a large FOV on small lateral sensor
format. The scaling and stitching performance of such a system is analyzed and a prototype
is presented. A special type of such a system with unity magniﬁcation is created using
parallel optical axes of the channels. The so-called ultra-thin array microscope promises
a resolution in the range of a few microns and cost-eﬃcient fabrication on large optical
format sizes so that parallelized imaging with high spatial resolution over an extended
ﬁeld is feasible. Finally, a microoptical counterpart of the natural superposition compound
eye is designed and demonstrated. The 3x3 matrix formalism is used to yield the scaling
behavior and trade-oﬀ of sensitivity and resolution for the microoptical Gabor Superlens
(μoGSL). The sensitivity increase is examined by experimental characterizations.
The ﬁnal Chapter 6 provides a conclusion of the presented work and a discussion of fu-
ture tasks for the examination and practical realization of multi aperture optical imaging
systems.
42 Fundamentals
Imaging systems and cameras of various sizes can be found in a large number of products
nowadays. The main reasons for their widely spread use, are the breakthrough of opto-
electronic image sensors, the miniaturization and the resulting reduction of fabrication
costs. This chapter starts out with application examples for digital imaging systems which
have an aperture stop diameter of less than ﬁve millimeters. The basic properties of the
components of a state of the art miniature vision system are discussed. Finally, the aspects
and limits of miniaturization are concluded from the investigation of the scaling laws of
single aperture imaging optics.
2.1 Applications of Miniaturized Imaging Systems
The ﬁelds of application of small imaging optics are so widely spread that it is beyond
the scope of this thesis to list all possible examples. Instead, relevant ﬁelds are mentioned
together with some example applications.
Consumer electronics
A prominent example for miniaturized imaging optics are glass or plastic molded lenses
which are sold in millions of pieces annually in pickup heads for optical data storage on
CDs, DVDs etc. [22,23]. Plastic molding is also used for the fabrication of imaging lenses of
optical navigation sensors in PC mice and optical ﬁnger navigation devices [24]. The same
technology is applied to the more sophisticated objectives of miniature digital cameras
which are becoming an integral part of virtually all portable information and communica-
tion devices like tablet PCs, laptop computers and mobile phones [6].
Bio-/ Medical imaging
Endoscopy is a classical ﬁeld of application for miniaturized imaging optics. Especially
ﬂexible endoscopes suﬀer from low resolution and high costs due to the ﬁber bundles used
for image transmission. Rigid systems achieve a better resolution, but the image transfer
via ﬁbers or gradient-index lenses makes them fragile and expensive too. The current de-
velopment of chip-on-the-tip digital video endoscopes is promising because the complete
miniature camera is integrated in the head of the device, creating a very small, ﬂexible
endoscope and yielding better stability at lower costs [25]. These eﬀorts reach as far as to
the so-called ’pill cam’ - an encapsulated miniature endoscope that may be swallowed by
the patient as a whole for remote controlled endosurgery [26].
Automotive
Modern cars already carry several imaging systems for a variety of purposes such as
autonomous cruise control, lane departure support, head light assistance and parking
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aid [27, 28]. There is an increasing number of safety applications in the interior like out-
of-position detection or occupant monitoring. Weight, energy consumption and occupied
space are important issues driving the miniaturization of the future optical sensor solutions
for driver assistance.
Machine vision and robotics
Small imaging optics is applied for inspection e.g. of the interior of small hollow parts with
video endoscopes [29], quality control of textiles or print material using CIS modules [30]
as well as for safety systems like optical switches and light curtains in industrial fabrication
environment. Civil applications of autonomous robotics are a demanding ﬁeld for small
and lightweight imaging systems especially for airborne platforms such as micro air vehicles
(MAVs) [31, 32]. At present, tiny optical sensors are used for semi-autonomous functions
such as altitude or speed control as well as obstacle avoidance [33].
What’s next? - Applications of the near future
There is a growing need for non-stationary treatment in our aging society pushing point-of-
care diagnostics [34]. Mobile and thus smaller versions of the lab-borne medical technology
have to be developed and the miniaturization of imaging optics plays an important role
e.g. for skin and blood analysis or high-throughput screening using ﬂuorescence imaging.
The ﬁeld of soft robotics attempts to bridge the gap between human and machine [35] so
that light-weight vision systems are necessary to enable autonomous robots to interact with
humans in daily life. The application of microoptics in 3D imaging and display is already
within reach [36]. First products using the fundamentals of integral imaging have been
presented for both image acquisition and display [37,38]. 3D image acquisition using small
stereo vision cameras just entered the consumer market whereas the plenoptic camera is a
promising candidate for 3D imaging from a single device which applies a combination of
conventional lenses and microoptics to capture a 4D light ﬁeld [39, 40]. At present stage,
ﬁrst available versions are used to increase the depth of ﬁeld in industrial inspection [41].
2.2 Introduction to Digital Vision Systems
A digital vision system is able to create and record a sequence of two-dimensional images
of a part of the three-dimensional environment by detecting light over a limited spectral
range of the continuum of optical radiation. The complete imaging system is made of
several basic components such as optics, image sensor, electronics and housing as well
as signal processing hard- and software. The present scope shall be limited to devices
which have a lens aperture diameter of less than ﬁve millimeters, as vision systems exist
in various scales. Figure 2.1 shows a schematic sketch of the components of a state of the
art miniature camera with plastic molded lenses.
2.2 Introduction to Digital Vision Systems 6
(a) (b)
Figure 2.1: (a) Components of a state of the art miniature camera showing a number of plastic molded
lenses which are integrated inside a barrel. This is screwed into the lens mount which is subsequently
attached to the printed circuit board (PCB, laminate substrate) with bonded CMOS image sensor. An IR
cut-oﬀ ﬁlter glass is included in the lens mount [42]. (b) Photograph of plastic lens barrel and mount [42].
2.2.1 Objective Lens
After more than 170 years of history of the photographic lens, the properties, trade-oﬀs and
mathematical ways of calculating single aperture objective lenses are well understood [3,43–
49]. The dawn of the digital image sensor generated the new driving force of miniaturization
of camera systems because the costs of a digital camera directly scale with the size of the
image sensor chip. Shrinking pixel size and advances in optics fabrication technologies
enabled the increase of resolution in image space and the widely spread use of aspherical
lenses which lead to the development of more compact optical systems.
Injection molding became the dominating fabrication technology for the millimeter scale
lens fabrication in high volume due to its high quality manufacturing at low cost. However,
with the ongoing miniaturization, the subsequent assembly and packaging costs severely in-
crease for miniature camera lenses with diameters below 4 mm. The hybrid manufacturing
and packaging techniques, which are standard for plastic molded lenses of larger diameters,
lead to insuﬃcient performance when considering the mechanical tolerances with respect
to the larger image resolution which is demanded by the shrinking pixel size [6, 7]. El-
ement thickness and surface decenter tolerances are the most critical issues but also the
sensitivity of small lenses to scratches and contamination have signiﬁcant eﬀects on the
production yield. In the recent past, wafer-level optics (WLO) evolved as an alternative
fabrication technique from microoptics technology and it has been established for the fab-
rication of low-end camera modules with lenses of less than 3 mm in diameter [50, 51]. A
major advantage over injection molding is that the fabrication of lenses and the integration
with spacers to objectives is carried out on wafer level for thousands of lenses in parallel.
Additionally, these processes are operated in cleanroom environment so that contamina-
tion can be limited. However, the adoption of UV-molding techniques from the world of
microoptics poses several challenges for the replication of mm-scale lenses with large sags.
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The accuracy of mold wafer mastering, material shrinkage and tight z-height tolerances
for the whole objective are issues which put a strong limitation on the performance and
yield of WLO cameras. To date, commercially available WLO solutions hardly achieve a
resolution higher than VGA (640x480 pixels). One example of a recent miniature objective
lens design for wafer-level optics technology is shown in Fig. 2.2a.
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Figure 2.2: (a) Layout plot of a state of the art miniature lens design example which contains two convex-
concave components with aspherical surfaces. The cover glass of the image sensor is placed in front
of the image plane. Optical design courtesy of Dr. Frank C. Wippermann. (b) Thin lens or paraxial
approximation of the lens from (a). Additional annotations show: the half angle of the full ﬁeld of view α,
the diameter of the entrance pupil Denp, the total track length L of the lens, the eﬀective focal length feff
and the diameter of the image circle Dim. The major principal plane and the nodal point are denoted by
P and N, respectively.
The eﬀective focal length feff is the central parameter of an objective lens. With the
aberration-free, thin lens approximation, it may be derived from Fig. 2.2b using the
diagonal of the image sensor (Dim) and the half angle of the diagonal ﬁeld of view (α, n=1
in object and image space):
feff =
Dim
2 · tan (α) . (2.1)
The f-number in image space is calculated by [49]
F/# =
feff
Denp
(2.2)
in the paraxial approximation and for an object at inﬁnity. A list of the main geometric
parameters of the example lens is given in Tab. 2.1.
In the following abstracts, the basic characteristics of an imaging lens will be summarized,
in particular the resolution and sensitivity.
2.2.1.1 Resolution
A central ﬁgure of merit of an imaging system is the resolution or the ability to form dis-
tinguishable images of signiﬁcantly close points in the lateral dimension of object space.
The discussion is going to distinguish between diﬀraction-limited and aberration-limited
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Table 2.1: Parameters of the single aperture imaging example system from Fig. 2.2a.
Property Value
Sensor pixel pitch (ppx) [μm] 3.2
Image size [pixels] 640 x 480
Field of view (2α) (diagonal) [°] 60
F-number (F/#) 3.0
Eﬀective focal length (feff ) [mm] 2.20
Total track length (L) [mm] 2.70
Diameter of entrance pupil (Denp) [mm] 0.76
Diameter of image circle (Dim) [mm] 2.56
resolution. The term diﬀraction-limited means that, viewed from a ray-optical standpoint,
the point image of a single in-focus object point is smaller than the diﬀraction blur which
states the minimum physical spot size caused by diﬀraction at the ﬁnite aperture stop of
the imaging system after a wave-optical model. In the aberration-limited case the image
spot size of an in-focus object point is larger than the diﬀraction blur due to insuﬃciencies
of the imaging optics. A general description of the resolution is provided by the point
spread function of an imaging system.
Point spread function
The intensity distribution of a focused image Eim created by an imaging system with circu-
lar pupil under incoherent illumination can be described by a convolution of the geometric
image Egeo and the intensity impulse response or intensity point spread function (PSF) |h|2
of the optical system [52]. The geometric image is the object intensity distribution scaled
with the magniﬁcation and const is a constant:
Eim (x, y) = const ·
∞∫
−∞
∞∫
−∞
|h (x − u, y − v)|2 · Egeo (u, v) du dv . (2.3)
The coordinates u = mhx and v = mhy are coordinates in the object plane hx, hy scaled
with the magniﬁcation m. In general, the PSF contains all considerable impulse response
contributions such as diﬀraction and aberrations. If aberrations are neglectable, the size of
an image point equals the diﬀraction-limited PSF which, for a lens with circular aperture,
is given by [3, 52, 53]:
|hdiff (x, y)|2 =
⎡⎣2 · J1
(
π
λ·F/#
· √x2 + y2
)
π
λ·F/#
· √x2 + y2
⎤⎦2 . (2.4)
Its shape is also known as the normalized Airy diﬀraction pattern or the squared modulus
of the diﬀraction pattern of a circular aperture in Fraunhofer approximation for the wave-
length of light λ (see Fig. 2.3a) [52]. The diameter of the center lobe is the Airy diameter
which states the physical limit for the size of a single image point [3, 47, 49, 52]
dAiry = 2.44 · λF/# . (2.5)
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Figure 2.3: (a) Normalized intensity distribution of the Airy diﬀraction pattern (λ = 550 nm, F/# = 3).
(b) The image intensity (black curve) of two adjacent incoherent point images (dashed curves) according
to Rayleigh (left) and Sparrow criterion (right) for the resolution limit.
According to the Sparrow criterion, two image points have to be at least a distance of
δdiff = λF/# (2.6)
apart to be resolved in a diﬀraction-limited imaging system (see Fig. 2.3b) [49]. The
eﬀective size of an image point Ap (sometimes referred to as 2D blur) may be approximated
by the sum of the Gaussian moments of diﬀraction and transverse aberrations δa [54] which
gives
Ap = (δdiff )
2 + (δa)
2 = (λF/#)2 + (δa)
2 . (2.7)
Moreover, the smallest resolvable angle in object space Δδ results from the projection of
Eq. (2.7) with the focal length:
Δδ =
√√√√( λ
D
)2
+
(
δa
f
)2
. (2.8)
The space-bandwidth product (SBP) which is deﬁned as the number of resolvable image
points over the image area AI is an useful parameter for comparing imaging systems [54].
SBP =
AI
(λF/#)2 + (δa)
2 (2.9)
The SBP is also denoted as the spatial information capacity of an imaging system.
Optical Aberrations
In the practical case, imaging optics are rarely diﬀraction limited and the correction of
aberrations plays a major role in the design and optimization process in order to achieve
an adequate resolution and image quality. Speciﬁc aberrations can be studied in detail
by applying a power series expansion to the wavefront as it propagates through an optical
system. The optical path diﬀerence of the modeled wavefront with respect to a reference
sphere gives the wavefront aberrations W (illustrated in Fig. 2.4). It can be expressed as
a function of the radial ﬁeld coordinate h, radial pupil coordinate rn and the orientation
angle in the pupil plane Θ in case of an optical system with rotational symmetry [53, 55].
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For example, a series expansion up to the second order is used for a coordinate set that is
invariant to rotation about the z-axis [55].
W (h2; r2n; hrn cos(Θ)) ≡ W (h; rn; Θ) =
a020 · r2n + a111 · h rn cos(Θ) + a040 · r4n + a131 · h r3n cos(Θ) +
a222 · h2r2n cos2(Θ) + a220 · h2r2n + a311 · h3rn cos(Θ) + Who
(2.10)
The aberration coeﬃcients aijk are named according to their order i in h, j in rn and k
in cos(Θ). By deﬁnition, the wavefront aberration W is zero in the center of the pupil so
that the contributions for h2, h4 and constant terms have to vanish [55]. The term Who
includes all non-zero wavefront aberrations of higher order.
zp
P‘(x,y)
P‘(0,y )0
z
y
x
QQ0
Sref
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pupil coordinates
Figure 2.4: Visualization of wavefront and transverse ray aberrations. The coordinates ξ, η and x, y are
deﬁned in the (exit) pupil plane and image plane, respectively. The coordinates ζ and z are oriented
towards the optical axis. The wavefront of the pencil from an object point P (not shown) is denoted by
W and Sref is the reference sphere centered in P ′0 with a radius of curvature R. OP
′
0
is the chief ray from
this object point. An arbitrary ray r∗ from P meets the image plane at P ′ and its wavefront aberration is
deﬁned as the optical path diﬀerence nQ0Q with n being the refractive index of the surrounding medium.
The diﬀerence of W and Sref for all points on the reference sphere gives the deformation of the wavefront
from the ideal sphere or the wavefront aberrations W (ξ, η) which can be expressed by cylindrical pupil
coordinates (see inset on bottom right). The transverse ray aberrations are deﬁned by the distance P ′
0
P ′
in the image plane. After [55].
A subsequent derivative of W yields the transverse ray aberrations [47,53,55]. Due to their
impact, special attention is paid to the so-called primary or Seidel aberrations which result
from the third order terms of the transverse ray aberrations in (hrn).
Table A.1 in Appendix A demonstrates that all of the primary ray aberrations are of the
structure:
δprimary = const · R · hi r jn cosk(Θ) . (2.11)
Here, R is the radius of curvature of the reference sphere. When using normalized coordi-
nates for the ﬁeld and pupil position Eq. (2.11) can be written as
δprimary = const · R · himax rjExP hˆ i rˆ jn cosk(Θ) , (2.12)
where hˆ and rˆn vary between 0 and 1 and hmax and rExP are the maximum ﬁeld value and
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radius of the exit pupil, respectively.
Distortion
Distortion is one of the serious aberrations for miniature imaging optics with wide ﬁeld of
view because it is often speciﬁed to a very low number (e.g. below 2 %). Additionally, it
can drastically increase due to fabrication and assembly tolerances even if the theoretical
distortion of the system is low [6]. The transverse ray aberration term of distortion is
independent of the pupil coordinates (rn,Θ) (see Tab. A.1 in Appendix A)
δdistortion =
R
n
· a311 · h3 . (2.13)
Hence, the eﬀect of distortion is such that with growing ﬁeld coordinate h, the position
of the otherwise unaltered image point is increasingly displaced from its paraxial position.
This could be described as a change of transverse magniﬁcation with ﬁeld height. If a311 < 0
the distortion is of barrel type and if a311 > 0 of pincushion type [55]. Both are illustrated
in Fig. 2.5.
barrel type pincushion type
Figure 2.5: Real ray height (crosses) in comparison to the paraxial ray height (grid) in the image plane
for barrel distortion (left) and pincushion distortion (right).
As the speciﬁc amount of an aberration reveals few about the resolution of an imaging sys-
tem, another way of assessing the latter is introduced by analyzing the spatial frequency
response of the system.
Modulation transfer function
The modulation transfer function (abbreviated MTF ) is widely used for the characteriza-
tion of the resolution of imaging optics because a complex optical setup can be summarized
in a few diagrams of MTF curves, diﬀerent systems can be compared by comparing their
MTFs, and MTFs can be measured from images of test charts. The origin of the MTF as
absolute value (or modulus) of the complex optical transfer function (OTF ) of an imaging
2.2 Introduction to Digital Vision Systems 12
system is derived from a normalized Fourier transform of the point spread function |h|2 [52]
H(fx, fy) =
∞∫∫
−∞
|h(u, v)|2 exp [−2π i(fx u + fy v)] du dv
∞∫∫
−∞
|h(u, v)|2 du dv
=
F
{
|h|2
}
F
{
|h|2
}∣∣∣
fx=fy=0
. (2.14)
The symbol F {} denotes a 2D Fourier transform and the MTF is then given by
Ĥ(fx, fy) = |H(fx, fy)| . (2.15)
It describes the contrast in the image plane relative to the contrast in the object plane
depending on the spatial frequency of the input modulation. Thus, it can be measured
by determining the contrast K of a certain spatial frequency fx from the minimum and
maximum intensities Emin and Emax in the image
K(fx) =
Emax(fx) − Emin(fx)
Emax(fx) + Emin(fx)
, (2.16)
and normalizing it to the contrast of the equivalent frequency component in the object
plane [49]:
Ĥ(fx) =
Kim(fx)
Kob(mfx)
. (2.17)
For a given optical imaging system, the MTF generally varies with the position in the
image plane (variation with ﬁeld angle), with wavelength and also with orientation in the
spatial frequency plane.
Optical Cut-oﬀ Frequency
The optical cut-oﬀ frequency ρ0 indicates the spatial frequency at which the MTF vanishes
and thus zero contrast is obtained in the image independent of the object contrast. The
physical limit of the transfer of spatial frequencies by an optical imaging system is described
by the diﬀraction-limited MTF. For a circular aperture it is deﬁned by [49, 52]
Ĥ(ρ) =
2
π
·
⎡⎢⎣arccos( ρ
ρdiff0
)
− ρ
ρdiff0
·
√√√√1 − ( ρ
ρdiff0
)2⎤⎥⎦ . (2.18)
The spatial frequency ρ denotes a point in the frequency plane which is composed by the
spatial frequencies fx and fy along the two dimensions
ρ =
√
f 2x + f 2y , (2.19)
and the cut-oﬀ frequency ρdiff0 of the diﬀraction limited system is linked to the physical
properties of the lens such as the radius of the clear aperture ra = Denp/2, the wavelength
of light λ and the axial position of image formation zim which is equal to the focal length
f in case of inﬁnite object distance
ρdiff0 =
2 · ra
λ · zim
zim=f=
1
λ · F/# . (2.20)
In reality, imaging lenses hardly achieve a diﬀraction limited performance at full aperture
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due to uncorrected aberrations, especially for larger angles of incidence, so that the MTF
vanishes at a frequency considerably lower than ρdiff0 (see Fig. 2.6a). The inﬂuence of
certain aberrations on the MTF performance can be studied in [49, 52, 53]. Furthermore,
diﬀerent sources of noise in a digital imaging system cause a minimum detectable contrast
level above zero, so that the image contrast vanishes even without a zero of the MTF at a
certain frequency.
Depth of focus
The depth of focus is deﬁned as the axial distance of defocus (δI) which is causing a blur
diameter (bI) under a certain tolerance threshold in the image space. It is closely related
to the depth of ﬁeld (δo) which is the axial distance in object space that is sharply imaged
within this tolerance. With the transverse and longitudinal magniﬁcation denoted by m
and m̂, respectively, it can be shown that [49]:
δo =
δI
m̂
=
δI
m2
. (2.21)
The magniﬁcation can be determined for a given object distance s (negative) by
m =
f
s + f
. (2.22)
For short focal lengths or large f-numbers the longitudinal diﬀraction blur is a good ap-
proximation for the depth of focus [49, 54, 56]:
δdiffI = 4λ(F/#)
2 (2.23)
and with Eqs. (2.21) and (2.22) it follows for the depth of ﬁeld caused by diﬀraction blur
that
δdiffo =
4λ(F/#)2 · (s + f)2
f 2
= 4λ(F/#)2 ·
⎡⎣( s
f
)2
+ 2
s
f
+ 1
⎤⎦ . (2.24)
2.2.1.2 Sensitivity
The irradiance Eim that is received at an on-axis point of the image plane (image space
in air) can be calculated from the radiance (radiant power per surface area element and
steradian) Bob emitted by the object surface by [45, 47, 56]
Eim = πτ · Bob · NA2 . (2.25)
It is assumed that the scene is created by extended light sources which can be described as
Lambertian radiators and that the sources are in far distance with respect to the diameter
of the entrance pupil. The numerical aperture is deﬁned as NA = n · sin(β) with the
refractive index n of the space in consideration and the half cone angle β of light which
enters the entrance pupil. For NA < 0.174 the f-number may be approximated well by [49]
F/# ≈ 1
2NA
. (2.26)
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Inserted into Eq. (2.25) this yields [15]
Eim = πτ · Bob · 14 · (F/#)2 . (2.27)
The greatest degree of freedom for the manipulation of the sensitivity in Eq. (2.27) is given
by the choice of an adequate f-number (F/#). Whereas τ - the transmission coeﬃcient
of the optical system - is mainly determined by the transmission and scattering properties
of the lens material and additional coatings. On the other hand, the f-number is closely
related to the resolution of a camera so that scaling sensitivity goes hand in hand with
scaling resolution for a well corrected system.
The irradiance from a bundle of light that is captured on the image plane by an optical
system depends also on the angle of incidence ϑ of that bundle in object space so that Eq.
(2.27) has to be expanded to
Eim(ϑ) = Eim(0) · g(ϑ) , (2.28)
whereas Eim(0) is exactly given by Eq. (2.27). The so-called relative illumination function
g(ϑ) describes the behavior with angle of incidence. In general, it is a rather complex
function (see Fig. 2.6b) that depends mainly on the geometrical clipping of oﬀ-axis rays
(vignetting). For a thin, aberration free lens the function can be described well by g(ϑ) =
cos4 ϑ [47, 49, 56].
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Figure 2.6: (a) A simulation of the monochromatic MTF of the lens from Fig. 2.2a for zero degree ﬁeld
angle (blue curve) in comparison to the diﬀraction limited performance (black curve). For both simulations
a wavelength of λ = 550nm was used. (b) Simulated relative illumination in the image plane depending
on the angle of incidence in object space of the example lens from Fig. 2.2a. The actual curve is shown as
the solid blue line and a g(ϑ) that follows the cos4-law is shown as a dashed red line.
2.2.2 Image Sensor
The ongoing mainly cost-driven miniaturization of opto-electronic chips leads to a shrink-
age of the light sensitive area of an image sensor and therefore a decrease of the sensor
pixel size which in its smallest types is now approaching sub-micron scale.
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Pixel Pitch, Resolution and Sampling
The name pixel is derived from "picture cell" and stands for the physical unit cell of an
array of photodiodes which forms the light sensitive area of a CMOS or CCD image sensor
(see Fig. 2.7a). Additionally, it is used to denote the virtual unit cell of a digital image.
The pixel pitch ppx is the center distance of two adjacent pixels in the array. Usually, a
squared distribution of pixels is used in a 2D image sensor. Especially for CMOS sensors,
the pixel area Apx = p2px is not necessarily equal to the size of the photosensitive area
of the photodiode, Aps = d2, because additional read out electronics is integrated within
each pixel. Hence, there is a certain pixel area which is insensitive to light [57]. The light
sensitivity is proportional to the geometrical ﬁll factor ΦIS
ΦIS =
Aps
Apx
. (2.29)
In most CMOS sensors, a microlens array (MLA) is deployed in order to optically increase
the ﬁll factor. A microlens is formed directly on top of each individual pixel in one of the
last fabrication steps so that incoming light is concentrated onto the photosensitive area
of the pixel [58].
The ﬁnite pixel aperture size and the periodic sampling grid determine the spatial resolution
of an image sensor. The spatial frequency response of a single photodiode gives the complex
weighting factors for each spatial frequency component that can be recorded by the imager.
Its modulus can be split in three components: (1) the so-called aperture MTF which is
limited by the ﬁnite size and shape of the pixels, (2) the diﬀusion MTF which is caused by
a diﬀusion of the photo-generated charge reducing its spatial conﬁnement and, in CCDs,
(3) a contribution which is due to the ineﬃcient charge transfer in the shift register [57].
For large pixels, the dominant component is the aperture MTF. However, the diﬀusion
component becomes considerable in case of small pixels, especially at longer wavelengths.
For simplicity, the case of a square pixel with an aperture width of d is assumed. The pixel
aperture function can be described by
P̂px(x, y) = rect
(
x
d
)
· rect
(
y
d
)
. (2.30)
The rect-function is deﬁned as
rect (x) =
⎧⎨⎩ 1 if |x| ≤ 1/20 otherwise . (2.31)
The aperture MTF is the normalized modulus of the Fourier transform of P̂px
Ĥpx(fx, fy) =
1
d2
·
∣∣∣∣∣sin(πd · fx)πfx
∣∣∣∣∣ ·
∣∣∣∣∣sin(πd · fy)πfy
∣∣∣∣∣ , (2.32)
which is a 2D sinc function [59]. An example section of the pixel aperture function and
the related MTF are shown in Fig. 2.7b.
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Figure 2.7: (a) Small CMOS image sensor (OmniVision OVT3642 3MP) with anti-reﬂection coated cover
glass. The ﬁeld of active pixels is visible as dark rectangle in the center. (b) Left: The rect-function as
example for the pixel aperture function. Right: The related pixel aperture MTF. The dashed line indicates
the Nyquist frequency (as deﬁned below) for the case that the pixel aperture d matches the pixel pitch
ppx.
Both the optics MTF Ĥo and the pixel MTF Ĥpx have to be considered in order to calculate
the total MTF of the image capturing process Ĥcap by
Ĥcap = Ĥo · Ĥpx . (2.33)
An example is shown in Fig. 2.8a. Other components such as ﬁlters can be added by
multiplying the related MTFs with Eq. (2.33) [59].
The spatial distribution of pixels in the array with a pitch of ppx gives rise to a sampled
digitization of the image that is created by the objective lens. Following the Nyquist-
Shannon sampling theorem, a perfect reconstruction of the sampled image is possible only
for frequency components that fulﬁll the condition [60]
fx,y ≤ fmax2 . (2.34)
The upper frequency limit of that condition is called the Nyquist frequency. It is the half
of the sampling frequency fmax = 1/ppx of the image sensor in x and y direction :
νNy =
fmax
2
=
1
2ppx
. (2.35)
The ideal theorem assumes a bandlimited signal which means that the signal frequency
content should be perfectly zero for frequencies higher than the Nyquist frequency. The
eﬀect of aliasing occurs if this condition is not fulﬁlled [59]. Aliasing denotes the presence
of false frequency content in a sampled image which has not originated from the signal and
results in beat patterns with strong modulation at lower spatial frequencies. It is the result
of the false reconstruction due to residual modulation beyond the Nyquist frequency (see
Fig. 2.8b). The acquisition of bandlimited images is impossible in practice but aliasing can
be mostly suppressed by e.g. a low pass ﬁlter, even though attenuation cannot be made
perfect [59].
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Figure 2.8: (a) Comparison of the MTF curves of the diﬀerent system components. The capture MTF
(red line) is formed by the multiplication of the optics MTF (black line) and the pixel aperture MTF (blue
line). The diﬀraction-limited case is illustrated for the example system of Tab. 2.1. (b) The frequency
components which contribute to aliasing during the sampling process are shown in the highlighted region
where two sampling copies of the capture MTF overlap. The dashed line indicates the Nyquist frequency
on the spatial frequency axis which is normalized to the sampling frequency 1/ppx.
Color Imaging
For conventional digital color vision a spectrally, spatially or temporally split acquisition
of the color signal has to be applied [58]. For example, a color ﬁlter array (CFA) which
is integrated directly on the sensor pixels, the so-called Bayer mosaic [61], is most widely
used (Fig. 2.9a).
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Figure 2.9: (a) Bayer color ﬁlter array on image sensor (adapted from [61]). (b) Absolute quantum
eﬃciency as a function of wavelength for a CCD image sensor including the inﬂuence of ﬁll factor enhancing
microlenses and optional color ﬁlter array CFA (modiﬁed from [62]).
In order to reconstruct the highest possible resolution for the whole color image, sophisti-
cated interpolation methods between the diﬀerent single color images are used. Further-
more, color aliasing due to undersampling has to be suppressed at the expense of image
sharpness [58,63]. These problems do not arise with a sensor which applies stacked photo-
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diodes for the diﬀerent spectral components in each pixel [64]. However, the complexity of
such a pixel architecture increases the sensor costs and causes higher noise characteristics.
Other methods like ﬁlter wheels, prisms and liquid crystal tunable ﬁlters will be excluded
here because they are less suited for a miniaturized system due to size and costs.
Conversion Sensitivity and Noise
Besides the geometrical ﬁll factor, other material and layer architectural parameters are
important to determine the sensitivity of an imager. The spectral sensitivity (also called
responsivity) Rλ is primarily speciﬁed by the quantum eﬃciency ηq or the number of
generated electrons per incident photon [65, 66]:
Rλ =
|e| · ηq
Ep
=
|e| · ηq · λ
hP · c . (2.36)
The other parameters are the fundamental charge e and the energy of an incident photon
Ep. The Planck’s constant and the speed of light are denoted by hP and c, respectively.
The spectral sensitivity (in [A/W]) links the photocurrent Ic which is generated in the
collection region to the incident radiant power Pin
Ic = Rλ · Pin . (2.37)
In real detectors, ηq is a non-linear function of the wavelength due to several eﬀects such
as the wavelength dependancy of the photon absorption, the recombination of generated
electrons after a limited lifetime and the absorption and reﬂection characteristics of any
overlaying material such as color ﬁlters or passivation layers [65]. A typical quantum
eﬃciency curve for a CCD sensor based on silicon is shown in Fig. 2.9b.
Together with the sensitivity, noise inﬂuences have to be considered in solid state image
sensors. Noise sources can be categorized into temporal and spatial ones. In the temporal
regime, CMOS image sensors are dominated by thermal noise (e.g. reset or kTC-noise,
ampliﬁer or read noise and dark current shot noise [67]) for low, and photon shot noise for
high illumination conditions [68]. The latter states the ultimate limit to noise as it results
from the statistic nature of the time delay between two photon hits on the photodiode. A
shot noise of σshot is created for a mean number of generated electrons Ne during the time
interval Δt according to a Poisson statistic [67]:
σshot =
√
Ne in [electrons] . (2.38)
In general, the diﬀerent sources of thermal noise possess a nearly Gaussian probability
distribution around the average signal [60].
In the spatial regime, pixels exhibit a non-uniform response to a homogeneously illumi-
nated (’ﬂat-ﬁeld’) scene (ﬁxed-pattern noise or FPN ). The reasons are twofold: Firstly, the
diﬀerence in each pixel’s sensitivity to light which causes an oﬀset between the response
curves of the individual pixels and secondly small diﬀerences of the gain factors [69]. This
causes the photoresponse non-uniformity (PRNU) in case that a ﬂat-ﬁeld illumination is
used and also a dark signal non-uniformity (DSNU) in total absence of a light stimulus
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from the scene. The DSNU results from the local diﬀerences of the number of thermally
excited electrons in each photodiode for a given temperature and integration time [67].
Signal-to-Noise Ratio and Frame Averaging
The output (Ai,k) of a single pixel with the indices i, k in the array can be described by a
composition of the signal Si,k, a temporal noise component ni,k (due to the thermal and
shot noise) and a spatial noise component oi,k (due to the FPN):
Ai,k = Si,k + ni,k + oi,k . (2.39)
Here, Si,k is, for example, the photo current from Eq. (2.37). To simplify the problem, the
assumption is made that ni,k and oi,k are independent of the signal and thus the photon
shot noise is a small contribution to ni,k and may be neglected. The terms of Eq. (2.39)
are ﬁxed for a speciﬁc incident radiant power, gain and temperature, except the noise term
(ni,k) which is statistically Gaussian distributed. For the case of dominating thermal or
dark current shot noise the value of ni,k is spread around its zero-mean according to the
standard deviation σ. The signal-to-noise ratio (SNR) is then deﬁned by
SNR =
S
σ
. (2.40)
Gaussian distributed noise can be reduced by frame or signal averaging [60,67]. The average
output pixel value is derived from the value of the pixel i, k from q diﬀerent frames if the
oﬀset term oi,k is subtracted in each frame prior to averaging:
Âi,k =
1
q
q∑
l=1
(
Sli,k + n
l
i,k
)
. (2.41)
The variance of the sum of all noise terms is equal to the sum of the individual variances [70]
because the noise processes of the individual pixels are uncorrelated
σ2
( q∑
l=1
nli,k
)
=
q∑
l=1
σ2
(
nli,k
)
= q · σ2
(
n1i,k
)
. (2.42)
It is assumed that the variances of the individual pixels’ noise processes are equal. It
follows for the standard deviation of the sum of noise components σtot that
σtot = σ
( q∑
l=1
nli,k
)
=
√
q · σ
(
n1i,k
)
. (2.43)
During summation the signal S increases proportional to q, whereas the standard deviation
of noise σtot increases proportional to
√
q which eﬀectively leads to a SNR that is increased
proportional to
√
q.
2.2.3 Image Processing
In contrast to former analog photography and video, digital imaging enables post-capture
image processing by electronics or software which has gained an important role. The
processing methods range from standards such as: interpolation between diﬀerent color
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planes of a captured raw image (demosaicing), application of color dependent gain curves
for white balancing according to diﬀerent lighting conditions or non-linear (e.g power-law)
gray-level transformations in order to increase the apparent dynamic range (gamma correc-
tion [60]) to more elaborate ones like: the reduction of temporal noise, the application of
a spatially dependent subtraction of reference data (FPN and shading correction) or spa-
tial transformations and interpolations (correction of distortion and transverse chromatic
aberrations [60]). For certain still photography applications even more complex algorithms
are found, e.g. deblurring by deconvolution or extending the depth of focus by wavefront
coding [60,71]. Especially in very small camera devices with low system complexity, exten-
sive image processing can yield a largely improved image at low additional costs [7]. Basics
about image interpolation as well as ﬂat-ﬁeld correction (FFC) are found in Appendix B.
2.3 Scaling Limits of Single Aperture Imaging Optics
The current section discusses the diﬀerences that result for conventional imaging optics of
diﬀerent scale. The eﬀects of scaling on the properties of an imaging system that have
been discussed in the previous sections will be studied. Therefore, two diﬀerent ways of
scaling are distinguished: (1) Scaling with constant f-number and (2) scaling with constant
space-bandwidth product.
Scaling with constant f-number
The ratio between focal length and aperture stop diameter in Eq. (2.2) is kept constant
in order to yield a constant f-number and constant FOV (2α) according to Eq. (2.1). The
focal length, lens diameter and the image circle diameter are multiplied by the same factor
M (Fig. 2.10b) which yields a linear scaling of the whole camera.
The primary ray aberrations scale linearly with the size of the optical imaging system in
case of constant F/# which is derived in Appendix A. This conclusion is supported by
numerical simulations which are shown in Fig. 2.11a.
With reduced size, the aberrations decrease, leading to a diﬀraction-limited spot size of Eq.
(2.5) and a diﬀraction-limited MTF as shown in Fig. 2.12.
However, the Eqs. (2.20) and (2.5) indicate that scaling with constant f-number does
neither inﬂuence the system’s cut-oﬀ frequency nor the smallest possible spot size. Hence,
the best possible image resolution is independent of scale [54]. In the diﬀraction-limited
case, the number of resolvable image points (or the space-bandwidth product) decreases
according to M2 as the image diagonal is decreased. This can be interpreted as a reduction
of the angular resolution and thus a scaling of the smallest resolvable angle according to
1/M [see D → MD and δa/f → Mδa/Mf → const. in Eq. (2.8)] because a larger patch
of object space is imaged on the same image point.
According to Eq. (2.23), the depth of focus stays constant but it translates into a diﬀerent
depth of ﬁeld, since δdiffo depends on (s/f)
2. The nominal object distance s is ﬁxed by the
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Figure 2.10: Scaling of a single aperture lens assuming diﬀraction-limited imaging. (a) Large lens: The
size of one image point is proportional to λF/#. Due to the large focal length f1, the angular projection
of an image point into object space Δδ1 is small. The lens has a high angular resolution and a large
space-bandwidth product (SBP) caused by the extension of the image circle and the small spot size dAiry.
(b) Small lens with same F/#: The size of one image point is the same as in (a). However, due
to the shorter focal length, the angular projection of one spot Δδ2 is enlarged. Hence, the lens has a
lower angular resolution and reduced SBP due to the smaller image circle. (c) Small lens with same
space-bandwidth product (SBP): The spot size is decreased due to the reduction of the F/#. The
same angular resolution as in (b) results as the focal length is decreased with the size of one image
point. Consequently, the information capacity in the image plane equals that of the large system but the
information is gathered from a larger ﬁeld of view with reduced angular resolution. (Adopted from [72].)
application which means that the depth of ﬁeld grows indirect proportional to (Mf)2 [Eq.
(2.24)] even for small object distances (see Fig. 2.11b).
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Figure 2.11: (a) The sum of transverse (black solid line) and longitudinal (blue dashed line) ray aberrations
depending on the scaling factor M of an example objective with constant f-number. The sums include
the following aberration coeﬃcients: spherical aberration, tangential coma, astigmatism, ﬁeld curvature,
distortion, axial chromatic, lateral chromatic. (b) Scaling of the depth of ﬁeld in one meter object distance
for three diﬀerent focal lengths depending on the f-number [according to Eq. (2.24)].
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Figure 2.12: Monochromatic MTF (λ = 550 nm) in the image center simulated for three diﬀerent scales
of the objective lens of Fig. 2.2a with red curve M1 = 0.5, blue curve M2 = 1 and green curve M3 = 2.
The black curve shows the diﬀraction-limited MTF for F/# = 3.0.
In case that the pixel size ppx is scaled together with the image circle diameter, the Nyquist
frequency νNy is shifted with respect to the diﬀraction-limited MTF which means that for
smaller pixel size also the contrast at Nyquist frequency drops as shown in Fig. 2.12:
ppx → Mppx ; νNy → νNy/M . (2.44)
For large values of M , the system is limited by undersampling and aliasing will occur.
For small M , the optics MTF will vanish below the Nyquist frequency and the system is
limited by optical blur. Thus, the information capacity of the image sensor pixel could not
be exploited due to oversampling. Hence, downscaling by M does not strictly mean a scal-
ing of the angular resolution by 1/M but the angular resolution will decrease additionally
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according to the loss of contrast for the higher spatial frequencies that necessarily have to
be transferred by the miniaturized system.
Inﬂuence of scaling on sensitivity
The sensitivity of the optical system can be maintained during scaling with constant f-
number as long as the conditions for Eq. (2.27) are preserved. Even with an extremely
decreased aperture stop diameter, the loss of angular resolution counterbalances that of
sensitivity. Light that is imaged on a given image point is collected from a larger cone
angle in object space [73].
The radiant power that is incident on one pixel in the image plane is calculated by multi-
plying Eq. (2.27) with the photosensitive area Aps = d2 of a squared pixel
Pim = πτ · Bob · d
2
4 · (F/#)2 . (2.45)
If the pixel size is scaled by M , the number of photons and thus the radiant power in
one pixel is scaled by M2. The signal-to-noise ratio (SNR) of the image sensor decreases
because noise and pixel crosstalk increase with shrinking pixel size [74]. Within certain
assumptions, a minimum pixel size can be calculated from the speciﬁcation of the SNR (see
Appendix C). However, the smallest image sensor pixels migrate beyond this limit while
noise is extensively treated by signal post processing.
Scaling with constant space-bandwidth product
In theory, there is another option which is the scaling of imaging systems with constant
space-bandwidth product (SBP), illustrated in Fig. 2.10c. Here, the smallest resolvable
image point AP has to be scaled by M2 in order to compensate for scaling down the image
area AI in Eq. (2.9). As the aberrations δa scale linearly with M , the f-number has to
be changed by M which results in a scaling of the focal length f by M2. Unfavorably,
the scaling will alter the ﬁeld of view (α → α/M) due to the reduced focal length in
Eq. (2.1). The miniaturized system could achieve the same space-bandwidth product as
a large optical system, but it transfers a larger number of the same coarse object patches
as in Fig. 2.10b. The angular resolution is also decreased in comparison to case (a) as
a result of the scaling process. Furthermore, the maximization of the SBP by scaling up
the FOV and decreasing the f-number is futile due to the dependancy on the aberrations
(SBP ∝ 1/δ2a ) which will increase with growing FOV and shrinking f-number according
to Eq. (A.15) in Appendix A. Scaling down the f-number has several additional eﬀects
such as a reduced depth of focus, a shift of the diﬀraction-limited MTF and an increased
sensitivity of the optical system. However, in reality, the fabrication of a small objective
lens with low f-number and large FOV is a very challenging task as it asks for a series
of very high precision surfaces with small radii of curvature, large sags and dramatically
decreased tolerances. Thus, the application of scaling with constant SBP is very limited
for current technological solutions.
2.3 Scaling Limits of Single Aperture Imaging Optics 24
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
M
S
B
P
 [
a
rb
it
ra
ry
 u
n
it
s]
 
 
without aberrations
with aberrations
const. SBP
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
M
sm
a
ll
e
st
 r
e
so
lv
a
b
le
 a
n
g
le
 [
d
e
g
.]
 
 
without aberrations
with aberrations
const. SBP
(a) (b)
Figure 2.13: (a) Scaling behavior of space-bandwidth product SBP, according to Eq. (2.9), and (b) smallest
resolvable angle, according to Eq. (2.8), with scaling factor M . Quantities are chosen according to Tab.
2.1. The blue, green and red dotted curves display scaling with constant f-number. The blue curves
assume the absence of aberrations δa = 0 (diﬀraction-limited). The green curves display the linear scaling
of δa with M . These curves converge to the red dotted lines for large scaling factors M (scaling without
diﬀraction). The black curves assume that both, the f-number and the aberrations, scale linearly with M
so that the SBP is constant. Graph in (a) is modiﬁed from [54].
Summary of scaling of single aperture imaging optics
The graphs in Fig. 2.13a and (b) summarize the previous discussion by visualizing the
qualitative behavior of the space-bandwidth product and angular resolution from Eqs.
(2.9) and (2.8) with the scaling factor M . In conclusion, the miniaturization of a single
aperture optical system has to be paid by a reduction of both the information capacity
(or SBP) and the angular resolution when scaling with constant f-number and FOV. For
a large optical imaging system (M >> 1), the SBP and the smallest resolvable angle
approach constant values whereas the contribution of diﬀraction vanishes. The system is
aberration-limited and any changes of the absolute values for the SBP and the angular
resolution have to be achieved by increasing the system complexity (e.g. adding additional
lens elements) in order to decrease the amount of aberrations. For the small scales (M < 1),
the behavior of a diﬀraction-limited system is approached, with a decreasing SBP according
to M2 and a decreasing angular resolution according to 1/M . Any point left of the blue
curves (diﬀraction-limited case) in Fig. 2.13a and (b) is impossible to reach for the example
system. The same applies for values larger than the red dotted line, in case of the SBP,
and lower than the red dotted line, in case of the smallest resolvable angle. A scaling down
with constant SBP requires a system with decreased f-number and larger FOV, which is
impossible with respect to technological limits. A certain minimum system size is needed
for both a high number of image details and a high angular resolution of a single aperture
optical system [54].
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3 Multi Aperture Imaging Systems
3.1 Natural Archetypes and State of the Art Techni-
cal Solutions
For the inspiration to the miniaturization of imaging systems, it is worth looking at some
of the fascinating approaches which have been present in the tiniest creatures in nature for
millions of years. The evolutionary solution of choice for the scaling problems of the pre-
ceding section is found in the vision systems of invertebrates - the compound eyes. Here, a
large number of extremely small vision systems (called ommatidia) on a curved basis cap-
ture the visual information of a large ﬁeld of view (FOV) in parallel. The use of multiple
optical channels breaks the trade-oﬀ between focal length and the size of the FOV. Al-
though each ommatidium exhibits a small FOV and thus a small information capacity, the
sum of all ommatidia of the compound eye provides a large FOV and an information capac-
ity that is large enough to enable accurate and fast navigation through the insect’s habitat.
The multi aperture design suits to the fact that insects have an external skeleton but it
is also well adapted to the weight and metabolic energy consumption of small inverte-
brates [1]. Compared to the single aperture eye, the arrangement of the ommatidia on a
spherical shell is a major advantage which allows a very large ﬁeld of view while the total
volume of the eye remains small. Hence, the main volume of the head is still available for
signal processing and other biological functions. Due to the very short focal length of each
cornea lens, compound eyes have a large depth of focus and there is no need for a focusing
mechanism. In nature, the lack of high angular resolution is often counterbalanced by
high temporal sampling so that for instance the temporal sampling frequency of the vision
system of a ﬂy is about 250 Hz, nearly ten times faster than that of human vision [75]. In
several species, zones of diﬀerent resolution and additional functionalities, such as polar-
ization sensitivity, hyperacuity or fast movement detection can be found [76–79].
Following the terminology found in literature, it will be distinguished between two major
classes of compound eyes: (1) the apposition compound eyes and (2) the superposition
compound eyes [1, 80, 81]. Additionally, a third uncommon class - the compound eyes of
Strepsiptera - will be added to the discussion. Within the scope of this chapter a coarse
overview of the diﬀerent optical principles will be given and their main characteristics are
going to be discussed.
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3.1.1 Apposition Compound Eyes
The apposition compound eye evolved in day-active insects such as ﬂies (Fig. 3.1a). It
is one of the simplest forms of a compound eyes where a large number of microlenses are
arranged on a curved basis with radius REY E (Fig. 3.1b) and each microlens is associated
with a single photoreceptor in its focal plane [82]. One could ﬁnd up to tens of thousands
of these single microlens-receptor units which are commonly referred to as ommatidia. The
intermediate space between adjacent ommatidia is ﬁlled with pigments that form opaque
walls to prevent light from leaking out from one ommatidium into the next which would
cause optical crosstalk [83].
(a) (b)
Figure 3.1: Natural apposition compound eye. (a) Scanning electron microscope (SEM) image of the
compound eye of a fruit ﬂy (Drosophila melanogaster). Courtesy of Jürgen Berger, Max-Planck-Institut
für Entwicklungsbiologie, Tübingen. (b) Working principle of a natural apposition compound eye [73].
Due to the curvature of the eye, the optical axis of each ommatidium points into a diﬀerent
direction so that nearly 360◦ of the visual surrounding is sampled by the interommatidial
angle
Δφnat ≈ D/REY E. (3.1)
Equation (3.1) gives the angular oﬀset between the optical axes of two adjacent ommatidia
with a microlens diameter D. The photoreceptor of each ommatidium accepts light from a
ﬁnite angular interval centered on the corresponding optical axis [82,84]. The full width at
half maximum (FWHM ) of the angular sensitivity is the acceptance angle Δϕnat. It can
be considered as the most important parameter of a compound eye because it determines
the trade-oﬀ between sensitivity and resolution. The acceptance angle has a geometrical
contribution Δρ = d/f which is determined by the photoreceptor diameter d projected into
the object space (via the focal length f). A second contribution λ/D originates from the
diﬀraction at the microlens aperture for the wavelength λ. Provided that the photoreceptor
diameter is approximately the same size as that of the diﬀraction spot of the cornea lens
then their angular acceptances can each be described by a Gaussian function [82] and the
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acceptance angle is [85, 86]:
Δϕnat =
√√√√(d
f
)2
+
(
λ
D
)2
. (3.2)
A large Δϕnat means that each ommatidium collects light from a large angle. Therefore
the sensitivity is high but the angular resolution is low and vice versa for a small accep-
tance angle. For that reason, the ommatidia must increase in both number and size in
order to increase the total resolution [87]. This might be the reason why there are no large
compound eyes found in nature [88].
Artiﬁcial apposition compound eyes
After opto-electronic image sensors became widely available, various technical approaches
for compact vision systems exploited the principle of apposition compound eyes (APCO)
[8–10, 31]. In contrast to the natural solution, most APCOs are planar conﬁgurations
because the current image sensor technology is limited to planar substrates. The pub-
lished solutions mainly suﬀered from inaccurate assembly because macroscopic fabrication
technology was used and the individual arrays were composed bit by bit. The result-
ing resolutions were too low for any camera application. Later developments led to 3D
microfabrication methods which yielded artiﬁcial compound eye optics on a spherical ba-
sis [18, 20, 89, 90]. However, the problem of recording the image from the curved image
ﬁeld remained unsolved in these approaches so far. The application of piezo-electric and
thermal actuators were examined for the time-sequential increase of the sampling in object
space [11,91] or the expansion of the observed ﬁeld size including a focus compensation [92].
Although, moving parts added a beneﬁt to the system performance, the approaches lacked
a considerable miniaturization due to the problem of integration with the optical compo-
nents.
An example of a realized APCO which was manufactured with micro-technology consists of
a planar microlens array (MLA) on a transparent substrate integrated on an opto-electronic
sensor array [15, 16]. The thickness of the substrate is matched to the focal length of the
individual microlenses f so that the detector pixels are located in the focal plane. A
diﬀerence
ΔpK = pL − pK (3.3)
between the pitch of the lenses p
L
and the pixels p
K
is used to achieve diﬀerent viewing
directions for the individual channels. Thus, each channel corresponds to one ﬁeld angle
in object space with the optical axis directed outwards (Fig. 3.2b), just like in the curved
natural APCO.
Following the physiological deﬁnitions, the interommatidial angle is the angular oﬀset be-
tween the optical axes of adjacent channels
Δφ = arctan
(
ΔpK
f
)
, (3.4)
3.1 Natural Archetypes and State of the Art Technical Solutions 28
(a)
diaphragm arrays
microlens array
glass substrate
apertures
image sensor
polymer spacer
 pK
p
L
(b)
Figure 3.2: (a) Ultra-thin imaging sensor formed by an artiﬁcial apposition compound eye (APCO) at-
tached to a customized CMOS image sensor on ﬂexible printed circuit board [93]. (b) Schematic section
of an APCO. The red colored ray bundle displays crosstalk that is suppressed by horizontal diaphragm
arrays.
and the acceptance angle Δϕ can be approximated by Eq. (3.2) with d denoting the pixel
diameter [73]. If required, the size of the sensor pixels can be narrowed down by a pinhole
array on the substrate backside in order to increase the angular resolution 1/Δϕ [15]. The
angular position of contrast edges or point stimuli can be measured with an accuracy that
is an order of magnitude higher than the coarse angular resolution which results for a short
focal length [94,95]. Similar to hyperacuity in insect compound eyes [76,78], this is enabled
by a controlled overlap between the acceptance angles of adjacent optical channels of an
APCO.
Unlike the curved natural APCO, the planar microlens array suﬀers from aberrations under
oblique angle of incidence which decreases the image resolution with increasing angle in
the FOV. However, as each channel images only a small angular portion of the FOV, its
lens parameters can be tuned according to the center viewing angle of the speciﬁc channel.
Such a chirped MLA is formed by e.g. altering the radii of curvature in the main axes and
the local pitch in order to correct for astigmatism, ﬁeld curvature and distortion [96–98].
Another advantage of the APCO is the large depth of ﬁeld. As a result of the short focal
length of the microlenses and of the use of a single pixel per channel, the image remains
sharp independently of the object distance [73].
A series of prototypes of microoptical APCOs was demonstrated based on the above prin-
ciples [15, 16]. The latest system has been developed for an out-of-position detection in
automotive applications is shown in Fig. 3.2a [93]. Its speciﬁcations are given in Table 3.1.
The pixel pitch ppx of the detector array has to be adapted to that of the microlenses
pL (typical 50...150 μm) while the photodiodes of each pixel should be small (2...10 μm)
which is unusual for commercially available image sensors. For that reason, only a fraction
of the whole number of pixels is illuminated and read out for standard image sensors of
large size. Alternatively, a customized image sensor array can be used which additionally
oﬀers the possibility of implementing signal pre-processing within the periphery of each
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Table 3.1: Selected parameters of the ultra-thin imaging sensor from Fig. 3.2a.
Parameter Value
Number of channels 144 x 96
Total track length (L) [μm] 300
Field of view 85◦ x 51◦
F/# 4
Microlens diameter [μm] 50
Pixel size [μm] 3
Size of sensor head [mm3] 10 x 10 x 1.2
2D ﬁll factor [%] 0.34
pixel. In both cases, a large chip area is consumed by the APCO in order to achieve a
certain image resolution. The low image resolution and the increased costs for the image
sensor of adequate footprint size are the main problems of the APCO as far as commercial
applications are concerned.
Neural superposition compound eye
In several species of ﬂies, a special form of APCO can be found which has a set of pho-
toreceptors in each ommatidium in contrast to a single one. Each object point is imaged
by multiple photoreceptors from diﬀerent ommatidia and the related signals are fused in
the ﬁrst synaptic layer of the eye (see Fig. 3.3a). The setup is known as the neural super-
position type of an apposition compound eye [75]. This redundant sampling of the same
part of the ﬁeld of view enables an increased light sensitivity [99].
 
 



Figure 3.3: Working principle of the neural superposition eye of insects. The optical axes of diﬀerent
photoreceptors from adjacent ommatidia point on the same location of a distant object (inspired by [99]).
The main drawback of natural apposition compound eyes is a limited sensitivity which
restricts the activity of those insects carrying them to daytime. Even though, the neural
superposition type could expand activities into light conditions of dawn and dusk. Evolu-
tion came up with the second class of multi aperture vision systems – the superposition
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compound eyes – which can be found in insects that are active at night or in low light
habitats [1].
3.1.2 Superposition Compound Eyes
The superposition compound eye (Fig. 3.4) has primarily evolved in night-active insects
and deep water crustaceans. Contrasting to the apposition type, the light that is focused
by multiple neighboring lenses combines on the retina to form a single real image of the
environment [1]. The decisive advantage of superposition compound eyes is that they are
much more light sensitive because light bundles from one object point traveling through
several adjacent ommatidia are deﬂected towards a common image point (Fig. 3.4b). In
that way the eﬀective light collecting aperture stop Deff is increased to a size which is
several times larger than the diameter of a single lenslet. This optical performance is not
the result of a single microlens per ommatidium but of two axially aligned microlenses that
form a micro-telescope setup [100]. Eyes with very low eﬀective f-numbers (F/#) can be
found in nature. However, the resolution is below the diﬀraction limit due to the blur that
is caused by the imperfect combination of light beams from several ommatidia [101, 102].
When comparing apposition with superposition eyes, it is evident that the clear zone that
is needed for the fusion of light bundles leads to a larger volume in case of superposition
compound eyes - a price that has to be paid for the higher sensitivity.
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Figure 3.4: Natural superposition compound eye. (a) SEM image of the head and eye section of the
moth Ephestia kuehniella (Courtesy of Tina Clausnitzer, [73]). (b) Schematic cross section of a natural
superposition compound eye [19].
Artiﬁcial superposition compound eyes - Gabor Superlens
The basic scheme of an artiﬁcial superposition compound eye has been published by Dennis
Gabor in 1940 [103]. A related patent claims a stack of two lens arrays with slightly diﬀerent
pitch axially separated by the sum of their focal lengths which would act like a conventional
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lens of larger thickness (Fig. 3.5a). The diﬀerence between the pitch of the ﬁrst lens array
p1 and the second p2
Δp
GSL
= p1 − p2 (3.5)
leads to a back focal length Fs of the stack given by [21]:
Fs =
f2 · p1
Δp
GSL
. (3.6)
Even if the focal length of the second lens array f2 is small, the focal length of a larger lens
can be created by choosing the pitch diﬀerence Δp
GSL
accordingly. Such a setup became
known as the ’Gabor Superlens’ when it was experimentally demonstrated for the ﬁrst
time, more than ﬁfty years after Gabor’s patent [21, 104]. However, with a total track
length of about 65 mm, a FOV of 10 degrees and a resolution of 2 line pairs/mm, this
example was neither small nor suitable for an application, yet.
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Figure 3.5: (a) Working principle of a Gabor Superlens (after [21]). (b) Top: Application of gradient-index
(GRIN) lens arrays in facsimile [105]. Bottom: Image formation through a GRIN lens array [106].
Arrays of gradient-index (GRIN) lenses in a two or three row conﬁguration such as found
in photo-copying machines and ﬂat-bed scanners can be regarded as a special case of an
artiﬁcial superposition compound eye with unity magniﬁcation [106,107]. Each lens forms
an erect image, which superposes with the images of neighboring channels (Fig. 3.5b). This
is achieved by a symmetric setup of lens arrays without pitch diﬀerence. The 2D image
is generated by scanning the lines perpendicular to the orientation of the array. Similar
optics is found in contact image sensor (CIS) modules that are widely used in industrial
inspection [30]. Either the imaging system or the object has to be moved which causes a
rather large setup with mechanically limited resolution. Also non-scanning, multi aperture
optics with unity magniﬁcation have been reported [108] which principally overcome the
scanning limitations by introducing 2D lens arrays for optical recording on photographic
ﬁlm [109] or with application in projection mask lithography [110, 111]. However, these
have not yet been applied to obtain a compact digital imaging system.
3.1 Natural Archetypes and State of the Art Technical Solutions 32
3.1.3 Compound Eyes of Strepsiptera
Another type of compound eye is shown in Fig. 3.6a. It is the eye of a wasp parasite
called Xenos peckii which belongs to the Strepsiptera. It has been reported that males of
Xenos peckii have a particular kind of compound eye with only few but very large cornea
lenses [112]. It reveals an extended retina at the image plane of each cornea lens and a
photoreceptor bundle that is rotated by 180° on its way into the lamina due to the inverted
image which is formed in each eyelet. Further anatomical features hint at a cross corre-
lation between individual retina blocks of adjacent eyelets in order to improve its spatial
resolution (see Fig. 3.6b). A similar structure has been found in the eyes of schizochroal
trilobites [113]. Although other physiologists are still in doubt about whether the eye of
Xenos peckii is an evolutionary optimum or an intermediate state [114], it oﬀers some in-
teresting features for technical counterparts.
(a) (b)
Figure 3.6: (a) Cross sections of one (A) and several (B) eyelets of Xenos peckii. Each consists of a large
lens (L) and an extended retina (R) that has about 100 receptor cells. The lamina is denoted by (La).
Scale bar is 50 μm [115]. (b) Schematic working principle of the compound eye of Xenos peckii (after [112]).
Diﬀerent extended parts of the object space (illustrated by letter sequence) are imaged onto the retina of
each individual eyelet. The signals of each retina are rotated in the ﬁrst neural layers. Finally, the partial
images are linked up to a real image of the object space in the lamina.
Artiﬁcial compound eye of Xenos peckii type
Recently, an artiﬁcial compound eye has been published which follows the idea of the eye
of Xenos peckii in a way that a part of the FOV is recorded in each individual channel
and image processing is used to fuse the diﬀerent partial images to an overall image of
the whole FOV [14]. Its purpose is to create a compact imaging system for an application
in the infrared spectral range. For the sake of a high optical ﬁll factor and ghost light
suppression, a stack of several microlenses was used (Fig. 3.7). Additionally, a prism array
is applied for increasing the FOV to 30◦. This compromises the compactness of the device
(total track length is 24.8 mm) and its light sensitivity (F/# = 8).
3.2 Classiﬁcation of Multi Aperture Imaging Systems 33
Figure 3.7: Left: Optical design layout of the infrared MULTICAM from [14]. Middle: Acquired images
of 5x5 optical channels [14]. Right: Final image of the whole FOV after image processing [14].
It can be concluded that to date only few multi aperture imaging systems found a suc-
cessful way into technical application. The reason is that most of the published examples
are of mm-scale and have been fabricated with conventional macroscopic technologies so
that assembly misalignments become critical when placing the optical channels beside each
other. Additionally, most systems lack a considerable miniaturization. Microoptical tech-
nologies, instead, are promising for the fabrication of artiﬁcial compound eyes with a large
number of channels. Fabrication and assembly technologies with high lateral precision in
sub-micron range lead to compact imaging devices at applicable production costs because
a large number of systems can be manufactured in parallel processes on wafer level. The
prototype examples of Chap. 4 and 5 follow this approach.
3.2 Classiﬁcation of Multi Aperture Imaging Systems
3.2.1 Basic Parameters of Multi Aperture Imaging Optics (MAO)
In order to formulate a general description of planar multi aperture optical imaging sys-
tems (MAO), it is noted that every parameter which applies for a whole single aperture
optical imaging system (SAO) is applicable for each individual channel of the MAO. How-
ever, beyond the parameters of Sec. 2.2, there are additional ones that are special to multi
aperture setups and will be explained in the following.
Basic geometric parameters
A multi aperture optical system is structured into a two-dimensional array of Kx times
Ky individual optical channels. An optical channel is deﬁned as the axial assemblage of
at least one aperture stop together with at least one focusing element (e.g. a lens) and a
spacer for the related propagation length to the image plane. Each channel is associated
with a two-dimensional partial image of nx × ny pixels. In case of a square partial image,
the number of pixels is nx = ny = ng. The physical edge length of the square partial image
is
Ip = ng · ppx . (3.7)
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The number of pixels in the ﬁnal image is deﬁned by Nx and Ny along the x- and y-
direction. This corresponds directly to the number of object sampling intervals (see Fig.
3.8a). Thus, the number of optical channels (in x and y) is related to the ratio of the total
pixel number and the number of pixels per partial image using
Kx,y =
Nx,y
nx,y
. (3.8)
For simplicity, it is assumed that the Kx × Ky partial images are arranged in a regular
Cartesian array with equal pitch pK along the x and y direction (see Fig. 3.8b). Hence,
an 1D optical ﬁll factor Γ in the image plane is deﬁned as
Γ =
Ip
pK
. (3.9)
The 2D optical ﬁll factor is given by Γ2 in case of quadratic partial images in a square
array lattice.
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Figure 3.8: (a) Visualization of the basic parameters which characterize the FOV of multi aperture optics
(MAO). (b) Schematic overview of basic parameters in the image plane of multi aperture optical systems.
Field of view
In most cases, the diagonal ﬁeld of view (2α) is determined by the application. From
rectangular triangles and trigonometric relations one relates α to the half cone angles of
the FOV along the horizontal and vertical direction αx and αy:
tan2 α = tan2 αx + tan2 αy , (3.10)
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and the ratio of the horizontal to the vertical edge length of the image is found using:
tanαx
tanαy
=
Nx
Ny
. (3.11)
The half angles of the horizontal and vertical FOV may be calculated using Eq. (3.10) and
(3.11) according to:
αx = arctan
⎡⎢⎢⎣ tan (α)√
1 +
(
Ny
Nx
)2
⎤⎥⎥⎦ ; αy = arctan
⎡⎢⎢⎣ tan (α)√
1 +
(
Nx
Ny
)2
⎤⎥⎥⎦ . (3.12)
The half angles of the ﬁeld of view for a single optical channel in x,y are
αK,x = arctan
(
nx · ppx
2f
)
; αK,y = arctan
(
ny · ppx
2f
)
, (3.13)
which reduces to a symmetric FOV per channel in case of a square partial image.
Sampling angle
The interommatidial angle which is deﬁned by Eq. (3.4) gives the oﬀset between the
central viewing directions of adjacent optical channels. Two diﬀerent sampling angles are
deﬁned in addition to that: The interpixel angle Δφpx which is the oﬀset angle between
two adjacent pixels of a single channel when projected in object space
Δφpx = arctan
(
ppx
f
)
, (3.14)
and the eﬀective sampling angle
Δφeff = arctan
(
Δpeff
f
)
, (3.15)
which is the smallest angular sampling interval in object space. It could be created by
the eﬀect of a pair of diﬀerent optical channels with an eﬀective pitch diﬀerence of Δpeff
which is discussed in more detail in Sec. 3.2.2.2.
The total number of sampling points is limited by the number of pixels in the ﬁnal im-
age and the eﬀective sampling angles in x and y can be alternatively calculated for an
equidistant sampling of the FOV:
Δφeff,x = arctan
(
tanαx
Nx/2
)
; Δφeff,y = arctan
(
tanαy
Ny/2
)
. (3.16)
Interchannel distortion
When imaging a planar object onto a planar image surface, an equidistant sampling in
angular space leads to a non-equidistant sampling on the object plane (see Fig. 3.9 left
side) and thus a distorted image. However, the viewing direction of the individual channels
in a multi aperture system can be chosen arbitrarily. Hence, they can be arranged in a
way that a regular grid on a planar object surface is formed (see Fig. 3.9 right). This is
achieved, if the viewing angle ϑr of the channel with indices (i; j) along the horizontal and
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vertical dimension in the array follows the equation [98]:
ϑr = arctan
⎛⎜⎜⎝tan (α) ·
√
(i)2 + (j)2√(
Kx−1
2
)2
+
(
Ky−1
2
)2
⎞⎟⎟⎠ (3.17)
or for a separate calculation along the x,y direction:(
tanϑx
tanϑy
)
=
tan (α)√(
Kx−1
2
)2
+
(
Ky−1
2
)2 ·
(
i
j
)
. (3.18)
The numbers of channels Kx and Ky are assumed to be odd without loss of generality and
i, j ∈ [0; (Kx,y − 1) /2].
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Figure 3.9: Sampling schemes with equidistant angle in FOV (left) and equidistant distance on object
plane (right). The object plane is denoted by O. The optical system in P is placed in a distance s.
The easiest way to achieve such a correction of interchannel distortion is to adapt the local
pitch diﬀerence according to the position of the channel in the array in Eq. (3.4). The
result is an irregular or so-called chirped microlens array [96–98].
3.2.2 Concepts for Field of View Segmentation
The segmentation of the ﬁeld of view by multiple optical channels can be carried out in
several ways which lead to diﬀerent basic architectures of the multi aperture optical systems
(MAOs) that are shown in Fig. 3.10. For the ﬁrst time, the following discussion provides
a classiﬁcation which allows to distinguish the various principles of the state of the art and
the new approaches for multi aperture imaging systems.
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Figure 3.10: Overview of the principles of single and diﬀerent multi aperture optical imaging systems.
3.2.2.1 Apposition Type (APCO)
The artiﬁcial apposition compound eye (APCO) uses only one pixel per optical channel,
as illustrated in Fig. 3.2b. Thus ng = 1 and the size of a partial image is that of a single
pixel deﬁned by either the pixel pitch ppx or the diameter of the photodiode d in case that
both diﬀer. Consequently, the number of pixels in the ﬁnal image is directly given by the
number of channels in Eq. (3.8) and the optical ﬁll factor is Γ = d/pK . If the size of the
photodiode d is comparable to the size of the PSF, the full FOV per channel (2αK,x and
2αK,y) equals the acceptance angle Δϕ. The eﬀective sampling angle Δφeff equals the
interommatidial angle Δφ of Eq. (3.4). If the condition
Δφeff =
Δϕ
2
(3.19)
holds, the maximum transferable angular frequency in a single channel can be reconstructed
in the ﬁnal image [15]. The ﬁnal image of the APCO can be made free of distortion by
correcting the local pitch diﬀerence ΔpK in order to achieve a sampling according to Eq.
(3.17) [96].
The APCO deﬁnes an extreme case which completely decouples the relationship between
focal length, FOV and image size known from Eq. (2.1) because the overall image size of
the APCO is determined by the moiré-magniﬁcation which is approximately [116, 117]:
mmoire = − pKΔpK , (3.20)
and thus independent of the focal length. It creates an image with a much larger mag-
niﬁcation than that of each single optical channel and additionally it has a much shorter
system length than a single aperture optical system with same magniﬁcation [15, 16].
3.2 Classiﬁcation of Multi Aperture Imaging Systems 38
3.2.2.2 Electronic Stitching of Segments
The second class of multi aperture optics uses multiple pixels per channel that are acquired
in parallel within the separated partial images of each individual channel (see Fig. 3.10).
Subsequently, the distributed image information is fused to a ﬁnal image of the whole FOV
via image processing (software or electronic image stitching).
This setup enables the highest degree of freedom and it will be distinguished between three
diﬀerent sampling schemes:
Redundant Sampling: Light that originates from each object point is sampled in mul-
tiple optical channels. This is achieved by choosing a pitch diﬀerence between adjacent
optical channels ΔpK that is the m0’th fraction of the pixel pitch ppx with m0 being an
integer value. Thus, starting from a channel with index l, there is another pixel which
captures the same point of a distant object in the channels with indices l +m0 and l − m0
along one row of the MLA (see Fig. 3.11). The smallest sampling interval in image space
is then given by Δpeff = ppx/m0. Redundant sampling can be used in order to acquire
additional information about the object, like color, polarization and multispectral imag-
ing or to increase the light sensitivity of artiﬁcial compound eyes. It is applied by the
artiﬁcial neural superposition eye (ANSE) which reveals the inspiration from the neural
superposition eye of insects.
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Figure 3.11: Illustration of the redundant sampling scheme. On the right, each line Oi shows the sampling
along a section in image space of the i’th channels for m0 = 3. The last line Oall illustrates the ﬁnal
conﬁguration in the post-processed image. The sampling interval of each pixel is indicated by a box-like
function with the index of the channel.
Increased Sampling: The sampling is improved by overlapping FOVs of adjacent optical
channels. The adjacent sampling grids need to be displaced by a sub-pixel amount Δpeff
i.e. the k’th fraction of the pixel pitch ppx whereas k must not be an integer divisor of the
number of pixels per channel ng (Fig. 3.12). The main purpose of this type is the decrease
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of the total track length while maintaining the same image resolution compared to single
aperture imaging systems with the same pixel size. The related device that achieves such
an increased sampling is called electronic cluster eye (abbreviated to eCLEY ). The eCLEY
is inspired by the compound eyes of Strepsiptera.
(2) Increased Sampling
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Figure 3.12: Illustration of the increased sampling scheme. On the right, each line Oi shows the sampling
along a section in image space of the i’th channels for k = 2 and ng = 5. The last line Oall illustrates the
ﬁnal conﬁguration in the post-processed image. A pixel ﬁll factor of about 50 % is assumed.
Simple Stitching: The channel pitch diﬀerence ΔpK equals the size of the partial images
IP and the individual ﬁelds of view of adjacent optical channels are seamlessly stitched by
post-processing (see Fig. 3.13). The eﬀective pitch diﬀerence Δpeff is equal to the pixel
pitch ppx in each channel. The application of this type can be compared to that of optical
image stitching (to be discussed in the next section) with the diﬀerence that it oﬀers the
possibility to post-process the partial images prior to image stitching. There is no known
natural archetype for the simple stitching scheme.
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Figure 3.13: Illustration of the simple sampling scheme. On the right, each line Oi shows the sampling
along a section in image space of the i’th channels for ng = 3. The last line Oall illustrates the ﬁnal
conﬁguration in the post-processed image.
3.2 Classiﬁcation of Multi Aperture Imaging Systems 40
Table 3.2: Summary of the diﬀerent types of eﬀective sampling for the multi aperture imaging systems
using electronic stitching of segments from Fig. 3.11 - 3.13.
Parameter (1)Redundant Sampling (2)Increased Sampling (3)Simple Stitching
Pitch diﬀerence ΔpK = ppx/m0 ΔpK = Ip/k ΔpK = Ip
m0 is integer > 1 k is not a divisor ofng
Eﬀ. sampling Δpeff = ppx/m0 Δpeff = ppx/k Δpeff = ppx
in image space
Eﬀ. sampling Δφeff = Δφ ≈ Δφpx/m0 Δφeff ≈ Δφpx/k Δφeff = Δφpx
in object space
The fraction of image sensor area that is used for the acquisition of partial images for the
electronic stitching of segments is given by the 2D optical ﬁll factor
Γ2 =
I2p
p2K
. (3.21)
There is a gap of pK − ng · ppx between adjacent partial images which cannot be used for
active pixels so that Γ2 < 1 (see Fig. 3.8b). Thus, the principle of electronic stitching of
segments asks for a custom image sensor layout.
Whereas there is no state of the art for the redundant and increased sampling, the simple
stitching is used by the MULTICAM which is introduced for infrared imaging in [14,118].
3.2.2.3 Optical Stitching of Segments
The optical stitching of segments denotes a multi aperture imaging system which achieves
a seamless image of the total FOV by an optical recombination of all partial images (see
Fig. 3.10 middle left). In this case, a conventional image sensor is applicable and the ﬁll
factor yields Γ2 = 1. The lateral dimensions of such a multi aperture objective are compa-
rable to that of single aperture systems. However, as the optical stitching is achieved by
an imaging setup with at least one intermediate image, the number of optical elements per
channel, the system complexity and overall thickness increase compared to the approach
of electronic stitching of segments. Two main principles of the optical stitching can be
distinguished:
Side-by-Side Stitching: Each optical channel transfers its related part of the FOV and
adjacent partial images are optically stitched together in a way that the image details at the
intersections between adjacent partial images are preserved (Fig. 3.14 left). Side-by-side
stitching yields an artiﬁcial compound eye of high resolution that is especially compact in
the lateral dimensions. The principle is used by the optical cluster eye (oCLEY ) and the
ultra-thin array microscope.
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Overlapping Partial Images: Each optical channel images a larger portion of the full
FOV and the individual partial images overlap in the image plane (right side of Fig. 3.14).
Hence, the sensitivity of the artiﬁcial compound eyes can be considerably increased. This
is the working principle of the microoptical Gabor Superlens (μoGSL).
Side-by-Side Stitching Overlapping Partial Images
Figure 3.14: Overview of diﬀerent object sampling solutions for the optical stitching of segments. Blue/left:
The side-by-side stitching as used by the optical cluster eye (oCLEY ). Green/right: Individual partial
images are superimposed in the image plane. This scheme is found in the microoptical Gabor Superlens
(μoGSL). The object distance and the thickness of the optical system are denoted by s and L, respectively.
Due to the working principle, there is no possibility to increase the sampling in object
space beyond that given by the pixel pitch in Eq. (3.14).
3.2.3 Multi Aperture Super-Resolution
The fourth approach to multi aperture imaging systems (Fig. 3.10 outer right) has no
known archetype in nature but it uses ideas of video image processing. The term Super-
Resolution stands for the processing of a number of undersampled images with low resolu-
tion, e.g. out of a video stream, in order to create a single image with high resolution [119].
Instead of capturing multiple images over time, they could be captured at the same time
in multiple optical channels. Correspondingly, a low-resolution image of the full FOV is
captured in each channel and an image registration and fusion algorithm is used to cre-
ate the ﬁnal, high-resolution image from all sub-images. It has been proposed that this
approach is promising as a thin and inexpensive substitute for imaging optics in the in-
frared spectral range [13]. A Japanese research group ﬁrst published the so-called TOMBO
system [12] which used diﬀractive lenslet arrays, GRIN lenses or conventional refractive
microlens arrays for constructing a thin camera device based on Super-Resolution in the
visible spectral range [12, 120]. It has been demonstrated that this device is suitable for
color image acquisition and multispectral imaging by using RGB or several narrow-band
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interference ﬁlters [121, 122]. Additionally, it has been shown that 3D imaging of objects
in a distance of less than one meter is feasible [123].
However, multi aperture Super-Resolution is accompanied by several limitations. First, the
FOV of the published examples is below 22◦ due to the limited usable image ﬁeld per chan-
nel which is determined by the diameter of the related lens and the technological limits for
the numerical aperture of the microoptics [12,124]. Additionally, the approach is sensitive
to object distance due to a change of parallax and thus sub-pixel disparity between images
of neighboring optical channels. Only small object distances between a few centimeters
up to about two meters are described in literature. The sub-pixel disparity is also altered
across the ﬁeld by distortion of each optical channel. The condition for ﬁne-grained sub-
pixel shifts between the diﬀerent low-resolution images states the most crucial limitation:
In contrast to a conventional image acquisition process, Super-Resolution requires alias-
ing of the low-resolution images within each optical channel. This can be expressed by a
condition for the number of nonredundant channels Kch [125]
Kch = νpx/νNy = 2/
√
ΦIS . (3.22)
Where νpx and νNy are the ﬁrst zero of the pixel aperture MTF in Fig. 2.7b and the
Nyquist frequency of Eq. (2.35). The pixel ﬁll factor ΦIS was deﬁned in Eq. (2.29). This
means that the optical MTF and thus the resolution of the lens system has to be high
enough in order to transfer suﬃcient frequency content above the Nyquist frequency up
to νpx = 1/d. However, this becomes diﬃcult to achieve in practice when considering the
tolerances of fabrication and alignment during assembly, especially for miniature cameras
with small pixel pitch and thus high Nyquist frequency. Furthermore, the computational
load and processing speed is still challenging for a real-time image acquisition [126,127].
3.2.4 Reasons for a Thickness Reduction in MAO
There are a few fundamental amenities that summarize the advantages of multi aperture
imaging optics in terms of the miniaturization of imaging systems:
Spatial Segmentation of the FOV: Each part of the total FOV that is transferred by
an individual optical channel originates from a diﬀerent position in object space. Thus, the
properties of each optical channel can be adapted in order to create a best possible image of
the particular segment. A smaller range of ﬁeld values has to be imaged by each individual
channel so that the correction of aberrations becomes much easier because, according to
Eq. (2.10), most aberrations strongly depend on ﬁeld coordinate h (see also Tab. A.1 in
Appendix A). The resulting advantages with respect to single aperture optics are: a simple
optical setup with few elements within each channel, a relatively small diameter and height
for each of the microlenses and the feasibility of a large total FOV.
Spectral Segmentation: The information that is transferred by the individual opti-
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cal channels diﬀers in its spectral composition. Each channel transfers a part of the full
spectral range of the multi aperture imaging system. This feature eases the correction of
chromatic aberrations for the limited spectral range of the individual channel which yields
a simplier optical setup with fewer elements within each channel in comparison to single
aperture imaging optics.
Overlap of the FOVs of Diﬀerent Optical Channels: The ﬁelds of view of diﬀerent
optical channels overlap to a desired extend which allows for features that are impossible
for single aperture imaging optics. Examples are: the decrease of the total track length of
the optical module due to increased sampling, the increase of sensitivity and information
capacity (color, multispectral, polarization imaging) as well as three-dimensional imaging.
The schematic Figure D.1 in Appendix D lists the assignment of the basic features of multi
aperture imaging optics to the speciﬁc types.
Thickness Reduction due to Increased Sampling
When shrinking the size of the optical system, the interpixel angle (Δφpx) in a single
aperture system increases with decreasing focal length according to Eq. (3.14). However,
the viewing direction in the FOV can be chosen freely by applying the pitch diﬀerence (Δpk)
in case of multi aperture imaging optics with electronic stitching of segments. Hence, the
angular sampling of the object space is not limited by the pixel pitch and the focal length
of a single channel, but by the eﬀective pitch diﬀerence Δpeff (see Fig. 3.12). This yields:
tan (Δφeff)
tan (Δφpx)
=
fsao
k · fmao (3.23)
when dividing Eq. (3.15) by Eq. (3.14) and replacing the eﬀective pitch diﬀerence by the
fraction of the pixel pitch Δpeff = ppx/k from Tab. 3.2. The focal length of the single
aperture imaging optics is denoted by fsao and that of a single channel of the multi aperture
imaging optics by fmao. The variable k is an integer number according to Tab 3.2. The
same angular sampling has to be achieved for the multi aperture system compared to the
single aperture system as this is desired for the application. Hence, the condition yields
fsao
k · fmao
!= 1 → fmao = fsao
k
. (3.24)
In conclusion, the eﬀective focal length of the multi aperture optical system can be short-
ened by 1/k while the angular sampling and the pixel size are constant. The integer k ≥ 1
is called braiding factor.
3.3 Methodology for the Optical Design and Simula-
tion of MAO
The optical design and simulation of multi aperture imaging systems is structured into
several subtasks which build up a complete working chain shown in Fig. 3.15.
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Figure 3.15: Overview of the basic steps of the optical design process for multi aperture imaging optics.
The design process starts with an input of system speciﬁcations which result from the
application. These speciﬁcations such as FOV size or image sensor parameters are used
to create a ﬁrst approximate model with thin lens (paraxial) equations. In general, the
paraxial model acts as starting point for the numerical simulation which is carried out by
ray-tracing techniques. Depending on the complexity of the single channel setup, some
basic parameters of the lenslets and diaphragm arrays (e.g. central viewing direction of
each channel, center positions) are derived from analytical relationships in an intermediate
step. During the numerical simulation, the single channel starting system is converted into
a numerical description of the full multi aperture structure with optimized parameters. Af-
ter optimization, the performance of the resulting system is analyzed by using simulations
of spot size, MTF and test images. Additionally, ghost light suppression is checked and
mechanical tolerances are analyzed. Finally, the design data of one multi aperture objective
is exported for the creation of a lithography mask set and mold tools for the diﬀerent layers.
Diﬀerences to the optical design of single aperture imaging optics (SAO)
The simulation of multi aperture optical imaging systems (MAO) features special charac-
teristics when compared to that of single aperture systems. The aperture stop is divided in
a number of sub-apertures according to the number of optical channels Kx×Ky. Each opti-
cal channel is regarded as an independent single aperture optical system so that the design
and simulation eﬀort is multiplied by the total number of channels. However, depending on
the complexity of the system, it is suﬃcient to use characteristic sections through the array
or one unit cell for simulation due to lateral symmetry in the array. This drastically de-
creases the eﬀort. Nevertheless, a semi-automated optical design method is recommended
for the numerical simulation of systems which use chirped arrays as this requires the opti-
mization of a large number of diﬀerent optical channels. Another diﬀerence is that there
are side conditions which deﬁne the relationship between diﬀerent channels that have to
be considered during the optimization. This relates to interactions such as the braided
sampling in object space or the superposition of partial images in image space.
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A signiﬁcant diﬀerence is found in the origin and analysis of ghost and stray light. There
is only few sources of stray light possible in a MAO compared to a SAO because there
are no lens or housing side faces for the majority of channels (except those at the edges
of an array) which are a common source of stray light. Furthermore, direct ghosts and
lens ﬂares are uncommon as there are only few air-glass interfaces in each channel. On
the other hand, attention has to be paid to ghost images which, in contrast to SAO, are
caused by light which entered the sub-aperture of one channel and travels to the partial
image plane of another channel in an unintended way. The suppression of optical crosstalk
by the optimization of the position and size of barriers and diaphragm apertures is a task
that is unique to MAO.
Several side conditions and restrictions for the optical design result due to the scale and
the fabrication by microtechnology. Examples of these are: the implementation of glass
substrates as mechanical carriers for microoptical elements, the limitation to speciﬁc lens
surface proﬁles and the limited numerical aperture of microlenses.
3.3.1 Paraxial Model
The paraxial approximation allows to calculate system parameters independent of the
detailed layer structure or materials of the speciﬁc optical design. Equations of ﬁrst-order
(Gaussian) optics are applied and aberrations are neglected. It is used as a starting point
for the numerical design of a single on-axis channel and further detailed simulations. Table
3.3 lists a typical set of input speciﬁcations from the application and the main on-axis
parameters that can be derived from that set. An initial value for the microlens pitch is
Table 3.3: Overview of input and output parameter sets for the paraxial model.
Input Output Equation
Spectral range (λi) focal length (f) (3.15)
Number of image pixels (Nx,y) microlens diameter (D) (2.2)
Pixel pitch (ppx) acceptance angle (Δϕ) (3.2)
Size of FOV (diagonal, 2α) number of channels (Kx,y) (3.8)
F-number (F/#) horizontal and vertical FOV (2αx,y) (3.12)
eﬀective sampling angles (Δφeff,x,y) (3.16)
FOV of individual channel (2αK,x,y) (3.13)
pitch of partial images (ΔpK) (3.3)
given by the sum of the microlens diameter D and a minimum spacing between adjacent
lenslets ΔsL which yields
pL = D + ΔsL (3.25)
The value of ΔsL is a few microns due to restrictions of the MLA fabrication technology.
The eﬀective sampling angle and the acceptance angle should approximately fulﬁll Eq.
(3.19) in order to follow the sampling theorem. The eﬀective pitch diﬀerence Δpeff and
the pitch diﬀerence ΔpK of adjacent partial images result from the designer’s choice of the
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sampling scheme, e.g. from Tab. 3.2. Once the eﬀective pitch diﬀerence is known, the
Nyquist frequency of the system can be calculated analog to Eq. (2.35) by
νNy =
1
2Δpeff
. (3.26)
3.3.2 Paraxial Matrix Formalism
Matrix formalisms are advantageous in dealing with the numerous degrees of freedom of
a more complex optical system made of several lenses [49, 128]. The well-known ABCD-
matrix formalism is limited to the ﬁrst-order (paraxial) optics description of rotationally
symmetric single aperture systems. However, it can be extended using 3x3 matrices in
order to describe optics that are decentered from the optical axis and tilted [129]. The
resulting 3x3 matrix formalism was successfully applied for the simulation of optical systems
containing MLAs [17,73,130,131]. Each ray is described by a set of two coordinates which
denote the lateral distance h to the optical axis and the angle α under which it subtends
the optical axis. The transfer matrix M˜ is used to map the input ray (hin;αin) to the
output ray (hout;αout):⎛⎜⎜⎝
hout
αout
1
⎞⎟⎟⎠ = M˜ ·
⎛⎜⎜⎝
hin
αin
1
⎞⎟⎟⎠ , M˜ =
⎛⎜⎜⎝
M11 M12 Δh
M21 M22 Δα
0 0 1
⎞⎟⎟⎠ . (3.27)
The transfer matrix of the system M˜ includes the well-known ABCD-matrix in the elements
Mij and the general decentration M13 = Δh as well as tilt M23 = Δα [131]. The inﬂuence
of each component on the propagation of the observed ray is described by a speciﬁc matrix.
Typical matrices which are needed to model the paraxial ray propagation in MAOs, are the
propagation matrix MP through an homogeneous medium of the refractive index ni with
a thickness of di, the refraction at a thin lens ML with focal length f and the decentration
MD by a distance Δh perpendicular to the optical axis:
MP =
⎛⎜⎜⎝
1 di
ni
0
0 1 0
0 0 1
⎞⎟⎟⎠ , ML =
⎛⎜⎜⎝
1 0 0
− 1
f
1 0
0 0 1
⎞⎟⎟⎠ , MD =
⎛⎜⎜⎝
1 0 Δh
0 1 0
0 0 1
⎞⎟⎟⎠ . (3.28)
The system transfer matrix M˜ is built up by the matrix multiplication of the speciﬁc
matrices of all system components. Depending on the number of optical elements, the
system matrix may have an intricate structure which contains the k1 parameters of the
paraxial system. Assuming that the total number of input parameters is k2, at least (k1−k2)
diﬀerent ray sets (hin, αin; hout, αout) have to be known in order to solve the equation system
in Eq. (3.27) for the unknown system parameters. Each of such a ray set is created by a
side condition that has to be fulﬁlled by the system.
The paraxial matrix approach will be applied to ﬁnd starting parameters for the diﬀerent
artiﬁcial compound eyes in Chapter 5.
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3.3.3 Analytical Modeling
Due to the complexity and involved degrees of freedom of a MAO, it is futile to struggle
for a complete analytical model for the description of image formation. However, ﬁnding
an analytical relationship for certain parts of the system helps to accelerate the optical
design process.
For example, the relationship between the channel pitch diﬀerence ΔpK and the chief
ray angle (CRA) ϑr of the central viewing direction in each optical channels of artiﬁcial
compound eyes that use electronic image stitching is examined. Geometrical optics is used
to derive the relationship ΔpK = f(ϑr) with the help of Eq. (3.17).
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Figure 3.16: Illustration of the basic parameters in order to derive the relationship between the channel
pitch diﬀerence ΔpK and the central chief ray angle ϑr.
For a single lens with the entrance pupil directly in the tangential plane of the lens apex
(Fig. 3.16), it follows from Snell’s law that:
n0 sin(ϑr) = n1 sin(1) , (3.29)
tan(1) =
Δ
hL
, (3.30)
n1 sin(1) = n2 sin(2) , (3.31)
tan(2) =
ΔpK − Δ
dS
. (3.32)
Once the materials and thus the refractive indices for the individual layers are chosen,
the sag of the lens hL and the thickness dS of the substrate are known from the paraxial
model. The refractive index of the lens material is n1 and that of the substrate is n2, both
at the center wavelength λ. The refractive index in object space is denoted by n0. The
relationship for the pitch diﬀerence results from Eqs. (3.29)-(3.32):
ΔpK = dS · tan
(
arcsin
[
n0
n2
sin(ϑr)
])
+ hL · tan
(
arcsin
[
n0
n1
sin(ϑr)
])
. (3.33)
In general, the system might contain a stack of several layers with diﬀerent refractive
indices so that a cascading sequence of the two equations
nj sin(j) = ni sin(i) ; Δj = dj tan(j) , (3.34)
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is used to describe the transition from each layer i to the next layer j (starting with d0 = 0
and 0 = ϑr). The change of the lateral distance to the optical axis due to the propagation
through the j’th layer is denoted by Δj and the axial thickness of that layer by dj . The
pitch diﬀerence is then calculated by
ΔpK =
∑
j
Δj . (3.35)
The relationship becomes intricate when a more complex optical setup is present for the in-
dividual channel. After axially separating the aperture stop from the microlens, the pitch
diﬀerence cannot be explicitly calculated unless the decentration between aperture stop
and the lens as well as the radius of curvature of the lens are known. A semi-analytical
approach is used from this point onwards. At ﬁrst, the pitch diﬀerence is calculated with
the radius of curvature which has been derived in the paraxial model and the decentration
is assumed to be zero. This is the starting point for a numerical optimization of e.g the
radii of curvature. The calculation is then iterated with the new value for the radius of cur-
vature, giving a new value for the pitch diﬀerence which is again entered into the numerical
model. This loop is repeated until the numbers converge. Most of the setups which are
proposed in Chapter 4 require a semi-analytical treatment mixing analytical relationships
with numerical calculation which is described in the next section.
Ellipsoidal Microlenses
The segmentation of the ﬁeld of view by diﬀerent optical channels enables the optimization
of the lens proﬁles in each optical channel according to its central viewing direction and
size of the FOV segment. However, rotationally symmetric spherical or aspherical lenses
cannot provide suﬃcient correction of oﬀ-axis aberrations under oblique angle of incidence
as long as only few lenses are used in each channel. The special case of an ellipsoidal
microlens provides the correction of astigmatism for a speciﬁc angle of incidence by tuning
the tangential and sagittal radii of curvature according to the Gullstrand’s equations [132].
Additionally, ﬁeld curvature can be corrected for the central viewing angle of each lenslet
across a microlens array when the tangential and sagittal image planes meet at the axial
position of the paraxial image plane [96–98]. Last, ellipsoidal microlenses can be fabricated
by state-of-the-art micro-technology using binary lithography and reﬂow of photoresist
[133]. This is the reason why ellipsoidal microlens arrays are applied in most of the MAOs
of Chapters 4 and 5. The apex height (sag) hL of a spherical lens is described by
hL = R −
√
R2 − r2a , (3.36)
using the radius of curvature R and the aperture radius ra. The same equation is used to
describe the sag of ellipsoidal lenses in the tangential (index ’t’) and sagittal (index ’s’)
planes where Rt and Rs denote the related radii of curvature and at and as the semi-axes
of the elliptical aperture in the respective plane: R → Rt,s and ra → at,s. The spherical
lens is a special case of the ellipsoidal, and thus the radius of curvature in the tangential
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or sagittal plane can be determined by transforming Eq. (3.36) to [96, 133]
Rt,s =
hL
2
+
a2t,s
2hL
. (3.37)
The sizes of the semi-major and semi-minor axis are calculated from the radii of curvature
as the latter are being optimized during the design process
at,s =
√
2hL · Rt,s − h2L . (3.38)
As a result of the unsymmetric element, the orientation angle θ of the elliptical base (Fig.
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Figure 3.17: (a) Parameters of an ellipsoidal microlens. (b) Schematic macro structure for the semi-
automated numerical optical design. The control variables are i, j for the individual optical channels with
i, j ∈ [0; (Kx,y − 1) /2].
3.17a) is a new degree of freedom which follows directly from the lens position with respect
to the center of the array
θ = arcsin
(
i√
i2 + j2
)
. (3.39)
The projection of the pitch diﬀerence on the main axes of the array yields
ΔpK,x = ΔpK · sin (θ) ,
ΔpK,y = ΔpK · cos (θ)
(3.40)
and the center position of each microlens (dx, dy) in the plane of the MLA is derived by
dx = i · pK + ΔpK,x,
dy = j · pK + ΔpK,y .
(3.41)
If a regular grid of partial images is assumed (pK constant), the position of each microlens
in Eq. (3.41) is a direct result of the sampling scheme of Eq. (3.17) and the relation
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between the local pitch diﬀerence ΔpK and the chief ray angle ϑr of the central ﬁeld of
each optical channel.
3.3.4 Numerical Simulation
Microoptical imaging optics can be adequately modeled by ray-tracing techniques because
the refracting microlenses have a diameter in the range of 50 to 500 microns which is at
least a hundred times larger than the wavelength of visible light (λ = 500nm). Hence, it is
not necessary to use propagation methods of wave optics (physical optics) such as ﬁnite-
diﬀerence time-domain (FDTD) or angular spectrum of plane waves method. However, the
diﬀraction at the microlens aperture or other limiting diaphragms has to be considered.
3.3.4.1 System Optimization via Ray-Tracing
The numerical modeling, optimization and simulation form the key parts of the optical
design chain. The numerical methods which were used throughout the described work, are
sequential and non-sequential ray-tracing techniques. Sequential ray-tracing was used for
the optimization, generation of structural data as well as testing of single optical channels
and data export. The non-sequential part served for the image simulation of the collectivity
of optical channels as well as the analysis of optical crosstalk and stray light.
Due to the interrelationship between the diﬀerent optical channels of a MAO, it is beneﬁcial
to use a semi-automated design technique based on customized macro script ﬁles. Hence,
parameter changes can be implemented in short time without the need for editing all of
the individual channels by hand. Additionally, it is suﬃcient to model a representative
part of the full array, e.g. a quarter of the whole MLA due its symmetry which accelerates
most of the simulation tasks.
The simulation starts with a sequential description of the central, on-axis optical channel
using the parameters that have been derived from the paraxial and analytical models.
The glass substrate, lens materials as well as thicknesses are chosen and the initial axial
positions of diaphragm array layers are set. From a ﬁrst optimization of the center channel,
the on-axis radii of curvature R, sags hL and aperture radii ra of the MLAs are derived.
The optimized setup for the on-axis channel states the starting point for the automated
optical design algorithm which is sketched in Fig. 3.17b. The structure data of each
microlens in the array is then automatically calculated and optimized channel by channel.
During the optimization, the radii of curvature - or in a more general case the coeﬃcients
of the polynomial which describes the surface proﬁle - of each microlens are variable to
change while a merit function is minimized by a damped least squares algorithm. For
each MLA a dataset of the radii of curvature (Rt,Rs) or likewise the set of coeﬃcients
for a polynomial surface proﬁle, the center position (dx,dy), the orientation angle (θ), the
aperture size (at,as) and the sag (hL), as well as geometrical parameters for the related
mask tool is created for all lenslets. A similar set is generated for each of the diaphragm
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arrays. Here, the center position coordinates (ckx,c
k
y) of each opening are read out from the
point where the centroid of a ray bundle, which originates from the local object ﬁeld center,
’pierces’ the lateral plane of the k’th diaphragm layer. The semiaxes of each opening (bkx,b
k
y)
are determined by tracing the marginal rays in the related plane whereas the shape of the
openings is in general elliptical. The Figure 3.18 illustrates the next steps that follow the
optimization of the optical system.
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Figure 3.18: Overview of the tasks of numerical optics design subsequent to optimization. The counter
k denotes the number of diaphragm arrays and n the number of microlens arrays. If the current system
fails to achieve the performance speciﬁcations or crosstalk suppression is insuﬃcient, the process has to be
repeated from the starting point in Fig. 3.17b using a diﬀerent optical setup and/or diaphragm positions.
3.3.4.2 Optical Crosstalk Simulation
After the optimized MAO has been transferred into a non-sequential ray-tracing model, the
system is analyzed for optical crosstalk. The aim is to avoid light that passes the entrance
pupil of a speciﬁc channel to hit the partial image plane of another optical channel. Two
possible ways for the simulation of crosstalk are shown in Fig. 3.19. On the one hand, rays
are traced from an extended object plane towards the full image plane of the optical system
(Fig. 3.19a). The size of the radiating object plane is determined by the FOV of the single
channel under test and the object distance. Larger angles of incidence are simulated by
rotating the object plane around the optical system. In Fig. 3.19b the direction of ray
propagation is reversed and the radiating surface is placed in the image plane of the channel
under test. It has the size of a single partial image and is therefore much smaller than the
radiating surface in case (a). The emitted rays are recorded on a virtual detector plane
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(a) direct non-sequential ray-tracing (b) inverse non-sequential ray-tracing 
ray source
object
virtual detector
plane
virtual detector
plane
Figure 3.19: Ray-tracing schemes for the simulation of optical crosstalk. (a): Direct tracing of rays
from a Lambertian source in object space to a virtual detector placed in the image plane of the artiﬁcial
compound eye. (b): Inverse tracing of rays from a Lambertian source radiating from the image plane of
a single channel of the compound eye into the object space where a large virtual detector captures the
incoming rays.
which is large and in close proximity to the front face of the optical system. The second way
is preferred over the direct ray-tracing due to its speed because a much smaller radiating
surface is used and thus the number of traced rays for the evaluation of crosstalk is smaller
by orders of magnitude. The amount of crosstalk is measured by the ratio of integrated
irradiance of the ghost projection and that of the direct projection of the source on the
virtual detector. The analysis of the veiling glare index in an image which is presented in
Appendix F is another simulation tool in order to evaluate optical crosstalk suppression.
This technique gives an integral result of stray light and crosstalk on selected parts of the
ﬁnal image.
Appendix E provides an overview of the image simulation method using ray-tracing tech-
niques in Zemax™. It also deals with a way to add the eﬀects of diﬀraction to images
that have been generated by geometrical ray-tracing. The representative channels in the
array and the simulation tools for the veriﬁcation of the performance of a MAO design are
introduced in Appendix F.
After assessing the optical characteristics, the design process is concluded by a tolerance
analysis and an optional thermal analysis. These are necessary to assure that the optical
design is manufacturable with present fabrication techniques and that the operation is
possible under application conditions. Due to the complexity and the large number of
optical channels it is impractical to use an automated tolerance analysis as common for
single aperture optics. Instead, worst oﬀenders are varied manually in order to verify the
eﬀect on the system performance.
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4 Artiﬁcial Compound Eyes with Electronic
Stitching of Segments
4.1 Artiﬁcial Neural Superposition Eye (ANSE)
A known trade-oﬀ of artiﬁcial apposition compound eyes is the inverse relationship be-
tween resolution and sensitivity [16]. The radiant power hitting a single pixel is increased
according to the square of its diameter following Eq. (2.45) whereas the angular resolution
is decreased according to the reciprocal of Eq. (3.2), in case that all other parameters are
ﬁxed (see Fig. 4.1a). However, when using the redundant sampling of the artiﬁcial neural
superposition compound eye (ANSE), n2g pixels will record the radiant power that belongs
to a common point in object space. In that case, the number of redundant samples is a
new degree of freedom in Eq. (2.45) which yields
Pim = πτ · Bob ·
n2g · d2
4 · (F/#)2 . (4.1)
The active area is increased without changing the resolution which is illustrated by the
blue curve in Fig. 4.1a.
4.1.1 Increased Information Capacity of APCOs
A demonstration system of the ANSE was simulated and designed, considering the prin-
ciples of redundant sampling described in Sec. 3.2.2.2. The optical setup is similar to
that of an artiﬁcial apposition compound eye (APCO): a microlens array integrated on a
glass substrate with an aperture array on the front side. The thickness of the substrate
is matched to the focal length of the lenslets. The optics module was adapted to a com-
mercially available 2/3 inch CMOS image sensor with a pixel pitch of ppx = 10.6 μm. The
pixel aperture was narrowed down by an additional pinhole array on the back side of the
optics chip (Fig. 4.1b) which enabled a higher angular resolution for a short focal length
according to Eq. (3.2). In contrast to the APCO, a group of 3x3 pixels is used in each
optical channel. The pitch between the central pinholes of each group is a multiple of the
sensor pixel pitch. The parameters of the optical system were optimized using sequential
ray-tracing.
The interpixel angle Δφpx is ﬁxed by the image sensor pixel pitch [Eq. (3.14)] but the
interommatidial angle between adjacent channels Δφ is chosen independently by the dif-
ference between the pitch of the microlens array p
L
and the pitch of the pinhole group
array p
K
. According to Tab. 3.2, their ratio has to be an integer number m0 > 1 in order
to yield redundant sampling
Δφpx
Δφ
= m0 . (4.2)
If this condition is fulﬁlled, 32 = 9 pixels from diﬀerent channels observe the same point
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Figure 4.1: (a) Trade-oﬀ between angular resolution (red dots) and sensitivity (black line) depending on
the pixel size. The sensitivity can be increased for small pixel sizes by redundant sampling (blue dashed
line) of the ANSE. (b) Schematic principle of a planar artiﬁcial neural superposition eye (ANSE). The
number of pixels per channel is n2g with ng = 3 in (a) and (b).
of a distant object. For an optical channel with indices (k; l), there is another pixel which
is sampling the same point in all channels (k ± m0; l), (k; l ± m0) and also in those with
(k ± m0; l ± m0).
Generally, the additional pixels are used to increase the information capacity of the multi
aperture optical imaging system when compared to the APCO. In the following prototypes,
the additional information is used for an increase of the sensitivity and for color image
acquisition without compromising the resolution.
In order to increase the sensitivity, the signals of a group of 9 pixels that are related to
the same object point were averaged. This yields an SNR of the average signal that is
increased by a factor of
√
9 = 3 in a similar manner as the frame averaging described in
Sec. 2.2.2.
pinhole array
microlens array
glass substrate
apertures +
color filters
image sensor
Figure 4.2: Layout of the artiﬁcial neural superposition eye (ANSE) with integrated polymer color ﬁlters
to acquire color images. The case of ng = 3 is shown here. Each point in object space is imaged through
a red, green and blue color ﬁlter in diﬀerent channels.
For color imaging, the setup of an artiﬁcial neural superposition eye was modiﬁed with an
additional color ﬁlter in the aperture stop of each channel which is shown in Fig. 4.2. Each
pixel in the overall color image results from mapping those pixels that share a common
viewing direction through a red, green and blue color ﬁlter onto the speciﬁc location in
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the individual color plane. In contrast to conventional color imaging using a Bayer mosaic,
there is no interpolation needed for the ANSE approach so that the spatial resolution is
conserved as high as in the case of an artiﬁcial apposition compound eye.
4.1.2 Fabrication and Integration
The fabrication of artiﬁcial compound eyes relies on established processes and equipment
of microtechnology [134–136]. Such a system is fabricated by a sequence of process steps
which require precise lateral as well as axial alignment throughout the whole process chain
(Fig. 4.3). Photolithography is the key implement to achieve the required precision in
the micron or even sub-micron range. The highly precise lateral alignment is achieved
for many components in parallel using alignment marks on a planar mechanical carrier
substrate called wafer.
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Figure 4.3: Overview of the basic steps for the fabrication of microoptical multi aperture imaging optics.
All of the illustrated steps are feasible on wafer level with the indicated accuracy.
A part of the processes of Fig. 4.3 was applied for the fabrication of the prototypes of
artiﬁcial neural superposition eyes. The set of lithography masks for the diﬀerent layers
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of the ANSE were generated by electron-beam lithography. For the creation of the aper-
ture arrays, a black-matrix polymer resist is spun on a thin glass substrate wafer. The
resist is removed at the aperture positions of the arrays and opaque material remains at
the intermediate area, after a UV-lithography and development step. A similar process
is applied for the color ﬁlter arrays. Aperture openings with diameters of a few microns
have to be realized by a process chain that includes sputtering metal (such as chromium
or titanium), overcoating with photoresist, UV-lithography, development and subsequent
etching. The pinhole diaphragm arrays were created on the backside of the glass wafer in
that way. For the microlens arrays, a thin resist layer on a carrier substrate is exposed
by UV-light through a chromium mask and binary structures (photoresist cylinders) result
at the positions of the lenslets after a chemical development step. The subsequent reﬂow
creates smooth surface reliefs for all spherical microlenses in parallel [137]. After that, a
negative copy of the MLA master structure is casted in an elastomer for the replication
tool. The ﬁnal MLAs is formed by UV-molding on top of the wafer with the aperture array
on the front and the pinhole array on the backside. A UV-polymer is spun on the front side
of the substrate wafer. The relief is ﬁlled after the stamp has been brought into contact
with the liquid polymer layer, and UV light is applied through the transparent stamp in
order to cure the polymer [138, 139]. Subsequently, the tool and the replica are separated
by demolding.
The color ﬁlters can be applied pixel-wise on the backside of the optics module but a
channel-wise structure was chosen because it is easier to fabricate due to its larger scale.
The ﬁlter material was chosen because it can be structured by UV-lithography and ﬁlter
transmission properties are suitable for color imaging applications (Fig. 4.4).
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Figure 4.4: (a) Spectral transmission curves of the polymer color ﬁlters for a thickness of 1.5 μm (source:
Brewer Science Inc.) [140]. (b) Microscopic view on the pinhole group array. The distance between two
pinholes of one group and the pinhole diameters are 10.6 μm and 3 μm, respectively [140].
After the fabrication on wafer level, the individual optical modules were diced out from
the wafer and were actively aligned and bonded to an optoelectronic image sensor which
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is shown in the left part of Fig. 4.5. Alternatively, a temporarily alignment setup was
used in order to characterize several objectives with the same image sensor (Fig. 4.5 on
the right). The image sensor was positioned on a stage allowing for three axes translation
and rotation. A vacuum holder was used in combination with a three axes piezo-electric
actuator in order to align the optics module. During the active alignment, the image of an
homogeneously illuminated white plane in object space was observed. The homogeneity
and brightness of the image determined when the optics was well aligned with respect to
the sensor.
(a) (b)
Figure 4.5: (a) ANSE optics module for color imaging (red box) directly attached to CMOS image sensor
(type Saentis, ZMD). The microlens array with integrated color ﬁlters is shown in the inset (black box)
[140]. (b) Lab setup for the alignment, assembly and characterization of the ANSE [140].
The system parameters and alignment tolerances are presented in Tab. 4.1.
Table 4.1: Parameters of selected ANSE prototype systems and tolerances of the alignment on the image
sensor.
Property ANSE color ANSE SNR
Redundancy m0 5 5
Microlens diameter [μm] 125 125
F-number 2.5 2.3
System length [μm] 450 400
No. of channels 70 x 53 70 x 53
No. of image pixels 52 x 43 60 x 43
Eﬀective FOV 23◦x21◦ 24◦x21◦
Footprint size [mm2] 8.9 x 6.7
Pinhole diameter [μm] 3
Lateral tolerance [μm] ±3
Axial tolerance [μm] ±10
Horizontal rotation ±0.04◦
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4.1.3 Demonstration of Increased Sensitivity and Color Imaging
The rearrangement and averaging of the gray values of pixels with a common viewing
direction was implemented in a software read-out interface using a Matlab™ script. The
dark signal non-uniformity (DSNU) was corrected by the subtraction of a dark frame and
the ﬁxed-pattern-noise (FPN) was reduced using a single ﬂat-ﬁeld correction (FFC) (see
Appendix B). Thus, the individual pixel values of each frame were multiplied by correction
factors which had been calculated from a series of frames under homogeneous illumination
for a ﬁxed integration time Tint.
On the left of Fig. 4.6, captured test images are qualitatively compared in case that the
camera is used with and without redundant sampling.
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Figure 4.6: Left: Captured test images: Siemens radial star target (left), an image of Carl Zeiss (middle)
and "Image Processing Lena" (right). (a),(b) and (c): Images from artiﬁcial apposition compound eye
(APCO) with each image pixel recorded from one pixel per channel. The image resolution is 70x53 pixels.
(d), (e) and (f): Images from artiﬁcial neural superposition compound eye (ANSE) - each image pixel is
an average of nine pixels from diﬀerent channels. The image resolution is 60x43 pixels. The ﬁxed-pattern
noise (FPN) has not been subtracted in (b) and (e) [140]. Right: Schematic algorithm for calculating the
signal-to-noise ratio (SNR) from an image sequence [140].
The number of ﬁnal image pixels (Nx;Ny) of the ANSE is lower than the number of optical
channels (Kx;Ky) which is due to missing partner channels for the superposition at each
margin of the microlens array. The number of pixels in the ﬁnal image of the ANSE is
therefore given by:
Nx = Kx − 2m0; Ny = Ky − 2m0 . (4.3)
This is noticeable in the diﬀerence of the dimensions of e.g. Fig. 4.6(b) and 4.6(e).
The beneﬁt of the averaging process was measured from an image sequence by comparing
the signal-to-noise ratio (SNR) of the APCO with that of the ANSE. The right side of
Fig. 4.6 illustrates the way how to derive such a parameter for a 2D image sequence.
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First, a large number of images of the same scene was acquired. The ﬁxed pattern noise
was subtracted using a FFC (see Appendix B). The standard deviation of each pixel was
calculated with respect to its variation across all frames. Additionally, the ideal (noiseless)
image was approximated by averaging over all frames. Subsequently, the SNR was calcu-
lated from the ratio of the pixel value in the ideal image and the standard deviation of
that pixel. The SNR was then integrated over a region of interest in the image to give the
global SNR. The last step is advantageous in order to reduce the inﬂuence of a spatially
varying illumination on the SNR.
It should be noted that even with the ﬁxed-pattern noise included, the average of pixel
values will lead to an increased SNR, but the amount of increase is diﬃcult to predict
because the FPN of spatially separated pixels is not uncorrelated Gaussian distributed [69].
Nevertheless, the image displays less FPN because the oﬀset between adjacent pixels in
the ﬁnal image is reduced after the averaging process. An LED with collimation and
homogenization optics was used to illuminate a white screen. In this way, variations of
the illumination, ﬂickering or surging amplitude and a resulting shift of the average gray
value of individual frames in the sequence was prevented. The distance to the screen was
adjusted at about 1.3 m in order to ﬁll the FOV of the camera. The measured SNRs for
the read-out of one pixel per channel and for the redundant sampling mode are shown in
Fig. 4.7a as a function of integration time. The increase of the SNR, which is given by
SNRincrease =
SNRANSE
SNRAPCO
, (4.4)
ranges from 2.7 to 4 which is in good agreement with the predicted factor of 3. The
deviation is caused by residual ﬁxed-pattern noise and the spatial inhomogeneity of the
illumination.
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Figure 4.7: (a): The measured signal-to-noise ratio (SNR) as a function of the integration time for the
APCO (black diamonds) and the ANSE (red squares) [140]. (b) Measured and simulated MTF (poly-
chromatic, spatial frequency normalized to Nyquist frequency νNy = 1.28 cycles/degree) for one pixel per
channel (APCO) and nine pixels per channel (ANSE SNR). Both measured curves result from a measure-
ment of an average MTF across all channels which approaches the tangential oﬀ-axis simulation rather
than the on-axis curve. There is no severe diﬀerence between both MTFs [140].
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The resolution of the system was measured by imaging bar charts of several spatial frequen-
cies in both modes. The MTF was subsequently determined from the image contrast [73].
A comparison of measured and simulated MTF curves is found in Fig. 4.7b.
The diﬀerence between the MTF curve of the APCO and that of the ANSE is less than
ﬁve percent and thus in the range of the measurement accuracy. It is caused by deviations
of the acceptance angles of the individual pixels due to variations of the pinhole diameter
and radii of curvature of the lenslets. In other words, each pixel images a ﬁeld of slightly
diﬀerent size leading to a blur in the post-processed image. Variations of 5% for the pinhole
diameter and 1.3% for the radii of curvature were measured by inspection with a micro-
scope and stylus measurements, respectively.
The software read-out was adapted for the color imaging artiﬁcial neural superposition eye
(ANSE color) by the implementation of a diﬀerent pixel rearrangement in the color planes.
An additional white balancing was carried out together with the FPN correction. Example
color images that were captured on the test bench are shown in Fig. 4.8.
Figure 4.8: Images captured with the color imaging artiﬁcial neural superposition eye (ANSE color): From
left to right: Macbeth color chart, a self-portrait, "Image Processing Lena", a color mixing circle and a
radial star pattern. The left image has a resolution of 70x39 pixels (preliminary prototype), all others are
52x43 pixels. Color artifacts in the corners of the images are caused by the vacuum holders that covered
some optical channels during the alignment of the optical module to the sensor. After ﬁxation, the holders
can be removed and the artifacts disappear (see left image) [140].
The number of pixels in the ﬁnal color image is lower than the number of optical channels
according to Eq. (4.3) e.g. Ny = Ky − 2m0. The rescaling is limited to one dimension
as only three pixels need to be superimposed in order to yield a full color sample for one
object point along each column of the array. There is no superposition along the rows.
The modulation transfer function (MTF) of the ANSE color was measured for bar charts
of diﬀerent color (Fig. 4.9). Due to the small FOV, a simple microlens array with spherical
lenslets was used, which explains the diﬀerence between on- and oﬀ-axis MTF curves. The
image quality suﬀers from aberrations like astigmatism and ﬁeld curvature for the larger
angles of incidence.
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Figure 4.9: Comparison of measured and simulated MTF for the ANSE color (with a Nyquist frequency
of νNy = 1.28 cycles/degree). The simulations are done for the three wavelengths: λ1 = 455 nm for blue,
λ2 = 530 nm for green and λ3 = 680 nm for red. The oﬀ-axis simulation was carried out for a ﬁeld angle
of 13.6 degrees tangential [140].
The measured MTF curves lie in between the simulated on and oﬀ-axis MTF curves.
Several issues are responsible for that. Due to the low number of pixels in the captured
images, the determination of the MTF needs a spatial integration over 80% of the image and
thus the determined MTF is averaged over that image area. Contrasting to the simulation,
the image acquisition for a single color (R, G or B) is not monochromatic due to the
spectral distribution of the light source and the transmission curve of the color ﬁlter array
(Fig. 4.4 left). Hence, the measured single color MTFs are additionally averaged over a
certain spectral range.
4.1.4 Contrast Enhancement by Image Deconvolution
Although, the ANSE successfully increases the sensitivity when compared to that of arti-
ﬁcial apposition compound eyes, the drawback of a low image resolution remains. With
that given optical limitations, image processing can be used to further enhance the image
contrast. A Wiener ﬁlter was chosen for the processing of an image restoration because it
is known to give good results if the degradation by the system is known and it takes into
account noise that is introduced in the detection step [60]. Details about the ﬁlter can be
found in Appendix G. Additionally, after the noise parameter pn was chosen manually for
an example image, the ﬁlter can be implemented in real time because it simply requires two
Fourier transforms. The results of ﬁltered images are shown on the left side of Fig. 4.10.
Both, the images captured with a single pixel per channel (APCO) and the superimposed
images of the ANSE SNR prototype were ﬁltered. The image contrast was increased in
both cases. However, as the inverse ﬁltering is sensitive to noise [60], the ﬁltered APCO
images display strong noise whereas the ﬁltered ANSE images are smooth and less noisy
due to the increased SNR. The ﬁlter enabled to increase the measured MTF performance
up to about 25% for the mid spatial frequencies (see right side of Fig. 4.10).
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Figure 4.10: Left: Experimental images that were originally captured and deconvolved using a Wiener ﬁlter
(ﬁltered). Left pairs were captured without (APCO) and the right pairs with artiﬁcial neural superposition
(ANSE). Rows (a), (b) and (c) show diﬀerent motifs which were processed in the same way. Right: MTF
curves measured for a captured image of a slanted edge (black line) and the same image after deconvolution
with a Wiener ﬁlter (red, dashed line).
4.2 Electronic Cluster Eye (eCLEY)
The APCO oﬀered the shortest total track length by applying a single pixel per optical
channel (which means a minimum possible number of pixels per channel). On the other
hand, a single aperture imaging system combines all pixels in a single optical channel
(which is the maximum number of pixels per channel) with a comparably large total track
length. The gap in between those extremes is ﬁlled by the multi aperture imaging systems
which use electronic stitching of segments. Here, a partial image of a certain number
of pixels is captured in each channel. The partial images are then ﬂipped and stitched
together by means of software processing which lead to the name - electronic cluster eye
(abbreviated eCLEY ). The increased sampling which is introduced by the braided FOVs of
adjacent optical channels is advantageous for achieving a short total track length compared
to a single aperture optical imaging system (see Sec. 3.2.4). In the practical realization, a
braiding factor of k = 2 was chosen so that the eﬀective pitch diﬀerence is
Δpeff =
ppx
2
and ΔpK =
ngppx
2
. (4.5)
Thus, the sampling in object space is eﬀectively doubled and the total track length can
be reduced to about a half of that of comparable single aperture optics. The substitution
of Eq. (3.16) into Eq. (3.15) yields the non-linear dependance of the focal length of the
eCLEY on the total number of pixels (e.g. Nx along the x-dimension) of the ﬁnal image.
This is illustrated in Fig. 4.11. The higher the output image resolution, the stronger the
focal length has to be increased in order to achieve a suﬃcient angular sampling resolution
for a given FOV.
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Figure 4.11: Eﬀective focal length of the eCLEY as a function of the number of resolvable pixels in the
image (along one dimension) and the size of the ﬁeld of view (FOV). Each contour line displays a constant
focal length of the indicated value in [mm]. The following parameters were used: F/# = 2.8, wavelength
λ = 0.55 μm, pixel pitch ppx = 1.75 μm and braiding factor k = 2.
For current demonstrations, commercially available image sensors had to be used so that
a pixel array of larger resolution was needed for a certain resolution of the eCLEY. In that
case, the scaling behavior of the required image sensor format and the linear ﬁll factor Γ
can be derived as a function of the eCLEY’s image resolution and the number of pixels per
channel from the trade-oﬀ which is shown in Fig. 4.12.
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Figure 4.12: Lateral scaling behavior of the eCLEY when using commercial image sensors. The linear ﬁll
factor Γ (black lines) as well as the sensor format size in pixels along one dimension (red lines) are shown
as functions of the ﬁnal image resolution (x axis) and the number of pixels per channel (y axis). The bold
black line marks the case of a maximum ﬁll factor of Γ = 1. The system parameters are: FOV of 70°,
F/# = 2.8, wavelength λ = 0.55 μm, pixel pitch ppx = 1.75 μm and k = 2. The labels on the x axis relate
to standard image formats, in ascending order: 200P, VGA, 1.3MP, 2MP, 3MP and 5MP.
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The number of pixels per optical channel is a linear function of the total image pixel
number for a constant ﬁll factor. The same applies to the number of optical channels itself
according to Eq. (3.8). However, as the focal length is increasing in a non-linear fashion
with growing total pixel number (Fig. 4.11) and it is coupled to the diameter of a lenslet
via the f-number, each channel consumes a non-linearly increasing amount of footprint area
on the chip. Thus, the image sensor format scales non-linearly with the image resolution
of the eCLEY. In other words, Fig. 4.12 indicates that the eCLEY principle becomes
uneconomic for very high image resolutions because the advantage of achieving a short
total track length has to be paid by an increased consumption of lateral space on the
sensor chip which is dominating the costs of the camera. However, by decreasing the pixel
pitch it becomes possible to achieve a certain MP resolution with the principle of electronic
cluster eyes while still making economic use of image sensor area.
4.2.1 Optical Design for Thin Wafer-Level Camera Optics
Starting with the analytical relationships of Sec. 3.2, an optical design study was executed
in order to explore the possible solution space. Four diﬀerent conﬁgurations were selected
for the optimization and simulation using ray-tracing methods. The Table 4.2 lists their
basic properties. Two of the described optical designs have been realized, namely the
Table 4.2: Investigated optical designs for eCLEYs of diﬀerent complexity and resolution.
Demonstrator eCLEY
200p
eCLEY
VGA
eCLEY
1MP
eCLEY
720p
Diagonal FOV [°] 65 70 64 70
F-number 2.4 3.7 2.8 2.8
Image resolution [pixels] 200 x 200 660 x 500 1200 x 840 1440 x 864
No. of channels 23 x 23 17 x 13 13 x 9 15 x 9
No. of pixels/channel 9 x 9 39 x 39 93 x 93 96 x 96
Pixel pitch [μm] 3.2 3.2 2.2 2.2
Total track length [mm] 0.47 1.42 1.67 1.92
Footprint size [mm2] 3.5 x 3.5 6.8 x 5.2 11.5 x 8.0 8.0 x 4.9
Lenslet diameter* [mm] 0.131 0.375 0.840 0.514
FOV per channel [°] 5.3 7.8 9.0 9.2
2D optical ﬁll factor [%] 5 14 8 31
Layout
Microlenses/channel 1 1 3 2
Microlens shape toroidal toroidal toroidal free-form,
polynomial
∗Value for the center microlens of the front microlens array.
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eCLEY 200p and the eCLEY VGA. In terms of image resolution, the eCLEY 200p is
the counterpart of former APCO but with the advantage of a three times smaller lateral
footprint size (Fig. 4.13a). Due to the larger number of pixels per channel, the information
capacity of the counterpart is 200% higher than that of the APCO and the 2D optical ﬁll
factor of an eCLEY is generally up to two orders of magnitude higher (compare 0.34 % from
Tab. 3.1 to values of Tab. 4.2). The eCLEY VGA was designed with the speciﬁcations of a
wide angle camera module for VGA resolution (640x480 pixels). In contrast to placing the
aperture stop at the lens (like in the eCLEY 200p), a new degree of freedom is necessary
for achieving the higher image resolution. Thus, the stop was moved to a position in front
of the lens where the coma for an oﬀ-axis ﬁeld is nearly completely corrected (t 
= 0 in Eq.
A.3 in Appendix A). A tuning (’chirp’) of the tangential and sagittal radii of curvature
of each microlens according to its individual viewing direction was carried out in order
to compensate for astigmatism and ﬁeld curvature for the central viewing directions of
all channels [96, 98]. A material with high refractive index (Exﬁne CO160, n = 1.633 at
λ = 588nm) was used for the lenslets in order to minimize residual ﬁeld curvature across
the limited ﬁeld inside each channel. Additionally, the reversed microlens array causes a
higher telecentricity because ray bundles are refracted at the substrate front face before
hitting the individual microlens and the substrate acts as a cover glass (Fig. 4.13b). Details
about the simulated resolution as a function of ﬁeld angle can be found in Appendix H.
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Figure 4.13: (a) Photograph of the eCLEY 200p optics chip attached to a CMOS image sensor. (b)
Schematic cross section of the optical layout of the eCLEY VGA demonstrator. The optical module
consists of two components: the microlens array with aperture array and a spacer stack containing the
diaphragm arrays. Both are fused by molded polymer spacers.
Besides the simulation of the optics MTF, spot diagrams and distortion, a non-sequential
ray-tracing model was created to optimize the suppression of optical crosstalk. A ﬁll factor
Γ ≤ 0.4 was chosen as a starting point. The axial position and the size of the openings of
three additional diaphragm arrays were optimized for a suﬃcient suppression of crosstalk.
An additional aperture array on the front side of the MLA substrate absorbs light which
would otherwise hit the intermediate space between lenses and, thus, would cause stray
light. The simulation methods have been described in Sec. 3.3.4.2. Some results of the
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ghost analysis of the ﬁnal setup are shown in Fig. 4.14. An analysis of the simulated ﬁnal
image yields a moderate veiling glare index of 3.3%.
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Figure 4.14: (a) Crosstalk analysis simulation using a reversed ray-tracing of 50 million rays starting from
the image plane of the maximum diagonal channel into a random direction. The ghost is not visible for
a linear intensity scale (left) but for a logarithmic scale (right). Inverse grayscale is used for display. (b)
Summary of several crosstalk simulations for diﬀerent channels (indices on x and y axes). The radiant
power of the ghost is measured relative to the power of the intended image. Due to the symmetry, only a
quarter of the full array was used with index (0,0) being the center channel. The strongest ghost reaches
a maximum of about 1 % of the radiant power of the intended image.
The non-sequential model was also used for testing the image stitching and distortion
correction algorithm from simulated images (Fig. 4.15).
(a) (b)
Figure 4.15: Simulated images of the eCLEY using a non-sequential ray-tracing method and a two-
dimensional representation with Lambertian illumination for the target object. (a) The simulated image
of a CCTV test chart as captured from the image sensor. The inset shows a magniﬁed section. (b) The
ﬁnal image after applying the stitching algorithm. The right half of the image includes the simulation of
diﬀraction blur. The ﬁnal image resolution is 660x500 pixels. About 12 billion rays were traced to obtain
the result.
4.2.2 Fabrication of eCLEY with VGA resolution
The fabrication of master structures and replication tools was carried out with photolithog-
raphy and reﬂow according to the description in Fig. 4.3. However, the two main compo-
nents of the system were processed separately: The MLA wafer which makes up the front
part of the stack and the spacer wafer which is a laminate of three glass substrates. The
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diaphragm arrays were structured on both sides of a ﬁrst glass wafer with UV-lithography
using a black-matrix polymer resist (PSK 2000, Brewer Science). A second unstructured
wafer was bonded after coating the structured wafer with a thin adhesive layer and an-
other diaphragm array is structured on the plain side. Subsequently, the lamination was
repeated for a third glass wafer forming a spacer wafer with a total thickness of 1.1 mm.
Meanwhile, the MLAs and polymer spacers of 20 μm height were molded in two steps on a
second pre-processed glass wafer. Finally, the microlens wafer was integrated upside down
with the glass spacer substrates on wafer level. The shallow polymer spacers on top of the
MLAs cause the necessary air gap between the two components. Such a chain of vertical
integration of binary and continuous microstructures has been demonstrated for the ﬁrst
time on wafer level. The resulting optics wafer stack was diced (see Fig. 4.16a) and single
optics chips were aligned to the 3MP image sensors (Micron MT9T001, Fig. 4.16b).
Figure 4.16: (a): Diced wafer with several optics modules of the eCLEY VGA [141]. (b): Size comparison
between the eCLEY VGA assembled on an image sensor array and one-cent coin [141].
4.2.3 Software Distortion Correction and Image Stitching
As discussed in paragraph 2.2.1.1, distortion is proportional to the third power of the ﬁeld
coordinate h [Eq. (2.13)]. However, the center of each channel of the eCLEY is directed
at a chosen ﬁeld point hi and it varies only by a small amount Δh within the ﬁeld of view
of a single channel, so that the aberration term of distortion of the i’th channel is
δidistortion =
R
n
· a311 · (hi + Δh)3 = R
n
· a311 · (h3i + 3h2iΔh + 3hiΔh2 + Δh3) . (4.6)
A section along one main axis of the MLA is assumed, for simplicity. The distortion of the
i’th optical channel is split into a sum of four contributions: A constant oﬀset of the partial
image position (∝ h3i ), a linear (∝ h2iΔh), a quadratic (∝ hiΔh2) and a cubic distortion
(∝ Δh3) [142]. The oﬀset of the partial image is corrected by the channel-dependent pitch
diﬀerence between the partial image and the microlens in the optical design because hi
is constant for each individual channel. Additionally, for oﬀ-axis channels the condition
Δh << hi is fulﬁlled and the linear term (∝ Δh) in Eq. (4.6) is the dominating part of
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the distortion of the individual channel.
Partial image distortion has to be corrected in order to yield a good stitching of image
details from the braided sampling of the scene by the eCLEY. A bilinear spatial transfor-
mation is used for the software distortion correction because for the above reason it is a
good approximation and it is simple and fast.
x˜ = c1x + c2y + c3xy + c4 (4.7)
y˜ = c5x + c6y + c7xy + c8 (4.8)
The variables x, y and x˜, y˜ denote the undistorted and distorted coordinates, respectively.
The coeﬃcients ci of the transform can be calculated from solving the equation system for
four diﬀerent reference points. Once the coeﬃcients are known, the inverse transform is
able to create an undistorted image from the distorted input image. In practice, the eight
coeﬃcients are tabularized for each optical channel. Furthermore, an interpolation step
is necessary after the spatial transform because the equidistant pixel grid of the captured
image is transformed into a non-equidistant grid. The exactness of the correction depends
on the accuracy of the model in relation to the physical distortion and the method of inter-
polation. If the calculation is carried out for each color plane individually, the correction
of lateral chromatic aberration is feasible by the same procedure as it is linearly dependent
on the ﬁeld coordinate h (Tab. A.1 in Appendix A).
Figure 4.17: Image of a CCTV test chart which was captured with the prototype of the eCLEY VGA. (a):
Image as it is recorded by the image sensor with a full resolution of 2050x1540 pixels. The inset shows
a magniﬁed section of the 17x13 partial images [141]. (b): Final image (660x500 pixels) after distortion
correction and image stitching [141].
The initial image processing pipeline contained: (1) Bayer-demosaicing and color correction
done by the sensor read-out software, (2) extraction of the partial images from the full
image matrix (Fig. 4.17a), (3) channel-wise bilinear correction of distortion, (4) channel-
wise linear interpolation of undistorted partial image pixels on regular sampling grid and (5)
mapping of the undistorted pixels of each partial image into the ﬁnal image matrix including
horizontal and vertical ﬂipping as well as braiding. The last step uses the deterministic
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algorithm of increased (braided) sampling in order to resemble the original neighborhood
of each pixel in object space. A result example is shown in Fig. 4.17b.
4.2.4 Experimental Characterization of eCLEY VGA
The processing time for the distortion correction, interpolation and image stitching was
measured to be 20 ms (Intel CoreDuo machine 2.66 GHz) which makes it feasible for real-
time capture and display. Processing and capturing frames can be interlaced so that frame
rates of > 30 fps are possible on standard hardware.
Some defects like edge displacements (’zipper artifacts’) and color aliasing were found when
examining the image quality (see star in the center of Fig. 4.17b). However, they are very
diﬃcult to quantify. They arise from irregular sampling over the object ﬁeld which is due to
a combination of distortion correction and parallax between adjacent channels [143]. Recent
enhancements of the distortion and parallax correction algorithm lead to an improved
stitching without zipper artifacts and the possibility for software focusing without moving
parts [143, 144].
The suppression of optical crosstalk was tested using a collimated HeNe-LASER source
in front of the eCLEY prototype which was mounted on a goniometer in order to change
the angle of incidence for the illumination. The ﬁrst ghost images appeared for large
integration times so that a suppression factor between the ghost image and the signal
of about 1:20,000 was determined. The diﬀerence between the measured value and the
simulation results from the fact that the simulated light source in the image plane emitted
rays into the half space whereas the real image sensor pixels have a ﬁnite angular sensitivity.
Thus the simulation is a worst case scenario. Additionally, the eCLEY was used for image
capture outside on a bright sunny day (see left of Fig. 4.18) which is one of the most
challenging scenarios for stray light and crosstalk and it is close to practical use.
Figure 4.18: Images captured with eCLEY VGA prototype. Left: Snapshot of the Fraunhofer Institute
IOF in Jena [141]. Middle: Slanted edge chart as used for the MTF measurements. Right: Image of a
regular grid for measuring distortion.
MTF performance
The modulation transfer function of the eCLEY VGA was measured using a slanted edge
target (according to ISO 12233) [145]. The results for two ﬁeld positions are shown in Fig.
4.19. The simulated MTF curves (shown as red solid line) were derived from ray-tracing
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software for a single object ﬁeld coordinate using a calculation method which accounts for
diﬀraction. In order to measure solely the optics MTF (illustrated by black squares), the
optical module was placed in the center of a rotation table and the partial image plane
of a selected channel was relayed on a CCD camera chip by a 40x microscope objective.
Hence, the partial image of the edge object that was created by a single optical channel of
the eCLEY was captured with high magniﬁcation. The third MTF curve (blue triangles)
was measured in the ﬁnal image of the assembled prototype with the optics mounted to
the CMOS image sensor. It includes the inﬂuence of the whole image processing chain.
The Nyquist frequency of the system is 312.5 cycles/mm because the eﬀective pixel pitch
in the ﬁnal image is half of the sensor pixel pitch (3.2 μm) due to the braiding factor k = 2.
The measured single channel optics MTF resembles the simulated MTF well. There is a
systematic oﬀset of less than 10 % which is caused by fabrication tolerances and residual
defocus due to an incorrect spacer thickness. A signiﬁcant reduction of the total MTF (by
up to 30 %) is caused during the image acquisition by the image sensor. The reason is the
aperture MTF of the image sensor pixels as well as a further reduction of spatial resolution
due to pixel crosstalk and eﬀects of the Bayer CFA (Fig. 4.20a).
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Figure 4.19: Left: Comparison between diﬀerent polychromatic on-axis MTF curves for the eCLEY
VGA [141]. Right: The same for an oﬀ-axis ﬁeld with an angle of incidence of 29°. Solid red line: Simulated
optics MTF for the speciﬁc angle of incidence. Black squares: MTF of the optics measured without image
sensor. Blue triangles: MTF measured in the ﬁnal image of the fully assembled prototype (optics and
image sensor) including image post-processing. Thin solid gray line: MTF measured from a commercial
camera module [146] using the same method. The object distance was 25 cm for all measurements.
It has to be noted that the optical ﬁll factor of the image sensor pixel is not exactly known
and thus its inﬂuence on the MTF is uncertain. The MTF performance is further decreased
by about 10-15 % due to the partial image distortion correction and stitching algorithm
(Fig. 4.20a). Although the fabricated optics module has the ability to transfer spatial
frequencies higher than the system Nyquist frequency, the MTF of the ﬁnal image vanishes
at about the image sensor Nyquist frequency of 156 cycles/mm in Fig. 4.19. The number
of resolvable image points is calculated from the measured MTF according to Appendix I.
Another MTF curve (gray line) was added in Fig. 4.19 for comparison with a commercial
single aperture WLO camera module with VGA resolution and a total track length of 2.2
mm (OmniVision OVM7690 CameraCube™ [146]). It yields a 10 % advance at mid spatial
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frequencies over the MTF of the ﬁnal (braided) image of the eCLEY VGA. However, the
images of the WLO camera contain more noise due to the small pixel size of 1.75 μm.
Distortion and relative illumination
The distortion was measured in an image of a regular grid (see Fig. 4.20b) which has knots
at the points where the optical axes of the individual channels meet the object plane at a
given object distance. The correction of interchannel distortion was veriﬁed by measuring
the image coordinates of the knots in the unprocessed image from the image sensor. An
average distance of 111 pixels was measured which equals the pitch of the partial images
pK = 355.2 μm. Thus, there is no interchannel distortion within the accuracy of the
measurement.
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Figure 4.20: (a) Measured inﬂuence of software image stitching on MTF. All curves show the polychromatic
MTF in the center of the ﬁeld for about 50 cm object distance. The measured MTF in a single channel
(black crosses, prior to post-processing) can be reproduced by a simulation that considers the pixel aperture
MTF (green line, at a ﬁll factor of 0.5) and pixel crosstalk (blue line). The MTF in the ﬁnal image (blue
circles) is decreased due to the image stitching post-processing. (b) Measurement of distortion from a line
scan through the grayscale image of a regular grid. The scan path is indicated by the dashed line. The
measured center of each grid line is marked by a tick label on the pixel coordinate axis [141].
Additionally, the distance of each pair of grid lines was measured across the FOV in the
ﬁnal braided image for determining residual distortion of the partial images (Fig. 4.20b).
A mean distance between adjacent lines of 38.87 pixels was measured and compared to
the designed value (39 pixels) which gives a deviation of 0.3 %. There was no monotonic
distribution of distortion found accross the ﬁnal image. Thus, the image of the eCLEY
VGA is nearly free of distortion. However, insuﬃciencies of the software correction are
diﬃcult to quantify from the ﬁnal images of the eCLEY because displaced image details
(zipper artifacts) might also be caused by irregular sampling due to parallax or residual
misalignment between the optics module and the image sensor.
The relative illumination in image space was also analyzed from Fig. 4.20b. The irradiance
in the image decreases to about 69 % accross a horizontal scan which corresponds to a full
ﬁeld angle of about 50°. This is in good agreement with the simulation. An overview of
the measured parameters of the eCLEY VGA demonstrator is given in Tab. 4.3.
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Table 4.3: Summary of simulated and measured system parameters of the eCLEY VGA. *Values denote
minimum and maximum data of the chirped MLA. **Simulation and measured data from red curve and
black squares in Fig. 4.19a, respectively. ***Simulation data from green curve and measured from blue
circles in Fig. 4.20a. The system Nyquist frequency is νNy = 312.5 cycles/mm due to the increased
sampling with a braiding factor of k = 2.
Parameter Simulation Experiment
Diagonal ﬁeld of view [◦] 70 70.1 ± 0.35
Radius of curvature* [μm] 492-531 493-533
RMS surface deviation [nm] - 55
Irradiance diﬀerence between 0° and 25° ﬁeld angle [%] 14.5 19.4
Optics MTF**, on-axis, at νNy/4 = 78 cycles/mm [%] 75 71
Optics MTF**, on-axis, at νNy/2 = 156 cycles/mm [%] 51 48
Capture MTF***, on-axis, at νNy/4 = 78 cycles/mm [%] 66.5 38
Capture MTF***, on-axis, at νNy/2 = 156 cycles/mm [%] 32 5
Spatial resolution limit (capture MTF=10 %) [1/mm] 233 125
Number of resolvable image points 660x500 530x406
Average image distortion [%] - 0.3
4.2.5 Improvements of the eCLEY
The degrees of freedom in the optical design of a single channel have to be increased
in order to create eCLEY optics of higher resolution and lower f-number. For example,
a triplet design with three microlens arrays was investigated for the eCLEY 1MP. The
quasi-symmetrical arrangement with respect to the aperture stop corrects most of the
coma, distortion and lateral color aberrations. However, the limitation to chirped arrays
of spherical microlenses leads to a laterally enlarged system with low optical ﬁll factor due
to the large diameters of the individual lenslets (see Tab. 4.2). The correction of spherical
aberrations and ﬁeld curvature in each channel is also limited, especially for oﬀ-axis ﬁeld
coordinates, when using spherical lenslets at low f-numbers (e.g. 2.8). Another step of
complexity takes advantage of the fact that only a segment of each lenslet is needed to
focus the respective part of the FOV. The 2D ﬁll factor is increased by about a factor of
four if the lens segments are cut and packed close to each other (Fig. 4.21a). This leads
to a complex surface structure with steep slopes between oﬀ-axis lens segments which
cannot be mastered by reﬂow of photoresist. Hence, a point-wise mastering technology
has to be used so that the lens surfaces may have arbitrary proﬁles in order to yield good
aberration correction. This complex microstructure is further called refractive free-form
array (RFFA). The eCLEY 720p was designed including two RFFA components which
is one optical surface less in comparison to the eCLEY 1MP but with the advantage of
an improved ﬁll factor (from 8 % to 31 %) and increased resolution (Fig. 4.21b). The
surface proﬁle of the individual lenslets (z) was described using a polynomial in the local
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Figure 4.21: (a) Schematic section of the eCLEY 720p which consists of a stack of two glass substrates
with refractive free-form arrays (RFFA) on either side. (b) Simulated polychromatic MTF curves of the
eCLEY 720p for diﬀerent ﬁeld positions. When compared to the curves of the eCLEY 1MP, the RFFAs
demonstrate much better oﬀ-axis MTF values (e.g. 20 % increase at 200 cycles/mm). The angle of
incidence (AOI) for both oﬀ-axis ﬁelds is 29.5°.
coordinates of the aperture plane x,y:
z =
cv(x2 + y2)
1 +
√
1 − (1 + kc)c2v(x2 + y2)
+
N∑
i=1
Ci · Pi(x, y) (4.9)
where cv is the curvature, kc is the conic constant and Ci are the polynomial coeﬃcients
whereas Pi are the N polynomial terms. A number of 25 polynomial terms was applied for
the eCLEY 720p ranging from the 2nd to the 6th order in x,y. The optimization of the
surface proﬁle of each channel as well as the simulation and image analysis were carried
out by ray-tracing according to the methods that have been described in Sec. 3.3.4. The
optimized RFFAs were exported into a CAD ﬁle format (Fig. 4.22 right) in order to
fabricate a master mold by ultra-precision diamond machining. The left part of Fig. 4.22
demonstrates a result of the image simulation for the current optical design.
Figure 4.22: Left: Image simulation for an eCLEY with RFFA elements: (a) About 3x3 channels of
the full array of partial images after tracing one billion rays. (b) Simulated ﬁnal image after software
stitching. Only a quarter of the full array was simulated in order to reduce the tracing time. The image
size is 740x560 pixels. Right: Layout rendering of the front RFFA of eCLEY 720p. Only a quarter of the
array is shown.
Unfortunately, the amount of optical cross talk is increased by the large aperture size of
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the lenslets and the enhanced ﬁll factor of pixel groups in the image plane. An additional
glass substrate with two diaphragm layers was added near the image plane in the current
optical design for the suppression of crosstalk. The non-sequential simulations yielded a
strongest ghost of 9 % of the useful signal intensity and a veiling glare index of 6.9 %.
Thus, future work is going to investigate the fabrication of vertical separation walls e.g. by
two-photon lithography in order to provide a suﬃcient suppression of cross talk for systems
with RFFAs.
4.3 Summary of Electronic Stitching of Segments
The electronic stitching of segments enables the highest degree of freedom for multi aperture
imaging systems as it strives for a fusion of optics, opto-electronics and image processing.
The artiﬁcial neural superposition eyes (ANSE) enabled color imaging and an increase of
the signal-to-noise ratio by a factor of three compared to APCOs by applying a redun-
dant sampling in the FOV. They belong to the thinnest artiﬁcial compound eyes with a
thickness of less than 450 μm but suﬀer from low image resolution of 60x43 pixels and
small information capacity (Fig. 5.22 in Sec. 5.4). Nevertheless, such a setup is suitable
for applications of ultra-thin sensors with unlimited depth of ﬁeld. In contrast, the elec-
tronic cluster eye (eCLEY) uses a large number of pixels within each optical channel to
capture diﬀerent parts of the FOV and achieves a ﬁll factor that is higher by an order of
magnitude. The object space sampling is increased by a sub-pixel overlap of the FOVs of
adjacent optical channels which yields half the total track length of a comparable single
aperture optical system of equal pixel pitch. In case of the eCLEY VGA, a short total
track length of 1.4 mm was realized with a footprint size of 6.8 mm x 5.2 mm. The diﬀerent
partial images are stitched by means of software post-processing to form a total image of
the full FOV with a size of 70°. The stitching algorithm includes the correction of the
distortion and lateral chromatic aberrations of each individual channel in real-time. The
residual distortion was below 1%. A maximum resolution of 125 cycles/mm was achieved
at a moderate f-number (F/# = 3.7). The eCLEY approach yields highest information
capacity at smallest thickness when compared to the other demonstrated solutions (see
Fig. 5.22). However, an extended lateral sensor format is the price for this advantage.
The principle would beneﬁt from a customized image sensor layout with small groups of
densely packed photodiodes and gaps in between which are ﬁlled with components that are
commonly placed at the periphery of a conventional imager. The overall chip size would
increase by only 5..10 % for a cluster eye image sensor with high functionality compared
to one with the same functionality made for single aperture optics [147]. However, even
if such a customized imager is available, the MLA pitch has to be decreased which would
cause a lens overlap in case of ellipsoidal lenslets. Thus, the future tasks will deal with the
technological realization of refractive free-form arrays which, according to the simulation,
enable eCLEYs of MP resolution at low f-numbers. These ultra-thin wafer-level camera
optics yield a beneﬁt for applications in consumer, automotive and machine vision.
75
5 Artiﬁcial Compound Eyes with Optical
Stitching of Segments
5.1 Optical Cluster Eye (oCLEY)
The optical cluster eye captures a wide FOV on a conventional densely packed image area.
It belongs to the class of multi aperture optics which apply optical image stitching and
thus overcome a major drawback of the principle of electronic stitching of segments, namely
the need for a customized image sensor of larger active area. First prototypes of such a
system have already been demonstrated [17, 72]. However, the existing solutions did not
yet achieve a satisfying image stitching and focusing performance [17]. The following work
is seen as an enhancement of this state of the art.
5.1.1 Design of an Array of Micro-Telescopes on Smallest Format
One of the main problems of a prior oCLEY setup was that with increasing angle of
incidence the chief ray angle in image space increased and the tolerance for the axial
position of the overall image plane became extremely small in order to achieve a good
optical stitching of adjacent partial images [17]. Hence, a fourth microlens array (MLA 3)
has been integrated in the present optical design in order to deﬂect large angles in image
space towards normal incidence and create an imaging setup that is more telecentric in
image space (Fig. 5.1). Additionally, the distribution of the lenslets was changed from
rectangular to hexagonal in order to increase the optical ﬁll factor. Thus the diameter of
the partial images was reduced by a factor of
√
2/3.
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Figure 5.1: Schematic overview of the parameter denotation of the oCLEY (adapted from [148]).
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The ﬁgure 5.1 illustrates the eﬀect of the diﬀerent system components. The ﬁrst microlens
array (MLA 1) creates a focused intermediate image of the related segment of the FOV.
The second MLA 2 acts as ﬁeld lens array in order to prevent vignetting at the third MLA.
In this way it also suppresses optical crosstalk. The intermediate image is re-imaged on the
ﬁnal image plane by the third and fourth microlens arrays (MLA 3 and MLA 4) whereas
MLA 3 mainly acts to reduce the angle of incidence on the image plane. After the magniﬁed
relay imaging of the intermediate images, the true sided partial images stitch together on
the image sensor. The principle resembles an array of focused Kepler micro-telescopes with
titled optical axes.
A paraxial matrix method was used to describe the relationship of the basic parameters
and to ﬁnd a starting point for the numerical simulation [148, 149]. The system transfer
matrix M˜ is constructed by applying the elementary matrices of Eq. (3.28) sequentially
for all system components.
M˜ = MP,4 · M−1D,4ML,4MD,4︸ ︷︷ ︸
MLA 4
·MP,3 · M−1D,3ML,3MD,3︸ ︷︷ ︸
MLA 3
·
MP,2 · M−1D,2ML,2MD,2︸ ︷︷ ︸
MLA 2
·MP,1 · M−1D,1ML,1MD,1︸ ︷︷ ︸
MLA 1
(5.1)
The propagation distances are d1 = f1, d2 = t2 − f1, d3 = t3 − t2 and d4 = L − t3. The
matrix multiplications in Eq. (5.1) yield the individual elements of the transfer matrix
of Eq. (3.27). The unknown parameters of M˜ are found by solving the equation system
(3.27) in a similar way as described in [73]. A number of 14 diﬀerent side conditions are
needed as there are 18 unknown parameters (f1, f2, f3, f4, p1, p2, p3, p4, t2, t3, L, F/#,
αx, αK,x, Dim,x, IP , Kx, T ) and only a subset of four (L, F/#, αx, Dim,x) is given as input
from the application. One important example is the condition for the decentration of the
lenslets in MLA 3 which is chosen in a way that the chief ray subtends the normal of the
image plane under a small angle. This is expressed by:
αout (hin = 0; αin = 2i · αK,x) = M22 · 2i · αK,x + M23 != 2i · αK,x · (1 − T ) . (5.2)
The telecentricity coeﬃcient T = 1 − αout/αin which is between 0 and 1 is used to control
the amount of deﬂection for the chief ray of the i’th channel (2i · αK,x). A value T = 1
deﬁnes normal incidence on the image plane whereas T = 0 means no deﬂection. Even
with all side conditions at hand, four parameters - the telecentricity coeﬃcient (T ), the
half FOV of a single channel (αK,x), the distance between MLA 1 and MLA 3 (t2) and
that between MLA 1 and MLA 4 (t3) - has to be chosen by an iterative technique while
limiting the numerical apertures of the MLAs [148].
An important trade-oﬀ for the f-number of oCLEYs was derived in Fig. 5.2a by successive
use of the model for diﬀerent given values of the total track length. A low f-number is
achieved only for a large total track length, as long as the numerical aperture (NA) of
the single MLAs is limited below 0.3 for technological reasons. For example, a total track
length of 5 mm (in air) is needed for F/# = 3, which is a common value for small cameras.
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Figure 5.2: (a) F-number as a function of total track length derived from several simulated oCLEY systems
using the paraxial matrix method for a maximum lens NA = 0.3 (all propagations in air). (b) Displacement
of point image position at the intersection of adjacent channels for two diﬀerent positions across the ﬁeld
of the ﬁnal oCLEY design (adapted from [149]).
After a suitable parameter set had been derived, an optical design was created for a pro-
totype system using ray-tracing techniques and the paraxial elements were replaced by
real lenslets on glass substrates. The diﬀerent system components were optimized and the
performance was analyzed. The quality of the optical image stitching was veriﬁed by a
simulation of the image spot centroid position for selected points in the FOV that corre-
spond to image positions at the intersection of adjacent partial images (Fig. 5.2b). The
displacement of image points that should perfectly overlap, increases towards larger ﬁeld
angles due to distortion. The maximum deviation is about 1.8 μm which is less than one
pixel (ppx = 2.25 μm).
The Figure 5.3a gives an overview of the layout and parameters of the oCLEY prototype.
(a) (b)
Figure 5.3: (a) Overview of the ﬁnal optical design of the oCLEY demonstrator with VGA resolution [148].
(b) Simulated image of a Siemens star without (top) and with (bottom) ﬂat-ﬁeld correction [149]. A quarter
of the full array was used to speed up the simulation. The central channel is in the lower right corner.
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The telecentricity of the optical design could not be chosen higher than T = 0.17 due to
the limitation of the numerical apertures of the microlenses below 0.3. Hence, an angle of
incidence of 20.8° on the image plane resulted for a ﬁeld angle of 25°. Image simulations
were made using the ray-tracing software Zemax™ in order to verify the image quality
(Fig. 5.3b) and to determine the resolution at the intersections of partial images. Further
simulation results are included in Fig. 5.6 and Tab. 5.2.
5.1.2 Prototype Fabrication
The fabrication of the oCLEY relies on the same microoptics technologies which have been
introduced in Sec. 4.1.2. The MLA master wafers and aperture arrays were structured by
photolithography and the lenslets by reﬂow of photoresist due to the small size and low
sag. The aperture array of the front MLA 1 was etched in black chromium in order to
yield good absorption of light in the intermediate space between lenslets (see Fig. 5.4a&b).
For the ﬁrst time, black chromium was chosen instead of black-matrix polymer due to the
ﬁne structure which had to be created in between lenses of high ﬁll factor and due to the
reduced back reﬂection. The hexagonal openings of the ﬁeld aperture in the intermediate
image plane were etched in titanium (Fig. 5.4c). They deﬁne the ﬁnal shape of the partial
images. The MLA 1 and 2 as well as MLA 3 and 4 were sequentially molded on both sides
of the respective glass wafers with integrated aperture arrays in UV-polymer (OrmoComp,
Micro Resist Tech.). Finally, the wafers were diced and the two components of the oCLEY
were assembled on die-level (Fig. 5.4d) using alignment marks which were integrated in
the aperture layers.
Figure 5.4: (a) Close-up of a part of the full wafer. (b) Double-sided microlens array. (c) Field microlens
array with hexagonal ﬁeld aperture. (d) Comparison of the optical module to a pin. Adopted from [149].
The basic parameters of the fabricated oCLEY are listed in Tab. 5.1.
5.1.3 Characterization of oCLEY
The oCLEY module was actively aligned in front of an image sensor of the design pixel
pitch but with larger active area (model Aptina MT9M032). The read out images were
cropped to the target resolution of 640x480 pixels. A ﬂat-ﬁeld correction has been applied
to the captured images because the irradiance in the image decreases considerably towards
the image edges (Fig. 5.5a). Thus, the low irradiance at the image margin has to be
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Table 5.1: Parameters of the oCLEY demonstration system. For chirped arrays, the minimum and maxi-
mum values are speciﬁed.
Parameter Value
Eﬀective focal length [mm] 1.39
F-number 6.7
Total track length [mm] 1.86
Lateral dimensions [mm2] 2.2 × 2.9
Image size [mm2] 1.08 × 1.44
MLA 1 MLA 2 MLA 3 MLA 4
Radius of curvature [μm] 315 − 417 145 185 122 − 248
Sag [μm] 12.3 − 16.5 3.7 − 4.4 5.5 − 16.2 6.6 − 11.1
increased by a factor of four which increases noise and causes low contrast in that part of
the images. The color ﬁlter array on the CMOS image sensor enabled the acquisition of
images in full color as shown in Fig. 5.5b.
(a) (b)
Figure 5.5: (a) Image of an array of Siemens star targets captured with the oCLEY (left) and with applied
ﬂat-ﬁeld correction (FFC, right) [148]. (b) Captured image of ’Lena’ with FFC (cropped) [148].
The MTF was measured according to ISO 12233 with a slanted edge in diﬀerent ﬁeld
positions. The results for an on-axis position and 70 % of the FOV (corresponding to a
ﬁeld angle of 23°) are shown in Fig. 5.6a in comparison to the simulated curves. The
maximum diﬀerence between the simulated optics MTF and the measured MTF (optics
& contribution of sensor pixel) is about 15 %. For instance, the simulated MTF value is
73 % and the measurement yields 60 % at 55.5 cycles/mm (quarter Nyquist frequency).
At the oﬀ-axis position, it is 61 % in the theoretical and 45 % in the experimental curve.
The highest spatial frequency that can be transmitted by the oCLEY demonstrator is 155
cycles/mm (MTF = 10 %, on-axis). The discrepance between measurement and simulation
is partly due to the unknown pixel ﬁll factor. The correct pixel aperture MTF could not be
derived as the ﬁll factor is not communicated by the image sensor supplier. Furthermore,
it is caused by fabrication tolerances of the axial thickness of the components and the radii
of curvature of MLA 1.
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Figure 5.6: (a) Simulated and measured polychromatic MTF of the oCLEY [148]. The Nyquist frequency
of the system is 222 cycles/mm (pixel pitch 2.25 μm). (b) Simulated and measured MTF as a function of
object distance for half (111 cycles/mm) and for quarter (55.5 cycles/mm) of the Nyquist frequency [148].
The resolution was also characterized as a function of object distance (Fig. 5.6b). The
MTF performance saturates for object distances larger than 40 cm which ﬁts to the fact
that the optical design was optimized for inﬁnite object distance.
For the experimental veriﬁcation of the partial image stitching, ﬁrst the gradient of an
edge image (Fig. 5.7a) was calculated perpendicular to the edge on either side of the
intersection between adjacent partial images. Subsequently, the positions of the extrema
of the gradient were located. Finally, the positions of the extrema which are found on both
sides of the intersection between adjacent partial images were compared. The maximum
oﬀset was 0.2 pixels in the center and 0.4 pixels at 70 % of the FOV. Hence, the optical
image stitching is achieved with sub-pixel accuracy.
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Figure 5.7: (a) Image of edge displacement due to insuﬃcient optical image stitching. The right side
illustrates the position of the edge relative to the channel grid. (b) Comparison of simulated and measured
relative illumination. The strong peaks originate from the slight overlap of adjacent partial images [148].
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The prototype suﬀered from considerable shading (see left image of Fig. 5.5a) which was
analyzed by measuring the relative illumination across the image plane for a homogeneously
white test chart. The strong diﬀerence between the simulated curve (A) in Fig. 5.7b and
the curve (B) measured with the oCLEY mounted on the image sensor is caused by a ﬁll
factor enhancing MLA which is integrated on the sensor pixels. Its geometry is adapted
to a common distribution of the chief ray angle in the exit pupil of single aperture lenses
but it does not match the ray angle distribution of the oCLEY. Thus, a third curve (C)
was derived from relaying the image plane of the optical module on a CCD image sensor
by using a microscope objective (NA=0.4). Without the inﬂuence of the image sensor, the
relative illumination curve (C) agrees well with the simulated curve (A). A comparison
between the simulated and measured properties of the oCLEY is found in Tab. 5.2.
Table 5.2: Summary of diﬀerent simulated and experimentally measured parameters of the oCLEY.
Parameter Simulation Experiment
Diagonal ﬁeld of view [◦] 66.6 66.5 ± 0.3
MTF, center of ﬁeld, at νNy/4 = 56 cycles/mm [%] 73 60
Spatial resolution limit [cycles/mm] 183 155
Number of resolvable image points 640x480 446x335
Irradiance diﬀerence between 0° and 25° ﬁeld angle [%] 25
Measured with image sensor 52
Measured in relay image 29
Oﬀset between partial images at 0 % FOV [μm] 0.2 0.2
Oﬀset between partial images at 70 % FOV [μm] 0.4 0.4
Partial image distortion at 82 % FOV [%] 5.1 5.3 ± 0.2
5.2 Ultra-Thin Array Microscope
A special type of optical cluster eye is created when the optical axes of all channels are
parallel and thus, there is no pitch diﬀerence between the diﬀerent microlens arrays. Such
a setup can only yield optical image stitching if the magniﬁcation is unity and its numerical
aperture is indirectly proportional to the object distance which makes it a perfect candidate
for close-up imaging [108–110]. Prior work on a such a multi aperture setup implemented
on an image sensor concluded that the magniﬁcation is purely digital and the smallest
resolvable object feature is given by the resolution of the lenslets and the sensor pixel
size [150]. The result is a microoptical imaging system that can be used similar to a
microscope with low magniﬁcation. It can be scaled arbitrarily in the lateral dimension to
capture larger object ﬁelds without scaling its axial length. For that reasons, it was termed
ultra-thin array microscope.
5.2 Ultra-Thin Array Microscope 82
5.2.1 High Resolution Imaging of Large Object Fields
The ﬁrst implementation of a microoptical array microscope suﬀered from strong optical
crosstalk because a setup of three MLAs without any aperture arrays was applied [150].
The spatial cut-oﬀ frequency of the system was limited to 50 cycles/mm due to the fact that
all lenslet arrays had the same optical parameters which limited the degree of freedom. In
the following, aperture arrays were integrated and a setup of higher complexity was chosen
in order to suppress crosstalk and to increase the spatial resolution. In order to achieve
this, a highly symmetric setup of eight lenses per optical channel is proposed (Fig. 5.8).
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Figure 5.8: Schematic layout section of the working principle of the ultra-thin array microscope.
The ﬁrst lens group (module 1) with a pitch of 300 μm creates an intermediate image with
a de-magniﬁcation of 1:4 of the respective part of the object in each channel. A reversed
group of the same parameters (module 3) relays the intermediate image onto the ﬁnal image
plane. Hence, each erect partial image has unity magniﬁcation which is essential for the
optical stitching on the sensor. The size and overlap of adjacent partial images is controlled
by the ﬁeld diaphragm array which is situated in the center of axial symmetry. The ﬁeld
lens arrays (both sides of module 2) are used to control vignetting and to suppress crosstalk.
Aperture arrays are integrated under each microlens array for the blocking of stray light.
Aspherical surfaces and an achromatic lenslet were designed for the front component to
yield highest possible numerical aperture (NA) for a given complexity in order to increase
the spatial resolution (Fig. 5.9). The aspherical lenslets correct for spherical aberrations
and the pair of achromatic lenses correct color aberrations and provide an additional degree
of freedom without adding another substrate. The eﬀort of the numerical optimization is
reduced to 10 variables (four radii of curvature, four thicknesses and two conic values) due
to the symmetry with respect to the intermediate image plane. Furthermore, it is suﬃcient
to consider a simulation setup for a single channel because the properties of all channels
are the same. The size of each partial image and the relative illumination are controlled via
side conditions in the merit function as both are important for the optical image stitching.
The parameters of each channel were optimized to yield a constant resolution of 5 μm (or
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Figure 5.9: Layout sketch of the optical design of a single channel of the ultra-thin array microscope [151].
200 cycles/mm) across the whole object ﬁeld (Fig. 5.10 left). Using a hexagonally shaped
ﬁeld diaphragm array in a hexagonal distribution leads to the highest ﬁll factor for the
optical stitching of the partial images so that there are no gaps between adjacent partial
images and the residual shading due to vignetting is only about 11 %. This was veriﬁed
from image simulations through multiple optical channels (Fig. 5.10 right).
(a) (b)
Figure 5.10: (a) Simulation of polychromatic MTF over radial ﬁeld coordinate in a single channel for
three spatial frequencies (50 cycles/mm blue, 100 cycles/mm green, 200 cycles/mm red). Wavelength
range spans from 486 nm to 656 nm. Tangential MTFs are shown as dashed lines, sagittal MTFs as solid
lines [151]. (b) Polychromatic image simulation through multiple channels of the ultra-thin microscope.
The shown image and the corresponding object sizes is 4x4 mm2. Wavelength range is the same as on the
left, although the result is shown in grayscale. The right part shows a magniﬁed region [151].
5.2.2 Fabrication of a System with Adaptable Lateral Format
Beyond the standard microoptical fabrication methods (Sec. 4.1.2) which were used also for
the optics of the ultra-thin array microscope, a step forward was taken by the integration of
molded aspherical and achromatic lenslet arrays on either side of module 1. The mastering
for the ﬁrst MLA is similar to that for spherical lenslets using lithography and reﬂow of
photoresist, except for an additional reactive ion etching (RIE) step in order to create
convex aspherical masters from spherical resist microlenses. The currently used aspherical
proﬁle is at the limits of this non-proportional etching transfer technique. A molding tool
for aspherical lenslets results after overcasting. A cemented achromatic microlens array
is created on the opposite side of the module by UV-molding the second lens on top of
the ﬁrstly molded microlens array with a diﬀerent polymer material. The material of the
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ﬁrst lenslet array is OrmoComp (Micro Resist Tech., refractive index n1 = 1.521 and Abbe
number V1 = 52.0 at λ = 588 nm) that of the second is Exﬁne CO160 (ChemOptics Inc.,
n2 = 1.634 V2 = 26.2 at λ = 588 nm). As the fabrication of the optics modules was carried
out for multiple chips in parallel on wafer level, two chips from the same wafer were used for
the identical modules 1 and 3. The whole 4 inch wafer area was ﬁlled with microstructures
(Fig. 5.11 left) so that modules of arbitrary lateral size could be diced out.
Figure 5.11: Left: Photo of the four inch wafer carrying the microlenses for the module 1 and 3. Right:
Close-up of the test demonstrator on a small image sensor. The three MLAs were temporarily ﬁxed to
thin glass stripes so that each can be moved individually in six axes using precision alignment stages.
The parameters of the fabricated microlens arrays for the prototype systems are listed
in Tab. J.1 of Appendix J. The ﬁrst test assembly of the modules 1, 2 and 3 was done
actively on die-level in front of a small 1/2 inch format image sensor (Micron MT9T001,
Fig. 5.11 right). The basic parameters of that prototype are the same as for the large
format demonstrator in Tab. 5.3 except to its lateral dimensions.
The assembly of the demonstration system on a full format image sensor was done using
glass spacers to set up the correct air gap thickness between the modules. Module alignment
in lateral x,y dimensions was aided by alignment marks on each chip. The module stack was
axially joined using adhesive with spacer beads and the glass spacers were removed after
that. The complete optical stack was then integrated into a mechanical holder frame (left
in Fig. 5.12) which was ﬁxed on the package of the image sensor. The alignment between
the holder frame with mounted optics and the CCD image sensor was carried out in an
active manner, by optimizing the image quality of a presented test target while adjusting
the z-distance and angles of rotation and tilt between the two parts. Subsequently, the
two parts were ﬁxed in place with adhesive. The microoptics and image sensor assembly
was integrated in a modiﬁed commercial camera (Prosilica GE4900) which provides the
read-out electronics and interface to a PC (Fig. 5.12 right). The basic system parameters
are found in Tab. 5.3.
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(a) (b)
Figure 5.12: (a) Section of the opto-mechanical assembly concept of the optics modules on the CCD
image sensor (3D model) [151]. (b) Photograph of the prototype’s head in comparison to a conventional
microscope objective lens [151].
5.2.3 Experimental Characterization
The current setup is limited to the inspection of semi-transparent objects due to the small
object distance of 1.3 mm, so that the object illumination has to be carried out from the
backside of the object plane. An LED backlight with diﬀuser plate was used in the described
experiments. The hexagonal illumination pattern which appears in the captured images
(see Fig. 5.13 left) is caused by a inhomogeneous intensity on the image plane in zones
where adjacent partial images overlap. Its visibility depends on the scene illumination.
The diﬀerence of brightness between center and edge of a partial image was measured to
be 14.5 % for a Lambertian illumination. However, for a ﬁxed illumination the pattern can
be ﬁltered by means of image processing similar to a ﬂat-ﬁeld correction (Fig. 5.13 right).
Figure 5.13: Left: Image of USAF 1951 test pattern as captured by the ultra-thin array microscope.
The image shows a part of the full ﬁeld with a size of 17.6 mm x 17.6 mm. The right side of the image
was post-processed by a software ﬂat-ﬁeld correction (FFC) [151]. Right: Example image of an organic
histological section with FFC. Each hexagon relates to one partial image with a diameter of 350 μm. The
red square inset shows a 2x magniﬁed region. Specimen by courtesy of the Institute for Pathology Basel.
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Images of diﬀerent test targets such as a high-precision USAF 1951 test pattern or a
histological section (Fig. 5.13) were captured in order to characterize the image resolution.
A strong phasing eﬀect is found between group 5 element 5 and group 6 element 1 in the
image of the USAF pattern which correspond to 50.8 LP/mm and 64 LP/mm, respectively.
This is in good agreement with the expected Nyquist frequency of the image sensor which
is 67.6 cycles/mm at a pixel pitch of 7.4 μm. The residual hexagonal background pattern
is due to a diﬀerence of the illumination during calibration and that while capturing the
specimen.
Images with slanted edge features were acquired at diﬀerent ﬁeld positions in order to
analyze the MTF in more detail using an approach similar to ISO 12233 [145]. The results
are shown in Fig. 5.14. The pixel aperture of the image sensor (Kodak KAI-16000) is
rectangular which yields diﬀerent sections of the aperture MTF along the horizontal and
vertical direction in the pixel array. The related MTFs are shown by the red (vertical sec-
tion) and the orange (horizontal section) curves. They are composed of the pixel aperture
MTF and the simulated optics MTF in the center of an optical channel. The measured
data is shown for horizontal sections because the edge was vertically orientated during the
measurements. For the MTF measurements in a single channel (denoted by ’sc’), there is
a variation of maximum 10% which is likely to result from residual tilt between the object
plane or the image sensor plane and the microlens arrays. A bow in one or more modules
has the same eﬀect. Additionally, a diﬀerence was found between the MTF measured in
a single channel at a speciﬁc object ﬁeld position and the MTF measured across several
channels (denoted by ’mc’ in Fig. 5.14) centered at the same ﬁeld position. This variation
is caused by insuﬃcient image stitching at the interfaces between adjacent partial images.
In the case that the image or object distance is out of tolerance, sharp images are created
by the individual channels but the magniﬁcation is not unity, causing image details to be
displaced and not matched at the intersection of adjacent partial images. A limit (Ĥ = 0.1)
of about 115 cycles/mm was measured for the resolution in a single partial image in the
center of the object ﬁeld. The resolution limit is decreased to about 83 cycles/mm (which
corresponds to 12 μm structures or 4200 dpi) for an ensemble of several optical channels.
Furthermore, the quality of the optical image stitching was determined by locating the
position of contrast edges with diﬀerent orientation to the pixel matrix. A maximum
deviation of the edge position on both sides of the intersection of adjacent partial images
of 1 pixel was measured in the center of the ﬁeld which increased to about 1.8 pixels at the
edge of the ﬁeld. The table 5.3 presents a summary of the measured system parameters in
comparison to the simulation.
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Figure 5.14: Experimental MTF curves measured in a single channel (’sc’) and over multiple channels
(’mc’) for diﬀerent positions in the image ﬁeld (see legend). For comparison, sections of the simulated
single channel, polychromatic MTF were added, which include the eﬀect of a rectangular image sensor
pixel. Along the horizontal direction (preﬁx ’h’), the pixel aperture is nearly equal to the pixel pitch
(ppx = 7.4 μm) whereas it is about half the size (d = 3.7 μm) in the vertical direction (preﬁx ’v’) [151].
Table 5.3: Summary of simulated and measured parameters for the ultra-thin array microscope. The *
denotes values from horizontal and vertical sections of the MTF.
Parameter Simulation Experiment
Numerical aperture 0.1
Object ﬁeld size [mm2] 36.1 × 24.0
Object-to-image distance [mm] 5.3
Sensor pixel pitch [μm] 7.4
Sensor resolution [pixels] 4872 × 3248 (16 MP)
MTF, center of ﬁeld, at νNy/4 = 17 cycles/mm [%] 92 - 94* 80
MTF, center of ﬁeld, at νNy/2 = 34 cycles/mm [%] 76 - 82* 54
Spatial resolution limit [cycles/mm] 108 - 176* 83
Brightness diﬀerence center to edge of partial image [%] 11 14.5
Oﬀset between partial images at center ﬁeld [pixels] 0.03 1
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5.3 Microoptical Gabor Superlens (μoGSL)
The optical stitching of segments enables a new degree of freedom by making the partial
images of adjacent optical channels overlap. The light sensitivity of the multi aperture
optical system is improved depending on the number of channels which contribute to a
common image point. The eﬀective entrance pupil size is increased compared to that of
the single channel which places the principle of the Gabor Superlens close to the natural
archetype - the superposition compound eye of nocturnal insects.
5.3.1 Approach for an Ultra-Compact Objective with High Sen-
sitivity
Compared to the state of the art [21, 103, 104, 152], the current work represents the ﬁrst
realization of a miniaturized Gabor Superlens which is fabricated by microoptical technol-
ogy. The basic setup is transferred to two microlens arrays which are separated by the sum
of their focal lengths and a third array (MLA 2 in Fig. 5.15) has been added acting as a
ﬁeld lens array in order to maximize the light throughput under large angles of incidence.
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Figure 5.15: Layout sketch of the microoptical Gabor Superlens (μoGSL). Image was modiﬁed from [153].
A general lens equation for the Gabor Superlens (GSL) was derived using the thin lens
approximation without ﬁeld MLA [154]:
si =
p1f3
(p1 − p3) + p3f1/s . (5.3)
It relates the image distance si to the object distance s and the main parameters (focal
lengths and pitches) of the GSL which are denoted in Fig. 5.15. For a large object distance
s → ∞, the known equation for the back focal length FS of the GSL is derived (see Eq.
(3.6) with index 2 changed to 3).
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A paraxial system of equations was set up from the system transfer matrix according to
Eq. (3.27) in order to ﬁnd start parameters for the numerical simulation. The paraxial
transfer matrix M˜ is composed of the matrices of the contributing MLAs:
M˜ = MP,3 · M−1D,3ML,3MD,3︸ ︷︷ ︸
MLA 3
·MP,2 · M−1D,2ML,2MD,2︸ ︷︷ ︸
MLA 2
·MP,1 · M−1D,1ML,1MD,1︸ ︷︷ ︸
MLA 1
(5.4)
The total number of unknown parameters is 14 (f1, f2, f3, p1, p2, p3, t1, t2, FS, L, F/#, αx,
Dim,x, Kx), whereas t1 = f1, when inﬁnite object distance and imaging in air are assumed.
The number of channels of one GSL is given by Kx = p1/(p1 − p3) [21]. Five parameters
were given as input speciﬁcations (L, FS, F/#, αx, Dim,x) so that seven independent
conditions were used to solve the equation system for all unknown values.
One example is the ’focusing condition’ which states that all rays emitted from the same
object point have to superpose in a common point on the image plane at hout regardless of
their input ray height hin:
hout = M11 · hin + M12 · αin + M13 −→ hout 
= f(hin) −→ M11 != 0 (5.5)
This yields the following expression for the back focal length [153]
FS =
(f1 − t2)f3
f1 + f3 − t2 . (5.6)
Other side conditions can be found in [154].
With the geometrical parameters at hand, the optical properties of the μoGSL were studied
in ray-tracing simulations. The sensitivity of the system is set in relation to the number
of channels that contribute to one image point. This number is directly proportional to
the diameter of the individual ﬁeld stops so that the sensitivity is increased by enlarg-
ing the ﬁeld stop. On the other hand, the spot size grows with larger ﬁeld diaphragm
and, consequently, the resolution decreases, because rays contributing from outer channels
are increasingly aberrated. In conclusion, the more channels superpose, the higher the
sensitivity but the lower the spatial resolution of a μoGSL which is shown in Fig. 5.16.
The resolution was simulated by determining the image contrast for diﬀerent line pairs per
millimeter from image simulations (Fig. 5.17). The simulated contrast at quarter Nyquist
frequency (28 LP/mm) is 58 % (see Fig. 5.21). The image contrast at half Nyquist
frequency (57 LP/mm) could not be improved beyond 15 % at the present number of
superimposed partial images.
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Figure 5.16: Left: Top: Ray-tracing simulation layout plot and simulated RMS spot size for a size of the
ﬁeld diaphragm that yields F/# = 5. Bottom: The same for a size that gives F/# = 3. The number of
contributing optical channels increased by about a factor of two. The RMS spot size increased by about
50 %. Right: Trade-oﬀ between f-number of the μoGSL and the spatial resolution represented by the
RMS spot size both as a function of the ﬁeld stop diameter [153].
(a) (b)
Figure 5.17: (a) Image simulation for 50 line pairs (corresponding to 33 LP/mm in the image plane) using
an image analysis tool of Zemax™ [154]. (b) Image simulation of a Siemens spoke with 50 arms. In both
images a FOV of 28° x 28° is shown and a sensor of 340x340 pixels with 4.4 μm pitch was modeled [154].
5.3.2 Demonstration of a Prototype System
A demonstration system was fabricated using microoptical fabrication techniques according
to Fig. 4.3 with the parameters that are listed in Tab. 5.4.
Single optical modules were diced from the two component wafers and the integration was
carried out on chip-level. The two components of the μoGSL were mounted on individual
cantilevers in order to separately align them to a CCD image sensor (Fig. 5.18 left).
Additionally, a passive alignment with spacers, marks and ﬁxation through UV-glue was
applied (Fig. 5.18 right).
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Table 5.4: Parameters of the μoGSL components of Fig. 5.15 [154].
MLA Aperture
1 2 3 A 1 A 2 A 3 A 4
Radius of curvature [μm] 145 127 98
Pitch [μm] 191 179 167 191 185 179 167
Diameter [μm] - - - 150 80 100 120
(a) (b)
Figure 5.18: (a) The two components of the optical module were separately aligned to a CCD camera [153].
(b) Size comparison of a fully assembled microoptical Gabor Superlens. Each assembly contains an array
of 2x2 μoGSLs [153].
Due to the optical stitching, any conventional image sensor is feasible for recording the
image of the μoGSL as long as the pixel array is large enough. Diﬀerent sensors were used
to capture test images during the experimental examinations (Fig. 5.19).
(a) (b)
Figure 5.19: (a) Image of ’Lena’ captured with the μoGSL on an image sensor with color ﬁlters and 3.2
μm pixel pitch. Image size is 500 x 500 pixels [153]. (b) Captured image (360 x 360 pixels) of a 5x5 array
of Siemens spoke targets on a monochrome image sensor (4.4 μm pixel pitch) [153].
Two experiments were performed for the determination of the f-number of the μoGSL
according to ISO 517:2008. The ﬁrst setup for measuring the eﬀective focal length is
illustrated in Fig. 5.20a. A homogeneously illuminated Ronchi ruling (2) [constant-interval
bars made of chromium on glass] was projected to inﬁnity by an achromatic lens (3) with
known focal length fAchr. An LED panel with diﬀuser plate was used as light source (1).
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The image (5) that is created by the μoGSL (4) is scaled according to the magniﬁcation of
the system so that the eﬀective focal length fGSL is derived from
fGSL = fAchr
himg
hobj
. (5.7)
The image height himg was measured from the pixel extension in the image. The pixel
pitch and the object height hobj were known.
(a)
(b)
Figure 5.20: (a) Setup for measuring the eﬀective focal length of the μoGSL [153]. (b) Setup for the
determination of the eﬀective diameter of the distributed entrance pupil [153].
A second experiment was used to measure the size of the eﬀective entrance pupil (Fig.
5.20b). For that purpose, the light source (1) was positioned in the image plane of the
μoGSL (2) and the entrance pupil (index ’enp’) was illuminated homogeneously from the
backside. An achromatic lens (3), that had been focused to inﬁnity on an iris diaphragm
(4), created a sharp image of the distributed entrance pupil (5) when the μoGSL was at
the correct axial position. A pinhole (index ’ph’) of known diameter was imaged with the
same setup in order to retrieve a calibrated size of the entrance pupil from the relations:
Denp =
√
Aenp · 4
π
; Aenp = Aph · Aenp,i
Aph,i
. (5.8)
Here, Aph is the known area of the pinhole and Aenp,i and Aph,i are the image areas of
the distributed entrance pupil and the pinhole, respectively. An eﬀective focal length of
fGSL = 2.4 mm and an entrance pupil diameter of Denp = 864 μm were measured yielding
an f-number of F/# = 2.8 [153].
The resolution of the μoGSL was measured by determining the image contrast of bar charts
of several diﬀerent spatial frequencies. The simulated curves on the left of Fig. 5.21 were
derived by the same method using image simulations.
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(a) (b)
Figure 5.21: (a) Simulated and measured contrast transfer [153]. (b) Comparison of simulated and mea-
sured relative illumination in the image plane of the μoGSL. The red lines indicate the usable FOV [153].
At quarter Nyquist frequency or 28 LP/mm the measured contrast is 44 % which is in
good agreement with the simulated contrast for a system conﬁguration that was optimized
for a high contrast transfer across the whole ﬁeld. However, a simulated setup that was
optimized on-axis achieves 58 % contrast at that spatial frequency. The resolution limit at
a residual contrast of 10 % is reached at about 71 LP/mm for all curves.
The relative illumination in the image plane was determined from a normalized scan
through the image of a white plane which is shown on the right of Fig. 5.21. The im-
age brightness decreases rapidly at the edge of the FOV which is caused by a decreasing
number of channels contributing to each image point for large ﬁeld angles. The brightness
drops to 60 % of the maximum value at 14.5° ﬁeld angle which creates a total FOV of 29°.
The measured data deviates only marginally from the simulated curve.
The essential parameters of the μoGSL demonstrator are summarized in Tab. 5.5.
Table 5.5: Summary of simulated and measured parameters for microoptical Gabor Superlens.
Parameter Simulation Experiment
Lateral size of single μoGSL [mm2] 2.8 x 2.8
Total track length [mm] 2.0
Diameter of image circle [mm] 1.6
Number of channels 15 x 15
Eﬀective focal length [mm] 2.3 2.4 ± 0.1
Eﬀective entrance pupil diameter [μm] 868 864 ± 38
F-number 2.7 2.8 ± 0.2
Diameter of FOV, circular [°] 28.3 29
Image contrast, on-axis, at 28 LP/mm (≈ νNy/4) [%] 58 44
Image contrast, on-axis, at 57 LP/mm(≈ νNy/2) [%] 15 15
Spatial resolution limit [LP/mm] 71 70
Number of resolvable image points 257x257 158x158
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5.4 Summary of Optical Stitching of Segments
In contrast to the electronic image stitching, a regular image sensor can be used for a
multi aperture imaging systems with optical stitching of partial images. For example, the
prototype of the optical cluster eye (oCLEY) achieved an information capacity of 446x335
resolvable image points on an extremely small sensor footprint size of 1.44 mm x 1.08
mm which yields a beneﬁt for the chip costs. With a total track length of 1.86 mm the
array of micro-objectives with tilted optical axes is shorter than single aperture objectives
with comparable resolution and information capacity (Fig. 5.22). Contrasting to prior
implementations, a focused image was achieved with optical partial image stitching of
sub-pixel accuracy by implementing an additional MLA which tilts the optical axes of
the oﬀ-axis channels towards normal incidence. The strong change of relative illumination
across the image could be improved by applying an image sensor with an adapted ﬁll factor
enhancing MLA. However, with an f-number of F/# = 6.7, the sensitivity is 3.3 times lower
than for the eCLEY as the ratio of the irradiance in the image plane of two systems 1 and 2
scales according to Eim,1/Eim,2 = (F/#2/F/#1)2 [after Eq. (2.27)]. The trade-oﬀ between
F/# and the system length, which is inherent to the oCLEY principle (see Fig. 5.2a),
makes it unlikely to be improved without increasing the system length. Thus, the oCLEY
is not able to achieve an f-number lower than 4.5 at a competitive total track length for
miniature camera applications. Despite, it yields a compact optical imaging system with
large depth of ﬁeld which can be manufactured on wafer level.
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Figure 5.22: Experimentally derived space-bandwidth product (SBP or number of resolvable image points)
of several realized MAOs as a function of total track length. The smallest commercially available SAO
system OVM7690 [146] is added for comparison.
The overlap of partial images in the microoptical Gabor Superlens (μoGSL) enables the
realization of a high sensitivity and thus overcomes the main drawback of the oCLEY. The
prototype yielded an f-number of 2.8 at a total track length of 2 mm. This is 5.7 times
more sensitive than the oCLEY. However, a large part of the overall FOV is transmitted
by each optical channel which causes additional blur across the single partial images due
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to oﬀ-axis aberrations and leads to a comparably low spatial resolution and, thus, small
information capacity (Fig. 5.22). The ﬁeld of view is limited to about 30° due to vignetting
of oﬀ-axis rays. But, even this size of the FOV and the small footprint size of 2.8 mm2
provide a considerable improvement over former realizations [21]. Future work will have
to investigate the extension of the FOV size and the increase of the information capacity.
A multi aperture optical imaging system with unity magniﬁcation for close-up imaging was
created by the approach of side-by-side optical image stitching with symmetrical MLAs
of equal pitch. Such a setup decouples the trade-oﬀ between system length and size of
the object ﬁeld. Hence, the captured object ﬁeld can be enlarged by simply increasing the
number of optical channels. A prototype of the ultra-thin array microscope was integrated
on a full-format image sensor so that a ﬁeld size of 36.1 mm x 24.0 mm is captured by
a system as short as 4.0 mm in a single exposure. The experimental resolution limit was
measured to be 83 cycles/mm (or 12 μm structures) across the object ﬁeld, taking into
account residual imperfections of the partial image stitching. When looking at the simu-
lation results, it is promising that the resolution could be increased up to 200 cycles/mm
with a tight control of fabrication tolerances and sophisticated assembly techniques. The
integration of a front side illumination and the adaptation of the optical system to image
sensors with high frame rates are the key tasks for future work in order to enable the array
microscope to enter applications in industrial inspection, quality assessment and biomedi-
cal imaging. The numerical aperture could be increased due to a partial image overlap for
low-light tasks such as ﬂuorescence imaging.
A detailed list of future tasks for the development of multi aperture optical imaging systems
can be found in Appendix K.
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6 Conclusions and Outlook
Throughout this thesis, the inspiration from the working principles of natural compound
eyes is used for the successful miniaturization of man-made optical imaging systems. Thus,
the archetypes of compound eyes were analyzed in order to overcome scaling limits that
apply to today’s single aperture cameras. There are two main advantages that were adopted
for technical solutions in the present work: First, the segmentation of the ﬁeld of view
leading to a reduction of the imaging system’s total track length and the adaptation of
the optical parameters according to the viewing angle of the speciﬁc channel. This yields
a simpliﬁcation of the optical setup and a resolution near the diﬀraction limit. Second,
the equality of scale makes it suitable to apply microoptical fabrication techniques for the
creation of objectives on wafer level with relaxed tolerances compared to single aperture
systems. The application of processes and equipment from photolithography enables high
precision in the range of the visible wavelength for a large number of optical modules in
parallel on wafer level. The aligned stacking of wafers is carried out for assembly purposes
and an intrinsic housing is achieved for the diﬀerent microlens arrays.
In the past, the exploitation of the artiﬁcial apposition compound eye (APCO) led to sub-
millimeter thin imaging systems with large ﬁeld of view [93,96, 150]. However, the APCO
is limited to a small spatial resolution (or space-bandwidth product) with a low application
potential as it has a small optical ﬁll factor and thus a large consumption of image sensor
area which severely increases the system costs.
In this thesis, a novel classiﬁcation of the diﬀerent types of artiﬁcial compound eyes was
introduced which sorts the solutions according to their characteristics of ﬁeld of view seg-
mentation and sampling. The classes of multi aperture imaging systems with electronic
and optical image stitching were investigated by analytical modeling and numerical optical
design. Both achieved a larger space-bandwidth product in each individual channel which
makes them superior to the APCO type. A new semi-automated optical design and opti-
mization technique was developed using sequential ray-tracing which enabled shorter design
cycle times and rapid parameter changes. The derivation of a non-sequential simulation
tool for optical cross talk was crucial, given the complexity of hundreds of microlenses and
diaphragms with varying parameters across the chirped arrays in a single objective. As a
result, the diﬀerent setups of horizontal diaphragm arrays were optimized and, for the ﬁrst
time, a complete cross talk suppression was veriﬁed by lab experiments. Demonstration
devices were fabricated by using adapted microoptical technologies and new methods of
integration and characterization were applied. The experimental characterization included
an adoption of measurement techniques for the modulation transfer function (MTF) as
well as the determination of distortion, relative sensitivity and other properties of multi
aperture imaging systems.
For the electronic image stitching, diﬀerent extended parts of the overall ﬁeld of view are
captured by individual optical channels. Each optical channel operates separately so that
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the partial images are created and recorded individually. Due to the inversion of each
partial image, the spatial information is disordered in the image plane. The ﬁnal image is
created by digital image processing using a deterministic correlation between the sampled
object points and their corresponding location in the image matrix.
Two diﬀerent example systems using electronic image stitching have been demonstrated for
the ﬁrst time. The artiﬁcial neural superposition eye (ANSE) applies a redundant sampling
so that pixels from diﬀerent optical channels observe the same object point. This setup,
which is inspired by the neural superposition eye of insects, enabled the increase of the
signal-to-noise ratio in the image by a factor of three or the capture of ﬁrst color images
with a sub-mm thin artiﬁcial compound eye. However, redundant sampling allowed only
a small increase of the space-bandwidth product when compared to the APCO. The main
disadvantages of a low image resolution and a large footprint size remained.
The second type, termed electronic cluster eye (eCLEY), applies an overlap of the ﬁelds
of view of adjacent optical channels with a deﬁned sub-pixel oﬀset and a reduced focal
length. Hence, the scaling limits are overcome and the total track length is decreased by
50% compared to single aperture imaging systems, whereas the object sampling and the
space-bandwidth product are maintained.
To date, the demonstrated thickness of 1.4 mm makes the eCLEY VGA the thinnest
optics module in its class of resolution. The smallest commercially available module has
a thickness of 2.2 mm while using even smaller pixels [146]. The necessity of image post-
processing led to a paradigm shift for the optical design in the present work. Distortion
and lateral chromatic aberrations were left uncorrected in favor of a simpliﬁed optical setup
and relaxed fabrication tolerances. Subsequent to capture, these errors were corrected by
software processing for each partial image in real-time. Thus, the eCLEY VGA captured
a large ﬁeld of view with a residual distortion of less than 1%. The mastering of the
microlens arrays (MLA) was carried out by photolithography and reﬂow of photoresist.
UV-molding was applied for replication. These microoptical technologies enabled a highly
precise fabrication for hundreds of lenslet arrays in parallel on a single wafer which is
suitable for a potential production in high volume. However, the optical ﬁll factor of the
presented demonstrator was low, due to the mastering of MLAs by melting of photoresist.
Consequently, a large megapixel image sensor was applied in order to achieve a VGA
resolution which is not competitive for a camera application. But, the study of a customized
image sensor and an adapted optical design for refractive free-form arrays proved that the
ﬁll factor can be increased from 8% to 31%.
The second investigated class of multi aperture imaging systems creates a seamless image
on the sensor even though diﬀerent parts of the full ﬁeld of view have been transferred
by diﬀerent optical channels. The optical stitching of segments is enabled by a two-step
imaging which resembles an array of focused Keplerian micro-telescopes: A ﬁrst lens group
creates a demagniﬁed, inverted intermediate image which is magniﬁed on the image sensor
by a second lens group in each channel. Erect partial images result which is required for
the optical image stitching. Hence, the setup becomes more complex and yields a larger
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total track length compared to the electronic image stitching.
The optical design, simulation and experimental demonstration of two sampling approaches
were investigated. The principle of the optical cluster eye (oCLEY ) [17] was advanced by
implementing 2D arrays with hexagonally distributed lenslets and an additional microlens
array in order to achieve a smaller angle of incidence on the image sensor. In result, a
focused image was created by optical image stitching with sub-pixel accuracy and, thus, it
overcame the trade-oﬀ of the predecessor system [17]. The small lateral format size of the
oCLEY enabled the use of a cheap image sensor. However, the derived trade-oﬀ between
its total track length and the sensitivity of the system states a handicap for miniature
camera applications.
The sampling approach of the microoptical Gabor Superlens (μoGSL) provided an increased
sensitivity due to the superposition of partial images that were transferred by multiple
channels. Although, the demonstration system yielded a sensitivity increase by a factor of
six compared to the oCLEY, this occurred at the price of a reduced information capacity
by about the same factor due to considerable oﬀ-axis aberrations that degrade the spot
size for large ﬁeld angles in each channel.
A special system using optical image stitching was formed by an oCLEY with parallel
optical axes and a close object distance. Although, the so-called ultra-thin array microscope
is principally limited to 1:1 magniﬁcation, it created an image with a resolution of 12 μm
over an extended object ﬁeld of 36 mm x 24 mm. The decisive advantage is that scaling of
the ﬁeld size is achieved by adding more optical channels and adjusting the image sensor
size so that a huge information capacity can be achieved with a thin system.
Future work will avoid the trade-oﬀ between thickness and sensitivity of the oCLEY by
the implementation of a partly superposition of few adjacent partial images. Thus, the
eﬀective f-number will be decreased without changing the system thickness. The resulting
setup will be a hybrid of the oCLEY and the μoGSL. The integration of refractive free-
form arrays into the relay system will enable a higher resolution due to the good correction
of oﬀ-axis aberrations by free-form proﬁles. In conclusion, the eCLEY and the ultra-thin
array microscope demonstrated the highest potential for the miniaturization of imaging
systems. The assembly techniques of the array microscope will be improved in order to
exploit diﬀraction-limited resolution which is feasible with today’s microoptics technology.
The integration of spectral ﬁlters and actuators will be beneﬁcial for applications in medical
imaging such as high-throughput screening or point-of-care diagnostics. Future work on
the eCLEY will be technologically orientated in order to realize refractive free-form arrays
which are the key to a high optical ﬁll factor and megapixel resolution. A high-volume
production at low costs compatible to microelectronics will be feasible, once the investigated
mastering technology is an integral part of the microoptical wafer-level technology chain.
Hence, the eCLEY oﬀers smallest total track length at a given resolution and low costs
which is highly attractive to consumer electronics and automotive applications. It was
demonstrated to form a fundamentally new approach to miniaturized vision systems with
high resolution which overcomes basic scaling limits of single aperture imaging optics.
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Appendix
A Scaling of Primary Aberrations
The following table lists the primary wavefront and transverse ray aberrations together
with their common names.
Table A.1: List of primary wavefront and transverse ray aberrations as well as ﬁrst order chromatic
aberrations and their variation with the object ﬁeld coordinate h [53, 55]. The term (rn,Θ) deﬁnes the
cylindrical pupil coordinates with 0 ≤ rn ≤ rExP and 0 ≤ Θ ≤ 2π. The identiﬁer rExP denotes the radius
of the exit pupil.
Name of aberration Wavefront aberration Transverse ray aberration
Spherical a040 · r4n 4Rn cos(Θ) · a040 · r3n
Coma a131 · h r3n cos(Θ) 3Rn · a131 · h r2n
Astigmatism a222 · h2r2n cos2(Θ) 2Rn · a222 · h2rn cos(Θ)
Field curvature a220 · h2r2n 2Rn cos(Θ) · a220 · h2rn
Distortion a311 · h3rn cos(Θ) Rn · a311 · h3
Axial chromatic defocus a020 · r2n 2Rn cos(Θ) · a020 · rn
Lateral chromatic tilt a111 · h rn cos(Θ) Rn · a111 · h
The maximum wavefront aberration results when substituting the radius of the exit pupil
rExP and the maximum ﬁeld coordinate hmax as well as Θ = 0◦ into Eq. (2.10) which gives:
Wmax (rExP ; hmax) =
a020 · r2ExP + a111 · hmax rExP + a040 · r4ExP + a131 · hmax r3ExP +
a222 · h2maxr2ExP + a220 · h2maxr2ExP + a311 · h3maxrExP + Who
(A.1)
In order to examine the scaling behavior of the maximum aberrations, the assumption
that the optical system consists of a single thin lens with an refractive index n which is
surrounded by air is useful for the derivation of simpliﬁed expressions for the aberration
coeﬃcients in Eq. (A.1) [47]. It is additionally assumed that the object plane is at inﬁnity.
The main properties of the thin lens are the optical power φ = 1/f and the total curvature
c = (1/R1 − 1/R2) [49] with f and Ri being the focal length and the radius of curvature of
the i’th surface, respectively. An additional parameter is the distance between the aperture
stop and the lens t. With these parameters, the coeﬃcients of the Seidel aberrations can
be expressed as [47]:
a040 = −U4 (A.2)
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a131 = −tU + V (A.3)
a222 = −t2U + 2tV − φ2 (A.4)
a220 = −t
2
2
U + tV − n + 1
4n
φ (A.5)
a311 = −t3U + 3t2V − t3n + 12n φ (A.6)
The terms for a020 and a111 are left aside for the moment. The identiﬁers U and V are
deﬁned as:
U =
β
2
+
n(4n − 1)
8(n − 1)2(n + 2)φ
3 +
φ
2n(n + 2)
[
n + 2
2
c − (n + 1)φ
]2
, (A.7)
V =
φ
2n
[
n + 1
2
c −
(
n +
1
2
)
φ
]
. (A.8)
The parameter β can be used to model aspherical surface deformations using
β = (n − 1)(b1c31 − b2c32) , (A.9)
where b1 and b2 are the conic constants of the ﬁrst surface with curvature c1 and the second
with curvature c2, respectively.
The behavior of the basic properties of the lens during a proportional scaling with the
factor M is:
c → c
M
φ → φ
M
β → β
M3
t → Mt .
(A.10)
When looking at Eq. (A.7) and (A.8) it follows that
U → U
M3
V → V
M2
,
(A.11)
which yields the scaling of the Seidel coeﬃcients aijk in Eq. (A.2) to (A.6)
a040 → a040M3
a131 → a131M2
a222 → a222M
a220 → a220M
a311 → a311 .
(A.12)
It has been described in Sec. 2.3 that the radius of the exit pupil rExP will scale linear with
M whereas the maximum object ﬁeld coordinate hmax is constant. Finally, the substitution
of the dependancy of the Seidel coeﬃcients on M into Eq. (A.1) (neglecting higher orders
Who) yields that each of the maximum aberrations and, thus, the sum of the primary
wavefront aberrations scale linearly proportional to M . [54].
The paraxial equations Eq. (2.2) and Eq. (2.1) of Sec. 2.2.1 yield
rExP =
f
2F/#
(A.13)
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and together with the magniﬁcation m = h′max/hmax
hmax =
h′max
m
=
f
m
· tan(α) (A.14)
which are set into Eq. (A.1) resulting in:
Wmax (f ;F/#;α) = a020 ·
(
f2
4F/#2
)
+ a111 · tan(α) ·
(
f2
2mF/#
)
+
a040 ·
(
f4
16F/#4
)
+ a131 · tan(α) ·
(
f4
8mF/#3
)
+ a222 · tan2(α) ·
(
f4
4m2F/#2
)
+
a220 · tan2(α) ·
(
f4
4m2F/#2
)
+ a311 · tan3(α) ·
(
f4
2m3F/#
)
+ Who .
(A.15)
B Basic Examples of Image Processing
Image Interpolation
The interpolation of 2D data ﬁelds is a very common task of image processing in a camera
system. The demosaicing in color image acquisition with color ﬁlter array (CFA) is a
prominent example [63]. In case of a Bayer pattern CFA, the values for half of the number
of pixels for green and three quarters of all pixels for the red and blue color have to
be derived from interpolation in order to yield a full color image. Common interpolation
methods are: nearest neighbor replication, bilinear interpolation and bicubic interpolation.
The easiest and fastest method is called nearest neighbor replication. It ﬁlls up each empty
pixel in a single color plane by copying the pixel value of the adjacent pixels from the other
two color planes. The algorithm may produce diﬀerent results depending on the direction
where the neighbor is taken from because more than one nearest neighbor might exist for
the color of interest. This method gives the worst results in terms of resolution of the full
color image and strong color artifacts at contrast edges [155]. However, it is often used
for previewing due to its advantage in processing speed. The bilinear interpolation uses a
neighborhood of a number of pixels from each of the two complementary color planes for
the calculation of an unknown color pixel value. It processes the mean value of equidistant
spaced neighbors in the grid or a weighted sum including pixels of diﬀerent distances. Both
forms are linear calculations. The following equations give an example for a pixel with blue
color ﬁlter and index (k; l) (unknown red and green values):
Rk;l = a1 · Rk−1;l−1 + a2 · Rk−1;l+1 + a3 · Rk+1;l+1 + a4 · Rk+1;l−1 (B.1)
Gk;l = b1 · Gk−1;l + b2 · Gk;l+1 + b3 · Gk+1;l + b4 · Gk;l−1 (B.2)
The coeﬃcients ai and bi can be used as weights for the single contributing pixels. Alterna-
tively, they are the reciprocal of the number of values which are used for the interpolation
and thus constant in order to average between the pixels. These interpolations are used to
gradually ﬁll up the empty pixel values in each individual color plane. The bilinear inter-
polation yields much smoother results in still relatively short processing time. However, it
compromises the sharpness of edges and blurs contrasting details of the original image. In
practice, even more sophisticated methods such as the bicubic interpolation or edge sensing
and pattern recognition algorithms are used in order to preserve the image details during
the interpolation. The general form of a bicubic interpolation can be written as
p (x, y) =
3∑
k=0
3∑
l=0
ckl · xkyl . (B.3)
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A linear system of equations has to be solved in order to ﬁnd the 16 coeﬃcients ckl which
have to be known in order to calculate the interpolated function p(x, y). Hence, additional
information is needed about the original function as usually only four points are given for
the interpolation. A special form of the bicubic interpolation has been implemented as
convolution kernel for a fast processing on regular 2D data grids such as images [156].
Shading and Flat-Field Correction
Shading describes the change of image intensity with the coordinate in the image ﬁeld. In
contrast to the ﬁxed-pattern noise (FPN), it describes a smooth change which is usually
falling oﬀ in a monotone way towards the edges of the image. Both natural vignetting and
vignetting at apertures contribute to this eﬀect [49]. The net eﬀect of these contributions
is described by the relative illumination curve from Sec. 2.2.1.2. However, the decrease
of sensitivity and increase of crosstalk in sensor pixels for large angles of incidence have a
signiﬁcant contribution to shading [6].
At ﬁrst, the dark signal non-uniformity (DSNU) is corrected by subtracting from each
acquired frame an average of a number of images that have been captured in absence of
any light in the scene (dark frames). The image of a homogeneously illuminated object
plane Wcap would then ideally contain only a single gray value Mˆ . However, for each pixel
there is a deviation from the ideal case Wsys due to the shading and the photoresponse
non-uniformity (PRNU) of the imaging system
Wcap(k; l) = Mˆ · Wsys(k; l) . (B.4)
After a calibration image Wcap has been captured, the ideal gray value Mˆ can be approxi-
mated by the average gray value in the image using
Mˆ ≈ 1
NxNy
Nx∑
k=1
Ny∑
l=1
[Wcap(k; l)] . (B.5)
The indices (k; l) denote the pixels with maximum values Nx and Ny in the two dimensions
of the image. Any other image which is captured with the camera would contain the same
deviation caused by shading and PRNU and thus
Ecap(k; l) = Wsys(k; l) · Ecor(k; l) (B.6)
where Ecap and Ecor are the captured and the correct images, respectively. The ﬂat-ﬁeld
correction can now be applied to yield the correct image of the scene by
Ecor(k; l) = MFFC(k; l) · Ecap(k; l) , (B.7)
with a correction matrix that is derived from Eq. (B.4) and (B.6) and given by:
MFFC(k; l) =
Mˆ
Wcap(k; l)
. (B.8)
Alternatively, the average gray value Mˆ could be calculated for a smaller part (region
of interest) in the image of the ﬂat-ﬁeld scene Wcap. It has to be noted that the pro-
posed correction yields good results only for a speciﬁc sensor condition because the DSNU
and PRNU may change considerably with integration time and temperature whereas the
shading is constant.
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C Minimum Pixel Size
One limit of the scaling of imaging systems is given by the minimum pixel size of an image
sensor in order to yield a speciﬁc signal-to-noise ratio (SNR). The limiting factor here is
the increasing amount of noise when the photosensitive area of a pixel and therefore the
number of absorbable photons is decreased. The radiant power Pim on a single, squared
pixel of an imaging system can be calculated by Eq. (2.45). The incoming radiant power
depends on the total energy of the Nphot photons hitting the photodiode within a time
interval dt which gives
Pim =
Nphot · Ep
dt
. (C.1)
As the photons are absorbed, a number of Nelec free electrons are generated in the photo-
diode and a photocurrent Ipc of
Ipc =
Nelec · |e|
dt
(C.2)
results. The photocurrent in Amperes per incident radiant power in Watts deﬁnes the
spectral sensitivity Rλ from Eq. (2.36) by introducing the quantum eﬃciency ηq which is
the number of created electrons per incident photon:
ηq =
Nelec
Nphot
. (C.3)
In the case that solely photon shot noise is present, the noise in the photocurrent scales
with the square root of the number of generated electrons (see Eq. (2.38)) and hence the
SNR is equal to the square root of the number of incident photons. A certain number of
photons is needed to achieve a certain SNR according to:
SNRshot =
Nphot√
Nphot
=
√
Nphot → Nphot = SNR2shot . (C.4)
For simplicity, it is assumed that the photodiodes have an ideal quantum eﬃciency of
ηq = 1. The incident power on one pixel during a ﬁnite exposure time Tint that is necessary
for a certain signal-to-noise ratio SNR may be calculated by:
Pphot =
SNR2 · Ep
Tint
. (C.5)
Setting equal Eq. (4.1) and Eq. (C.5) and solving for d gives the necessary pixel size for
given SNR
d = 2F/# · SNR ·
√
Ep
πτTint · Bob . (C.6)
The following gives a numerical example for a camera which should yield a SNR of 100
in a typical indoor illumination at daytime. A value for the brightness in such a scene is
0.01 cd · cm−2 which can be found in literature tables [49]. This value has to be converted
to radiance by using the maximum of the visual sensitivity curve at a wavelength of 555 nm
where the following conversion applies [49]:
1 cd λ=555nm−→ 1
680
W
sr
. (C.7)
Hence the radiance in object space is Bob = 1.47·10−5 W ·sr−1·cm−2. Another simpliﬁcation
is used by setting the transmission of the optical system to τ = 1. The f-number is set to
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2.8 and the integration time is 30 ms which gives about 30 frames per second. Substituting
all these values into Eq. (C.6) gives a minimum pixel size of 2.85 μm.
Solving Eq. (C.6) for the SNR, reveals its linear dependancy on the pixel size in the case
of photon shot noise which is plotted in Fig. C.1.
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Figure C.1: Scaling of the signal-to-noise ratio of photon shot noise for diﬀerent illumination scenarios.
The following parameters were used: λ = 0.55 μm, F/# = 2.8, Tint = 0.01 s. The values of the scene
illumination were derived from [49].
In current pixel designs with a size below two microns the pixel sub-structure plays an
important role for the opto-electronic sensitivity [157].
D Assignment of Basic Features to Types of MAO
The following schematic ﬁgure gives an overview of the application of the superordinate
features of multi aperture optical imaging systems in the speciﬁc types of realized systems.
Multi Aperture Imaging Optics
Apposition Type Electronic Stitching of Segments Optical Stitching of Segments Multi Aperture Super-Resolution
APCO ANSE eCLEY MULTICAM oCLEY μoGSL TOMBO
Spatial Segmentation 
of FOV
Spectral Segmentation
Overlap of FOVs of
different optical channels
Feature of Multi Aperture
Architecture 
Figure D.1: Overview of the characteristics of multi aperture imaging systems together with the mapping
to the individual types. APCO: artiﬁcial apposition compound eye, ANSE : artiﬁcial neural superposi-
tion compound eye, eCLEY : electronic cluster eye, MULTICAM : multi aperture imaging system of [14],
oCLEY : optical cluster eye, μoGSL: microoptical Gabor Superlens, TOMBO: multi aperture imaging
system of [12]. Full tone color = feature fully applies; half tone color = feature may apply.
112
E Modeling diﬀraction in Image Simulations
The simulation of the image formation is one of the last steps in the optical design chain
(see Fig. 3.18) which can be carried out in the sequential or non-sequential ray-tracing
model depending on the complexity of the MAO. In general, a non-sequential method has
to be used when the parameters of the individual optical channels diﬀer according to their
local position (chirped MLAs). A non-sequential image analysis uses a light source of the
size of the object plane which emits collimated light directly on a slide object close to the
source and placed in the object distance of the imaging system. The target modulation is
deﬁned by applying a grayscale or color content (e.g. a bitmap) to the slide object. A single
wavelength is used for the emitted source rays in order to limit the simulation time. The
scattering of the slide is modeled by a Lambertian scatter proﬁle but rays are considered
only if they have been scattered within the limited cone angle of the optical system seen
from the local point on the slide object. This simulation allows a realistic image formation
from a ﬁxed object distance including eﬀects such as parallax, crosstalk and stray light.
The image stitching can be analyzed and optimized from the result. However, several
limitations apply to this simulation: (1) the object scene is purely two-dimensional and
planar, (2) sampling eﬀects of the color ﬁlter array and the angular sensitivity of image
sensor pixels are diﬃcult to include, (3) the simulation duration is high in order to achieve
a good signal-to-noise ratio and (4) due to the ray-tracing nature there is no diﬀraction
included in the simulation.
Especially diﬀraction has to be considered because the aperture size of the microlenses is
small enough to yield a spot size near the diﬀraction limit. In the following, a method
is proposed which adds the diﬀraction eﬀects to images which have been simulated by
ray-tracing techniques.
The diﬀraction-limited PSF of the (i, j)’th microlens is not rotationally symmetric due to
the generally elliptical aperture (at,as) and the diﬀerent radii of curvature (Rt,Rs) along
the tangential and sagittal planes of each individual microlens (Sec. 3.3.3). For simplicity,
the PSF is assumed to be rotationally symmetric by using a mean aperture radius of the
lens of
ai,jm =
ai,jt + ai,js
2
, (E.1)
and a mean radius of curvature of
Ri,jm =
Ri,jt + Ri,js
2
. (E.2)
Hence the focal length of the (i, j)’th microlens is approximated by
f i,jm =
Ri,jm
n1 − 1 , (E.3)
and according to Eq. (2.2) the average f-number is calculated by
F/#i,jm =
f i,jm
2 · ai,jm . (E.4)
The calculation of an average f-number according to Eq. (E.4) is valid as long as a single
microlens with an aperture stop near the lens is used and aberrations are low. In case
of a more complex optical system, a numerical calculation of F/#, e.g. via ray-tracing
methods, has to be chosen. The average f-number F/#i,jm and the wavelength λ are set
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into Eq. (2.4) to yield the approximated diﬀraction-limited PSF
∣∣∣hi,jdiff ∣∣∣2 of each optical
channel. Subsequently, each partial image of the (i, j)’th optical channel is convoluted
with the related PSF in order to simulate diﬀraction in the image from the ray-tracing
simulation:
Ei,jdiff (xk, yk) = E
i,j
ray (xk, yk) ⊗
∣∣∣hi,jdiff (xk, yk)∣∣∣2 . (E.5)
Such an algorithm has been implemented in Matlab™. An upsampling before and down-
sampling after the convolution with the related discrete representation of the channel’s PSF
preserves the smoothness of the resulting image. The total integral over the irradiance of
the ray-trace image (Eray) and that of the convoluted image (Ediff ) is used to verify the
energy conservation of the operation:
ΔE =
∣∣∣∣∣
∑
xi
∑
yi (Eray − Ediff )∑
xi
∑
yi (Eray)
∣∣∣∣∣ (E.6)
It should be controlled that ΔE stays far below one percent.
F System Quality Assessment
The geometric and RMS spot size from ray-tracing and the MTF are analyzed for represen-
tative positions in the image ﬁeld in order to ﬁnd quantitative measures for the resolution
of the system. The ﬁgure F.1 illustrates commonly used representative channels.
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Figure F.1: Representative channels of a microlens array which are used for the simulation.
The MTFs are simulated for a set of wavelengths λi so that the performance could either
be analyzed for a single wavelength or from an average MTF of diﬀerent wavelengths
Ĥa = w1Ĥ (λ1) + w2Ĥ (λ2) + w3Ĥ (λ3) . . . (F.1)
where wi are the weighting factors for the individual wavelengths λi. The average MTF
(Ĥa) is referred to as polychromatic MTF. Except for the on-axis image point, the PSF is
unsymmetric and thus the MTF is a not rotationally symmetric function in the 2D spatial
frequency domain (see Appendix E). This is accounted for by simulating the tangential
and sagittal sections of the 2D MTF. Often, an average of the two sections is then used for
comparison. Additionally, the MTF may be further analyzed with respect to its variation
across the image ﬁeld (of a single channel), the variation along the optical axis in image
space (through focus) and the variation with object distance. Quantitatively, the curves
are evaluated at a set of spatial frequencies such as the half and quarter Nyquist frequency.
The analysis of MTF can be carried out similar to single aperture imaging optics in case
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that the individual optical channels of the multi aperture optical system are uncorrelated.
This is fulﬁlled for some of the MAO using electronic stitching of segments Chap. 4 but
not for those that use optical stitching of segments of Chap. 5. The MTF of these multi
aperture imaging optics has to be assessed from image simulations, if several individual
optical channels contribute to the same image point. Therefore, an image of an edge is
simulated that is slanted by a small angle with respect to the pixel grid of the virtual
detector. The MTF can be determined from the line spread function in the simulated
image according to ISO 12233 [145].
Image simulations are also needed to test the quality of optical or electronic partial image
stitching. In case of electronic image stitching, the simulated image (as would be captured
on the pixel array) has to be post-processed in order to create the ﬁnal image of the full
FOV. The optical image simulation was processed with the ray-tracing software Zemax™,
the simulations results were exported and the image stitching and analysis was carried
out by customized algorithms in Matlab™. A quality measure for image stitching is the
sub-pixel displacement of diﬀerent partial images of the same object point.
A special simulation method has been adapted to multi aperture optics in order to quantify
the integral eﬀect of optical crosstalk through a large number of optical channels as well
as stray light. A test scenario is constructed where an homogeneous Lambertian radiator
covers a large amount of the FOV except the FOV segment of the speciﬁc channel under
test which is left completely dark. An image simulation in non-sequential ray-tracing
is performed using a method like described in Sec. 3.3.4.2 with the whole MAO imaging
system. Subsequently, the amount of irradiance within the partial image ﬁeld of the channel
under test Ei,jdark is measured relative to the irradiance Ebright on an equal image area in
the illuminated part of the image
vg =
Ei,jdark
Ebright
. (F.2)
As the considered image region is supposed to be dark, the smaller the ratio the lower the
amount of diﬀuse stray light and crosstalk for the considered optical channel. The so-called
veiling glare index (VGI) origins from ISO 9358 and can be ranked as follows: <1%: good,
<3%: moderate, >6%: poor [158].
G Image Reconstruction Using a Wiener Filter
According to Eq. (2.3) of Sec. 2.2.1 the ideal (geometric) image is degraded by the intensity
point spread function of the optical system |h|2 which is at least approximately known from
optical design. In practical scenarios, noise has to be additionally considered so that the
model can be extended e.g. with an additive noise term n(x, y)
Eim(x, y) = Egeo (x, y) ⊗ |h(x, y)|2 + n(x, y) . (G.1)
This can be expressed as:
Gim(fx, fy) = c2 Ggeo (fx, fy) · H(fx, fy) + N(fx, fy) (G.2)
using the convolution theorem of the Fourier transform [70] with Gim, Ggeo and N(x, y)
being the Fourier transforms of Eim, Egeo and n(x, y), respectively. The factor c2 is a
constant. The Wiener ﬁlter is an inverse ﬁlter method that takes noise into account and
can be used for a fast calculation if the PSF of the system is known [60]. Assuming that
the signal and the noise are uncorrelated, the function of the ﬁlter to undo the degradation
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of the system can be reduced to a minimization problem of the mean square error between
the ﬁltered image Eˆgeo and the ideal image Egeo which is expressed in Fourier space as
Gˆgeo (fx, fy) = Gim(fx, fy) · W (fx, fy) , (G.3)
with Gˆgeo being the frequency spectrum of the ﬁltered image Eˆgeo. The merit function for
the minimization is
Φ =
∥∥∥Gˆgeo (fx, fy) − Gim(fx, fy)∥∥∥2 . (G.4)
The zero of the ﬁrst derivative of Eq. (G.4) with respect to W leads to the parametric
form of the Wiener ﬁlter
W (fx, fy) =
H∗(fx, fy)
|H(fx, fy)|2 + pn
(G.5)
where pn = |N(fx, fy)|2 / |Ggeo(fx, fy)|2 is an unknown parameter that denotes the normal-
ized power spectrum of the noise [60]. The term H∗ and |H|2 are the complex conjugate
and the power spectrum of the optical transfer function, respectively. The constant pn
can be derived by manual modiﬁcation until a pleasing result is obtained or by using an
iterative algorithm for the minimization of Eq. (G.4).
H Resolution as a Function of Field Angle for the
eCLEY VGA
The demonstration systems of the electronic cluster eye (eCLEY) use ellipsoidal microlenses
which can be mastered by photolithography and melting of photoresist [133]. Hence, the
degrees of freedom of this technology are exploited by the adaption of the following optical
parameters for each channel according to its central viewing angle (or ﬁeld angle):
• Tangential and sagittal radii of curvature in order to correct for astigmatism for the
center viewing angle [96, 97, 159]
• Axial focus position in order meet the image sensor plane and, thus, to compensate
for ﬁeld curvature [96, 97]
• Center position of the microlens in order to correct for interchannel distortion [96,97]
A quantitative graph of the radii of curvature as a function of ﬁeld angle is shown in Fig.
H.1.
Although, the relationship between the radii of curvature and the ﬁeld angle could be
derived from an analytical relationship such as Gullstrand’s equations [132], a numerical
optimization of the values by commercial ray-tracing software was chosen instead, as this
allows to consider also other oﬀ-axis aberrations such as coma, chromatic, and higher order
aberrations. The resulting trade-oﬀ of the modulation transfer function (MTF) on the ﬁeld
angle is shown in Fig. H.2 for two diﬀerent spatial frequencies, namely the quarter (78
cycles/mm) and half (156 cycles/mm) of the Nyquist frequency of the eCLEY VGA.
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Figure H.1: Tangential and sagittal radii of curvature as a function of ﬁeld angle for all lenslets of the
chirped microlens array of the eCLEY VGA demonstrator.
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Figure H.2: The simulated modulation transfer function (MTF) as a function of ﬁeld angle for the eCLEY
VGA demonstrator. The two graphs have been calculated for (a) one meter and (b) inﬁnite object distance
and both for quarter Nyquist (78 cycles/mm) and half Nyquist (156 cycles/mm) spatial frequencies. The
three indicated wavelengths are shown separately as lateral chromatic aberrations are corrected by image
processing in the stitching algorithm. Each MTF value was calculated from an average of the tangential
and sagittal MTF.
Due to the chirp, a maximum decrease of the MTF over 35° radial ﬁeld of only 9% results
for quarter Nyquist and 11% for half Nyquist frequency, respectively. The maximum
deviation between the MTF at a wavelength of 486 nm (blue) and that at 656 nm (red) is
17%. This is due to the dispersion of the lens polymer and spacer glass material because
in each channel there is only a single element with optical power which is made of a ﬂint-
like material (Exﬁne CO160 UV-polymer). The occuring lateral chromatic aberrations are
corrected by a software transformation and interpolation in the stitching algorithm. The
comparison of the MTF curves of diﬀerent object distances (Fig. H.2a and b) demonstrate
a peak diﬀerence of 1% which is an indication for a very large depth of ﬁeld ranging from
one meter to inﬁnity.
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I Number of Resolvable Image Points
The number of resolvable image points is closely related to the space-bandwidth product
(SBP) or information capacity from Eq. (2.9). In this thesis, it is used for the comparison
of the diﬀerent multi aperture optical imaging systems and their performance relative
to state of the art single aperture cameras. In order to derive this ﬁgure of merit, the
spatial frequency ρco is identiﬁed at which the measured on-axis MTF curve falls below a
modulation of 10%. This frequency is considered to be the eﬀective Nyquist frequency of
the real spatial information capacity of the system, so that the real bandwidth is twice as
large 2 · ρco and thus the size of one resolvable image point is
pres =
1
2 · ρco . (I.1)
The number of resolvable image points Nres in the image follow from the related image
edge lengths (given by the product of the total number of pixels Nx,Ny and the pixel pitch
ppx)
Nres =
Nx · ppx
pres
· Ny · ppx
pres
. (I.2)
However, the calculation does not consider the amount of image contrast at certain spatial
frequencies, or a change of spatial resolution with ﬁeld coordinate.
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J Parameters of Ultra-Thin Array Microscope Demon-
strator
The following Table J.1 lists the geometrical parameters of the diﬀerent components of the
prototype system of an ultra-thin array microscope which has been discussed in Sec. 5.2.2.
Table J.1: Overview of the module parameters of the ultra-thin array microscope [151].
Component Parameter Value Comment
Module 1 - MLA 1 diameter 0.260 mm aspherical lenslets
radius of curvature
(ROC)
0.346 mm conic value -8.5
Module 1 - MLA 2 diameter 0.260 mm achromatic lenslets
ROC -0.236 mm spherical outer lens
Module 2 - MLA 3 diameter 0.200 mm
ROC 0.271 mm spherical
Modules 1,2 and 3 microlens and aper-
ture pitch
0.300 mm along hexagonal axes
Module 1 - module 2 air space thickness 0.200 mm
Intermediate image plane diameter of ﬁeld di-
aphragm
0.043 mm hexagonal aperture
Image plane diameter of partial
image circle
0.350 mm
K Future Working Tasks for MAO
Future Tasks for Electronic Stitching of Segments
1. The increase of the resolution and the information capacity of the electronic cluster
eye (eCLEY) will require additional eﬀorts for the manufacturing of a single array
master for the refractive free-form arrays by diamond micro-machining (e.g. milling).
Issues such as surface deviations, rounding oﬀ at edges as well as surface roughness
and tool path traces will have to be investigated when applying this technology.
Subsequently, the master wafer is created by a sequentially molding from the initial
mold stamp (step and repeat process). The ﬁnal stamp for a replication of multiple
free-form arrays on wafer level will be created by overcasting. However, also the
UV-replication of such steep structures with large sag will yield further challenges
due to shrinkage issues and induced stress.
2. The intended increase of the optical ﬁll factor for future eCLEY systems leads to
a higher vulnerability to optical cross talk e.g. in setups using refractive free-form
arrays. First simulations obtained only moderate suppression by the current tech-
nique using horizontal diaphragm arrays. Alternative 3D structures will have to be
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applied for the optical isolation of channels. These can be created by techniques like
LASER-, two-photon lithography or by LASER drilling.
3. The combination of the optical working principle of the eCLEY with channel-wise
parallelized signal pre-processing on the image sensor chip would allow for features
like high-speed imaging, high dynamic range imaging, and fast movement detection
with ultra-thin cameras.
4. The application of diﬀerent spectral ﬁlters to each optical channel of an eCLEY
system enables to acquire multispectral information with thin artiﬁcial compound
eyes. Especially, a conﬁguration in which the spectral ﬁlters are distributed across
the channels like the RGB color ﬁlter array of a Bayer-mosaic will enable the acqui-
sition of full color images with standard de-mosaicking techniques as the increased
sampling algorithm (braiding) creates a ﬁnal image with a standard Bayer-mosaic
pattern as long as distortion is corrected in each optical channel. This reduces the
complexity of the distortion correction and stitching processing making it suitable
for the implementation on the hardware of mobile devices.
5. The resolution of the eCLEY can be increased by using a single color ﬁlter per
optical channel and optimizing the optical properties of each channel according to
the spectral bandwidth of the related color ﬁlter additional to the chirp according to
the central viewing direction in the ﬁeld of view.
6. An eCLEY with extremely large depth of ﬁeld in a single image can be obtained
due to the short focal length of each optical channel. The partial image of each
channel contains focused information from an extended range of object distances
but the diﬀerent information are currently stitched together to match up for only
a single working distance. In order to achieve a matching for the whole range of
distances, the current parallax compensation method has to be applied with varying
parameters according to the relative distance of objects in each patch of the ﬁnal
image. Furthermore, 3D imaging for objects in a distance of less than one meter are
to be investigated using an adapted algorithmic solution on current images of the
eCLEY VGA.
7. Another task for the enhancement of image post-processing is the investigation of
a reconstruction of the stitched image data which is sparsely sampled in several
parts depending on the local parallax. It can be developed in order to increase the
image quality for still pictures from an eCLEY system as present methods ask for
considerable computational load.
8. The integration of active elements into an eCLEY will be of growing importance with
increasing image resolution and, thus, decreasing f-number (for shifting the optical
diﬀraction limit towards the ever smaller pixel size) which results in a limited depth
of ﬁeld even for a short focal length. Hence, an integrated axial translation of one or
more optical arrays will be able to provide an autofocus function to a thin camera
device. However, the optical design and system construction have to be adapted to
the integration of actuation because otherwise regions of the partial images would
fall on light-insensitive image sensor areas (in the gaps between pixel groups) due to
the large angles of incidence for the oﬀ-axis optical channels.
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9. The integration of a scanning actuation of the objective in the micron-scale relative to
the image sensor can be investigated for the increase of image resolution by sequential
image acquisition.
Future Tasks for Optical Stitching of Segments
1. The trade-oﬀ between total track length and f-number or sensitivity of the optical
cluster eye (oCLEY) can be coped with by the implementation of a partly superpo-
sition of adjacent partial images. Thus, the eﬀective f-number of a system with short
total track length is increased due to the overlap of a few partial images per each
image point on the sensor plane. In result, each optical channel will still image only
a segment of the full ﬁeld of view and its optical parameters can be tuned according
to the central viewing direction of the group of superimposing channels for one im-
age point. The resulting system is a mixture between the oCLEY and the μoGSL.
The trade-oﬀ between resolution and sensitivity of the microoptical Gabor Superlens
(μoGSL) could be treated by the same method.
2. The principle of the microoptical Gabor Superlens is going to beneﬁt from the devel-
opment of image sensors on non-planar and especially spherical substrates. The ﬁeld
of view and the resolution of this setup can be largely increased due to the intrinsic
curving of the eye and a compensation of ﬁeld curvature by an adapted bending of
the image plane.
3. The examination of the prospects of the artiﬁcial counterpart of a reﬂective super-
position compound eye could reveal its beneﬁts in terms of the absence of chromatic
aberrations and the extension of the ﬁeld of view size. However, to date, there is no
known fabrication technology for a micro-scale array of edge-deﬂectors.
4. The integration of a front side illumination into the imaging concept of the array
microscope will open up new possible ﬁelds of application e.g. in the inspection of
opaque objects with high resolution such as printed circuit boards or structured silicon
wafers. The challenge is to achieve a homogeneous illumination over the large object
area that can be captured by the device in close working distance. Hence, suitable
approaches are (1) the integration of organic or inorganic LEDs into the gaps between
lenslets on the front side of the imaging system or (2) the side illumination using a
transparent back-light.
5. The combination of the ultra-thin array microscope with diﬀerent spectral ﬁlters e.g.
with a channel-wise structured ﬁlter array will yield the possibility for a wide-ﬁeld
multi-spectral imaging and microscopy.
6. The implementation of a superposition of a few partial images while keeping the
unity magniﬁcation in each channel of the array microscope enables the increase of
the numerical aperture and, thus, the sensitivity of the device. Even the resolution
can be increased due to constructive interference caused by the superposition of ray
bundles that have an optical path diﬀerence from the propagation through diﬀerent
optical channels provided that the wavelength bandwidth is limited and the system
is thoroughly built.
7. The combination of the ultra-thin array microscope with spectral multi-bandpass
ﬁlters, e.g. placed axially behind the last MLA on the image sensor side, enables to
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observe ﬂuorescence from backside-illuminated specimen. Even though, the numer-
ical aperture of the setup is limited to NA ≈ 0.1, the sensitivity will be suﬃcient
as the image brightness is proportional to NA2/m2 and the magniﬁcation m = 1 is
used. However, as the NA also limits the spatial resolution, the ultra-thin microscope
will be limited to applications which need only coarse overview of ﬂuorescence ﬁelds
or which apply intensity or counting measurements rather than the analysis of ﬁne
structures like cells.
8. The investigation of the integration of micro-actuators into the ultra-thin microscope
will have several advantages. Fabrication and assembly tolerances can be compen-
sated by a small axial translation of the position of the individual arrays. The highly
precise movement of the whole module stack together with the image senor yields
a z-scan movement in order to create high resolution images for a several depths in
object space.
9. The implementation of a lateral (x,y)-scan can be used in order to increase the
spatial resolution by a sequential image acquisition with sub-pixel displacement or
for capturing gaps in the object ﬁeld in case that a magnifying array microscope is
used so that each observed object ﬁeld is smaller than the diameter of a partial image
in one capture.
10. The integration of a pinhole or an array of pinholes in the intermediate image plane
of the ultra-thin microscope will create an array of miniaturized confocal microscopes
for imaging a surface topology over an extended ﬁeld with high resolution.
122
Abbreviations and Symbols
200p Image resolution format of 200x200 pixels
720p Image resolution format of 1280x720 pixels
1D One-dimensional
2D Two-dimensional
3D Three-dimensional
ANSE Artiﬁcial neural superposition eye
APCO Artiﬁcial apposition compound eye
CAD Computer-aided design
CCD Charge-coupled device
CCTV Closed circuit television
CD Compact disc
CFA Color ﬁlter array
CIS Contact image sensor
CMOS Complementary metal oxide semiconductor
CRA Chief ray angle
dpi Dots per inch
DSNU Dark signal non-uniformity
DVD Digital versatile disc
eCLEY Electronic cluster eye
FDTD Finite-diﬀerence time-domain
FFC Flat-ﬁeld correction
FOV Field of view
FPN Fixed-pattern noise
FWHM Full width at half maximum
GRIN Gradient-index
GSL Gabor Superlens
HeNe-LASER Helium Neon LASER
ICT Information and communication technology
ISO International organization for standardization
LED Light-emitting diode
LP Line pairs
MAO Multi aperture optical imaging system
MAV Micro air vehicle
mc Multi-channel
MLA Microlens array
MP Mega pixel
MTF Modulation transfer function
MULTICAM Multichannel camera for infrared detection [14]
NA Numerical aperture
oCLEY Optical cluster eye
OTF Optical transfer function
PC Personal computer
PCB Printed circuit board
PRNU Photoresponse non-uniformity
PSF Point spread function
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PV Peak to valley
RFFA Refractive free-form array
RGB Red, green, blue or full color
RIE Reactive ion etching
RMS Root mean square
SAO Single aperture optical imaging system
SBP Space-bandwidth product
sc Single-channel
SNR Signal-to-noise ratio
STD Standard deviation
TOMBO Thin observation module by bound optics [12]
TTL Total track length
USAF 1951 US Air Force resolution test chart
UV Ultra violet
VGA Video graphics array
WLO Wafer-level optics
μoGSL Microoptical Gabor Superlens
aijk Aberration coeﬃcients
as Sagittal semi-diameter of an anamorphic lens
at Tangential semi-diameter of an anamorphic lens
Aenp Area of entrance pupil
Aenp,i Area of the image of the entrance pupil
Ai Area of image
Ai,k Output signal of pixel i,k
Ap Area of image spot
Aph Area of pinhole opening
Aph,i Area of the image of a pinhole
Aps Area of a photodiode (active area)
Apx Area of a pixel
Âi,k Average output signal of pixel i,k
bI Blur diameter in image plane
bkx, b
k
y Semi-diameters in x,y of the openings of the k’th diaphragm array
Bob Radiance in object plane
c Speed of light
ci Constant, coeﬃcient
Ci Coeﬃcient of i’th polynomial term of a free-form surface
cv Curvature of a lens
ckx, c
k
y Positions in x,y of the openings of the k’th diaphragm array
d Edge length of a photodiode
dAiry Airy diameter
di Thickness of i’th layer
dS Thickness of substrate
dx, dy Center position of a lens in the Cartesian plane of an array
D Lens diameter
Deff Eﬀective diameter of entrance pupil
Denp Diameter of entrance pupil
Dim Diameter of image circle
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Dim,x Image width in x dimension
e Fundamental charge
Ep Energy of a single photon
Egeo Intensity / irradiance distribution of the geometric image
Eim Intensity distribution in image plane
Emax Maximum intensity in image plane
Emin Minimum intensity in image plane
f Focal length
f1, f2, f3, f4 Focal length of microlenses in the array 1,2,3,4
fAchr Focal length of achromatic lens
feff Eﬀective focal length
fGSL Eﬀective focal length of GSL
fmao Focal length of MAO
fmax Sampling spatial frequency
fsao Focal length of SAO
fx, fy Cartesian coordinates in spatial frequency plane
Fs Back focal length of GSL
F/# F-number
F {} 2D Fourier transform
g(ϑ) Relative illumination function
h Radial object ﬁeld coordinate
|h|2 Intensity point spread function
|hdiff |2 Diﬀraction-limited point spread function
him Image height
(hin;αin) Coordinates of input ray, distance and angle to optical axis
hL Lens thickness / sag
hmax Maximum radial ﬁeld coordinate
hobj Object height
(hout;αout) Coordinates of output ray, distance and angle to optical axis
hP Planck’s constant
hx,hy Cartesian coordinates in object space
hˆ Normalized radial ﬁeld coordinate
H Optical transfer function
Hˆ Modulation transfer function
Hˆcap Capture modulation transfer function
Hˆo Optics modulation transfer function
Hˆpx Pixel aperture MTF
i, j, k Integer values (indices)
(i; j) Channel position index in the Cartesian plane of an array
Ic Photocurrent
Ip Edge length of partial image
J1 Bessel function of ﬁrst order (ﬁrst kind)
k Braiding factor, integer value larger unity
K Contrast
kc Conic constant
ki Integer value
Kx, Ky Number of optical channels in x,y dimensions of an array
Kch Number of nonredundant optical channels
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Kim Contrast in image plane
Kob Contrast in object plane
L Total track length of the optical system
m Lateral magniﬁcation
M Scaling factor
m̂ Longitudinal magniﬁcation
M˜ Paraxial 3x3 system transfer matrix
m0 Redundancy, integer value
MD Paraxial elementary transfer matrix for a decentration
Mij Elements of system transfer matrix
ML Paraxial elementary transfer matrix for a thin lens
mmoire Moiré-magniﬁcation
MP Paraxial elementary transfer matrix for a linear propagation
n Refractive index in space under consideration
N Number of polynomial terms for a free-form surface
Ne Number of generated electrons
ng Number of pixels along one edge of a squared partial image
ni Refractive index of i’th layer
ni,k Temporal noise of pixel i,k
nx, ny Number of pixels along x,y dimensions of a partial image
Nx, Ny Number of pixels along x,y dimensions of the image
NA Numerical aperture
oi,k Spatial noise of pixel i,k
p1, p2, p3, p4 Pitch of microlenses in the array 1,2,3,4
pK Pitch of partial images in the image plane
pL Pitch of lenses in an array
pn Noise parameter for a Wiener ﬁlter
ppx Pixel pitch of image sensor
Pi(x, y) i’th polynomial term of free-form surface
Pin Incident radiant power
P̂px Pixel aperture function
q Number of frames
R Radius of curvature of reference sphere or spherical lens
ra Radius of clear aperture
rExP Radius of exit pupil
REY E Radius of curvature of spherical compound eye
rn Radial pupil coordinate
Rs Sagittal radius of curvature of an anamorphic lens
Rt Tangential radius of curvature of an anamorphic lens
Rλ Spectral sensitivity
rect Rect-function
rˆ Normalized radial pupil coordinate
s Object distance
S Signal
Si,k Signal of pixel i,k
SBP Space-bandwidth product
SNR Signal-to-noise ratio
T Telecentricity coeﬃcient
126
ti Axial distance between ﬁrst and i’th MLA
Tint Integration time
u, v Cartesian coordinates in the image plane
V Abbe number
W Wavefront aberration
Who Wavefront aberration of higher order than the Seidel aberrations
x, y, z Coordinates in Cartesian space
(x˜, y˜) Distorted coordinates in image plane
zim Axial position of image plane
α Half angle of full diagonal ﬁeld of view
αK,x, αK,y Half angle of FOV for a single channel in x,y dimension
αx, αy Half angle of full ﬁeld of view in x,y dimension
β Half cone angle of entrance pupil
δa Transverse ray aberrations
δI Axial distance of defocus (depth of focus)
δdiffI Diﬀraction-limited depth of focus
δo Depth of ﬁeld
δdiffo Diﬀraction-limited depth of ﬁeld
δdiff Lateral distance of two point images after Sparrow criterion
δdistortion Transverse ray aberration term of distortion
δprimary Primary ray aberrations (Seidel aberrations)
Δj Lateral distance of ray intersection with j’th layer
Δh Decentration
ΔpGSL Pitch diﬀerence of lens arrays in GSL
ΔpK Pitch diﬀerence of lenses and partial images
ΔpK,x,ΔpK,y Projection of pitch diﬀerence on the main axes of the array
ΔR Tolerance of radius of curvature of a lens
ΔRPV Peak to valley deviation of the surface proﬁle
ΔsL Spacing between adjacent lenslets in array
Δt Time interval
Δx,Δy,Δz Position tolerances in Cartesian space
Δα Angular tilt
Δδ Smallest resolvable angle in object space of SAO
Δφ Interommatidial angle of artiﬁcial compound eyes
Δφeff Eﬀective sampling angle (radial)
Δφeff,x,Δφeff,y Eﬀective sampling angle in x,y dimension
Δφnat Interommatidial angle of natural compound eyes
Δφpx Interpixel angle
Δϕ Acceptance angle
Δϕnat Acceptance angle of natural compound eyes
Δρ Geometrical projection angle of photoreceptor
i, j Angle of incidence measured to normal of the i’th or j’th layer
ΦIS Geometrical ﬁll factor of image sensor
Γ 1D optical ﬁll factor in image plane
Γ2 2D optical ﬁll factor in image plane
ηq Quantum eﬃciency
λ Wavelength of light
λi Spectral range of light
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ν Angular frequency
νNy Nyquist frequency
νpx Spatial frequency of the ﬁrst zero of pixel aperture MTF
ϑ Angle of incidence
ϑr Central viewing angle of an optical channel
ϑx, ϑy Central viewing angle of an optical channel in x,y
θ Orientation angle of an anamorphic lens in the array
Θ Orientation angle in pupil plane
ρ Radial spatial frequency
ρdiff0 Diﬀraction-limited cut-oﬀ spatial frequency
σ Standard deviation
σshot Shot noise
σtot Standard deviation of the sum of noise components
τ Transmission of optical system
ξ, η, ζ Cartesian coordinates in (exit) pupil space
∞ Inﬁnity
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Zusammenfassung
Die durch die Entwicklung der Mikroelektronik getriebene Verkleinerung digitaler Einzel-
apertur-Abbildungssysteme erreicht aktuell physikalische als auch technische Limits. Eine
fortschreitende Miniaturisierung führt zu einer Verringerung sowohl des Auﬂösungsvermö-
gens als auch des Signal-Rausch-Verhältnisses. Des Weiteren sind der Skalierung technolo-
gische Grenzen gesetzt, da die resultierenden engen fertigungstechnischen Toleranzen eine
unakzeptable Kostensteigerung darstellen.
Einen Ausweg zeigen die Prinzipien der kleinsten in der Natur vorkommenden Sehsysteme -
die Facettenaugen. Die parallelisierte Anordnung einer großen Anzahl von Abbildungssys-
temen (Facetten) ermöglicht, trotz der geringen Baugröße, eine große Informationsmenge
aus einem ausgedehnten Gesichtsfeld zu übertragen.
Ziel der vorliegenden Arbeit ist es, die vorteilhaften Charakteristika natürlicher Facette-
naugen zu analysieren und diese zur Überwindung aktueller Grenzen der Miniaturisierung
von digitalen Abbildungssystemen zu adaptieren. Im Gegensatz zu früheren Arbeiten, wird
durch die Synergie von Optik, Opto-Elektronik und Bildverarbeitung, mit der Miniatur-
isierung die Erreichung von Systemparametern (z.B. Auﬂösungsvermögen, Gesichtsfeld,
Füllfaktor) angestrebt, die für industrielle Anwendungen geeignet sind. Dafür wurde
eine systematische Einteilung der bereits aus der Literatur bekannten und der neuarti-
gen, erstmals erforschten Prinzipien von Multiapertur-Abbildungssystemen vorgenommen.
Das grundlegende Verständnis der Vor- und Nachteile sowie des Skalierungsverhaltens der
verschiedenen Ansätze ermöglichte es, die zwei erfolgversprechendsten Systemklassen von
Multiapertur-Abbildungssystemen für detaillierte Untersuchungen auszuwählen.
Für die Systemauslegung der Multiapertur-Abbildungsoptiken wurde eine Kombination
aus Ansätzen des klassischen Optikdesigns und neuen semi-automatisierten Simulations-
und Optimierungsmethoden mittels Ray-Tracing angewandt, um in jedem Einzelkanal ein
möglichst hohes Auﬂösungsvermögen zu erhalten.
Die mit natürlichen Facettenaugen vergleichbare Größe der Optiken ermöglichte die Ver-
wendung mikrooptischer Herstellungsverfahren im Wafermaßstab mit größerem Toleranz-
budget. Dabei kamen Prozesse und Maschinen der Photolithographie zum Einsatz, die
für eine hochpräzise, parallelisierte Fertigung kompatibel zur Halbleiterfertigung ausgelegt
sind. Die erzeugten Prototypensysteme wurden experimentell untersucht und die simulierten
Systemparameter konnten mit Hilfe der für die Multiapertur-Anordnungen angepassten
Messmethoden bestätigt werden.
Die dargestellten Lösungen demonstrieren grundsätzlich neue Ansätze für den Bereich der
hochauﬂösenden, miniaturisierten Abbildungsoptik, die kleinste Baulängen bei gegebenem
Auﬂösungsvermögen erzielen. Somit sind sie im Stande die Skalierungslimits der Einzel-
apertur-Abbildungsoptik zu überwinden.
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