We prove that Hausdorff limit of topological minimal sets (with finitely generated coefficient group) are topologically minimal. The key idea is to reduce the homology group on the space to the homology group on the sphere, and reduce the homology group on the sphere to a finitely representable one, by "glueing" grids with small measure to block local elements in the homology group.
Introduction
It is frequently asked that given a sequence (of measures, functions, sets) that admit certain important property, whether this property is kept while passing to the limit. For instance, in the study of various models in geometric measure theory, a typical method to study the local structure around a point x of a set E is to look at the "blow-up" limits at the point, which are limits of subsequences of (1.1) E r = 1 r (E − x), r → 0.
This is also similar to the tangent measure in a measure theoretical setting. In most cases, dilatations always keep useful properties of the set, thus it would be helpful in the study of the blow-up limit if we know that these properties pass to the limit.
In this article, we discuss the problem for topological minimality of sets. The notion of minimal sets was initially introduced by Almgren [1] to study soap films (or Plateau's problem in general dimension and codimention) in a setting of sets. Plateau's problems aims at understanding existence and regularity for physical objects that admitting certain minimizing properties, which is one of the central interests in geometric measure theory.
In Almgren's definition, closed set E is d−dimensional Almgren-minimal when there is no deformation F = ϕ(E), where ϕ is Lipschitz and ϕ(x) − x is compactly supported, for which the Hausdorff measure H d (F ) is smaller than H d (E). See Definition 2.9 for the precise definition.
The idea of minimizing measure among deformations corresponds with physical intuition for the formation of soap films. On the other hand, deformation is not an extrinsic property for sets-one set can have many difference parametrization. This brings many mathematical obstacles for proving results that seem to be obvious in physics. For example, we do not have any good existence result for Almgren minimal sets.
Another slightly stronger notion of minimal sets is the notion of topological minimal sets (introduced by the author in [8] ). It is also in the setting of sets, but instead of minimizing Hausdorff measure among compact deformations, one asks that a topological minimal set admits a minimal measure among all sets that satisfy some topological property. A simplified version for topological minimal sets of dimension d in R n is the following: Definition 1.2. Let U ⊂ R n be open. Let E ⊂ U be relatively closed and has locally finite d−dimensional
Hausdorff measure. Then E is said to be d−dimensional topologically minimal in U if
for each closed set F ⊂ U such that there exists a compact ball B ⊂ U with the following properties:
, if γ represents a non-zero element in U \E, then it also represents a non zero element in U \F .
Such a F is called a topological competitor of dimension d for E in B.
This definition might be physically less intuitive than that of Almgren minimal sets. However, for topological minimal sets, one can prove many good property which we do not know how to prove In addition, for many known Almgren minimal sets, their Almgren minimality was in fact proved by proving this stronger topological property (cf. e.g. [7] , [2] , [9] ). Hence it would be useful to know the theorem below.
Theorem 1.4. Let E be the Hausdorff limit of be a sequence of d−dimensional topological minimal
The idea of the proof is the following.
Suppose E is not topologically minimal. Thus there exists a ball B and a competitor F of E in
. We want to use F to construct better competitors E k for k large. A natural idea is to glue E k \B and F ∩ B together.
Since E k converges to E, when k is large, E k is very closed to E, and hence F , on the sphere, since E\B = F \B. Hence near the sphere, we can use Federer Fleming projections to weld E k and F together, without adding much measure. The new obtained sets are called F k . They will coincide with E k outside a slightly larger ball B ′ . See Section 3 for the construction.
But the key is to prove that F k are competitors for E k . For this purpose we have to proved that the homology group of U \F k is controlled by that of U \E k , using the fact that the homology group of their limit U \F is controlled by the limit of U \E k . By some standard argument, we can restrict ourselves to only look at the homology group on the sphere ∂B ′ \F k . In order to pass to the limit, we need some finiteness of homology groups. But there is no reason why the homology group has some finiteness property. So we are obliged to add the assumption that the coefficient group G of the homology group is finitely generated.
Also, no matter how close are F k and E on the sphere, there may exists local elements in
, so that we cannot control them using E. But we can kill these local element by adding d−dimensional grids to a neighborhood of E and E k . See Section 4 for detail. Some notation that will be used in this paper
is the open Euclidean ball with radius r and centered on x;
B(x, r) is the closed ball with radius r and center x;
two sets E and F .
preliminaries
In this section we will give necessary definitions and preliminaries.
Definition of minimal sets
In this part we introduce the general notion of minimal sets.
Definition 2.1 (Minimal sets). Let 0 < d < n be integers, U be an open set of R n , and F a class of relatively closed sets in U . A set E in U is said to be minimal of dimension d in U with respect to the class F if
for all set F ∈ F .
In the above definition, we usually call F a class of competitors, and sets in F are called competitors. Different choices of competitor classes give (in general) different definitions of minimal sets.
Note that if two competitor classes F 1 and F 2 satisfies F 1 ⊂ F 2 , then the minimality with respect to Definition 2.4 (Almgren competitor (Al competitor for short)). Let U ⊂ R n be open. Let E ⊂ R n be a closed , and d ≤ n − 1 be an integer. An Almgren competitor for E in U is a closed set F ⊂ R n such that E\U = F \U , and that F ∩ U = ϕ 1 (E ∩ U ), where ϕ t : U → U is a family of continuous mappings such that
and if we set W t = {x ∈ U ; ϕ t (x) = x} and
Such a ϕ 1 is called a deformation in U , and F is also called a deformation of E in U .
Note that if V ⊂ U be two open sets, then a Almgren competitor (or a deformation) of E in V is automatically an Almgren competitor (or deformation) of E in U . It can been seen that the notion of Almgren minimality involves the concept of deformation, which comes naturally from the physical intuition on the formation of a soap film. Hence many people prefer this notion due to the physical background. Besides, since it is relatively weak, any regularity property for Almgren minimal sets will also stand for other stronger types of minimal sets. However, since deformation is not always easy to control, we often have to prove the Almgren minimality by proving another stronger type of minimality, which is up to now the case for most minimal cones we know. For instance, the method of paired calibrations, introduced by [2] and [7] , is quite often used to prove minimality among a class of competitors satisfying some separation condition, called
Mumford-Shah competitor. These are competitors only for codimension 1 sets. As its generalization to higher codimensions, the definition of topological competitors is the following.
Definition 2.10. Let 0 < d < n be integers. Let G be an abelian group. Let U ⊂ R n be an open set,
and for each
, if it represents a non zero element in the homology group H n−d−1 (U \E; G), then it also represents a non zero element in
When the domain U is fixed, we also call F a G-topological competitor for E in V .
Remark 2.12. we are not going to say precisely which type of homology we are using, because in our setting, the topological spaces are always very nice (open subset of R n , or the support of a simplicial complex). However in the proofs, we often use the simplicial chain for convenience. Remark 2.13. As before, one can easily check that if
Definition 2.14 (G-Topological minimal sets). Let 0 < d < n be integers. Let G be an abelian group. A first relation between the two kinds of minimal sets is due to the following:
n be open sets, and V ⊂ U . Let E ⊂ U be closed. Then for any coefficient group G, and any open set
larger than the class of Almgren competitors of E in U . And hence any G-topological minimal set of
The proof is standard, using mainly transversality. See for example the proof in Proposition 3.7
of [8] .
Regularity of minimal sets
In this part we cite some regularity results for reduced minimal sets that will be useful later. Some of these results were proved by many people in many ways, but for convenience the author will cite G.David's work systematically. Also, these results are proved for Almgren minimal sets. But due to Proposition 2.15, they also holds for topological minimal sets.
Remark 2.18. It is easy to see that
And it is not hard to prove that a set E is Almgren or topologically minimal if and only if E * is. As a result it is enough to study reduced minimal sets. 
For proving existence for minimizers in various settings, we always need the lower semi continuity of Hausdorff measure with respect to the Hausdorff distance, that is, for a sequence of sets E k in a domain U that converges (locally) to a set E with respect to the Hausdorff distance, we want to have
This does not hold in general. But if E k are reduced minimal sets, then this is true.
reduced minimal set of dimension d in Ω, and that E k converges to E. Then
for every open set W ⊂ Ω.
Polyhedral complex, Federer-Fleming Projection
In this part we give the notations and conventions of polyhedral complex, and the definition of FedererFleming Projection on Polyhedral complex. These will be used in the construction of topological competitors.
In all that follows, polygons are all convex.
. We say that a family K of polygons of dimension at most k is a polyhedral complex of dimension k if there exists a family Q of k−dimensional polygons such that K = K(Q), and
For 0 ≤ i ≤ k, denote by K i the set of all its i−dimensional polygons, and
Denote by |K| the support of the polyhedral complex K:
Definition 2.29 (Roundness constant of a polygon). Let σ ∈ R n be a k−dimensional polygon, denote by H the smallest affine subspace of R n that contains σ. Then the roundness constant of σ is
Remark 2.32. Roughly speaking, the roundness constant R(σ) of a polygon σ measures how close it is to a ball of the same dimension. The more R(σ) is close to 1, the more it is round. Now we want to see how to project a given closed set onto faces of polygons.
Definition 2.35 (Radial projection). Let σ be a k−dimensional polygon in R n , and x ∈ σ • . Define the radial projection Π σ,x on the faces of σ as follows:
Remark 2.37. Any radial projection on the faces of σ fixes the points of ∂σ.
The relation between the roundness of a polygon and the radial projections on it is given by the following lemma. 
Remark 2.40. It is easy to see that X ∩ E = ∅. Hence if E is closed (and hence compact, because σ is compact), then for any x ∈ X, the projection Π σ,x is Lipschitz on E (but the Lipschitz constant could be very large).
By Lemma 2.38, for d < k ≤ n, for each k−dimensional polyhedral complex K of roundness R(K), if E ⊂ |K| is a closed set with locally finite d−dimensional Hausdorff measure, then for each k−dimensional polygon σ ∈ K k , there exists a radial projection Π σ on faces of σ such that
Then we can define φ k−1 :
φ k−1 is well defined, because when two polygons α, β of the same dimension meet each other, (2.47) says that they can only meet each other at their boundaries. But Π α and Π β are both equal to the identity on boundaries, hence they agree on α ∩ β.
We carry on this process until the map
It is Lipschitz, and φ
Such a φ ′ is called a radial projection (for d−dimensional sets) on a polyhedral complex.
But we do not stop here. We want to construct a Lipschitz map φ : E → |K d |, such that the image
Here for our map φ ′ , the image φ ′ (E) may meet the interior of a d face σ of K but not contain it. To deal with this issue, for each σ ∈ K d that does not satisfy (2.47) with the set φ ′ (E), take x ∈ σ • \E, and denote by Π σ = Π σ,x . Then Π σ is Lipschitz on φ ′ (E) ∩ σ (since E is compact), and it sends φ ′ (E)
to the boundary of σ, which is of dimension d − 1. In other words, when φ ′ (E) does not cover the whole σ, we "clean" it out of σ with Π σ .
Define φ ′′ : φ ′ (E) → |K d | as the following: for σ ∈ K d that satisfies (2.47) with the set φ ′ (E), φ ′′ | σ = Id, and for σ ∈ K d that does not satisfy (2.47) with the set φ ′ (E), set φ ′′ | σ = Π σ . Then
Such a φ ′′ is called a polyhedral erosion.
Then φ is a Lipschitz map from E to |K d | that satisfies (2.47), and
Such a projection φ is a Federer-Fleming projection for a set E ⊂ |K|. Of course, by extension of Lipschitz functions, we have the following Lemma 2.50 (Federer-Fleming projection). Let 1 ≤ d < k ≤ n be integers, then there exists a constant K 1 (d, k) that only depends on d and k, such that the following is true: If K is a k−dimensional polyhedral complex of roundness R(K), and E ⊂ |K| is a closed set with locally finite d−dimensional
Hausdorff measure, then there exists Lipschitz maps φ ′ , φ ′′ and φ from |K| to |K| such that 
is a Federer Fleming projection that satisfies (2.47) and (2.49).
In our construction, we will only deform our sets locally. That is, we will have a n dimensional polyhedral complex K, and a set E of dimension d that is not contained in |K|, and we want to deform that part E ∩ |K| inside K, while keeping E\|K| fixed. Notice that in this case, points on ∂|K| should be fixed as well. For that purpose, we first use φ n−1 on K to deform E ∩ |K| to |K n−1 |. Next, we only do the Federer-Fleming Projection on n − 1-faces that are not on the boundary of |K|.
Let φ * n−1 = φ n−1 on |K|, and φ * n−1 = id outside |K|. Now if φ * k is already defined, then define φ * k−1 as follows:
We can define φ *
As a last step, let φ ′′ * be the polyhedral
Then we have the following Lemma 2.51 (local Federer-Fleming projection). Let 1 ≤ d ≤ n be integers, then there exists a constant K 1 (d) that only depends on d, such that the following is true: If K is a n−dimensional polyhedral complex of roundness R(K) in R n , and E is a closed set with locally finite d−dimensional
Hausdorff measure, then there exists Lipschitz maps φ ′ * , φ ′′ * and φ * from R n to R n such that
| is a polyhedral erosion, hence does not increase Hausdorff measure of φ ′ * (E);
The construction of competitors
After all the preparation, we will begin to prove the main theorem.
Theorem 3.1. Let G be a finitely generated abelian group. Let d < n be integers. Let E k be a sequence of reduced d−dimensional G-topological minimal sets in U ⊂ R n , and E k converge to a set E for the Hausdorff distance. Then E is a d−dimensional G-topological minimal set in U .
Proof.
We fix the group G, and topological minimal set means G−topological minimal sets in the whole proof.
Let E k , k ∈ N be a sequence of reduced topological minimal set of dimension d in U ⊂ R n , and E k converge to a set E for the Hausdorff distance. We want to prove that E is also topologically minimal
Suppose not. That is, there exists a ball B 1 with B 1 ⊂ U , and F a topological competitor for E in B 1 , such that
We are going to use this set F to construct sets F k , k ∈ N, such that for k large, F k will be a better topological competitor for E k , which will contradict our hypothesis that F k being topologically minimal.
Suppose that B 1 = B(p, r 1 ), then since B ⊂ U , there exists r 2 ∈ (r 1 , r 1 + 1 10 r 1 ) such that B(p, r 1 ) ⊂ U . Let D be a closed convex polyhedron, such that
Then there exists ǫ > 0 such that for any r ∈ [1 − 2ǫ 1 , 1 + 2ǫ 1 ], we also have
where rD = {rx; x ∈ D} for r ∈ R.
Now let f be the map 
Hence there exists
Now since D i , i = 0, 1, 2 are similar polyhedrons of D, there exists a constant R ∈ (0, 1) which depends only on D, such that for each ǫ > 0 small, there exists a polyhedron complex K ǫ , with roundness R(K ǫ ) > R, and size S(K ǫ ) < ǫ, such that its support |K ǫ | = D 2 , and for i = 0, 1, 2, ∂D i is the support of a n − 1 dimensional sub complex of K ǫ .
For t ∈ (0, 10 −2 ǫ 1 ), denote by Q ǫ,t the set of all n−dimensional polyhedron σ ∈ K e such that there
Let Q ′ ǫ,t be the set of all n-dimensional polyhedron σ ∈ K ǫ such that σ ∩ |S ǫ,t | = ∅. In other words, we get Q ′ ǫ,t by adding all adjacent polyhedrons to
. By (3.6), and the continuity of the d−dimensional Hausdorff measure restricted to E, we have
Thus, by the uniform Ahlfors regularity for topological minimal sets E k , we claim that
In fact, for each δ > 0, there exists t > 0 such that 
where C = C(n, d) is the uniform Ahlfors regularity constant in Theorem 2.20 that only depends on the quasi minimality constant of {E k }. As a result,
This proves our claim (3.9).
Then there exists t 1 > 0 such that for all t < t 1 ,
and (3.13)
Since the polyhedrons in K ǫ are uniformly round (not depending on ǫ), we have (3.14) lim
As a result, there exists a τ ∈ (0, min{10
, and η ∈ (0, 10 −3 τ ), such that
We fix this pair of η, τ . Let
and (3.17)
Let Q B denote the set of polygons in Q that touch the boundary of |S|, that is, the outside layer of Q.
We claim that
In fact, for any σ ∈ Q which is contained in
As a result, by definition of Q, all polygons adjacent to σ must also belong to Q. Thus σ cannot touch the boundary of |S| = ∪{σ ∈ Q}.
As a result,
Therefore, since E k converges to E with respect to the Hausdorff measure, there exists k 1 such that for any k > k 1 ,
That is, if we denote by Q ′ B the set of polygons in Q ′ that touch the boundary of |S ′ |, then for
Therefore when k > k 1 , we can use the local Federer-Fleming projection inside |S ′ | to project each E k to a a subset of |S ′d | ∩ ∂|S ′ |. More precisely, there exists a Lipschitz map ϕ k : U → U such that
Also note that when k > k 1 , by 3.21, in (1 +
hence by 3.22,
We can also do the local Federer-Fleming projection on F in |S ′ |: there exists a Lipschitz map
We know that the set F equals E outside B 1 , hence
That is, we use |S ′d | to weld the part of
We can do this because by (3.24) and (3.28),
Now we estimate the measure of
and by (3.17) and (3.23),
Also, by (3.20) ,
On the other hand,
Note that F ∩ |S ′ | = E ∩ |S ′ |, hence by (3.16) and (3.26)
Now we have constructed the sequence F k , which have smaller measure than E k when k > k 2 . To complete the proof of Theorem 3.1, we have to prove that each F k is a topological competitor for E k .
We will do this in the next section.
In this section, we are going to prove that for each k > k 2 , F k is a topological competitor for E k with
By definition of F k , we have
Recall that ∂D 0 is a union of n − 1−faces of K η . So let T denote the sub complex of K ǫ : T := {σ ∈ K η : σ ⊂ ∂D 0 }. Denote by T ′ the sub complex of S ′ and T :
That proves that each a i ∈ A can be represented by a simplicial
Then by definition, ϕ k (E k ) (resp. ψ(F )) is a deformations of E k (resp. F ) in V . Hence by Proposition 2.15, ϕ k (E k ) (resp. ψ(F )) is a topological competitor for E k (resp. F ) in V . And so is
Recall that each γ i represents a zero element in
But F ′ is a topological competitor for F in V , and γ i ∈ U \(V ∪ F ), hence γ i represents also a zero
Recall that F is a topological competitor for E in B 1 , and
, hence γ i represents also a zero element in H n−d−1 (U \E; G). As a result, for each 1 ≤ i ≤ N , there exists a n − dchain Γ i ⊂ U \E such that ∂Γ i = γ i . Denote by |Γ i | the support of Γ i , then Γ := ∪ 1≤i≤N |Γ i | is compact, and does not touch E. Now since E is the Hausdorff limit of E k , there exists k 3 > k 2 , such that for all k > k 3 , E k ∩ Γ = ∅. Now we are ready to prove that for any k > k 3 , F k is a d-dimensional topological competitor for E k with respect to D σ also represents a zero element in H n−d−1 (U \E k ; G).
Let Σ be a n − d chain in U \F k , such that ∂Σ = σ. 
