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Transition probability of Brownian motion in the
octant and its application to default modeling
Vadim Kaushansky∗†, Alexander Lipton‡, Christoph Reisinger§
Abstract
We derive a semi-analytical formula for the transition probability of three-dim-
ensional Brownian motion in the positive octant with absorption at the boundaries.
Separation of variables in spherical coordinates leads to an eigenvalue problem for
the resulting boundary value problem in the two angular components. The main
theoretical result is a solution to the original problem expressed as an expansion
into special functions and an eigenvalue which has to be chosen to allow a matching
of the boundary condition. We discuss and test several computational methods
to solve a finite-dimensional approximation to this nonlinear eigenvalue problem.
Finally, we apply our results to the computation of default probabilities and credit
valuation adjustments in a structural credit model with mutual liabilities.
Keywords: three-dimensional Brownian motion; transition probability; nonlinear eigen-
value problem; structural default model; mutual liabilities.
1 Introduction
The transition probability of multi-dimensional Brownian motion in Rn+, n ≥ 1, with ab-
sorption at the boundary, occurs in different areas of applied mathematics. We are partic-
ularly motivated by mathematical finance. For example, it appears in counterparty credit
risk modeling (Lipton and Savescu (2014), Lipton and Sepp (2009), Itkin and Lipton (2016),
Zhou (2001)), market microstructure (Cont and De Larrard (2012), Lipton et al. (2014)),
and exotic option pricing (Escobar et al. (2014) for barrier options on three assets with
special correlation structure; He et al. (1998) for lookback options whose payoff depends
on the minima, maxima, and endpoint of the asset price process; Lipton (2001)).
The one-dimensional case is classical and is solved analytically by the reflection
principle, or, in PDE terms, by the method of images. The two-dimensional prob-
lem can be solved analytically by the method of images or separation of variables; see
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Lipton and Sepp (2009) for details. The three-dimensional problem is much more difficult
than the one- and two-dimensional ones. For several particular cases of the correlation
matrix, Escobar et al. (2013) offered solutions to the three-dimensional problem by the
method of images. Unfortunately, it cannot be extended to general correlation matrices.
A semi-analytical solution was proposed in Lipton and Savescu (2014), where a separa-
tion of variables technique is used and the problem is split into radial and angular PDEs.
The radial PDE is solved analytically, while the angular PDE is solved by finite elements.
In this paper, we use the separation of variables technique and solve the angular PDE
semi-analytically, and thus provide a “fully semi-analytical” representation of the Green’s
function. By this we mean that the solution is expressed as a (double) infinite series
of terms involving special functions (hypergeometric and Bessel). We also require the
solution of a countably infinite-dimensional non-linear eigenvalue problem. In practice,
the sums can be truncated to a relatively small number of terms (low tens) without
significant loss of accuracy, as evidenced by our numerical tests, and similarly for the
dimension of the non-linear eigenvalue problem.
There are a number of published methods available for solving (finite-dimensional)
non-linear eigenvalue problems. A detailed review can be found in Mehrmann and Voss
(2004). Most methods use a linearization and solution of a corresponding linear eigen-
value problem. As an example of this type of methods, we consider a method based on
Chebyshev interpolation (Trefethen (2013)). We also study another recently developed
approach based on computing contour integrals (Beyn (2012)). Both methods are easy
to implement and have good properties for our specific problem.
By this semi-analytical approach, we can compute the transition density and its
derivatives to high accuracy much more quickly than by numerical solution of the original
three-dimensional parabolic PDE. We demonstrate this by comparison with a finite differ-
ence approximation obtained with the Hundsdorfer-Verwer scheme (Hundsdorfer and Verwer
(2013)).
To our knowledge, this is the first published expression for the transition probability of
general correlated Brownian motion with absorbing boundaries on the octant. Moreover,
we consider a slightly more general formulation compared to other published special cases
which allows a constant drift.
In the context of credit risk applications, we show how to compute the joint survival
probability of firms in a Black-Cox setting semi-analytically using Gegenbauer polynomial
expansion, and give expressions for credit- and debt-valuation adjustments in terms of
integrals over (analytically available) derivatives of the transition probability.
The rest of the paper is organized as follows. In Section 2, we formulate the problem as
PDE, show how to eliminate the drift and correlation terms, and transform the equation
to spherical coordinates. In Section 3, we use separation of variables to obtain radial
and angular PDEs, solve both equations, and write the final expression for the Green’s
function in terms of unknown non-linear eigenvalues and eigenvectors. In Section 4,
we discuss various methods to solve the nonlinear eigenvalue problem. In Section 5,
we perform numerical tests. In Section 6, we study applications of the three-dimensional
transition probability to a default model with mutual liabilities. In Section 7, we conclude.
2
2 Problem formulation and preliminaries
We consider a three-dimensional standard Brownian motion with constant drift (µi)1≤i≤3,
dX is = µi ds+ dW
i
s , X
i
t = xi, 1 ≤ i ≤ 3,
with infinitesimal generator
L = 1
2
3∑
i,j=1
ρij
∂2
∂xi∂xj
+
3∑
i=1
µi
∂
∂xi
,
where (ρij)1≤i,j≤3 is a symmetric positive definite matrix with ρii = 1, 1 ≤ i ≤ 3, the
correlation matrix of the three-dimensional standard Brownian motion W .
Now consider the stopped process Xs∧τ , with τ = inf{u : Xu /∈ R3+} the exit time
of the positive octant. Then the distribution of Xs∧τ has a singular component at the
boundary where one of the coordinates is 0, corresponding to the absorbed mass, and a
continuous density in the interior, which goes to zero at the boundaries. Let p(t′, x′|t, x)
denote this continuous component of the distribution evaluated at x′ ∈ R3+ at time t′ ≥ t.
For a fixed pair (t, x), it satisfies the forward Kolmogorov equation
∂p
∂t′
(t′, x′|t, x) = L∗p(t′, x′|t, x), (1)
with initial condition p(t, x′|t, x) = δ(x′ − x), boundary condition p(t′, x′|t, x) = 0 for
x′1 · x′2 · x′3 = 0, t′ ≥ t, and where L∗ is the adjoint operator of L,
L∗ = 1
2
3∑
i,j=1
ρij
∂2
∂x′i∂x
′
j
−
3∑
i=1
µi
∂
∂x′i
.
In PDE theory, the transition probability can be interpreted as Green’s function, that
is the fundamental solution to a suitable initial(-boundary) value problem which we will
specify later. Thus, by time homogeneity, we use the notationG(t′−t, x′, x) = p(t′, x′|t, x).
For convenience, we will denote the state variables occasionally by (x, y, z) ∈ R3+.
To eliminate the cross-derivative terms, we use the change of variables (x, y, z) →
(α, β, γ) as in Lipton et al. (2014) and Lipton and Savescu (2014); see also Appendix A.
To eliminate the drift term, we further use the transformation
G˜(t′ − t, α′, β ′, γ′, α, β, γ) = exp
(
− ξα(α− α′)− ξβ(β − β ′)− ξγ(γ − γ′)−
ξ2α + ξ
2
β + ξ
2
γ
2
(t− t′)
)
×G(t′ − t, α′, β ′, γ′, α, β, γ)(2)
(see also Appendix A). We omit tilde in the following for simplicity of notation.
Finally, we rewrite the equation in spherical coordinates (r, ϕ, θ) to take advantage of
the wedge-shape of the domain, where r ∈ (0,∞), ϕ ∈ (0, ω¯) with ω¯ = arccos(−ρxy), and
θ ∈ (0,Θ(ϕ)), where Θ(ϕ) can be implicitly defined as
ϕ(ω) = arccos
(
1− ρxyω√
1− 2ρxyω + ω2
)
, (3)
Θ(ω) = arccos
− ρyz − ρxzρxy + ω(ρxz − ρyzρxy)√
ρ¯xy(ρ¯2xz − 2ω(ρxy − ρxzρyz) + ω2ρ¯2yz)
 , (4)
3
where ρ¯ =
√
1− ρ2 for ρ ∈ {ρxy, ρyz}.
The final initial-boundary value problem for the Green’s function has the form
∂G
∂t′
− 1
2
[
1
r′
∂2
∂r′2
(r′G) +
1
r′2
(
1
sin2 θ′
Gϕ′ϕ′ +
1
sin θ′
∂
∂θ′
(sin θ′Gθ′
)]
= 0,
G(0, r′, ϕ′, θ′, r, ϕ, θ) =
1
r2 sin θ
δ(r′ − r)δ(ϕ′ − ϕ)δ(θ′ − θ),
G(t′ − t, r′, 0, θ′, r, ϕ, θ) = 0, G(t′ − t, r′, ω¯, θ′, r, ϕ, θ) = 0,
G(t′ − t, r′, ϕ′, 0, r, ϕ, θ) = 0, G(t′ − t, r′, ϕ′,Θ(ϕ′), r, ϕ, θ) = 0,
G(t′ − t, 0, ϕ′, θ′, r, ϕ, θ) = 0, G(t′ − t, r′, ϕ′, θ′, r, ϕ, θ) −→
r′ →+∞
0.
(5)
3 Semi-analytical solution by expansion
In this section, we show how the solution to (5) can be given via an eigenvalue expansion.
First, we apply separation of variables
G(t, r′, ϕ′, θ′, r, ϕ, θ) = g(t, r′, r)Ψ(ϕ′, θ′, ϕ, θ),
then (5) decomposes into two separate (initial-)boundary value problems
gt′ =
1
2
(
1
r′
∂2
∂r′2
(r′g)− Λ
2
r′2
g
)
,
g(0, r′, r) =
1
r
δ(r′ − r),
g(t′ − t, 0, r) = 0, g(t′ − t, r′, r) −→
r′ →+∞
0,
(6)
and
1
sin2 θ′
Ψϕ′ϕ′ +
1
sin θ′
∂
∂θ′
(sin θ′Ψθ′) = −Λ2Ψ,
Ψ(0, θ′, ϕ, θ) = 0,Ψ(ω¯, θ′, ϕ, θ) = 0,Ψ(ϕ′, 0, ϕ, θ) = 0,Ψ(ϕ′,Θ(ϕ′), ϕ, θ) = 0,
(7)
where Λ2 ∈ R+ is an eigenvalue. The eigenvalue is real and positive because the differen-
tial operator on the left-hand side of (7) is symmetric and positive definite with respect
to a certain weighted inner product, as is seen from the variational formulation given in
equation (40) in Lipton and Savescu (2014).
We note an asymmetry between (6), which contains the time variable and hence an
initial condition is imposed, and (7), which is stationary and hence does not match any
initial condition. The initial condition of the solution in (5) will eventually be ensured
by superposition in Section 3.2. Since (7) does not depend on (ϕ, θ) here (due to the
ignorance of the initial condition), we further writeΨ(ϕ′, θ′, ϕ, θ) = Ψ(ϕ′, θ′) for simplicity.
The PDE (6) can be solved analytically, with solution
g(t, r′, r) =
e−
r2+r′2
2t
t
√
rr′
I√
Λ2+ 1
4
(
rr′
t
)
,
where Ia(b) is the modified Bessel function of the second kind.
The eigenvalue problem for the angular PDE (7) was solved numerically in Lipton and Savescu
(2014) by a finite element method. In the following, we consider an alternative, semi-
analytical approach.
4
3.1 Semi-analytical method for angular PDE
We begin by further simplifying the problem by the extra transformation (as in Lipton et al.
(2014) for the stationary case)
ζ ′ = ln tan θ′/2, (8)
which changes the domain to the semi-infinite strip −∞ < ζ ≤ Z(ϕ) = ln tanΘ(ϕ)/2
and the eigenvalue problem to
Ψϕ′ϕ′ +Ψζ′ζ′ = −4Λ2 e
2ζ′
(1 + e2ζ′)2
Ψ,
Ψ(0, ζ ′) = Ψ(ω¯, ζ ′) = lim
ζ′→−∞
Ψ(ϕ′, ζ ′) = Ψ(ϕ′, Z(ϕ′)) = 0.
(9)
Denote λ = 1
2
+
√
1
4
+ Λ2. Then, (9) becomes
Ψϕ′ϕ′ +Ψζ′ζ′ = −λ(λ− 1)
cosh2(ζ ′)
Ψ.
We shall find solutions in the form Ψ(ϕ′, ζ ′) = Φ(ϕ′) ·Υ(ζ ′). Thereby, we can split (9)
into the system
Φ′′ = −k2Φ, (10)
Υ′′ =
(
k2 − λ(λ− 1)
cosh2(ζ ′)
)
Υ, (11)
where k2 ∈ R+ is an eigenvalue and with boundary conditions
Φ(0) = 0, Φ(ω¯) = 0, Υ(ζ ′) −→
ζ →−∞
0, Ψ(ϕ′, Z(ϕ′)) = 0. (12)
Equation (10) with the first and second boundary conditions in (12) can be solved as
Φn(ϕ
′) = cn sin (knϕ
′),
where kn = pin/ω¯, while (11) is the Schro¨dinger equation with Po¨schl–Teller potential.
Solving it with the third boundary condition in (12), we get (see Appendix B)
Υn(ζ
′) = cne
knζ′
2F1
(
λ, 1− λ, 1 + kn, e
2ζ′
1 + e2ζ′
)
,
where 2F1(a, b, c, z) is the Gaussian hypergeometric function. Thus, we find Ψ(ϕ
′, ζ ′) in
the form
Ψ(ϕ′, ζ ′) =
∞∑
n=1
cn sin (knϕ
′)eknζ
′
2F1
(
λ, 1− λ, 1 + kn, e
2ζ′
1 + e2ζ′
)
. (13)
As an aside, we note that 2F1
(
λ, 1− λ, 1 + kn, e2ζ
′
1+e2ζ′
)
= 1 for λ = 0, which gives
Ψ0(ϕ
′, ζ ′) =
∞∑
n=1
cn sin (knϕ
′)eknζ
′
5
and coincides with the expression in Lipton et al. (2014) for the stationary problem.
To find the coefficients cn and eigenvalues λ, we use the fourth condition in (12),
∞∑
n=1
cn sin (knϕ)e
knZ(ϕ′)
2F1
(
λ, 1− λ, 1 + kn, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
= 0 (14)
for all ϕ′ ∈ [0, ω¯].
We introduce the integrals
Tmn(λ) = 〈fm, fn〉 =
ω¯∫
0
fm(ϕ
′)fn(ϕ
′) dϕ′, (15)
fn(ϕ
′) = sin (knϕ
′)eknZ(ϕ
′)
2F1
(
λ, 1− λ, 1 + kn, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
,
and note that Tmn is a function of λ only. Then, applying (14), we get
∞∑
n=1
Tmn(λ)cn = 0, ∀m ≥ 1. (16)
We defer the solution of (16) for λ and (cn)n≥1 to Section 4.
3.2 Final expression for Green’s function
Now we can write the expression for the Green’s function using the eigenvalue expansion
G(τ, r′, ϕ′, ζ ′, r, ϕ, ζ) =
∞∑
l=1
algl(τ, r
′)Ψl(ϕ
′, ζ ′)
=
∞∑
l=1
algl(τ, r
′)
∞∑
n=1
clnΦn(ϕ
′)Υln(ζ
′)
=
e−
r′2+r2
2τ
τ
√
r′r
∞∑
l=1
alIλl
(
r′r
τ
)
×
∞∑
n=1
cln sin (knϕ
′)eknζ
′
2F1
(
λl, 1− λl, 1 + kn, e
2ζ′
1 + e2ζ′
)
, (17)
where the (countably many) eigenvalues λl and coefficients c
l
n can be determined as the
solution of the nonlinear eigenvalue problem (16) and kn =
pin
ω¯
.
The coefficients al can be determined by imposing the initial condition
G(0, r′, ϕ′, θ′, r, ϕ, θ) =
1
r2 sin θ
δ(r′ − r)δ(ϕ′ − ϕ)δ(θ′ − θ).
We have already ensured the initial condition for the radial part, thus we need
∞∑
l=1
alΨl(ϕ
′, θ′) =
1
sin θ
δ(ϕ′ − ϕ)δ(θ′ − θ). (18)
From the weak formulation of the angular PDE it is easy to see that the eigenvec-
tors are orthogonal in the scalar product weighted by sin θ′ (Lipton and Savescu (2014)).
Multiplying (18) by Ψm(ϕ
′, θ′) sin θ′ and integrating over the whole domain,
al =
∫∫
Ω
1
sin θ
Ψl(ϕ
′, θ′) sin θ′δ(ϕ′ − ϕ)δ(θ′ − θ) dϕ′dθ′ = Ψl(ϕ, θ).
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Substituting the expression for al from the last equation into (17), expanding the expres-
sion for Ψl(ϕ
′, ζ ′) and Ψl(ϕ, ζ), we get
G(τ, r′, ϕ′, ζ ′, r, ϕ, ζ) =
e−
r′2+r2
2τ
τ
√
r′r
∞∑
l=1
Iλl
(
r′r
τ
)
×
×
(
∞∑
n=1
cln sin (knϕ
′)eknζ
′
2F1
(
λl, 1− λl, 1 + kn, e
2ζ′
1 + e2ζ′
))
×
×
(
∞∑
n=1
cln sin (knϕ)e
knζ
2F1
(
λl, 1− λl, 1 + kn, e
2ζ
1 + e2ζ
))
.
Returning to the variable θ, we have
G(τ, r′, ϕ′, θ′, r, ϕ, θ) =
e−
r′2+r2
2τ
τ
√
r′r
∞∑
l=1
Iλl
(
r′r
τ
)
×
×
(
∞∑
n=1
cln sin (knϕ
′) tankn
(
θ′
2
)
2F1
(
λl, 1− λl, 1 + kn, sin2 θ
′
2
))
×
×
(
∞∑
n=1
cln sin (knϕ) tan
kn
(
θ
2
)
2F1
(
λl, 1− λl, 1 + kn, sin2 θ
2
))
. (19)
4 Solution of the nonlinear eigenvalue problem
In this section, we first give properties of the eigenvalue problem (16). Then, we describe
several methods to solve nonlinear eigenvalue problems and outline how the methods are
applied in the tests.
4.1 Truncation and the smallest (linear) eigenvalue of T (λ)
If we truncate the sum (16) after N terms, the resulting equation can be rewritten in
matrix form
T (λ) · c = 0, (20)
where T (λ) ∈ RN×N , c ∈ RN .
Equation (20) is a nonlinear eigenvalue problem for a symmetric positive semi-definite
matrix (as the matrix T is a Gram matrix). Eigenvalues λ of this truncated problem have
to satisfy the equation
µmin(T (λ)) = 0, (21)
where µmin is the minimum eigenvalue of the positive semi-definite matrix T (λ). Due to
the truncation, however, the problem (20) generally does not have real-valued solutions
for λ. Indeed, numerical tests suggest that T is typically strictly positive definite for all
λ and then a non-zero solution for c does not exist. Figure 1 illustrates the dependence
of the smallest eigenvalue µmin(T (λ)) of T (λ) on λ.
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Figure 1: Minimum eigenvalue of matrix T : µmin(T (λ)) for ρxy = 0.8, ρxz = 0.2, ρyz = 0.5
and N = 15. Note the different plot ranges in (a) and (b).
In order to find an approximation to the original problem, we need to “regularize”
it in the sense that there exists a solution of the truncated problem that is close to the
solution of the infinite problem when the number of terms increases.
A first simple approach is based on the minima of µmin (instead of its roots). Here,
we use Chebyshev polynomials (Driscoll et al. (2014)) to approximate all local minima of
the left-hand side of (21), and use these as approximation to the nonlinear eigenvalues.
More sophisticated and efficient methods by considering complex nonlinear eigen-
values, based on Chebyshev interpolation of T (λ) directly and on contour integration,
respectively, are given in Sections 4.2 and 4.3 below.1
4.2 Chebyshev polynomial interpolation of T (λ)
In this approach, we approximate T (λ) for complex λ using Chebyshev polynomials,
T (λ) ≈ T̂ (λ) ≡
m∑
j=0
AjT˜j(λ), (22)
where {T˜j , 0 ≤ j ≤ m} is a (scalar) Chebyshev polynomial basis of degree m and Aj ∈
RN×N are the corresponding coefficients.
The following result is a modification of Theorem 18.1 in Trefethen (2013) (see, for
example, Nakatsukasa et al. (2015), Section 7.2).
Theorem 1. The solutions of the polynomial eigenvalue problem for T̂ in (22) are the
eigenvalues of the linear matrix pencil (of dimension mN ×mN)
λ

Am
IN
. . .
. . .
. . .
IN
−
1
2

−Am−1 IN−Am−2 −Am−3 · · · A0
IN 0 IN
. . .
. . .
. . .
IN 0 IN
2IN 0
 , (23)
1 We avoid using
ω¯∫
0
f(ϕ)g¯(ϕ) dϕ instead of 〈·, ·〉 in (15) due to the positive definiteness.
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(i.e., all λ such that the above matrix is singular), where entries not displayed are zero.
Thus, by finding the eigenvalues of the linear matrix pencil we obtain the solution of
a polynomial eigenvalue problem, which is an approximation to the nonlinear eigenvalue
problem (20).
4.3 Contour integral method
The following method due to Beyn (2012) finds nonlinear complex eigenvalues within a
given contour Γ. We give the main steps in Algorithm 1 and subsequently discuss the
choice of contour.
Algorithm 1 Contour integral algorithm for nonlinear eigenvalue problem
1: l = 1
2: Choose Vˆ ∈ CN×l an arbitrary matrix.
3: Compute A0 =
1
2pii
∫
Γ
T (z)−1Vˆ dz and A1 =
1
2pii
∫
Γ
zT (z)−1Vˆ dz numerically.
4: Compute SVD A0 = V ΣW
H .
5: Perform a rank test for Σ, i.e., find 0 < k ≤ l such that
σ1 ≥ σ2 ≥ . . . tolrank > σk+1 ≈ . . . ≈ σl ≈ 0.
6: if k = l then l = l + 1 and go to line 1;
7: else let V0 = V (1 : N, 1 : k),W0 =W (1 : l, 1 : k) and Σ0 = diag(σ1, . . . , σk).
8: end if
9: Compute B = V H0 A1W0Σ
−1
0 .
10: Solve the eigenvalue problem for B: BS = SΛ, where S = (v1|v2| . . . |vk).
11: For all j with ||T (λj)vj || ≤ tolres and λj ∈ int(Γ) accept λj as nonlinear eigenvalue
and vj = V0sj as eigenvector.
A few further specifications and comments:
1. In line 2, we choose Vˆ = (Il|O)T with Il the l×l identity matrix and O an l×(N−l)
matrix of zeros.
2. The integrands in line 3 are found by solution of linear systems T (z)x = Vˆ for x.
3. For the linear systems, SVDs and linear eigenvalue problems we use the Matlab
default functions.
4. We choose as contours circles with the center µ and radius R. Then, for ϕ(t) =
µ+R exp
(
2piij
L
)
, A0 and A1 can be approximated by quadrature with L nodes,
A0,L =
R
L
L−1∑
j=0
T (ϕ(tj))
−1Vˆ exp
(
2piij
L
)
,
A1,L = µA0,L +
R2
L
L−1∑
j=0
T (ϕ(tj))
−1Vˆ exp
(
4piij
L
)
.
5. As µ can be large, for computational stability it is better to shift the coordinates
to z˜ = z − µ.
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5 Numerical tests
In this section, we discuss the application of the methods in Sections 3 and 4 for solving
(20) and give numerical tests.
5.1 Matrix assembly
To compute the elements of T , we have to evaluate the integral in (15). We notice that
fmn(ϕ
′) = sin (kmϕ
′) sin (knϕ
′)e(km+kn)Z(ϕ
′)
2F1
(
λ, 1− λ, 1 + km, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
×
× 2F1
(
λ, 1− λ, 1 + kn, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
is analytic on {|z| < 1} and f ′mn(0) = f ′mn(ω¯), where ω¯ = arccos(−ρxy). Then, according
to Javed and Trefethen (2014), the trapezoidal quadrature rule with K nodes converges
with order O(K−4) with small constant.
An advantage of using the standard trapezoidal rule compared to other, adaptive
quadrature rules is that on a fixed grid we can precompute the functions
fn(ϕ
′) = sin (knϕ
′)eknZ(ϕ
′)
2F1
(
λ, 1− λ, 1 + kn, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
.
Therefore, we use only N instead of N2 computations of hypergeometric functions, which
is an expensive operation.
The elements of T (λ) grow fast in n and m due to the term exp ((kn + km)Z(ϕ)),
and for large N can become highly inaccurate. We will use the following straightforward
result to improve the condition of T .
Proposition 1. Consider non-singular square matrices V and W . Define T˜ (λ) =
V T (λ)W . Then, λ is a nonlinear eigenvalue of T (λ) if and only if it is a nonlinear
eigenvalue of T˜ (λ).
Define the matrices as V =W = D with
D = diag(e−αk1 , e−αk2 , . . . , e−αkN ).
Then, the elements of T˜ (λ) = DT (λ)D are
T˜ (λ)mn =
ω¯∫
0
sin (kmϕ
′) sin (knϕ
′)e(km+kn)(Z(ϕ
′)−α)
2F1
(
λ, 1− λ, 1 + km, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
× 2F1
(
λ, 1− λ, 1 + kn, e
2Z(ϕ′)
1 + e2Z(ϕ′)
)
dϕ′. (24)
Transformation (24) helps to decrease the elements proportionally to the growth rate,
where α is chosen in the tests as maximum or average value of Z(ϕ).
The standard Matlab hypergeometric function is very slow. Therefore, we imple-
mented our own function in C and inserted it into Matlab as mex function.
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5.2 Computation of eigenvalues
Now we consider the application of the numerical methods from Section 4 to the truncated
problem (20).
Chebyshev approximation of smallest eigenvalue of T (λ) (Section 4.1). For
this method the application is straightforward, using Cholesky factorisation and chebfun
(Driscoll et al. (2014)) to find the local minima.
Chebyshev polynomial interpolation (Section 4.2). Here, we consider complex
eigenvalues and Chebyshev interpolation of T (λ) is implemented using chebfun (Driscoll et al.
(2014)). The resulting generalised linear eigenvalue problem is solved by the default
method in Matlab.
Contour integral method (Section 4.3). To find all (complex) eigenvalues, we have
to pick suitable centres and radii to apply Algorithm 1. Based on the empirical observa-
tion that the distribution of the eigenvalues is roughly uniform (see Table 1 below), we
can choose a fixed radius and increase the centre by slightly under twice that amount to
find the next eigenvalue. We discard any eigenvalues found previously due to the overlap
of contours. This is summarised in Algorithm 2.
Algorithm 2 Contour integral algorithm for nonlinear eigenvalue problem
1: Choose µ = µ0 and R as discussed above.
2: while µ ≤ µmax do
3: Use Algorithm 1 with Γ = C(µ,R), a circle with centre µ and radius R.
4: µ = µ+ 2R
5: end while
In Tables 1 and 2, we compare the approximate nonlinear eigenvalues and the compu-
tational time for different methods (from Section 4) in the semi-analytical approach with
those from the finite element method in Lipton and Savescu (2014). Consider parameters
ρxy = 0.8, ρxz = 0.2, ρyz = 0.5. For the semi-analytical method we take N = 20 for the
approximation of the infinite sum in (16), K = 1000 and L = 500 quadrature nodes.
EV Finite elements Chebyshev approximation Contour integrals /
of smallest eigenvalue of T (λ) Chebyshev interpolation
Λ21 5.232 5.228 5.229 (0.028)
Λ22 11.805 11.787 11.787 (0.076)
Λ23 16.313 16.285 16.284 (0.068)
Λ24 21.204 21.149 21.147 (0.151)
Λ25 26.184 26.112 26.109 (0.188)
Λ26 33.392 33.230 33.261 (0.215)
Λ215 72.911 72.841 72.708 (0.731)
Λ230 138.087 139.421 139.391 (1.331)
Table 1: Eigenvalues for parameters ρxy = 0.8, ρxz = 0.2, ρyz = 0.5. In the last column,
the imaginary part is in brackets.As, the contour integral method and Chebyshev poly-
nomial interpolation gave identical results up to 5 digits, we unite them in one column.
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Chebyshev approximation Chebyshev interpolation of T (λ) Contour integrals
of smallest eigenvalue of T (λ)
561.17 s 60.27 s 220.79 s
Table 2: Computation time of first 30 eigenvalues.
We also compare the numerically computed nonlinear eigenvalues to the analytic
expressions in the case ρxy = ρxz = ρyz = 0 (see Appendix B.4), in Table 3. We can
see that the semi-analytical method is vastly superior to the finite element method. The
semi-analytical method has the advantage in this case that there exists a finite basis
and the truncation for the nonlinear eigenvalue problem after sufficiently many, say N
terms does not change the solution (see Appendix B.4). Here, N is chosen large enough
so that the remaining errors come predominantly from the approximate solution of the
linear eigenvalue problem in the case of the Chebyshev method and the singular value
decomposition in the contour integral method.
EV Value Finite elements Chebyshev approx. Chebyshev Contour integrals
of sm. eig of T (λ) interpolation
Λ21 12.0 0.018 4.1× 10−15 3.6× 10−12 1.3× 10−12
Λ22 30.0 0.097 9.5× 10−14 1.1× 10−11 3.4× 10−12
Λ23 30.0 0.105 9.5× 10−14 1.1× 10−11 3.4× 10−12
Λ24 56.0 0.309 7.7× 10−12 6.0× 10−11 6.1× 10−11
Λ25 56.0 0.353 7.7× 10−12 6.0× 10−11 6.1× 10−11
Λ27 90.0 0.767 1.0× 10−10 5.4× 10−10 7.8× 10−10
Λ215 132.0 2.311 2.3× 10−5 1.8× 10−9 4.5× 10−8
Λ230 306.0 8.896 1.3× 10−2 4.1× 10−8 1.0× 10−6
Table 3: Error of eigenvalues for ρxy = 0.0, ρxz = 0.0, ρyz = 0.0. We present the difference
between eigenvalues computed by different methods and the analytical solution.
From the numerical experiments we can conclude that the method based on the small-
est linear eigenvalue is slow. The methods based on contour integrals and Chebyshev
interpolation show the best results. From a computational point of view, Chebyshev
interpolation is faster than the contour integral method, because for the latter we have
to run the computations several times on different circles, as well as compute numerical
integrals along contours.
The complexity of the Chebyshev interpolation method consists of two steps. The
first step is the interpolation of T (λ) in λ using Chebyshev polynomials as in (22) to
obtain a polynomial eigenvalue problem. This can be performed in O(N2m), where
N is the number of terms in the eigenvalue expansion and m is the dimension of the
Chebyshev basis. The second step is to solve the polynomial eigenvalue problem, for
which the complexity equals that of the linear eigenvalue decomposition of a matrix of
size Nm×Nm. Thus, the complexity of the second step is proportional to that of matrix
multiplication, i.e., O(N3m3) in practice.2
2Theoretically, algorithms with O(Nωmω) for 2 < ω < 2.37 are available (see Demmel et al. (2007)),
but the constant is found to be too large to be competitive for the matrix size relevant here.
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We give an empirical analysis of the CPU time in Table 4. Since the first step has
a higher constant factor, it dominates for small m, while for large m the second step
dominates.
Once we have computed the eigenvalues and the corresponding eigenvectors, we can
compute Ψ(ϕ, ζ) using expression (13). An example of eigenvectors is given in Figure 2,
shown in the (ϕ, θ)-plane.
5.3 Convergence of expansion and computational speed
We now focus on the most efficient method, the Chebyshev interpolation method from
Section 4.2. To explore the convergence numerically, we compare our results for the
Green’s function with the analytical solution available for the special correlation case
ρxy = − cos
(
pi
3
)
, ρxz = − cos
(
pi
3
)
, ρyz = 0 using a method of images (Escobar et al.
(2013)).
It is worth pointing out that we should not expect uniform convergence in (t′, x′, y′, z′),
especially as t′ ↓ t, because the initial condition is a Dirac delta. In applications, the
quantity of interest is usually an integral in the space variables of the Green’s function
for t′ > 0. It is well-known that for t′ > 0 the Green’s function is smoothed. In our
experiments, we consider the spatial L2 norm (for fixed t
′) for comparison.
Our truncated Green’s function approximation has the form
G(τ, r′, ϕ′, θ′, r, ϕ, θ) =
e−
r′2+r2
2τ
τ
√
r′r
M∑
l=1
Iλl
(
r′r
τ
)
×
×
(
N∑
n=1
cln sin (knϕ
′) tankn
(
θ′
2
)
2F1
(
λl, 1− λl, 1 + kn, sin2 θ
′
2
))
×
×
(
N∑
n=1
cln sin (knϕ) tan
kn
(
θ
2
)
2F1
(
λl, 1− λl, 1 + kn, sin2 θ
2
))
.
We have several numerical parameters:
(i) M , the number of terms in the superposition solution of (5), i.e., the number of
nonlinear eigenvalues and eigenvectors in (16) we approximate;
(ii) N , the dimension of the nonlinear eigenvalue problem (20) approximating the
infinite-dimensional problem (16);
(iii) m, the dimension of the Chebyshev basis in (22) to approximate the nonlinear
eigenvalue problem by a polynomial one;
(iv) K, the number of quadrature points to approximate the integral in (15); see also
Section 5.1.
We expect convergence of the approximation as those four parameters go to infinity.
This involves in particular that cnl , combined with the terms they are multiplied by,
go to zero sufficiently fast as n, l → 0. Moreover, one needs that for fixed n, l the cnl
and λl, which implicitly depend on N through the truncation of the infinite-dimensional
eigenvalue problem and onm andK by the approximations made to the finite-dimensional
eigenvalue problems, converge as N,m,K →∞.
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(a) Eigenvector 1: Λ2
1
= 5.2 (b) Eigenvector 2: Λ2
2
= 11.8
(c) Eigenvector 3: Λ23 = 16.3 (d) Eigenvector 4: Λ
2
4 = 21.1
(e) Eigenvector 8: Λ28 = 39.3 (f) Eigenvector 30: Λ
2
30 = 139.4
Figure 2: An example of eigenvectors and corresponding eigenvalues for the domain
obtained for ρxy = 0.8, ρxz = 0.2, ρyz = 0.5.
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In absence of theoretical error estimates, we test this empirically. In our experiments,
we choose K = 1000 nodes for the trapezoidal rule for (15); very good tolerance is already
achieved with much fewer nodes, however, even for K = 1000 the computational time for
these integrals is not very significant (about 10-15% of the total eigenvalue computation
procedure).
We now provide three experiments: in each, we fix two of the remaining parameters
(M , N , m) to be large enough and vary the third parameter to compare the Green’s
function with the analytical solution. For N = 30,M = 50, m = 100, in our experiments,
further increase of either parameter does not affect the Green’s function’s value beyond
the accuracy required here.
The results and computational times are given in Table 4 below3. Recall that the
infinite-dimensional nonlinear eigenvalue problem (16) is ultimately approximated by
the (mN)-dimensional generalized linear eigenvalue problem for (23). To investigate the
convergence in the number of terms in the expansion, M , we choose theM smallest out of
the resultingmN eigenvalues and corresponding eigenvectors. As the main computational
cost comes from the solution of the eigenvalue problem, which is here identical for all M ,
we do not report computational times for different M .
In comparison, using the finite element method from Lipton and Savescu (2014) with
a 1500 point mesh, we get the precision 3.1 × 10−5 with CPU time 621s. This accu-
racy is comparable with that of the semi-analytical solution for m around 15 and N
around 7, which is computable within a fraction of a second. Note that the approach
of Lipton and Savescu (2014) requires the solution of a 1500-dimensional (determined
by the number of finite elements) generalized linear eigenvalue problem. In our tests,
however, the cost was dominated by the construction of the locally refined finite element
mesh.
m 10 20 50 80 100
Error 2.52× 10−4 7.73× 10−6 6.21× 10−7 1.76× 10−7 8.60× 10−8
CPU time (s) 79.9 94.8 256.5 604.1 1070.1
N 5 10 20 25 30
Error 7.92× 10−5 3.46× 10−6 2.68× 10−7 8.60× 10−8 8.60× 10−8
CPU time (s) 9.9 56.6 333.1 667.4 1070.1
M 5 10 20 40 50
Error 4.87× 10−4 1.19× 10−5 9.71× 10−7 1.02× 10−7 8.60× 10−8
Table 4: L2 norm of the Green’s function’s error for different m (N = 30,M = 50), N
(m = 100,M = 50), and M (m = 100, N = 30).
As a further benchmark, we present the results for a second order ADI finite-difference
method (the Hundsdorfer-Verwer scheme; see Hundsdorfer and Verwer (2013)) in Table
5 below3. We use up to NX = 100 points in each spatial direction and NT = 200 points
in time.
3 In order to approximate the L2 error, we compute the Green’s function on a grid {(x′i, y′j, z′k) =
(i∆x, j∆y, k∆z)} covering some [0, xmax] × [0, ymax] × [0, zmax] and then approximate the error by nu-
merical quadrature by err2 ≈ ∑i,j,k (G(x′i, y′j , z′k, x, y, z)−G∗(x′i, y′j, z′k, x, y, z))2∆x∆y∆z, where G(·)
is the semi-analytical or numerical solution and G∗(·) the analytical solution from Escobar et al. (2013).
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The numerical initial condition is chosen as
G(0, xi1, x
j
2, x
k
3, x1, x2, x3) =
{
1
∆x1∆x2∆x3
, xi1 = x1, x
j
2 = x2, x
k
3 = x3,
0, otherwise.
in order to approximate the Dirac delta, with the mesh constructed in such a way that
(x1, x2, x3) coincides with a mesh point. This is a special case of the approximations to
non-smooth initial conditions analysed numerically in Pooley et al. (2003) and by means
of Fourier methods in Reisinger and Whitley (2014).
The data in Table 5 show second order convergence in both NX and NT .
NX 25 50 100
Error 4.44× 10−4 1.04× 10−4 2.65× 10−5
CPU time (s) 30.8 274.3 2239.1
NT 50 100 200
Error 3.41× 10−4 9.23× 10−5 2.65× 10−5
CPU time (s) 723.2 1156.6 2239.1
Table 5: L2 norm of the Green’s function’s error for the ADI method with different NX
(NT = 200) and NT (NX = 100).
This test demonstrates the superior accuracy of the semi-analytical solution for rela-
tively few terms in comparison to the ones obtained for the ADI scheme on the highest
computationally feasible levels.
It is worth pointing out though that the semi-analytical expression gives the density
in a single point, while the finite difference solution is simultaneously obtained on a whole
mesh. This is useful, for example, to compute survival probabilities, where one needs to
integrate the density (see next section).
6 Applications to default model with mutual liabilities
Diffusions with absorption play a central role in structural credit models. In particular,
we investigate in this section such a model of an interconnected banking network with
mutual liabilities as in Lipton (2016). Several papers have considered specific cases of this
model. For example, Itkin and Lipton (2016) considered the special case of two banks
without jumps, Kaushansky et al. (2017) considered the case of two banks with negative
exponential jumps, and Itkin and Lipton (2015) considered the cases of two and three
banks with a fairly general correlated Le´vy process in the jump component.
Here, we study the case of three banks without jumps. The case of three counterparties
is of practical importance as it allows us to compute bilateral Credit and Debt Value
Adjustments. In the following, we briefly introduce the framework and show how to
compute the joint survival probability, as well as CVA and DVA for a CDS.
6.1 Extended default model with mutual liabilities for three banks
We assume that assets are driven by geometric Brownian motion with drift
dAi,t
Ai,t
= µi dt+ σi dW
i
t , 1 ≤ i ≤ 3,
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where µi is the growth rate, σi is the corresponding volatility, W
i are correlated standard
Brownian motions with correlation (ρij). The liabilities are assumed to be deterministic
with the same growth rate,
dLi
Li
= µi dt,
dLij
Lij
= µi dt, 1 ≤ i, j ≤ 3,
where Li are the external liabilities of the i-th bank, and Lij are interbank liabilities
between bank i and bank j.
We introduce the default boundaries as in Black and Cox (1976)
Ξi =
{
Ri(Li + Lˆi)− Aˆi ≡ Ξ<i , t < T,
Li + Lˆi − Aˆi ≡ Ξ=i , t = T,
where 0 ≤ Ri ≤ 1 is the recovery rate and
Aˆi =
∑
j 6=i
Lji, Lˆi =
∑
j 6=i
Lij .
If the k-th bank defaults at intermediate time t′, the surviving banks suffer losses due
to any of the k-th bank’s unpaid net obligations to them and we have to consider a two-
dimensional problem with modified boundary conditions. We then change the indexation
of the surviving banks by applying the function
i→ i′ = φk(i) =
{
i, i < k,
i− 1, i > k.
We also introduce the inverse function
i→ i′ = ψk(i) =
{
i, i < k,
i+ 1, i ≥ k.
The corresponding default boundaries are modified to
Ξ
(k)
i =
{
Rψ(k)(i)(L
(k)
i + Lˆ
(k)
i )− Aˆ(k)i , t < T,
L
(k)
i + Lˆ
(k)
i − Aˆ(k)i , t = T.
It is clear that
∆Ξ
(k)
i = Ξ
(k)
i − Ξi =
{
(1− RiRk)Aˆ(k)i , t < T,
(1− Rk)Aˆ(k)i , t = T.
Thus, ∆Ξ(k) > 0 and the corresponding default boundaries move to the right.
We need to specify the settlement process at time t = T . We shall do this in the spirit
of Eisenberg and Noe (2001). Since at time T full settlement is expected, we assume that
bank i will pay the fraction ωi of its total liabilities to creditors. This implies that if
ωi = 1 the bank pays all liabilities (both external and interbank) and survives. On the
other hand, if 0 < ωi < 1, bank i defaults, and pays only a fraction of its liabilities. Thus,
we can describe the terminal condition as a system of equations
min
{
Ai,T +
∑
j 6=i
ωjLji, Li +
∑
j 6=i
Lij
}
= ωi
(
Li +
∑
j 6=i
Lij
)
. (25)
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There is a unique vector ω = (ω1, ω2, ω3)
T such that the condition (25) is satisfied. See
Lipton (2016) for details.
For convenience, we introduce normalized dimensionless variables
t¯ = Σ2t, X i =
Σ
σi
ln
(
Ai
Ξ<i
)
,
where Σ = (σ1σ2σ3)
1
3 . Denote also ξi = −σi/(2Σ) for 1 ≤ i ≤ 3. Applying Itoˆ’s formula
to X i, we find its dynamics
dX it¯ = ξi dt¯+ dW
i
t¯ .
In the following, we omit bars for brevity and denote the state variable by (x, y, z) ∈ R3+.
The default boundaries change to
µi =
{
µ<i = 0, t < T,
µ=i =
Σ
σi
ln
(
Ξ=i (t)
Ξ<i (t)
)
, t = T.
The problems we will consider can all be written in the form
∂V
∂t
+ LV = χ(t, x, y, z), (26)
V (t, 0, y, z) = φ0,x(t, y, z), V (t, x, y, z) −→
x→+∞
φ∞,x(t, y, z), (27)
V (t, x, 0, z) = φ0,y(t, x, z), V (t, x, y, z) −→
y→+∞
φ∞,y(t, x, z), (28)
V (t, x, y, 0) = φ0,z(t, x, y), V (t, x, y, z) −→
z→+∞
φ∞,z(t, x, y), (29)
V (T, x, y, z) = ψ(x, y, z), (30)
with suitably defined terminal conditions ψ, boundary conditions φ and right-hand sides
χ, and where the Kolmogorov backward operator is
Lf = 1
2
fxx +
1
2
fyy +
1
2
fzz + ρ12fxy + ρ13fxz + ρ23fyz + ξ1fx + ξ2fy + ξ3fz.
Once the Green’s function has been constructed numerically for a set of model param-
eters, prices of different derivatives and hedge parameters can be found as the solution
of (26)–(30) by simple convolution of the Green’s function with the appropriate inhomo-
geneous right-hand sides and boundary data. It is the strength of the Green’s function
concept that no further numerical solution of PDEs is required. We illustrate this in the
following sections.
6.2 Joint survival probability
The corresponding Kolmogorov backward equation for the joint survival probability is
∂Q
∂t
+ LQ = 0,
Q(t, 0, y, z) = 0, Q(t, x, 0, z) = 0, Q(t, x, y, z) = 0,
Q(T, x, y, z) = 1(x,y,z)∈Dxyz ,
where Dxyz = {x ≥ µx, y ≥ µy, z ≥ µz} is the subset of R3+ where all banks survive.
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Due to various regulation requirements, assets of large banks cannot drop below their
liabilities, which means that their recovery rates R should be close to 1. This implies
that the domain Dxyz becomes the positive octant R
3
+.
The analytical solution for the survival probability in the positive quadrant (i.e., two
dimensions) with non-zero drift was recently found by Itkin and Lipton (2016). Here, we
extend this result to three dimensions using the expression for the Green’s function from
Section 3 and an expansion in Gegenbauer polynomials.
In this section alone, we use (x, y, z) instead of (x′, y′, z′), and (x0, y0, z) instead of
(x, y, z), to shorten the notation in the integrals, and similarly for (r, ϕ, θ). The solution
Q can then be written as
Q(τ, x0, y0, z0) =
∫∫∫
R3+
G(τ, x′, y′, z′, x0, y0, z0) dx
′dy′dz′.
Using (19) and (2),
Q(τ, r0, ϕ0, θ0) =
+∞∫
0
ω¯∫
0
Θ(ϕ)∫
0
exp (ξα(r sin θ sinϕ− r0 sin θ0 sinϕ0)+
ξβ(r sin θ cosϕ− r0 sin θ0 cosϕ0) + ξγ(r cos θ − r0 cos θ0))G(τ, r, θ, ϕ)r2 sin θ dθdϕdr =
eκ
τ
√
r0
∞∑
l=1
Ψl(ϕ0, θ0)
ω¯∫
0
Θ(ϕ)∫
0
Ψl(ϕ, θ) sin θ
∫ +∞
0
e−αr
2
r
3
2 eγ(ϕ,θ)rIλl(βr) drdθdϕ, (31)
where λl =
√
Λ2l +
1
4
, α = 1
2τ
, β = r0
τ
, γ(ϕ, ϑ) = ξα sin θ sinϕ+ ξβ sin θ cosϕ+ ξγ cos θ and
κ = −ξαr0 sin θ0 sinϕ0 − ξβr0 sin θ0 cosϕ0 − ξγr0 cos θ0 − αr20.
Next, we use the idea of exponent representation via ultra-spherical polynomials from
Itkin and Lipton (2016),
e−Sx = Γ(ν)
(
S
2
)−ν ∞∑
k=0
(−1)k(ν + k)Iν+k(S)Cνk (x),
where Cνk (x) are Gegenbauer polynomials and the parameter ν can be chosen arbitrarily.
Substituting this representation with S = βR, x = −γ(ϕ, θ)/β into (31), we get
Q(τ, r0, ϕ0, θ0) =
eκ
τ
√
r0
Γ(ν)
(
β
2
)−ν ∞∑
l=1
∞∑
µ=0
(−1)µ(µ+ ν)Ψl(ϕ0, θ0)×
×
∫∫
Ω
Ψl(ϕ, θ) sin θC
ν
µ(−γ(ϕ, θ)/β) dθdϕ
∫ +∞
0
e−αr
2
r
3
2
−νIλl(βr)Iµ+ν(βr) dr. (32)
For simplicity we choose ν = 1 and then use the identity (Gradsˇtejn et al. (2007)) for the
second integral
I l,µ2 =
∫ ∞
0
e−αr
2
r
1
2 Iλl(βr)Iν+µ(βr)dr = 2
−λl−µ−2α−(λl+µ+5/2)/2βλl+µ+1
·Γ[(3/2 + µ+ λl)/2]
Γ(µ+ 1)Γ(λl + 1)
3F3
[
λl+µ+2
2
λl+µ+3
2
λl+µ+5/2
2
µ+ 2 λl + 1 µ+ λl + 2
;
β2
α
]
,
(33)
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where 3F3(a1, b1, c1; a2, b2, c2; z) is a generalized hypergeometric function.
Moreover, with ν = 1 the Gegenbauer polynomials become the Chebyshev polynomials
of the second kind, which admit the representation (Abramowitz and Stegun (1964))
Ul(x) =
[l/2]∑
k=0
(−1)kC l−kk (2x)l−2k,
where [x] is the floor function. Thus, the integral in (32) over Ω can be represented as
I l,µ1 =
[µ/2]∑
k=0
2µ−2k(−1)µ−kCµ−kk
∫∫
Ω
Ψl(ϕ, θ) sin θ(ξα sin θ sinϕ+ξβ sin θ cosϕ+ξγ cos θ)
µ−2kdθdϕ.
(34)
As a result, we get the expression for the integral
Q(τ, r0, ϕ0, θ0) =
2eκ
βτ
√
r0
∞∑
l=1
∞∑
µ=0
(−1)µ(µ+ 1)Ψl(ϕ0, θ0) · I l,µ1 · I l,µ2 , (35)
where the expression for I l,µ1 is given in (34) and the expression for I
l,µ
2 in (33).
From a computational point of view, this semi-analytical representation has an advan-
tage in comparison to a direct integration of the Green’s function. Consider parametersM
and µmax, the limits in the summation (35), and N the number of terms in the eigenvalue
expansion of Ψl. The integrals over Ω can be computed numerically. Since Θ(θ) is smooth,
we can transform the domain to a rectangle by a smooth change of variables and use a
high order integration method such as Gaussian quadrature. We denote by NΩ the num-
ber of two-dimensional integration nodes. First, we precompute Ψl for all l on the grid;
it can be done with O(MNNΩ) operations. Then, we precompute the integrals in (34),
the complexity of which is is O(µmaxMNΩ). Then, we precompute I
l,µ
1 , with complex-
ity O(µ2maxM). Finally, we compute (35), using our precomputations, with O(µmaxM)
operations. As a result, overall complexity is O(MNNΩ+µmaxMNΩ+Mµ
2
max). In com-
parison, the direct integration of the Green’s function with pre-computations of Ψl for all
l gives O(MNNΩ +MNrNΩ) operations, where Nr is the number of quadrature nodes
for the variable r, and which requires a truncation at some rmax in order to deal with the
improper integral over r. Note that (19) is for the de-drifted Green’s function, so that
after multiplication by the factor in (2) each term in the sum is a non-trivial function of
(r′, φ′, θ′) and no separation structure can be exploited. Usually, the values of µmax and
N can be chosen relatively small in comparison to Nr for comparable accuracy.
In our computations we use the parameters in Table 6, and liabilities as in Table 7.
σ1 σ2 σ3 ρxy ρxz ρyz R1 R2 R3 T
1 1 1 0.8 0.2 0.5 0.4 0.45 0.4 1
Table 6: Assumed model parameters.
In Figure 3 we show the computed joint survival probabilities as a projection onto the
y-z plane for different values of x.
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L1 L2 L3 L12 L13 L21 L23 L31 L32
60 70 65 10 15 10 10 5 10
Table 7: Assumed external and mutual liabilities.
6.3 Computation of Credit and Debt Value Adjustments
In this section, we compute valuation adjustments for credit default swaps (CDS). We
associate x with the protection seller (PS), y with the protection buyer (PB), and z with
the reference name (RN).
The Credit Value Adjustment (CVA) is the additional cost due to the possibility of
the protection seller’s default and can be written as (see Lipton and Savescu (2014))
V CV A(t, x, y, z) = (1− RPS)E[1τPS<min(τPB ,τRN ,T )(V CDSτPS )+|(Xt, Yt, Zt) = (x, y, z)],
where τPS, τPB and τRN are the default times of the protection seller, protection buyer
and reference name, respectively, and V CDSt is the price of a CDS contract on the reference
name with non-risky counterparties.
Using Feynman-Kac, we can write the initial-boundary value problem for CVA as
∂V CV A
∂t
+ LV CV A = 0,
V CV A(t, 0, y, z) = (1− RPS)V CDS(t, z)+,
V CV A(t, x, 0, z) = 0, V CV A(t, x, y, 0) = 0,
V CV A(T, x, y, z) = 0.
Then, by an application of Green’s formula as in Lipton and Savescu (2014),
V CVA(0, r, ϕ, θ) =
1− RPS
2
T∫
0
∞∫
0
Θ(0)∫
0
V CDS(t, r′, 0, θ′)+Gϕ′(t, r
′, 0, θ′, r, ϕ, θ)
sin θ′
dθ′dr′dt,
(36)
where V CDS can be found analytically (Itkin and Lipton (2016)).
Similarly, the Debt Value Adjustment (DVA) represents the additional benefit asso-
ciated with the default and is given by
V DV A(t, x, y, z) = (1− RPB)E[1τPB<min(τPS ,τRN ,T )(V CDSτPB )−|(Xt, Yt, Zt) = (x, y, z)].
Then, using again the Feynman-Kac formula
∂V DVA
∂t
+ LV DVA = 0,
V DVA(t, 0, y, z) = (1− RPS)V CDS(t, z)−,
V DVA(t, x, 0, z) = 0, V DV A(t, x, y, 0) = 0,
V DVA(T, x, y, z) = 0.
Thus,
V DVA(0, r, ϕ, θ) =
RPB − 1
2
T∫
0
∞∫
0
Θ(0)∫
0
V CDS(t, r′, 0, θ′)−Gϕ′(t, r
′, ω¯, θ′, r, ϕ, θ)
sin θ′
dθ′dr′dt.
(37)
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Figure 3: Joint survival probability for 3 banks as a projection on the y-z plane for
different values of x.
A distinct advantage of our semi-analytical method is that we can compute the deriva-
tive Gϕ in (36) and (37) analytically as
Gϕ′(τ, r
′, 0, θ′, r, ϕ, θ) = κ(r′, 0, θ′, r, ϕ, θ)
e−
r′2+r2
2τ
τ
√
r′r
∞∑
l=1
Iλl
(
r′r
τ
)
×
×
(
∞∑
n=1
clnkn tan
kn
(
θ′
2
)
2F1
(
λl, 1− λl, 1 + kn, sin2 θ
′
2
))
×
×
(
∞∑
n=1
cln sin (knϕ) tan
kn
(
θ
2
)
2F1
(
λl, 1− λl, 1 + kn, sin2 θ
2
))
.
Therefore, all terms in (36) and (37) can be computed analytically, and CVA can be
computed by integration. As the functions are smooth, this can be done with a higher
order integration method, such as Gaussian quadrature.
In our computations we use the parameters from Tables 6 and 7. In Figure 4, we then
show the computed CVA as a projection on the z-x plane for different values of y.
The CVA decreases with the distance x (or xPS) from the default boundary of the
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Figure 4: CVA as a projection on the z-x plane for different values of y. We plot on a
truncated domain to better show the impact of the protection buyer on CVA.
protection seller: the less likely the protection seller is to default, the lower the CVA. In
terms of the distance to default z (or xRN) of the reference name, the CVA is highest for
intermediate values: if the RN is close to default, it is unlikely that the PS defaults before
their CDS liability and the CVA is small; if the RN is far from default, it is unlikely that
the protection is payable and again the CVA is small. The CVA mostly increases with
the value of the protection buyer y (or xPB) as their default, which is more likely for small
y, voids the protection payment.
For all three firms, the marginal default probability decreases with the (rescaled,
logarithmic) firm value. It increases with the firm’s volatility. The dependence of the
CVA on the marginal default probabilities and volatilities is therefore implicitly given by
the plots in Figure 4 and we do not show them explicitly for brevity.
The impact of CVA and DVA on CDS prices in this model and its sensitivity to input
parameters, specifically and importantly the correlations between the firms, is discussed in
more detail in Section 7 of Lipton and Savescu (2014) (using the finite element approach).
The complexity of the integration remains the same in the finite-element method, but,
using our semi-analytical method, we compute derivatives in (36) and (37) analytically.
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6.4 Comparison with Merton model
In this section, we compare various important characteristics of the model with a simple
Merton-style model as in Merton (1974), where at the terminal time T the settlement
process is defined in the spirit of Eisenberg and Noe (2001). The main difference to the
above set-up is that there is no continuous default monitoring as in Black and Cox (1976).
As a result, the Green’s function satisfies the following equation
∂G
∂t′
=
1
2
Gx′x′ +
1
2
Gy′y′ +
1
2
Gz′z′ + ρxyGx′y′ + ρxzGx′z′ + ρyzGy′z′ (38)
−µxGx′ − µyGy′ − µzGz′, (t′, x′, y′, z′) ∈ R4+,
with the boundary and initial conditions
G(0, x′, y′, z′, x, y, z) = δ(x′ − x)δ(y′ − y)δ(z′ − z), (x′, y′, z′) ∈ R3+,
G(t′ − t, x′, y′, z′, x, y, z) −→
x′ →−∞
0, G(t′ − t, x′, y′, z′, x, y, z) −→
x′ →+∞
0, (t′, y′, z′) ∈ R3+,
G(t′ − t, x′, y′, z′, x, y, z) −→
y′ →−∞
0, G(t′ − t, x′, y′, z′, x, y, z) −→
y′ →+∞
0, (t′, x′, z′) ∈ R3+,
G(t′ − t, x′, y′, z′, x, y, z) −→
z′ →−∞
0, G(t′ − t, x′, y′, z′, x, y, z) −→
z′ →+∞
0, (t′, x′, y′) ∈ R3+,
(39)
for given (t, x, y, z) ∈ R4+.
The solution of (38), (39) can be expressed as
G(t′ − t, x′, y′, z′, x, y, z) = 1√
(2pi)3|Σ|t exp
(
− 1
2t
(v′ − v − µ)TΣ−1(v′ − v − µ)
)
, (40)
where Σ is the correlation matrix, µ = (µx, µy, µz)
T , v = (x, y, z)T , v′ = (x′, y′, z′)T .
We compare the results of both models for different sets of correlations. We calibrate
the volatilities for the Lipton (2016) model to individual CDS spreads, while for the
Merton model we use individual bond spreads, because they can be easily evaluated as
in the original paper Merton (1974).4 For simplicity, we ignore the dependence (through
liabilities) between banks for the calibration step, and calibrate them individually.
We choose Unicredit, Santander, and Socie´te´ Ge´ne´rale as the first, second, and third
bank, respectively. The data for external liabilities can be found in banks’ balance sheets,
which are publicly available. Usually, mutual liabilities data are not public information,
thus we make the assumption as in Kaushansky et al. (2017) that they are a fixed pro-
portion of the total liabilities, namely 5% here. An asset’s value is the sum of liabilities
and equity price.
In Table 8, we provide all assets Ai and liabilities Li. We take 5-year CDS/bond
spread data from Bloomberg. The results of the calibration are given in Table 9. As
expected, a higher volatility is needed in the Merton model than for continuous default
monitoring to give the same default probabilities and hence credit spreads.
L1 A1 L2 A2 L3 A3
346.58 362.96 89.67 96.37 1607.21 1654.38
Table 8: Assets and liabilities on 30/06/2017 (Bloomberg).
4For CDSs, one needs to take into account the intermediate payments up to default, but in Merton’s
model the default can occur only at the terminal time T .
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Model σ1 σ2 σ3
Lipton (2016) 0.0179 0.0231 0.0105
Merton 0.0194 0.0245 0.0118
Table 9: Calibrated parameters of one-dimensional models on 30/06/2017 for T = 5.
Now we consider several sets of parameters for the correlations along with the cali-
brated volatilities and present the resulting joint survival probabilities in Table 10. The
most striking observation is that while volatilities have been calibrated to give the same
marginal survival probabilities, the Merton model now consistently underestimates the
joint survival probabilities relative to the continuously monitored model. Had we used
the same volatilities for both models, it is clear that the Merton model would have over-
estimates the joint survival probabilities.
Set ρxy ρxz ρyz Lipton (2016) Merton
1 0.0 0.0 0.0 0.6776 0.6316
2 0.8 0.2 0.5 0.7542 0.7165
3 0.2 -0.1 -0.6 0.6739 0.6226
4 0.5 0.5 0.5 0.7428 0.7060
5 0.1 -0.1 -0.2 0.6726 0.6249
Table 10: Joint survival probabilities for different sets of correlation parameters.
7 Conclusion
We have found a semi-analytical formula for the three-dimensional transition probability
of Brownian motion in the positive octant with absorbing boundaries. The density is
hereby represented as a series of special functions containing unknown parameters, which
can be found as the solution of a nonlinear eigenvalue problem.
Applying the results to an extended default model of Lipton (2016) for three banks,
we obtained expressions for joint survival probability, CVA and DVA for a CDS.
This study of the three-dimensional case raised a number of open questions: (i) Es-
tablishing the speed of convergence of the solution as the truncation index N increases,
and finding computable error estimates, would be valuable. (ii) Numerical tests suggest
that the nonlinear eigenvalues of T are also nonlinear eigenvalues of T ′, the derivative of
T with respect to the parameter λ. It would be interesting to investigate this analytically.
(iii) In the uncorrelated case, the n-th eigenvalue has multiplicity n (see the last example
in Appendix B), while in the tests with non-zero correlations the eigenvalues are fairly
evenly spaced with multiplicity 1 (see Table 1). The transition from one case to the other
merits further investigation.
A similar approach may in principle be possible in more than three dimensions. For an
n-dimensional transition probability, separation into spherical coordinates, i.e. the radius
and n−1 angles, can be applied as in the three-dimensional case. In the four-dimensional
case specifically, preliminary computations suggest that a similar representation by spe-
cial functions can be found. This involves finding two nested sequences of nonlinear
eigenvalues, i.e. for each nonlinear eigenvalue as in (16) a further infinite-dimensional
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eigenvalue problem has to be solved, in order to match the zero boundary conditions.
The main question here is the complexity and accuracy of the method. We leave this
question and the n-dimensional problem for future research.
Appendices
A Elimination of the cross-derivatives and drift terms
The correlation matrix of the Brownian motion is positive definite and has the form
Σ =
 1 ρxy ρxzρxy 1 ρyz
ρxz ρyz 1
 > 0.
Then equation (1) can be rewritten as
∂G
∂t′
=
1
2
Gx′x′ +
1
2
Gy′y′ +
1
2
Gz′z′ + ρxyGx′y′ + ρxzGx′z′ + ρyzGy′z′
− µxGx′ − µyGy′ − µzGz′, (t′, x′, y′, z′) ∈ R4+,
(41)
with the boundary and initial conditions
G(0, x′, y′, z′, x, y, z) = δ(x′ − x)δ(y′ − y)δ(z′ − z), (x′, y′, z′) ∈ R3+,
G(t′ − t, 0, y′, z′, x, y, z) = 0, G(t′ − t, x′, y′, z′, x, y, z) −→
x′ →+∞
0, (t′, y′, z′) ∈ R3+,
G(t′ − t, x′, 0, z′, x, y, z) = 0, G(t′ − t, x′, y′, z′, x, y, z) −→
y′ →+∞
0, (t′, x′, z′) ∈ R3+,
G(t′ − t, x′, y′, 0, x, y, z) = 0, G(t′ − t, x′, y′, z′, x, y, z) −→
z′ →+∞
0, (t′, x′, y′) ∈ R3+,
for given (t, x, y, z) ∈ R4+.
To eliminate the cross-derivatives, we introduce the following change of variables
(Lipton et al. (2014), Lipton and Savescu (2014))
α(x, y, z) = x,
β(x, y, z) = − 1
ρ¯xy
(ρxyx− y),
γ(x, y, z) =
1
ρ¯xyχ
[
(ρxyρyz − ρxz)x+ (ρxyρxz − ρyz)y + ρ¯2xyz
]
,
where ρ¯xy =
√
1− ρ2xy and χ =
√
1− ρ2xy − ρ2xz − ρ2yz + 2ρxyρxzρyz. It transforms the
equation (41) to
∂G
∂t′
=
1
2
Gα′α′ +
1
2
Gβ′β′ +
1
2
Gγ′γ′ − µαGα′ − µβGβ′ − µγGγ′,
G(0, α′, β ′, γ′, α, β, γ) = δ(α′ − α)δ(β ′ − β)δ(γ′ − γ),
(42)
with zero boundary conditions on the new domain
D = {ω1e1 + ω2e2 + ω3e3|ωi > 0},
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where
e1 = (0, 0, 1), e2 =
(
0,
χ
ρ¯xyρ¯xz
,−ρyz − ρxzρxy
ρ¯xyρ¯xz
)
, e3 =
(
χ
ρ¯yz
,− ρxyχ
ρ¯xyρ¯yz
,−ρxz − ρyzρxy
ρ¯xyρ¯yz
)
,
and where
µα = µx,
µβ = − 1
ρ¯xy
(ρxyµx − µy),
µγ =
1
ρ¯xyχ
[
(ρxyρyz − ρxz)µx + (ρxyρxz − ρyz)µy + ρ¯2xyµz
]
.
Now we can eliminate the drift term by considering G˜(t′− t, x′, y′, z′, x, y, z) from (2),
which satisfies the following PDE
∂G˜
∂t′
=
1
2
G˜α′α′ +
1
2
G˜β′β′ +
1
2
G˜γ′γ′ ,
G˜(0, α′, β ′, γ′, α, β, γ) = δ(α′ − α)δ(β ′ − β)δ(γ′ − γ),
with zero boundary conditions on ∂D.
We omit tilde for convenience in the following. In order to take advantage of the
wedge-shape of the domain, we change the variables to spherical coordinates
α = r sin θ sinϕ,
β = r sin θ cosϕ,
γ = r cos θ,
where r varies from 0 to +∞. In order to determine the range of values of ϕ, we project
e1 and e2 onto the plane (α, β) and get normalized vectors
H1 = (0, 1),
H2 = (ρ¯xy, ρxy).
Thus, ϕ varies from 0 to
ω¯ = arccos(−ρxy),
and θ varies from 0 to Θ(ϕ), where Θ(ϕ) can be expressed in parametric form as in (3)
and (4) (see Lipton and Savescu (2014) for details).
Now we can rewrite the equation (42) in spherical coordinates, as in (5).
B Schro¨dinger equation with Po¨schl–Teller potential
Consider the Schro¨dinger equation with Po¨schl–Teller potential on a half-line,
Υ′′ −
(
k2 − λ(λ− 1)
cosh2(ζ)
)
Υ = 0 (43)
and boundary condition
Υ(−∞) = 0. (44)
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B.1 Fundamental solution
We follow Flu¨gge (2012) for the solution of (43). Consider the change of variables y =
cosh2(ζ). Then, (43) can be rewritten as
y(1− y)Υ′′ +
(
1
2
− y
)
Υ′ +
(
k2
4
− λ(λ− 1)
4y
)
Υ = 0.
Then, if we consider v(y) = y−λ/2Υ(y), we get the hypergeometric equation
y(1− y)v′′ +
((
λ+
1
2
)
− (λ+ 1)y
)
v′ +
1
4
(
k2 − λ2) v = 0.
The solution of this equation is
v(y) = A · 2F1
(
a, b,
1
2
, 1− y
)
+B
√
1− y · 2F1
(
a+
1
2
, b+
1
2
,
3
2
, 1− y
)
,
where
a =
1
2
(λ− k) , b = 1
2
(λ+ k) .
As a fundamental system we consider standard odd and even real solutions:
Υe(ζ) = cosh
λ(ζ)2F1
(
a, b,
1
2
,− sinh2(ζ)
)
,
Υo(ζ) = cosh
λ(ζ) sinh(ζ)2F1
(
a+
1
2
, b+
1
2
,
3
2
,− sinh2(ζ)
)
,
where 2F1(a, b, c, z) is the Gaussian hypergeometric function.
Any solution can be represented as a linear combination of the fundamental system,
Υ(ζ) = AΥe(ζ) +BΥo(ζ). (45)
Now consider an asymptotic expansion for large ζ . Unlike Flu¨gge (2012), who consider
the asymptotics at ±∞ (see the case Z ≡ ∞ below), if Z(ϕ) is bounded above, we only
consider the asymptotics at −∞.
B.2 General boundary conditions
From the known expansion of the hypergeometric function we get
Υe(ζ)→ 2−λeλ|ζ|Γ
(
1
2
)[
Γ(b− a)
Γ(b)Γ
(
1
2
− a)22ae−2a|ζ| + Γ(a− b)Γ(a)Γ (1
2
− b)22be−2b|ζ|
]
and
Υo(ζ)→ −2−λ−1e(λ+1)|ζ|Γ
(
3
2
)[
Γ(b− a)
Γ
(
b+ 1
2
)
Γ (1− a)2
2a+1e−(2a+1)|ζ|+
+
Γ(a− b)
Γ
(
a + 1
2
)
Γ (1− b)2
2b+1e−(2b+1)|ζ|
]
.
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Assume k > 0. First, consider the case λ − k = 2l. Thus, Γ (1
2
− a) is singular and
Υe(ζ) satisfies the condition (44). Similar, if λ − k = 2l + 1, then Γ (1− a) is singular
and Υo(ζ) satisfies the condition (44).
Hence, in order to satisfy the condition (44) we can choose
A =

Γ(b)Γ
(
1
2
− a) , λ− k /∈ Z+,
1, λ− k = 2l
0, λ− k = 2l + 1
, B =

2Γ
(
b+ 1
2
)
Γ (1− a) , λ− k /∈ Z+,
0, λ− k = 2l,
1, λ− k = 2l + 1.
Using identities for hypergeometric functions we can simplify (45) to
Υ(ζ) = c · ekζ2F1
(
λ, 1− λ, 1 + k, e
2ζ
1 + e2ζ
)
,
for all λ and k.
B.3 Special case ρxy = ρxz = 0, ρyz = 1, i.e. Z ≡ ∞
Consider first the case when Z(ϕ) is unbounded. Now we have to take into account also
the asymptotics at +∞. We note that Υe(−ζ) = Υe(ζ) and Υo(−ζ) = −Υo(ζ). The
first term in Υo(ζ) and Υe(ζ) goes to infinity unless Γ(
1
2
− a) and Γ(1 − a) are singular,
respectively. The gamma function is singular if the argument is a negative integer. Thus,
λrl =
pir
ω¯
+ l
and
Ψrl (ϕ, ζ) =
{
c sin(krϕ)Υe(ζ), l is even,
c sin(krϕ)Υo(ζ), l is odd.
B.4 Special case ρxy = ρxz = ρyz = 0, i.e. Z ≡ 0
In this case ω¯ = pi
2
. We can easily see that Υe(0) = 1 and Υo(0) = 0 for any k and
λ. Thus, A = 0, B = 1. Now we want to find the corresponding eigenvalues. Applying
boundary condition (44), we get
λl = 2l + 1, n ≥ 0,
and the corresponding eigenvectors are
Ψrl (ϕ, ζ) = c sin(krϕ)Υo(ζ),
where 1 ≤ r ≤ l.
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