development (Pandey et al., 2009; Fujisawa et al., 1999; Jaffé et al., 2012 ). An important question arising from this study is how COLD1 (and its plant homologs) may contribute to cold tolerance. Here, the topology of COLD1 suggests that it may function as an ion-conducting protein. The authors observe the localization of COLD1 in the endoplasmic reticulum and the plasma membrane. Interestingly, a recent study characterized a similar mammalian protein as being resident in the Golgi and functioning as a cellular Golgi pH regulator in Chinese hamster (Cricetulus griseus). This protein was found to be involved in Golgi acidification and functioning as a voltage-dependent anion channel (Maeda et al., 2008 Haroush and Williams trained pairs of monkeys to play in a prisoner's dilemma game, a model of social interactions. Recording from the dorsal anterior cingulate cortex (dACC), they find neurons whose activity reflects the anticipation of the opponent's yet unknown choice, which may be important in guiding animals' performance in the game.
Imagine that you are playing the following game against a stranger. Each of you has to choose the option C or D without knowing which option your opponent will choose. Your outcome will depend both on your own decision and your opponents, as outlined on a table (or a ''payoff matrix''; Figure 1A ). If both of you choose C, you both get $4. If both choose D, both get $2. However, if one chooses C and the other D, the former gets the biggest reward ($6) while the latter gets the smallest ($1). Which option would you choose?
Here is one way to think. Assuming that your opponent chooses C, you get $4 A closer look might make you unhappy though. Choosing D actually results in the worst outcome in terms of the total gain (2+2 < 1+6 < 4+4). Moreover, both players choosing C ($4) is better than both players choosing D ($2). Why not both choose C? Well, if your opponent knows that you will choose C, he or she might betray or defect you (i.e., choose D) to get a larger reward! ''Cooperation'' is needed for the common good.
This type of game is called a prisoner's dilemma (PD), which was named after the famous example of prisoners negotiating with attorneys ( Figure 1B) (Camerer, 2003) . To be a PD game, the payoff matrix has to fulfill specific criteria ( Figure 1C) . It is the mathematical structure of the payoff matrix that generates the sense of cooperation and defection. In other words, one need not be told that C is cooperation and D is defection.
Game theory studies what happens when people-or genes or nationsinteract (Camerer, 2003; Morgenstern and Von Neumann, 1953) . It provides the strategy that a self-interested ''rational'' agent must follow in such situations. In the case of the game described above, game theory predicts that both players will choose D (mutual defect) since there is no incentive for each player to move away from it (that is, mutual defection is the only ''Nash equilibrium'' in the PD game). Contrary to this reasoning, when humans play the PD game, about half of the players cooperate (Camerer, 2003) . When the games are repeated with the same stranger (iterated PD), cooperation starts high and then decreases over time (Camerer, 2003; Rilling et al., 2002) . When non-human animals play PD games, fewer but some cooperative behaviors have been observed (Stevens and Hauser, 2004) . The PD game has been regarded as the E.coli of social psychology (Axelrod, 1997): it mimics many real-world dilemmas and is thought to be a good model to study the emergence and development of cooperative behavior. Yet, very little is known about the neural underpinnings of PD games (Behrens et al., 2009; Fehr and Camerer, 2007; Rilling et al., 2002) . To address this question at a single-neuron level, in this issue of Cell, Haroush and Williams (2015) trained monkeys, not humans, to play in an iterated PD game ( Figure 1D ) (Haroush and Williams, 2015) .
In their study, the monkeys sit side by side and make decisions sequentially to obtain different amounts of juice instead of money. They cannot see the other's choice until both have made their selections. Contrary to the game theoretic prediction, the monkeys choose C (''cooperation'') in 34.7% of trials. Note that choosing C does not necessarily mean that the monkeys understand the concept of ''cooperation'' or even aim for mutual benefits; in this task, it is hard to know whether the monkeys know the amount of juice the opponent got. Note also that the monkeys have to learn the payoff matrix by playing (that is, no explicit explanation of the payoff matrix could be given). Nevertheless, the monkeys choose C more often if the other chooses C in the preceding trial and less so if the other chooses D, similar to how humans perform in this game. Furthermore, when a monkey plays either with a computer or with a monkey partner in a separate room, the overall probability of choosing C greatly decreases, suggesting that social contexts affect their choices. Lastly, to probe whether the monkeys have good understanding of the payoff matrix, in some trials, the monkey is informed of the opponent's choice before it makes a decision. In these trials, the monkey chooses D more than 90% of the time when the opponent had already chosen D.
The authors then recorded the activity of single neurons in the dorsal anterior cingulate cortex (dACC). The ACC is subdivided into the dorsal and ventral parts (dACC and vACC, respectively); dACC is thought to be involved in reward-guided decisions and processing cognitive conflicts, whereas vACC is involved in social emotions and social interests (Behrens et al., 2009; Rilling et al., 2002; Rudebeck et al., 2006; Somerville et al., 2006) . They find two non-overlapping neuronal populations whose activity co-fluctuates with either the monkey's own choice or the opponents' yet-unknown choice. Specifically, 27.6% of the recorded neurons encode the opponent's choice (versus 11.4% for self-choice) during the post-selection period and 7% (versus 15.7% for self-choice) during the pre-selection period. Note that both of these periods are before the opponent's decision is revealed to the monkey, suggesting that these activities are related to prediction or anticipation of the opponent's choice. Based on the activity of a population of other-predicting neurons, it is possible to ''decode'' the opponent's choice with high precision (79.4%). Importantly, the number of other-predicting neurons decreases when two monkeys play in separate rooms.
Further analyses help to exclude the possibility that other-predicting neurons are encoding other task features. For example, based on the payoff matrix, the monkey receives an overall larger reward (four or six drops of juice) when the opponent chooses C compared to when the opponent chooses D (one or two drops). Could these ''other-predicting'' neurons in fact encode expected self-reward? Their results suggest that this is not the case.
They further show that disrupting the dACC activity by applying a strong electrical current during the pre-selection period decreases the odds of choosing C. This effect is most prominent in trials when the opponent chose C in the previous trial. It is unclear, however, whether this behavioral effect is due to the alteration of other-predicting neurons; most other-predicting neurons are active after rather than before selection. Instead, other-predicting neurons may contribute to learning for future trials. Further efforts are required to elucidate how otherpredicting neurons contribute to choices and what aspects of social interactions or prior experience drive their activity. Furthermore, how electrical stimulation of the dACC, which may perturb the activity of other interconnected areas, leads to less ''cooperative'' choices remains to be further investigated. Finally, what really makes the difference between two monkeys sitting side by side versus playing in separate rooms? This last question may provide insights into what defines ''social.' ' Haroush and Williams (2015) provide a powerful experimental system to study the neural mechanisms underlying social decision making. The abilities to record single-neuron activities and to manipulate their activities offer unprecedented opportunities to unravel intricate brain processes underlying aspects of social interactions.
