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DECIDING THE CHROMATIC NUMBERS OF
ALGEBRAIC HYPERGRAPHS
JAMES H. SCHMERL
Abstract. For each infinite cardinal κ, the set of algebraic hy-
pergraphs having chromatic number no larger than κ is decidable.
A polynomial p(x0, x1, . . . , xk−1) over the reals R is (k, n)-ary if each
xi is an n-tuple of variables. Following [13], we say that a (k, n)-ary
polynomial p(x0, x1, . . . , xk−1) is avoidable if the points of R
n can be
colored with countably many colors such that whenever a0, a1, . . . , ak−1
∈ Rn are distinct and p(a0, a1, . . . , ak−1) = 0, then there are i < j < k
such that the points ai, aj are differently colored. The polynomial is
unavoidable if it is not avoidable. The motivating examples are the
(3, n)-ary polynomials
‖x− y‖2 − ‖y − z‖2, for 2 ≤ n < ω,
which, after a series of partial results [4], [5], [10], [7], [9], [11], were
shown [12] to be avoidable. If one is willing to ignore a small set of
solutions (i.e., those consisting of collinear points), then this result
can suggestively be paraphrased as “the sets of vertices of isosceles
triangles in Rn can be avoided”. All the avoidable polynomials were
subsequently characterized in [13]. This characterization led to [13,
Theorem 0.2] stating that the set of unavoidable polynomials over the
rationals Q is computably enumerable (c.e.). It was then explicitly
conjectured in [13, §3] that this set is computable. This conjecture will
be proved here (Corollary 4.8).
Avoidability involves countable colorings. The notion of avoidabil-
ity was extended to uncountable colorings in [14]: for an infinite car-
dinal κ, the (k, n)-ary polynomial p(x0, x1, . . . , xk−1) is κ-avoidable
if the points of Rn can be colored using κ colors such that whenever
a0, a1, . . . , ak−1 ∈ R
n are distinct and p(a0, a1, . . . , ak−1) = 0, then there
are i < j < k such that the points ai, aj are differently colored. A poly-
nomial is κ-unavoidable if it is not κ-avoidable. Avoidability is the
same as ℵ0-avoidability. The results of [13] about avoidable polynomi-
als were extended in [14] to κ-avoidable polynomials for each infinite
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cardinal κ. In particular, the κ-avoidable polynomials were character-
ized in [14], leading to the conclusion (although unstated in [14]) that
for every infinite κ, the set of κ-unavoidable polynomials over Q is c.e.
It should be pointed out that whether or not a given polynomial is
κ-avoidable may well depend on what 2ℵ0 is. Perhaps the quintessential
example arises from a result of Fox [8, Coro. 1] stating that, for each
k < ω and each ordinal α, the (k + 3, 1)-ary polynomial
x0 + x1 + x2 + · · ·+ xk − xk+1 − kxk+2
is ℵα-avoidable iff ℵα+k ≥ 2
ℵ0. Another classic example (cf. [14, Prop.
1.4]) is that if k < ω, then “the sets of vertices of orthogonal (k + 1)-
simplices in Rk+1 is avoidable” iff 2ℵ0 ≤ ℵk.
Not only will the conjecture from [13] be proved here, but so will its
extension to κ-avoidable polynomials. It will be proved here (Corol-
lary 4.8) that if κ is an infinite cardinal, then the set of κ-avoidable
polynomials over Q is computable. This result will further be extended
to all polynomials over R: if κ is an infinite cardinal, then the set of
κ-avoidable polynomials over R is decidable.1
The title and abstract of this paper do not mention avoidable poly-
nomials, but instead refer to the chromatic numbers of algebraic hyper-
graphs. Next, we describe the connections between these two concepts.
If 2 ≤ k < ω, then H is a k-hypergraph if H = (V,E), where V (the
set of its vertices) is any set and E (the set of its edges) is a set of
k-element subsets of V .2 A function ϕ : V −→ C is a coloring of H .
For a cardinal κ, the coloring ϕ is a κ-coloring if |C| ≤ κ and is a
proper coloring if it is not constant on any edge. If there is a proper
κ-coloring of H , then H is κ-colorable. The least κ for which H is
κ-colorable is its chromatic number χ(H).
Suppose that f : (Rn)k −→ R (for example, f might be a (k, n)-
ary polynomial). Then the zero k-hypergraph of f is (Rn, E), where
E is the set of k-element subsets {a0, a1, . . . , ak−1} of R
n such that
f(a0, a1, . . . , ak−1) = 0. We say that a k-hypergraph is algebraic if it
is the zero k-hypergraph of a (k, n)-ary polynomial. Finally, observe
that if p(x0, x1, . . . , xk−1) is a (k, n)-ary polynomial, then its zero k-
hypergraph is κ-colorable iff p(x0, x1, . . . , xk−1) is κ-avoidable.
1Being uncountable, this set cannot be computable. Nevertheless, there is a
natural way to extend computable to this context, resulting in what we are calling
decidable. See Definition 4.10.
2In general H = (V,E) is a hypergraph if E is a set of subsets of V . What
are here called k-hypergraphs are more usually called k-uniform hypergraphs. All
hypergraphs occurring in this paper are k-hypergraphs for some k.
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The rest of this paper consists of 4 sections. The first, which com-
prises four subsections, contains some of the preliminary definitions
and results. The relevant material from [14] is summarized in §2. The
main theorem and its proofs are in §3, and some of its consequences
about algebraic hypergraphs are presented in §4.
§1. Preliminaries. This section contains some preliminary mate-
rial.
1.1. The Usual Stuff. Every ordinal is the set all smaller ordinals,
and every cardinal is an inital ordinal. In particular, ω is the set of
finite ordinals and ℵ0 = ω. If α is an ordinal and λ is a cardinal, then
we define 2λα by recursion on α as follows: 2
λ
0 = λ; 2
λ
α+1 = 2
2λα ; if α is
a limit ordinal, then 2λα =
⋃
{2λβ : β < α}. We let iα = 2
ℵ0
α . Given
a cardinal λ and n < ω, we define λ+n recursively by: λ+0 = λ and
λ+(n+1) = (λ+)+n. Conventionally, let λ+∞ ≥ κ for any cardinals κ
and λ.
Let X be a set. If n < ω, then Xn is the set of n-tuples of elements
of X . Be cautioned that if γ is an ordinal, then the notation γn will
never be used to denote an ordinal, but will always denote the set of
n-tuples of smaller ordinals. If x ∈ Xn, then it will often be implicit
that x = 〈x0, x1, . . . , xn−1〉. As usual, P(X) is the set of all subsets
of X , and [X ]n = {A ∈ P(X) : |A| = n}.
Suppose that X is linearly ordered by <; for example, let X be an
ordinal or a set of reals. If we write {x0, x1, . . . , xk−1}< ∈ [X ]
k, then it
is to be understood that x0 < x1 < · · · < xk−1. We let X
(n) = {x ∈
Xn : x0 < x1 < · · · < xn−1}.
1.2. The Erdo˝s-Rado Theorem. This subsection reviews the
Erdo˝s-Rado Theorem and some of its variants that will be used later.
Theorem 1.1: (The Erdo˝s-Rado Theorem) If λ is an infinite cardi-
nal and r < ω, then (2λr )
+ −→ (λ+)r+1λ (that is, if F : [(2
λ
r )
+]r+1 −→ λ,
then there is X ⊆ (2λr )
+ such that |X| = λ+ and F is constant on
[X ]r+1).
Corollary 1.2: (The Polarized Erdo˝s-Rado Theorem) If λ is an
infinite cardinal, r < ω and F : ((2λr )
+)r+1 −→ λ, then there are
X0, X1, . . . , Xr ⊆ (2
λ
r )
+ such that |X0| = |X1| = · · · = |Xr| = λ and F
is constant on X0 ×X1 × · · · ×Xr.
Proof. Define G : [(2λr )
+]r+1 −→ λ so that if A = {a0, a1, . . . , ar}< ∈
[(2λr )
+]r+1, then G(A) = F (〈a0, a1, . . . , ar〉). Theorem 1.1 assures that
there is Y ⊆ (2λr )
+ such that |Y | = λ+ and G is constant on [Y ]r+1.
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Let X0, X1, . . . , Xr ⊆ Y be such that |X0| = |X1| = · · · = |Xr| =
λ and sup(Xi) < min(Xi+1) for all i < r. Then F is constant on
X0 ×X1 × · · · ×Xr. 
Baumgartner [1, Theorem 1] improved the Erdo˝s-Rado to a canonical
version. IfX is a set that is linearly ordered by<, k < ω, F is a function
on [X ]k and C ⊆ [X ]k, then we say that F is canonical on C if there is
I ⊆ k such that whenever {x0, x1, . . . , xk−1}<, {y0, y1, . . . , yk−1}< ∈ C,
then F (x) = F (y) iff xi = yi for all i ∈ I.
Theorem 1.3: (The Canonical Erdo˝s-Rado Theorem) If λ is an
infinite cardinal, r < ω and F is a function on [(2λr )
+]r+1, then there
is X ⊆ (2λr )
+ such that |X| = λ+ and F is canonical on [X ]r+1.
If I ⊆ k < ω and X = X0 × X1 × · · · × Xk−1, then we define the
equivalence relation ∼I on X so that if x, y ∈ X , then x ∼I y iff xi = yi
for all i ∈ I. If ≈ is an equivalence relation on X and D ⊆ X , then
we say that ≈ is canonical on D if there is I ⊆ k such that ≈ and ∼I
agree on D.
Corollary 1.4: (The Polarized Canonical Erdo˝s-Rado Theorem)
If λ is an infinite cardinal, r < ω and ≈ is an equivalence relation
on ((2λr )
+)r+1, then there are X0, X1, . . . , Xr ⊆ (2
λ
r )
+ such that |X0| =
|X1| = · · · = |Xr| = λ and ≈ is canonical on X0 ×X1 × · · · ×Xr.
Proof. Let F be a function on [(2λr )
+]r+1 such that whenever
{x0, x1, . . . , xr}<, {y0, y1, . . . , yr}< ∈ [(2
λ
r )
+]r+1,
then
F ({x0, . . . , xr}) = F ({y0, . . . , yr}) iff 〈x0, . . . , xr〉 ≈ 〈y0, . . . , yr〉.
Apply Theorem 1.3 to get Y ⊆ (2λr )
+ such that |Y | = λ+ and F
is canonical on [Y ]r+1. Just as in the proof of Corollary 1.2, let
X0, X1, . . . , Xr ⊆ Y be such that |X0| = |X1| = · · · = |Xr| = λ
and sup(Xi) < min(Xi+1) for all i < r. Then ≈ is canonical on
X0 ×X1 × · · · ×Xr. 
There is one more corollary that will be useful.
Corollary 1.5: If λ is an infinite cardinal and r,m < ω, then
there is a cardinal κ < 2λω such that if F : κ
r+1 −→ λ(m), then there
are X0, X1, . . . , Xr ⊆ κ such that |X0| = |X1| = · · · = |Xr| = λ and
whenever x, y ∈ X0×X1×· · ·×Xr and i < j < m, then F (x)i 6= F (y)j.
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Proof. We choose κ < 2λω to be large enough for this proof to work.
Consider any F : κr+1 −→ λ(m). Let F0, F1, . . . , Fm−1 : κ
r+1 −→
λ be such that F (x) = 〈F0(x), F1(x), . . . , Fm−1(x)〉 for all x ∈ κ
r+1.
Observe that F0(x) < F1(x) < · · · < Fm−1(x) < λ. Letting ≈i be
the equivalence relation on κr+1 such that if x, y ∈ κr+1, then x ≈i y
iff Fi(x) = Fi(y), then (Corollary 1.4) we can assume that each ≈i
is canonical on κr+1; thus, there are Ni ⊆ r + 1 such that whenever
x, y ∈ κr+1, then x ∼Ni y ⇐⇒ Fi(x) = Fi(y). We can now take
κ = (2λ2r+1)
+.
If I = {i0, i1, . . . , ir}< ⊆ 2r + 2 and J = {j0, j1, . . . , jr}< ⊆ 2r + 2,
then we say that I, J are interlaced if whenever ℓ < k, then iℓ < jℓ+1
and jℓ < iℓ+1. We will use the following ad hoc notation for this
proof: if A = {a0, a1, . . . , a2r+1}< ∈ [κ]
2r+2 and I ∈ [2r + 2]r+1, then
A|I = {ai : i ∈ I}.
Let G be a function on [κ]2r+2 having finite range such that when-
ever A = {a0, a1, . . . , a2r+1}< ∈ [κ]
2r+2 and B = {b0, b1, . . . , b2r+1}< ∈
[κ]2r+2, then G(A) = G(B) iff whenever I, J ∈ [2r+2]r+1 and i, j < m,
then Fi(A|I) = Fj(A|J) iff Fi(B|I) = Fj(B|J). By Theorem 1.1, let
Y ⊆ κ be such that |Y | = λ+ and G is constant on [Y ]2r+2.
Claim: Suppose that i, j < m are distinct, A ∈ [Y ]2k+2 and I, J ⊆
[2k + 2]k+1 are interlaced. Then Fi(A|I) 6= Fj(A|J).
Since I, J are interlaced and ≈i agrees with ∼Ni on κ
r+1, we get that
Fi(A|I) = Fi(A|J). Since Fi(A|J) 6= Fj(A|J), we get that Fi(A|I) 6=
Fj(A|J), proving the claim.
Just as in the proofs of Corollaries 1.2 and 1.4, let X0, X1, . . . , Xr ⊆
Y be such that |X0| = |X1| = · · · = |Xr| = λ and sup(Xi) < min(Xi+1)
for all i < r. To see that these sets are as required, let x, y ∈ X0×X1×
· · · ×Xr. Then there are A ∈ [Y ]
2k+2 and interlaced I, J ⊆ [2k+ 2]k+1
such that {x0, x1, . . . , xk} = A|I and {y0, y1, . . . , yk} = A|J . Then the
claim implies that F (x)i = Fi(x) 6= Fj(y) = F (y)j whenever i < j <
m. 
1.3. Hypergraphs. The definitions of a hypergraph and some ancil-
lary notions were given in the introduction. Suppose thatH1 = (V1, E1)
and H2 = (V2, E2) are hypergraphs. Then, H1 is a subhypergraph of
H2 if V1 ⊆ V2 and E1 ⊆ E2. We write H1 ⊆ H2 when H1 is a subhyper-
graph of H2. If V1 ⊆ V2 and E1 = E2 ∩ P(V1), then H1 is an induced
subhypergraph of H2. If V1 = V2 and E1 ⊆ E2, then H1 is a spanning
subhypergraph of H2. If f : V1 −→ V2 is an isomorphism from H1 onto
a subhypergraph of H2, then f is an embedding of H1 into H2. If
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there is an embedding of H1 into H2, then H1 is embeddable into H2
or H2 embeds H1. If H1 is embeddable into H2, then χ(H1) ≤ χ(H2).
1.4. Algebraicity/Semialgebraicity. Let R = (R,+,−,×, 0, 1,≤)
be the ordered field of the real numbers. By Tarski’s famous theorem,
Th(R), the first-order theory of R, is exactly the same as RCF, which is
the theory of the class of all real closed ordered fields, thereby proving
that Th(R) is decidable.
Let LOF = {+,−,×, 0, 1,≤} be the first-order language appropriate
for ordered fields. Consider a real closed ordered field R = (R,+,−,×, 0, 1,≤).
If D ⊆ R, let LOF (D) be LOF augmented with names for the elements
of D. If n < ω and A ⊆ Rn, then A is D-definable if it is definable in
R by a first-order LOF (D)-formula. If A is R-definable in R, then it is
R-semialgebraic. If A ⊆ Rn is the zero-set of a polynomial (or, equiv-
alently, a set of polynomials) over R, then A is an R-algebraic set. We
say that a set is semialgebraic (algebraic) when it is R-semialgebraic
(R-algebraic).
Some definitions from the introductions are generalized from R to
an arbitrary real closed field R. If f : (Rn)k −→ R, then the zero
k-hypergraph of f is (Rn, E), where E is the set of k-element sub-
sets {a0, a1, . . . , ak−1} of R
n such that f(a0, a1, . . . , ak−1) = 0. A k-
hypergraph is R-algebraic if it is the zero hypergraph of some (k, n)-
ary polynomial over R.
If m < ω, then an open m-cube is a set B = B0×B1×· · ·×Bm−1 ⊆
Rm, where each Bi is a nonempty open interval of R. For example, R
m
is an open m-cube. More generally, if R is a real closed field, then a
subset (a, b) = {x ∈ R : a < x < b}, where a, b ∈ R ∪ {−∞,∞},
is an open interval of R. An open m-cube of R is a subset B =
B0×B1×· · ·×Bm−1 ⊆ R
m, where each Bi is a nonempty open interval
of R.
Suppose that p(x0, x1, . . . , xk−1) is a (k, n)-ary polynomial. Then
p(x0, x1, . . . , xk−1) is symmetric if whenever π : k −→ k is a permuta-
tion, then p(a0, a1, . . . , ak−1) = p(aπ(0), aπ(1), . . . , aπ(k−1)). It is reflex-
ive if p(a0, a1, . . . , ak−1) = 0 whenever ai = aj for some i < j < k. If
H is the zero hypergraph of the polynomial p(x0, x1, . . . , xk−1), then
H is also the zero hypergraph of the polynomial∏
π
p(xπ(0), xπ(1), . . . , xπ(k−1))×
∏
i<j<d
(xi − xj),
which is both symmetric and reflexive.
If f : U −→ R, where U ⊆ Rm, then f is a Nash function if U is an
open set and f is both semialgebraic and C∞. A function f : U −→ Rn
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is Nash if each of its n component functions is Nash. These definitions
do generalize to any real closed field R, in which case we say that f is
R-Nash. The following lemma refers to R-semialgebraically connected
sets (see, for example, [2, Chap. 3.2]).
Lemma 1.6: Let f : U −→ R be a Nash function, where U ⊆ Rn
is connected. Suppose that D ⊆ R, f is D-definable, and there is t =
〈t0, t1, . . . , tn−1〉 ∈ U such that f(t0, t1, . . . , tn−1) = 0 and t0, t1, . . . , tn−1
are algebraically independent over D. Then, f is identically 0 on U .
Proof. Suppose that t ∈ U is as in the hypothesis. Consider any
a ∈ U intending to prove that f(a) = 0. Since U is connected, there is
a semialgebraic path in U from t to a ([2, Prop. 2.5.13]), and since U is
open there is a rectilinear path (that is, the union of finitely many line
segments parallel to the coordinate axes) in U from t to a such that
each endpoint s = 〈s0, s1, . . . , sn−1〉 (except for a) of each segment. is
such that s0, s1, . . . , sn−1 are algebraically independent over D. Then,
using induction on n, we can assume that n = 1. Thus, U ⊆ R is an
open interval. Since t0 is not algebraic over D and f is D-definable,
there are infinitely many b ∈ U such that f(b) = 0. Because f is
analytic, then f ≡ 0 on U , so f(a) = 0. 
We will be considering a real-closed field R ≻ R; that is, R is an
elementary extension of R. If m < ω and A ⊆ Rm is semialgebraic,
then we let AR ⊆ Rm be defined in R by the same formula that defines
A in R. This definition of AR does not depend on the choice of the
formula defining A, so AR is well defined. IfH = (Rn, E) is an algebraic
k-hypergraph, then HR = (Rn, ER) is also a k-hypergraph.
Lemma 1.6: Suppose that R ≻ R. Let f : U −→ R be an R-Nash
function, where U ⊆ Rn is R-semialgebraically connected. Let D ⊆ R
be such that f is D-definable. Suppose that t0, t1, . . . , tn−1 ∈ R are such
that 〈t0, t1, . . . , tn−1〉 ∈ U , f(t0, t1, . . . , tn−1) = 0 and t0, t1, . . . , tn−1 are
algebraically independent over D. Then, f is identically 0 on U .
Proof. Let Z ⊆ U be the union of all open subsets of U on which
f is constantly 0. Then t ∈ U . Let V ⊆ Z be the R-semialgebraically
connected component of Z to which t belongs. Then V is open and
R-semialgebraic. On the other hand, V is relatively closed in U . Hence
V = U since U is R-semialgebraically connected, so f is identically 0.

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§2. A Summary. This section summarizes the relevant results of
[14]. It also contains the requisite definitions for understanding these
results.
If 1 ≤ d < ω and 2 ≤ k < ω, then P is a d-dimensional k-template
if P is a set of d-tuples and |P | = k. Two d-dimensional k-templates
P,Q are isomorphic if there is a bijection f : P −→ Q such that
whenever x, y ∈ P and i < d, then xi = yi iff f(x)i = f(y)i. If
both P and Q are d-dimensional k-templates, then we say that Q is a
homomorphic image of P if there is a surjective function f : P −→ Q
such that whenever x, y ∈ P , i < d and xi = yi, then f(x)i = f(y)i.
IfX = X0×X1×· · ·×Xd−1 and P is a d-dimensional k-template, then
its template hypergraph L(X,P ) on X is the k-hypergraph whose
set of vertices is X and whose edges are those k-templates Q ⊆ X that
are homomorphic images of P . If P is a d-dimensional k-template,
then L(Rd, P ) is an algebraic k-hypergraph.
Let P be a d-dimensional k-template. We say that a subset I ⊆ d is a
distinguisher for P if whenever x, y ∈ P are distinct, then xi 6= yi for
some i ∈ I. We then define e(P ) to be the least e that is the cardinality
of a distinguisher. Obviously, e(P ) ≤ d since d itself is a distinguisher.
One easily proves by induction on k that 1 ≤ e(P ) ≤ k − 1.
Theorem 1.1. of [14] asserts that if P is a d-dimensional k-template,
then χ
(
L(Rd, P )
)
is the least κ such that κ+(e(P )−1) ≥ 2ℵ0. This the-
orem was stated to apply only to R since the primary interest in [14,
§1] was with L(Rd, P ). However, the following more general theorem
could just as easily have been inferred from results in [14].
Theorem 2.1: (cf. [14, Theorem 1.1]) Suppose that P is a d-
dimensional k-template and X is an infinite set. Then χ
(
L(Xd, P )
)
is
the least κ such that κ+(e(P )−1) ≥ |X|.
The next easily proved lemma shows that in certain situations the
only d-dimensional k-templates that need to be considered are those
with d < k.
Lemma 2.2: (cf. [14, Lemma 1.7]) Suppose that P is a d-dimensional
k-template. There is an e(P )-dimensional k-template Q such that for
every set X, L(Xe(P ), Q) is embeddable into L(Xd, P ).
(
Moreover,
L(Xe(P ), Q) is isomorphic to an induced subhypergraph of L(Xd, P )
)
.
If A = A0×A1× · · ·×Ad−1, then a function g : A −→ Y is one-to-
one in each coordinate if whenever a, b ∈ A are such that ai 6= bi for
exactly one i < d, then g(a) 6= g(b). Suppose that P is a d-dimensional
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k-template, A = A0×A1×· · ·×Ad−1 andH = (V,E) is a k-hypergraph.
A function f : A −→ V is an immersion of L(A, P ) into H if f is one-
to-one in each coordinate and is such that whenever {x0, x1, . . . , xk−1}
is an edge of L(A, P ) and f(x0), f(x1), . . . , f(xk−1) are pairwise dis-
tinct, then {f(x0), f(x1), . . . , f(xk−1)} is an edge of H . If there is an
immersion of L(A, P ) into H , then L(A, P ) is immersible in H . If
R is a real closed field, B ⊆ Rk is an open k-cube and H = (Rn, E),
then it makes sense to refer to an immersion of L(B,P ) into H as being
R-semialgebraic or R-Nash.3 If there is such an R-semialgebraic immer-
sion, then we say that L(B,P ) is R-semialgebraically immersible
into H . If L(B,P ) is R-semialgebraically immersible into H , then there
is an R-Nash immersion of L(Rd, P ) into H .
Lemma 2.3: ([14, Lemma 2.1]) If H is an algebraic k-hypergraph,
P is a d-dimensional k-template and L(Rd, P ) is semialgebraically im-
mersible into H, then L(Rd, P ) is embeddable into H.
The following theorem is the principal result of [14].
Theorem 2.4: ([14, Theorem 2.2]) Suppose that H is an algebraic
k-hypergraph and κ is an infinite cardinal. The following are equivalent:
(1) χ(H) ≤ κ;
(2) if P is a d-dimensional k-template and L(Rd, P ) is embeddable
into H, then χ(L(Rd, P )) ≤ κ;
(3) if P is a (k−1)-dimensional k-template and L(Rk−1, P ) is semi-
algebraically immersible in H, then χ(L(Rk−1, P )) ≤ κ.
It should be noted that the instance of the previous theorem when
κ = ℵ0 had already appeared in [13]. We will see in Corollary 4.3 that
“semialgebraically” can be omitted in (3) and also in Lemma 2.3.
§3. Compactness/Decidability. The main result of this section,
Theorem 3.1, is a sort of effective compactness theorem. Various con-
sequences of Theorem 3.1 will be presented in the next section.
We begin with a way of constructing some new k-templates from an
old one. Suppose that m ≤ d < ω and π : d −→ m is a surjection. If
x = 〈x0, x1, . . . , xd−1〉 is a d-tuple, then we define the π-collapse of x
to be the m-tuple y = 〈y0, y1, . . . , ym−1〉 where, if j < m, then yj is the
π−1(j)-tuple such that if π(i) = j, then yj,i = xi. If P is a d-dimensional
k-template, then P π, the π-collapse of P , is the set of the π-collapses
3Indeed, what was referred to as an immersion in [14] and [13] is what is here is
being called a Nash immersion
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of elements of P . Clearly, P π is an m-dimensional k-template. If I is
a distinguisher for P , then {π(j) : j ∈ I} is a distinguisher for P π, so
e(P π) ≤ e(P ).
We will say that a polynomial p(x0, x1, . . . , xk−1, y) is ((k, n)+ℓ)-ary
if each xi is an n-tuple of variables and y is an ℓ-tuple of variables. A
formula ϕ(z, x, y) is (d+n+ ℓ)-ary if z is a d-tuple, x is an n-tuple and
y is an ℓ-tuple.
Theorem 3.1: Suppose that p(x0, x1, . . . , xk−1, y) is a ((k, n) + ℓ)-
ary polynomial over Q and P is a d-dimensional k-template. Then
there are M < ω and, for each surjection π : d −→ m, an (m + n +
ℓ)-ary LOF -formula ϕπ(z, x, y) such that whenever c ∈ R
ℓ, Hc is the
zero k-hypergraph of p(x0, x1, . . . , xk−1, c) and L(M
d, P ) is embeddable
into Hc, then there is π such that ϕπ(z, x, c) defines an immersion of
L(Rm, P π) into Hc.
Proof. By replacing p(x0, x1, . . . , xk−1, y) with∏
σ
p(xσ(0), xσ(1), . . . , xσ(k−1), y)×
∏
i<j<d
(xi − xj),
(where σ ranges over all permutations of k) if needed, we can assume
that for each c ∈ Rℓ, p(x0, x1, . . . , xk−1, c) is symmetric and reflexive.
Let Π be the set of all π such that for some m ≤ d, π : d −→ m is
a surjection. If π ∈ Π and m is the range of π, then m = π[d]. When
we consider a formula ϕπ(z, x, y) then it is to be understood that it is
a (π[d] + n+ ℓ)-formula.
Suppose, for a contradiction, that there are no suchM and 〈ϕπ(z, x, y) :
π ∈ Π〉 as in the theorem. Thus, we have the following:
(∗) For every M < ω and 〈ϕπ(z, x, y) : π ∈ Π〉, there is
c ∈ Rℓ such that L(Md, P ) is embeddable into Hc and
for no π ∈ Π does ϕπ(z, x, c) define an immersion of
L(Rπ[d], P π) into Hc.
The statement (∗) implies the following stronger one:
(∗∗) For every M < ω and finitely many 〈ϕ0,π(z, x, y) : π ∈
Π〉, 〈ϕ1,π(z, x, y) : π ∈ Π〉, . . . , 〈ϕN,π(z, x, y) : π ∈ Π〉,
there is c ∈ Rℓ such that L(Md, P ) is embeddable into
Hc and for no i ≤ N and π ∈ Π does ϕi,π(z, x, c) define
an immersion of L(Rπ[d], P π) into Hc.
To prove (∗∗), suppose thatM < ω and 〈ϕi,π(z, x, y) : i ≤ N, π ∈ Π〉
constitute a counterexample. Thus, for each c ∈ Rℓ, either L(Md, P )
is not embeddable in Hc or there are i ≤ N and π ∈ Π such that
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ϕi,π(z, x, c) defines an immersion of L(R
π[d], P π) into Hc. For each
π ∈ Π and i ≤ N , let Ci,π be the set of all c ∈ R
ℓ such that Hc does not
embed L(Md, P ) or ϕi,π(z, x, c) defines an immersion of L(R
π[d], P π)
into Hc. Each Ci,π is semialgebraic and R
ℓ =
⋃
i≤N
⋃
π∈Π Ci,π. For each
π ∈ Π, let ϕπ(z, x, y) be the formula∨
i≤N
ϕi,π(z, x, y) ∧ y ∈ Ci,π\
⋃
j<i
Cj,π.
We then have that for every c ∈ Rℓ, if L(Md, P ) is embeddable into
Hc, then there is π ∈ Π such that ϕπ(z, x, c) defines an immersion of
L(Rπ[d], P π) into Hc. This contradicts (∗) and, thereby, proves (∗∗).
Let λ > iω+ω be a cardinal such that λ
<λ = λ. (There is no guar-
antee that such a cardinal exists; if there is none, then work inside an
appropriate inner model of the universe of sets that has such a cardi-
nal.) Utilizing these properties of λ, we let R be a saturated elementary
extension of R such that |R| = λ.
Since R is saturated, λ > iω+ω and (∗∗) holds, we can get c ∈ R
ℓ
such that (letting H be the zero k-hypergraph of p(x0, x1, . . . , xk−1, c)
in R) such that:
⊛1 L((iω+ω)
d, P ) is embeddable into H .
⊛2 For each π ∈ Π, there is no formula ϕπ(z, x, y) such that ϕπ(z, x, c)
defines in R and immersion of L(Rπ[d], P π) into H .
We let c and H be fixed for the rest of this proof. Rewording ⊛2,
we have that for each π ∈ Π, there is no {c0, c1, . . . , cℓ−1}-definable im-
mersion of L(Rπ[d], P π) into H . Since H is {c0, c1, . . . , cℓ−1}-definable,
if there were an R-semialgebraic immersion L(Rπ[d], P π) into H , then
there would be one that is {c0, c1, . . . , cℓ−1}-definable in R since RCF
has definable Skolem functions [6]. Thus, we can strengthen ⊛2 to:
⊛3 For each π ∈ Π, there is no R-semialgebraic immersion of
L(Rπ[d], P π) into H .
Let T be a transcendence basis for R. Because R is saturated, we
can require that T be dense; that is, whenever a, b ∈ R and a < b, then
(a, b)∩ T 6= ∅. To get such a T , first by transfinite recursion of length
λ, construct a a dense T0 ⊆ R that is algebraically independent, and
then extend it to a transcendence basis T . Because R is saturated, it
follows that |(a, b) ∩ T | = λ whenever a < b ∈ R.
For the next definitions, suppose that F ⊆ T is finite.
For each r < ω and a = 〈a0, a1, . . . , ar−1〉 ∈ R
r, define suppF (a),
the F -support of a, to be the smallest subset S ⊆ T such that
{a0, a1, . . . , ar−1} is an (S ∪ F )-definable subset of R. Equivalently,
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suppF (a) is the smallest S ⊆ T such that each ai is algebraic over
S ∪ F . Easily, suppF (a) is a well defined, finite subset of T\F .
Let F0 = supp∅(c).
We say that f is an F -determining function for a ∈ Rr, where
suppF (a) = {t0, t1, . . . , tm−1}< ⊆ T
m, if the following hold:
• f : U −→ Rn is F -definable in R;
• U ⊆ R(m) and there is an R-Nash homeomorphism from Rm
onto U ;
• f is one-to-one on each coordinate;
• 〈t0, t1, . . . , tm−1〉 ∈ U and f(t0, t1, . . . , tm−1) = a.
Lemma 3.1.0: For each r < ω and a ∈ Rr, there is an F -determining
function. In fact, there is one that is Nash.
Proof. (Sketch) First, suppose that r = 1 so that a ∈ R. Let
suppF (a) = {t0, t1, . . . , tm−1}<. Let p(x0, x1, . . . , xm−1, y) be in irre-
ducible polynomial with coefficients in the real closed field generated
by F such that p(t0, t1, . . . , tm−1, a) = 0. Suppose that a is the k-th
largest root. Let g(x0, x1, . . . , xm−1) = y be such that y is the k-th
largest root of p(x0, x1, . . . , xm−1, y). Then by use of a cell stratifica-
tion [3, Chap. 5.4], there is U ⊆ Rm so that f = g↾U is as required.
Now let a ∈ Rr. Let suppF (a) = {t0, t1, . . . , tm−1}<. For each i < r,
let Ji ⊆ m be such that suppF (ai) = {tj : j ∈ Ji}. Let fi : Ui −→ R
be an F -determining function for ai. (We arrange that Ui ⊆ R
Ji.) For
each i < m, let pi : R
r −→ RJi be the projection map. Let U ⊆ R(m)
be the largest set such pi[U ] ⊆ Ui for i < r. Let f : U −→ R
r be such
that f(x)i = fipi(x). 
Since L((iω+ω)
d, P ) is embeddable inH , there certainly is an embed-
ding of L(ωd, P ) into H . In Lemma 3.1.2, we will obtain an embedding
of L(ωd, P ) into H having some additional properties.
Lemma 3.1.1: There are f and an embedding h of L
(
(iω)
d, P
)
into
H such that whenever α ∈ (iω)
d, then f is an F0-determining function
for h(α).
Proof. Let θ be an embedding of L
(
(iω+ω)
d, P
)
into H . Consider
a function ϕ on (iω+ω)
d such that if α ∈ (iω+ω)
d, then ϕ(α) is a F0-
determining function for θ(α). The range of ϕ has cardinality at most
ℵ0 since each f in the range is F0-definable inR. Thus, by Corollary 1.2,
there are f and Y0, Y1, . . . , Yd−1 ⊆ iω+ω such that |Y0| = |Y1| = · · · =
|Yd−1| = iω and ϕ is constantly f on Y = Y0 × Y1 × · · · × Yd−1. Thus,
12
θ↾Y is an embedding of L(Y, P ) into H . Since L((iω)
d, P ) ∼= L(Y, P ),
this implies the existence of the required h. 
Suppose that F0 ⊆ F ⊆ T and that F is finite, and let h : X
d −→ Rn
be an embedding of L(Xd, P ) into H . We define the function σh,F on
Xd so that if α ∈ Xd and suppF (h(α)) = {t0, t1, . . . , tm−1}<, then
σh,F (α) = 〈t0, t1, . . . , tm−1〉. Thus, if h and f are such that for each
α ∈ Xd, f is an F -determining function of h(α) and dom(f) ⊆ Rm,
then σh,F (α) ∈ (T\F )
(m) and h(α) = f
(
σh,F (α)
)
for every α ∈ Xd.
Lemma 3.1.2: Let F = F0. There are m < ω and an m-ary function
f such that for each γ < iω, there are an embedding h of L(γ
d, P ) into
H and a function D : P(m) −→ P(d) such that:
Z1(γ): whenever α ∈ γ
d, then f is an F -determining function for h(α);
Z2(γ): whenever I ⊆ m and α, β ∈ γ
d, then
α ∼D(I) β ⇐⇒ σh,F (α) ∼I σh,F (β);
Z3(γ): whenever α, β ∈ γ
d and i < j < m, then σh,F (α)i 6= σh,F (β)j.
Proof. Let f be as in Lemma 3.1.1, and let m < ω be such that f is
m-ary. Thus, we already know (Lemma 3.1.1) that for every γ < iω,
there is an embedding h of L(γd, P ) into H satisfying Z1(γ).
To take care of Z2(γ), let I0, I1, . . . , I2m−1 be all the subsets of m.
For each i ≤ 2m, let (Si) be the statement:
(Si): For every γ < iω, there is an embedding h of
L(γd, P ) into H satisfying Z1(γ) and such that there
are J0, J1, . . . , Ji−1 ⊆ d such that whenever j < i and
α, β ∈ γd, then α ∼Jj β ⇐⇒ σh(α) ∼Ij σh(β).
We prove (Si) be induction on i ≤ 2
m. The basis step (S0) is essentially
vacuously true. Given that (Si) is true, we can prove (Si+1) by applica-
tions of Theorem 1.3. Having that (S2m) is true, we just let D(Ij) = Jj
for j < 2m
Finally, to get Z3(γ), just apply Corollary 1.5. 
For the remainder of the proof of Theorem 3.1, we fix m < ω, a
finite F ⊆ T such that F ⊇ F0 and an F -determining function f for
which there are an embedding h of L(ωd, P ) into H and a function
D : P(m) −→ P(d) such that:
Z1(ω): whenever α ∈ ω
d, then f is an F -determining function for h(α);
Z2(ω): whenever I ⊆ m and α, β ∈ ω
d, then
α ∼D(I) β ⇐⇒ σh,F (α) ∼I σh,F (β);
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Z3(ω): whenever α, β ∈ ω
d and i < j < m, then σh,F (α)i 6= σh,F (β)j.
Furthermore, we require that m, F and f are chosen so as to min-
imize m. Lemma 3.1.2 assures that this is possible. We also let
U = dom(f). From now on we drop the “F” and write “determining”,
“supp” and “σh” instead of “F -determining”, “suppF” and “σh,F”, re-
spectively.
We will say that h is a D-normal embedding if h is an embedding
of L(ωd, P ) into H and D : P(m) −→ P(d) is such that Z1(ω)–Z3(ω)
hold. Let D be the set of all D : P(m) −→ P(d) for which there is a
D-normal embedding. Lemma 3.1.2 implies that D 6= ∅.
The next lemma states some properties of those D ∈ D.
Lemma 3.1.3: Suppose that D ∈ D and I, J ⊆ m. Then:
(W1) D(I) = ∅ iff I = ∅;
(W2) D(I) = d if I = m;
(W3) D(I ∪ J) = D(I) ∪D(J).
Proof. Suppose that D ∈ D and I, J ⊆ m.
(W2): Since h is one-to-one, then σh is also one-to-one implying that
D(m) = d.
(W3): We have that
α ∼D(I∪J) β ⇐⇒ σh(α) ∼I∪J σh(β)
⇐⇒ σh(α) ∼I σh(β) and σh(α) ∼J σh(β)
⇐⇒ α ∼D(I) β and α ∼D(J) β
⇐⇒ α ∼D(I)∪D(J) β.
(W1): If I = ∅, then it is obvious that D(I) = ∅. To prove the
converse implication, assume, for a contradiction, that I 6= ∅ and that
D(I) = ∅. By (W3), we can assume that I = {i}, where i < m.
Let h be aD-normal embedding. For any α, β ∈ ωd, σh(α)i = σh(β)i.
Thus, there is t ∈ T\F such that σh(α)i = t for each α ∈ ω
d. Let U0 =
{〈t0, t1, . . . , ti−1, ti+1, . . . , tm−1〉 ∈ T
m−1 : 〈t0, t1, . . . , ti−1, t, ti+1, . . . , tm−1〉 ∈
U}. Let f0 : U0 −→ R
n be such that
f0(t0, t1, . . . , ti−1, ti+1, . . . , tm−1) = f(t0, t1, . . . , ti−1, t, ti+1, . . . , tm−1).
It is clear that f0 is an (F ∪{t})-determining function of h(α) for each
α ∈ ωd. Clearly, f0 is D0-normal, where D0(J) = D((J∩i)∪{j+1 : i ≤
j ∈ D}) for J ⊆ m − 1, and also σh,F∪{t}(α)i 6= σh,F∪{t}(β)j whenever
α, β ∈ ωd and i < j < m− 1.
This contradicts the minimality of m. 
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A consequence of (W1) and (W3) is that each D ∈ D is completely
determined by its value on singletons. Also, (W3) has a consequence
that D(I ∩ J) ⊆ D(I) ∩D(J).
Lemma 3.1.4: Suppose that D ∈ D and that B ⊆ U is an open m-
cube. Then there is a D-normal embedding h such that σh : ω
d −→ B.
Proof. Suppose that B = (a0, b0)× (a1, b1)× · · · × (am−1, bm−1) ⊆ U
is an open m-cube. Since U ⊆ R(m), then a0 < b0 ≤ a1 < b1 ≤ · · · <
bm−2 ≤ am−1 < bm−1. Let θ be a D-normal embedding of L(ω
d, P ).
Let S0, S1, . . . , Sm−1 ⊆ T\F be the smallest sets such that σθ : ω
d −→
S0 × S1 × · · · × Sm−1. Each Si is countable. Since T is dense, there
are one-to-one functions gi : Si −→ (ai, bi) ∩ (T\F ) for i < m. Let
g : S0 × S1 × · · · × Sm−1 −→ B be such that g(〈t0, t1, . . . , tm−1〉) =
〈g0(t0), g1(t1), . . . , gm−1(tm−1)〉. We can now define h : ω
d −→ Rn so
that h(α) = fgσθ(α). We claim that h is as required. Since it is the
composition of one-to-one functions, h is one-to-one.
h is an embedding of L(ωd, P ) into H. Let {α0, α1, . . . , αk−1} be an
edge of L(ωd, P ). Then {θ(α0), θ(α1), . . . , θ(αk−1)} is an edge ofH . For
i < k, let σθ(αi) = ti ∈ (T\F )
m. Thus, p(f(t0), f(t1), . . . , f(tk−1)) = 0,
so p(f(g(t0)), f(g(t1)), . . . , f(g(tk−1))) = 0 by Lemma 1.6. Therefore,
{h(α0), h(α1), . . . , h(αk−1)} is an edge of H , so h is an embedding.
h is D-normal. Clearly, whenever I ⊆ m and α, β ∈ ωd, then
σθ(α) ∼I σθ(β) iff σθ(g(α)) ∼I σθ(g(β)). But g(α) = σh(α), so that
σθ(α) ∼I σθ(β) iff σh(α) ∼I σh(β). Hence, since θ is D-normal, then
so is h. 
We will say that D ∈ D is minimal if whenever D′ ∈ D is such that
D′(I) ⊆ D(I) for every I ⊆ m, then D′ = D. Since D is finite, there is
at least one minimal D ∈ D.
Lemma 3.1.5: Suppose that D ∈ D is minimal. If i < j < m, then
D({i}) ∩D({j}) = ∅.
Proof. With the aim of contradicting that D is minimal, we assume
that i < j < m and that D({i})∩D({j}) 6= ∅. It must be that m ≥ 2.
Without loss of generality, let 0 ∈ D({i}) ∩D({j}).
Let B = B0 × B1 × · · · × Bm−1 ⊆ U be an open m-cube. By
Lemma 3.1.4, let h be a D-normal embedding such that σh : ω
d −→ B.
We wish to modify σh so as to get τ : ω
d −→ B ∩ (T\F )m.
Consider α ∈ ωd. To define τ(α), we will define τ(α)ℓ ∈ Bℓ ∩ (T\F )
for each ℓ < m. First, if i 6= ℓ < m, then let τ(α)ℓ = σh(α)ℓ. Next,
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let τ(α)i = σh(〈0, α1, α2, . . . , αd−1〉)i ∈ Bi ∩ (T\F ). Thus, τ(α)ℓ ∈
Bℓ ∩ (T\F ) for each ℓ < m so that τ(α) ∈ B ∩ (T\F )
m.
We claim that τ is one-to-one. To see this, consider distinct α, β ∈ ωd
intending to show that τ(α) 6= τ(β). If i 6= ℓ < m and σh(α)ℓ 6= σh(β)ℓ,
then τ(α)ℓ = σh(α)ℓ 6= σh(β)ℓ = τ(β)ℓ. Thus, we can assume that
σh(α)ℓ = σh(β)ℓ whenever i 6= ℓ < m. Since i 6= j, then σh(α)j =
σh(β)j, so that αr = βr for all r ∈ D({j}) and, in particular, α0 = β0.
Since σh is one-to-one, we have that σh(α)i 6= σh(β)i. We will conclude
that τ(α)i 6= τ(β)i. For, suppose to the contrary that τ(α)i = τ(β)i.
Then σh(〈0, α1, α2, . . . , αd−1〉)i = σh(〈0, β1, β2, . . . , βd−1〉)i. But then
αr = βr whenever 0 < r ∈ D({i}). But, since α0 = β0, we get that
σh(α)i = σh(β)i, which is a contradiction, proving that τ is one-to-one.
Let g = fτ , so that g : ωd −→ Rn. Since τ is one-to-one, then also
g is one-to-one.
We claim that g is an embedding of L(ωd, P ) into H . Suppose
that {α0, α1, . . . , αk−1} is an edge of L(ω
d, P ), intending to show that
{g(α0), g(α1), . . . , g(αk−1)} is an edge of H or, equivalently, that
p
(
g(α0), g(α1), . . . , g(αk−1)
)
= 0.
For each r < k, let σh(αr) = tr = 〈tr,0, tr,1, . . . , tr,m−1〉 ∈ (T\F )
m.
Since h is an embedding, we have that p
(
f(t0), f(t1), . . . , f(td−1)
)
= 0.
For each r < k, let τ(αr) = t
′
r = 〈t
′
r,0, t
′
r,1, . . . , t
′
r,m−1〉 ∈ (T\F )
m. If
i 6= ℓ < m, then t′r,ℓ = tr,ℓ. If r < s < m and tr,i = ts,i, then
t′r,i = t
′
s,i. By Z3(ω), if r, s < k and j < ℓ < m, then trj 6= tsℓ and
t′rj 6= t
′
sℓ. Since p and f are semialgebraic and analytic, we have that
p
(
f(t′0), f(t
′
1), . . . , f(t
′
d−1)
)
= 0. Thus, fτ is an embedding L(ωd, P )
into HR.
One checks that τ = σg.
Let D′ : P(m) −→ P(d) be such that if I ⊆ m, then
D′(I) =
{
D(I) if i 6∈ I
D(I)\{0} if i ∈ I.
One easily checks that whenever I ⊆ m and α, β ∈ ωd, then α ∼D′(I) β
iff τ(α) ∼I τ(β), thereby contradicting the minimality of D. 
A consequence of Lemma 3.1.5 is that ifD ∈ D is minimal and I, J ⊆
m, then the aforementioned consequence of (W3) can be improved to:
D(I ∩ J) = D(I) ∩D(J).
We now fix a minimal D ∈ D. Let π : d −→ m be the unique
(by Lemmas 3.1.3 and 3.1.5) function such that if j < d, then j ∈
D({π(j)}).
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Lemma 3.1.6: There is an R-semialgebraic immersion of L(Rm, P π)
into H.
Proof. Let B = B0 × B1 × · · · × Bm−1 ⊆ U be an open m-cube. It
suffices to show that there is an R-semialgebraic immersion of L(B,Pπ)
into H . We will prove, in fact, that f↾B is such an immersion. Since f
is a determining function, it is an R-Nash function that is one-to-one
in each coordinate. Thus, we will complete the proof upon proving: If
{x0, x1, . . . , xk−1} is an edge of L(B,P
π) and f(x0), f(x1), . . . , f(xk−1)
are pairwise distinct, then {f(x0), f(x1), . . . , f(xk−1)} is an edge of H.
Or, equivalently: If {x0, x1, . . . , xk−1} is an edge of L(B,P
π), then
p(f(x0), f(x1), . . . , f(xk−1)) = 0. But then it is enough to show that
there is some m-dimensional k-template {t0, t1, . . . , tk−1} ⊆ T
m ∩ B
such that P π is a homomorphic image of {t0, t1, . . . , tk−1} and p(f(t0),
f(t1), . . . , f(tk−1)) = 0.
By Lemma 3.1.4, let h be a D-normal embedding such that σh :
ωd −→ B. Let {α0, α1, . . . , αk−1} ⊆ ω
d be a d-dimensional k-template
isomorphic to P . Without loss, assume that P = {α0, α1, . . . , αk−1}.
Then, p(h(α0), h(α1), . . . , h(αk−1)) = 0. Let ti = σh(αi). Thus, {t0, t1,
. . . , tk−1} ⊆ T
m ∩ B and p(f(t0), f(t1), . . . , f(tk−1)) = 0. It remains to
show that P π is a homomorphic image of {t0, t1, . . . , tk−1}.
For r < k, let xr be the π-collapse of αr. Consider i < m and
r, s < k, and suppose that tr,i = ts,i. Then αr ∼D({i}) αs, so that
αr,j = αs,j whenever π(j) = i. Thus, xr,i = xs,i. 
Lemma 3.1.6 contradicts ⊛3, thereby completing the proof of Theo-
rem 3.1. 
§4. Algebraic hypergraphs. Corollary 4.3, our first corollary to
Theorem 3.1, is an improved compactness-type theorem for algebraic
hypergraphs. Before proving it, we need two lemmas, the first of which
is a simple combinatorial lemma.
Lemma 4.1: Suppose that d < ω and X is an infinite set. If f :
Xd −→ C is one-to-one in each coordinate, then, for each M < ω,
there are Y0, Y1, . . . , Yd−1 ∈ [X ]
M such that f is one-to-one on Y0 ×
Y1 × · · · × Yd−1.
Proof. Let E be the finite set of all equivalence relations on {0, 1}d.
Consider some M < ω, and assume that M ≥ 3. Without loss of
generality, let X = ω. Define a function p : ([ω]2)d −→ E as follows.
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Suppose that A = 〈A0, A1, . . . , Ad−1〉 ∈ ([ω]
2)d, where, for each i < d,
Ai = {ai,0, ai,1} and ai,0 < ai,1. Now we define p(A) = θ ∈ E, where θ
is such that whenever σ, τ ∈ {0, 1}d, then
〈σ, τ〉 ∈ θ ⇐⇒ f(ai,σ0 , ai,σ1, . . . , ai,σd−1) = f(ai,τ0, ai,τ1 , . . . , ai,τd−1).
By a Polarized Ramsey’s Theorem, which is an easy consequence of
Ramsey’s Theorem, get Yi ∈ [ω]
M for each i < d such that p is constant
on [Y0]
2 × [Y1]
2 × · · · × [Yd−1]
2.
We claim that f is one-to-one on Y0 × Y1 × · · · × Yd−1. To see this,
consider distinct y, z ∈ Y0 × Y1 × · · · × Yd−1 and suppose, for a con-
tradiction, that f(y) = f(z). Let i < d be such that yi 6= zi, and
assume that yi < zi. Since |Yi| = M ≥ 3, there is c ∈ Yi such that
either yi 6= c < zi or yi < c 6= z. (For definitiveness, let c satisfy the
former.) Now let A = 〈A0, A1, . . . , Ad−1〉 ∈ [Y0]
2 × [Y1]
2 × · · · × [Yd−1]
2
be such that y, z ∈ A0 × A1 × · · · × Ad−1. Thus, Ai = {yi, zi}. Let
B = B0 × B1 × · · · × Bd−1 be such that Bi = {c, zi} and Bj = Aj
when i 6= j < d. Let x = 〈x0, x1, . . . , xd−1〉 be such that xi = c and
xj = yj when i 6= j < d. Thus, x, z ∈ B. Since p is constant on
[Y0]
2 × [Y1]
2 × · · · × [Yd−1]
2, then f(x) = f(z). But then f(x) = f(y),
contradicting that f is one-to-one in the i-th coordinate. 
The second lemma conerns embedding one template hypergraph into
another.
Lemma 4.2: Suppose that m ≤ d < ω and π : D −→ m is a
surjection. Let P be a d-dimensional k-template. Then, for any infinite
set X, L(Xd, P ) is embeddable into L(Xm, P π).
(
Morover, L(Xd, P )
is isomorphic to a spanning subhypergraph of L(Xm, P π).
)
Proof. For each i < m, let Ji = π
−1(i). Since π is surjective, each
Ji 6= ∅. Thus, {J0, J1, . . . , Jm−1} is a partition of d into m parts.
Let Yi = X
Ji. Then |Yi| = |X
Ji| = |X| since X is infinite. Thus, it
suffices to get an embedding of L(Xd, P ) into L(Y, P π), where Y =
Y0 × Y1 × · · · × Ym−1.
Assume that P ⊆ Xd. Let fπ : X
d −→ Y be the π-collapse. Thus,
fπ[P ] = P
π. Clearly, fπ is a bijection. We check that fπ is an embed-
ding of L(Xd, P ) into L(Y, P π) by showing that it preserves edges.
Let Q ⊆ Xd be a d-dimensional k-template that is an edge of
L(Xd, P ). Let g : P −→ Q be a bijection demonstrating that Q is
a homomorphic image of P ; that is, if x, y ∈ P and xi = yi, then
g(x)i = g(y)i. Define h : P
π −→ Y so that h(y) = fπgf
−1
π (y). Then,
h[P π] = fπ[Q]. It is easily seen that h demonstrates that fπ[Q] is a
homomorphic image of P . Thus, Q is an edge of L(Y, P π). 
18
Corollary 4.3: Let H be an algebraic k-hypergraph and P be a
d-dimensional k-template. The following are equivalent:
(1) For every M < ω, L(Md, P ) is embeddable into H.
(2) L(Rd, P ) is embeddable into H.
(3) L(Rd, P ) is immersible into H.
Proof. We will prove (1) =⇒ (2) =⇒ (3) =⇒ (1).
(1) =⇒ (2): Assume (1) is true. By Theorem 3.1, there are π :
d −→ m and a semialgebraic immersion of L(Rm, P π) into H . Since
L(Rm, P π) is semialgebracally immersible into H , then by Lemma 2.3,
it is also embeddable into H . But Lemma 4.2 implies that L(Rd, P ) is
embeddable into L(Rm, P π), so L(Rd, P ) is embeddable into H . Thus,
(2) holds.
(2) =⇒ (3): This is trivial since any embedding of L(Rd, P ) into H
is also an immersion.
(3) =⇒ (1): Assume (3) and let f be an immersion of L(Rd, P )
into H . Then f is one-to-one in each coordinate. Consider M < ω.
Lemma 4.1 implies that there are Y0, Y1, . . . , Yd−1 ∈ [R]
M such that f
is one-to-one on Y = Y0×Y1× · · ·×Yd−1. Then, f↾Y is an embedding
of L(Y, P ) into H . Since L(Md, P ) ∼= L(Y, P ), then L(Md, P ) also is
embeddable into H 
Definition 4.4: If H is any k-hypergraph, then we define dep(H),
the depth ofH , to be the least δ < ω for which there is a d-dimensional
k-template P such that e(P ) = δ + 1 and H embeds L(Md, P ) for all
M < ω. If there is no such P , then dep(H) =∞.
Remark: If P is a d-dimensional k-template, then, according to
Lemma 2.2, there is an e(P )-dimensional k-template Q such that for
every set X , L(Xd, P ) embeds L(Xe(P ), Q). Therefore, we get the
following alternative definition of depth: If H is a k-hypergraph and
dep(H) = δ < ω, then δ is the least for which there is a (δ + 1)-
dimensional k-template P such that H embeds L(M δ+1, P ) for all M <
ω.
In the case of algebraic hypergraphs, depth can be defined by substi-
tuting the single hypergraph L(Rd, P ) for all the finite L(Md, P ). (See
Corollary 4.3.)
Corollary 4.5: Suppose that H be an algebraic k-hypergraph and
δ = dep(H). If δ < ω, then δ is the least for which there is a
d-dimensional k-template P such that e(P ) = δ + 1 and H embeds
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L(Rd, P ). If δ =∞, then there is no P such that H embeds L(Rd, P ).
Proof. Suppose δ < ω. First, suppose that P is a d-dimensional k-
template such that H embeds L(Rd, P ). Then L(Md, P ) is embeddable
into H for every M < ω. Thus, e(P ) ≥ δ + 1. Next, let P be a d-
dimensional k-template such that L(Md, P ) is embeddable into H for
allM < ω. By Theorem 3.1, there is a surjection π : d −→ m such that
L(Rm, P π) is semialgebraically immersible into H . By Corollary 4.3,
L(Mm, P π) is embeddable into H for every M < ω. Then, e(P π) ≤
e(P ). On the other hand, by the minimality of δ, e(P π) ≥ e(P ). Thus
e(P π) = δ + 1 and L(Rm, P π) is embeddable into H .
Suppose δ = ∞. If P were such that L(Rd, P ) is embeddable into
H , then, for all M < ω, L(Md, P ) would be embeddable into H , and
then δ < ω. 
The notion of depth was suggested by the following characterization
of infinite chromatic numbers of algebraic hypergraphs.
Corollary 4.6: Suppose that H is an algebraic k-hypergraph, δ =
dep(H) and κ is an infinite cardinal. Then, χ(H) ≤ κ iff κ+δ ≥ 2ℵ0.
Proof. This is an immediate consequence of Corollary 4.3 and Lem-
mas 2.1 and 2.2. 
We next extend the definition of depth to polynomials: if R is a
real closed field and p(x0, x1, . . . , xk−1) is a (k, n)-ary polynomial over
R, then the depth of p(x0, x1, . . . , xk−1) is the depth of its zero k-
hypergraph in R.
Let Q be the set of polynomials over Q that are (k, n)-ary for some
k, n < ω. Clearly, Q is computable.
Corollary 4.7: The depth function restricted to Q is computable.
Proof. This proof implicitly makes use of the decidability of RCF.
Suppose we are given a (k, n)-ary polynomial p(x0, x1, . . . , xk−1) and
its zero k-hypergraph H . Of course, the depth of p(x0, x1, . . . , xk−1)is
dep(H). By the Remark following Definition 4.4, we need only be
concerned with the finitely many P that are d-dimensional k-templates
with d < k. For each such P , do an effective search to get either
(1) an M < ω such that H does not embed L(Md, P ) or else (2) a
surjection π : d −→ m and an LOF-formula that defines an immersion
of L(Rm, P π) into H . By Theorem 3.1, this search will terminate. If,
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for every such P , the search terminates with (1), then dep(H) = ∞.
Otherwise, let d be the least for which there is some d-dimensional k-
template P for which the search terminates in (2). Then, dep(H) =
d− 1. 
The next corollary becomes the conjecture from [13] in the special
case that κ = ℵ0,
Corollary 4.8: For each infinite cardinal κ, the set of κ-avoidable
polynomials in Q is computable.
Proof. Fix infinite κ and let m < ω be the least such that κ+m ≥ 2ℵ0
if possible. Otherwise, let m =∞.
For a given polynomial in Q, let δ be its depth. Then, by Corol-
lary 4.6, the polynomial is κ-avoidable iff δ ≥ m. 
The instance of Theorem 3.1 in which d = 1 is an interesting special
case. If A is a set and k < ω, then K
(k)
A is the complete k-hypergraph on
A; that is, K
(k)
A = (A, [A]
k). In particular, K
(2)
A = KA is the complete
graph on A.
Corollary 4.9: If H = (Rn, E) is an algebraic k-hypergraph, then
the following are equivalent:
(1) for each m < ω, K
(k)
m is embeddable into H ;
(2) there is an infinite algebraic A ⊆ Rn such that K
(k)
A is a subhy-
pergraph of H. 
Remark: Being infinite and algebraic, the set A in (2) has cardi-
nality 2ℵ0 .
Proof. Obviously, (2) =⇒ (1).
For the converse, suppose that (1) holds. Let p(x0, x1, . . . , xk−1) be
a symmetric, reflexive (k, n)-ary polynomial whose zero hypergraph is
H . Let P be a 1-dimensional k-template. (Note that, up to isomor-
phism, there is only one.) For every set X , L(X,P ) ∼= K
(k)
X . Thus,
Theorem 3.1 implies that L(R, P ) is semialgebraically immersible into
H . Therefore, let f : R −→ Rn be a Nash immersion of L(R, P )
into H , which necessarily is an embedding. Let B be the range of f .
Then, whenever b0, b1, . . . , bk−1 ∈ B, then p(b0, b1, . . . , bk−1) = 0. By
the Hilbert Basis Theorem, let A ⊆ Rn be a minimal algebraic sub-
set of Rn such that A ∩ B is infinite. We will show that whenever
a0, a1, . . . , ak−1 ∈ A, then p(a0, a1, . . . , ak−1) = 0.
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The proof of the claim is by induction. For c ≤ k, let S(c) be the
statement:
Whenever a0, a1, . . . , ak−1 ∈ A and |{i < k : ai 6∈ B}| ≤ c,
then p(a0, a1, . . . , ak−1) = 0.
Our goal is to prove S(k). Clearly, S(0) is true.
Suppose that c < k and that S(c) is true. Suppose that a0, a1, . . . ,
ak−1 ∈ A and that a0, a1, . . . , ac 6∈ B. Consider the set X = {x ∈ A :
p(x, a1, a2, . . . , ak−1) = 0}. By the inductive hypothesis, X is infinite,
so A ⊆ X . Therefore, a0 ∈ X and p(a0, a1, a2, . . . , ak−1) = 0}. Thus,
S(c+ 1). 
Remark: If an algebraic k-hypergraph H satisfies (1) and/or (2) of
Corollary 4.9, then χ(H) = 2ℵ0 . The converse does not hold if 2ℵ0 is a
limit cardinal, for then χ(H) = 2ℵ0 iff χ(H) is uncountable. However,
if 2ℵ0 is a successor cardinal and χ(H) = 2ℵ0, then (1) and/or (2).
In order to generalize Corollary 4.7 from Q to all polynomials over
R, we make the following definition.
Definition 4.10: A collection H of algebraic hypergraphs is decid-
able if there is a computable function that maps each ((k, n) + ℓ)-ary
polynomial p(x0, x1, . . . , xk−1, y) over Q to an ℓ-ary formula θ(y) such
that if c ∈ Rℓ and Hc is the zero k-hypergraph of p(x0, x1, . . . , xk−1, c),
the Hc ∈ H iff R |= θ(c).
Corollary 4.11: For each δ ∈ ω ∪ {∞}, the set of algebraic hy-
pergraphs having depth δ is decidable uniformly in δ.
Proof. Suppose that we are given a ((k, n)+ ℓ)-ary polynomial in Q.
Let Hy be its zero k-hypergraph. For each d-dimensional k-template P
and surjection π : d −→ m, where m ≤ d < k, effectively get M as in
Theorem 3.1. We can get the same M for every P . If δ =∞, let θ(y)
be the formula asserting: for no P does Hy embed L(M
d, P ). If δ < ω,
then let θ(y) assert: δ is the least for which there is P e(P ) = δ + 1
and Hy embeds L(M
d, P ). 
Corollary 4.12: If κ is an infinite cardinal, then the set of alge-
braic κ-colorable hypergraphs is decidable.
Proof. This is immediate from Corollaries 4.6 and 4.11. 
Corollary 4.13: Let κ be an uncountable cardinal. The set of
algebraic hypergraphs H such that χ(H) = κ is decidable. 
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We end with the following open question suggested by the previous
corollary.
Question 4.14: Is the collection of algebraic hypergraphs H such
that χ(H) = ℵ0 decidable?
We know that the set of those polynomials over Q having a zero
hypergraphs with chromatic number ℵ0 is Π
0
2. Can that be improved?
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