In January 2012 the Fed began reporting ranges of its economic forecasts. The ranges, however, measure differences of opinion, not variances of economic forecasts. This paper discusses what the Fed could report in a world in which it used a single macroeconometric model to make its forecasts and guide its policies. Suggestions are then made as to what might be feasible for the Fed to report given that it is unlikely to be willing to commit to a single model.
Introduction
In January 2012 the Fed began reporting ranges of its economic forecasts along with central tendencies. Projections are collected from each member of the Board of Governors and each president of a Federal Reserve bank, up to 19 in all. The ranges are taken from these projections. The ranges thus measure differences of opinions among the participants. These ranges, while interesting, are not measures of uncertainty usually associated with economic forecasts. They are not, say, estimated standard errors of forecasts. There could be, for example, broad consensus about the mean paths of future economic variable values, making the ranges
A General Model
The general model considered in this paper is dynamic, nonlinear, simultaneous, and may have rational (model consistent) expectations: f i (y t , y t−1 , . . . , y t−p , E t−1 y t , E t−1 y t+1 , . . . , E t−1 y t+h , x t , α i ) = u it i = 1, . . . , n, t = 1, . . . , T,
where y t is an n-dimensional vector of endogenous variables, E t−1 is the conditional expectations operator based on the model and on information through period t − 1, x t is a vector of exogenous variables, and α i is a vector of coefficients. The first m equations are assumed to be stochastic, with the remaining equations identities. The vector of errors, u t = (u 1t , . . . , u mt ) , is assumed to be iid. The function f i may be nonlinear in variables, coefficients, and expectations. u i will be used to denote the T -dimensional vector (u i1 , . . . , u iT ) . α will be used to denote the vector of all the coefficients in the model. The vector x t can include lagged values of exogenous variables as well as values for period t.
This specification is fairly general. It includes as a special case the VAR model. The assumption that u t is iid is thus not as restrictive as it would be if the model were required to be linear in coefficients. If there are expectation variables on the right hand side of an equation, the treatment of autoregressive errors is more complicated because there is now more than one viewpoint date. The treatment in this case is discussed in Taylor (1983, 1990) . In what follows the model in (1) will be called a "RE" model if there is at least one right-hand-side expectation variable in at least one of the equations.
Estimation
One method for estimating the model in (1) is two-stage least squares (2SLS) equation by equation. For an equation i with no right-hand-side expectation variables, the 2SLS estimate of α i is obtained by minimizing Another estimation method is full information maximum likelihood (FIML).
Under the assumption that u t is independently and identically distributed as multivariate normal N (0, S), FIML estimates of α are obtained by maximizing
with respect to α, where S is the m × m covariance matrix of the errors and J t is the n × n Jacobian matrix for period t. The ij element of S is (1/T ) T t=1 u it u jt . For non RE models estimates of u t , t = 1, . . . , T, can be obtained from (1) given the data and a value of α. The elements of the Jacobian can also be computed.
For a given value of α, L can thus be computed, and so the FIML maximization problem can be turned over to a nonlinear maximization algorithm. My experience is that the Parke (1982) algorithm works well for large models.
For RE models estimates of u t cannot be obtained until the expectations have been computed. The first step given the data and a value of α is to compute the expectations. This can be done using the EP method discussed in the next section. Given the expectations, estimates of u t and of the Jacobian elements can be obtained. Since the expectations have viewpoint date t − 1, they are predetermined from the point of view of taking derivatives for the Jacobian. For RE models L can thus be computed for a given value of α, and the problem can be turned over to a maximization algorithm. The extra work for RE models is solving for a given 
Solution
For non RE models the solution of (1) is trivial. Consider the solution for period t. For RE models the solution for period t requires that the expectations for periods t, t + 1, . . ., t + h be computed first. Agents are assumed to solve the model to compute these expectations given values they choose before solution of the current and future values of the exogenous variables and errors. It does not have to be the case that the values they use for x t are the values used in the solution of the model for period t, but for simplicity this will be assumed here. It will also be assumed that the agents always use zero for the errors.
Consider solving the model for period t. A popular method is the extended path (EP) method in Fair and Taylor (1983) . The method iterates over solution paths.
Values of the expectations for period t through period t+h+k +h are first guessed, where h is the maximum lead in the model and k is chosen as discussed below.
Given these guesses, the model can be solved for periods t through t + h + k in the usual ways (usually period by period using the Gauss-Seidel technique). This solution provides new values for the expectations through period t + h + k, namely the solution values. Given these new values, the model can be solved again for periods t through t + h + k, which provides new values for the expectations, and so on. Convergence is reached when the predicted values for periods t through t + h from one iteration to the next are within a prescribed tolerance level of each other.
(There is no guarantee of convergence, but in most applications convergence is not a problem.)
In this process the guessed values of the expectations for periods t + h + k + 1 through t + h + k + h (the h periods beyond the last period solved) have not been changed. If the solution values for periods t through t + h depend in a nontrivial way on these guesses, then overall convergence has not been achieved. To check for this, the entire process can be repeated for k one larger. If increasing k by one has a trivial effect (based on a tolerance criterion) on the solution values for t through t + h, then overall convergence has been achieved; otherwise k must continue to be increased until the criterion is met. In practice what is usually done is to experiment to find the value of k that is large enough to make it unlikely that further increases are necessary for any experiment that might be run and then do no further checking using larger values of k. Since for a given k agents solve the model through period t + h + k, values of the exogenous variables and errors are needed through this period. Agents most have expectations of these values before solving the model.
After the expectations are computed the model can be solved for period t.
In fact, if the agents use the same value of x t as is used for the solution of the model, which is assumed here, the model has already been solved for t, namely the computed expectation for t. Given the solution for t, one can move on to the solution for t + 1. If the solution is dynamic and if agents use the same exogenous variable values as are used for the solution of the model, the solution for t + 1 has already been computed, namely the computed expectation for t + 1. The aim in this paper, as should be the aim of the Fed, is to estimate as precisely as possible standard errors of the forecasts. The complication regarding the Fed is that it controls a key variable in the model, namely the federal funds rate. For present purposes there are at least three assumptions that can be made about Fed behavior when computing standard errors. One is that the Fed simply sets a path of the funds rate and never deviates from this path. This is, of course, an unrealistic assumption since the Fed does respond to surprise changes in the economy. The second is that the Fed at the beginning of each period solves an optimal control problem in choosing the interest rate path. The third is that the Fed uses an interest rate rule, which then simply makes the interest rate an endogenous variable in the model. This section will assume that an interest rate rule is being used, and the next section discusses optimal control. 
and the variance is
Ignoring simulation error from the fact that J is finite,ȳ iT +1 is the expected value of y iT +1 . Again, however, the main reason for doing stochastic simulation is not to compute more accurate expected values but measures of dispersion.
For a dynamic simulation of, say, two periods, errors would be drawn for periods T +1 and T +2 and the model solved for the two periods using these draws. Solution values for the two periods would be computed for each endogenous variable, which is one trial. J trials would be done, producing J values of the predictions for each of the two periods. As many periods ahead can be done as desired. If the Fed were doing this, the interest rate rule would presumably be deterministic, and so errors would not be drawn for it.
For RE models if agents do not observe the error draw and continue to form expectations using zero values for the errors for periods T + 1 and beyond, the In practice models are not linear, objective functions are generally not quadratic, and there may be rational expectations. The following is a more general problem. The deterministic case is considered in this section and the stochastic case in the next. Assume that the horizon is t = T + 1, . . . , T + r and that the objective is to maximize the expected value of W , where W is
In most applications the objective function is assumed to be additive across time, which means that (6) can be written
Assume that the control variable of the Fed, the federal funds rate, is variable x 1t , and let z = (x 1T +1 , . . . , x 1T +r ). If all the errors are set to zero, then for each value of z one can compute a value of W by first solving the model for y T +1 , . . . , y T +r and then using these values along with the values for x T +1 , . . . , x T +r to compute W in (6) or (7) . Stated this way, the optimal control problem is choosing values (the elements of z) to maximize an unconstrained nonlinear function. By substitution, the constrained maximization problem is transformed into the problem of maximizing an unconstrained function of the control variables:
where Φ stands for the mapping z −→ y T +1 , . . . , y T +r , x T +1 , . . . , x T +r −→ W .
Given this setup, the problem can be turned over to a nonlinear maximization algorithm like DFP. For each iteration of the algorithm, the derivatives of Φ with respect to the elements of z, which are needed by the algorithm, can be computed
numerically. An algorithm like DFP is generally quite good at finding the optimum for a typical control problem. interest. It will be assumed that this has been done in the following discussion.
r should thus be thought of as much larger than the actual horizon of interest.
In practice the Fed would solve its control problem at the beginning of T +1 and implement x * 1T +1 , the optimal value of the funds rate for period T + 1. It could also announce its plans for periods after that: x * 1T +2 , . . . , x * 1T +r . In the deterministic case this would be it. The Fed would simply implement the optimal values for T + 2 and beyond as the time came. To look ahead to the next section, however, the world is not deterministic, and in practice the economy in T + 1 would not be what the Fed expected it to be when it solved its control problem. After period T + 1 is over, the Fed at the beginning of T + 2 could reoptimize. The optimal value for T + 2 would no longer be the value it computed at the beginning of T The extra work in the RE case is that the EP method must be used in the solution of the model. For a given z the expectations would be computed first and then the model solved. The Fed would assume zero current and future errors when solving its control problem, as would the agents in computing their expectations. The DFP algorithm could still be used to find the optimal value of z, and this value would be consistent with the expectations of the agents.
Stochastic Simulation and Optimal Control
Consider non RE models first. One trial is a draw of u zero. This process is repeated r times. This is one trial, so each trial requires the solution of r optimal control problems. After J trials are preformed, the J values of each endogenous variable for each period can be used to compute variances.
These variances would incorporate the optimal behavior of the Fed. Now consider the RE case. Since agents also use zero current and future errors in computing their expectations, the expectations solved at the beginning of T + 1 are the same as in the deterministic case since the optimal value of the control variable for T + 1 is the same. Again, for each value of z tried by the algorithm, the EP method must be used. At the beginning of T + 2 the process is repeated, just as in the non RE case, where the agents, along with the Fed, use the solution values of the endogenous variables for T + 1, which are affected by the error draw.
The process is done r times, which is then one trial.
The RE case is thus no different from the non RE case except that the EP method must be used each time W is computed. This is expensive, and various tricks would probably be needed in practice to lessen computational time.
An Example
The multicountry (MC) macroeconometric model in Fair (2004) For the results in Table 1 errors were drawn for the interest rate rules except for the rule for the United States. For the United States the estimated rule without any errors was taken to be the exact rule that the Fed uses. When for a particular draw the rule called for a negative interest rate, zero was used instead.
Remember that the results in Table 1 are based on historical residuals between 1979 and 2009, i.e., historically observed uncertainty. The residuals are assumed The Fed could also do this for more than one model and report more than one set of results. This is likely to be more informative than to try to average uncertainty estimates across models and report the averages.
A key advantage of a procedure like this is that there is a different funds-rate path for each set of error draws, namely a path appropriate to that particular set.
The path could be chosen by a rule, by solving optimal control problems, or in the in between manner discussed above. It is obviously not appropriate to keep the baseline funds-rate path the same for each set of draws, and a key part of any reporting should be estimates of the variances of the future funds rates.
The Bank of Norway-Aastveit, Gerdrup, and Jore (2011a) and Gerdrup and Nicolaisen (2011b)-reports forecast densities. It has 221 models for forecasting GDP and 171 models for forecasting the CPI. Each model produces density forecasts, and these densities are then combined into one for each of the two variables.
The combined forecasts are then fed into a DSGE model (NEMO) for policy analysis. The policy analysis in NEMO is conditional on these forecasts and judgment.
The density forecasts from the individual models are not affected by the policy rate, and so the procedure used by the Bank of Norway is not the same as the one 
Conclusion
Using certainty equivalence, it is feasible to compute measures of dispersion using stochastic simulation. This can be done for large nonlinear simultaneous equations models, including those with rational expectations. It is also possible to incorporate optimal control behavior into the analysis. This framework, or an approximation to it, could be used by monetary authorities in reporting uncertainty estimates. The key ingredients needed are 1) a model, possibly subjectively adjusted, 2) a set of historically estimated errors for drawing or an estimated probability distribution of errors, and 3) a way of changing the optimal path of the interest rate when errors are drawn, either an interest rate rule, optimal control, or something in between. The Fed's current reporting is only of differences of opinions, which are not measures of dispersion of endogenous variable forecasts.
