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Consistent in invertibility
A Banach space operator T ∈ B(X) may be said to be “consistent in invertibility” provided
that for each S ∈ B(X), T S and ST are either both or neither invertible. The induced
spectrum contributes the conditions equivalent to various forms of “Weyl’s theorem”.
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0. Introduction
In a seminal paper of 1909 Hermann Weyl [14] examined compact perturbations of certain differential operators and
found that the intersection of their spectra coincided with the isolated eigenvalues of ﬁnite multiplicity. This observation
was later abstracted to the assertion that “Weyl’s theorem holds”,
σ(T )\σw(T ) = π00(T ), (0.1)
in the ﬁrst instance for self adjoint operators, but then extended [1–3,10,11] to more and more different classes of Ba-
nach and Hilbert space operators. This suggests looking for interesting conditions on T ∈ B(X) necessary and suﬃcient for
the equality (0.1). In this note we offer such conditions involving a subset of the spectrum derived from “consistent in
invertibility”.
We recall ([7,8], etc.) that, for bounded linear T ∈ B(X) on Banach space the spectrum σ(T ) collects the complex num-
bers λ for which T − λI fails to be invertible, equivalently is either not one one or not onto. The essential spectrum σe(T )
collects the λ for which T − λI fails to be “Fredholm”, so that either the null space or the quotient by the range is inﬁnite
dimensional. When T is “Fredholm” then its index, ind(T ), is the difference n(T ) − d(T ) of these two ﬁnite dimensions, and
if n(T ) = d(T ) < ∞ the T is said to be “Weyl”. The Weyl spectrum σw(T ) in turn collects complex numbers λ for which
T − λI fails to be Weyl. Finally, in (0.1), we write
π00(T ) = π0(T ) ∩ isoσ(T ); π0(T ) =
{
λ ∈C, 0 < n(T − λI) < ∞} (0.2)
for the (isolated) eigenvalues of ﬁnite geometric multiplicity. We shall begin, in Section 1, with the idea of “consistent
invertibility”, and go on in Section 2 to introduce “Weyl’s theorem” and some of its relatives. In Section 3 we offer theorems
which give various conditions, involving consistent invertibility, which characterize when variants of Weyl’s theorem are
satisﬁed.
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We shall describe a Banach space operator T ∈ B(X) as consistently invertible (CI) provided there is implication, for
arbitrary S ∈ B(X),
ST ∈ B(X)−1 ⇐⇒ T S ∈ B(X)−1. (1.1)
Curiously this notion is already in the Weyl paper [14]; it was discussed comprehensively on Hilbert spaces by Gong and
Han [6], and on Banach spaces and in Calkin algebras by Djordjevic [4]. We shall write
σCI(T ) = {λ ∈C, T − λI is not CI}. (1.2)
The CI spectrum needs be neither closed nor nonempty:
Theorem 1. If T ∈ B(X) then there is equality
σCI(T ) = σ(T )\
(
σ left(T ) ∩ σ right(T )), (1.3)
and inclusion
σCI(T ) ⊆ intσ(T ). (1.4)
If f ∈ H(T ) is holomorphic on, and not constant on any component of, a neighborhood of σ(T ), then there is inclusion
σCI
(
f (T )
)⊆ f (σCI(T )
)
. (1.5)
There is equality for all such f if and only if σCI(T ) = ∅.
Proof. According to [6], λ0 ∈ σCI(T ) if and only if T − λ0 I is bounded from below or surjective but T − λ0 I is not invertible.
By perturbation theorem of semi-Fredholm operator, σCI(T ) is an open set in the spectrum σ(T ) of operator T . Hence,
(1.3) and (1.4) are true. Clearly, (1.5) is true. Now we prove that σCI( f (T )) = f (σCI(T )) if and only if σCI(T ) = ∅. Suppose
σCI(T ) = ∅, then f (σCI(T )) = ∅. Since σCI( f (T )) ⊆ f (σCI(T )), we know that σCI( f (T )) = ∅, which means that σCI( f (T )) =
f (σCI(T )) for any f ∈ H(T ).
Conversely, suppose that spectrum mapping theorem holds for σCI(·). If σCI(T ) 
= ∅, let λ0 ∈ σCI(T ), that is T − λ0 I
is not CI. Since σa(T ) ∩ σs(T ) 
= ∅, where σs(T ) = {λ ∈ C: T − λI is not surjective}, take μ0 ∈ σa(T ) ∩ σs(T ), and let
f (T ) = (T − λ0 I)(T − μ0 I). If (T − μ0 I)(X) is not closed, f (T )(X) must not be closed, in this case f (T ) is CI. In the
following we suppose (T − μ0 I)(X) is closed. Since (T − μ0 I)−1(0) 
= {0} and (T − μ0 I)(X) 
= H , using the fact that
f (T )(X) = (T −λ0 I)(X)∩ (T −μ0 I)(X) and (T −μ0 I)−1(0) ∈ f (T )−1(0), we know that f (T )(X) is closed and f (T )(X) 
= H ,
f (T )−1(0) 
= {0} which means that f (T ) is CI. That is 0 /∈ σCI( f (T ))(= f (σCI(T ))). Then λ0 /∈ σCI(T ), it is in contradiction to
the fact λ0 ∈ σCI(T ). 
We note that neither of the inclusions (1.4) or (1.5) can be sharpened to equality:
Example 2. (1) A1, A2 ∈ B(2) are deﬁned by:
A1(x1, x2, x3, . . .) = (0, x1,0, x2,0, x3, . . .),
A2(x1, x2, x3, . . .) = (x2, x4, x6, x8, . . .).
Let T = ( A1 00 A2
)
, then σ(T ) = {λ ∈C: |λ| 1}, hence intσ(T ) = {λ ∈C: |λ| < 1}. But σCI(T ) = ∅. It follows that the inclusion
intσ(T ) ⊆ σCI(T ) fails.
(2) A1, A2 ∈ B(2) are deﬁned by:
A1(x1, x2, x3, . . .) = (0, x1,0, x2,0, x3, . . .),
A2(x1, x2, x3, . . .) = (x1,0,0, . . .).
Let T = ( A1 00 A2
)
and f (T ) = T ( I2 − T ), then f (T ) is CI, that is 0 /∈ σCI( f (T )). But since 12 ∈ σCI(T ), we know that 0 ∈
f (σCI(T )), which means that the inclusion f (σCI(T )) ⊆ σCI( f (T )) fails.
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The assertion (0.1) that “Weyl’s theorem holds” for T ∈ B(X) can be resolved into two independent components:
σ(T ) = σw(T ) ∪ π00(T ) (2.1)
and
σw(T ) ∩ π00(T ) = ∅; (2.2)
the ﬁrst of these conditions has been christened “Browder’s theorem holds” [8], while a strengthened version of the second
is known as the “polaroid” condition [5]. The polaroid condition also implies that T ∈ B(X) is isoloid in the sense [8] that
isolated points of spectrum are eigenvalues:
isoσ(T ) ⊆ σp(T ). (2.3)
Vladimir Rakoc˘evic´ [12] has introduced conditions “a-Weyl’s theorem holds”,
σa(T ) = σaw(T ) ∪ πa00(T ) (2.4)
and
σaw(T ) ∩ πa00(T ) = ∅,
and “a-Browder’s theorem holds”,
σa(T ) = σaw(T ) ∪ πa00(T ), (2.5)
in which the spectrum σ is replaced by the approximate point spectrum σa . Here we write
σaw(T ) =
⋃{
σa(T + K ): K ∈ B(X) compact
}
, (2.6)
collecting λ ∈C for which T − λI fails to be upper semi-Fredholm of negative index, and
πa00(T ) = π0(T ) ∩ isoσa(T ). (2.7)
The “Browder spectrum” is given by
σb(T ) =
⋃{
σ(T + K ): K ∈ B(X) compact and T K = K T }, (2.8)
and is the set of λ ∈C for which T − λI fails to be Fredholm of ﬁnite ascent and descent, writing asc(T ) and des(T ) for the
ascent and descent of T respectively; the “a-Browder spectrum” is given by
σab(T ) =
⋃{
σa(T + K ): K ∈ B(X) compact and T K = K T
}
, (2.9)
collecting λ ∈ C for which T − λI fails to be upper semi-Fredholm of ﬁnite ascent. Now “Browder’s theorem” (2.1) holds
if and only if σw(T ) = σb(T ), while “a-Browder’s theorem” (2.5) holds if and only if σaw(T ) = σab(T ). We note also the
approximate point analogue of the isoloid condition (2.3), saying that T ∈ B(X) is “a-isoloid” provided
isoσa(T ) ⊆ σp(T ). (2.10)
We recall ﬁnally the Kato spectrum:
σK (T ) =C\{λ ∈C: T − λI is Saphar and has closed range}, (2.11)
where the “Saphar” condition [7,9] says
(T − λI)−1(0) ⊆ (T − λI)∞(X) =
∞⋂
n=1
(T − λI)n(X). (2.12)
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In the following, T ∗ is the conjugate operator of T .
Theorem 3.
(1) a-Browder’s theorem holds for T ∈ B(X) if and only if σ(T ) = σCI(T ) ∪ {λ ∈C: n(T − λI) > d(T − λI)} ∪ {λ ∈C: n(T − λI) =
∞} ∪ σK (T );
(2) a-Browder’s theorem holds for T ∗ ∈ B(X) if and only if σ(T ) = σCI(T )∪ {λ ∈C: n(T − λI) < d(T − λI)} ∪ {λ ∈C: d(T − λI) =
∞} ∪ σK (T ).
Proof. Suppose a-Browder’s theorem holds for T . Clearly σCI(T ) ∪ {λ ∈ C: n(T − λI) > d(T − λI)} ∪ {λ ∈ C: n(T − λI) =
∞} ∪ σK (T ) ⊆ σ(T ). Let λ0 /∈ σCI(T ) ∪ {λ ∈ C: n(T − λI) > d(T − λI)} ∪ {λ ∈ C: n(T − λI) = ∞} ∪ σK (T ). Then T − λ0 I is
CI, also an upper semi-Fredholm of ind(T − λ0 I) 0, and (T − λ0 I)−1(0) ⊆⋂∞n=1(T − λ0 I)n(X). Since a-Browder’s theorem
holds for T , it follows that asc(T − λ0 I) < ∞. This induces that (T − λ0 I)−1(0) = (T − λ0 I)−1(0) ∩⋂∞n=1(T − λ0 I)n(X) = {0}
[13, Theorem 3.4], which means that T − λ0 I is bounded from below. But since T − λ0 I is CI, we know that T − λ0 I is
invertible [6, Theorem 1.1]. Now we prove that λ0 /∈ σ(T ).
For the converse, let λ0 ∈ σa(T )\σaw (T ), then there exists  > 0 such that λ /∈ σaw(T ), (T −λI)−1(0) ⊆⋂∞n=1(T −λI)n(X)
and n(T − λI) is constant if 0 < |λ − λ0| <  . There are two cases to consider.
If there exists λ1 satisfying 0 < |λ1 − λ0| <  and λ1 ∈ σCI(T ), then T − λ1 I is bounded from below. Thus T − λI is
bounded from below if 0 < |λ − λ0| <  . This means that λ0 ∈ isoσa(T ).
Let λ /∈ σCI(T ) if 0 < |λ − λ0| <  , then λ /∈ σCI(T ) ∪ {λ ∈ C: n(T − λI) > d(T − λI)} ∪ {λ ∈ C: n(T − λI) = ∞} ∪ σK (T ).
This means that T − λI is invertible if 0 < |λ − λ0| <  . Now we know that λ0 ∈ isoσa(T ) again.
Since λ0 ∈ isoσa(T ), it follows that asc(T − λ0 I) < ∞. Then σaw(T ) = σab(T ), which means that a-Browder’s theorem
holds for T .
Similar to the proof of above, (2) can be proved. 
Remark 4. “a-Browder’s theorem holds for T (T ∗)” does not imply “a-Browder’s theorem holds for T ∗ (T )”.
For example, let A, B ∈ B(2) be deﬁned by:
A(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .);
B(x1, x2, x3, . . .) = (x2, x4, x6, . . .);
and let T = ( A 0
0 B
)
. Then
(1) σaw(T ) = σab(T ) = {λ ∈C: |λ| 1}, which means that a-Browder’s theorem holds for T ;
(2) σaw(T ∗) = {λ ∈C: |λ| = 1} and σab(T ∗) = {λ ∈C: |λ| 1}, this shows that a-Browder’s theorem fails for T ∗ .
Corollary 5. Suppose that a-Browder’s theorem holds for T , then a-Browder’s theorem holds for T ∗ if and only if σ(T ) = σCI(T )∪{λ ∈
C: d(T − λI) = ∞} ∪ σK (T ).
Proof. By Theorem 3, we need to prove that {λ ∈ C: n(T − λI) < d(T − λI)} ⊆ σCI(T ) ∪ {λ ∈ C: d(T − λI) = ∞} ∪ σK (T )
if T satisﬁes a-Browder’s theorem. Let λ0 ∈ {λ ∈ C: n(T − λI) < d(T − λI)}, without loss of generality, we suppose that
d(T − λ0 I) < ∞. This means that T − λ0 I is a Fredholm operator and ind(T − λ0 I) < 0. Then T − λ0 I is bounded from
below or λ0 ∈ σa(T )\σaw (T ). If T − λ0 I is bounded form below, λ0 ∈ σCI(T ). But if λ0 ∈ σa(T )\σaw (T ), using the fact that
a-Browder’s theorem holds for T , we know that asc(T − λ0 I) < ∞ but T − λ0 I is not surjective. We claim that λ0 ∈ σK (T ).
In fact, if λ0 /∈ σK (T ), there is (T −λ0 I)−1(0) ⊆⋂∞n=1(T −λ0 I)n(X). Since asc(T −λ0 I) < ∞, it follows that (T −λ0 I)−1(0) =
(T − λ0 I)−1(0) ∩⋂∞n=1(T − λ0 I)n(X) = {0}, this means that T − λ0 I is bounded from below. It is in contradiction to the fact
that λ0 ∈ σa(T )\σaw (T ). From the preceding proof, we get that λ0 ∈ σCI(T ) ∪ {λ ∈C: d(T − λI) = ∞} ∪ σK (T ).
Using the same way, we can prove that:
Corollary 6. If a-Browder’s theorem holds for T ∗ , then a-Browder’s theorem holds for T ⇔ σ(T ) = σCI(T )∪{λ ∈C: n(T −λI) = ∞}∪
σK (T ).
Corollary 7. Both T and T ∗ satisfy a-Browder’s theorem if and only if σ(T ) = σCI(T )∪{λ ∈C: n(T −λI) = d(T −λI) = ∞}∪σK (T ).
Proof. Suppose that a-Browder’s theorem holds for T and T ∗ . By Theorem 3, we only need to prove that {λ ∈C: n(T −λI) <
d(T − λI)} ∪ {λ ∈C: n(T − λI) > d(T − λI)} ⊆ σCI(T ) ∪ σK (T ). Let λ0 ∈C such that n(T − λ0 I) < d(T − λ0 I). If (T − λ0 I)(X)
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invertible. This shows that T − λ0 I is bounded from below but not invertible or λ0 ∈ σa(T )\σaw(T ). Similar to the proof
in Corollary 5, λ0 ∈ σCI(T ) or λ0 ∈ σK (T ). Then there must be λ0 ∈ σCI(T ) ∪ σK (T ). This proves that {λ ∈ C: n(T − λI) <
d(T − λI)} ⊆ σCI(T ) ∪ σK (T ). Using the fact that a-Browder’s theorem holds for T ∗ , we can prove {λ ∈ C: n(T − λI) >
d(T − λI)} ⊆ σCI(T ) ∪ σK (T ).
Conversely, since σ(T ) = σCI(T ) ∪ {λ ∈ C: n(T − λI) = d(T − λI) = ∞} ∪ σK (T ), it induces that σ(T ) = σCI(T ) ∪ {λ ∈ C:
n(T −λI) > d(T −λI)}∪{λ ∈C: n(T −λI) = ∞}∪σK (T ) = σCI(T )∪{λ ∈C: n(T −λI) < d(T −λI)}∪{λ ∈C: d(T −λI) = ∞}∪
σK (T ). Then a-Browder’s theorem holds for T and T ∗ by Theorem 3. 
From example in Remark 4, “a-Browder’s theorem holds for T (T ∗)” does not imply “a-Weyl’s theorem holds for T ∗ (T )”.
Theorem 8. Suppose that a-Browder’s theorem holds for T ∗ , then T is a-isoloid and a-Weyl’s theorem holds for T if and only if
σab(T ) ⊆ σCI(T ) ∪ {λ ∈C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
Proof. Suppose that T is a-isoloid and a-Weyl’s theorem holds for T . Then a-Browder’s theorem holds for T , by Corollary 6,
σ(T ) = σCI(T )∪{λ ∈C: n(T −λI) = ∞}∪σK (T ). Let λ0 /∈ σCI(T )∪{λ ∈C: n(T −λI) = ∞}∪[σK (T )∩accσa(T )]. If λ0 /∈ σK (T ),
then λ0 /∈ σ(T ). This shows that λ0 /∈ σab(T ). If λ0 /∈ accσa(T ), λ0 /∈ σa(T ) or λ0 ∈ πa00(T ) since T is a-isoloid. But since
a-Weyl’s theorem holds for T , it follows that λ0 /∈ σab(T ).
Conversely, suppose that σab(T ) ⊆ σCI(T ) ∪ {λ ∈ C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )]. First we need to prove that
a-Browder’s theorem holds for T . By Corollary 6, let λ0 /∈ σCI(T ) ∪ {λ ∈ C: n(T − λI) = ∞} ∪ σK (T ), then λ0 /∈ σCI(T ) ∪
{λ ∈ C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )]. Thus λ0 /∈ σab(T ), that is λ0 /∈ σaw(T ) and asc(T − λ0 I) < ∞. But since λ0 /∈
σK (T ), it follows that (T −λ0 I)−1(0) ⊆⋂∞n=1(T −λ0 I)n(X). Then (T −λ0 I)−1(0) = (T −λ0 I)−1(0)∩
⋂∞
n=1(T −λ0 I)n(X) = {0}
[13, Theorem 3.4], which means that T −λ0 I is bounded from below. Using the fact that T −λ0 I is CI, we know that T −λ0 I
is invertible [6, Theorem 1.1]. Thus σ(T ) = σCI(T ) ∪ {λ ∈ C: n(T − λI) = ∞} ∪ σK (T ), this says that a-Browder’s theorem
holds for T . Let λ0 ∈ πa00(T ), by isoσa(T ) ∩ σCI(T ) = ∅, we get λ0 /∈ σCI(T ) ∪ {λ ∈ C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
Then λ0 /∈ σab(T ), thus λ0 ∈ σa(T )\σaw(T ). Now we show that a-Weyl’s theorem holds for T . We will prove that T is a-
isoloid. Let λ0 ∈ isoσa(T ). If n(T − λ0 I) = 0, then λ0 /∈ σCI(T ) ∪ {λ ∈ C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )], and hence
λ0 /∈ σab(T ). This implies that T − λ0 I is bounded from below, it is in contradiction to the fact that λ0 ∈ isoσa(T ). 
Using Theorem 8 and Corollary 7, we can prove that:
Corollary 9. a-Browder’s theorem holds for T ∗ and T is a-isoloid for which a-Weyl’s theorem holds if and only if σab(T ) ⊆ σCI(T ) ∪
{λ ∈C: n(T − λI) = d(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
In the following, we implore the a-Weyl’s theorem for T and T ∗ , let us begin with a result which a-Weyl’s theorem holds
for T :
Theorem10. T ∈ B(X) is a-isoloid and a-Weyl’s theorem holds for T if and only if σab(T ) ⊆ σCI(T )∪{λ ∈C: n(T −λI) > d(T −λI)}∪
{λ ∈C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
Proof. Suppose that T is a-isoloid and a-Weyl’s theorem holds for T . Let λ0 /∈ σCI(T )∪ {λ ∈C: n(T − λI) > d(T − λI)} ∪ {λ ∈
C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )], then λ0 /∈ σCI(T ) ∪ {λ ∈ C: n(T − λI) > d(T − λI)} ∪ {λ ∈ C: n(T − λI) = ∞} and
λ0 /∈ [σK (T ) ∩ accσa(T )]. If λ0 /∈ σK (T ), by Theorem 3, T − λ0 I is invertible, which means that λ0 /∈ σab(T ). If λ0 /∈ accσa(T ),
λ0 ∈ isoσa(T ) or λ0 /∈ σa(T ). Without loss of generality, we suppose λ0 ∈ isoσa(T ). Since T is a-isoloid and a-Weyl’s theorem
holds for T , λ0 /∈ σab(T ).
Conversely, using Theorem 3, ﬁrst we will prove a-Browder’s theorem holds for T . Let λ0 /∈ σCI(T ) ∪ {λ ∈C: n(T − λI) >
d(T − λI)} ∪ {λ ∈ C: n(T − λI) = ∞} ∪ σK (T ), then λ0 /∈ σab(T ) and (T − λ0 I)−1(0) ⊆ ⋂∞n=1(T − λ0 I)n(X). This im-
plies that T − λ0 I is bounded from below. But since T − λ0 I is CI, T − λ0 I is invertible. We show that σ(T ) =
σCI(T ) ∪ {λ ∈ C: n(T − λI) > d(T − λI)} ∪ {λ ∈ C: n(T − λI) = ∞} ∪ σK (T ), which means that a-Browder’s theorem
holds for T , that σa(T )\σaw(T ) ⊆ πa00(T ). For the converse inclusion, let λ0 ∈ πa00(T ), then λ0 /∈ σCI(T ). We claim that
λ0 /∈ {λ ∈ C: n(T − λI) > d(T − λI)}. In fact, if n(T − λ0 I) > d(T − λ0 I), then T − λ0 I is Fredholm with ind(T − λ0 I) > 0.
Using the perturbation theory of semi-Fredholm and the fact that λ0 ∈ isoσa(T ), we know that there exists  > 0 such that
ind(T − λ0 I) = ind(T − λI) 0 if 0 < |λ− λ0| <  . It is a contradiction. Now we show that λ0 /∈ σCI(T )∪ {λ ∈C: n(T − λI) >
d(T − λI)} ∪ {λ ∈ C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )]. Thus λ0 /∈ σab(T ). Then πa00(T ) ⊆ σa(T )\σaw (T ). We get that
σa(T )\σaw (T ) = πa00(T ), which means that a-Weyl’s theorem holds for T . Using the same way in Theorem 8, we can prove
T is a-isoloid. 
Similar to the proof of above, we can prove: T is a-isoloid and a-Weyl’s theorem holds for T if and only if σb(T ) =
[σCI(T )\σab(T )] ∪ {λ ∈C: n(T − λI) > d(T − λI)} ∪ {λ ∈C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
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σK (T ) = σ(T ). So we can obtain:
Corollary 11. T ∈ B(X) is a-isoloid and satisﬁes a-Weyl’s theorem if and only if T satisﬁes a-Browder theorem and σb(T ) =
[σCI(T )\σab(T )] ∪ {λ ∈C: n(T − λI) = ∞} ∪ accσa(T ).
From Theorem 10, if σab(T ) ⊆ σCI(T ) ∪ [σK (T ) ∩ intσa(T )], then T is a-isoloid and a-Weyl’s theorem holds for T . We call
T is ﬁnite-a-isoloid (abbrev. f-a-isoloid) if isoσa(T ) ⊆ {λ ∈ C: 0 < n(T − λI) < ∞}. Using Corollary 9 and Theorem 10, we
can get that:
Corollary 12. Suppose both T and T ∗ are f-a-isoloid, then a-Weyl’s theorem holds for T and T ∗ if and only if σab(T ) ∩ σab(T ∗) ⊆
σCI(T ) ∪ {λ ∈ C: n(T − λI) = n(T ∗ − λI) = ∞} ∪ [σK (T ) ∩ accσa(T ) ∩ accσs(T )] if and only if σb(T ) = [σCI(T )\(σab(T ) ∩
σab(T ∗))] ∪ {λ ∈C: n(T − λI) = n(T ∗ − λI) = ∞} ∪ [σK (T ) ∩ accσa(T ) ∩ accσs(T )].
Using Theorem 8, Corollaries 5 and 6, we can get:
Corollary 13. Suppose both T and T ∗ are f-a-isoloid, the following statements are equivalent:
(1) T satisﬁes a-Browder’s theorem, σ(T ) = σCI(T ) ∪ {λ ∈ C: d(T − λI) = ∞} ∪ σK (T ),σb(T ) = [σCI(T )\(σab(T ) ∩ σab(T ∗))] ∪
[accσa(T ) ∩ accσs(T )];
(2) a-Browder’s theorem holds for T ∗ , σ(T ) = σCI(T ) ∪ {λ ∈C: n(T − λI) = ∞} ∪ σK (T ),σb(T ) = [σCI(T )\(σab(T ) ∩ σab(T ∗))] ∪
[accσa(T ) ∩ accσs(T )];
(3) T is a-isoloid and satisﬁes a-Weyl’s theorem, σab(T ∗) ⊆ σCI(T ) ∪ {λ ∈C: n(T ∗ − λI) = ∞} ∪ [σK (T ) ∩ accσs(T )];
(4) T ∗ is a-isoloid for which a-Weyl’s theorem holds, σab(T ) ⊆ σCI(T ) ∪ {λ ∈C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
It is well known that a-Weyl’s theorem for T does not imply a-Weyl’s theorem for T + K , where K is a compact operator
commuting with T .
Corollary 14. Suppose that σab(T ) ⊆ σCI(T ) ∪ [σK (T ) ∩ intσa(T )], then for any compact operator K ∈ B(X) commuting with T ,
a-Weyl’s theorem holds for T + K .
Proof. By the statement before Corollary 12, T is a-isoloid and a-Weyl’s theorem holds for T . Using Theorem 10, we need
to prove that σab(T + K ) ⊆ σCI(T + K )∪{λ ∈C: n(T + K −λI) > d(T + K −λI)}∪ {λ ∈C: n(T + K −λI) = ∞}∪[σK (T + K )∩
accσa(T + K )]. Let λ /∈ σCI(T + K ) ∪ {λ ∈ C: n(T + K − λI) > d(T + K − λI)} ∪ {λ ∈ C: n(T + K − λI) = ∞} ∪ [σK (T + K ) ∩
accσa(T + K )], then λ0 /∈ [σK (T + K ) ∩ accσa(T + K )]. If λ0 /∈ σK (T + K ), then T + K − λ0 I is CI, also is an upper semi-
Fredholm operator with ind(T + K −λ0 I) 0. Thus λ0 /∈ σaw(T ). Since a-Weyl’s theorem holds for T , it follows that asc(T −
λ0 I) < ∞. Then asc(T + K −λ0 I) < ∞. This implies that λ0 /∈ σab(T + K ). But if λ0 /∈ accσa(T + K ), there is λ0 ∈ isoσa(T + K )
or λ0 /∈ σa(T + K ). Without loss of generality, we suppose that λ0 ∈ isoσa(T + K ). This implies that λ0 /∈ intσa(T ). If λ0 ∈
σCI(T ), then T − λ0 I is bounded from below, thus λ0 /∈ σab(T + K ). If λ0 /∈ σCI(T ), we have that λ0 /∈ σCI(T ) ∪ [σK (T ) ∩
intσa(T )], this shows that λ0 /∈ σab(T ) again. Also we have that λ0 /∈ σab(T + K ). Therefore T + K is a-isoloid and satisﬁes
a-Weyl’s theorem. 
Let H denote a complex, inﬁnite dimensional Hilbert space. An operator T ∈ B(H) such that ‖T x‖ ‖T ∗x‖ for each x ∈ H
is called hyponormal. The following facts follow from the deﬁnition and the well facts of hyponormal operators:
(1) If T ∈ B(H) is hyponormal, then f (T ) is isoloid and Weyl’s theorem holds for f (T ) for every f ∈ H(T );
(2) If T ∈ B(H) is hyponormal, then a-Browder’s theorem holds for f (T ) for every f ∈ H(T );
(3) If T ∈ B(H) is hyponormal, then for every λ ∈C, asc(T − λI) < ∞.
If T ∈ B(H) is hyponormal, we can show that σCI(T ) = σ(T )\σa(T ), this shows σCI(T ) ∩ σab(T ) = ∅. If σCI(T ) = ∅, then
σ(T ) = σa(T ).
For hyponormal operator T , if σCI(T ) = ∅, then σCI( f (T )) = ∅ for every f ∈ H(T ). This implies that σ( f (T )) = σa( f (T )),
which means that π00( f (T )) = πa00( f (T )). Since Weyl’s theorem and a-Browder’s theorem hold for f (T ) and f (T ) is isoloid
for every f ∈ H(T ) if T ∈ B(H) is hyponormal, we get that:
Corollary 15. Suppose T ∈ B(H) is hyponormal. If σCI(T ) = ∅, then for any f ∈ H(T ), f (T ) is a-isoloid and a-Weyl’s theorem holds
for f (T ).
Using Theorem 10, we can prove the following fact: Suppose that T ∈ B(H) is hyponormal, then for any f ∈ H(T ), f (T )
is a-isoloid and a-Weyl’s theorem holds for f (T ) if and only if σab(T ) = {λ ∈C: n(T − λI) = ∞} ∪ [σK (T ) ∩ accσa(T )].
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