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We show that arbitrary N-qubit interactions among nuclear spins can be achieved efficiently in solid state
quantum platforms, such as nitrogen vacancy centers in diamond, by exerting control only on the electron
spin coupled to the nuclei. This allows to exploit nuclear spins as robust quantum registers and the direct
measurement of nuclear many-body correlators. The method takes advantage of recently introduced dynamical
decoupling techniques and avoids the necessity of external, slow, control on the nuclei. Our protocol is general,
being applicable to other nuclear spin based platforms with electronic spin defects acting as mediators as silicon
carbide.
I. INTRODUCTION
Nuclear spins in solid-state platforms such as diamond or
silicon carbide are natural and reliable quantum registers with
exceptional coherence times [1]. In order to realise the po-
tential of this resource for quantum computing [2], quantum
simulations [3], and quantum sensing [4, 5], it is necessary
to achieve both individual nuclear spin rotations and arbitrary
coherent coupling between nuclear spins. In close proxim-
ity, nuclear spins exhibit a natural coupling because of their
intrinsic nuclear dipolar interactions which may be exploited
for quantum simulations [6]. However, this natural coupling
is generally small as a consequence of the weak nuclear mag-
netic moments [3], while the available closest internuclear dis-
tances are always lower bounded by the lattice constants of the
host material. Furthermore, the spin active nuclear isotopes
appear in the platforms of interest with a low natural abun-
dance, e.g. 1.1% and 4.7% for the cases of 13C and 29Si nuclei
which are the relevant species for diamond [7, 8] and silicon
carbide [9, 10]. Furthermore, the positions of the nuclei are
fixed which make the modulation of the internuclear coupling
challenging.
The tuning of the direct coupling of nuclear spins is ex-
cessively demanding, although it can be suppressed (up to a
certain degree) by the application of suitably tuned radio fre-
quency (rf) fields [6, 11, 12]. However, nuclear spins can be
coupled to external magnetic fields through Zeeman interac-
tions [13], and more importantly, they can couple to nearby
electron spins. In this respect, the electron spin of a NV center
is a promising nano-scale device to detect and control nuclear
spins using the electron-nuclear hyperfine interaction [7, 8].
The large magnetic moment of electron spins allows a sin-
gle NV center to couple strongly to many nuclear spins. In
addition, with dynamical control achieved due to the applica-
tion on the NV center of decoupling sequences such as Carr-
Purcell-Meiboom-Gill (CPMG) [14, 15], pulse arrangements
of the XY kind [16, 17], and adaptive XY sequences [18–20],
one can entangle the NV electron to individual nuclear spins
(including the 14N nucleus inherent to the NV center) for the
sake of electron-nuclear two-qubit quantum gates and quan-
tum algorithms [21–32].
Particularly, the set of techniques developed in [18–20] al-
lows for highly selective and robust electron-nuclear quan-
tum gates evolving according to the Hamiltonians σzIx or σzIy
by using sequences of non-equidistant microwave decoupling
pulses. Note that σz = |ms = ±1〉〈ms ± 1| − |ms = 0〉〈ms = 0|
corresponds to an effective electronic spin- 12 operator [7, 8],
while Ix, Iy are nuclear spin operators with I = 12 . In addition,
in [33] it is shown how the judicious application of a delay
window achieves an interaction of the kind σzIz. Further-
more, these techniques can incorporate a decoupling rf field
[19, 20, 33] to combine electron-nuclear entangling gate gen-
eration with a suppression of the internuclear decoupling.
In this work we show that arbitrary single, and N-body nu-
clear spin interactions can be realised efficiently in the frame
of electron spin defects with nearby nuclear spins through
a specific combination of selective electron-nuclear gates.
The latter can be achieved when the natural hyperfine cou-
plings between the electronic- and nuclear-spins are appropri-
ately modulated with dynamical decoupling techniques. Our
method combines the two key advantages of electron and nu-
clei qubits, namely fast electronic control and the long nuclear
spin coherence times. In addition, we demonstrate how the
same techniques allow to measure directly nuclear many-body
correlators. To exemplify the protocol we use NV centers in
diamond as the model system, but our method is general and
can be used in other solid-state quantum platforms such as
silicon carbide.
II. ELEMENTARY ENTANGLING GATES
With the dynamical decoupling techniques in [18–20, 33],
one can achieve highly selective entangling quantum gates of
the form
Qαj (ϕ) = exp
(
iϕσzIαj
)
, (1)
between the NV electron spin (with Pauli operator σz) and
the j-th nuclear spin (with the spin operator Iαj and α = x, y, z)
while prolonging the electron spin coherence. Another impor-
tant feature is that, as opposed to standard dynamical decou-
pling methods [14–17], the phase ϕ is fully tunable. We will
see later that this is a crucial requirement for designing our
quantum algorithm. In addition, with microwave control, sin-
gle qubit gates can be applied to the NV electron spin. These
are, for instance, Xφ = eiφ
σx
2 i.e. a rotation of an arbitrary
and controllable phase φ around the x axis, although any other
direction is available.
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2III. PROTOCOL FOR N-BODY NUCLEAR
INTERACTIONS
The elementary gates presented before permit the imple-
mentation of N-body interactions (denoted in the following
by Uφ) between the nuclear spins that can be individually ad-
dressed by the NV center. In the last section we will demon-
strate numerically that the individual nuclear addressing is
possible even when a certain target spin is surrounded by other
nuclei interacting with the NV center. The latter is of great
benefit when dealing with dense samples because they con-
tain a potentially large number of available nuclear qubits.
For example, by having the entangling gates Qα1j1 (ϕ1)Q
α2
j2
(ϕ2)
at hand, one can demonstrate the following equality (up to an
irrelevant global phase):
Uφ = Q
α1
j1
(ϕ1)Q
α2
j2
(ϕ2)X2φ+piQ
α1
j1
(ϕ1)Q
α2
j2
(ϕ2)Xpi
= eiφσx(cosϕ1−2i sinϕ1σzI
α1
j1
)(cosϕ2−2i sinϕ2σzIα2j2 ), (2)
which contains two-qubit, and many-body (in this specific
case three-body) interactions involving the electron and the
nuclear spins, see Appendix for a detailed derivation of
Eq. (2).
We want to note that an especially interesting situation is
realised when ϕ1 = ϕ2 = pi2 , i.e. when we are making interact
with the same phase the electron spin with different nuclei. In
this case we have Uφ = exp
[
−i4φσxIα1j1 Iα2j2
]
namely a three-
body time evolution operator where the phase φ corresponds
to the one of the central gate, X2φ+pi, in the first line of Eq. (2).
Now it is possible to generalise the results in Eq. (2) and
demonstrate that with the following sequence of gates
Uφ = QNX2φ+piQNXpi, (3)
where QN =
∏N
n=1 Q
αn
jn
(ϕn), N labels the total number of
addressable nuclear spins, αn = x, y, z, and by noting that
[Qαnjn (ϕn),Q
αm
jm
(ϕm)] = 0 for n , m, i.e. the different entan-
gling gates commute, one can find that, for ϕn = pi2 ∀n, and in
the case N = 2M (i.e. we are subsequently addressing an even
number of nuclear spins) the time evolution operator is
Ueφ = exp
(−1)Mi 22Mφ σx 2M∏
n=1
Iαnjn
 . (4)
In the same manner, for N = 2M+1 (an odd number of nuclear
spins are addressed) we have
Uoφ = exp
(−1)(M+1)i 22M+1φ σy 2M+1∏
n=1
Iαnjn
 . (5)
Note that in both cases we have a (N + 1)-body evolution that
involves the electron and nuclear spins.
Now, if the Ueφ or U
o
φ operators act on an initial state such
that, for the even case, we have ρet=0 = |x±〉〈x±| ⊗ ρN where
σx|x±〉 = ±|x±〉, while the initial state for the odd case is ρot=0 =
|y±〉〈y±| ⊗ ρN with σy|y±〉 = ±|y±〉 and ρN represents an initial
nuclear state, we have the following two possibilities
Ueφ ρ
e
t=0(U
e
φ)
† = |x±〉〈x±| ⊗ U˜e±φ ρN (U˜e±φ)† (6)
and
Uoφ ρ
o
t=0(U
o
φ)
† = |y±〉〈y±| ⊗ U˜o±φ ρN (U˜o±φ)†, (7)
where the N-body nuclear operators U˜e±φ, U˜
o
±φ read
U˜e±φ = exp
−(1)Mi 22M(±φ) 2M∏
n=1
Iαnjn
 , (8)
and
U˜o±φ = exp
−(1)(M+1)i 22M+1(±φ) 2M+1∏
n=1
Iαnjn
 . (9)
It is also important to note that the gates X2φ+pi and Xpi in
Eq. (3) can be replaced by Y2φ+pi and Ypi where Yφ = eiφ
σy
2 ,
or for any other gate that implies a rotation on the XY plane.
The latter would give rise to a set of results similar to the ones
in Eqs. (4), (5), (8), and (9). Finally, note that, during gate
performance, the electron spin gets selectively coupled with
different target nuclei of the sample but will also be affected
by different noise sources (see later for a description of the
typical error sources in the case of NV centers in diamond).
Therefore, since the electron spin is the mediator of nuclear
interactions, its quantum state has to be protected against er-
rors during the protocol which we achieve by means of dy-
namical decoupling techniques.
In this manner we have realised an effective N-body inter-
action acting on a set of nuclei, while the electron spin gets un-
coupled after the process. We would like to note that Eqs. (8)
and (9) allows one to couple distant nuclear spins and, remark-
ably, the achieved phase φ can be easily extended without af-
fecting significantly to the total time of the protocol. In this
respect note that φ is introduced through a single-qubit gate
on the electron spin that can be implemented in a time on the
order of nanoseconds. Furthermore, an electron spin rotation
to change |x±〉 → |y±〉 allows us to subsequently combine the
final results in Eqs. (8), (9) in order to concatenate a set of
N-qubit quantum gates upon different nuclei.
In the same manner, and using again the NV center spin
as the interaction mediator, a single entangling gate Qαnjn (ϕn)
can be used to individually rotate any addressable spin by an
arbitrary phase. This is achieved by simply noting that
Qαnjn (ϕn)|z±〉〈z±| ⊗ ρN(Qαnjn )† = |z±〉〈z±| ⊗ e±
(
iϕnI
αn
jn
)
ρNe
∓
(
iϕnI
αn
jn
)
,
(10)
where σz| ± z〉 = ±| ± z〉. Hence, single nuclear spin rotations
can be applied without having to introduce weak control rf
fields that would require further calibration of the system.
In the end of the computing process a selective SWAP
gate between the electron and a target nuclear spin allows
to transfer the nuclear spin quantum state to the NV cen-
ter and reconstruct the nuclear spin state, or measure a
3nuclear spin operator, by optical readout applied on the
NV center which, at low temperatures, can achieve fideli-
ties exceeding 95% [32]. In this respect, we want to
note that a SWAP gate can be performed, up to a global
phase, as SWAPe, jn = exp [i
pi
2 (σzI
z
jn
+ σxIxjn + σyI
y
jn
)] =
exp [i pi2σzI
z
jn
] exp [i pi2σxI
x
jn
] exp [i pi2σyI
y
jn
], where each of the
previous two-qubit gates can be realised with [18–20, 33]
plus additional single-qubit gates on the electron spin.
Note also that a selective iSWAP gate (with iSWAPe, jn =
exp [i pi2 (σxI
x
jn
+ σyI
y
jn
)] = exp [i pi2σxI
x
jn
] exp [i pi2σyI
y
jn
]) is also
valid to retrieve the nuclear state information.
IV. MEASURING NUCLEAR MANY-BODY
CORRELATIONS
The same techniques can be applied to directly measure
the expectation value of delocalised N-body nuclear opera-
tors. This can be done through the next equality (for the sake
of simplicity we develop here the case for Ueφ while the odd
case, i.e. the case for Uoφ, is similar). After a set of N-body
operations we have that the final state is ρ = ρe ⊗ ρn(t), with
ρe = |α±〉〈α±| and α = x, y or z depending on the sequence
of gates we performed. Now we can take, with an electron
spin flip, the state ρe to an eigenstate of σz i.e. ρe → |1〉〈1|
with σz|1〉 = |1〉, apply an additional gate Ueφ and measure, for
example, the σy electronic operator. This process leads to
〈σy〉 = Tr
[
ρe ⊗ ρn(t)(Ueφ)†σyUeφ
]
= Tr
[
ρe ⊗ ρn(t) e
[
(−1)M (−i) 22M (2φ) σx ∏2Mn=1 Iαnjn ] σy].(11)
Now, if we select the phase φ such that (−1)M2φ = ( pi2 +m 2pi)
with m ∈ Z, we find that 〈σy〉 = Tr
[
ρe ⊗ ρn(t) σz ∏2Mn=1 σαnjn ]
and one can write
〈σy〉 = Trn
[
ρn(t)
2M∏
n=1
σαnjn
]
=
〈 2M∏
n=1
σαnjn
〉
, (12)
where Trn
[ · ] denotes the trace over the nuclear degrees of
freedom. In this manner a highly delocalised nuclear operator
gets encoded into an easy to measure electronic expectation
value.
V. IMPLEMENTATIONWITH NV CENTERS
In order to demonstrate the working principle of our proto-
col we will consider diamond technologies, i.e. a NV center
in the presence of a nuclear spin bath, as the target system to
numerically study our method. When a strong magnetic field
Bz is aligned with the NV axis, the zˆ direction, the Hamilto-
nian of the coupled system in the rotating frame of the free
energy electronic spin Hamiltonian H0 = DS 2z − γeBzS z reads
(~ = 1)
H = A‖S z −
∑
j
γ jBzIzj + S z
∑
j
~A j · ~I j + Hc. (13)
Here, the first term A‖S z with A‖ ≈ −(2pi) × 2.162 MHz,
see [34], and the spin-1 operator S z = |1〉〈1| − | − 1〉〈−1|,
corresponds to the longitudinal component of the coupling
with the 14N nucleus adjacent to the vacancy. In our simu-
lations, instead of using the 14N nucleus as a resource qubit,
we take it as the origin of a large detuning error with magni-
tude |A‖| [35] for demonstrating the robustness of our protocol.
However if the 14N is polarised at the beginning of the opera-
tional process that detuning error is negligible. The constants
γe = −(2pi) × 2.8024 MHzG and γ j ≡ γ13C = (2pi) × 1.0705 kHzG
∀ j represent the electronic and nuclear (in this case for the 13C
nucleus) gyromagnetic ratios.
The interaction between the NV center and the nuclear
spins is mediated by the hyperfine vector that we will consider
as dipolar like in the simulations, i.e. ~A j =
µ0γeγ j
4pi|~r j |3 [zˆ − 3
(zˆ·~r j)~r j
|~r j |2 ],
where ~r j is the vector that connects the NV center and each
environmental nuclei. Note also that, because of recently de-
veloped positioning methods [19] we will take ~A j as known
quantities. The large zero field splitting D = (2pi) × 2.87 GHz
had allowed us to neglect non-secular components in Eq. (13).
Furthermore, an external microwave control can be introduced
in Eq. (13) through the term Hc = Ω(|1〉〈0|eiϑ+ |0〉〈1|e−iϑ) with
Ω being the Rabi frequency of the microwave field. In this
manner, we are selecting the electronic spin subspace |0〉, |1〉
to define our qubit. In our numerical simulations we will addi-
tionally introduce an error in Ω for considering realistic exper-
imental conditions. More specifically, if the required time for
a pi-flip rotation of the electron spin is tpi = 14Ω , we will effec-
tively introduce a Rabi frequency Ω(1 + ) with  the relative
error that we will set as 1% [36]. As we will see in the Ap-
pendix, we consider this error as constant because a realistic
estimation for the correlation time of amplitude fluctuations
for microwave fields is ≈ 1ms [36], which is a large quan-
tity when compared with the time to execute each individual
unit of our dynamical decoupling sequence. For more details
see Appendix B (numerical simulations). Finally ϑ is a phase
that, for the sake of robustness, remains constant during each
microwave pulse but changes between pulses [18, 38, 39], see
more details in the Appendix B.
Hence, under the action of the microwave control pulses the
final Hamiltonian is
H = −
∑
j
ω j ωˆ j · ~I j + F(t) σz
∑
j
~A j · ~I j, (14)
where σz = |1〉〈1| − |0〉〈0|, F(t) = ±1 is the modulation
function appearing because of the action of pi-pulses upon
the electron spin, and ~ω j = γ13CBzzˆ − 12 ~A j with ω j = |~ω j|
and ωˆ j = ~ω j/|~ω j|. In this ideal description the detuning term
A‖S z has been eliminated because of the external microwave
driving, however our simulations will incorporate this detun-
ing term since they are performed assuming the Schro¨dinger
equation associated to the Hamiltonian in Eq. (13). In addi-
tion, we will not consider electron relaxation processes be-
cause, at low temperatures around 4 K, measurements of the
relaxation time (T1) on the order of seconds have already been
reported [31, 40] which largely exceeds the time for perform-
ing entangling nuclear gates. It is noteworthy that, in the case
4h z1 ⌦  z2 ⌦  z3i
 h z1i
 1
1
 0 2⇡
4⇡
b)
a)
FIG. 1: Expectation value of a) the σz1 operator. Solid line, ideal re-
sult according to the propagator in the second line of Eq. (15) while
the squares correspond to the result when the sequence of gates in
the first line of Eq. (15) is applied. b) Expectation value of the de-
localised operator σz1 ⊗ σz2 ⊗ σz3. The solid line represents the ideal
evolution while diamonds are the result of applying our method. All
the points in the plot (squares and diamonds) correspond to the ap-
plication of 3202 imperfect microwave pulses with a pi pulse time of
12.5 ns, and a total evolution time of ≈ 0.7 ms to generate the propa-
gator in Eq. (15). Note that this value is independent of the achieved
phase φ.
of [31] NV coherence times larger than 25 ms are achieved
in high purity IIa-type diamond sample at 4.2 K. Other ex-
periments, as the one in [37], report NV T2 times of ≈ 0.6
seconds at 77 K and, again, in samples with low nitrogen con-
centration. In this manner, and according to the previously
commented experimental results, we will not consider the NV-
electron coupling because of P1 centers in the diamond lattice.
VI. NUMERICAL RESULTS
We have numerically simulated the three-body nuclear time
evolution operator exp (i23φ I1x I
2
x I
3
x ), that gives rise to maxi-
mally entangled GHZ-like states [41] when the nuclear reg-
ister is initialized into the state | ↓↓↓ 〉. The latter can
be prepared by polarisation transfer from the electron spin,
see for example [29–31], or by dynamical nuclear polarisa-
tion (DNP) [42–44]. The three-body nuclear propagator can
be achieved by applying the sequence in Eq. (3) with QN =∏3
n=1 Q
αn
jn
(ϕn) where α1 = α2 = α3 = x and ϕ1 = ϕ2 = ϕ3 = pi2 .
More specifically, this is
Uφ = Qx1
(
pi
2
)
Qx2
(
pi
2
)
Qx3
(
pi
2
)
X2φ+piQx1
(
pi
2
)
Qx2
(
pi
2
)
Qx3
(
pi
2
)
Xpi
= − exp
(
i23φ σyIx1 I
x
2 I
x
3
)
= − exp
(
iφ σyσx1σ
x
2σ
x
3
)
. (15)
We selected a three qubit nuclear register such that ~A1 =
(2pi) × (−56,−32,−45) kHz, ~A2 = (2pi) × (−7.6, 39, 52) kHz,
~A3 = (2pi) × (−22, 13, 96) kHz, all of them corresponding to
nuclei located in available positions of the diamond lattice,
and the static magnetic field is Bz = 0.65 T, for more de-
tails see Appendix. Furthermore, and although not included
in our theoretical description in Eqs. (13) and (14), we have
also taken into account in the simulations the effect of inter-
nuclear interactions. These produce a coupling between the
i-th and j-th nuclei of the form gi, j =
~µ0γ
2
13C
2d3i, j
[1 − 3(nzi, j)2] with
di, j the relative distance between nuclei and nzi, j the amplitude
of the projection in zˆ on their relative positioning vectors. In
our case we have g1,2 ≈ −(2pi) × 20 Hz, g1,3 ≈ −(2pi) × 10
Hz, and g2,3 ≈ (2pi) × 7.5 Hz. Figure 1 shows the evolution of
the expectation value of a single nucleus σz1 and of the delo-
calised operator σz1 ⊗ σz2 ⊗ σz3. The solid line corresponds to
the ideal behavior while squares and diamonds represent the
result when our method is applied. Furthermore, we computed
that the fidelity for the creation of a three-qubit GHZ-like nu-
clear state of the form |Ψ〉 = exp (i pi4σyσx1σx2σx3)|y+〉| ↓↓↓〉 =
|y+〉 1√2 (| ↓↓↓〉+ i| ↑↑↑〉) is 98.8%. This state has been prepared
employing the same number of imperfect pulses, 3202, than
the one used for Fig 1. In addition, in Appendix B (Numerical
simulations) we have included a plot that presents the impact
of pulse-phase inaccuracy in our method.
VII. FURTHER APPLICATIONS
The generation of these kind of gates, single- and N-qubit,
allows to deal with problems involving fermionic interactions.
It is known that any creation or annihilation fermionic opera-
tor admits a form in terms of tensorial products of Pauli ma-
trices when the Jordan-Wigner transformation is applied [45].
Hence, an appropriate application of our techniques would
be of benefit to implement dynamics that include interacting
fermions, e.g. quantum chemistry problems, in a solid-state
quantum platform. Furthermore, the access to arbitrary multi-
qubit spin propagators is of interest for simulating spin models
with topological order [46], as well as to generate dynamics
and to perform measurements in different models of quantum
computing as the case of deterministic quantum computation
with one quantum bit, the DQC1 protocol, that do not require
to initially polarise the nuclear register [47, 48].
VIII. CONCLUSIONS
We presented a protocol that allows the generation of single
and N-qubit quantum gates between nuclear spins in a solid
state register such as diamond, as well as to measure highly
delocalised nuclear spin correlators. These gates are medi-
ated by an effective electron spin, for example a NV center,
externally controlled with microwave radiation in a dynam-
ical decoupling scheme to assure selective entangling gates
and electron spin state protection. The method is general and,
therefore, applicable to other lattice defects as silicon carbide
or germanium vacancy centers.
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X. APPENDIX
A. Electron-nuclei many body gate
Here we show how to derive Eq. (2).
Uφ = Q
α1
j1
(ϕ1)Q
α2
j2
(ϕ2)X2φ+piQ
α1
j1
(ϕ1)Q
α2
j2
(ϕ2)Xpi
=
[
exp (iϕ1σzI
α1
j1
) exp (iϕ2σzI
α2
j2
)
]
exp (iφσx)
iσx
[
exp (iϕ1σzI
α1
j1
) exp (iϕ1σzI
α2
j2
)
]
iσx
= eipi exp
[
iφ e(iϕ1σzI
α1
j1
)e(iϕ2σzI
α2
j2
)
σx e
(−iϕ1σzIα1j1 )e(−iϕ2σzI
α2
j2
)]
= eipi exp
[
iφ σx e
(−i2ϕ1σzIα1j1 )e(−i2ϕ2σzI
α2
j2
)]
= eipi exp
{
iφ σx[cos (ϕ1) − 2i sin (ϕ1)σzIα1j1 ]
× [cos (ϕ2) − 2i sin (ϕ2)σzIα2j2 ]
}
. (16)
Now, if the global phase factor eipi is neglected, we get the
result at Eq. (2). Note that we have used Qαj (ϕ) = exp
(
iϕσzIαj
)
and Xφ = eiφ
σx
2 in concordance with the definitions in the main
text.
B. Numerical simulations
To obtain Fig. [1], we chose a electron nuclear configura-
tion such that the hyperfine vectors for the three 13C nuclei
are
~A1 = (2pi) × (−56,−32,−45) kHz,
~A2 = (2pi) × (−7.6, 39, 52) kHz,
~A3 = (2pi) × (−22, 13, 96) kHz. (17)
The static Bz field is aligned with the NV axis (the z axis)
and has a value of 0.65 T. We drive the electron spin with mi-
crowave pulses in the form of top-hat functions with a pi-pulse
time of 12.5 ns. The microwave sequence is made of three
different steps, one for each of the operations Qx1(
pi
2 ), Q
x
2(
pi
2 )
and Qx3(
pi
2 ), driven by an appropriate dynamical decoupling
sequence. Note that each of these steps is repeated twice be-
cause the gates Qx1(
pi
2 ), Q
x
2(
pi
2 ) and Q
x
3(
pi
2 ) appear in front and
behind the central gate X2φ+pi in the first line of Eq. (15) in the
main text.
To implement each step, we use repetitively several AXY-
8 blocks [18] where each block has the following struc-
ture XYXYYXYX with X (or Y) being a composite pulse
containing 5 pi-pulses, see Fig. 2. In addition one should
note that each pi-pulse is applied along an axis in the x-y
plane determined by the phase ϑx,yj . This can be seen not-
ing that each pi-pulse is generated through the Hamiltonian
Hc = Ω(|1〉〈0|eiϑ + |0〉〈1|e−iϑ). To assure robustness, see [18],
we set these phases as ϑx1 = pi/6, ϑ
x
2 = 0, ϑ
x
3 = pi/2, ϑ
x
4 = 0,
and ϑx5 = pi/6, while the ϑ
y
j are shifted by an amount pi/2 with
respect to ϑxj . That is ϑ
y
j = ϑ
x
j + pi/2 The gate Q
x
1(
pi
2 ) required
≈ 69 µs to be displayed (we have used the 11-th harmonic of
the decoupling sequence and 440 microwave pulses, i.e. 88
robust composite pulses. The other gates Qx2(
pi
2 ) and Q
x
3(
pi
2 ) are
implemented in ≈ 107 µs (440 microwave pulses, i.e. 88 ro-
bust composite pulses) and ≈ 177 µs (720 microwave pulses,
i.e. 144 robust composite pulses) respectively by making use
of the 17-th harmonic in both cases. Each block has a distinct
interpulse spacing to assure that the final achieved phase for
each of the the Qxj gates is pi/2. In addition, one can calculate
that the largest time to execute an AXY-8 block is ≈ 9.8 µs,
which corresponds to the case of the Qx3(
pi
2 ) gate. One can
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FIG. 3: Fidelity of state preparation, F, under the presence of a
random error ±θ (in degrees) in the pulse-phases ϑx,yj see Fig. 2. We
observe a fidelity decrease for larger values of θ. Each point in the
plot has been taken by averaging 100 runs of the scheme in Eq. (15).
6get this time interval by dividing the total time to implement
Qx3(
pi
2 ), 177 µs, by the number of AXY-8 blocks that is equal
to 144/8 = 18. In the same manner, for the other gates it
is possible to obtain that the times to display each individual
AXY-8 block are 6.9 µs and 9.8 µs. Hence, as these time in-
tervals are very small with respect to the correlation time of
the microwave’s Rabi frequency fluctuation (≈ 1 ms, see [36])
we will consider this error as constant.
Finally, in Fig. 3 we show the behaviour of the fidelity for a
situation of growing pulse-phase errors. More specifically, we
have simulated the state preparation fidelity of the same three-
qubit GHZ state in the main text where each pulse-phase has
a random error of ±θ that accounts for the possible inaccuracy
on the pulse-phase selection. Each point in the plot has been
calculated by averaging the results of 100 runs of our gate
scheme.
[1] P. C. Maurer, G. Kucsko, C. Latta, L. Jiang, N. Y. Yao, S. D.
Bennett, F. Pastawski, D. Hunger, N. Chisholm, M. Markham,
D. J. Twitchen, J. I. Cirac, and M. D. Lukin, Science 336, 1283
(2012).
[2] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University press, Cam-
bridge, 2000).
[3] I. M. Georgescu, S. Ashhab, and Franco Nori, Rev. Mod.
Phys. 86, 153 (2014).
[4] C. L. Degen, F. Reinhard, and P. Cappellaro, arXiv:
1611.02427.
[5] Y. Wu, F. Jelezko, M. B. Plenio, and T. Weil, Angew. Chem.
Int. Ed. 55, 6586 (2016).
[6] J. Cai, A. Retzker, F. Jelezko, and Martin B. Plenio, Nat.
Phys. 9, 168 (2013).
[7] M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko, J.
Wrachtrup, and L. C. L. Hollenberg, Phys. Reports 528, 1
(2013).
[8] V.V. Dobrovitski, G.D. Fuchs, A.L. Falk, C. Santori, and D.D.
Awschalom, Annu. Rev. Condens. Matter Phys 4, 23 (2013).
[9] P. G. Baranov, I. V. Il´in, E. N. Mokhov, M. V. Muzafarova, S.
B. Orlinskii and J. Schmidt, JETP Lett. 82, 441 (2005).
[10] H. Seo, A. L. Falk, P. V. Klimov, K. C. Miao, G. Galli, and D.
D. Awschalom, Nat. Commun. 7 12935 (2016).
[11] M. Lee and W. I. Goldburg, Phys. Rev. 140, A1261 (1965).
[12] C. A. Michal, S. P. Hastings, and L. H. Lee, J. Chem. Phys. 128,
052301 (2008).
[13] A. Abragam, The Principles of Nuclear Magnetism (Oxford
University Press, London, 1961).
[14] H. Y. Carr and E. M. Purcell, Phys. Rev. 94, 630 (1954).
[15] S. Meiboom and D. Gill, Rev. Sci. Instrum. 29, 688 (1958).
[16] A. A. Maudsley, J. Magn. Reson. 69, 488 (1986).
[17] T. Gullion, D. B. Baker, and M. S. Conradi, J. Magn. Reson. 89,
479 (1990).
[18] J. Casanova, Z. -Y. Wang, J. F. Haase, and M. B. Plenio, Phys.
Rev. A 92, 042304 (2015).
[19] Z. -Y. Wang, J. F. Haase, J. Casanova, and M. B. Plenio, Phys.
Rev. B 93, 174104 (2016).
[20] J. Casanova, Z. -Y. Wang, and M. B. Plenio, Phys. Rev. Lett.
117, 130502 (2016).
[21] M. V. Gurudev Dutt, L. Childress, L. Jiang, E. Togan, J. Maze,
F. Jelezko, A. S. Zibrov, P. R. Hemmer, and M. D. Lukin, Sci-
ence 316, 1312 (2007).
[22] P. Neumann, J. Beck, M. Steiner, F. Rempp, H. Fedder, P.
R. Hemmer, J. Wrachtrup, and F. Jelezko, Science 329, 542
(2010).
[23] L. Robledo, L. Childress, H. Bernien, B. Hensen, P. F. A. Alke-
made, and R. Hanson, Nature 477, 574 (2011).
[24] T. van der Sar, Z. H. Wang, M. S. Blok, H. Bernien, T. H.
Taminiau, D. M. Toyli, D. A. Lidar, D. D. Awschalom, R. Han-
son, and V. V. Dobrovitski, Nature 484, 82 (2012).
[25] S. Kolkowitz, Q. P. Unterreithmeier, S. D. Bennett, and M. D.
Lukin, Phys. Rev. Lett. 109, 137601 (2012).
[26] T. H. Taminiau, J. J. T. Wagenaar, T. van der Sar, F. Jelezko, V.
V. Dobrovitski, and R. Hanson, Phys. Rev. Lett. 109, 137602
(2012).
[27] N. Zhao, J. Honert, B. Schmid, M. Klas, J. Isoya, M. Markham,
D. Twitchen, F. Jelezko, R.-B. Liu, H. Fedder, and J. Wrachtrup,
Nature Nanotechnology 7 657 (2012).
[28] G.-Q. Liu, H. C. Po, J. Du, R.-B. Liu, and X.-Y. Pan, Nat.
Comm. 4, 2254 (2013).
[29] T. H. Taminiau, J. Cramer, T. van der Sar, V. V. Dobrovitski,
and R. Hanson, Nature Nanotech. 9, 171 (2014).
[30] G. Waldherr, Y. Wang, S. Zaiser, M. Jamali, T. Schulte-
Herbru¨ggen, H. Abe, T. Ohshima, J. Isoya, J.F. Du, P. Neu-
mann, and J. Wrachtrup, Nature 506, 204 (2014).
[31] J. Cramer, N. Kalb, M. A. Rol, B. Hensen, M. S. Blok, M.
Markham, D. J. Twitchen, R. Hanson, and T. H. Taminiau, Nat.
Commun. 7, 11526 (2016).
[32] B. Hensen, H. Bernien, A.E. Dre´au, A. Reiserer, N. Kalb,
M.S. Blok, J. Ruitenberg, R.F.L. Vermeulen, R.N. Schouten, C.
Abella´n, W. Amaya, V. Pruneri, M. W. Mitchell, M. Markham,
D.J. Twitchen, D. Elkouss, S. Wehner, T.H. Taminiau, and R.
Hanson, Nature 526, 682 (2015).
[33] Z. -Y. Wang, J. Casanova, and M. B. Plenio, Nat. Commun. 8,
14660 (2017).
[34] M. Chen, M. Hirose, and P. Cappellaro, Phys. Rev. B 92
020101(R) (2015).
[35] M. Loretz, J. M. Boss, T. Rosskopf, H. J. Mamin, D. Rugar, and
C. L. Degen, Phys. Rev. X 5, 021009 (2015).
[36] J.-M. Cai, B. Naydenov, R. Pfeiffer, L. P. McGuinness, K.
D. Jahnke, F. Jelezko, M. B. Plenio, and A. Retzker, New. J.
Phys. 14, 113023 (2012).
[37] N. Bar-Gill, L. M. Pham, A. Jarmola, D. Budker, and R. L.
Walsworth, Nat. Commun. 4 1743 (2013).
[38] C. A. Ryan, J. S. Hodges, and D. G. Cory, Phys. Rev. Lett. 105,
200402 (2010).
[39] A. M. Souza, G. A. Alvarez, and D. Suter, Phys. Rev. Lett. 106,
240501 (2011).
[40] A. Jarmola, V. M. Acosta, K. Jensen, S. Chemerisov, and D.
Budker, Phys. Rev. Lett. 108, 197601 (2012).
[41] D. M. Greenberger, M. Horne, and A. Zeilinger, Bell´s Theo-
rem, Quantum Theory, and Conceptions of the Universe, edited
by M. Kafatos Kluwer, Dordrecht, 1989 , p. 69.
[42] P. London, J. Scheuer, J.-M. Cai, I. Schwarz, A. Retzker, M.
B. Plenio, M. Katagiri, T. Teraji, S. Koizumi, J. Isoya, R. Fis-
cher, L. P. McGuinness, B. Naydenov, and F. Jelezko, Phys.
Rev. Lett. 111, 067601 (2013).
[43] Q. Chen, I. Schwarz, F. Jelezko, A. Retzker, and M. B. Plenio,
Phys. Rev. B 92, 184420 (2015).
[44] J. Scheuer, I. Schwartz, Q. Chen, D. Schulze-Su¨nninghausen, P.
Carl, P. Ho¨fer, A. Retzker, H. Sumiya, J. Isoya, B. Luy, M. B.
7Plenio, B. Naydenov, and F. Jelezko, New. J. Phys. 18, 013040
(2016).
[45] P. Jordan and E. Wigner, Z. Phys. 47, 631 (1928).
[46] C. Nayak, S. H. Simon, A. Stern, M. Freedman, S. Das Sarma,
Rev. Mod. Phys. 80, 1083 (2008).
[47] S. Parker and M. B. Plenio, J. Mod. Opt. 49, 1325 (2002).
[48] S. Boixo and R. D. Somma, Phys. Rev. A 77, 052320 (2008).
