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ON THE VISCOSITY SOLUTIONS TO SOME NONLINEAR ELLIPTIC
EQUATIONS
TILAK BHATTACHARYA AND LEONARDO MARAZZI
Abstract. We consider viscosity solutions of a class of nonlinear degenerate elliptic equations
on bounded domains. We prove comparison principles and a priori supremum bounds for the
solutions. We also address the eigenvalue problem and, in many instances, show the existence of
a first eigenvalue and a first positive eigenfunction.
AMS classification: 35J60, 35J70, 35P30
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1. Introduction and statements of main results
In this work, we study issues related to the eigenvalue problem for some nonlinear degenerate
elliptic operators. This may be considered as a follow-up of the work in [6], where we showed
the existence of the first eigenvalue and a positive first eigenfunction of the infinity-Laplacian.
The current work continues the effort of studying similar questions for a more general class of
nonlinear elliptic, possibly degenerate, operators. See [4, 8, 3, 6, 11, 12, 13, 14].
To state our results more precisely, we introduce notations that will be used through out this
work. Let Ω ⊂ Rn, n ≥ 2, be a bounded domain, Ω its closure and ∂Ω its boundary. Let
f : Ω × R → R be continuous, Sn denote the set of n × n symmetric matrices and H(p,X) be
continuous, for (p,X) ∈ Rn × Sn. We study properties of viscosity solutions of problems of the
type
(1.1) H(Du,D2u) + f(x, u) = 0, in Ω, and u = h on ∂Ω,
where h ∈ C(∂Ω). By a solution we mean a function u ∈ C(Ω) that solves (1.1) in the viscosity
sense.
We require that the operator H satisfy monotonicity in X, homogeneity in p and X, a kind
of coercivity and, in some instances, invariance under reflections and rotations, see below. Our
work mainly studies questions related to the eigenvalue problem in (1.1) although some of our
work applies to a more general class of functions f .
We now discuss the precise nature of H and also state the main results of this work. Let o
denote the origin in Rn and a point x ∈ Rn will be occasionally written as (x1, x2, · · · , xn). By
I we denote the n× n identity matrix, O will denote the n× n matrix with all entries equalling
zero. Also, e will always stand for a unit vector in Rn.
1
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Through out this work we require that H ∈ C(Rn × Sn,R) and H(p,O) = 0, ∀p ∈ Rn. We
now describe the conditions that H satisfies.
Condition A (Monotonicity): The operator H(p,X) is continuous at p = 0 for any X ∈ Sn
and H(p,O) = 0, for any p ∈ Rn. In addition, for any X, Y ∈ Sn with X ≤ Y ,
(1.2) H(p,X) ≤ H(p, Y ), ∀p ∈ Rn.
It is clear that if X ≥ O then H(p,X) ≥ 0, for any p.
Condition B (Homogeneity): There are constants k1 ≥ 0 and k2 > 0, an odd integer, such
that for any (p,X) ∈ Rn × S(n),
H(θp,X) = |θ|k1H(p,X), ∀θ ∈ R, and H(p, θX) = θk2H(p,X), ∀θ > 0.(1.3)
Although our work allows k2 ≥ 1, our interest is in the case k1 = 1. Define
(1.4) k = k1 + k2 and γ = k1 + 2k2.
For the next condition, we work with the matrix e⊗ e, where e ∈ Rn is a unit vector. Observe
that (e⊗ e)ij = eiej and e⊗ e is a non-negative definite matrix.
Condition C (Coercivity): H is coercive in the following sense. Let e denote a unit vector
in Rn. For every −∞ < s <∞, we set
m1(s) = min
|e|=1
H (e, I − se⊗ e) , m2(s) = max
|e|=1
H (e, I − se⊗ e) ,(1.5)
m3(s) = min
|e|=1
H(e, se⊗ e− I) and m4(s) = max
|e|=1
H(e, se ⊗ e− I).
If H is odd in X then m3(s) = −m2(s) and m4(s) = −m1(s). Also, the functions m1(s) and
m2(s) are decreasing in s while m3(s) and m4(s) are increasing in s. If s < 1 then I − se× e is
a positive definite matrix and, by Condition A, m1(s) ≥ 0 and m4(s) ≤ 0.
Let k1, k2 and k = k1 + k2 be as in (1.3) and (1.4). Set sˆ = k1/k. We impose that
(1.6) m1(sˆ) > 0 and m4(sˆ) < 0.
More generally, we require that there are −∞ < s1 ≤ 1 ≤ s0 <∞ (see (1.2)) such that
(i) min{m1(s), −m4(s)} > 0, ∀s ≤ s1, and(1.7)
(ii) max {m2(s), −m3(s)} < −ℓ, ∀ s ≥ s0,
where 0 < ℓ <∞.
With (1.5), (1.6) and (1.7) in view, we set
m1(s) = min {m1(s), −m4(s)} and m2(s) = max {m2(s),−m3(s)} .(1.8)
Also, with (1.4) and (1.6) in mind, we set
m1 = m1(sˆ), m2 = m2(sˆ), α =
k1 + 2k2
k
=
γ
k
and σ =
1
αm
1/k
1
.(1.9)
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In Part II of work, we will distinguish between the following two cases.
(i) ∃ 1 < s¯ < 2 such that m2(s¯) < 0, or (ii) ∃ s¯ ≥ 2 such that m2(s) < 0, ∀s > s¯.(1.10)
Condition D (Symmetry): H is invariant under rotations and reflections. As a result if
v(x) = v(r), where r = |x− z| for some z ∈ Rn, then
(1.11) H(Dv,D2v) = G(r, v′(r), v′′(r)).
Restated, H(e, I − se⊗ e) is independent of e.
In Section 3, we discuss some examples and also make some additional comments.
We now address the eigenvalue problem. We take a ∈ C(Ω) ∩ L∞(Ω), infΩ a > 0. Consider
the problem of finding (λ, u) where λ ∈ R and u ∈ C(Ω) solve
(1.12) H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω, and u = h on ∂Ω,
where h ∈ C(∂Ω) and h > 0. If (λ, u) solves (1.12) with h = 0 then we say λ is an eigenvalue of
the operator H and u 6≡ 0 an eigenfunction corresponding to λ. Our main effort is to characterize
first eigenvalue and the first eigenfunction, see [4, 6, 11]. To this end, we study (1.12) and show
the existence of positive solutions when h > 0 and when λ is less than a certain value λΩ > 0
which turns out to be the first eigenvalue of H.
It turns out that when (1.10)(i) holds, conditions A, B and C suffice. However, (1.10)(ii)
appears to be less tractable and we impose additional conditions. At this time it is not clear to
us as to how to prove a Harnack’s inequality for non-negative super-solutions for such a general
class of operators.
We now discuss the work in [8] that addresses the eigenvalue problem for nonlinear elliptic
equations. Besides homogeneity they require that the operator H satisfy ∀(p, Y ) ∈ Rn × Sn,
a|p|qTrace(X) ≤ H(p, Y +X)−H(p, Y ) ≤ b|p|qTrace(X), ∀X ∈ Sn, X ≥ 0,
where 0 < a ≤ b <∞ and q > −1. Clearly, this condition implies that
(i) a(t− s) ≤ H(e, I + te⊗ e)−H(e, I + se⊗ e) ≤ b(t− s), t ≥ s, and
(ii) a ≤
H(e, I − e⊗ e)
n− 1
≤ b.(1.13)
Our conditions require that H(p,X + Y ) ≥ H(p,X), for Y ≥ 0, and coercivity as stated in
condition C. Thus, H(e, I − se ⊗ e) is continuous and non-increasing in s (see condition A),
and that (1.6) and (1.7) hold. The last two conditions are also satisfied by the operators in [8].
However, we do not require that H be Lipschitz continuous, see (1.13)(i). Also, unlike (1.13)(ii),
we allow the possibility that H(e, I − e⊗ e) = 0 (as in the case of the infinity-Laplacian). While
[8] does not require condition D, the bounds in terms of the Laplacian support radial solutions.
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These being unavailable, we require that H admit radial solutions if (1.10)(ii) holds. Also, we
require that q ≥ 0 while the work in [8] allows q > −1.
We also remark that our approach is different from [8]. We work the equation H(Du,D2u) +
λa(x)uk = 0 with positive boundary data, while in [8], the authors work with the non-homogeneous
equation H(Du,D2u) + λa(x)uk = f(x) with zero boundary data. It is not clear if a version of
Theorem 1.3 and some of the estimates in Section 7 hold in their case.
We now state the main results of this work. The set Ω ⊂ Rn, n ≥ 2, will always stand for
a bounded domain in this work. By usc(Ω) we denote the class of all upper semi-continuous
functions on Ω, and lsc(Ω) will denote the class of all lower semi-continuous functions on Ω.
The first result is a quotient type comparison principle for positive solutions, also see [8]. Let
g, h : Ω× R→ R and a : Ω→ R, a > 0, be continuous. Suppose that m > 0 is such that
(1.14) h(x, t) ≥ a(x)|t|m−1t > g(x, t), ∀(x, t) ∈ Ω× (0,∞)
Theorem 1.1. Let H satisfy conditions A and B, and g and h be as in (1.14). Suppose that
u ∈ usc(Ω), and v ∈ lsc(Ω), v > 0, solve
H(Du,D2u) + g(x, u) ≥ 0, and H(Dv,D2v) + h(x, v) ≤ 0, in Ω.
Recall k from (1.4). Then either u ≤ 0 in Ω, or the following conclusions hold.
(a) Suppose that k = m. (i) If U ⊂ Ω is a compactly contained sub-domain of Ω such that u > 0
somewhere in U then
sup
U
u
v
= sup
∂U
u
v
> 0.
(ii) Assume that u > 0 somewhere in Ω, and Uj ⊂ Uj+1 ⊂ Ω, j = 1, 2, · · · , are compactly
contained sub domains of Ω, with ∪jUj = Ω. If limj→∞ supUj u/v <∞, then
0 < sup
Ω
u
v
= lim
j→∞
(
sup
Uj
u
v
)
.
(b) Take k 6= m. We assume further that either (i) k > m and (u/v)(z) > 1, for some z in Ω,
or (ii) k < m and supΩ u/v < 1. Then the conclusions in (i) and (ii) of part (a) hold.
A related version of the comparison principle for a somewhat general case is discussed in Section
5. See [8].
For the remaining results, we assume that H satisfies conditions A, B and C.
We now state a result on a priori supremum bounds that is useful for the eigenvalue problem
for H on Ω. Let f ∈ C(Ω× R,R) and
(1.15) sup
Ω×[t1,t2]
|f(x, t| <∞, ∀t1, t2 such that −∞ < t1 ≤ t2 <∞.
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Assume that there are constants −∞ < µ1 ≤ 0 ≤ µ2 <∞ such that
(1.16) lim sup
t→∞
(
supΩ f(x, t)
tk
)
≤ µ2 and lim inf
t→−∞
(
infΩ f(x, t)
|t|k
)
≥ µ1.
Theorem 1.2. Let λ ∈ R, f : Ω × R → R be as in (1.15) and (1.16), and h ∈ C(∂Ω). Suppose
that u ∈ C(Ω) solves
H(Du,D2u) + λf(x, u) = 0, in Ω, and u = h on ∂Ω.
(a) If |λ| is small enough then u is a priori bounded and supΩ |u| ≤ K, where K depends on
λ, µ1, µ2, k, h and Ω.
(b) If µ1 = µ2 = 0 then, for any λ, u is a priori bounded and supΩ |u| ≤ K, where K depends
on λ, k, h and Ω.
Let δ > 0 and λ > 0. Consider the problem of finding a positive solution uλ ∈ C(Ω) of
(1.17) H(Duλ,D
2uλ) + λa(x)u
k
λ = 0, in Ω, and uλ = δ on ∂Ω.
We call
(1.18) λΩ = sup{λ : (1.17) has a positive solution uλ.}.
We show in Theorem 1.4 that λΩ > 0.
The next result shows that a positive solution uλ, for any 0 < λ < λΩ, is an increasing Lipschitz
continuous function of λ.
Theorem 1.3. Let λ > 0, δ > 0 and uλ ∈ C(Ω), uλ > 0, solve
(1.19) H(Duλ,D
2uλ) + λa(x)u
k
λ = 0, in Ω and uλ = δ on ∂Ω.
Set vx(λ) = uλ(x), ∀x ∈ Ω and Mλ = supΩ uλ. Then for each x ∈ Ω, vx(λ) is a non-decreasing
Lipschitz continuous function of λ and for a.e. λ,
vx(λ) log(vx(λ)/δ)
kλ
≤
dvx(λ)
dλ
≤
(
Mλ
kδ
)
vx(λ)− δ
λ
, 0 < λ < λΩ.
Also, see Remark 7.5).
We now provide existence results for the eigenvalue problem in (1.12). The conditions (1.10)
(i) and (ii) play a crucial role in these statements and the following will be assumed through out
this work.
Ω is any bounded domain if (1.10)(i) holds, and Ω satisfies a uniform outer ball
condition if (1.10) (ii) holds.(1.20)
Theorem 1.4. Suppose that λ > 0, and a(x) ∈ C(Ω) with infΩ a > 0. For h ∈ C(∂Ω) with
inf∂Ω h > 0, consider the boundary value problem
(1.21) H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω and u = h on ∂Ω.
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Set R =diam(Ω) and ν = supΩ a(x). Recall (1.20).
(a) If (1.10)(i) holds and 0 < λ < |m2(s¯)|(2 − s¯)
k(νRγ)−1 then (1.21) has a unique positive
solution.
(b) Suppose that (1.10)(ii) holds and Ω satisfies a uniform outer ball condition with optimal
radius 2ρ > 0. Fix β > s¯− 2 and s = β + 2. If
0 < λ <
|m2(s)|β
k
νRγ
( ρ
R
)kβ
then (1.21) has a unique positive solution. Moreover, u > inf∂Ω h in Ω.
We show next that λΩ, as defined in (1.18), is independent of h. Also, see Remark 8.3.
Theorem 1.5. Suppose that (1.20) holds. Let δ > 0, a(x) ∈ C(Ω), infΩ a > 0, and h ∈ C(∂Ω),
with inf∂Ω h > 0. Suppose that, for some λ > 0, the problem H(Du,D
2u) + λa(x)|u|k−1u =
0, in Ω, and u = δ on ∂Ω, has a positive solution. Then the problem
(1.22) H(Dv,D2v) + λa(x)|v|k−1v = 0, in Ω and v = h on ∂Ω,
also has a positive solution.
The boundedness of λΩ is shown in
Theorem 1.6. Suppose that H satisfies conditions A, B and C. Let δ > 0 and a(x) ∈ C(Ω) ∩
L∞(Ω), infΩ a > 0. Recall (1.20).
(a) Suppose that (1.10) (i) holds then λΩ < ∞. (b) Suppose that (1.10) (ii) holds and H
satisfies D then λΩ <∞.
In part (ii), if a Harnack’s inequality holds then the conclusion follows without the imposition
of condition D. See Remark 9.2.
Finally, we show
Theorem 1.7. Suppose that H satisfies conditions A, B and C. Let a ∈ C(Ω,R), infΩ a > 0.
Consider the problem
(1.23) H(Du,D2u) + λΩa(x)|u|
k−1u = 0, in Ω and u = 0 on ∂Ω,
where u ∈ C(Ω). Recall (1.20).
(i) Suppose that (1.10) (i) holds then (1.23) has a positive eigenfunction u.
(ii) Suppose that H satisfies D and (1.10) (ii) holds then (1.23) has a positive radial eigen-
function when Ω is a ball.
At this time, it is not clear to us as to how to extend part (ii) to general domains. Also, our
work does not address whether λΩ is simple or isolated.
We describe the lay out of the work. In Section 2, we include definitions, notations and some
useful calculations. Section 3 contains examples and some further discussion. Section 4 presents
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comparison principles when H satisfies condition A and are of some what general nature. The
remaining work is divided into two parts. Part I has Sections 5 and 6. Sections 7-10 are in
Part II. Section 5 lists additional comparison principles under the conditions A and B and the
proof of Theorem 1.1. We also include a change of variables formula, important for Theorem 1.6.
Sections 6-10 we assume that H satisfies A, B and C. The proofs of Theorems 6.4 and 1.2 are in
Section 6. Section 7 contains a discussion of questions related to the problem (1.17) and shows
that solutions uλ are Lipschitz continuous in λ. Proofs of Theorems 1.4 and 1.5 are in Section 8.
Theorem 1.6 is proven in Section 9. We present a proof of Theorem 1.7 in Section 10.
2. Additional notations, definitions and calculations
We introduce additional notations and definitions. We use o to denote the origin. By
Bs(p), s > 0, we mean the ball of radius s centered at p. In this work, all differential equa-
tions and inequalities will be understood in the sense of viscosity, see below and [9]. We assume
through out that H ∈ C(Rn × Sn,R) and satisfies condition A, see (1.2).
We define the notion of a viscosity solution u to the following in Ω,
(2.1) H(Du,D2u) + f(x, u) = 0 in Ω and u = h on ∂Ω,
where f ∈ C(Ω× R,R) and h ∈ C(∂Ω).
A function u ∈ usc(Ω) is said to be a viscosity sub-solution of the equation in (2.1), in Ω, or
solves H(Du,D2u)+ f(x, u) ≥ 0, in Ω, if the following holds. For any ψ ∈ C2(Ω) such that u−ψ
has a maximum at a point y ∈ Ω, we have
H(Dψ(y),D2ψ(y)) + f(y, u(y)) ≥ 0.
Similarly, u ∈ lsc(Ω) is said to be a viscosity super-solution of the equation (2.1) or solves
H(Du,D2u) + f(x, u) ≤ 0, in Ω, if, for any ψ ∈ C2(Ω) such that u−ψ has a minimum at y ∈ Ω,
we have
H(Dψ(y),D2ψ(y)) + f(y, u(y)) ≤ 0.
A function u ∈ C(Ω) is a viscosity solution of if it is both a sub-solution and a super-solution.
We define u ∈ usc(Ω) to be a viscosity sub-solution to the problem (2.1) if u is a sub-solution
in Ω and u ≤ h on ∂Ω. Similarly, u ∈ lsc(Ω) is a super-solution of (2.1) if u is a super-solution
in Ω and u ≥ h on ∂Ω. We define u ∈ C(Ω) to be a solution to (2.1), if it is both a sub-solution
and a super-solution of (2.1).
In this work, we will utilize radial sub-solutions and super-solutions. We discuss (1.10) in this
context. Let v(x) = v(r) where r = |x − z|, for some z ∈ Rn. Set e = (e1, e2, · · · , n) where
ei = (x− z)i/r, i = 1, 2, · · · , n. Then for x 6= z,
(2.2) H(Dv,D2v) = H
(
v′(r)e,
v′(r)
r
(I − e⊗ e) + v′′(r)e⊗ e
)
,
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where I is the n × n identity matrix. We now impose conditions A, B and C on H. Recall
(1.3)-(1.10),
k = k1 + k2, γ = k1 + 2k2 and α = γ/k.
Then (2.2) reads
(2.3) H(Dv,D2v) =
|v′(r)|k
rk2
H
[
e,±
{
I −
(
1−
rv′′(r)
v′(r)
)
e⊗ e
}]
.
Take v(r) = c± drβ, where d > 0 and β > 0. Using (2.3). We obtain, in r > 0,
H(Dv,D2v) = H
[
±dβrβ−1e,±dβrβ−2{I − (2− β)e⊗ e}
]
= dkβkr(β−1)k1+(β−2)k2H [e,±{I − (2− β)e⊗ e}]
= (dβ)krkβ−γH [e,±{I − (2− β)e⊗ e}] .(2.4)
If v = c± dr−β, where d > 0 and β > 0, then (2.4) yields
(2.5) H(Dv,D2v) =
(dβ)k
rkβ+γ
H [e,∓{I − (β + 2)e ⊗ e}] .
If (1.10)(i) holds and v± = c± drβ with β = 2− s¯ > 0 (0 < β < 1) then (1.8) and (2.4) imply
H(Dv+,D2v+) = (dβ)krkβ−γH (e, I − s¯e⊗ e) ≤ −
(dβ)k|m2(s¯)|
rγ−kβ
< 0, and(2.6)
H(Dv−,D2v−) = (dβ)krkβ−γH (e, s¯e⊗ e− I) ≥
(dβ)k|m2(s¯)|
rγ−kβ
> 0.
If (1.10)(ii) holds and v± = c± dr−β with β > s¯− 2 > 0, then (1.8) and (2.5) lead to
H(Dv+,D2v+) =
(dβ)k
rkβ+γ
H (e, s¯e⊗ e− I) ≥
(dβ)k|m2(s)|
rkβ+γ
> 0, and(2.7)
H(Dv−,D2v−) =
(dβ)k
rkβ+γ
H (e, I − s¯e⊗ e) ≤ −
(dβ)k|m2(s)|
rkβ+γ
< 0,
where s = β + 2. As a second application, set β = α = γ/k in (2.4) (see (1.9)) and take
v± = c± drα, d > 0, to obtain
H(Dv+,D2v+) = (dα)kH
(
e, I −
k1
k
e⊗ e
)
≥ (dα)km1 =
(
d
σ
)k
> 0, and
H(Dv−,D2v−) = (dα)kH
(
e,
k1
k
e⊗ e− I
)
≤ −(dα)km1 = −
(
d
σ
)k
< 0.(2.8)
Remark 2.1. Our results on existence use Perron’s method, see [9]. The idea is as follows.
Consider the problem of showing the existence of a solution u ∈ C(Ω) of
H(Du,D2u) + f(x, u) = 0, in Ω and u = h on ∂Ω,
where h ∈ C(∂Ω). Assume that the above admits a comparison principle. Let ε > 0, be a given
small number. For each y ∈ ∂Ω, we construct (i) a sub-solution v such that v(y) = h(y)− ε and
v ≤ h on ∂Ω, and (ii) a super-solution w such that w(y) = h(y) + ε and w ≥ h on ∂Ω. This
implies existence of a solution u. 
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3. Examples and further comments
We discuss some examples to which our results apply. Let s ∈ R and the vector e ∈ Rn be
such that |e| = 1. Set r = |x|, ∀x ∈ Rn.
(i) p-Laplacian and the pseudo p-Laplacian: The p-Laplacian ∆p, p ≥ 2, can be written
as Dpu = |Du|
p−2∆u + (p − 2)|Du|p−4∆∞u, where ∆∞u =
∑n
i,j=1DiuDjuDiju is the infinity-
Laplacian. It is easy to see that H(e, I − se⊗ e) = (n+ p− 2)− (p− 1)s.
We consider a more general version i.e., H(Du,D2u) = |Du|q∆u+ a|Du|q−2∆∞u, q ≥ 0, then
H(e, I − se⊗ e) = n− s+ a(1 − s), ∀s. Thus,
min(1, 1 + a) ≤
H(e, I − se⊗ e)
n− s
≤ max(1, 1 + a), ∀a > −1 and ∀s ≤ 1.
If a > −1 then conditions A, B, C and D, in Section 1, are satisfied. Hence, all the results of
this work hold.
Next we discuss a version of the pseudo p-Laplacian, which we denote by ∆sp, where
∆spu = |Du|
q
n∑
i=1
|Diu|
pDiiu, p, q ≥ 0, and H = ∆
s
p.
We observe, using Holder’s inequality and that |ei| ≤ 1, that
∑n
i=1 |ei|
p+2 ≤
∑n
i=1 |ei|
p,
min
(
1, n(2−p)/2
)
≤
n∑
i=1
|ei|
p ≤ n, and
n∑
i=1
|ei|
p ≤
(
n∑
i=1
|ei|
p+2
)p/(p+2)
n2/(p+2).
Clearly, H(e, I − se⊗ e) =
∑n
i=1 |ei|
p − s
∑n
i=1 |ei|
p+2. Using the above, if s > 0 then
1− s
n|2−p|/2
≤ H(e, I − se⊗ e) ≤
(
n∑
i=1
|ei|
p+2
)p/(p+2) n2/(p+2) − s
(
n∑
i=1
|ei|
p+2
)2/(p+2) 
≤
[
n2/(p+2) −
s
np/(p+2)
]
=
n− s
np/(p+2)
.
If ei = 1, for some i, then H(e, I − se⊗ e) = 1− s. Also, if ei = k
−1/2, for i = 1, 2, 3, · · · , k, and
ei = 0, i = k + 1, · · · , n, then H(e, I − se⊗ e) = k
−p/2(k − s), k = 1, · · · , n.
Conditions A, B and C hold and hence, Theorems 1.1-1.5 follow. The operator does not have
radial symmetry. However, a proof of the Harnack inequality and local Lipschitz regularity may
be found in [3] (see Theorem 2.9 and Remark 2.11), also see [5]. Clearly, Theorem 1.6 holds, see
Remark 9.2. Moreover, a version of Lemma 10.1 holds. Also, H(Dr,D2r) = r−1H(e, I−e⊗e) ≥ 0,
the proof in Subsection I (take β = 1 in (b)) shows that Theorem 1.7 also holds.
(ii)∞-Laplacian and a related operator: SetH(Du,D2u) = ∆∞u =
∑n
i,j=1DiuDjuDiju.
Thus,
H(e, I − se⊗ e) =
n∑
i,j=1
eiej (δij − seiej) =
n∑
i=1
e2i − s
(
n∑
i=1
e2i
)2
= 1− s.
Clearly, all the conditions are met and all the results stated in Section 1 hold.
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For the following, we consider q ≥ 0 and defineH(Du,D2u) =
∑n
i,j=1 |Diu|
q|Dju|
qDiuDjuDiju.
Then
H(e, I − se⊗ e) =
n∑
i=1
|ei|
2q+2 − s
(
n∑
i=1
|ei|
q+2
)2
.
If s ≤ 0 then H ≥ 0. Taking s ≥ 0, writing q+2 = (q+1)+1 and observing that (
∑n
i=1 |ei|
q+2)2 ≤∑n
i=1 |ei|
2q+2, we get
H(e, I − se⊗ e) ≥ (1− s)
n∑
i=1
|ei|
2q+2 ≥
1− s
nq
.
Next, setting θ = (2q + 2)/(q + 2) and using
∑n
i=1 |ei|
2q+2 ≤
(∑n
i=1 |ei|
q+2
)θ
, we get
H(e, I − se⊗ e) ≤
(
n∑
i=1
|ei|
q+2
)θ1− s
(
n∑
i=1
|ei|
q+2
)2/(q+2)
≤ 1−
s
nq/(q+2)
Thus, Theorems 1.1-1.5 hold. The operator has no radial symmetry. A Harnack’s inequality and
local Lipschitz continuity may be worked out along the lines of Theorem 2.9 and Remark 2.11 in
[3]. Clearly, Theorem 1.6 holds. Observing that H(Dr,D2r) = r−1H(e, I − e ⊗ e) ≥ 0, one can
use the proof in Subsection I (take β = 1 in (b)) to show that Theorem 1.7 also holds.
(iii) Pucci operators: Let ai denote an eigenvalue of the matrix D
2u. For 0 < λ ≤ Λ and
q ≥ 0 define
M+,qλ,Λ (u) = |Du|
q

Λ∑
ai≥0
ai + λ
∑
ai≤0
ai

 and M−,qλ,Λ (u) = |Du|q

λ∑
ai≥0
ai + Λ
∑
ai≤0
ai

 .
For any e, the eigenvalues of I−se⊗e are 1, with multiplicity n−1, and 1−s. Set H±(Du,D2u) =
M±,qλ,Λ (u) and observe that H
+(e,±(I − se⊗ e)) = −H−(e,∓(I − se⊗ e)). If s ≤ 1, then
H+(e, I − se⊗ e) = Λ(n− s) and H+(e, se ⊗ s− I) = −λ(n− s).
If s > 1, then
H+(e, I − se⊗ e) = Λ(n− 1) + λ(1− s) and H+(e, se⊗ s− I) = −λ(n− 1)− Λ(1− s).
The operators H± are radially symmetric. The conditions A, B, C and D are satisfied and
Theorems 1.1-1.5, 1.6(b) and 1.7(ii) hold.
We can also consider the maximal and minimal Pucci operators [10](Chap 17). Let
J = {M(x) ∈ Sn :
n∑
i,j=1
Mij(x)ηiηj ≥ a|η|
2 and
n∑
i=1
Mii(x) = 1} and 0 < a ≤ 1/n.
ON THE VISCOSITY SOLUTIONS TO SOME NONLINEAR ELLIPTIC EQUATIONS 11
We set H+(−)(Du,D2u) = sup(inf)M(x)∈J |Du|
k1Trace(M(x)D2u), x ∈ Ω. Then H+(p,X) =
−H−(p,−X). Set E = a(n− s) and F = (1− na). Then for any e (see [10]),
H+(e, I − se⊗ e) = E + F, s ≥ 0, and H+(e, I − se⊗ e) = E + F (1− s), s ≤ 0,
H−(e, I − se⊗ e) = E + F (1− s), s ≥ 0, and H−(e, I − se⊗ e) = E + F, s ≤ 0.
Conditions A, B, C and D are satisfied and Theorems 1.1-1.5, 1.6(b) and 1.7(ii) hold. See [14] in
this context.
4. Comparison principles under Condition A
We assumeH satisfies condition A (see (1.2)) i.e., H(p,X) is continuous on Rn×Sn, H(p,O) =
0 and, for any X, Y ∈ Sn with X ≤ Y, we have H(p,X) ≤ H(p, Y ), ∀p ∈ Rn. The section begins
with a version of a comparison principle that is used often in this work, also see [6].
Theorem 4.1. (Comparison Principle) Let f : Ω × R → R and g : Ω × R → R be continuous.
Suppose that u ∈ usc(Ω) and v ∈ lsc(Ω) satisfy in the viscosity sense,
H(Du,D2u) + f(x, u(x)) ≥ 0 and H(Dv,D2v) + g(x, v(x)) ≤ 0, in Ω.
If supΩ(u− v) > sup∂Ω(u− v) then there is a point z ∈ Ω such that
(u− v)(z) = sup
Ω
(u− v) and g(z, v(z)) ≤ f(z, u(z)).
Equivalently, if infΩ(v − u) < inf∂Ω(v − u) then there is a point z ∈ Ω such that (v − u)(z) =
infΩ(v − u) and g(z, u(z)) ≤ f(z, v(z)).
Proof. We provide an outline, see [9]. We prove part (a), the proof of part (b) follows similarly.
Set M = supΩ(u− v); define, for ε > 0,
(4.1) wε(x, y) := u(x)− v(y)−
1
2ε
|x− y|2, ∀(x, y) ∈ Ω× Ω.
Set Mε := supΩ×Ωwε(x, y), and let (xε, yε) ∈ Ω×Ω be such that Mε is attained at (xε, yε).
There is a z ∈ Ω such that xε and yε → z, as ε → 0, and M = (u − v)(z). Since (xε, yε) is a
point of maximum of wε(x, y), there exist Xε and Yε such that ((xε− yε)/ε,Xε) ∈ J¯
2,+u(xε) and
((xε − yε)/ε, Yε) ∈ J¯
2,−v(yε). Moreover, we have Xε ≤ Yε, and using the definitions of J¯
2,+ and
J¯2,−, we see that
(4.2) − f(xε, u(xε)) ≤ H((xε − yε)/ε,Xε) ≤ H((xε − yε)/ε, Yε) ≤ −g(yε, v(yε)).
Now let ε→ 0 to conclude that g(z, v(z)) ≤ f(z, u(z)). 
As a consequence of Theorem 4.1, we state a version of the strong maximum principle that
holds under some restrictions on f and the boundary data. See [2] for a more general version.
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Lemma 4.2. (Maximum Principle) Let f ∈ C(Ω × R,R). Let J = {c ∈ R : f(x, c) =
0, for some x ∈ Ω}. Call cinf = inf J , csup = supJ and assume that −∞ < cinf ≤ csup <∞.
(i) Suppose that f ≤ 0 and u ∈ usc(Ω) solves H(Du,D2u) + f(x, u) ≥ 0, in Ω.
If sup∂Ω u > csup or supΩ u < cinf then
u(x) < sup
∂Ω
u, ∀x ∈ Ω, and sup
Ω
u = sup
∂Ω
u.
(ii) Suppose that f ≥ 0 and u ∈ lsc(Ω) solves H(Du,D2u)+f(x, u) ≤ 0, in Ω. If inf∂Ω u < cinf
or infΩ u > csup then
u(x) > inf
∂Ω
u, ∀x ∈ Ω, and inf
Ω
u = inf
∂Ω
u
If in part (i) f < 0, and in part (ii) f > 0 then the corresponding conclusions hold without the
stated restrictions on u in ∂Ω and Ω.
Proof. We prove (i), the proof of (ii) is similar. Suppose that the claim is false i.e., there is a
point z ∈ Ω such that u(z) = supΩ u ≥ sup∂Ω u. By our hypothesis, u(z) /∈ J i.e., f(z, u(z)) 6= 0.
For ε > 0, small, define ψε(x) = u(z) + ε|x − z|
2 in Ω. Then ψε ∈ C
2(Ω), (u − ψε)(z) = 0 and
(u−ψε)(x) ≤ −ε|x−z|
2 < 0, ∀x ∈ Ω, x 6= z. Thus, for any ε > 0, z is the only point of maximum
of u− ψε in Ω. Using the definition of a viscosity sub-solution, we have
H(Dψε(z),D
2ψε(z)) + f(z, u(z)) = H(0, 2εI) + f(z, u(z)) ≥ 0.
Letting ε→ 0, we get 0 = H(0, O) ≥ −f(z, u(z)) ≥ 0. Thus, the claim holds. 
Finally,
Lemma 4.3. Let g : Ω × R → R and h : Ω × R → R be continuous. Suppose that (i) g(x, t) <
h(x, t), ∀(x, t) ∈ Ω × R and at least one of g(·, t) and h(·, t) is non-increasing in t, or (ii) g = h
and g is strictly decreasing in t.
Let u ∈ usc(Ω) and v ∈ lsc(Ω) satisfy H(Du,D2u)+g(x, u) ≥ 0 and H(Dv,D2v)+h(x, v) ≤ 0,
in Ω. If u ≤ v, on ∂Ω, then u ≤ v in Ω. Moreover,
sup
Ω
(u− v)+ = sup
∂Ω
(u− v)+.
Proof. Suppose that g is non-increasing in t and supΩ(u − v) > sup∂Ω(u − v). By Theorem 4.1,
there is a point z ∈ Ω such that (u − v)(z) = supΩ(u− v) > 0 and g(z, u(z)) ≥ h(z, v(z)). Since
u(z) > v(z), we get g(z, v(z)) ≥ g(z, u(z)) ≥ h(z, v(z)), a contradiction. Thus, the claim holds.
Next, set µ = sup∂Ω(u− v) and assume µ > 0. Define uµ = u− µ and observe that
H(Duµ,D
2uµ) = H(Du,D
2u) ≥ −g(x, u) ≥ −g(x, uµ), and sup
∂Ω
(uµ − v) = 0.
If supΩ(uµ − v) > 0 then, by Theorem 4.1, there is a point z ∈ Ω such that (uµ − v)(p) >
0 and g(z, uµ(z)) ≥ h(z, v(z)). Since, v(z) < uµ(z), g(z, v(z)) ≥ g(z, uµ(z)) ≥ h(z, v(z)), a
contradiction. Thus the claim holds. 
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PART I
5. Proof of Theorem 1.1 and a change of variables result under conditions A
and B
In this section, H satisfies conditions A (monotonicity) and B (homogeneity), see (1.2) and
(1.3). We show some additional comparison principles including Theorem 1.1, see [6] and [8]. We
also discuss a change of variables result. Recall that k = k1 + k2 in (1.4).
Proof of Theorem 1.1: Let U ⊂ Ω be a compactly contained sub-domain of Ω. We assume
that u > 0 somewhere in U and show that supU (u/v) = sup∂U u/v.
Let p ∈ U is such that u(p)/v(p) = supU (u/v) > sup∂U u/v. Set τ = u(p)/v(p). Since v > 0,
we have u(p) > 0 and τ > 0. Thus, the function
(5.1) w(x) = u(x)− τv(x) ≤ 0, x ∈ U.
Using (1.2), (1.3), (1.4), (1.14) and v > 0, we have that
H(Dτv,D2τv) ≤ −τkh(x, v(x)) ≤ −τk−ma(x)(τv(x))m ∀x ∈ Ω.(5.2)
From (5.1), w(x) < 0, for any x ∈ ∂U , and supU w = w(p) = 0. Thus, supU w > sup∂U w, and
applying Theorem 4.1 and (1.14) to u and τv (see (5.2)) there is a z ∈ U such that
(5.3) w(z) = supU w = 0 and g(z, u(z)) ≥ τ
kh(z, v(z)) ≥ τk−ma(z)(τv(z))m > 0.
From (5.3) we get u(z) = τv(z) > 0 and
(5.4) g(z, u(z)) ≥ τk−ma(z)(τv(z))m = τk−ma(z)u(z)m > τk−mg(z, u(z)) > 0.
We get a contradiction for k = m and part (a)(i) holds. We prove part (a) (ii). Set µj =
sup∂Uj(u/v). By part(i), µj’s are increasing and µ = supj µj < ∞. If supΩ(u/v) > µ then there
is a set Uj such that supUj(u/v) > µ. This violates part (a)(i) since sup∂Uj (u/v) ≤ µ.
From (5.4), τk−m < 1. We get a contradiction for part (b). Thus, the theorem holds. 
Remark 5.1. Let u, v, g and h be as in the statement of Theorem 1.1. Since v > 0, it follows
that that if u > 0 somewhere in Ω then u > 0 somewhere on ∂Ω. As a result, if u = 0, on ∂Ω,
then u ≤ 0 in Ω. 
Remark 5.2. The proof of Theorem 1.1 can be adapted to the case g(x, t) < a(x)|t|k−1t+f(x) ≤
h(x, t), ∀(x, t) ∈ Ω × (0,∞), and where f(x) ≥ 0. Suppose that v > 0 and u ≤ v on ∂Ω. If
u − v > 0 in Ω then there is a τ > 1 such that supΩ(u − τv) = 0. Clearly, u − τv < 0 on ∂Ω.
Arguing as in Theorem 1.1 there is a point p ∈ Ω such that (u− τv)(p) = supΩ(u− τv) = 0, and
g(p, u(p)) ≥ τkh(p, v(p)) ≥ a(p)(τv(p))k + τkf(p) ≥ a(p)u(p)k + f(p) > g(p, u(p)).
This is a contradiction and u ≤ v in Ω. Note the claim holds if we take 0 < m ≤ k. A version
may be found in [8] (Theorem 3.6). 
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Next, we extend Theorem 1.1 when the condition (1.14) is relaxed to include the case g ≤ h.
Lemma 5.3. Let a ∈ C(Ω), a > 0, u ∈ usc(Ω), and v ∈ lsc(Ω) ∩ L∞(Ω), infΩ v > 0. Assume
that g(x, t) ≤ a(x)|t|k−1t ≤ h(x, t), ∀(x, t) ∈ Ω× (0,∞), where k is as in (1.4). If u, v satisfy
H(Du,D2u) + g(x, u) ≥ 0, and H(Dv,D2v) + h(x, v) ≤ 0, in Ω,
and u > 0 somewhere in Ω, then supΩ(u/v) = sup∂Ω(u/v).
Proof. Since infΩ v > 0, we observe that h(x, v(x)) ≥ a(x)v(x)
k > 0, ∀x ∈ Ω. Also, the proof of
Lemma 4.2 shows that v > inf∂Ω v, in Ω.
Set µ = inf∂Ω v, ℓ = supΩ v, and vθ = v − θµ, for 0 < θ < 1. Let ε > 0 be small, to be
determined. Recalling that h(x, t) ≥ a(x)tk, ∀t ≥ 0, we calculate
H(Dvθ,D
2vθ) + (1 + ε)a(x)v
k
θ ≤ h(x, v)
(
(1 + ε)vkθ
vk
− 1
)
≤
(
(1 + ε)
(
ℓ− θµ
ℓ
)k
− 1
)
h(x, v).(5.5)
Note that in ℓ > 0, (ℓ− θµ)/ℓ increases in ℓ. We choose ε small enough so that
H(Dvθ,D
2vθ) + (1 + ε)a(x)v
k
θ ≤ 0, in Ω.
As done in the proof of Theorem 1.1, we take τ = supΩ u/v and assume that τ > sup∂Ω u/v.
Working with u, vθ and w = u−τvθ, we obtain that there is a z ∈ Ω such that w(z) = supU w = 0
and g(z, u(z)) ≥ (1 + ε)a(z)(τvθ(z))
k > 0. Since τvθ(z) = u(z),
g(z, u(z)) ≥ (1 + ε)a(z)u(z)k ≥ (1 + ε)g(z, u(z)) > 0.
This is a contradiction and supΩ(u/vθ) = sup∂Ω(u/vθ). Letting θ → 0 proves the claim. 
We now present a result regarding a change of variables which will prove useful in Part II.
Lemma 5.4. Let f ∈ C(Ω×R,R) and ζ : R→ R, be a C2 function with ζ ′ > 0. Take u : Ω→ R
and set v = ζ(u). Call η = ζ−1.
(a) If ζ is convex and u ∈ usc(Ω) satisfies H(Du,D2u) + f(x, u) ≥ 0, in Ω, then
H(Dv,D2v) + [η′(v(x))]−kf(x, η(v(x)) ≥ 0, in Ω.
(b) If ζ is concave and u ∈ lsc(Ω) and H(Du,D2u) + f(x, u) ≤ 0, in Ω, then
H(Dv,D2v) + [η′(v(x))]−kf(x, η(v(x)) ≤ 0, in Ω.
Proof. We prove part (a). Clearly, v ∈ usc(Ω). Since ζ is convex, we have
(5.6) ζ(t2)− ζ(t1) ≥ ζ
′
(t1)(t2 − t1).
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Let ψ ∈ C2(Ω) and p ∈ Ω be such that v(x) − ψ(x) has a maximum at p, i.e., (v − ψ)(x) ≤
(v−ψ)(p). Thus, ζ
′
(u(p))(u(x)−u(p)) ≤ ζ(u(x))−ζ(u(p)) ≤ ψ(x)−ψ(p), see (5.6). Rearranging,
(5.7) u(x)−
ψ(x)
ζ ′(u(p))
≤ u(p)−
ψ(p)
ζ ′(u(p))
.
Since u is a sub-solution, we obtain
H
(
Dψ(p)
ζ
′
(u(p))
,
D2ψ(p)
ζ
′
(u(p))
)
+ f(p, u(p)) ≥ 0.
Using ζ ′(η(t))η′(t) = 1 together with (1.2), (1.3) and (1.4) we rewrite the above as
H
(
Dψ(p),D2ψ(p)
)
+ [η′(v(p))]−kf(p, η(v(p))) ≥ 0.
To prove part (b), we observe that the inequalities in (5.6) and (5.7) are reversed. One may now
argue similarly to show part (b). 
Remark 5.5. Let g and h, in C(Ω,R), be such that g(x, t) ≤ a(x)tk ≤ h(x, t),∀(x, t) ∈ Ω×R+.
Suppose that u : Ω→ R+ and ζ(t) = tβ, t ≥ 0. Lemma 5.4 implies the following.
(i) Let u ∈ usc(Ω) solve H(Du,D2u) + g(x, u) ≥ 0, in Ω. If β > 1 then H(Dv,D2v) +
βka(x)vk ≥ 0.
(ii) Let u ∈ lsc(Ω) solve H(Du,D2u) + h(x, u) ≤ 0, in Ω. If β < 1 then H(Dv,D2v) +
βka(x)vk ≤ 0. 
Next, Theorem 1.1, Lemma 5.3 and Remark 5.5 imply the following comparison principle.
Lemma 5.6. Let g, h be in C(Ω,R) and g(x, t) ≤ a(x)|t|k−1t ≤ h(x, t), ∀(x, t) ∈ Ω × (0,∞),
where a ∈ C(Ω) and a > 0.
Suppose that (i) 0 < β < 1 is such that g(x, t) ≤ βka(x)tk, ∀t ≥ 0, and (ii) supx∈Ω |h(x, t)| = 0
iff t = 0. Let u ∈ usc(Ω) and v ∈ lsc(Ω), infΩ v > 0, solve
H(Du,D2u) + g(x, u) ≥ 0, and H(Dv,D2v) + h(x, v) ≤ 0, in Ω.
Assume that u > 0 somewhere in Ω. If u ≤ v on ∂Ω then u ≤ v in Ω. Also,
(5.8) sup
Ω
u
vβ
≤ sup
∂Ω
u
vβ
.
If 0 < sup∂Ω u ≤ inf∂Ω v, on ∂Ω, then u < v, in Ω, and u(z) ≤ (inf∂Ω v)
1−βv(z)β , ∀z ∈ Ω.
Proof. By Theorem 1.1 and Lemma 5.3, if u ≤ v on ∂Ω then u ≤ v, in Ω. By Remark 5.5 and
the lower bound for h, w = vβ solves H(Dw,D2w) + βka(x)wk ≤ 0. From Lemma 5.3 and the
upper bound for g it is seen that (5.8) holds. By Lemma 4.2, v > inf∂Ω v. Next, using u ≤ v in
Ω, we get for any z ∈ Ω,
u(z)
v(z)β
≤ sup
∂Ω
( u
vβ
)
≤
sup∂Ω u
inf∂Ω vβ
≤
inf∂Ω v
inf∂Ω vβ
≤ inf
∂Ω
v1−β < v(z)1−β .
Thus, u(z) < v(z). The above inequality also implies u(x) ≤ inf∂Ω v
1−βvβ(x), ∀x ∈ Ω. 
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6. A priori bounds: Proof of Theorem 1.2
In this section, we derive some useful a priori bounds for a fairly general class of functions
f(x, t). We assume that H satisfies conditions A, B and C, see (1.2)-(1.10). However, we make
no use of (1.10) in this section.
We state the following version of the maximum principle, see Lemma 4.2 in this context.
Lemma 6.1. (Maximum principle)
(i) If u ∈ usc(Ω) solves H(Du,D2u) ≥ 0, in Ω, then supΩ u = sup∂Ω u. (ii) If u ∈ lsc(Ω) solves
H(Du,D2u) ≤ 0, in Ω, then infΩ u = inf∂Ω u.
Proof. Let q ∈ Rn \ Ω and 0 < ρ < R < ∞ be such that Ω ⊂ BR(q) \ Bρ(q). We prove (i) by
contradiction (part (ii) is similar). Let ε > 0 and p ∈ Ω be such that u(p) ≥ sup∂Ω u+ ε. Define
w(x) = sup
∂Ω
u+
ε
2
(
R2 − |x− q|2
R2 − ρ2
)
, ∀x ∈ BR(q) \Bρ(q).
Thus, sup∂Ω u ≤ w(x) ≤ sup∂Ω u+ε/2, in BR(q)\Bρ(q). Clearly, u(p)−w(p) > 0 and u−w ≤ 0,
on ∂Ω. Let z ∈ Ω be a point of maximum of u− w on Ω. By (1.2), (1.3), (1.6), (1.8) and (1.9),
H(Dw(z),D2w(z)) =
(
ε
R2 − ρ2
)k
|x− q|k1H(e,−I) ≤ −m1ρ
k1
(
ε
R2 − ρ2
)k
< 0,
where e is a unit vector in Rn and m1 ≤ m1(0). We get a contradiction and the claim holds. 
Remark 6.2. Let u±(x) = c± d|x|α, d > 0 and α = 1 + k2/k, see (1.6), (1.8) and (1.9).
We remark that (2.8) holds in the viscosity sense at r = 0. Suppose that ψ ∈ C2 is such that
(u+−ψ)(x) ≤ (u+−ψ)(o). Then d|x|α ≤ 〈Dψ(o), x〉+o(|x|) as x→ 0. If x = −εDψ(o), ε > 0, we
get dεα−1 ≤ −|Dψ(o)|2−α+o(1), as ε→ 0. Thus,Dψ(o) = 0 and d|x|α ≤ 〈D2ψ(o)x, x〉/2+o(|x|2),
as x→ o. Since 1 < α < 2, this is a contradiction. The inequality H(Du+,D2u+) ≥ (αd)km1 > 0
holds, see (2.8). Next, let φ ∈ C2 be such that (u− − φ)(x) ≥ (u− − φ)(o). Then, −d|x|α ≥
〈Dφ(o), x〉 + o(|x|) and Dφ(o) = 0. Thus, −d|x|α ≥ 〈D2φ(o)x, x〉/2 + o(|x|2), as |x| → 0. This is
a contradiction and H(Du−,D2u−) ≤ −(αd)km1, see (1.6), (1.8) and (2.8). 
We consider the problem
(6.1) H(Du,D2u) + f(x, u) = 0, ∈ Ω and u = h on ∂Ω,
where h ∈ C(∂Ω) and f ∈ C(Ω × R,R). For a function g, define g+ = max{g, 0} and g− =
min{g, 0}. We now present a priori supremum bounds when f(x, u) = f(x), also see [7].
Lemma 6.3. Let f ∈ C(Ω)∩L∞(Ω), h ∈ C(∂Ω), α and σ be as in (1.9). Suppose that BRo(zo),
for some z0 ∈ R
n, is the out-ball of Ω. Consider the problem
(6.2) H(Du,D2u) + f(x) = 0, ∀x ∈ Ω, u = h, on ∂Ω,
(i) If u ∈ usc(Ω) is a sub-solution of (6.3) then supΩ u ≤ sup∂Ω h+ σ(supΩ f
+)1/kRαo .
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(ii) Similarly, if u ∈ lsc(Ω) is a super-solution of (6.3) then infΩ u ≥ inf∂Ω h−σ| infΩ f
−|1/kRαo .
Proof. We prove part (i). Let u be a sub-solution of (6.2). Fix ε > 0 and consider the function
wε(x) = sup
∂Ω
h+ σ(sup
Ω
f+ + ε)1/k (Rαo − |x− z0|
α) ,∀x ∈ Ω.
Applying (1.3), (1.4), (1.6), (1.8), (1.9), (2.8) and Remark 6.2, we have
H(Dwε,D
2wε) =
(
supΩ f
+ + ε
m1
)
H
(
e,
k1
k
e⊗ e− I
)
≤ − sup
Ω
f+ − ε < −f, in Ω.
Also, wε ≥ h, on ∂Ω. Thus, Lemma 4.3 implies u(x) ≤ wε(x), in Ω. Since ε is arbitrary the claim
follows.
Part (ii) follows by taking wˆε(x) = infΩ h− σ(| infΩ f
−|+ ε)1/k(Rαo − |x− z0|
α), ∀x ∈ Ω. 
Let f : Ω× R→ R be continuous and satisfy
(6.3) sup
Ω×[t1,t2]
|f(x, t| <∞, ∀t1, t2 such that −∞ < t1 ≤ t2 <∞.
We apply Lemma 6.3 to prove Theorem 1.2. A related result is proven in [7].
Proof of Theorem 1.2. Set M = supΩ |u|, L = sup∂Ω |h| and Ro the radius of the out-ball of
Ω. Let ε > 0, small, be fixed.
We prove part (a). By (1.16) there exists t1 > 0 such that
(6.4) (µ1 − ε)|t|
k ≤ inf
Ω
f(x, t) ≤ sup
Ω
f(x, t) ≤ (µ2 + ε)|t|
k, ∀|t| > t1.
By (6.3), there is a 0 < µ3 < ∞ such that sup[−t1,t1]×Ω |f(x, t)| ≤ µ3. Define s4 = max(|µ1| +
ε, µ2 + ε), then supΩ |f(x, t)| ≤ µ4|t|
k + µ3, −∞ < t <∞.
Thus, we have |f(x, u)| ≤ µ4M
k + µ3 and
(6.5) − |λ|(µ4M
k + µ3) ≤ H(Du,D
2u) ≤ |λ|(µ4M
k + µ3), in Ω.
Using −L ≤ u ≤ L on ∂Ω and applying the estimates of Lemma 6.3 to (6.5) we have
0 ≤ |u| ≤M ≤ L+ σ|λ|1/k(µ4M
k + µ3)
1/kRαo ≤ L+ |λ|
1/kµ5M + µ6.
where µ5 > 0 and µ6 > 0 are independent of M . Hence, M ≤ (L+µ6)(1−|λ|
1/kµ5)
−1. It is clear
that if |λ| is small enough u is a priori bounded.
To show (b), take ε =
{
|λ|(2σRαo )
k
}−1
, and we get from (6.4), |f(x, t)| ≤ ε|t|k, |t| ≥ t1 > 0,
where t1 > L. Suppose thatM > t1, thenH(Du,D
2u) ≤ ελMk in the set {u > t1}. Using Lemma
6.3, M ≤ t1 + σ(ελ)
1/kM . Applying the definition of ε, supΩ u ≤ 2t1. A similar argument can
be used to obtain a lower bound for infΩ u. 
Part II
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7. Estimates for the eigenvalue problem. Proof of Theorem 1.3.
In Part II, H satisfies conditions A, B and C, see (1.2)-(1.9). From hereon, λ ∈ R stands for
a parameter, a ∈ C(Ω,R) and δ ≥ 0. Assume that there are 0 < µ ≤ ν <∞ such that
(7.1) 0 < µ ≤ a(x) ≤ ν <∞, ∀x ∈ Ω.
We study the problem
(7.2) H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω and u = h on ∂Ω,
where u ∈ C(Ω), h ∈ C(∂Ω) and inf∂Ω h > 0.
We record an observation for (7.2) and include a comment relevant to the eigenvalue problem
for H when H is odd in X.
Remark 7.1. (i) Let λ > 0, a(x) be as in (7.1) and h ∈ C(∂Ω), infΩ h > 0. If u ∈ C(Ω), u > 0,
solves
H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω and u = h on ∂Ω,
then u > inf∂Ω h in Ω and is unique. These follow from Lemmas 4.2 and 5.3. We will show in
Lemma 7.2 that for small λ > 0 any solution u is necessarily positive.
(ii) Suppose that H(p,−X) = −H(p,X), ∀(p,X) ∈ Rn × Sn. We show that if (7.2) has a
positive super-solution for some λ > 0 then any solution of (7.2) is necessarily positive. Hence,
if, for some λ > 0, a solution changes sign, then (7.2) has no positive super-solutions.
Let v ∈ C(Ω), v > 0, solve H(Dv,D2v) + λa(x)vk ≤ 0, in Ω, and v ≥ h on ∂Ω. Let u be any
solution of (7.2) that changes sign in Ω. Set Ω− = {u < 0}. Take w = −u, then w > 0, in Ω−,
H(Dw,D2w) + λa(x)wk = 0, in Ω−, and w = 0, on ∂Ω−. Use Lemma 5.3 in every component of
Ω− to conclude that supΩ− w/v ≤ sup∂Ω−(w/v) = 0. Thus, Ω
− = ∅ and u ≥ 0. Lemma 4.2 yields
that v > inf∂Ω h. Uniqueness follows from Lemma 5.3. 
Next, recalling (7.1) and applying the estimates of Lemma 6.3 to a solution u of (7.2), we get
inf
∂Ω
h− σ|νλ|1/kRαo | inf
Ω
u−| ≤ u(x) ≤ sup
∂Ω
h+ σ|νλ|1/kRαo sup
Ω
u+.
where α and σ are as in (1.9). Setting Λ = ν−1(σRαo )
−k, we obtain
(7.3) inf
∂Ω
h−
(
|λ|
Λ
)1/k
| inf
Ω
u−| ≤ u(x) ≤ sup
∂Ω
h+
(
|λ|
Λ
)1/k
sup
Ω
u+,
Our next result discusses the influence of λ on the solutions of (7.2).
Lemma 7.2. Let a ∈ C(Ω) be as in (7.1) and Λ be as in (7.3). Suppose that u ∈ C(Ω) solves
H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω, and u = h on ∂Ω,
where h ∈ C(∂Ω). Set κ1 = inf∂Ω h and κ2 = sup∂Ω h. Then the following hold.
(i) If λ ≤ 0 then min(0, κ1) ≤ u ≤ max(0, κ2) in Ω. If λ = 0 then κ1 ≤ u ≤ κ2 in Ω.
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(ii) If h = 0 and u is a non-zero solution then λ > 0. (iii) If 0 < λ < Λ then
κ1
1− (λ/Λ)1/k
≤ inf
Ω
u− ≤ u(x) ≤ sup
Ω
u+ ≤
κ2
1− (λ/Λ)1/k
.
In particular, if h ≥ 0 then κ1 ≤ u ≤ θκ2, where θ = (1 − (λ/Λ)
1/k)−1. Thus, if λ > 0 is small
and h > 0 then any solution u is positive in Ω.
Proof. We use Lemma 6.1. We prove part (i). Let λ ≤ 0 and Ω− = {x ∈ Ω : u(x) < min(0, κ1)}
be non-empty. Then H(Du,D2u) ≤ 0, in Ω−, and this contradicts Lemma 6.1(ii). Next, if
Ω+ = {x ∈ Ω : u(x) > max(0, κ2)} is non-empty then H(Du,D2u) ≥ 0 in Ω+. This contradicts
Lemma 6.1 (i). Part (ii) now follows as a contrapositive of (i). To show (iii), we use (7.3) and
conclude that
inf∂Ω h
1− (λ/Λ)1/k
≤ inf
Ω
u− ≤ u(x) ≤ sup
Ω
u+ ≤
sup∂Ω h
1− (λ/Λ)1/k
.
If inf∂Ω h ≥ 0 then infΩ u
− = 0 and we obtain the final estimate in the lemma. 
We now show that if (7.2) has a positive super-solution then it has a super-solution for a
slightly larger value of λ and a sub-solution for a smaller value of λ.
Theorem 7.3. Let a ∈ C(Ω) be as in (7.1), h ∈ C(∂Ω), inf∂Ω h > 0, and λ > 0. Suppose
that u ∈ L∞(Ω) and u > 0. Set ϑ = inf∂Ω h; define vθ = (u − θϑ)/(1 − θ), ∀0 ≤ θ < 1, and
wθ = (u+ θϑ)/(1 + θ), ∀θ > 0.
(i) If u ∈ lsc(Ω) solves H(Du,D2u) + λa(x)uk ≤ 0, in Ω, and u ≥ h on ∂Ω, then, for every
0 < ε ≤ θλk
(
(ϑ/ supΩ u)
1− θ(ϑ/ supΩ u)
)
, 0 ≤ θ < 1,
the function vθ solves H(Dvθ,D
2vθ) + (λ+ ε)a(x)v
k
θ ≤ 0, in Ω, and vθ ≥ h on ∂Ω.
(ii) Suppose that u ∈ usc(Ω) solves H(Du,D2u) + λa(x)uk ≥ 0, in Ω, and u ≤ h on ∂Ω. For
every 0 < ε < λ there is a θ > 0 such that wθ solves
H(Dwθ,D
2wθ) + (λ− ε)a(x)w
k
θ ≥ 0, in Ω, and wθ ≤ h on ∂Ω.
Proof. Set m = supΩ u.
(i) Fix 0 < θ ≤ 1 and set η = u − θϑ. By Lemma 6.1, u ≥ ϑ, and η ≥ (1 − θ)ϑ, in Ω, and
η ≥ (1 − θ)h on ∂Ω. Observe that (t− θϑ)/t, t ≥ ϑ, is increasing in t. Calculating,
H(Dη,D2η) + (λ+ ε)a(x)ηk ≤ a(x)
{
(λ+ ε)ηk − λuk
}
= a(x)uk
{
(λ+ ε)
(
u− θϑ
u
)k
− λ
}
≤ a(x)uk
{
(λ+ ε)
(
m− θϑ
m
)k
− λ
}
≤ 0,
if we choose 0 < ε ≤ λ
{
mk(m− θϑ)−k − 1
}
. Using the lower bound k(t− 1) ≤ tk − 1, t ≥ 1, we
take
0 < ε ≤ θλk
(
(ϑ/m)
1− θ(ϑ/m)
)
.
20 T. BHATTACHARYA AND L. MARAZZI
Using the homogeneity of H, vθ(x) = η/(1 − θ) = (u − θϑ)/(1 − θ), 0 ≤ θ < 1, ∀x ∈ Ω, solves
H(Dvθ,D
2vθ) + (λ+ ε)a(x)v
k
θ ≤ 0, in Ω, and vθ ≥ h, on ∂Ω.
(ii) Let 0 < ε < λ be fixed and θ > 0 to be determined. Set ϕ = u+ θϑ, in Ω and calculate to
obtain
H(Dϕ,D2ϕ) + (λ− ε)a(x)ϕk ≥ a(x)uk
(
(λ− ε)
ϕk
uk
− λ
)
= a(x)uk
(
(λ− ε)
(
u+ θϑ
u
)k
− λ
)
≥ a(x)uk
(
(λ− ε)
(
m+ θϑ
m
)k
− λ
)
≥ 0,
if θ is such that 0 < ε ≤ λ
{
(m+ θϑ)km−k − 1
}
. Clearly, wθ ≥ ϑ, in Ω, and wθ ≤ h on ∂Ω. 
We introduce a quantity that will be useful for the eigenvalue problem. Let δ > 0 and λ > 0.
Consider the problem of finding a positive solution uλ ∈ C(Ω) of
(7.4) H(Duλ,D
2uλ) + λa(x)|uλ|
k−1uλ = 0, in Ω, and uλ = δ on ∂Ω.
Define
(7.5) λΩ = sup{λ : (7.4) has a positive solution uλ.}.
We will show in Sections 8 and 9 that 0 < λΩ <∞. For the next result we assume this fact.
Theorem 7.4. Suppose that λΩ > 0, where λΩ is as in (7.5) and 0 < λ < λΩ. Let a ∈ C(Ω) be
as in (7.1) and uλ > 0 be a solution of (7.4). Then the following hold.
(i) The solution uλ is unique and uλ > δ. (ii) For every x ∈ Ω, the function uλ(x) increases
as λ increases. (iii) Call mλ = supΩ uλ. If 0 < λΩ <∞ then
mλ ≥ δ
(
1 +
kλ
λΩ − λ
)
, 0 < λ < λΩ.
Thus, mλ →∞ as λ→ λΩ.
(iv) The set of λ’s for which (7.4) has a positive solution is the interval [0, λΩ).
Proof. Parts (i) and (ii) follow from Remark 7.1 and Theorem 1.1. We use Theorem 7.3 (i) to
prove part (iii). To see this, let uλ be the solution of (7.4) for some λ < λΩ. Let 0 < θ < 1 and ε
be as in part (i) of Theorem 7.3. Then
0 < ε ≤ θλk
(
(δ/mλ)
1− θ(δ/mλ)
)
≤ λk
(
(δ/mλ)
1− (δ/mλ)
)
, ∀ 0 < θ < 1.
Clearly, λ+ ε ≤ λΩ. Letting θ ↑ 1,
λΩ − λ ≥ λk
(
(δ/mλ)
1− (δ/mλ)
)
.
Rearranging, we obtain the estimate in part (iii).
For part (iv), let λ < λΩ and (7.4) have a solution uλ. If 0 < λˆ < λ then H(Duλ,D
2u) +
λˆa(x)uλ(x)
k ≤ 0, with uλ = δ on ∂Ω. Thus, uλ is super-solution and v = δ is a sub-solution. By
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Lemma 5.3 and Remark 2.1, the problem H(Dw,D2w) + λˆa(x)wk = 0, in Ω, with w = δ, has a
positive solution.
From Theorem 7.3(i), vθ is a super-solution of (7.4) with λ + ε and vθ = δ on ∂Ω. Also, the
function v = δ is a sub-solution in Ω. By Lemma 5.3 and Remark 2.1 there is a positive solution
of H(Dw,D2w) + (λ+ ε)a(x)wk = 0, in Ω, and w = δ on ∂Ω. 
Theorem 7.3 will be instrumental for proving Theorem 1.3. We now show that uλ, a solution
of (7.4), is an increasing Lipschitz continuous function of λ, for 0 < λ < λΩ.
Proof of Theorem 1.3.
Proof. By Theorem 7.4 (iv), λ is an interior point. Fix λ and x ∈ Ω. Thus, (1.19) has a unique
positive solution uλ and by Theorem 1.1, vx(λ) = uλ(x) is non-decreasing in λ. Set Mλ = supuλ.
We make repeated use of Theorem 7.3 (i). Recall that if uλ solves (1.19) then for 0 < θ < 1
and 0 < ε ≤ θkλ(δ/Mλ) there is a solution uλ+ε > 0 of
(7.6) H(Duλ+ε,D
2uλ+ε) + (λ+ ε)a(x)u
k
λ+ε = 0, in Ω, and uλ+ε = δ.
Also, w(x) = (uλ − θδ)(1 − θ)
−1 is a super-solution of (7.6), and by Lemma 5.3,
(7.7) uλ+ε ≤ w, in Ω.
Upper Bound By (7.6) and (7.7), for 0 < θ < 1 and 0 < ε ≤ θkλ(δ/Mλ), we have
vx(λ+ ε) = uλ+ε(x) ≤
uλ(x)− θδ
1− θ
=
vx(λ)− θδ
1− θ
.
Taking ε = kθλ0(δ/Mλ), θ small, we get
0 ≤
vx(λ+ ε)− vx(λ)
ε
≤
θ(vx(λ)− δ)
(1− θ)ε
=
(
Mλ
kδ
)
vx(λ)− δ
λ(1− θ)
Thus, the right hand derivative D+λ vx(λ) ≤ (Mλ/kδ)(vx(λ)− δ)/λ, by letting θ → 0.
We now compute the left hand derivative D−λMλ as follows. Fix 0 < θ < 1, small, and choose
λˆ < λ such that (see (7.6) and (7.7))
(7.8) λˆ = λ
(
1− kθ
(
δ
Mλˆ
))
and ε = kθ
(
δλˆ
Mλˆ
)
Thus, λ = λˆ+ ε. Observe that vx(λˆ) ≤ vx(λ) and Mλˆ ≤Mλ.
Using (7.7), (7.8), Theorem 7.4 and Lemma 5.3 yield vx(λˆ+ ε) = vx(λ) ≤ (vx(λˆ)− θδ)/(1− θ),
and
0 ≤
vx(λˆ+ ε)− vx(λˆ)
ε
=
vx(λ)− vx(λˆ)
ε
≤
θ(vx(λˆ)− θδ)
ε(1− θ)
≤
(
Mλ
kδ
)
vx(λ)− δ
λˆ(1− θ)
.
Letting θ → 0, we get D−λ vx(λ) ≤ (Mλ/kδ)(vx(λ) − δ)/λ. Clearly, vx(λ) is Lipschitz continuous
for fixed x and δ > 0. The upper bound in the theorem holds.
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Lower Bound. Let 0 < λ1 < λ2 < λΩ. Using (1.19), Remark 5.5 and Lemma 5.6,
vx(λ1)/δ ≤ (vx(λ2)/δ)
τ , where τ = (λ1/λ2)
1/k < 1.
We obtain log(vx(λ1)/δ) ≤ τ log(vx(λ2)/δ) Subtracting τ log(vx(λ)/δ) from both sides, rearrang-
ing and noting that vx(λ) is Lipschitz continuous, we see that
log(vx(λ2)/δ) − log(vx(λ1)/δ)
λ2 − λ1
≥
(
λ
1/k
2 − λ
1/k
1
λ
1/k
1 (λ2 − λ1)
)
log(vx(λ1)/δ).
The conclusion follows by letting λ2 → λ1. 
Remark 7.5. The above theorem holds if vx(λ) is replaced by Mλ = sup vx(λ). 
8. Existence: Proofs of Theorems 1.4 and 1.5
We now present the proof of Theorem 1.4 and show the existence of a solution of (7.2), for small
λ > 0 which in turn will imply that λΩ > 0. This is done by constructing suitable sub-solutions
and super-solutions. The two cases in (1.10) are addressed separately.
Proof of Theorem 1.4. Set
ν = sup
x∈Ω
a(x), m = inf
∂Ω
h, m¯ = sup
∂Ω
h, R = diam(Ω), and assume that m > 0 and ν <∞.
Using (2.6) and (2.7), we construct suitable sub-solutions and super-solutions to achieve our goal.
Fix y ∈ ∂Ω and ε > 0, small, be such that m− 2ε > 0. Let r = |x− y|. By continuity, there is
a η > 0 such that
(8.1) h(y)− ε ≤ h(x) ≤ h(y) + ε, ∀x ∈ Bη(y) ∩ ∂Ω.
Case (a): Suppose that (1.10)(i) holds. Fix β = 2 − s¯. Let v± = c ± drβ where c > 0 and
d > 0. By (1.8) and (2.6),
H
(
Dv+,D2v+
)
≤
(dβ)k
rγ−kβ
m2(s¯) < 0, and H
(
Dv−,D2v−
)
≥
(dβ)k
rγ−kβ
|m2(s¯)| > 0.(8.2)
Note that 0 < β < 1, k = k1 + k2, γ = k1 + 2k2 and γ − kβ > 0, see (1.9).
We construct a sub-solution v. We assume that h(y) > m, otherwise we take v(x) = m in Ω.
Note that h(y)− ε− (m/2) > 0. Set r = |x− y| and
v−(x) =
{
h(y)− ε− (h(y)− ε−m/2) (r/η)β , in Bη(y) ∩Ω,
m/2, in Ω \Bη(y).
(8.3)
Then v−(y) = h(y)− ε, v− = m/2, on ∂Bη(y), and m/2 ≤ v
−(x) ≤ h(y)− ε, in Ω.
Applying (8.2), we obtain that H(Dv−,D2v−) ≥ 0 and v− is a sub-solution of (1.21) in
Bη(y) ∩Ω. Also, v
− is a sub-solution in Ω \Bη(y) and by (8.1) v
− ≤ h on ∂Ω. To show that v−
is a sub-solution in Ω, let p ∈ ∂Bη(y) ∩ Ω and ψ ∈ C
2 be such that (v− − ψ)(x) ≤ (v− − ψ)(p).
Since v−(p) = m/2 and v−(x) ≥ v−(p), we get 0 ≤ 〈Dψ(p), x − p〉 + o(|x − p|) as x → p.
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It follows that Dψ(p) = 0 and a second order expansion shows that D2ψ(p) ≥ 0. Clearly,
H(Dψ(p),D2ψ(p)) + λa(p)(v−(p))k ≥ 0.
Next, we construct a super-solution v+. We assume that h(y) < m¯, otherwise take v+(x) = m¯
in Ω. For a fixed 0 < θ < 1, let λ = θ|m2(s¯)|(2 − s¯)
k(Rγν)−1. Set r = |x− y| and
v+(x) = h(y) + ε+ drβ, in Ω,
where β = 2− s¯ and
d ≥ max
(
2m¯− h(y)− ε
ηβ
,
2m¯θ1/k
(1− θ1/k)Rβ
)
.
It is easy to see that v+(y) = h(y) + ε, v+ ≥ 2m¯, on Ω \Bη(y), and by (8.1) v
+ ≥ h on ∂Ω. Set
c = h(y) + ε, and observing that γ − kβ > 0, we calculate, using the value of λ,
H(Dv+,D2v+) + λa(x)(v+)k ≤ λν(c+ dRβ)k −
βkdk
Rγ−kβ
|m2(s¯)|
= (c+ dRβ)k
(
λν −
βk|m2(s¯)|
Rγ
(
dRβ
c+ dRβ
)k)
≤ (c+ dRβ)k
(
λν −
βk|m2(s¯)|
Rγ
(
dRβ
2m¯+ dRβ
)k)
≤ (c+ dRβ)k
(
λν −
|m2(s¯)|β
kθ
Rγ
)
= 0,
where we have used t/(1 + t), t > 0, is increasing in t and dRβ ≥ 2m¯θ1/k(1− θ1/k)−1. Thus, v+
is a super-solution. Lemma 5.3 and Remark 2.1 imply existence of a solution u of (1.21).
Case (b): Let (1.10) (ii) hold i.e, Ω satisfies a uniform outer ball condition. Call 2ρ as the
optimal radius. Let z ∈ Rn be such that B2ρ(z) ⊂ R
n \Ω and y ∈ ∂B2ρ(z) ∩ ∂Ω. Choose η < ρ.
Using (2.7) fix β > s¯− 2 ≥ 0 and s = β + 2. Taking v∓ = c± dr−β,
(8.4) H
(
Dv+,D2v+
)
≥
(dβ)k|m2(s)|
rkβ+γ
> 0, and H
(
Dv−,D2v−
)
≤ −
(dβ)k|m2(s)|
rkβ+γ
< 0.
We construct a sub-solution as follows. Let p, on the segment yz, be such that |y − p| = η/4.
Clearly, Ω ∩
(
Bη/2(p) \Bη/4(p)
)
is a non-empty open set. Set r = |x− p|.
Assume that h(y) > m and m− 2ε > 0. We take v−(x) = c+ dr−β in Bη/2(p), where
c = h(y)− ε−
4βd
ηβ
, and d = ηβ
(
h(y) − ε− (m/2)
4β − 2β
)
> 0.
Thus, v−(y) = v−(η/4) = h(y)−ε, v−(x) = m/2, on ∂Bη/2(p), and m/2 ≤ v
− ≤ h(y)−ε. Extend
v− = m/2 in Ω \Bη/2(p).
By (8.4), H(Dv−,D2v−) + λa(x)(v−)k ≥ 0, in Bη/2(p) ∩ Ω. Since Bη/2(p) ⊂ Bη(y), (8.1)
implies v− ≤ h on ∂Ω. The proof that v− is a sub-solution in Ω is similar to that in Case (a).
We construct super solutions as follows. Take 0 < θ < 1 and
(8.5) λ = θ
|m2(s)|β
k
νRγ
( ρ
R
)kβ
.
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Recalling the outer ball condition, select q on the segment yz such that |q − y| = ρ and set
r = |x − q|. There is a ρ¯ > ρ such that Bρ¯(q) ∩ Ω ⊂ Bη(y) ∩ Ω (2ρ is the optimal radius). Set
v+(x) = c− dr−β, where
c = h(y) + ε+
d
ρβ
, and d ≥ max
{
(ρρ¯)β(2m¯− h(y) − ε)
ρ¯β − ρβ
,
2m¯θ1/kρβ
1− θ1/k
}
.
Clearly, v+(y) = v+(ρ) = h(y)+ε, v+ ≥ 2m¯, in Ω\Bρ¯(p), and (8.1) implies v
+ ≥ h on ∂Ω. Next,
using (8.4), (8.5) and dρ−β ≥ 2m¯θ1/k(1− θ1/k)−1, we calculate, in Ω \Bρ(q),
H(Dv+,D2v+) + λa(x)(v+)k ≤ λν(c− dr−β)k −
(dβ)k|m2(s)|
Rkβ+γ
≤ θ(2m¯+ dρ−β)k
|m2(s)|β
k
Rγ
( ρ
R
)kβ
−
βkdβ |m2(s)|
Rkβ+γ
≤ (2m¯+ dρ−β)k
|m2(s)|β
k
Rγ
( ρ
R
)kβ {
θ −
(
dρ−β
2m¯+ dρ−β
)k}
≤ 0.
Thus, v+ is a super-solution and Lemma 5.3 and Remark 2.1 imply existence. 
Remark 8.1. The proof of Theorem 1.4 shows that, unlike the super-solutions, the constructions
of the sub-solutions in Cases (a) and (b) are independent of λ for λ ≥ 0. Also, the upper bounds
for λ in the two cases do not depend on the boundary data h. 
We show a domain monotonicity property of λΩ (see (7.5)) i.e, if Ω
′
⊂ Ω then λΩ ≤ λΩ′ . We
use this in proving Theorem 1.5. This is shown for any subdomain if (1.10) (i) holds and for any
subdomain that satisfies a uniform outer ball condition if (1.10) (ii) holds, see (1.20).
Lemma 8.2. Let Ω
′
⊂ Ω be a sub-domain. Suppose that λ > 0, δ > 0 and a ∈ C(Ω)∩L∞(Ω), a >
0. Assume that for some 0 < λ <∞ the problem
(8.6) H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω, and u = δ on ∂Ω,
has a positive solution u ∈ C(Ω). Then the problem H(Dv,D2v) + λa(x)|v|k−1v = 0, in Ω
′
, and
v = δ on ∂Ω
′
, has a positive solution v ∈ C(Ω′).
Proof. By Theorem 1.4 and (7.5), λΩ′ > 0. Assume that λΩ′ <∞ otherwise the lemma holds.
Suppose that (8.6) has a solution for λ ≥ λΩ′ . By Theorem 7.4 (iv) and (7.5), for any 0 < λˆ <
λΩ′ , there is a solution vλˆ ∈ C(Ω
′
), vλˆ > 0, of
H(Dvλˆ,D
2vλˆ) + λˆa(x)v
k
λˆ
= 0, in Ω
′
, and vλˆ = δ on ∂Ω
′
.
By Theorem 7.4 (i), u ≥ δ on ∂Ω
′
. Applying Theorem 1.1 in Ω
′
, vλˆ ≤ u for every λ
′
∈ (0, λΩ′ ).
Since u is bounded, this contradicts Theorem 7.4(iii). The claim holds and λ < λΩ′ . 
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Remark 8.3. Take h ∈ C(∂Ω) with inf∂Ω h > 0. For some λ > 0, let u > 0 solve H(Du,D
2u) +
λa(x)uk = 0, in Ω, and u = h on ∂Ω. Recall λΩ from (7.5) and let λ ≥ λΩ. For every t < λΩ,
let vt > 0 solve H(Dvt,D
2vt) + ta(x)v
k
t = 0, in Ω, and vt = inf∂Ω h on ∂Ω. By Theorem 1.1,
vt ≤ u, ∀t. This contradicts Theorem 7.4(iii). Thus, H(Dw,D
2w) + λa(x)wk = 0, in Ω and
w = δ > 0, on ∂Ω has a solution. 
We now prove Theorem 1.5 and show that λΩ in (7.5) is independent of the data h ∈
C(∂Ω), h > 0. See Remark 8.1.
Proof of Theorem 1.5. Let λ > 0 such that there is a solution u ∈ C(Ω), u > 0, of
H(Du,D2u) + λa(x)uk = 0, in Ω, and u = δ on ∂Ω. We show that
(8.7) H(Dv,D2v) + λa(x)vk = 0, in Ω, and v = h on ∂Ω,
can be solved for any boundary data h ∈ C(∂Ω) with inf∂Ω h > 0.
By Remark 8.1, the sub-solutions in Theorem 1.4 can be utilized here. Thus, our effort is to
construct super-solutions to (8.7) for a given h. Set
ν = sup
x∈Ω
a(x), m = inf
∂Ω
h, m¯ = sup
∂Ω
h, and R = diam(Ω); assume that m > 0 and ν <∞.
Fix y ∈ ∂Ω. Let ε > 0 such that ε < m¯/2. Let η0 > 0 be such that for 0 < η ≤ η0,
(8.8) h(y)− ε ≤ h(x) ≤ h(y) + ε, ∀x ∈ Bη(y) ∩ ∂Ω.
Let u solve (8.7) with δ = 2m¯ and call M = supΩ u. Set Ωη = Ω \Bη(y). By Lemma 8.2, there
is a unique solution φ > 0 of
(8.9) H(Dφ,D2φ) + λa(x)φk = 0, in Ωη, and φ = 2m¯ on ∂Ωη.
By Lemma 6.1, u ≥ 2m¯ on ∂Ωη. Using Lemma 5.3, (8.9), Lemmas 4.2 and 6.1, 2m¯ < φ ≤ u ≤M ,
for any η > 0, small.
Case (a): Suppose that (1.10) (i) holds and Ω is any domain. Set r = |x− y| and
(8.10) φ¯(x) = h(y) + ε+ (2m¯− h(y)− ε)
rβ
ηβ
, in Bη(y) ∩ Ω,
where β = 2− s¯, see (1.10). Recalling (8.9) and (8.10), we define
(8.11) w(x) =
{
φ(x), ∀x ∈ Ωη,
φ¯(x), ∀x ∈ Bη(y) ∩Ω.
Note that w ∈ C(Ω), w(y) = h(y) + ε, w = 2m¯, on ∂Bη(y), and w ≥ h on ∂Ω. Our goal is to
choose 0 < η ≤ η0 (see (8.8)) such that w is a super-solution in Ω. By (2.6)(also see (8.2)) there
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is an η1 ∈ (0, η0] such that in Bη(y) ∩ Ω, ∀η ∈ (0, η1], we have
H(Dφ¯,D2φ¯) + λa(x)φ¯k ≤ λνφ¯k −
(
2m¯− h(y)− ε
ηβ
)k βk|m2(s¯)|
rγ−kβ
≤ λν(2m¯)k − (2m¯− h(y)− ε)k
βk|m2(s¯)|
ηγ
≤ 0.(8.12)
Here we have used 0 < r < η and γ − kβ > 0. We show that w is a super-solution on ∂Bη(y)∩Ω
implying that w is a super-solution in Ω. Our idea is to choose a value of η so that dφ¯/dr(η)
exceeds the radial rate of increase of φ on r = η.
We now estimate φ (in Ωη) on ∂Bη(y), from above. Note 2m¯ < φ¯ ≤M (see (8.9)). Set
(8.13) θ =
(
1 +
2(2M − 2m¯)
2m¯− h(y)− ε
)1/β
,
where β = 2− s¯, see (1.10)(i). In η ≤ r ≤ θη, set
ψ(x) = 2m¯+ d(rβ − ηβ), where d =
2M − 2m¯
ηβ(θβ − 1)
.
Clearly, ψ = 2m¯, on r = η, ψ = 2M , on r = θη, and 2m¯ ≤ ψ ≤ 2M . Using (8.13),
(8.14) d =
2M − 2m¯
ηβ(θβ − 1)
=
2m¯− h(y)− ε
2ηβ
.
We choose η2 ∈ (0, η1] so that ψ is a super-solution in η < r < θη, for any η ∈ (0, η2]. This would
then imply by Lemma 5.3, that φ ≤ ψ, in η < r < θη. Employing γ − kβ > 0, (2.6) and (8.14)
H(Dψ,D2ψ) + λa(x)ψk ≤ λν(2M)k −
(dβ)k|m2(s¯)|
rγ−kβ
≤ λν(2M)k −
(dηββ)k|m2(s¯)|
θγηγ
= λν(2M)k −
(
2M − 2m¯
θβ − 1
)k βk|m2(s¯)|
θγηγ
≤ 0,
if 0 < η ≤ η2 ≤ η1 ≤ η0 are small enough. Thus, (8.8) and (8.12) hold and this gives us the
desired φ, φ¯ and the upper bound ψ.
We show that w is a super-solution. Let φ ∈ C2 be such that w − ϕ has a minimum at some
p ∈ ∂Bη(y) ∩ Ω. Then (i) ϕ(x) − ϕ(p) ≤ w(x) − w(p) = φ¯(x) − φ¯(p) ≤ 0, ∀x ∈ Bη(y) ∩ Ω, and
(ii) ϕ(x) − ϕ(p) ≤ w(x)− w(p) ≤ ψ(x) − ψ(p), ∀x ∈ Ωη. Using (8.10) and (8.14), these yield,
∂ϕ
∂r
(p) ≥ φ¯′(η−) = β
(
2m¯− h(y) − ε
η
)
and
∂ϕ
∂r
(p) ≤ ψ′(η+) = β
(
2m¯− h(y)− ε
2η
)
.
This is a contradiction and w is a super-solution in Ω. Lemma 5.3 and Remark 2.1 imply the
existence of a solution of (1.22).
Case (b): Assume that (1.10)(ii) holds and Ω satisfies a uniform outer ball condition. Fix
y ∈ ∂Ω and ε > 0, small. Let ρ > 0 and z ∈ Rn be such that Bρ(z) ⊂ R
n\Ω and y ∈ ∂Bρ(z)∩∂Ω.
Set r = |x− z|. We modify (8.8) as follows. We choose η0 > 0, small, such that for 0 < η ≤ η0,
h(y)− ε ≤ h(x) ≤ h(y) + ε, ∀x such that ρ ≤ |x− z| ≤ ρ+ η.
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The ideas are similar to those in Case (a). Define Ωη = Ω \Bρ+η(z) and note that Ωη satisfies a
uniform outer ball condition. For η ∈ (0, η0], to be determined, there is a solution φ > 0 of
(8.15) H(Dφ,D2φ) + λa(x)φk = 0, in Ωη, and φ = 2m¯ on ∂Ωη,
by our hypothesis and Lemma 8.2. As noted in (8.9), 2m¯ < φ ≤M .
Call Aη = {x ∈ Ω : ρ < |x− z| < ρ+ η}. We fix β > s¯− 2 and s = β + 2, and define
(8.16) φ¯(x) = h(y) + ε+
(
2m¯− h(y)− ε
ρ−β − (ρ+ η)−β
)(
1
ρβ
−
1
rβ
)
, ρ ≤ r ≤ ρ+ η.
It is clear that φ¯(y) = h(y) + ε, φ¯ = 2m¯ on r = ρ+ η, and h(y) + ε ≤ φ¯ ≤ 2m¯. Using (8.15) and
(8.16), we define
(8.17) w(x) =
{
φ(x), ∀x ∈ Ωη,
φ¯(x), ∀x ∈ Aη.
As done in Case (a), we will select η > 0 such that w is a super-solution in Ω. Clearly, w(y) =
h(y) + ε and w ≥ h on ∂Ω. Using (2.7) (see (8.4)) in Aη, i.e., ρ ≤ r ≤ ρ+ η,
H(Dφ¯,D2φ¯) + λa(x)φ¯k ≤ λν(2m¯)k −
βk|m2(s)|
rkβ+γ
(
2m¯− h(y)− ε
ρ−β − (ρ+ η)−β
)k
≤ λν(2m¯)k −
βk|m2(s)|
(ρ+ η)kβ+γ
(
2m¯− h(y)− ε
ρ−β − (ρ+ η)−β
)k
.
Thus, φ¯ is a super-solution in Aη, if η ∈ (0, η1], for some 0 < η1 ≤ η0, small.
Next we choose 0 < η2 ≤ η1 so that, for 0 < η ≤ η2, the quantity
(8.18) K =
(
ρβ
(ρ+ η)β − ρβ
)(
2m¯− h(y)− ε
2(2M − 2m¯)
)
> 1.
We calculate an upper bound for φ in Ωη ∩Bρ+θη(z), where θ > 1 is to be determined. We take
(8.19) ψ(x) = 2m¯+
(
2M − 2m¯
(ρ+ η)−β − (ρ+ θη)−β
)(
1
(ρ+ η)β
−
1
rβ
)
, ρ+ η ≤ r ≤ ρ+ θη.
Then ψ = 2m¯, on r = ρ + η, and ψ = 2M , on r = ρ + θη. We calculate θ by requiring that
φ¯
′
(ρ+ η) > ψ
′
(ρ+ η), in particular, we impose that(
2M − 2m¯
(ρ+ η)−β − (ρ+ θη)−β
)
=
1
2
(
2m¯− h(y)− ε
ρ−β − (ρ+ η)−β
)
,
see (8.16) and (8.17). Rearranging and recalling (8.18),
(ρ+ θη)β
(ρ+ θη)β − (ρ+ η)β
=
(
ρβ
(ρ+ η)β − ρβ
)(
2m¯− h(y)− ε
2(2M − 2m¯)
)
= K.
By (8.15), (ρ+ θη)β = K(ρ+ η)β/(K − 1). Clearly, θ = θ(η) > 1 if 0 < η ≤ η2.
We now show that ψ is super-solution in ρ+ η < r < ρ+ θη, if η is small enough. Using (2.7)
H(Dψ,D2ψ) + λa(x)ψk ≤ λν(2M)k −
(
2M − 2m¯
(ρ+ η)−β − (ρ+ θη)−β
)k βk|m2(s)|
(ρ+ θη)kβ+γ
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Thus, ψ is a super-solution if η ∈ (0, η3], where η3 ∈ (0, η2], small. This determines θ. As done
in Case (a), w is a super-solution in Ω. Lemma 5.3 and Remark 2.1 imply existence. 
9. Boundedness of λΩ: Proof of Theorem 1.6
In this section, we show that λΩ is bounded, see Theorem 7.4. In the first part of the proof we
assume that (1.10)(i) holds and impose conditions A, B and C. In the second part we address
the case (1.10) (ii) and conditions A, B, C and D(radial symmetry) are assumed.
Let a(x) ∈ C(Ω) ∩ L∞(Ω), infΩ a > 0, and δ > 0; we consider the problem
(9.1) H(Du,D2u) + λa(x)|u|k−1u = 0, in Ω and u = δ on ∂Ω.
We recall the definition of λΩ:
(9.2) λΩ = sup{λ : (9.1) has a positive solution}.
By Theorem 7.4, if 0 < λ < λΩ in (9.1) then u ∈ C(Ω), u > δ, and u is unique.
Remark 9.1. Let b ∈ C(Ω) with a(x) ≤ b(x), ∀x ∈ Ω. For some λ > 0, let v ∈ C(Ω) solve
H(Dv,D2v) + λb(x)|v|k−1v = 0, in Ω, v > 0 and v = δ on ∂Ω.
Then (9.1) has a solution u > 0 for λ. Note that v is super-solution of (9.1), i.e., H(Dv,D2v) +
λa(x)|v|k−1v ≤ 0, in Ω, and v = δ on ∂Ω. Also, w = δ is a sub-solution of (9.1). By Lemma 5.3
and Remark 2.1, there is solution w ≤ u ≤ v of (9.1) for λ. Let λΩ(c) be the bound in (9.2) for
the weight function c(x) then
(9.3) λΩ(b) ≤ λΩ(a), for a(x) ≤ b(x), ∀x ∈ Ω. 
We now prove Theorem 1.6.
Proof of Theorem 1.6. Set µ = infx∈Ω a(x) and assume that µ > 0. Let BR(y), where
y ∈ Ω, denote an in-ball of Ω. Call B = BR(y). By Lemma 8.2, if 0 < λ < λΩ then 0 < λ < λB .
Consider the problem
(9.4) H(Dv,D2v) + λµvk = 0, in B, and v = δ on ∂B.
By (9.3), if (9.1) has a solution on B for some λ > 0 then (9.4) has a positive solution since
λB(µ) ≥ λB(a). Thus, if we show that λB(µ) <∞ then λΩ(a) <∞. We set
λ = λµ and λR = µλB(µ).
We assume that λR =∞ and derive a contradiction.
Let λ1 > 0 and recall that k = k1+ k2 and γ = k1+2k2, see (1.4). Set λℓ = ℓ
γλ1, ℓ = 1, 2, · · · .
By Theorem 7.4, there is an uℓ ∈ C(B), uℓ > 0, that solves
(9.5) H(Duℓ,D
2uℓ) + λℓu
k
ℓ = 0 in B, and uℓ = δℓ on ∂B, ∀ ℓ = 1, 2, · · · ,
where δℓ > 0 is so chosen that uℓ(y
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For each ℓ, (9.4) has a unique solution vℓ > 0 in B with vℓ = 1 on ∂B. Thus by Lemma 5.3,
uℓ/vℓ ≤ δℓ and vℓ/uℓ ≤ 1/δℓ implying uℓ = δℓvℓ 6= 0. This shows that δℓ > 0.
Step 1: We show that δℓ decreases to zero. Recall from (1.9) that α = γ/k. For ∀ℓ = 1, 2, · · · ,
set τℓ = (λℓ/λℓ+1)
1/k, i.e, τℓ = (ℓ/(ℓ+ 1))
α .
Applying Remark 5.5(ii) and Lemma 5.6, uℓ(x)[uℓ+1(x)]
−τℓ ≤ δℓ(δℓ+1)
−τℓ . Taking x = y, we
have δτℓℓ+1 ≤ δℓ implying (δℓ+1)
(ℓ+1)−α ≤ (δℓ)
ℓ−α . Iterating
(9.6) 0 < δℓ+1 ≤ (δℓ)
1/τℓ ≤ (δℓ−1)
1/(τℓτℓ−1) ≤ · · · ≤ (δ1)
(ℓ+1)α .
Since δ1 < 1, the claim follows by letting ℓ→∞.
Step 2: We employ scaling. For ∀ℓ = 1, 2, · · · , call Rℓ = ℓR and vℓ(z) = uℓ(x), ∀z ∈ BRℓ(y),
where z = y + ℓ(x− y). Then H(Duℓ,D
2uℓ) = ℓ
γH(Dvℓ,D
2vℓ), λℓ = λ1ℓ
γ and (9.5) imply that
(9.7) H(Dvℓ,D
2vℓ) + λ1v
k
ℓ = 0, in BRℓ(y), and vℓ(Rℓ) = δℓ.
Moreover, vℓ(y) = uℓ(y) = 1. Call Bℓ = BRℓ(y).
We address (1.10) (i) and (ii) separately. Set r = |x− y| and recall (2.6) and (2.7).
Case (a): Suppose that (1.10)(i) holds; fix β = 2− s¯ where 0 < β < 1. For m, large, take
wm(x) = wm(r) =
1
2
(
1− (1− δm)
(
r
Rm
)β)
, 0 < r ≤ Rm.
Note that wm(y) = 1/2 and wm(Rm) = δm/2. Moreover, w > 0 and the calculation in (2.6)
shows that H(Dwm,D
2wm) + λ1w
k
m ≥ 0, in BRm(y) \ {y}. Applying Lemma 5.3 to wm and vm
in Bm \ {y}, we see that
(9.8) wm(x) ≤ vm(x)/2, ∀x ∈ Bm(y).
Step a(i) : Let 1 < ℓ ≤ m. Applying Lemma 5.3, we see that
vℓ(x)
vm(x)
≤
δℓ
inf{r=Rℓ} vm
and
vm(x)
vℓ(x)
≤
sup{r=Rℓ} vm
δℓ
, ∀x ∈ Bℓ.
Taking x = y in the above inequality, we get inf{r=Rℓ} vm ≤ δℓ ≤ sup{r=Rℓ} vm. Using (9.8), we
obtain that for each ℓ ≤ m,
wm(Rℓ) ≤ δℓ/2.
Step a(ii) : Taking m = 2ℓ, recalling that R2ℓ = 2Rℓ, using Step a(i) and Step 2, we obtain
that
1
2
(
1−
1− δ2ℓ
2β
)
= w2ℓ(Rℓ) ≤
inf{r=Rℓ} v2ℓ
2
≤
δℓ
2
.
Letting ℓ→∞, we obtain a contradiction to (9.6).
Case (b): Assume that (1.10)(ii) holds. Fix β = s − 2, where s > s¯. We impose conditions
A, B, C and D. See Remark 9.2 in this context. By condition D, H is invariant under rotations.
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Step b(i): Using condition D, Lemma 5.3 implies that vℓ is radial, see Step 2. By Lemma
6.1, vℓ(r) ≥ vℓ(ρ), for 0 ≤ r ≤ ρ ≤ Rℓ. Thus, vℓ(r) is non-increasing and sup vℓ = vℓ(y) = 1.
Step b(ii): Let 1 ≤ ℓ ≤ m, applying Lemma 5.3 in Bℓ we obtain that
1 =
vm(o)
vℓ(o)
≤
vm(Rℓ)
δℓ
and 1 =
vℓ(o)
vm(o)
≤
δℓ
vm(Rℓ)
.
Clearly, vm(Rℓ) = δℓ. Lemma 5.3 implies that vm = vℓ, in Bℓ. Thus, vm extends vℓ to Bm.
Step b(iii): We claim that the decay estimate in Step 1 can not hold, leading to a contradiction
and thus proving that λΩ < ∞. We proceed as follows. By Step b(i), there is a 0 < ρ < R such
that for any ℓ, vℓ > 1/2, in Bρ(y). Consider the function
ω(x) =
1
2
(
δ2ℓ + (1− δ2ℓ)
r−β −R−β2ℓ
ρ−β −R−β2ℓ
)
, ∀ ρ ≤ r ≤ R2ℓ.
Using (2.7), H(Dω,D2ω) + λνωk ≥ 0, in ρ < r < R2ℓ. Since ω(ρ) = 1/2 and ω(R2ℓ) = δ2ℓ/2,
applying Lemma 5.3 in BR2ℓ \Bρ(y) we see that ω(x) ≤ v2ℓ(x), in ρ ≤ r ≤ R2ℓ. Recall Steps 1,
2 and Step b(ii), and take r = Rℓ to find
C
ℓβ
≤ ω(Rℓ) ≤ v2ℓ(Rℓ) = δℓ ≤ (δ1)
ℓα ,
where C > 0, depends on β, ρ and R. Letting ℓ→∞, we obtain a contradiction. 
Remark 9.2. In Case (b), condition D is not required if non-negative super-solutions w i.e,
H(Dw,D2w) ≤ 0, satisfy a Harnack inequality i.e, infBs(z) w ≥ C supBs(z) w, where C is a
universal constant and B4s(z) ⊂ B. In Step b(iii), ∀ℓ, vℓ(x) ≥ C, ∀x ∈ Bρ(y), with 0 < ρ ≤ R/8.
Apply Steps a(i), (ii) and b(iii) to get a proof. Also, the proof works if w satisfies a modulus of
continuity depending on supw. 
10. Existence of a positive first eigenfunction
This section has two sub-sections. In Sub-section I, we show the existence of a positive eigen-
function on a general domain when (1.10)(i) holds and conditions A, B and C apply. In Sub-
section II, we discuss (1.10)(ii), impose conditions A, B, C and D and take Ω to be a ball.
Sub-section I: Let Ω ⊂ Rn be any bounded domain and assume that (1.10) (i) holds. Fix
β = 2− s¯, 0 < β < 1, recall (2.6) and take a ∈ C(Ω) ∩ L∞(Ω), infΩ a > 0. See [1, 5, 6, 11].
Lemma 10.1. (The Harnack inequality and Ho¨lder Continuity) Let w ∈ lsc(Ω)∩L∞(Ω), w ≥ 0,
solve H(Dw,D2w) + λa(x)|w|k−1w ≤ 0, in Ω. For any y ∈ Ω and R > 0 such that B4R(y) ⊂ Ω,
we have a universal constant C > 0 such that
sup
BR(y)
w ≤ C inf
BR(y)
w, and |w(x)− w(z)| ≤ (3R)−β( sup
BR(y)
w)|x − z|β, ∀x, z ∈ BR(y).
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Proof. Let w(y) > 0, for some y ∈ Ω, and B4R(y) ⊂ Ω. Set A = B4R(y) \ {y}, r = |x− y| and
ψ(x) = w(y)
(
1− rβ(4R)−β
)
, in B4R(y).
Thus, ψ(y) = w(y), ψ = 0, on ∂B4R(y) and by (2.6), H(Dψ,D
2ψ) > 0 in A. Clearly, on ∂A,
inf(w − ψ) = 0. If infA(w − ψ) < 0 and p ∈ A is a point of minimum then H(Dψ(p),D
2ψ(p)) +
λa(p)|w(p)|k−1w(z) > 0, which is a contradiction .Thus, w(x) ≥ ψ(x) > 0, in B4R(y).
Observing that for any z ∈ BR(y), BR(y) ⊂ B2R(z) and arguing as above,
(10.1) w(x) ≥ w(z)
(
1− |x− z|β(3R)−β
)
for any x, z ∈ BR(y).
Since |x− z| ≤ 2R, the claim holds. To show the Ho¨lder continuity of w, we write (10.1) as
w(z) − w(x) ≤ w(z)|x − z|β(3R)−β ≤ (3R)−β( sup
BR(y)
w)|x− z|β .
Taking x ∈ BR(y) and replacing x by z, we get the claim. 
Proof of Theorem 1.7(i). Let δ > 0 and λℓ, ℓ = 1, 2, · · · be an increasing sequence such
that limℓ→∞ λℓ = λΩ. For each ℓ, there is a unique positive uℓ ∈ C(Ω) such that
H(Duℓ,D
2uℓ) + λℓa(x)u
k
ℓ = 0, in Ω, and uℓ = δ, on ∂Ω.
Set θℓ = supΩ uℓ. By Theorem 7.4, limℓ→∞ θℓ = ∞. Calling vℓ = uℓ/θℓ, we see that sup vℓ = 1
and vℓ|∂Ω → 0. By Lemma 10.1, there is a sub-sequence vm and a function v ∈ C(Ω) such that
vm converges uniformly to v on compact subsets. Thus,
v ≥ 0, sup
Ω
v = 1 and lim
m→∞
vm = lim
m→∞
δ
θm
= 0 on ∂Ω.
(a) We show that H(Dv,D2v) + λΩa(x)v
k = 0 in Ω. Let φ ∈ C2 and p ∈ Ω be such that v− φ
has a minimum at p. Set Bε = Bε(p), for ε > 0, small. Let Ωˆ be a compact sub-domain of Ω
containing Bε. Set d =dist(p, ∂Ωˆ), k = max(3, 3d
−4) and ψ = φ(x)− k|x− p|4. Take m, large, so
that supΩ |vm − v| ≤ ε
4 on Ωˆ. Then
vm(x)− ψ(x) ≥ k|x− p|
4 + (vm − v)(x) + (v − vm)(p) + (vm − ψ)(p).
Noting that vm − ψ > (vm − ψ)(p), on Ω \ Bε, vm − ψ has a minimum at some pm ∈ Bε, and
H(Dψ(pm),D
2ψ(pm))+λma(pm)vm(pm)
k ≤ 0. Letting ε→ 0, H(Dφ(p),D2φ(p))+λΩa(p)v(p)
k ≤
0. The proof that v is a sub-solution is similar.
(b) We show that v ∈ C(Ω). Let y ∈ ∂Ω and set r = |x − y|. Recalling (1.10) (i) and (2.6),
take wε(x) = ε+ (1 − ε)(r/ρ)
β , in Bρ(y), where 0 < ε < 1/4 is small and ρ is to be determined.
Set ν = supΩ a and recall that γ − kβ > 0. There is a ρ > 0, small and independent of ε so that
H(Dwε,D
2wε) + λa(x)w
k
ε ≤ λν −
(β(1− ε))k|m2(s¯)|
ρkβrγ−kβ
≤ λν −
(
3β
4
)k |m2(s¯)|
ργ
< 0, 0 < r ≤ ρ.
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Also, ε ≤ wε ≤ 1, and, for large m, wε ≥ vm on ∂(Ω∩Bρ(y)). By Lemma 5.3, wε ≥ vm, in Bρ(y)∩
Ω. Letting m → ∞, wε ≥ v, in Ω ∩ Bρ(y). Clearly, 0 ≤ lim infx→y v(x) ≤ lim supx→y v(x) ≤
wε(y) = ε. Since ε is arbitrary, v(y) = 0 and v ∈ C(Ω).
(c) Next,we show that v > 0 in Ω. Let p ∈ Ω be such that v(p) = 1. Recall from (b) the bound
v ≤ w = (r/ρ)β , in Bρ(y)∩Ω. Clearly, if we take r = ρ/2, we have v < 1. Thus, p is at least ρ/2
away from ∂Ω. We now apply Harnack’s inequality in Lemma 10.1 to conclude v > 0 in Ω. 
Sub-section II: Assume that (1.10)(ii) holds. We take Ω to be the ball BR(o), where R > 0,
and prove the existence of a positive radial first eigenfunction. Set λR = λBR(o), r = |x|, ∀x ∈ R
n
and take a(x) = 1,∀x ∈ Ω. We impose conditions A, B, C and D. As observed in Step b(i) of
Theorem 1.6 there is a v ∈ C(BR(o)), v > 0, radial and non-increasing in r, that solves
(10.2) H(Dv,D2v) + λvk = 0, in BR(o), v = δ on ∂BR(o), and 0 < λ < λR.
Scaling property. For 0 < R1 < R2, set Bi = BRi(o), i = 1, 2. By Lemma 8.2, λR1 ≥ λR2 .
Let u be the solution of (10.2) in B1, for some 0 < λ < λR1 . Define v(y) = u(x), ∀y ∈ B2, where
y = sx, where s = R2/R1. As γ = k1 + 2k2, we have H(Du,D
2u) = sγH(Dv,D2v) and
H(Dv,D2v) + s−γλvk = 0, in B2, and v = δ, on ∂B2.
By (9.2) and Theorem 7.4 (iv), λR1 = s
γλR2
(10.3) λR1R
γ
1 = λR2R
γ
2 .
We now show existence of a first eigenfunction on a ball. Set r = |x|, ∀x ∈ Rn. Call B = BR(o).
Step 1: Fix δ > 0, 0 < λ < λR and let u = u(r) ∈ C(B), u > 0, be the unique solution of
H(Du,D2u) + λuk = 0, in B, u(R) = δ and u(o) = 1.
Set Rˆ = (λR/λ)
1/γR. By (10.3), λRˆ = λ, Rˆ > R and λ is the first eigenvalue of H on BRˆ(o).
Step 2: Let {λℓ}
∞
ℓ=1 be a decreasing sequence such that λ < λℓ < λR and limℓ→∞ λℓ = λ. Call
Rℓ such that λℓR
γ
ℓ = λRR
γ and Bℓ = BRℓ(o). By (10.3), λℓ = λBℓ is the first eigenvalue of H on
Bℓ. By Step 1,
R < R1 < · · · < Rℓ < · · · < Rˆ, and lim
ℓ→∞
Rℓ = Rˆ.
Since ∀ℓ, λ < λℓ, there is a unique uℓ ∈ C(Bℓ), uℓ > 0, radial and non-increasing such that
(10.4) H(Duℓ,D
2uℓ) + λu
k
ℓ = 0, in Bℓ, and uℓ(Rℓ) = δℓ,
where δℓ > 0 is so chosen that uℓ(o) = 1, see (10.2). Since λm ≥ λℓ and Rm ≤ Rℓ, for m ≤ ℓ,
using Lemma 5.3 in Bm, we see that
1 =
um(o)
uℓ(o)
≤
um(Rm)
uℓ(Rm)
and 1 =
uℓ(o)
um(o)
≤
uℓ(Rm)
um(Rm)
.
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Hence, um(Rm) = uℓ(Rm) = δm and um = uℓ in Bm. Thus, uℓ extends um to Bℓ, in particular,
uℓ extends u0 to Bℓ. Moreover, δℓ is decreasing.
Step 3: We claim that limℓ→∞ δℓ = 0. Suppose not. Since δℓ is decreasing, ∀ℓ, δℓ ≥ η, for
some η > 0. Clearly, uℓ ≥ η. Take s = 1/2 in the estimate in Theorem 7.3(i) to see that there is
a solution v to
H(Dv,D2v) + λ˜vk = 0, in Bℓ and v(Rℓ) = δℓ, where λ˜ = λ+ ε and 0 < ε ≤
λkη
2(1− θη/2)
.
Here, we may choose λ (1 + kη/2) < λ˜ < λℓ. Since η is independent of ℓ, letting ℓ → ∞ and
using Step 2, we obtain a contradiction.
Step 4: Recalling Step 2, for x ∈ BRˆ(o), define u(x) = limℓ→∞ uℓ(x). By (10.4), u ∈ C(BRˆ(o))
and H(Du,D2u) + λuk = 0, in BRˆ(o). Since u is radial and decreasing, define u(Rˆ) = 0. We
have u ∈ C(BRˆ), since u(Rℓ) = uℓ(Rℓ) = δℓ → 0, see Step 3.
Step 5: We scale u as follows. Set w(ρ) = u(r) where ρ = rR/Rˆ. Thus, w ∈ C(B), w > 0,
solves H(Dw,D2w) + λ(Rˆ/R)γwk = 0, in BR(o), and w(R) = 0. By Step 1, λR = λ(Rˆ/R)
γ and,
thus, w is a first eigenfunction on BR(o). 
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