Let X, Y be Banach spaces and M a linear manifold in X × Y = {{x, y} | x ∈ X, y ∈ Y }. The central problem which motivates many of the concepts and results of this paper is the problem of characterization and construction of all extremal solutions of a linear inclusion y ∈ M(x). First of all, concept of metric operator parts and metric generalized inverses for linear manifolds are introduced and investigated, and then, characterizations of the set of all extremal or least extremal solutions in terms of metric operator parts and metric generalized inverses of linear manifolds are given by the methods of geometry of Banach spaces. The principal tool in this paper is the generalized orthogonal decomposition theorem in Banach spaces.  2004 Published by Elsevier Inc.
Introduction
Let X, Y be Banach spaces and M a linear manifold in X × Y = {{x, y} | x ∈ X, y ∈ Y }. We may view M as a multi-valued linear operator form X to Y by taking M(x) = {y | {x, y} ∈ M}. The domain, range, and null space of M are defined, respectively, by It is well known that the quadratic control problem subject to a certain class of boundary conditions can be equivalently formulated as the problem of finding a least-squares solution of an appropriate linear operator equation in Hilbert space or Banach space. When generalized boundary conditions and generalized quadratic cost function are involved, this problem can be reformulated as an extremal or least-extremal problem for a linear inclusion y ∈ M(x) (see [11, 12] ). The main purpose of this paper is to investigate this situation for Banach space in an abstract general setting.
D(M)
If X and Y are Hilbert spaces, the orthogonal operator parts, orthogonal generalized inverse of linear manifold M in X × Y , and the least-squares solution of multi-valued linear operator equation y ∈ M(x) were investigated by Lee and Nashed [3] [4] [5] [6] .
If X and Y are Banach spaces, Lee and Nashed also introduced a concept of generalized inverse M # for linear manifold M, where both N(M) and N(M # ) are topologically complemented, respectively, in X and Y (see [7] ), but the characterization of the set of all extremal or least extremal solutions of linear manifolds cannot be given by means of M # . In this paper, the concepts of metric operator part and metric generalized inverse for a linear manifold are given by the metric projection. In terms of metric operator part and metric generalized inverse, the characterization of the set of all extremal or least extremal solutions of the linear inclusion y ∈ M(x) are derived, where y ∈ Y is given. If M(0) = {0}, then M is (the graph of) a single linear operator from X to Y . We are primarily interested in the situation when this is not the case.
Throughout this paper, X, Y and Z denote Banach spaces. The following are standard notations (see [5, 7] ), but for convenience, we define them. For any
The principal tools in this investigation are metric operator part and metric generalized inverse of linear manifolds in Banach spaces, we introduce them in the next section.
Preliminaries and basic notations
A set G in a Banach space X is said to be proximal if every element x ∈ X has at least one element of best approximation in G, i.e., if
G is said to be a semi-Chebyshev set, if every element x ∈ X has at most one element of best approximation in G, i.e.,
and G is said to be a Chebyshev set, if it is simultaneously a proximal and a semiChebyshev set (see [9] ).
If G is a set in a Banach space X, we shall denote by π G any selection of the set-valued mapping P G defined by
where D(π G ) = {x ∈ X | P G (x) = ∅}, π G is called the metric projection of X onto G. In the particular case when G is a Chebyshev set and
It is well known that if X is a reflexive Banach space and G ⊂ X is a closed convex set, then G is a proximal set, while X is a strictly convex Banach space and G ⊂ X a closed convex set, then G is a semi-Chebyshev set (see [9] ). Lemma 2.1. Let X be a reflexive strictly convex Banach space and G a closed linear subspace of X. Then
Let X be a Banach space, the set-valued mapping F X , defined by
for x ∈ X, is called the dual mapping of X, where x * , x denotes the value of functional x * ∈ X * on x ∈ X. It is well known that the dual mapping F X of X is homogeneous, F X is surjective iff X is reflexive, and F X is injective or strictly monotone iff X is strictly convex (see [1] ).
The next lemma taken from [10] is the principal tool in this paper.
Lemma 2.2 (Generalized orthogonal decomposition theorem [10])
. Let L be a proximal subspace of X. Then for any x ∈ X, we have decomposition
where
If L is a Chebyshev subspace, then the decomposition is unique, and (0)). If an algebraic operator part is also (topologically) closed in X × Y , then it is called an (topological) operator part. These concepts were introduced by Coddington [2] and have been extensively studied in [3, 6, 7] . In order to derive the characterization of the set of all least-squares solutions of a linear inclusion in Hilbert space, Lee and Nashed [5] introduced the concepts of the orthogonal operator part and the orthogonal generalized inverse of M. In general, there is no the orthogonality in Banach spaces, therefore, we must introduce the new concepts: the metric operator part and the metric generalized inverse of M (see also [8] ).
Metric operator part of linear manifold in Banach space
is the metric operator part of M −1 .
(ii) If X and Y are Hilbert spaces, S M is just the orthogonal operator part of M (see [5] ).
Theorem 3.2. Let X, Y be reflexive strictly convex Banach spaces,
M ⊂ X × Y a multi- valued linear operator from X to Y , M(0) a Chebyshev subspace in Y . S M is defined as in (3.1), then (i) S M is the graph of a single valued homogeneous operator; (ii) M = S M ({0} × M(0)). (3.2) Proof. (i) Operator T : D(M) → Y defined by T (g) = (I − π M(0) )(y), ∀g ∈ D(M) and {g, y} ∈ M.
For any g ∈ D(M), by the definition of D(M)
, there exists y ∈ Y such that {g, y} ∈ M, and hence, there exists the value T (g) of T on g.
Let y 1 , y 2 ∈ Y such that {g, y i } ∈ M (i = 1, 2). We must prove that
i.e., T is single valued.
In fact, it follows from the linearity of M that {0, y 1 − y 2 } = {g, y 1 } − {g, y 2 } ∈ M, and hence
On the other hand, by Lemma 2.2, for y i ∈ Y (i = 1, 2), we have the decomposition
i.e.,
Hence
It follows from (3.3), (3.5), (3.7) and the linearity of M(0) that
Thus, by (3.6), we have
Since Y is reflexive strictly convex, then the dual mapping F Y of Y is strictly monotone, and hence, it follows from (3.9) that k 1 = k 2 , in other words, we have proved that
i.e., T is a single valued operator, and it follows from Lemma 2.1(iii) that T is homogeneous. By the definitions of S M and T , we have
i.e., S M is the graph of T .
(ii) For any {g, y} ∈ M, i.e., y ∈ M(g), by Lemma 2.2, we have the decomposition
i.e., y 1 = (I − π M(0) )(y), and hence
We obtain that 
Remark. If both X and Y are Hilbert spaces, then the metric generalized inverse M # of M is just the orthogonal generalized inverse [5] . 
Proof. For any {y, x} ∈ M # , by Definition 4.1, there exists g ∈ D(M) such that x = (I − π N(M) )(g) and g, π R(M) (y) ∈ M.
It follows from Lemma 2.2 that y has an unique decomposition
and hence
{y, x} = y, (I − π N(M) )(g) = π R(M) (y), (I − π N(M) )(g) + {y 1 , 0}. Since {g, π R(M) (y)} ∈ M, by the definition of metric operator part S M −1 , we have {π R(M) (y), (I − π N(M) )(g)} ∈ S M −1 , and hence
On the other hand, for any {y, x}
and hence {g, π R(M) (y)} = {g, y 1 } ∈ M, i.e.,
Thus we obtain 
Theorem 4.2. Let X and Y be reflexive strictly convex Banach spaces, M ⊂ X × Y a linear manifold, N(M) and R(M) closed subspaces in X and Y , respectively. Then
Combining with second formula in (4.1), we obtain that
Notice that {π N(M) (g), 0} ∈ M, it follows from (4.2) and (4.3) that (4.6) and hence
Notice that {0, s} ∈ M and {π N(M) (g), 0} ∈ M, it follows from the linearity of M that
Combining (4.7) and (4.8), by the definition of MM # , we have
By addition (4.5) and (4.9), we obtain that
Furthermore, by the definition of M # , there exists g ∈ D(M) such that
g, π R(M) (z) ∈ M and y = (I − π N(M) )(g).
Since {x, z} ∈ M and {g, π R(M) (z)} ∈ M, by the linearity of M, we have that 10) and hence
By Lemma 2.1, it follows that
Equalities (4.10) and (4.11) imply that {x − g, 0} ∈ M, i.e., x − g ∈ N(M).
On the other hand, for x, g ∈ D(M) as above, by Lemma 2.2, we have that
, equalities (4.12) imply that
Since X is strictly convex, then its dual mapping F X is strictly monotone, so that x 1 − g 1 = 0, and hence, equalities (4.12) imply that
Thus we obtain that y = (I − π N(M) )(x), and hence
(4.14)
Inversely, for any {x, y} ∈ {{x
in other words, {z, y} ∈ M # . Combining with {x, z} ∈ M, we obtain that {x, y} ∈ M # M, i.e.,
(4.14) and (4.15) yield that where
, and hence
Y (R(M)
) such that y = z + y 1 , and hence
Since z ∈ M(u) ⊂ R(M), then for any w ∈ R(M), we obtain that x * , w − z = 0 and hence
Thus u is an extremal solution of y ∈ M(u). 
is the set of all extremal solutions of y ∈ M(x).
is the set of all solution of y ∈ M(x). 
where k ∈ M −1 (0) = N(M), and hence
On the other hand, if (5.8) holds, then there exists
By the definition of K, we have that
Notice that {0, k} ∈ M −1 , it follows from the linearity of M −1 that 
