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Estimating the homogeneous ice nucleation rate from undercooled liquid water is at the same time
crucial for understanding many important physical phenomena and technological applications, and
challenging for both experiments and theory. From a theoretical point of view, difficulties arise due to
the long time scales required, as well as the numerous nucleation pathways involved to form ice nuclei
with different stacking disorders. We computed the homogeneous ice nucleation rate at a physically
relevant undercooling for a single-site water model, taking into account the diffuse nature of ice-water
interfaces, stacking disorders in ice nuclei, and the addition rate of particles to the critical nucleus.
We disentangled and investigated the relative importance of all the terms, including interfacial free
energy, entropic contributions and the kinetic prefactor, that contribute to the overall nucleation rate.
There has been a long-standing discrepancy for the predicted homogeneous ice nucleation rates, and
our estimate is faster by 9 orders of magnitude compared with previous literature values. Breaking
down the problem into segments and considering each term carefully can help us understand where
the discrepancy may come from and how to systematically improve the existing computational
methods.
Introduction
Nucleation of solids from liquids is commonplace in
our daily lives, and it has countless implications for
science and technology [1]: Polymorph selection for
pharmaceutical compounds [2], the formation of amy-
loid plaques, which is related to Alzheimer’s disease [3],
the growth of dendrites during solidification [4] are just
a few examples. The most obvious case is probably
the nucleation of ice from undercooled liquid water. It
is not only an ubiquitous process in nature that influ-
ences global phenomena such as climate change, but
also has many practical implications in refrigeration,
anti-freezing, solidification and melting of solutions, as
well as many other technological applications [1, 5, 6].
Despite its pivotal importance, our understanding
of homogeneous ice nucleation and homogeneous nucle-
ation in general is far from complete, which is partly
due to that fact the experimental investigation of dy-
namical nucleation processes is very difficult and often
costly [7]. An alternative is to rely on atomistic simu-
lations to study nucleation, which has gained a lot of
popularity in the last two decades [1]. However, pre-
dicting ice nucleation rates using atomistic simulations
is plagued by difficulties. One major challenge arises
from the inaccuracies in modelling the unique prop-
erties of water using either empirical potentials or ab
initio methods [8–13]. On the other hand, even when
the same water model and the same thermodynamic
conditions are assumed, nucleation rates predicted in
different studies typically differ by as much as 5-10
orders of magnitude [1]. This discrepancy is due to the
fact that it is often necessary to evoke the standard
form of classical nucleation theory (CNT) in order
to estimate quantities such as the nucleation barrier,
as the long time scale of nucleation rules out the op-
tion of brute force molecular dynamics simulations.
However, a number of approximations within CNT
have been shown to be over-simplifications [1], and
more importantly, it is highly non-trivial to extract
the values of the parameters that enter CNT using
the microscopic quantities directly obtained from sim-
ulations. For instance, the diffuse nature of solid-
liquid interfaces makes it difficult to rationalize and
formulate the nucleation free energy in a unique and
meaningful way, as the choice of the atomic order
parameters used to distinguish ice structures affects
the computed free energy profile and the size of the
critical nucleus [14–16]. Furthermore, an ice nucleus
with complex stacking-disordered structures is usually
formed during the homogeneous nucleation process
[17–19], but it is computationally very expensive to
exhaustively sample the numerous corresponding nu-
cleation pathways even for nuclei that are within a
small window of sizes [18, 19]. These multiple nucle-
ation pathways make the theoretical analysis of the
nucleation process even more difficult.
The present study establishes a rigorous and efficient
framework to estimate the absolute homogeneous nucle-
ation rate at realistic thermodynamic conditions, and
investigate how different physical quantities, includ-
ing the interfacial free energy, entropic contributions
due to stacking disorder, and the kinetic prefactor
contribute to the overall rate. To demonstrate this
framework on an important system with complex nu-
cleation pathways, we employ a monoatomic water
(mW) model [20], which has proved very successful
in reproducing many thermodynamic and structural
properties of water including the melting point and
the relative stability of different ice phases [21] and
as a result has been widely used to study ice nucle-
ation [1]. We focus on a temperature T = 240 K and
pressure P = 1 bar, which are thermodynamic condi-
tions commonly encountered in clouds [22], freezers,
and glaciers.
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2The nucleation free energy of ice Ih
Rather than attempting to sample multiple nucle-
ation pathways, we take an alternative route in which
we first compute the nucleation rate for perfect ice
Ih nuclei and then add correction terms to account
for stacking disorder. This approach does not only
allow us to fully converge the nucleation rate, but also
disentangles contributions of different physical origins.
In order to restrict the sampling to the part of con-
figuration space where only ice Ih nuclei form inside
the liquid, we opt for a combination of the umbrella
sampling method and the seeding technique: at the
beginning of the simulation, the fluid is seeded with
an initial pure Ih ice cluster of a certain size. At
the same time, an umbrella potential is added to the
Hamiltonian H(q) of the system [23], so the biased
Hamiltonian used in simulations is
Hbiased(q) = H(q) + κ
2
(
Φ− Φ¯)2 , (1)
where κ denotes the spring constant of a rather stiff
umbrella potential, and the global collective variable
(CV) Φ =
∑
i φ(i) is constructed by summing the or-
der parameter values φ(i) for each of the atoms in the
system [24]. Here, φ = S(Q6) is the locally-averaged
bond order parameter [25], which we transform with a
hyperbolic switching function to enhance its resolving
power between solid and liquid-like atomic environ-
ments. The parameter Φ¯ is set to a value that ensures
the stabilization of the initial ice Ih cluster at out-
of-equilibrium conditions. Repeating this procedure
many times within a relevant range of sizes of the
initial nuclei and different values of Φ¯, one can recon-
struct a free energy profile G˜(Φ) by using the WHAM
method [26]. Note that, as extensively discussed in
Ref. 27, using a global CV instead of the size of indi-
vidual clusters to bias the simulation and construct
the free energy profile is simpler and crucial for a rig-
orous determination of the nucleus size using a Gibbs
dividing surface construction during the analysis.
For the umbrella sampling simulations, the NPT
ensemble was employed throughout with the stochas-
tic velocity rescaling thermostat [28] and an isotropic
Nose-Hoover barostat. A total of 8 sets of simulation
runs with the biased Hamiltonian (Eqn. (1)) were per-
formed using a system size of 8192 molecules. For
each set, about 50 umbrella sampling windows were
used, and each trajectory lasted for about 0.5 ns.
Fast implementation of this simulation setup was made
possible by the flexibility of the PLUMED code [29] in
combination with LAMMPS [30]. The supplementary
material contains annotated sample input files with
detailed explanation of the simulation setups.
Note that the atomic order parameter Q6 does not
distinguish ice Ic and ice Ih phases but one can monitor
the time evolution of another locally-average bond
order parameter Q4 that is able to differentiate the
two ice phases, which is plotted in the supplementary
material . One can also place a constraint on the
number of particles that have Ic stacking. That said,
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FIG. 1. The light blue curves are the free energy profiles
as a function of the collective variable Φ for 8 sets of
umbrella sampling simulations, and the dark blue curve
is the averaged G˜(Φ) from these runs. Each dotted light
red curve is the free energy profile of a perfect Ih nucleus
extracted from each set of simulations, the dotted dark red
curve is the averaged result, and the orange curve indicates
a CNT fit using Eqn. (2). The inset shows a snapshot of
an ice Ih nucleus embedded in liquid water.
even without such explicit constraint very few stacking
faults form during the umbrella sampling simulations,
and almost all of them are in very small nuclei with
fewer than 200 atoms. The very low occurrence of the
stacking faults here is probably due that the umbrella
potential places a strong constraint on the nucleus
size in each simulation, making it difficult for a basal
bi-layer to dissolve and re-crystallize, which is needed
for the formation of a stacking disorder.
In Figure 1 we plotted the free energy G˜(Φ) that
is associated with the formation of pure ice Ih nuclei.
From G˜(Φ), one can extract the free energy profile
GIh(ns(Φ)) for the ice Ih nucleus as a function of the
cluster size by using the thermodynamic framework
introduced in Refs. 24, 27. Any extensive quantity[31],
which is chosen to be the collective variable, Φ in this
case, can be used to unambiguously define a Gibbs
dividing surface, which surrounds a nucleus and de-
termines its size. Reference 27 describes in detail the
conversion between the free energy profile G˜(Φ) and
the nucleation free energy as a function of the size
of the solid nucleus ns(Φ). We obtained GIh(ns(Φ))
for the ice Ih nucleus with sizes larger than the cutoff
value ncut = 50 [32] and plotted the result in Figure 1.
For a single reaction channel, the size ns(Φ) alone
is sufficient to characterize the nucleation free energy
profile. In such a case, CNT is commonly used to ra-
tionalize nucleation. With a Φ-based dividing surface,
the free energy of the ice Ih nucleus relative to the
bulk liquid can be naturally decomposed into a bulk
and a surface term [15],
GIh(ns(Φ)) h µIhns(Φ)+γΦ∞Ωv
2
3
s ns
2
3 (Φ)(1+ζns
− 13 (Φ)).
(2)
Here, µIh is the difference between the chemical po-
3tentials of ice Ih and the liquid phase, γΦ∞ is the ice
Ih-liquid interfacial free energy of the Φ-based dividing
surface at the planar limit, and Ω is a geometrical
constant. The ζns
− 13 (Φ) term, which is determined by
the distance between the Φ-based dividing surface and
the surface of tension in the planar limit, captures the
curvature dependence of the interfacial free energy γΦsl
of a curved interface.
The orange curve in Figure 1 shows a CNT fit to the
nucleation free energy profile of the ice Ih nucleus using
Eqn. (2). The chemical potential µIh = −0.649 kJ/mol
at 240 K was obtained from previous calculations [33],
and the other two parameters γΦ∞ = 28.2(2) mJ/m
2
and ζ = 0.2(1) were determined from the fit. From
this value of ζ, we estimate the distance between the Φ-
based dividing surface to the surface of tension [15, 34]
to be d = −ζ(3vs/32pi)1/3 = 0.2 A˚. For comparison, if
all three parameters are used in the fit, the predicted
values are µIh = −0.69(3) kJ/mol, γΦ∞ = 30(2) mJ/m2
and ζ = 0.0(1). As discussed in Ref. [15], determining
independently some of the parameters in the CNT
expression reduces dramatically the uncertainties in
the fit.
The surface energy for the ice-liquid interface was
computed to be around 35 mJ/m2 for the mW model
at its melting point Tm = 274.6 K [35, 36]. In general,
the interfacial free energy exhibits a temperature de-
pendence, and is also dependent on the specific choice
of the extensive quantity used to define the Gibbs divid-
ing surface away from the melting point [24]. However,
as extensively discussed in Ref. 15, regardless which
dividing surface is used, as long as it is used consis-
tently and the curvature correction term ζ is included
in the formulation of the nucleation free energy profile,
no discrepancy will emerge. In this case, the correc-
tion term ζ is relatively small such that omitting it
altogether from the CNT fit does not lead to signifi-
cant changes in the estimation of the interfacial free
energy, however, bear in mind that this may not be the
case when using a different Gibbs dividing surface or
when studying a different system. In general, employ-
ing an interpolation or extrapolation using the naive
version of the CNT without the curvature correction,
as is often the case in computational studies of this
kind [14, 37], may result in a systematic error in the
prediction of the interfacial free energy as well as the
nucleation barrier [15].
Accounting for stacking disorder
In the previous section, we have considered a sin-
gle nucleation pathway to form a pure ice Ih nucleus
in liquid water. We now formulate the difference in
free energy of stacking-disordered and hexagonal ice
crystallites. Because the ice-water interfacial free en-
ergies are indistinguishable for ice Ih and Ic phases
[36], the free energy difference due to the formation
of stacking disorders can only be associated with the
bulk term. Assuming the nucleus has a certain shape
(e.g. spherical), the number of bi-layers kmax along the
basal plane can be easily calculated for a nucleus of a
given size (see the inset of Figure 2). The area of each
plane Ak at each bi-layer can also be determined ana-
lytically as the bi-layers are equally spaced along the
diameter of the spherical nucleus. Using an analytic
model similar to the one-dimension Ising-like system
discussed in Ref. 38: We assume that the energy of
each bi-layer only depends on its neighboring bi-layers,
thus on each layer the stacking order is independent,
and the probability ρk of forming an ice Ic stacking or-
der at the plane k follows the Boltzmann distribution,
i.e.,
ρk =
1
Zk
exp
(
−Akγsf(T )
kBT
)
, (3)
with the partition function for the k-th bi-layer
Zk = 1 + exp
(
−Akγsf(T )
kBT
)
, (4)
where γsf(T ) denotes the temperature dependent stack-
ing fault free energy per unit area. Note that the term
stacking fault here refers to a stacking disorder with
respect to the standard Ih stacking, which means a
pure Ic nucleus can be considered as having a stack-
ing fault on every bi-layer. The free energy difference
between a pure ice Ih nucleus and one that has the
same size and a stacking disordered structure can be
expressed as
∆Gsf = −kBT ln
∏
k
Zk. (5)
Using Eqn. (5), the problem of computing the free
energy difference between a pure Ih stacking nucleus
and a mixed one has been reduced to characterizing the
stacking fault free energy γsf(T ), which we determine
next. To do that, we have carefully selected a combi-
nation of multiple thermodynamic integration routes,
in order to take into account vibrational entropy and
anharmonicity, and make it possible to disentangle the
different contributions to the stacking fault free energy.
The Gibbs free energy for a perfect bulk ice Ih struc-
ture and of a Ih bulk crystal with two stacking fault
layers were computed separately using a sequence of
thermodynamic integration routes, following the gen-
eral strategy outlined in Ref.39. We started by com-
puting the Helmoltz free energy of a real system at a
low temperature (90 K) by thermodynamic integration
starting from a reference harmonic crystal. Afterwards,
we switched from the NVT to the NPT ensemble and
obtained the Gibbs free energy. Finally, independent
molecular dynamics simulations were performed in the
NPT ensemble at temperatures ranging from 90 K
to 300 K, in order to obtain the temperature depen-
dence of the Gibbs free energy for each system by
thermodynamic integration with respect to T .
Figure 2 shows that, considering only the potential
energy difference at 0 K or under the harmonic ap-
proximation, the stacking fault free energy per unit
area γsf(T ) is estimated to be zero or negative. Only
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FIG. 2. Upper panel: The stacking fault free energy per
area as a function of temperature. The black line is the
estimate from the potential energy difference at 0 K, the
blue curve represents the harmonic approximation (HAR),
and the red dots show the results from thermodynamic
integration that considers anharmonicity (ANH). Statistical
uncertainties are indicated by the error bars. Middle panel:
the free energy difference ∆Gsf between a pure ice Ih
nucleus and a one that has the same size and a mixed
stacking disorder at temperatures 230 K, 240 K and 250
K as predicted by the analytic model illustrated in the
inset. Lower panel: The free energy profile as a function
of cubicity for nuclei of three different sizes at 240 K.
when anharmonicity is taken into consideration, γsf(T )
is predicted to be positive, indicating that the ice Ih
phase is more stable than Ic. This observation high-
lights the importance of accounting for anharmonic
effects in studies of this kind. In Reference 21, γsf(Tm)
was predicted to be 0.11(2) mJ/m2 by the method of
growing ice bi-layers in simulations at near coexistence
conditions, which agrees well with our results using
thermodynamic integration. Notice also that the mag-
nitude of γsf(T ) is very small at all the temperatures
considered here, which means that for small ice nuclei
the term in the exponent in the partition function Zk
(Eqn. (4)) is very close to zero.
Using the values of γsf(T ), ∆Gsf obtained from
Eqn. (5) as a function of the size of the nucleus at
three different temperatures is also shown in Figure 2.
The magnitude of the correction term ∆Gsf is larger
at high temperature because it mostly stems from the
entropic gain of forming stacking disorders, but it is
relatively insensitive with respect to temperature.
Because the analytic model introduced above ac-
counts for the distribution of the stacking faults at
each layer using the accurate values of γsf(T ), one
can enumerate all the possible combinations of the
stacking disorder sequences, and thereby compute the
free energy as function of cubicity for a nucleus of a
given size. The cubicity here is defined as the frac-
tion of ice molecules that are in local Ic environments.
The lower panel of Fig. 2 shows that for the three
sizes considered here it is more favorable for the ice
nucleus to adopt a cubicity close to 0.5, which is fully
consistent with the observation in Ref. 37. For the
three nucleus sizes considered here, the free energy
gain associated with the mixed stacking disorder is
larger for the larger nuclei. The most favorable degree
of cubicity decreases with cluster size, consistent with
the fact that for ice nuclei approaching macroscopic
size, the term Akγsf(T ) in Eqn. (4) will dominate, and
pure Ih stacking should become favorable. Note also
that cubicity= 1 corresponds to a ice Ic nucleus, and
thus the analytic model here predicts that the chem-
ical potential difference µIc−Ih between Ic and Ih is
0.0026(4) kJ/mol at 240 K. This value agrees well with
µIc−Ih(240) = 0.0031(2) kJ/mol that we computed
independently using the thermodynamic integration
method. This agreement validates our assumption that
the each basal plane can be considered independently
when calculating the free energy difference associated
with stacking disorders. Note that the analytic model
here neglects the possibility of intersecting stacking
disorders: for ice Ih lattice stacking disorder can only
occur along the two basal faces, but in the uncommon
cases when the nucleus consists a large enough domain
of ice Ic, stacking can occur along the four (111) planes
of the Ic lattice. It is also possible to construct a 2D
Ising-like model to mimic the intersecting stacking
disorders [19], although one has to make assumptions
on the free energy penalty of a grain boundary-like
structure in the intersection.
The cubicity= 1 (i.e. pure ice Ic nucleus) case is illu-
minating also because one can perform a set of seeding
and umbrella sampling calculations described in the
previous section for the nucleation pathway of pure Ic
nuclei. In Figure 3 we report the free energy profile GIc
as a function of the nucleus size. The difference in the
nucleation barriers G?Ic−G?Ih between the Ic and the Ih
nucleus is estimated to be 2± 2 kJ/mol, and the sizes
of the critical nuclei (about 570 molecules) are similar
in both cases. This difference in nucleation barriers
can be entirely explained by the chemical potential dif-
ference between the phases of ice µIc−Ih(240 K). This
result thus supports our assumption as well as the con-
clusions in previous calculations [36] that the ice-water
interfacial free energies are indistinguishable for ice
Ih and Ic phases. In Ref. 19 G?Ic −G?Ih was estimated
to be about 6 kJ/mol at 230 K using the method of
transition path sampling over ice nuclei whose sizes
are close to that of the critical nucleus. The difference
between their result and ours is still comparable to
the magnitude of the statistical error, and might be
related to the fact that the Ic nuclei in our case were
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FIG. 3. The red curve is the free energy profile GIh of a
pure Ih nucleus, the green curve is GIc of a pure Ic nucleus,
and the black curve indicates the free energy profile of an
ice nucleus that can have a mixed stacking order. The
width of the curves indicates the statistical error in the free
energy estimation, computed from the error of the mean
from independent simulation runs.
initially seeded in the undercooled liquid and therefore
almost defect-free, but the ones in their study were
generated by sampling dynamical trajectories so may
contain a higher concentration of defects.
Further comparisons with Ref. 19 can be made re-
garding the free energy profile as a function of cubicity
(lower panel in of Figure 2). Our analytic model, al-
though simple, is able to capture the overall trend in
the dependence of the free energy on cubicity. Our es-
timation for the free energy difference associated with
staking disorders ∆Gsf = 8 kJ/mol of the critical nu-
cleus is smaller compared to the prediction 14 kJ/mol
in Ref. 19. The discrepancy may be due to that our
analytic model neglects intersecting stacking disorders,
grain boundaries, and domains of other phases of ice,
which may further lower the free energy of ice nuclei.
In any case, this difference in ∆Gsf here would only ac-
counts for about one order of magnitude change in the
estimated nucleation rate J . It is also worth pointing
out that it has been debated that the mW model under-
estimates the free energy penalty associated with the Ic
structures [38], and one advantage of using an analytic
model is the possibility to employ the experimental
values or ab initio results for γsf when estimating ∆Gsf
as well as the cubicity of nuclei of different sizes [38].
We also want to point out that one has the option to
sample the near critical ice nucleus with stacking disor-
der and other defects, using transition path sampling
[19, 37] or Monte Carlo methods [38], in order to com-
pute ∆Gsf . Regardless how one chooses to evaluate
∆Gsf , it can later be directly added on top of GIh for
estimating the free energy profile of ice nucleus with
defects, i.e. G(ns(Φ)) = GIh(ns(Φ)) + ∆Gsf(ns(Φ)).
The kinetic factor in homogeneous nucleation
Once the free energy barrier of nucleation G? =
max(G(ns)) has been determined, the nucleation rate
can be obtained from [40, 41]
J = (1/vl)Zf
+ exp(−G?/kBT ) (6)
where vl is the molar volume of the undercooled liq-
uid, f+ is the addition rate of particles to the critical
nucleus, and the Zeldovich factor
Z =
√
1
2pikBT
d2G(ns)
dn2s
(7)
can be obtained numerically from the nucleation free
energy profile G(ns(Φ)) in Figure 3. The addition
rate f+ can be computed as a diffusion coefficient
from the mean square displacement of the cluster size
after it is released at the top of the nucleation bar-
rier [40, 41]. However, this approach assumes that
dG(ns)/dns is effectively zero when running multiple
trajectories, is influenced by the choice of the initial
configuration, and by the latent heat created when the
solid nucleus changes size [42]. In order to overcome
these shortcomings, we computed f+ accurately and
directly from the umbrella sampling trajectories with
the biased Hamiltonian Eqn. (1) by applying a stochas-
tic model originally proposed to mimic the kinetics of
planar interfaces [43].
In the stochastic model, the time evolution of an
extensive quantity Φ is viewed as resulting both from
molecules changing from one phase to the other as well
as from fluctuations in the bulk phases,
Φ(t) = (φs − φl)ns(t) + φlN + f(t). (8)
Here, φs and φl are the averages of the atomic order
parameter in the bulk solid and the bulk liquid phases,
respectively. The first term in the above equation
stems from the temporal change of the size ns(t) of
the solid cluster evolving under the action of the bi-
ased Hamiltonian. The term f(t), on the other hand,
takes into account fluctuations that do not change the
composition of the solid-liquid system, but are due to
changes of the extensive quantity Φ within the bulk
phases, for instance caused by phonons propagating
through the system.
In general, the time evolution of these two terms in
Eqn. (8) occurs on distinct time scales, as the change in
ns(t) is determined by the relatively slow growth rate
of the solid-liquid interface, and the dynamics of f(t)
happens on the time scale of lattice vibrations. These
different time scales are reflected in the power spec-
trum S(ω) of Φ(t), related to the time autocorrelation
function 〈Φ(0)Φ(t)〉 by
S(ω) =
∫ ∞
−∞
〈Φ(0)Φ(t)〉e−iωtdt. (9)
In Figure 4 we plot ωS(ω) obtained for a solid-liquid
system that contains a critical solid nucleus (blue
curve). For comparison, we also show the results for
the bulk solid as well as bulk the liquid under the same
thermodynamic conditions. It can be seen that for all
three systems there is a peak at high frequency, which
6corresponds to the fast fluctuations. Only for the solid-
liquid system with a critical nucleus there is another
well separated peak at a low frequency, which stems
from the growth of the crystalline nucleus embedded
in the liquid.
To rationalize the power spectrum S(ω) further and
extract quantitative information on the growth process
from it, we now postulate that the time evolution of
the collective variable Φ(t) can be modeled using a pair
of coupled Langevin equations as described in Ref. 43:
γq˙ = −κ(f + q − Φ¯) + η(t) (10)
mf f¨ = −κff − κ(f + q − Φ¯)− γf f˙ + ηf (t), (11)
where the variable q, representing the slowly evolving
part of Φ, is defined as q = (φs − φl)ns(t) + φlN . In
the above equation, γ and γf are friction constants
associated with q and f , respectively, η(t) and ηf (t)
are Gaussian random forces. While the dynamics of
q(t) is assumed to be over-damped, inertial effects are
included for the variable f(t), which is assigned an
effective mass of mf . The force constant κ is the sum
of the umbrella spring constant of value 0.005 kJ/mol
(Eqn. (1)) and the curvature of the free energy for the
critical nucleus, κ′ = 2d2G/dn2s = −0.0003 kJ/mol,
which is negligible in this case. For this model, the
power spectrum S(ω) of Φ(t) can be determined ana-
lytically,
S(ω) =
2kBT
ω2
Re
[[
1
γ
+
[
γf + i
(
ωmf − κf
ω
)]−1]−1
− iκ
ω
]−1
.
(12)
We have fitted this expression to the power spec-
trum obtained from the umbrella sampling simula-
tion and the result is shown in Figure 4. As can be
inferred from the figure, the simple Langevin model
captures both peaks of the power spectrum, although
the high-frequency peak is reproduced less accurately
than the low-frequency peak, most likely because f(t)
is sensitive to the details of the order parameter in
use. However, we are primarily interested in the
slow mode q(t) and, particularly, in the value of the
friction constant γ because this parameter is related
to the addition rate f+ is by f+ = kBT/γ. Due
to the separation of time scales, the parameters mf
and κf associated with the fast mode f(t) have little
bearing on the dynamics of the slow mode. From
the fit, we obtained γ = 0.06 ps kJ/mol, yielding
an addition rate of particles to the critical nucleus
of f+ = 3 × 1013 s−1, which is smaller compared
with previous results (7 × 1013 s−1) [14] but of the
same order of magnitude. In addition, we estimated
f+ = 2.5×1013 s−1 and 5×1013 s−1 for nuclei of about
340 and 900 atoms, respectively, confirming that the
addition rate increases with nucleus size.
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FIG. 4. The orange, green and blue curves are the spectra
ωS(ω) for bulk solid, bulk liquid, and a solid-liquid system
that contains a solid critical nucleus (n? = 550) at 240 K
and 1 bar, respectively. The red curve is the fitting curve
using Eqn. (12) with parameters mf = 3×10−5 ps2 kJ/mol,
κf = 0.03 kJ/mol, γf = 0.0025 ps kJ/mol, and γ =
0.06 ps kJ/mol.
RESULTS AND DISCUSSIONS
Combining the free energy profile of stacking-
disordered ice nucleus and the kinetic prefactor us-
ing Eqn. (6), we estimate the nucleation rate to be
0.3 m−3s−1 at 240 K and 1 bar. The key data for
this estimation are tabulated in Table 1. This esti-
mation is about 9 orders of magnitude higher than
the previous estimates using the seeding approach
(10−9 m−3s−1) [14]. A large part of the difference is
probably due to a different definition for the size of
the critical nucleus n?, which is crucial in approximat-
ing the nucleation barrier if one employs the original
expression of the classical nucleation theory for which
G? = n?|µsl|/2 [14]. It is common practice to set a
threshold on the atomic order parameter in order to
distinguish solid and liquid-like atoms and to deter-
mine the nucleus sizes [14, 16, 19, 37, 41, 44], however,
the nucleus size metric in use has a very strong influ-
ence on the estimated size [16, 19] and can thus affect
the estimated rate by many orders of magnitude [44].
For example, with the Φ-based Gibbs dividing surface
we estimated n? ≈ 550 molecules, and in Ref. 41 the
estimate is 688 molecules, which implies that the esti-
mated rate would differ by about 8 orders of magnitude
using the original CNT expression. It is worth point-
ing out that our framework eliminates this ambiguity
in the determination of the critical nucleus and the
nucleation rate, making the classical nucleation theory
much more rigorous. Our estimated rate is also faster
than the one estimated from forward flux sampling
(2 × 10−7 m−3s−1) [37]. Fortuitously, at 220 K, the
ice nucleation rate of mW water computed previously
with umbrella sampling [16, 45] is also about 5 orders
of magnitude higher than the corresponding forward
flux sampling result [37]. In addition, for the case of a
hard sphere system, the nucleation rates predicted by
umbrella sampling and the ones predicted by forward
7TABLE I. Key parameters for the estimation of the homogeneous ice nucleation rate at T = 240 K and P = 1 bar. The
value for the chemical potential µIh = −0.649kJ/mol is from Ref. 33.
type µsl [kJ/mol] vs [A˚
3] vl [A˚
3] G? [kJ/mol] Z f+ [s−1] J [m−3s−1] log10(Jm
3s)
Ih -0.649 30.48 29.79 192(2) 0.003 3×1013 5 × 10−3 -2.3
Ic -0.646 30.48 29.79 194(1) 0.004 3×1013 2 × 10−3 -2.8
mixed - 30.48 29.79 184(2) 0.004 3×1013 0.3 -0.5
flux sampling are more consistent though the former
are still marginally faster at low supersaturations [46].
Although the path-based techniques have a number of
advantages including sampling real dynamics without
the presence of bias potentials, but there has been some
worries that it may not proceed down the correct path-
way that allows for sufficient local equilibration [45].
For the mW model and for our choice of order parame-
ter, not accounting for the influence from the curvature
dependence of the interfacial free energy changes the
predicted nucleation rate by 3 orders of magnitude in
this case. The effects from the curvature dependence,
however, may be much larger for other systems or
when using a different choice of the Gibbs dividing
surface [15]. Finally, we can estimate that the free
energy associated with stacking disorders accelerates
the nucleation rate by about 2 orders of magnitude.
In most experimental measurements, the predicted
homogeneous ice nucleation rate is around 107 m−3s−1
[47–49]. Our underestimation is probably due to the
fact that the mW model overestimate the interfacial
free energy, i.e., 35 mJ/m2 [35, 36] compared with
about 30 J/m2 measured experimentally [50, 51] at Tm.
Note that, in general, atomistic studies of ice nucleation
employing empirical water models suffer from various
limitations. As extensively discussed in Ref. 33, TIP4P
models usually underestimate the chemical potential
difference between the liquid and the ice phases when
undercooled, mW model overestimates the diffusion
coefficient and some TIP4P models such as TIP4P/ice
underestimates it, etc.
CONCLUSIONS
In order to provide an accurate determination of the
absolute nucleation rate for a monatomic water model,
and to decompose it in physically-meaningful terms,
we followed three key steps: Firstly, we computed and
characterized the free energy profile for pure ice Ih
nuclei at an affordable computational cost. Then we
took into account multiple nucleation pathways due
to the possibility of forming stacking disordered Ic
layers in ice nuclei, by adding an analytic free energy
correction term. We then calculated the kinetic pref-
actor using a stochastic model, and finally obtained
the homogeneous ice nucleation rate using a general
formulation of classical nucleation theory.
Our framework removed the ambiguity in defining
the size of the nucleus, and did not rely on many
commonly-adopted approximations, such as neglecting
the curvature dependence in interfacial free energy and
the effect from stacking disorders, both of which may
have contributed to the long-standing controversy on
the predicted nucleation rates, that varies by many
orders of magnitude among previous studies.
The presented protocol for the study of homoge-
neous nucleation involving multiple nucleation pathway
makes fast and efficient computation of nucleation rates
possible: we performed a total of about 200 nanosec-
ond simulations to obtain a well-converged free energy
profile of nucleation with uncertainty estimations, com-
pared to tens or hundreds microseconds in the previous
studies [18, 19]. More importantly, disentangles all
the terms that contribute to the overall rate, including
the difference in chemical potentials, the interfacial free
energy, the stacking fault free energy, and the kinetic
prefactor. Separating those terms not only greatly
facilitates the theoretical understanding and formula-
tion of the homogeneous nucleation process, but also
enables one to evaluate these terms independently. For
instance, one can choose to compute the relatively
important terms such as the chemical potential and
interfacial free energy employing an ab initio potential
energy surface [13, 52], perhaps even considering nu-
clear quantum effects which have been found to play
in role in stabilizing the ice Ih phase [53], and then
combine them using the thermodynamic framework
introduced here. Our framework thus opens the door
to the prediction of homogeneous ice nucleation rates
using ab initio potential energy surfaces, allowing for
stringent cross-validations between theoretical and ex-
perimental estimates of this important quantity. In
addition, it also provides a recipe for how to tackle
even more complex nucleation phenomena, such as the
crystallization of molecular crystals, the precipitation
of halide salts, and the aggregation of hydrates.
SUPPLEMENTARY MATERIAL
The supplementary material contains a commented
sample input file.
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