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Resumo 
 
A Análise conjunta de regressões, ACR, é uma técnica utitilizada para estudar a 
interação gentipo x ambiente baseada em regressões. 
Nesta técnica ajusta-se uma regressão linear por cultivar. Nestas regressões a 
variável controlada é o índice ambiental que mede a produtividade dos vários 
ambientes. Nas culturas anuais, os ambientes compreendem aos pares (local, ano). 
Os valores dos índices ambientais e dos coeficientes das regressões são ajustados 
simultaneamente. 
Até agora a ACR tem sido aplicada a uma única cultura de cada vez. Neste trabalho 
vamos procurar ultrapassar essa limitação através da modelação dos logaritmos dos 
índices ambientais tendo-se desenvolvido um modelo da forma:  
 nJnilvz jjji ,...,1,,...,1,,    
onde jiz , é o logaritmo do índice ambiental para o i-essimo ambiente na essimaj   
cultura , v um valor médio geral , il  o efeito do essimoi  local  e j  o efeito do 
essimoj   cultivar.  
Ao utilizar esta modelação, os locais corresponderão a estações experimentais de 
forma a poder-se ter várias culturas no mesmo local. Ora, as estações experimentais 
são escolhidas por forma a serem representativas das regiões onde estão 
implantadas.  
Assim, os índices ambientais correspondentes às várias estações experimentais e, 
consequentemente, às respetivas regiões, pudesse ser utilizados para agrupar regiões 
contíguas com índices semelhantes obtendo-se assim, um elemento interessante para 
a Zonagem agrícola no que diz respeito às culturas que se trabalha. Pode-se ainda 
procurar uma Zonagem para grupos de cultivares. Por exemplo, adiante 
trabalharemos com dados da cevada e trigo os quais são cereais. 
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Abstract 
Joint Regression Analysis. 
Adjustment and Agricultural Zoning. 
 
Joint Regression Analysis, JRA, is one of the techniques for the study of 
genotypeXenvironment interaction based on the use of regressions .In JRA a linear 
regression of the yields of each cultivar on a controlled variable, the environment index 
,is adjusted .The index miss erasures the productivity of each environment .In yearly 
cultures the environments correspond to the pairs (location ,years) .These indexes and 
the correlation coefficients are adjusted simultaneously. 
Up to now JRA has been applied to single crops .Now we try to overcome this 
restriction through modeling of the logarithms of the environmental indexes .We 
developed a model  
JJbilv jjji ,...1,,...,1,, ==++= λτ  
where ji,τ  is the logarithm of the environmental index for the i-th environment and 
the j-th crop , v  is the general mean , il  is the effect of the i-th environment and  jλ   
 is the effect of the j-th crop . 
 
When applying this model the location will correspond to experimental situations in 
order to have several crops in the same locations .Now experimental stations are chosen 
to be representative of the regions in which they are located .Then the bll ,...,1                    
can be used to group contiguous regions with similar location effects .We thus get an 
useful tool for Agricultural Zoning for the crops we used or, even, for the group to 
which those crops belong . For instance we worked with barley and wheat that are 
cereals.      
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Símbolos e Notações 
 
j  Número de cultivares 
b  Número de blocos 
   jjjj 
~
,~,  Vetores dos coeficientes e coeficientes 
ajustados para as regressões 
tA  Transposta da matriz A  
1A  Matriz inversa de A  
A  Matriz inversa de Moore-Pemrose de A  
sr0  Matriz nula de ordem sr  
nI  Matriz identidade de ordem n  
X  Matriz X  
Y  Matriz Y  
B  Matriz B  
jip .  Peso atribuído ao j-essimo cultivar no i-
essimo bloco 
 Acar  Característica da matriz A  
 Norma euclidiana 
  Complemento ortogonal de   
)(Sgrad  Gradiente da função S  
 Apr  Probabilidade do acontecimento A  
2
, g  Distribuição Qui-quadrado central com g  
graus de liberdade 
2
0,g  Distribuição Qui-quadrado central com g  
graus de liberdade e parâmetro de não 
centralidade   
 srzF ,
 
Distribuição F  central com sr  e  graus de 
liberdade 
 ,, srzF  Distribuição F  central com sr  e  graus de 
liberdade e parâmetro de não centralidade 
  
 ,, srzF
 
Quociente de dois qui quadrados 
independentes   22  e sr   
grqf ,,1  Valor crítico da distribuição F ao nível de 
significância q  com gr   e   graus de 
liberdade 
grqf ,,1  Quantil de probabilidade q1  da 
distribuição de quociente de dois qui-
quadrados centrais e independentes com 
gr  e  graus de liberdade, 22  e gr   
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gsqT ,,1  Quantil de probabilidade de q1  da 
amplitude Studentizada,  com gr  e  graus 
de liberdade 
Var  Variância 
~  Distribui-se como 
  Produto de Kronecker  
  Soma direta ortogonal de matrizes 
ln  Logaritmo natural 
 srrD ,...,1  Matriz diagonal ss  cujos elementos da 
diagonal principal correspondem a rr ,...,1  
Hess  Matriz Hessiana  
 2,N  Normal de valor médio   e variância 2   
  Espaço paramétrico total 
  Matriz da covariância 
dim  Dimensão de um sub-espaço 
 AR  Espaço imagem da matriz A  
 AR  Complemento ortogonal do espaço 
imagem da matriz A  
2R  Coeficiente de determinação  
nR  Espaço Euclidiano de dimensão n  
ANOVA Análise da variância 
ACR Análise Conjunta de Regressões 
D Demonstração 
X  Variável aleatória 
x  Vextor aleatório 
X  Matriz aleatória 
XX t  Matriz cruzada 
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1Introdução 
 
A Análise Conjunta de Regressões, ACR, é ver Aastveit & Mejza (1999), uma das téc-
nicas utilizadas no estudo da interação genótipo X ambiente. Entre essas técnicas a ACR 
baseia-se, como o seu nome indica, no ajustamento de regressões lineares, uma por cul-
tivar (genótipo), do rendimento numa variável controlada, o índice ambiental. Este índi-
ce mede a capacidade produtiva dos vários ambientes para os quais se têm resultados. 
No caso de culturas anuais esses ambientes são dados pelos pares (local, ano). 
 
O objetivo central do nosso estudo incidirá sobre o índice ambiental. Procuraremos en-
contrar medidas da capacidade produtiva que permitam considerar simultaneamente 
várias culturas, ultrapassando assim a utilização normal de se aplicar a ACR apenas na 
comparação de genótipos de uma única cultura. 
No capítulo 2 apresentamos resultados preliminares relativos a: 
 Matrizes; 
 Estimadores dos mínimos quadrados; 
 Vetores normais que nos serão úteis. 
 
Segue-se o capítulo 3 em que apresentamos os aspetos fundamentais da ACR de forma 
a fundamentar o estudo dos índices ambientais. Esse estudo é levado a efeito no capítu-
lo 4 apresentando-se um modelo linear para os logaritmos dos índices ambientais de 
forma 
 njnilvz jii j ,...,1;,...,1,,     
,onde v pode ser interpretado como um valor médio geral, il como o efeito do i-essimo, 
ambiente, ni ,...,1   e j como o efeito da j-essima cultura, nj ,...,1 . 
Veremos : 
 Quando um modelo destes se ajusta; 
 Caso se ajuste como realizar a inferência para o mesmo; 
 Veremos como utilizar os efeitos dos locais ajustados em zonagem agrícola. 
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Aplicaremos os nossos resultados no capítulo 5 a dados fornecidos pelo Instituto Cen-
tral de Melhoramento Vegetal da República Checa. 
A aplicação será feita em duas fases: 
 Numa primeira fase utilizaremos os resultados da ACR clássica; 
 Na segunda fase utilizaremos o modelo logaritmo. 
2 Resultados preliminares 
2.1 Matrizes 
2.1.1Generalidades 
 
 Restringir-nos-emos a matrizes reais, isto é, cujos elementos são números reais. Sendo 
A  uma matriz de  jiamn ,, será o elemento de A  utilizado na i-esima linha e na j-
esima coluna, mjni ,...1;,...,1  , pondo-se ][ , jiaA          
A norma euclidiana de A  será   
n
i
m
j ji
aA
1 1
2
, , se 
 maaA    ...  1  
ter-se-á 
 
m
j j
aA
1
22
 
com v a norma euclidiana do vetor v  
As matrizes quadradas terão tantas linhas quanto as colunas e se ][ , jiaA  for quadrada 
nn os nnaa ,1,1 ... são os respetivos elementos principais. Se os únicos elementos não nu-
los de A forem diagonais poremos 
 nnaaDA ,1,1 ...  
As matrizes podem ser fracionadas em sub-matrizes 
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










srr
s
AA
AA
A
,1,
,11,1
...
          
...
  
em particular tem-se 
 r
r
AAD
A
A
A ,...,
...0
      
0...
1
1











    
quando sr   e as únicas sub -matrizes não nulas têm índices iguais, dizemos então que 
A é diagonal por blocos.  
2.1.2 Matrizes simétricas e de projeção ortogonal 
 
Uma matriz quadrada M é simétrica se  
MM t   
, isto é, com ][ , jimM   ,  se tiver njnimm ijji ,...,1;,...,1,,,  , quando nxnM   é  . Por outro 
lado uma matriz quadrada nxn  P é ortogonal se  
n
TT IPPPP   
onde nI  é a matriz identidade de ordem n  
Uma matriz quadrada nxn  A é invertível se e só se existir uma matriz 1A tal que  
IAAAA   11  
Vê-se que 1 A  são quadradas .nxn Aliás uma matriz nxnP  é ortogonal se e sé se for 
invertível e se tiver 
  tPP 1  
Observe-se, ver por exemplo Schott (1997) que sendo M simétrica, existe P matriz or-
togonal tal que  
 PrrDPM n
t ...1  
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,onde  nrrD ...1 é a matriz diagonal cujos elementos principais nrr ...1  são os valores pró-
prios de M . Os vetores linha de P serão os vetores próprios de M associados aos valo-
res próprios com os mesmos índices. 
No que segue necessitaremos de alargar a noção de matriz inversa. Moore levantou a 
questão de dada uma matriz ,A  não necessariamente quadrada, existir uma matriz 
A tal 
que  
 
 


















AAAA
AAAA
AAAA
AAAA
t
t  
,tendo Pemrose mostrado que ,A  a inversa  de MOORE PEMROSE de ,A existe sempre e é 
única, ver Pollock (1979). Se A for invertível ter-se-á 1  AA  
Tendo-se em geral     tt AA     
pelo que, se A for simétrica,  A  será simétrica. 
Se M for simétrica tendo-se 
 PrrDPM n
t ...1  
é fácil de verificar que  
 PrrDPM nt   ...1  
,com 








0   0
 0,   1
jj
jjj
rser
rserr
 
Por outro lado dado um sub-espaço   de nR o respetivo complemento ortogonal  é 
formado por todos os vetores ortogonais a  , dizendo-se que nRv  é ortogonal a  se 
for ortogonal a todos os vetores de  . Dado z e nR  tem se uma partição única 
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  zzz   
com . e    zz  Tem-se ainda, 
 
 







 zQz
zQz
  
 
 
,com  Q e  Q  as matrizes de projeção ortogonal sobre   e   vendo-se que 
    QIQ n . 
Mostra-se ver, Schott (1997) , que Q é matriz de projeção ortogonal, sobre o seu espaço 
imagem  ,QR se e só se for simétrica e idempotente. 
De 
 PrrDPQ n
t ...1   
e de Q ser idempotente tira-se   ,,...,1,1ou   0 njrr jj  e, consequentemente, 
.QQ  
 
Duas matrizes de projeção ortogonal são mutuamente ortogonais, 21 QQ  se 021 QQ  
logo se os vetores linha de 1Q forem ortogonais aos vetores coluna de 2Q . Como 21   QeQ
são simétricas os seus vetores linha são os seus vetores coluna. Ora os vetores de 
    21 QRQR são combinações lineares de vetores coluna de  21 QQ  assim, se 21 QQ  os 
vetores de  1QR serão ortogonais aos de  2QR pondo-se 
   21 QRQR  . 
Observe-se que se 21 QQ  , então 21 QQ   é simétrica e idempotente, logo matriz de pro-
jeção ortogonal já que 
   21221221112121 QQQQQQQQQQQQQQ   
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No que segue famílias de matrizes de projeção ortogonal mutuamente ortogonais de-
sempenharão um papel importante já que os seus espaços imagens são mutuamente or-
togonais, tendo-se 
 jmj
m
j
j QRQR 1
1











   
onde  indica uma soma direta ortogonal de sub-espaços. Então todo o vetor 








 

m
j
jQRz
1
tem uma e uma só representação 


m
j
jzz
1
 com   mjQRz j ,...,1 ,e onde 
os vetores mzz ...1 mutuamente ortogonais. 
 
2.1.3 Produto de Kronecker de matrizes 
 
Este produto  de matrizes tem importantes aplicações em Estatística tendo sido estu-
dado em detalhe, veja-se por exemplo Steeb (1991), Graham (1981) e Steeb &Hardy 
(2011). 
Dadas a matrizes ][ , jiaA   do tipo mxn e B , temos  











BaBa
BaBa
A
nnm
n
,1,
,11,1
,
              
,



B  
o produto  não é comutativo mas é associativo, isto é, 
    CBACBACBA   
e goza ainda da propriedade distributiva, tendo-se 
    DBCBDACADCBA  .  
Sendo   um escalar tem-se  
     BABABA    e, se 2121 DD  e  CC estiverem definidas, também se tem 
      .22212211 DDCCDCDC   
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Vê-se ainda que  
  ttt BABA   
,logo se BA   e  forem simétricas BA será simétrica e que se V  eU forem idempotentes 
        VUVVUUVUVU   
VU  é indempotente . Assim o produto   de matrizes de projeção ortogonal dá matri-
zes de projeção ortogonal. 
Por outro lado 
       
      







BABBBAAABABABA
BABBBAAABABABA
  
  
 
E como  
        BBAABABA    
e com  BBAA    e    matrizes de projeção ortogonal, logo simétricas, vem 
        BABABABA t     
Da mesma maneira vê-se que  
      BABABABA t       
Estabelecemos assim a 
Proposição 1.2 
Tem-se  
    BABA  
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2.2 Estimadores dos mínimos quadrados 
 
Dado um vetor aleatório y  com vetor médio 
 X  
 G,  é estimável se se tiver um estimador linear 
YM
*
  
centrado de  . Ora o vetor médio de * é 
   XMM  *  ,   
tendo pois de se ter para todo o ,  
 XMG    
o que se verifica se e só se 
MXG   
,por outro lado a matriz 
  tt XXXXT   
é simétrica e idempotente sendo a matriz de projeção ortogonal sobre o espaço imagem 
 XR  
,da matriz do modelo. 
Assim  
  YXXX tt ~   
será o estimador dos mínimos quadrados de    já que 
  
9 
 
YTX 
~
 
minimiza 
  2~  XYS   
visto ter-se 
   
    22
22
~~
              
~~




XXY
XXYXY
 
atendendo a      -~X  a  e  ~XY serem ortogonais. 
A partir de 
~
obtém-se para os vetores estimáveis os estimadores de mínimos quadrados 

~~ G . 
2.3 Vetores normais 
2.3.1 Momentos e funções geradoras 
 
Nesta alínea basear-nos-emos na apresentação de Mexia (1995) onde se podem encon-
trar as demonstrações dos resultados que agora se apresentam. 
Dado um vetor aleatório 
 











kx
x
X 
1
 
cujos componentes têm valores médios k ,...,1 o  vetor médio  XE será 











k

 
1
 
Dada a linearidade do operador E é fácil verificar que  
    bXAEbXAE   
10 
 
Dada ainda uma matriz aleatória ][ , jiXX   cujos elementos têm valores médios 
sjhiji ,...,1,,...,1,   ter-se-á a matriz média 
  ][
, ji
XE   
tendo-se 
    BXAEBXAE   
já que com ][ ,hlaA    uma matriz  Bhm   e   uma matriz   sm , se tem 




















 

 
r
h
smshhm
r
h
mhhm
r
h
r
h
sshhhh
bXabXa
bXabXa
BXA
1
,,,
1
1,1,,
1 1
,1,,11,11,,1



 
,vindo 
 




















 

 
r
h
smshhm
r
h
mhhm
r
h
r
h
sshhhh
baba
baba
BXAE
1
,,,
1
1,1,,
1 1
,1,,11,11,,1





 
  BXAE                      . 
Estabelecemos a expressão de  BXAE  para exemplificar a técnica seguida para obter 
este tipo de resultado. 
Analogamente tem-se 
    BXEABXAE    
Recordemos agora que dado o par  YX , de variáveis aleatórias a respetiva covariância 
é 
             YEXEXYEYEYXEXE   
11 
 
e se Y  e   X forem independentes, tem-se 
             0 YEYEXEXEYEYXEXE  
,visto o valor médio de produto de variâncias aleatórias independentes ser o produto dos 
valores médios, e 
       0 XEXEXEXE  
Estas expressões generalizam-se para pares de vetores aleatórios  YX ,  sendo a respeti-
va matriz de covariância cruzada 
        YEYXEXEYX  ,  
vendo-se que 
    tYXXY  ,,   
Caso Y  e   X forem independentes as suas componentes são independentes, vindo 
  sr  0, XY  
,com sr   e  os números de componentes de Y  e   X . 
Mostra-se ainda que  
    tBXYAYBXA ,,   
caso Y     X  tem-se a matriz da covariância  
          XXXEXXEXEX t ,   
,vendo-se que  
   
 
  t
t
AXA
AXXA
XAXAXA
             
 ;            
;



 
Recordemos que para a variável aleatória X se tem a função geradora de momentos 
   XuX eEu    
12 
 
que, se estiver definida num intervalo aberto contendo a origem é indefinidamente deri-
vável na origem, tendo-se  
   uXE rXr    '  
onde r indica a ordem da derivação.  
Observe-se que 
    
  
 aue
eEe
eEu
X
bu
Xaubu
baXu
baX




 
              
              
 
 
Por outro lado se 2  Xe   1X  forem independentes tem-se 
    
 21
21
21
uXuX
XXu
XX
eeE
eEu
                
 

 
 
e, como    21 uXuX eEeE   e  são independentes, tem-se 
     
   uu
eEeEu
XX
uXuX
XX
21
21
21
,


                    
   


 
Por outro lado interessa-nos considerar ainda a função geradora de cumulantes 
   uu XX  ln  
obtendo-se, caso existam momentos de 2ª ordem, já que   10 X  
 
   
 
   
      
 
     
















XVarXEXE
XE
X
XX
X
X
X
X
X
X
22
2
2'''
''
'
'
'
0
00
0
0
0
0
0
10








 
Estes resultados generalizam-se para os vetores aleatórios. A função geradora de mo-
mentos de X  será   
13 
 
   XuX eEu   
t
   
,tendo-se 
   
 
 0...
0
1
1
1
1 






 
























 rX
u
j
k
j
X
k
j
j
k
u
u
XXEX 



 
caso  uX  esteja definido num aberto contendo a origem. 
Vê-se ainda que, com 
   uu XX  ln  
se tem 
    kjXE jXj ,...,1,0 

  
,onde j tem componentes todas nulas, salvo a j-essima que é 1. Assim 
 
    
 0  
  rad


uX
ugXE   
,onde  grad   indica o gradiente. Analogamente, dada a matriz hessiana  
  
   
   



























2
2
1
1
2
2
1
2
k
X
k
X
k
XX
Xess
u
u
uu
u
uu
u
u
u
uH






                     
tem-se  
     
0

uXess
uHX   
já que 
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 
     
 
kjki
u
u
u
u
u
uu
u
uu
u
X
l
X
i
X
li
X
li
X
,...,1,,...,1,
2
2















  
 
vindo 
 
     
  .,...,1,,...,1,;
0
2
kjkiXX
XEXEXXE
uu
u
li
lili
li
X












Cov                 

 
Por outro lado 
    
  
 uAe
eEe
eEu
t
X
ub
XaAbu
bXAu
bXA
t
ttt




 
                
                  
 
t
 
,vindo 
   
               
  .uAubu tX
t
bXA    
Tem-se ainda com 2X  e   1X  independentes 
    
 
   
   uu
eEeE
eeE
eEu
XX
XuXu
XuXu
XXu
XX
21
2
t
1
t
2
t
1
t
21
t
21
                 
                  
                  
  
  
 








 
vindo 
     uuu XXXX 2121    
logo 
     
     




2121
2121
XXXX
XEXEXXE
 
como é fácil de se ver derivando a partir  uXX 21 . 
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Supondo que 21 X  e   X são independentes, então 







2
1
X
X
X  
terá, com 







2
1
u
u
u  
a função geradora de momentos 
   
 
   
   
2211
2211
2211
2
uu
eEeE
eeE
eE
eEu
XX
XuXu
XuXu
Xtu
Xtu
X
tt
tt
cc



         
              
           
           
 
  
  
  
  
















 
 
2.3.2 Transformações lineares 
 
Iniciamos a nossa discussão dos vetores normais introduzindo resultados relativos a 
momentos e respetivas funções geradoras. Isto dado ao papel central que as funções 
geradoras de momentos têm na teoria dos vetores normais. 
Um vetor aleatório Y com vetor médio  e matriz da covariância V é normal se tem 
função geradora de momentos 
  uVuu
tt
eVu 2
1
,

 

   
pondo-se  VY ,~  . 
Observa-se que V pode não ser invertível. Quando V é invertível, ver Mexia (1995), a 
densidade é 
16 
 
 
   
   V
e
Vyn
n
yVy t
det2
,
2
1


  

 
2
1
 
  
,sendo n  o número de componentes. 
Estabeleçamos a 
Proposição 2.2 
Caso  VY ,~  tem-se  tAVAbAbYA ,~    
D: Começamos por observar que 
   
 





tAVAbYA
bAbYEAbYAE 
 
ora, 
     
     
 
 t
uAVAubAu
uAVuAuA
b
t
X
bXAb
bXA
AVAbAu
e
ee
uAeu
ttt
tttt
,                
                
                
2
1
  
2
1
 
 
t
t















 
o que estabelece a tese. 
Corolário 
Se 































2,21,2
2,11,1
2
1
2
1
,~
VV
VV
Y
Y
Y
    
    
 


 
tem-se 
 tttt AVAAVAAVAAVAAAYAYA 22,2211,2222,1111,1122112211 ,~     
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Nota:  Ao escrever a distribuição de Y está-se a indicar que Y  tem vetor médio









2
1


Y  
com   ,2,1,  lYE ll e matriz de covariância 









2,21,2
2,11,1
VV
VV
V
    
    
 
,onde        22,2121,2212,111,1 ,,,, YVYYVYYVYV    e   
D: A tese resulta da proposição 2.2 e de  
 









2
1
212211


 AAYAYA  
,já que 
  
2211
2
1
21 


AAAA 








  
,e que 
  tttt
t
t
AVAAVAAVAAVA
A
A
VV
VV
AA 22,2211,2222,1111,11
2
1
2,21,2
2,11,1
21 
















 
    
    
  
,atendendo-se a que  
 









t
t
t
A
A
AA
2
1 
21    
Como vimos atrás, se 2Y  e   1Y   forem independentes tem-se  
  02  Y  ,   1Y  
Isto é a nulidade de  21 Y  ,   Y é condição necessária de independência 2Ye    1Y . No 
caso em que 









2
1


Y  é normal, esta condição é necessária e suficiente. 
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Por outro lado temos ainda a 
Proposição 2.3 
Se 2Ye    1Y forem independentes e     ,  ~ 2,1,  lVY lll   
,tem-se  





























2
1
2
1
2
1
0
0
,~
V
V
Y
Y
Y
    
    
 


 
D: com 









t
2
t
1 
u
u
u   tem-se  
     
               
       
         
 
2
1
 
2
1
2
1
21 21
l
tt
ll
t
ll
t
l
uVuu
uVuu
l
YYY
e
e
uuu










 
,com  
 
    
    
V
  























2
1
2
1
0
0
V
V



 
,o que estabelece a tese. 
 
2.3.3 Distribuições associadas 
 
Suponhamos que  































 n
nn
I
Y
Y
Y ,~
11


   
 
então, ver por exemplo Mexia (1995) 
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


n
i
iYY
1
22  
,distribui-se como um qui-quadrado com  n graus de liberdade e parâmetro de não cen-
tralidade, 
2
 

n
1i
2
i  
tendo-se 
 
 2
21
21
,
n
u
u
u
e
nu




  
,bem como 
   
 
 un
u
u
n
u
u
nu
21ln
22122
21ln
221
,









               
 
,logo 
22
, Yn   tem o valor médio e a variância 
   
   





nnn
nnn
2
''2
'


, 0,  
, 0,  
 
Quando 0  o qui-quadrado diz-se central tendo-se 
 
 





nn
nn
20
0
2
,  
,  


 
Existem três pontos importantes a considerar. Suponhamos que se têm os qui-quadrados 
independentes 2 ,
2
, 2211 
 vv   e   
,tem-se então 
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Isto é, 
2
2,2
2
1,1 

nn
  e  distribuem-se como um 
2
21,21 

nn somando-se pois os graus 
de liberdade e os parâmetros de não centralidade. Diz-se que há reprodutibilidade para 
graus de liberdade e parâmetros de não centralidade. 
O segundo ponto é que  
 
 
 
 
 0,2
!
21
1
!
21
0
0 2
2
2
212
jnu
j
e
u
j
e
u
e
nu
j
j
j
jn
j
n
u





























    
2
                
2
                 
,  
2
 
2
 
2
 







 
Daqui conclui-se que a distribuição  ,  nG do 2,n  é dada por, 
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com  0, . mG a distribuição do qui-quadrado central com m graus de liberdade. 
A densidade  0, z mg  de 2m é, ver Mexia (1995) 
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assim a densidade  0, z mg  de 2 ,m dada por 
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Diremos que  , z mG é dada por uma mistura com coeficientes ,...0
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j
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

das 
distribuições  0,2 jmzG   . 
Observe-se que 
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tendo-se pois 
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Pode admitir-se a existência duma variável indicatriz N com distribuição de POISSON 
com parâmetro 
2

, logo tendo-se 
  ...1,0,
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

  
E, que quando   2 ,, mjN     se distribui-se como ...1,0,
2
0,2  jjm  
Sejam 2 ,m  e 
2
g  um par de qui-quadrados independentes dos quais o segundo é um qui-
quadrado central. Então 
2
2
,
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m
m
g
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
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tem, ver Mexia (1995) a distribuição F com gm   e  graus de liberdade e parâmetro de 
não centralidade  , pondo-se  ,,~ gmFf . A distribuição F desempenha um papel 
central na teoria da estatística. No entanto a distribuição  ,, gmF de 
2
2
,
g
m
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é equivalente a anterior já que, 
     











  ,,,, gmz
g
m
Fz
g
m
TprzfprgmzF   
e é mais manejável  pelo que a utilizamos. 
Atendendo á distribuição do  2 ,m  ser dada  por uma mistura podemos agora escrever 
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Ora 2 ,2  m será a soma de dois qui-quadrados independentes 
2
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2
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Suponhamos agora que se quer testar uma hipótese que pode ser escrita como 
0:0 H      contra as alternativas .0:1 H  
Se teremos uma estatística 
 ,,~ gmzFf  
podemos substituí-la por  
f
g
m
T    
já que, com ""q o valor crítico para um teste de nível q com estatística f ,podemos pas-
sar a utilizar o valor critico qc
g
m
. Então a potência do teste com estatística T é  
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vendo-se que  Pot cresce com  . Assim a probabilidade de se registar 0H é sempre 
superior quando esta hipótese é falsa do que quando é verdadeira e o teste é estritamente 
não distorcidos. 
 
2.3.4 Teorema de Scheffé 
 
Dado  VZ ,~  tem--se, ver Mexia (1995). 
     22~ c
t
zVzU    
com  .Vcarc   
Assim se Z  for independente de 22~ gS  , tem-se 
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Obtendo-se assim um elipsoide de confiança de nível .  para  q1  
Estabelecemos agora o  
Teorema de Scheffé (1.2) 
Indicando por 
d
que se consideram todos os vetores com o mesmo número de com-
ponentes de  tem-se q
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D: Observa-se que quando 0d se tem a desigualdade trivial 00   pelo que nos basta 
considerar os 0d . Cada um destes vetores é ortogonal a um par de planos paralelos 
tangentes ao elipsoide de confiança de nível q1 estando o ponto afim de  entre esses 
planos se e só se, ver Scheffé (1959), 
g
S
dVdfczdd
t
cgq
tt
,1    
Para completar a demonstração basta-nos observar que um ponto está no interior de um 
elipsoide se e só se estiver entre todos os pares de planos paralelos tangentes ao elipsoi-
de. 
Observe-se que quando 
Zd
g
S
dVdfc
tt
grq  ,,1  
a desigualdade correspondente a d  não se pode verificar com  

t
d  
dizendo-se então que 
t
d  é significativamente diferente de   ao nível q . 
Por outro lado o teorema de Scheffé dá-nos intervalos de confiança simultâneos 
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para os parâmetros  
   tdd   
tendo-se  d  significativamente diferente de  0  ao nível q  se e só se o intervalo de 
confiança para  d  não contiver  0 . 
Em particular com  
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,quando  ji,  é significativamente diferente de 0  ao nível q  ter-se-á, com probabili-
dade do erro majorada por q , 
ji    
Assim podemos, dado os intervalos de confiança serem simultâneo, com a probabilida-
de de estarmos certos não inferior a ,1 q  afirmar que diferem todos os pares ji  ;  tais 
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2.3.5 Partição ortogonal 
 
Admitimos que  nIrZ 2,~   é independente de ,~ 202S tendo-se ainda uma partição 
ortogonal  
j
m
j
nR  1  com 
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,...,1,
 
Seja jA  uma matriz cujos vetores linha constituem uma base ortonormada para 
.,...,1, mjj  . Tem-se então 
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e como 
mjAjj ,...,1,    
 tem-se ainda 
  mjIZA
jgjjj
,...,1,,~
~ 2    
independente de  .,...,1, mjS   Assim temos, ver Mexia (1995) 
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independente de S . Temos ainda, ver Mexia (1995) os 
2
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2
2
~
~
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 também independentes de S  
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teremos assim as 
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As estatísticas mjFj ,...,1,   podem ser utilizadas para testar as hipóteses  
mjH jj ,...,1,0:,0   
sendo  ,,1 gq  o  q1 essimo quantil de  0,, ggF j  o mesmo será o valor crítico do teste 
de nível q para mjH j ,...,1,,0  . A potência deste teste 
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pelo que os testes F  para as mjH j ,...,1,,0  serão estritamente não distorcidos. 
Podemos no entanto testar, por dualidades hipóteses mais gerais. Assim 
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obtendo-se assim, para as mjj ....,1 , esferas de confiança de nível q1 . Ora quando 
jb não está aberto pela correspondente esfera de confiança temos 
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,logo se utilizarmos  jj bF  como estatística para testar  
  mjbbH jjjj ....,1,:,0   
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regeita-se esta hipótese.  Como o nível de esfera de confiança é de q1 vê -se que obti-
vemos, por dualidade, um teste de nível q1 . 
 
2.3.6 Cruzamento de fatores 
 
Interessa-nos considerar um caso como partição ortogonal. Suponhamos as componen-
tes de Z  correspondem às combinações de níveis de vários fatores, com aua ...1 níveis. 
Então Z  terá j
a
i an 1  componentes, e sendo os conjuntos de fatores os sub-conjuntos 
de  uu ,...,1   uc    estará associado 
 o valor médio geral dos conjuntos de   se ;c  
 os efeitos dos níveis de único fator com índice em c  se #   ;1c  
 as interações entre os conjuntos de níveis de fatores em índices c  se #   .1c  
Podemos identificar os conjuntos de fatores com os respetivos índices 
  n
ci
j jcj 2,...,1,21 1  

  
Embora pudéssemos utilizar esses índices para ordenar as matrizes A  temos, ver Fonse-
ca et al (2003), as seguintes expressões 
   cAXcA l
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sendo 
l
aU  obtida retirando a primeira linha igual a 
t
a
l
la
1
1
 duma matriz 
la
P ortogonal 
ll aa  . Diremos que laP é matriz ortogonal estandartizada. Tem-se ainda 
      1

l
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acAcarc    
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,por exemplo podemos ter 
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Por outro lado o produto   de matrizes ortogonais estandartizada dá matrizes ortogo-
nais estandartizada. Assim L pode ser obtido retirando a primeira linha a  
2228 PPPP   
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Se a for par, obtêm-se os vetores linha avv ,...,1   de aP  aplicando o processo de ortonor-
malização de Gram-Schimicht aos vetores 12 ,...,,1
1
aa
a
   
Recorde-se que 
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Uma vez obtidas as matrizes  cA  permite-se aplicar diretamente os resultados da alínea 
anterior. 
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3Análise Conjunta de Regressões – ACR 
3.1 Aspetos preliminares 
  
Tradicionalmente a ACR era aplicada a redes de ensaios em blocos causalizados estan-
do presentes todas as cultivares em todos os blocos. Estimaram-se os índices ambientais 
através das médias dos blocos, ver Gusmão (1985 1986a) 
Atualmente utilizam-se modelos com blocos incompletos. Salientam-se que os 
designs-  em que os blocos estão agrupados em super-blocos estando cada cultivar 
presente vezes   em cada super-bloco, ver Patterson & Williams (1976). Em geral to-
ma-se 1  . Não podemos agora utilizar a média dos blocos como estimadores dos ín-
dices ambientais tendo se recorrer a técnicas computacionais. 
Para realizar o ajustamento minimizamos  
 
2
1 1
,,),,( 
 

J
J
b
i
ijjjiji xpxS 
 
onde, 
J  é o número de cultivares; 
 b  é o número de pares (local, ano). Referimo-nos a esses pares como blocos. 
 jip ,  toma valores  01    quando o j-essimo cultivar Jj ,...,2,1 está presente [não está  
presente] no i-essimo bloco, Jj ,...,2,1 , bi ,...,1 ; 
jiy , é o valor da produção do j-essimo  cultivar,  se estiver presente, no i-essimo bloco
Jj ,...,2,1 ,  ;,...,1 bi    
jj    e    são a ordenada na origem e a inclinação para a regressão linear correspondente 
ao j-ésimo cultivar Jj ,...,2,1 ;  
bxx ,...,1  são os valore dos índices ambientais a ajustar para os vários blocos. 
Um algoritmo que tem sido utilizado muitas vezes é o algoritmo  zig-zag, ver Mexia et 
al (1999). Trata.se dum algoritmo iterativo. Começa-se com um vetor 0x para os índices 
ambientais. No caso designs-  toma-se, para cada bloco, a média das produções do 
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super-bloco em que está integrado. Em seguida ajusta-se pelo método usual dos míni-
mos quadrados os coeficientes das regressões lineares. 
Com bxx ,01,0 ,..., valores iniciais dos índices ambientais obtém-se os 
 
1,...Jj,    


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
b
i
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1
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1
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e as 
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





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



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1
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1
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Com jx o número de blocos em que o j-essimo cultivar está presente Jj ,...,1 , obtêm-
se os 
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

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




Jj
n
T
Ss
Jj
n
TT
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Jj
n
T
Ss
j
yj
yyjyyj
j
yjxj
yxjyxj
j
xj
xxjxxj
,...1,
,...1,
,...1,
2
,,1
,,,1,,,1
,,1,,1
,,,1,,,1
2
,,1
,,,1,,,1  
 
Observe-se que no caso das designs  com 1 se tem  
Jjnn j ,...1, 

com 

n  o número de super- blocos. 
Temos agora os estimadores 
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Jj
n
TT
e
Jj
s
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j
xjjyj
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~
,,1,1,,1
,1
,,,1
,,,1
,1







 
As somas dos quadrados dos resíduos são dadas por  
Jj
s
s
s
xxj
yxj
yyjjj ,...1,
,,,1
,,,1
2
,,,1,   
tendo-se pois a soma das somas dos quadrados dos resíduos 



J
j
jj
1
,1  
Assim haverá uma primeira minimização em ordem aos coeficientes das regressões. 
Segue-se uma segunda minimização em ordem aos índices ambientais. É esta alternân-
cia de minimizações que dá o nome ao algoritmo. 
Para realizar a segunda minimização observamos que, com 11
~
  e  ~  os vetores de com-
ponentes jj 
~
,...,
~
  e  ~,...,~ 11 , a função objetivo, dados estes estimadores, pode ser rescri-
ta como 
   


b
i
ixhxS
1
11111
~
,~
~
,~    
onde 
    bixYpxh
J
j
ijjjijii ,..,1; 
~~~,~
1
2
,1,1,,11


   
vindo 
    ,,..,1;  ~~~2~,~
1
,1,1,,11
' bixYpxh
J
j
jjjjijii  

  
 logo ao minimizarmos  
11
~
,~ xS  em ordem a x  obtemos um mínimo com componen-
tes 
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.,...,1;
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1 1
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J
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J
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jjijjijji
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 

 
    


  
Concluídas as duas minimizações vamos realizar uma estandartização dos índices ambi-
entais de forma a manter invariante o mínimo e o máximo. 
Sejam  












0
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'''0
1
0
,1
0
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'0
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,01,0
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0
,01,0
'
0
,...,max
,...,min
    
,...,max
,...,min
b
b
b
b
xxx
xxx
xxx
xxx
 
,tomando-se 
  bixx
xx
xx
xx i
nn
i ,...,1,
'00
,1'0''0
'
0
''
0'
0,1 



 
realiza-se uma estandartização já que quando  



  ''01
0
,1
'00
,1 xxxx ii
 
se tem 
 .''0,1
'
,1 


  xxxx ii  
Pode em seguida repetir-se a dupla minimização e a estandartização tomando como ve-
tor inicial de índices ambientais 











bx
x
x
,1
1,1
1   
Entra-se assim num processo recursivo que termina quando a soma das somas dos qua-
drados dos resíduos estabilizar. Na prática o método tem se revelado eficiente bastando 
um número pequeno de ciclos (em geral 12) mesmo quando, ver Mexia e Pinto (2003) o 
algoritmo é aplicado a casos pouco estruturados. Embora não se disponha duma forma 
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teórica de convergência do algoritmo foi possível, ver Mexia e Pereira (2004), realizar a 
validação estocástica do mesmo. 
 
3.2 Contorno superior 
 
Realizado o ajustamento o contorno superior do conjunto das regressões lineares de-
sempenha um papel muito interessante na seleção dos cultivares. Começamos por ob-
servar que dado um par de retas ...2,1,  jxba jj  as mesmas cruzam se e só se 21 bb   . 
Podemos aliás admitir, sem perda de generalidade, que  .21 bb  A abcissa do cruzamento 
é  
12
21
0
bb
aa
x


  
Tendo-se   xbaxba 2211   quando   0xx   ,isto é, á esquerda [direita] do cruzamen-
to tem-se    xbaxbaxbaxba 22112211        
 A partir daqui é fácil estabelecer a 
 
Proposição 3.1 
 
O contorno superior do conjunto das regressões lineares ajustadas é uma poligonal com 
a concavidade voltada para cima. 
Observa-se que nem todas as cultivares integram necessariamente o contorno superior, 
como demonstra a figura 1. 
 
 Fig. 1: gráfico do contorno superior 
 
 
 
Fig.1: traçado do contorno superior 
y
x' x" x
0
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As cultivares que integram o contorno superior são as cultivares dominantes. 
Observa-se que o contorno superior corresponde ao intervalo  ";' xx limitado pelo menor 
e pelo maior dos índices ambientais com que se trabalha. Este intervalo tem uma de-
composição 
  ] ; [";' "'1 jj
J
j xxxx   
onde [ "' ; jj xx  ] é o intervalo constituído pelos valores dos índices ambientais para os 
quais o j-éssimo cultivar dominante tem produções mais altas. Sendo ** ,...,
1 lJj
  as incli-
nações ajustadas para os cultivares dominantes ordenados por ordem crescente, 
1...,1,**
1


dl
ll Jj

 
podemos admitir que as regressões correspondentes aos cultivares, estão ordenadas pela 
ordem crescente das suas inclinações. 
 Como afirmamos atrás, os cultivares dominantes devem ser selecionados. Os restantes 
devem ser comparados com os cultivares dominantes. 
Observe-se agora que dado o par de retas ...2,1,  jxba jj com 21 bb   a diferença 
      xbaxbaxd 1122   
é crescente. Assim no intervalo  dc; o mínimo  máximo  de  xd  corresponde ao extre-
mo esquerdo  direito . Daqui resulta que xjj
**   corresponde a uma cultivar não domi-
nante com      **
ljj
  se deve comparar o par com índices  ljj; tomando ]  [
"'
jj xxx  . 
Neste tipo de comparações podem-se utilizar métodos de comparação múltipla como 
por exemplo o de Scheffé eTukey, ver Pereira (2003). No entanto pode-se aplicar uma 
simples teste ""t  já que o que se pretende comparar é um par de regressões para um 
dado valor de x . 
Sendo  x~,~,~   o trio de vetores ajustados, utilizando por exemplo o algoritmo zig-zag, 
seja S  a soma de quadrados dos resíduos obtidos na última iteração. Ao j-essimo culti-
var podemos fazer corresponder a matriz  
JjxX j ,...,1,  ]      1 [ j  
onde jx é o vetor dos índices ambientais ajustados para os blocos contendo o j-essimo 
Jj ,...1 cultivar .Se tomarmos jx como um vetor fixo o par  jj 
~
 , ~ terá a matriz de 
covariância   JjXX jtj ,...1
12 

 . Dada a independência dos vetores jYY ,...,1  somos 
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levados a admitir que os pares  jj 
~~  , são independentes, Jj ,...,1 . Então as xjj 
~~   
serão independentes entre si com variâncias  xk j
2 onde  
     Jj
x
XXxk j
t
jj ,...1
1
1
1








 x    
sendo ainda independentes de S que será o produto por 2 dum qui-quadrado central 
com  
Jbg
J
j
j 2
1


 
onde jb é o número de blocos em que está presente o j-essimo cultivar. Para comparar-
mos '
~~
ljjj
x    com '
~~
lll jjj
x    temos a estatística do teste ""t  
 
   
    
g
S
xkxk
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lll
llll
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jjjjjj
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''
,
~~~~
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

 
com g graus de liberdade. Para comparar ''
~~
ljjj
x    com ''
~~
lll jjj
x     a estatística será  
 
     
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jjjjjj
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A primeira [segunda] destas estatísticas utiliza-se quando ]
~~
[
~~
ll jjjj
  . 
3.3 Estabilidade 
 
A ANOVA tem sido utilizada, ver por exemplo Plaisted & Peterson (1959), Plaisted 
(1960) Allard & Bradshaw (1564), Fox & Resielle (1982), Wricke (1962) e Shukla 
(1972) para estudar a estabilidade das produções em rede de ensaios. A estabilidade era 
então expressa em termos de valores médios. Não se atendendo á diferentes capacidades 
produtivas dos locais utilizados. A ACR permite ultrapassar esta dificuldade. 
Admitamos que para L  anos se têm os resultados para J  cultivares, havendo Llbl ,...1,   
blocos nos vários anos. Sejam   LlJjljlj ,...1,,...1
~
; ~ ,,   os parâmetros ajustados para os 
diferentes cultivares nos L anos que se consideraram. Representemos ainda que ljV ,
2 as 
matrizes da covariância dos pares  ljlj ,,
~
,~   LlJj ,...1,,...1  admitindo-se, como atrás, 
que se pode utilizar os índices ambientais obtidos na última iteração para obter estes 
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estimadores. Como os blocos podem não ser os mesmos nos vários anos centramos a 
nossa análise nos coeficientes angulares. Assim a estabilidade traduzir-se-á por constân-
cia aproximada das taxas de resposta, em termos de produção, e variação na fertilidade. 
Temos então 
  LlJj
s
Var
lj
lj ,...1,,...,1,
~
,
2
. 

  
com 
 










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
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ljilj
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1
,,,  
sendo  10,, ljip  se no essimol   ano o cultivar j ausente [presente] no essimoi   bloco 
do essimol   ano LlbiJj ,...1  ,,...1  ,,...,1,   lix ,  o índice ambiental  para o essimoi   
bloco bi ,...1,  no essimol   ano Ll ,...,1,  . 
Temos 
  LlJjljlj ,...1,,...1,
~
,,    
sendo o j-essimo cultivar perfeitamente estável no que diz respeito à capacidade de res-
posta e variação da fertilidade, se e só se Ljij ,, ...   . 
Ponhamos 
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e representemos por W uma matriz obtida retirando a primeira linha igual a 




LL
1...1  uma matriz 
Lp
L ortogonal LL  , obtém-se  
Jj
W
L
P
jL
j
jL
,...1











  
com  
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vindo  
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pelo que as componentes de 
j
 são idênticas se e só se 
JjW
jL
,...1,0   
Por outro lado 
jL
W 
~
tem vetor médio JjW
jL
,...1,  e matriz covariância  
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se se admitir que os vetores dos rendimentos para os diferentes anos são independentes 
e consequentemente que os componentes  dos   Jjjjj ,...,1,
~
,~
~
  são independentes. 
Então, ver Mexia (1990), 
    JjWW
ss
DWWG
jL
t
L
Ljlj
L
t
jLj
,...1,
~11~
1
,,



















      
será o produto por 2  dum qui-quadrado com 1L graus de liberdade e parâmetro de 
não centralidade 
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Observa-se que o j-essimo parâmetro de não centralidade se anula, se e só se 0
jL
W 
,isto é, se houver perfeita estabilidade para o j-essimo cultivar. Podemos pois utilizar os 
JjG j ,...1,  para medir a falta de estabilidade para os deferentes cultivares.  
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Para a inferência admitimos que os
ji

~
,...,
~
são independentes de ,S a soma das somas 
dos quadrados dos resíduos, que se têm no final dos ajustamentos e que 22 gχS~ com  



L
l
l JLbg
1
 
Então as estatísticas 
Jj
S
G
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j
j ...1,,    
distribuir-se-ão como os quocientes de qui-quadrados independentes ,2
2
,1
 
χ
χ
g
L- j tendo-se 
  JjgLFT gj ,..,1,,,1...~     
A densidade de  ,,... srF   é, ver Mexia (1988)  
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Ora o integral entre    e  duma densidade é 1, logo 
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assim o valor médio para  srzf ,' é, caso 2s   
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Então o valor médio para  ,,... srf será 
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Caso T tenha densidade   Jjgf j ,...,1,...,  tem-se o estimador centrado  
  rTs  2
~
  
Em particular os  
    JjLTg jj ,...1;12
~
  
serão estimadores centrados dos Jjj ,...1,   
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Para obtermos a variância destes estimadores observamos que o segundo momento rela-
tivo á origem de  ,'..., rf é, caso 4s  
 
 
   
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Assim o segundo momento relativo à origem de  ,, srzf será 
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Teremos então para esta densidade a variância 
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pelo que também se tem 
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em particular temos para os mesmos estimadores as variâncias  
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Consideramos agora intervalos de confiança. Dado ter-se  
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tem-se, como vimos atrás 
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Este facto tem uma consequência importante, se T com distribuição  ,,... srF tomar o 
valor t , resolvendo em ordem a  equações 
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 
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2
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1,,
q
srtF
q
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obtemos, ver Mood at al (1987,pag389-391) os extremos de um intervalo de confiança 
bilateral de nível q1 para  . Analogamente os intervalos unilaterais  ];[ e  ];0[ q1   q
serão limitados pelas soluções das equações  
  qsrtF ,,  
e 
  qsrtF 1,,   
Por dualidade podemos utilizar estes intervalos de confiança para testar hipóteses da 
forma   ddH :0  
O teste bilateral [unilateral esquerda; unilateral direita] de nível q não rejeita  dH0
quando o intervalo de confiança de nível q1  bilateral [unilateral esquerda; unilateral 
direita] contém d . 
A aplicação destes resultados à construção de intervalos de confiança para os
Jjj ,...1,   e para testar os   JjddH jjjj ,...1,:,0   é direta. 
Para obter os extremos dos intervalos de confiança j podemos truncar  ,,... srF  re-
solvendo assim as equações  
  psrtFN 1,,   
,com 
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Como 
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,dado  e um limite superior  para o erro de truncatura, torna-se fácil obter uns valores 
adequados  N para N de forma a ter um erro de truncatura que não excede  . Aliás a 
função 
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tendo derivada  
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é crescente, logo se se fixar um limite superior  para  e tomando 
 NN   
temos um erro de truncatura que não excede  sempre que   . Na tabela seguinte apresen-
tamos valores para  N  
 
Seguindo Mexia (1988) vamos ajustar fórmulas para o cálculo dos valores de  srF ,'  de forma 
a podermos se recorrer e a calcular os extremos de intervalos de confiança. caso 
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5 7 9 10 13
10 11 13 15 19
20 18 21 24 28
50 37 42 46 52
100 67 73 78 87
10^-2 10^-3 10^-4 10^-5
tabela 1: valores  de 


 N
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basta puder calcular os valores de    szF ,1
 
e de   .,2 szF  
Ora fazendo  vtgu 2 vem, para 0z  dado 
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E como, ver Santos (1997) 
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pode-se obter os valores de  .,1 szF  
Por outro lado, para 0z temos,  
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4. Índices Ambientais 
4.1 Generalidades 
 
Neste capítulo vamos ajustar o modelo logaritmo para as médias ambientais.  
Começamos por considerar o ajustamento do modelo mostrando em seguida como rea-
lizar inferência. Dado a estrutura linear do modelo, podemos utilizar ANOVA e técnicas 
relacionadas. 
Em particular veremos como estudar os efeitos dos  
 ambientes; 
 culturas. 
Enquanto o fator cultura é simples já que para cada cultura considerada se terá um nível, 
no caso do ambiente podem-se considerar sub-fatores. Assim é possível considerar sub-
fatores 
 Local; 
 Ano. 
No entanto quando se consideram vários anos podem surgir dificuldades resultantes de 
culturas diferentes reagirem de maneiras diferentes as mudanças climáticas que se veri-
ficam de ano para ano. Assim poderá começar-se por resultados obtidos para: 
 um mesmo ano agrícola; 
 nos mesmos locais para as diferentes culturas consideradas 
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4.2 Ajustamento 
  
Havendo m locais e n culturas, teremos uma matriz  
 mxxX ,...,1   
em que os vetores coluna contêm os valores dos índices ambientais para as diferentes 
culturas. 
A existência duma forte relação entre os índices ambientais para as diferentes culturas 
traduzir-se-á pela existência duma componente principal dominante quando se conside-
ram os índices ambientais como valores de vários anos associados ás culturas. Assim, 
sendo 
n  ...1 os valores próprios da matriz XX
t , 



n
j
j
c
1
1


 
poderá ser utilizado para medir a relevância da primeira componente principal já que as 
frações da informação total transportada pelas diferentes componentes são proporcio-
nais aos valores próprios correspondentes. 
Por vezes é útil considerar os pares de matrizes tXX e XX t tendo-se a 
Proposição4. 1 
 As matrizes conjugadas tXX e XX t têm os mesmos valores próprios não nulos  n ...,1
os quais serão positivos. Se n ,...,1 forem os vetores próprios mutuamente ortogonais 
de tXX   correspondentes aos n ...,1 para XX
t têm se os vetores próprios  
njX j
t
j
j
,...1,
1
 

  
também mutuamente ortogonais associados aos n ...,1 , tendo-se ainda  
njX
j
j
j ,...1,
1
 

  
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D:Como as matrizes tXX e XX t são semi-definidas positivas os respetivos valores próprios 
não nulos serão positivas. Por outro lado 
 
 
 
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O que mostra que os 
n
 ,...,
1
são vetores próprios de tXX  associados aos valores pró-
prios n ,...,1 . 
Por outro lado 
 
 
 pelo que os 
n
 ,...,
1
serão mutuamente ortogonais. 
O resto da demonstração é direto. 
Quando  nmnm  , pode ser mais fácil resolver a equação característica de  XXXX tt  
dos quais a de  tt XXXX utilizando-se a proposição 4.1  para obterem os vetores pró-
prios  da outra matriz.  
Por outo lado a matriz X terá a decomposição em valores singulares, ver Schott (1997) 
t
jj
n
j
jX 


1
2
1
 
Logo quando 1  é dominante ter-se-á 
t
X
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1
1   
Assim, com  
         
;0               
1
hj
XX
h
t
j
j
h
h
tt
j
hj
h
t
j








50 
 
 
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,
....
....
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ter-se-á 
mjnix jiji ,...1,,...,1,,1,1
2
1
1,    
vindo 
mjnielvz jijiji ,...1,,...,1,,,    
,com 













mj
nil
v
mjnixz
jij
jii
jiji
,...1,ln
,...1,ln
ln
2
1
,...1,,...1,ln
,
,
1
,,



 
Começamos pelo caso completo ordenado as componentes de Y  de acordo com os índi-
ces 
  mjnijmil ,...,1,,...,1,1    
tendo-se  então com 












 l
v
 
a matriz do modelo 
 mnnm IX  11    
Como ln é crescente a substituição dos índices ambientais pelos seus logaritmos não 
origina dificuldades de interpretação. Observe-se que podemos interpretar os novos pa-
râmetros como 
nll ...1  - efeitos dos locais; 
n ...1 - efeitos das culturas 
E caso se possa admitir que  
  0*
11


m
j
j
n
l
il        
v,  será o valor médio geral. 
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Está-se no caso completo quando para todos os pares   mjniji ,...,1,,...,1,,  se tem um 
índice ambiental. Para se ajustar o modelo, no caso completo, podia-se resolver a equa-
ção característica de  XXXX tt  e ajustar 1  e 1  ][ 1 1  e    recorrendo á proposição 4.1 
para se ajustar  . 11   No entanto em geral utilizar-se-á mínimos quadrados visto que, 
então não é preciso estar-se no caso completo. Quando se segue esta via temos  
 


m
j
jiji
n
i
lvzS
1
2
,
1
   
Como soma de quadrados dos resíduos. Obtém-se para 2  o estimador  
1
2


mn
S
  
Admitindo, para aplicar os mínimos quadrados que se está no caso completo ordenamos 
as componentes de Y  de acordo com os índices, então como vimos, o estimador de mí-
nimos quadrados é 
  .~ ZXXX tt   
 
Observe-se que com a soma das colunas de  é nm1  os vetores coluna de X  não são line-
armente independentes. 
Para ultrapassar esta dificuldade utilizamos as restrições  *  passando a tomar  















1
1
1
1
m
j
jm
n
i
in ll

  
e representando por ][

l  o vetor com componentes 11,..., nll  11,..., m temos 














 l
v
  
como vetor de parâmetros. 
A matriz modelo passa a ser 






 21    

XXX nm1  
,com 
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












m
t
n
mnI
X
11
1
1
1
1

  
e  










1
1
1
1
m
m
n
I
X
2

 
Dado ter-se eliminado a dependência linear entre vetores coluna da matriz do modelo o estima-
dor dos mínimos quadrados passa a ser, ver Mexia (1995) 
ZXXX
tt 

1
~









  
No caso incompleto haverá que eliminar as linhas de 

X  correspondentes às observações 
em falta obtendo-se a nova matriz 

X  de modelo. Se os vetores desta forem linearmente 
independentes teremos o estimador 
ZXXX
tt 

1
~









  
mas se houver dependência linear terá de se utilizar  
.~ ZXXX
tt 










  
Observe-se agora que os vetores dos índices ambientais ajustados, e consequentemente 
os vetores de logaritmos mZZ ,...,1 , foram obtidos a partir de conjuntos disjuntos de ob-
servações podendo pois admitir-se a independência destes vetores. Por outro lado como 
estes vetores, no caso completo têm o mesmo número de componentes estamos, então, 
no caso equilibrado. Neste caso, ver Scheffé (1959) & Ito (1980) a ANOVA  e técnicas 
associadas são robustas relativamente á heterocedasticidade e ainda mais para a não 
normalidade.  
Admitimos  que os mZZ ,...,1  são independentes, normais com vetores médios m ,,...1  a 
matriz da covariância nI
2 . Assim 











mz
z
z 
1
 
será normal com vetor médio 
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










m


 
1
  
a matriz da covariância mnI  
2 . 
Então o teorema de Gauss-Markov, ver por exemplo Mexia (1995) diz-nos que ~ é  no 
caso completo,  normal com vetor médio 

 a matriz de covariância 
1
2








 
XX
t
  inde-
pendente de  

ZXZZZS
t
tt ~
  
que se distribui como o produto por 2  dum qui-quadrado central com  
    111  mnmnmng    
graus de liberdade.  
 
4.3 Inferência 
 
Na alínea anterior introduzimos um modelo linear para os logaritmos dos índices ambi-
entais ajustados.  
Vamos agora ver como realizar inferência para esse modelo. Começamos pela inferên-
cia para 2 . Em primeiro lugar temos um estimador centrado 
g
S
2~  
Podendo construir os intervalos de confiança de nível 2  para   q1 . 














































;
;0
;
1,
,
22
1
qg
qg
q
g
q
g
x
S
x
S
x
S
x
S
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onde qgx , é o p-essimo quantil de distribuição do qui-quadrado central com g graus de 
liberdade. 
Estes intervalos permitem construir, por dualidade, testes de hipóteses bilateral, unilate-
ral direito e unilateral esquerdo de nível    q para  
2
0
2
0 :  H   
que rejeitam 0H quando 
2
0 não está contido no intervalo de confiança correspondente 
de nível q1 . 
Por outro lado  
     bXXbbU tt 







00 ~~ 

t
   
distribui-se, ver Mexia (1995) como o produto 2  por um qui-quadrado com  












XXcarmn
t
  1   
graus de liberdade e parâmetro de não centralidade  
   bXXb t 








0
1
0
2
1




t
   
   bmnb  ,1
2~,   independentes de S  
Observe-se que se tem 0 quando e só quando 
  bbH :0  
se verifica. Temos então para  bH0  a estatística de teste ,F  
   
S
bU
mn
g
bf  
1
  
 Com 1mn  e g graus de liberdade e parâmetro de não centralidade   que só se anula 
quando  b0    se verifica pelo que este teste é, ver Mexia (1995), estritamente não dis-
torcido. 
 
Por outro lado, ver Mexia (1995), 
   ''
1
'' ~~'  










XXU
t
t  
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distribui-se como o produto 2  por um qui-quadrado central com 1mn , g graus 
de liberdade independente de .S  
Tem-se assim a variável pivot 
S
U
mn
g
F
'
1
'  

  
com distribuição F  central com 1mn  e g graus de liberdade, sendo  gnmf ,1,1   
o p-essimo quantil dessa distribuição teremos, 
   qfmnUpr
gmnq








11'
,1,1 g
S
     
,logo 
    kXXt 








''
1
'' ~~ 

t  
com 
 
g
S
    
gmnq
fmnk
,1,1
1

   
será um elipsoide de confiança de  nível q1  para 
0
 . Observe-se que o teste F de 
nível q  para  bH0 rejeita a hipótese se e só se b  não estiver contido no elipsoide de 
confiança de nível q1 . Assim o teste F gozará de nulidade.  
   Seja  
   
'
ZA 
 
 com A uma matriz com vetores linha linearmente independentes. Para  teremos o     
estimador  
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

















tAAA
1
0~~

xx, ~   
t2  
     independente  de  
 
       
2
g
2
~S . Interessa-nos estabelecer a 
Proposição 4.2 
A matriz tt AXX
1







 
A é positiva definida com  .
1
AcarAXXcar tt 


















A  
 :D   Como qualquer que seja 0  ,
2
 ZXzXXzz
t

 a matriz 

XX t é semi-definida 
positiva tendo-se, ver Silvey (1975) 
1  
















mnXcarXXcar
t 
 
logo dado esta matriz ser     11  mnmn
 
é definida positiva.  
Corolário 
O parâmetro de não centralidade 
     dAXXdd ttt 





















1
2
A
1 

  
anula-se se e só se 
  ddH :0  
se verificar. 
Existe então uma matriz ortogonal P tal que 
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  PrrDPXX mn
T
t
11
1
,...,  













 
com .1,...,1,0  mnjrj Assim ter-se-á 
BBXX t
t











1
  

 
com 








 
2
1
1
2
1
1 ... mn
tt rrDPB  
Matriz invertível visto ser o produto de matrizes invertíveis, logo,  
com    AcarBA t   
tendo-se ainda, ver Silvey (1975) 
      AcarBAcarABBAcarAXXAcar tttt
t
























     
1

 
e como t
t
AXXA
1
  












 tem números de linhas e colunas iguais  ao número de linhas 
de A  é invertível e como também é semi-definida positiva é definida positiva. 
Temos agora para  dH0  a estatística de teste 
   
S
dU
c
g
df     
com c e g graus de liberdade e parâmetro de não centralidade  d  que se anula 
quando e só quando  dH0  se verifica pelo que o teste é estritamente não distribuí-
do. 
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Por outro lado com 
    

























~~''
1
1
t
t
t AXXAU

      
tem-se, tal como atrás, a variável pivot 
S
U
c
g
F
''
''     
com distribuição F central com c e g graus de liberdade que permite construir  para 
 o elipsoide de confiança de nível q1 dada por  
    .           
g
S
gcq
t
t
t fcAXXA
,,1
1
1
~~


























 

 
À semelhança do que vimos atrás, os testes F para  dH0  gozam de dualidade já 
que esta hipótese é rejeitada pelo teste de nível q  se e só se o elipsoide de confiança 
de nível q1 não contiver d . 
Aplicando-se o teorema de Scheffé obtemos para os 
   tdd    
os intervalos de confiança com nível de confiança conjunto  q1  
































g
S
dAXXAdfcd
g
S
dAXXAdfcd t
t
t
gcq
tt
t
t
gcq
t
1
,,1
1
,,1
~;~

          
e, se 
 hd
g
S
dAXXAdfc
tt
t
t
gcq 







 
~
,,1

  
, ~td  será significativamente diferente de h  ao nível .q  
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Em particular os vetores   podem ter uma componente  


t
a   
tendo-se o estimador 
1
1
2t , ~~ ~


















 aXXaa
t
t


  
, independente de 22~ gS  . 
Para testar  
  ddH :0  
temos o teste t com estatística 
dk
d
t


~
  
com 
.
1
aXXak
t
t











  
Este teste tem g graus de liberdade e encontra-se associado á variável pivot 
g
S
k
t
 

~
'   
que tem distribuição t  central com g graus de liberdade. 
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Para a distribuição o t  central com g graus de liberdade tem-se, ver a fig. 2 
       Fig. 2: Distribuição t central 
 
 
sendo as caudas com probabilidades 
2
q
limitadas por  qgt ,  e 

qgt , . Observe-se que 

qgt ,  é o essimo
q







2
1  quantil desta distribuição. Tem-se então para   o intervalo 
de confiança de nível q1 limitado simetricamente dos dois lados  
.      









g
S
kt
g
S
kt qgqg

,,
~;~   
À semelhança dos testes ,F  o teste t  bilateral goza de dualidade já que, ao nível q , 
 dH0 é rejeitada se e só se d não estiver contido no intervalo de confiança bilateral 
de nível . q1  
Teremos ainda o intervalo de confiança, de nível q1  








  ;  ~  2,
g
S
kt qg
  









g
S
kt qg

2,
~  ;   
limitados á direita e á esquerda que podem ser utilizados para mostrar que os testes t
unilaterais não são distorcidos,  
com aXXak
t
t
1










. 
gráfico 1

qgt ,
2
q
2
q

qgt ,
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Em particular as componentes únicas de  pode ser um dos parâmetros do modelo. Se 
se tratar da j-essima componente de  , a terá como única componente não nula a j-
essima que será igual a 1e será o j-essimo elemento principal da matriz .
1







 
XX
t
 
Assim  com 





















1,11,1
1,11,11
,
                   
           
mnmnmn
mnt
ww
ww
XX




 
, tem-se 
.  1,...1,,
1










mnjwaXXa jj
t
t

 
Teremos então intervalos de confiança para a j-essimo parâmetro de 












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tendo-se 
  
.   






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
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,..,1,1
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njj
jj


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
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Até agora temos admitido estar no caso completo. Quando se sai deste caso terá de 
se substituir 

XX por      e a matriz 

XX t pode não ser invertível, então 
1







 
XX t terá 
de ser substituída por 








 
XX t  tende-se 
1









mnXXcarw

t   
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e os parâmetros de não centralidade  podem ser nulos sem que se verifique a corres-
pondente hipótese testado. Assim os testes F deixarão de ser estritamente não dis-
torcidos embora sejam não distorcidos já que quando se verificam as hipóteses a tes-
tar, os parâmetros de não centralidade 
     
     
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

  
  
t
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2
2
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são nulos. 
4.4 Análise da variância 
 
Nesta alínea vamos ver como aplicar a análise da variância no caso completo. Tomemos 







rr
t
rrr
J
r
I
J
1
K
1 1
r
  
,vê-se facilmente que rJ
r
1
 e que rK  são matrizes simétricas e indempotentes  sendo 
portanto matrizes de projeção ortogonal mutuamente ortogonais já que  
rrrr J
r
J
r
 0
1
KK
1
rr  
As matrizes de projeção ortogonal mutuamente ortogonais estão associadas a partições 
ortogonais de sub-espaços. No nosso modelo teremos 



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com espaços imagem 4321   e  ,,   mutuamente ortogonais. 
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O espaço imagem  XR0  de X tem a partição ortogonal  
jj  
4
1
   
Se os vetores linha duma matriz A  constituem uma base ortonormada para 
 KR  ter-se-á 






h
t
t
IAA
KAA
 
com  
      ARAcarKcarh dim . 
No nosso caso termos as matrizes  
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onde, como vimos rW  é obtida eliminando a primeira linha igual a 
t
r
r
 1
1
 duma ma-
triz ortogonal (estandartizada) rP , rr .  
Obtidos as matrizes 4,3,2,1, jAj  calculem-se os 
4,3,2,1,
2
 jZAS jj  
caso se admite ter-se 
 nmZ 1,~ 2   
tem-se, ver Mexia (1995) 4,3,2,1,~ 2 ,
2 jS
jjhj 
  com  
4,3,2,1,
2
 jAjj   
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As hipóteses que nos interessa testar relativas a efeitos de locais e de culturas podem 
ser escritas como  
3,2,0:,0  jAH jj   
ou equivalentemente como 
3,2,0:,0  jH jj    
temos agora a  
Proposição 4.3 
As estatísticas  
3,2,
S
S
   
h
h
4
j
j
4  jFj  
têm distribuição F  com jh e 4h  graus de liberdade e parâmetros de não centralidade 
j que se anulam quando e só quando 3,2,0:,0  jH jj  se verifica. 
D: os vetores ZAj e ZA4  tem matriz de covariância cruzada  
  3,2022   jAAAIA yj hk
t
yj
t
ynmj   
já que como é fácil verificar, as matrizes 3,2,4 jAA
t
j são nulas. Ora os vetores ZAj   
e ZA4     têm distribuições conjunta normal, 3,2j , já que  
3,2, 




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


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




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
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jZ
A
A
ZA
ZA
y
j
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j
 
tendo matriz de covariância cruzada nula, esses vetores são independentes, logo 
4 S  e  jS  são independentes 3,2j . Como  
   tjj ARXR 3 1      
tem-se  
,04 A  
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logo 04  . Assim tem-se 3,2,1,~
2
,
2 jS
jjhj 
 independente de jS h ,~
2
0,
2
4 4
  
donde resulta a parte da tese relativos às distribuições das estatísticas. A parte relati-
vo aos parâmetros da não centralidade resulta diretamente da expressão desses pa-
râmetros. 
Observe-se que, com  
3,2,  jAjj    
as hipóteses que estamos a considerar podem ser rescritas como 
3,2,0:,0  jH jj   
tratando-se pois de um caso particular de hipóteses consideradas na coluna prece-
dente. O que regularize o tratamento desta seção é ele assentar na partição ortogonal 
de nmR  nos espaços imagens das 4,3,2,1, jAj . 
No caso completo a análise pode ser simplificada resolvendo o problema através 
duma análise da variância com dois fatores sem interação. 
      Sejam 
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O que nos permite calcular a soma dos quadrados 
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a partir daí construir a tabela da ANOVA.  
Tabela2: Quadro resumo da ANOVA 
Origem da 
variação 
Soma de Quadrados Graus de li-
berdade 
Quadrado médio Teste F 
Locais 0
4
0
2
0
1 SSs    1m  
1
0
10
1


m
s
Q  
Es
s
F
0
1
1   
Culturas 0
4
0
3
0
2 SSs    1n  
1
0
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2


n
s
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s
F
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Erro 0
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0
1
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Se  21 FF é significativo ao nível  22  nmq   e   diferirão significativamente a esse ní-
vel os pares     ',', jjii   tais que 
     
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4.5 Zonagem agrícola 
 
Quando se utiliza um modelo deste os locais têm de ser identificados como estações 
experimentais de forma a puder ter-se várias culturas no mesmo local. 
Ora, as estações experimentais devem ser representantes das regiões em que estão im-
plantadas. Pode-se pois pensar em agrupar regiões contíguas com efeito de local seme-
lhante. Obtém-se assim uma contribuição para a Zonagem agrícola para as culturas uti-
lizadas ou mesmo para o grupo de culturas a que estas pertencem. 
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5 Aplicações 
 
5.1Generalidades 
 
Esta aplicação está centrada no modelo logarítmico. Assim foi preciso encontrar um 
caso em que, para mais duma cultivar, se tivesse para pelo menos um ano, ensaios nos 
mesmos locais. Fomos assim levados a identificar locais com estação experimentais 
admitindo que as mesmas eram suficientemente homogéneos. Convém desde já referir a 
dificuldade que encontramos em conseguir dados convenientes. Felizmente o Instituto 
Central de Melhoramento Vegetal da República Checa muito amavelmente forneceu-
nos dados adequados. Da sorte de se identificarmos estações experimentais com os lo-
cais resulta, o ter de para  cada cultura estudada trabalhar para o mesmo conjunto de 
cultivares para todos os locais, caso contrário embora se pudesse recorrer ao algoritmo 
de zig zag, os estimadores dos índices ambientais poderiam estar “ contaminados” pela 
variação dos cultivares utilizada de local para local. Esta condição implica por sua vez 
que o conjunto dos cultivares comuns a todos os locais não seja demasiado reduzido. 
Como veremos os dados relativos a cevada e trigo com que trabalhamos satisfazem esta 
exigência do conjunto comum de cultivares não ser demasiado reduzido. 
Se se tiverem resultados para cada cultura relativos a vários anos nos mesmos locais 
comuns verifica pelo menos para certos locais, o bom comportamento da ACR de forma 
a poder-se acertar a precisão dos estimadores com que se trabalha. 
 
5.2 Análise conjunta de regressões 
 
Os dados que utilizaremos referem-se á cultura de cevada e trigo nos anos de 
2004,2005,2006,2007 e 2008. Os mesmos foram conduzidos em 9 estações experimen-
tais com os códigos, 
BR, CAS, HE, HRA, CHT, UHO, LED, LIP e VER 
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Para todos os pares locais x cultura aplicamos a ACR apresentando-se nas tabelas 3a 
e 3b os coeficientes ajustados e os valores dos ajustamentos. 
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Tabela3a: Regressões para cultura da cevada 
 
Tabela 3b: Regressões para cultura do trigo 
 
Apresentam-se em seguida os correspondentes contornos superiores também para os 
pares local x cultivar. 
 
 
 
 
Barley
1020062 ,062 ,967 0,94 ,778 ,854 0,94 -,749 1,088 0,97 ,017 ,949 0,93 ,156 ,930 0,98 -,189 ,998 0,98 ,032 ,925 0,92 -,099 ,969 0,68 -,159 ,990 0,76
1020130 1,857 ,620 0,74 -,945 1,058 0,82 -,734 1,026 0,95 -1,344 1,131 0,94 ,037 ,898 0,95 ,056 ,977 0,98 ,671 ,881 0,94 -1,620 1,250 0,83 -3,539 1,348 0,69
1020183 -,152 1,015 0,96 -1,434 1,160 0,87 ,013 ,951 0,80 -,664 1,064 0,88 -,286 1,031 0,97 ,850 ,765 0,96 ,504 ,893 0,90 -2,022 1,326 0,87 -5,743 1,650 0,76
1020197 ,092 ,977 0,96 2,267 ,666 0,86 ,172 ,936 0,89 -,453 1,031 0,96 ,218 ,921 0,90 ,143 ,975 0,95 ,149 ,962 0,96 -,639 1,101 0,93 ,026 ,971 0,81
5073863 ,202 1,016 0,96 ,504 ,977 0,98 ,889 ,863 0,92 1,949 ,681 0,84 ,218 ,921 0,95 -,146 1,053 0,97 -,219 1,043 0,91 -,043 ,980 0,81 2,701 ,657 0,42
5075152 -,414 1,090 0,97 -1,746 1,242 0,95 -2,089 1,279 0,96 -,621 1,123 0,90 -,916 1,110 0,97 -,445 1,077 0,95 -,430 1,061 0,95 -3,284 1,572 0,95 -,886 1,108 0,52
5075648 -,024 1,000 0,94 -,433 1,076 0,97 ,967 ,898 0,97 1,260 ,806 0,91 ,389 ,964 0,98 ,176 1,022 0,98 -,140 1,028 0,91 1,893 ,728 0,79 ,978 ,914 0,75
5075649 ,144 ,954 0,91 1,668 ,751 0,83 ,907 ,928 0,93 -,499 1,072 0,92 -,596 1,087 0,96 -,322 1,020 0,93 ,465 ,927 0,96 ,980 ,761 0,80 ,073 1,014 0,94
5075684 ,780 ,889 0,93 1,465 ,833 0,88 1,044 ,861 0,88 1,120 ,785 0,91 ,205 ,941 0,94 ,206 ,963 0,94 -,772 1,120 0,96 ,213 ,991 0,93 3,480 ,611 0,42
5075710 -,742 1,117 0,96 -,190 1,015 0,96 -1,079 1,128 0,94 -,568 1,167 0,92 ,658 ,992 0,93 ,061 ,949 0,93 -,150 1,057 0,94 2,763 ,626 0,43 ,246 ,997 0,68
5076209 -1,743 1,338 0,92 -1,051 1,205 0,98 ,723 ,974 0,90 1,002 ,883 0,94 ,267 1,033 0,95 -,510 1,178 0,97 -,241 1,101 0,96 2,871 ,521 0,39 -1,587 1,243 0,77
5076389 -,061 1,016 0,94 -,882 1,163 0,98 -,065 1,068 0,93 -1,199 1,306 0,92 -,266 1,072 0,93 ,120 1,022 0,94 ,132 1,003 0,92 -1,011 1,175 0,95 4,408 ,496 0,44
Cultivar
BR CAS HE
Rgressões linearesRgressões lineares Rgressões lineares
LED
Rgressões lineares
LIP
Rgressões lineares
ZONAS/LOCAIS
VER
Rgressões lineares
HRA
Rgressões lineares
CHT
Rgressões lineares
UHO
Rgressões lineares
J
~
J
~ 2
JR J
~
J
~ 2
JR J
~
J
~ 2
JR J
~
J
~ 2
JR J
~
J
~ 2
JR J
~
J
~ 2
JR J
~
J
~ 2
JR J
~
J
~ 2
JRJ
~
J
~ 2
JR
wheat
1090020 1,320 ,816 0,90 1,860 ,700 0,53 -,790 1,099 0,86 1,971 ,753 0,75 ,335 ,891 0,90 1,944 ,739 0,61 3,707 ,508 0,67 ,797 ,839 0,84 3,587 ,519 0,37
1090155 1,198 ,834 0,92 ,173 ,900 0,79 ,883 ,878 0,81 1,669 ,818 0,82 -2,295 1,223 0,94 -,013 1,002 0,96 1,971 ,751 0,84 -,170 1,059 0,83 3,612 ,617 0,73
5073662 -,070 ,994 0,86 -2,846 1,320 0,90 1,129 ,894 0,91 -13,330 2,350 0,94 ,064 ,951 0,77 ,224 ,943 0,93 -3,012 1,317 0,90 -8,350 2,055 0,91 -1,760 1,223 0,79
5073670 -,658 1,059 0,93 2,758 ,730 0,80 -1,411 1,117 0,88 5,134 ,465 0,60 ,704 ,992 0,92 -1,887 1,201 0,94 -2,517 1,286 0,92 4,935 ,314 0,24 -7,288 1,848 0,76
5073677 ,666 ,990 0,92 5,421 ,523 0,58 1,803 ,867 0,97 3,241 ,680 0,70 -,289 1,051 0,92 -,153 1,058 0,91 ,065 1,027 0,92 1,212 ,898 0,77 1,320 ,886 0,55
5073687 -1,268 1,159 0,94 7,657 ,301 0,17 ,858 ,900 0,91 -10,641 2,086 0,87 1,152 ,886 0,84 1,057 ,959 0,90 ,912 ,947 0,90 -8,690 2,155 0,89 -5,281 1,514 0,78
5074948 -,579 1,071 0,95 4,214 ,610 0,72 -1,278 1,169 0,98 5,654 ,410 0,50 ,655 ,953 0,91 2,039 ,779 0,87 2,612 ,769 0,72 2,713 ,689 0,45 -2,351 1,240 0,88
5074957 -,031 1,029 0,94 -1,901 1,171 0,87 ,394 ,942 0,80 2,379 ,737 0,72 1,827 ,809 0,93 -,451 1,049 0,94 -1,147 1,101 0,87 1,102 ,804 0,73 -1,467 1,176 0,82
5075007 ,608 ,966 0,93 -,988 1,137 0,87 -,832 1,136 0,91 5,739 ,407 0,60 -,317 1,040 0,92 -,280 1,021 0,94 -,793 1,159 0,87 1,575 ,792 0,67 ,876 ,935 0,65
5075051 ,608 ,966 0,93 -8,690 1,874 0,95 -1,836 1,160 0,81 -2,373 1,239 0,95 -1,925 1,171 0,89 -1,566 1,158 0,93 -1,014 1,089 0,93 -4,461 1,541 0,95 -8,069 1,781 0,83
5075548 -1,610 1,175 0,98 ,842 1,004 0,65 -1,792 1,183 0,94 2,898 ,748 0,63 1,064 ,897 0,94 -2,255 1,316 0,96 ,419 1,021 0,96 4,921 ,338 0,46 3,948 ,594 0,28
5076066 -1,222 1,172 0,95 ,724 ,870 0,41 -,616 1,081 0,87 -14,922 2,601 0,90 -2,444 1,323 0,93 ,098 ,984 0,87 -,615 1,094 0,90 -10,988 2,572 0,94 5,065 ,496 0,21
5076078 1,282 ,852 0,97 ,870 ,933 0,87 ,154 1,003 0,94 5,616 ,364 0,31 -1,016 1,090 0,97 1,389 ,824 0,92 1,630 ,805 0,90 -,961 1,054 0,78 6,720 ,259 0,08
5076092 1,555 ,816 0,92 -6,274 1,554 0,69 -,829 1,071 0,93 3,565 ,627 0,60 2,114 ,782 0,86 -,572 1,029 0,95 -,860 1,089 0,97 5,632 ,224 0,26 -1,357 1,161 0,83
5076105 -,449 1,070 0,87 -3,761 1,385 0,87 ,974 ,874 0,76 1,359 ,939 0,64 -,512 1,066 0,92 ,026 1,001 0,90 -,800 1,043 0,74 2,647 ,746 0,56 -3,616 1,421 0,82
5076112 -,170 ,986 0,96 -,062 ,989 0,70 ,581 ,943 0,92 2,041 ,776 0,65 ,883 ,874 0,87 ,399 ,938 0,87 -,558 ,993 0,83 8,085 -,079 0,17 6,062 ,329 0,22
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 1.Cultura da cevada( Barley) 
Fig.3 Regressões no local BR 
 
 
 
 
 
 
 
 
Fig.4 Regressões no local CAS 
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Fig.5 Regressões no local HE 
 
 
 
Fig.6 Regressões no local HRA 
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Fig.7 Regressões no local CHT 
 
 
 
 
 
 
 
 
 
 
 
Fig.8 Regressões no local UHO 
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Fig.9 Regressões no local LED 
 
 
 
Fig.10 Regressões no local LIP 
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 Fig.11 Regressões no local VER 
 
 
 
A partir da análise conjunta de regressão linear, um por cultivar, desenha-se as cultiva-
res que farão parte do contorno superior formado por aquelas mais produtivas. 
Representações semelhantes vai ter a cultura trigo (wheat) , como a seguir é mostrado: 
 
 
 
 
 
 
 
 
 
 
75 
 
Fig.12 Regressões no local BR 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.13 Regressões no local CAS 
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Fig.14 Regressões no local HE 
 
   
 
 
 
 
 
 
 
 
 
Fig.15 Regressões no local HRA 
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Fig.16 Regressões no local CHT 
   
 
 
 
 
 
 
 
 
 
 
Fig.17 Regressões no local UHO 
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Fig.18 Regressões no local LED 
 
 
 
Fig.19 Regressões no local LIP 
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Fig.20 Regressões no local VER 
 
 
 
 
  
 
 
 
 
 
 
 
Do exame das tabelas 3a e 3b e dos gráficos do contorno superior pode concluir-se pela 
aplicabilidade da ACR nos dados com que estivemos a trabalhar.  
Na tabela 4 apresentamos os índices ambientais ajustados. 
Tabela 4: Índices ambientais ajustados 
 
 
 
 
2004 2005 2006 2007 2008 2004 2005 2006 2007 2008
BR 11,54 11,33 6,65 7,34 10,14 8,72 6,67 6,64 3,60 6,60
CAS 11,75 10,33 9,41 9,98 8,64 9,40 8,22 7,21 5,97 7,22
HE 9,53 8,78 8,45 5,86 10,42 7,68 6,85 5,75 5,30 9,32
HRA 9,77 10,22 6,91 9,28 9,14 7,54 8,32 4,86 4,75 4,60
CHT 9,87 10,27 7,17 7,45 8,61 8,28 8,60 3,44 4,08 5,11
UHO 10,43 8,50 7,76 5,96 9,64 7,28 5,77 4,53 1,87 6,08
LED 11,57 9,59 9,19 7,01 8,68 7,11 6,48 6,21 3,08 6,26
LIP 7,16 7,80 4,59 7,07 7,84 5,97 6,07 3,64 4,47 4,83
VER 10,4 9,20 9,28 9,44 7,28 9,44 8,55 7,42 8,14 8,32
Estação
CEVADA TRIGO
Anos Anos
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5.3 Seleção do caso a tratar 
 
Para se fazer uma avaliação preliminar da possibilidade do ajustamento do modelo loga-
rítmico utilizaremos o coeficiente ordinal de SPEARMAN para os vários anos. Para 
cada ano obteve-se o coeficiente correspondente aos índices ambientais ajustados para 
as duas culturas. Os valores obtidos estão apresentados no tabela 5. 
Tabela5: Coeficiente de correlação de SPEARMAN 
 
Assim observa-se uma forte variação destes coeficientes de ano para ano. Como refe-
rimos, uma variação pode ser devido às diferentes culturas reagem diferentemente às 
variações do clima de ano para ano. 
Dado a técnica que estamos a considerar tem sido desenvolvido para este trabalho não 
havendo, pois grandes experiências da utilização da mesma, vamos restringir-nos ao ano 
de 2006. 
Os logaritmos dos índices ambientais ajustados nesse ano para as duas culturas encon-
tram-se na tabela 6. 
Tabela 6: Logaritmos dos índices ambientais e seus totais 
 
 
Anos SPEARMAN
2004 0,066
2005 0,367
2006 0,650
2007 0,583
2008 0,200
Estação CEVADA TRIGO Total
BR 1,879 1,870 3,749
CAS 2,242 1,975 4,217
HE 2,134 1,749 3,883
HRA 1,933 1,581 3,514
CHT 1,970 1,235 3,205
UHO 1,989 1,511 3,500
LED 2,082 1,826 3,908
LIP 1,524 1,300 2,824
VER 2,228 2,004 4,232
Total 17,981 15,053 33,034
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5.4 Zonagem agrícola 
 
Optamos pela ANOVA com dois fatores em interação tendo-se o resumo da mesma na 
Tabela 7 
Tabela 7: Quadro resumo da ANOVA para a aplicação 
Origem da va-
riação 
Soma de Qua-
drados 
Graus de liber-
dade 
Quadrado mé-
dio 
Teste F 
Locais 83,0  8  104,0  **54,5  
Culturas 42,0  1  420,0  **00,22  
Erro 15,0  0,8  015,0   
 
onde  
** significativo ao nível de 1%. 
A mínima diferença significativa entre totais para locais, ao nível de 5% é de 1,21 con-
cluindo-se que o índice ambiental para LIP é significativamente inferior às de CAS e 
VER. 
Por outro lado o total dos índices ambientais para trigo é significativamente inferior às 
para a cevada ao nível de 1%. 
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6 Conclusão  
 
Introduzimos o modelo para os logaritmos dos índices ambientais que permite. 
o considerar simultaneamente várias culturas; 
o ajustar índices ambientais que podem ser utilizadas  em Zonagem Agrí-
cola. 
Neste modelo os fatores que se consideram eram: 
 locais; 
 culturas. 
 Já que fundamentalmente se esta a pensar em analisar dados colhidos no  mesmo ano 
agrícola.  
A tese seguinte virá completar o modelo de forma a poder-se considerar dados de vários 
anos agrícolas. Para já observamos que a diferença das reações de culturas diferentes ás 
variações climáticas de ano para ano poderá ser interpretado com uma interação AnoX 
Cultura a incluir no modelo. Pretenderemos aprofundar o estudo deste problema, ou 
seja, estudar o que estará na origem das reações diferentes entre as várias culturas rela-
tivamente a variações climáticas e sua influência nos índices ambientais. 
Continua a ser importante a aplicação do algoritmo zig zag, pelos bons resultados já 
conhecidos e aplicados em Mexia & Pinto 2003, Mexia & Pereira 2003, Pinto 2006 e 
Oliveira 2007. Sendo a técnica introduzida neste trabalho, o logaritmo dos índices am-
bientais, ao permitir o uso de várias culturas, complementa o algoritmo  zig zag. Fica 
aberto a possibilidade de novas pesquisas, nesse domínio, a partir do modelo logaritmo. 
Para se aplicar este modelo, é preciso que determinadas condições sejam garantidas 
como as quais cita-se que as regiões ou locais com que se trabalham sejam suficiente-
mente homogéneas e que o conjunto dos cultivares comuns a todos os locais não ser 
demasiado reduzido. Só assim se pode esperar um bom comportamento da ACR  e uma 
boa precisão dos estimadores. Um passo significativo para contornar o problema, suge-
re-se que as culturas sejam realizadas em rede fixa por locais de ensaios. 
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