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1. INTRODUCTION 
In this paper we are concerned with the 
solutions of the quasilinear elliptic equation 
existence of positive entire 
Lu = i&x. u, Du) in R”, (1.1 1 
where N > 2, L is given by 
L= f a,(x) D,+ ; h,(x) D,. (1.2) 
!,/=I ,=I 
D, = LT/d?r,, D,] = d’liix, ax,, 1 6 i, j< N, and i. is a real constant. By an 
entire solution of (1.1) we mean a function II of class C’(RN) which satisfies 
(1.1) in RN. 
In recent years, the existence of positive entire solutions of ( 1.1) has been 
studied under various structure hypotheses for L and f by many authors 
(see, e.g., [ 1-8, l&15, 17-22, 241). However, as far as we are aware, little 
is known about the existence of nonconstant entire solutions of Eq. ( 1.1) 
subject to the condition 
f(X,zl,O)EO for (x, u)ER\ x [0, rj). (1.3) 
Very recently, Kusano and the author [8] gave sufficient conditions for 
(1.1) with condition (1.3) to have a positive entire solution tending 
uniformly to zero as 1.~1 + co. 
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The purpose of this paper is to develop existence theorems for non- 
constant positive solutions of (1.1) under condition (1.3) and the 
hypothesis that f(x, U, Du) is sublinear with respect o DU at DU = 0. More 
specifically, we find sufficient conditions under which (1.1) has nonconstant 
bounded positive solutions (Theorems 1 and 2) or unbounded positive 
solutions with specified order of growth at infinity (Theorem 3). Our 
theorems can be applied to the equation 
Au = c(x) u:’ ID24 6 in RN, 
where A is the N-dimensional Laplacian, N3 2, y > 0, 0 < 6 < 1, and c(x) 
is one-signed in RN. For this equation we can employ Theorems 1 and 2 
if N> 3, and Theorem 3 if N= 2 (see Example 1 below). 
The theorems are proved by means of the supersolution-subsolution 
method. The difficulty is to construct a suitable global supersolution and 
subsolution of (1.1) such that any constant function does not lie between 
them. To overcome this difficulty we use the modified supersolution 
subsolution method (Lemma 1 below). In the proofs of the theorems, 
suitable modified supersolutions and subsolutions of (1 .l ) are explicitly 
constructed with the aid of solutions of second-order ordinary differential 
equations. 
The main results of this paper are stated in Section 2 and are proved in 
Section 3. Several examples illustrating our theorems are given in Section 4. 
2. STATEMENT OF MAIN RESULTS 
Throughout this paper, the following notation is used with respect to 
operator L given by (1.2): 
The conditions we assume for L are as follows: 
(L,) There is a constant a, > 0 such that 
f 4,(-Y) SriT73% li;l’ for all (x, <) E RN x RN. 
,,,= I 
(L2) ~,,EC:,,(R~), b,ECfJRN), l<i,j<N, for some 8~(0, 1). 
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(L3) There is a function B, E CL,(O. z) such that B,(r) 6 
min,,, =r B(.u)/A(s), r >O, exp( --Sk B,(s) ds) is bounded on [R, ^r_ ) and 
jg exp(-fXB,(s)ds)dr<oo for any R>O. 
In what follows we use the functions p* and rc* defined by 
p*(r)=exp(j:R,(s)ds]. n.(,,=j,’ dr/p,(.s), r>O, (1.1) 
where B, is as in (L,). 
The hypotheses on f are: 
(F,) ,f‘(~, U, p) (p= (p,, . . . . p,,,)) is nonnegative and locally Holder 
continuous (with exponent Q) in RN x [0, :X ) x R,‘. 
(F,) (Nagumo’s condition) For any bounded domain 52 c R” and 
any constant J > 0, there is a constant p(Q, J) > 0 such that 
.f‘,.K, 11, p)<p(Q, J)(l + IpI 
for XEQ, Odu<J, and PER”. 
(F,) (Sublinearity with respect to IpI at p =0) There exists a non- 
negative function c0 E Cl’,,( RN) with c,(O) > 0, a constant 6 E (0. 1) and a 
positive constant J,, such that 
fls, ll, p) 3 C”(X) IpI” for (s, II, PIE RL x [J,,, X)X R,\. 
(F,) There exists a positive function c E Cy,,( R” ) such that. for any 
constant J > 0, 
and (j> p,(s) c*(s) &)/p,(r) is bounded and integrable in (R, a~ ) for some 
R>O, where c*(r)=max,,+,c(.u)/A(s). 
Rerrwk I. It is obvious that the integrabihty condition for 
cjx P*b) c*t.s, ~~)lP*, 1 r in (R, sx ) is equivalent to the condition 
- T 
! p.+(r) n,(r) c.*(r) dr< z. (2.21 R 
Furthermore, we note that if (2.2) holds and p*(r) rr, (r ) 3 q, in (R. x ) for 
some positive constant nz,, then (Sk p,(s) C.*(J) ds)/p*(r) is bounded in 
(R. ^/c 1. 
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THEOREM 1. Suppose that (Li)-(L3) and (Fi)-(F4) hold and that 
f(x, u, 0) = 0 for (x, u) E RN x [0, 00). Then, there is 1, > 0 such that, for 
every ,I with 0 < IAl <A,, Eq. (1.1) has a nonconstant positive entire solution 
which tends to a positive constant as 1x1 -+ OZ. 
In the following theorem we show that, regardless of the value of i # 0, 
Eq. ( 1.1) possesses nonconstant positive entire solutions which are bounded 
and bounded away from zero in RN. For this result we need hypothesis 
(Fj) instead of (F4). 
(F,) There exists a locally Holder continuous function F defined 
in [l, co)x [0, co) [0, co) such that F(r,u,v) is positive in [l, co)x 
(0, co) (0, co), is nondecreasing in u and v for fixed r E [ 1, co ), and satisfies 
f(x, u, p)<F(lxl, u, IPI) 
for 1x1 3 1, u E [0, co), p E RN. 
THEOREM 2. Suppose that (L,)-(L,), (F,)-(F,), and (F,) are satisfied 
and f(x, u, 0) = 0 for (x, u) E RN x [0, co). Zf moreover for any constant 
k>O 
I ,= p,(r) F(r, k l/p,(r)) dr < 00, (2.3) 
then, for every A # 0, (1.1) has infinitely many nonconstant positive entire 
solutions which are bounded and bounded away from zero in RN. 
Our next objective is to establish the existence of unbounded positive 
entire solutions of (1.1). To this end the following hypothesis (L4) on L is 
assumed instead of (L3). 
(L4) There exist functions B, and B* in CrO,(O, co) such that 
B,(r) < B(x)/A(x) < B*(r) for r = 1x1 > 0, 
s m (B*(r) - B,(r)) dr < CC R (2.4) 
and 
dr = co (2.5) 
for some R>O. 
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In the following theorem, p* is as in (2.1) with B, in (Lq), and l7, IS 
defined by 
n*crr=pwP*(S) for Y> 1. (2 6) 
I 
Note that (2.5) implies that n,(r) + x8 as I’ ---* x 
THEOREM 3. Slcppose that (L,), (L,), (L,), (F,)-(F,), U& (F,) UYL 
satisfied and thut ,f(x, U, 0) = 0 for (.u, U) E R’\’ x [0, x ). Zf’nzoreow 
p,(r) F(r, k-n,(r), l/p,(r)) dr < y_m (2.7 1 
- I 
for some constant k > 0, then, ,for ever?’ E. > 0. ( 1 .l ) hus u positive entrrr 
sohrtion 14 sutisf~+ng 
-for large R > 1 and jbr some positive constm1t.v M, und M, 
3. PROOF OF THEOREMS 
3.1. For the proof of Theorems l-3 we need the following lemma. 
LEMMA 1. Suppose that (L, ), (LJ, (F, ), und (F, ) ure sutisfied. 41‘ there 
e.uist a sltbsolution V and a supersolution W of ( 1 ,l ) s14ch that they ure of 
class C’(RN) and V(X) < W(X), .YE R’, then Eq. (1.1 ) has u solution 14 
sutkfikg 
V(x) < u(x) < W(s), .K E R.‘. 
For the definition of a supersolution and a subsolution we refer to 
[S; p. 1951 (cf. [ 161 and [ 191). Lemma 1 is proved by essentially the same 
method as in [ 19; Theorem 3.41. so the proof is omitted (see also [ l]. 
[16], and [20]). 
3.2. In the proofs of Theorems 1 and 2, B* and p* denote, respectively. 
the functions defined by 
B*(r) = max B(.u)/A(.u) and r>O 
ItI =r 
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Proof of Theorem 1. By (F,), we can choose a function c,, E C$RN), 
constants 6 E (0, l), and J, > 0 such that supp cg = {x: /XI< 2R,), 
co(x) > 0, (x( < 2R,, for some R0 > 0, and 
.0-T k P) 3 co(x) lPld for (x,z~,~)ER~x[J~,~~)xR~. (3.1) 
The case A> 0. Put 
q(r) = jr(n*(s) - n*(r)) P,(s) c*(s) ds for r>RO. (3.2) 
RI 
Take a constant d, such that d, Z J, and define a function )’ by 
y(r) = d, for OGr< R,; .Ar) = d, + v(r) for r3R0. (3.3) 
Then, we see that ~1 EC ‘[IO, 00 ), y’(r) is bounded and nonnegative in 
[0, 03) and )’ satisfies 
(p*(r) u’)’ = 0, O<r<R,, 
(p,(r) y’)’ = p,(r) c*(r), r>&, 
(3.4) 
where ’ = d/dr. In fact, (3.4) is easily checked, and the boundedness of y’(r) 
follows from (FJ. Put now 
J, = max (d, + q( -I- co), sup q’(r)}, 
r2Ro 
where q(+co)=lim,,, q(r). If we define V(x) = y( 1x1), x E RN, then I/ is 
a subsolution of ( 1.1) provided that 0 < A < l/K(J,), where K(J,) is as in 
(F,). Indeed, noting that (3.4) is equivalent to 
y”(r) + B,(r) y’(r) = 0 for O<r<:R,, 
v”(r) + B,(r) y’(r) = c*(r) for r>R,, 
(3.5) 
and that 0 d y(r), /y’(r)1 d Ji, y’(r) > 0 for r > R,,, we obtain 
LV(x)=A(x)y”(lxl)+B(x),v’(JxJ) 
=A(x~~y”(lxl~+~*~lxl~ V’(lxl))+(B(x)-A(-~) B*(M)) Y’(lXl)) 
2 A(x) c*(lxl) 2 c(x)2 I-(x, Vx), DVx))INJ,) 
2 3,f(x, V(x), DV(x)) for (xl > R,, (3.6) 
and LV(x) = 0 = Ajjx, V(x), DV(x)) for 1~) CR,. 
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To construct a supersolution of (1.1) we put 
for r3&. (3.7) 
where c “*(r) = minlJ, =r c,(.u)/A(s). Then, we can choose a constant i., > 0 
such that for any 2. E (0, A,) the following inequalities hold: 
r/(S’X’)>i”’ “‘i(+x,. (3.8 J 
and 
q’(r) > r. “I “-J’(‘(r)3() for r>R,, (3.9 J 
where i(+z)=lim,,, i(r). In fact, since p,(r)<p*(r) for r 3 R,, and 
c,,(r)=0 for r>2R 0, i( + co) is finite by (L,), then (3.8) holds provided 
that A is small enough. Next we have 
p,(r)(q’(r)-i’ ‘I-‘) i’(r)) 3 j”’ p,(s) c*(s) ds- I.’ ” ‘)’ 
Ril 
x(l-(jj)lfl -61 
i? 
-I p*(s)l- “c,*(r)ds)“’ “$ 
\ RI] 
= q(r). r>R,. 
where cp is defined by the last equality. In order to prove (3.9) it is enough 
to show that q(r) > 0, r > R,, for sufficiently small j, > 0. Since c*(r) > 0 in 
[R,, 2R,] by (F4), we see that if i > 0 is small enough, then 
cp’(r)=p,(r) c*(r)-].’ (I-“(1 -6)’ ” ” 
0 
r 
> 
S(l -0, 
X p*(s)‘-” c,,*(s) ds p*(r)’ -A L.<,,(Y) >O. 
RU 
R,dr~2&, 
and q’(r) = p,(r) c*(r) > 0 for r > 2R,. From this and cp(R,) = 0, we have 
q(r) > 0, r > R,. Thus (3.9) is valid for A > 0 small enough. 
Put now A+ = min{ l/K(J,), A, 1 and let O<i<L+. Put 
dz=d,+q(+m)-l’.” m”‘[(+(x;) (3.10) 
and define 
:(r)=d, for Odr< R,; z(r) = dz + i.’ ‘I -J’ c(r) for r>R,. 
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Then, it is easy to see that z E C*[O, co), z’(r) > 0 for r > 0, and z satisfies 
(p*(r) z’(r))‘= ;Ip*(r) co*(r) Iz’(r)lS, Y > 0, 
which is equivalent to 
z”(r) -t B*(r) z’(r) = &)*(r) IZ’(Y)16, r > 0. 
From this, (3.1) and the fact that z(r)ad2 2 d, >J0, r>O, it follows that 
W(x) = z( 1x1) satisfies 
LW(x)=A(x)(z”(lxJ)+B*(lxl) z’(lxl)) 
+ (G) - A(x) B*(bl)) z’(lxl) 
~W.~)qI*(lxl) I--‘(I.~I)I”G~CO(X) lDW)l” 
< &ff(x, W(x), DW(x)) for s E RN. (3.11) 
Furthermore, by (3.9) and (3.10) we see that y(r)<=(r), r> R,, and 
lim,,:, y(r)=lim,+, z(r) = d, + q( + co ) > 0, and so V(x) < W(x), x E RN, 
and lq,, + cQ Vx) = lim,,, + m W(X) > 0. Therefore, by Lemma 1 there 
exists a solution u of (1.1) such that V(x)< U(X) < W(x), XE RN. It is 
obvtous that hm,,, _ ~ u(.x) = d, + r]( + co). Finally, u is not a constant 
function because u(0) < W(0) < lim,,, _ J) W(x) = lim,,, _ ~ u(x). 
The case i < 0. Let q and i be as in (3.2) and (3.7), respectively. Take 
a constant d3 such that 
d,>rl(+Co)+Jo, (3.12) 
and put 
J, = max{d,, sup q’(r)} 
i- 2 Ro 
and A- = min(1, l/K(J,)}, 
where K(J,) is the constant K(J) with J= J2 in (F4). Let -I- < A < 0 and 
define 
Z(r) = d3 for O<r<:R,; Z(r) = 4 -v(r) for raR,. 
Then, by a similar argument to (3.6) we see that W(x) = Z( /xl), x E RN, 
satisfies 
~~~~~=~~~~~~“~l~l~+~*~l~l~~‘~l~l~~ 
+(B(x)--A(x)B*(lxl))~(l-~l) 
G -4x) c*(l-4) d -c(x) < -f(x, W(x), DW(x))/K(J2) 
G vf(x, Wx), DWX)) for 1x1 > R,, 
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and LW(x) = 0 = %$(.u, W(X), DW’(x)) for 1~1 CR,. This implies that W is 
a supersolution of (1.1). 
Next. put 
(3.13) 
and define 
Y(r) = d4 for 0~1.1. R,; 
Y(r)=d,-(-l.)““--“‘;(r) for r3 R,. 
Then, we see that YE C’[O, cc), Y’(r)<0 for r>O and 
(p*(r) Y’(r))‘= -i-p*(r) co*(r) /Y’(r)/“, r > 0. 
Furthermore (3.12) and (3.13) imply that 
y(r)>d,-(-i)‘:‘l-“’ i( + m ) = d3 - q( + x ) > J,, for r30. 
Hence, arguing as in (3.11), we see that V(.u) = Y( 1.~1 ), XE R’%, is a 
subsolution of (1.1). Exactly as in the case 1, > 0, it can be shown that 
I’(s) 6 W(X), s E RN, and lim,,, _ ~ V(X) = lim,,, _ T W(X) = d, - q( + ‘x ) 
> 0. The existence of the desired solution of (1.1) with i. E ( -E, , 0) follows 
from Lemma 1. This proves Theorem 1 where i., = min I i. A . j. I. 
In Corollary 1 we consider the equation 
Lu = c(x) u:’ (DUJ s, .K E R’V, IV > 2. (3.14) 
where 1 and 6 are nonnegative constants. and c is a locally Holder 
continuous (with exponent 8) function in R”‘. 
COROLLARY 1. Suppose that (L,)-(L,) are satisjkd and that c(x) never 
changes sign in RN and c(O)#O. Let 0<6<1 and ~+6#1. If 
Cj’R p,(s) c*(s) ds)lp,( ) b r 1s ounded in (R, CC ) for some R > 0, and 
s 
zc 
p,(r) x.,.(r) c*(r) dr < x. 
R 
(3.15) 
where c*(r) = max,,, =r ~c(.u)~/A(.x), then Eq. (3.14) has a nonconstant 
positive entire solution which tends to a positive constant as /x/ + ,x8. In the 
case 0 < y + 6 < 1, there exists an I, > 0 such that, jbr ever?? constant 
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1~ (l,, co), (3.14) has a nonconstant positive entire solution u with 
lim,,, _ r U(X) = 1. 
Proof Hypotheses (F1)-(F4) are obviously satisfied by f(x, U, p) = 
Ic(x)l uy Ipj6 and condition (2.2) follows from (3.15). Hence, by Theorem 1 
there is a positive constant i such that the equation 
Lu = AC(X) 247 IDu(“, XERN 
has a nonconstant positive solution u0 which converges to a positive 
constant as 1x1 + co. Then it is easily checked that u(x)=~~“(~~~-~)u~(x) 
is the desired solution of (3.14). 
Next we consider the case 0 < y + 6 < 1. We assert that if c(x) d 0 in RN, 
then for every I > 0 there exists a nonconstant positive solution U, of (3.14) 
such that lim ,XI _ oG u,(x) = 1. In fact, let u be a nonconstant positive 
solution of (3.14) obtained just above, and denote by 1, the limit of u as 
1x1 + 00. Since Lu(x)60 in RN, lim,,, +=, U(X) = I,, and U(X) f I,, the 
maximum principle implies that U(X) > I, in RN. It is easy to show that if 
I> I, (resp. if O< 1~ lo), then the functions V(x) = U(X) + l-1, (resp. 
V(x) = lu(x)/lO) and W(x) = Zu(x)/l, (resp. W(x) = U(X) + I- I,), are a 
subsolution and a supersolution of (3.14), respectively, and satisfy 
I < V(x) 6 W(x), x E RN, lim,,, _ z V(x) = lim,,, _ 53 W(x) = 1. Therefore, in 
view of Lemma 1, (3.14) has a positive entire solution U,(X) lying between 
V(x) and W(x) for every XE RN. It is obvious that lim,,, _ oc’ U(X) = 1. 
Furthermore, since z+(x) 2 V(x) > 1 in RN, U, is a nonconstant solution of 
(3.14). 
In the case c(x) B 0, let u and I, be as in the above proof. This time the 
maximum principle implies that u(x) < l,, x E RN. Put now 1, = 1, - 
inf{u(x) : .Y E RN} and put 
W) = wxw,, W(x)=u(x)+I-I, for x~R~,ifl>l,,, 
V(x) = u(x) + I- l,, W(x) = lu(x)/l, for xERN,iflO>l>I*. 
Then, I/ and W are a subsolution and a supersolution of (3.14), 
respectively, such that V(x) 6 W(x) in RN. Therefore, we obtain a solution 
of (3.14) which tends to 1 as (xl + co. 
Remark 2. By the above proof, if c(x) < 0, x E RN, then the constant I, 
in Corollary 1 can be taken to be 1, = 0. 
3.3. Proof of Theorem 2. It suffices to prove the assertion in the two 
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cases A = + 1. Throughout the proof of Theorem 2, let C,,(X), Jo > 0 and 
R,, > 0 be as in the proof of Theorem 1. 
(i ) The case 3. = 1: Let a, be the positive constant in (L, )? and for any 
positive constants tl and R, put 
jr p,(r) F(r, x, l/~*(r)) c/r 
R 
Take a satisfying CI 3 max [ 1. J,, i and choose R, such that R, > 2R,,. 
TC*(R,)< 1, 
M(2a, It,)< 1 (3.16) 
and 
M(2c(. R,)<(l -S)‘(’ ” 
i 
2Ri, 1 
__ 
-R,i p*(r) 
I ItI r) 1 
X p*(s)’ Ii c,,.+(s) ds ! 
dt, (3.17) 
RI1 
where p* and cO* are as in the proof of Theorem 1. Since lim R _ r TC * ( R ) 
=0 by (L3), and lim., % M(2cl, R) = 0 by (2.3) the choice of such an R, 
is possible. 
To construct a subsolution of (1.1) as a radially symmetric function, we 
solve the following initial value problem for the ordinary differential 
equation: 
(p*(r) .v’)‘= p*(r) or, .I: l/P*(r)),‘% r>R,, 
(3.18) 
.v(R,) = x, f(R,)=O. 
Let C[ R, , x, ) be the locally convex space of all continuous functions in 
[R, . x ) with the usual metric topology and put 
Y=(~EC[R~. xl):cc~<,(r)~2a,r3R,). (3.19) 
Obviously Y is a closed subset of C[R, , XI). Define a mapping @ by 
@y(r)=z+ J’ (n,(s)- n.+(r))p.+(s)F(s, J$.F), lip,(s))ds r>R,. 
RI 
Then, it can be verified that @ is a continuous mapping from Y into itself 
and @Y is relatively compact in C[R,. ,x ). 
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That @ maps Y into itself is shown as follows. If YE Y, we have 
immediately @y(r) > a for r 3 R, . Since rc* (r) < 1 for r > R,, from the 
monotonicity of F and (3.16) it follows that 
@y(r) d a+ P,(S) n*(s) F(s, 2~ l/p,(s)) ds a,, 
<a+M(2cr, R,)d2c( for r>R,. 
Hence we have @Y c Y. 
The continuity of @ follows from the uniform continuity of F(r, u, v) in 
any compact set in [l, co) x [0, GO) x [0, co). 
To prove that @ Y is relatively compact in C[ R, , cc ), it suffices to show 
that @Y is uniformly bounded and equicontinuous at every point in 
[R,, co ). The uniform boundedness is obvious and the equicontinuity 
follows from (3.1) and the inequality 
P,(S) Fb, 24 ~/P,(S)) 4 r>R,. 
Thus we can apply the Schauder-Tychonoff fixed point theorem and 
conclude that @ has a fixed point y in Y. This fixed point y = y(r) is a 
solution of (3.18). The function V defined by 
V(x) = o! for 1x1 <RI; W)=.J4l-4) for 1x1 >R, 
is a subsolution of (1.1) with A= 1. Indeed, noting that YE C’[R,, co)n 
C’(R,, co) and y’(r)-+0 as r-+R,+O, we see that VtzC1(RN)n 
C2(R”‘\{x: 1x1 = R,}). It is obvious that LV(x)=O=f(x, V(x), DV(x)) 
for 1x1 CR,. On the other hand, arguing as in (3.6), by (3.18) we see that 
LVx)24x)F(lxl, Y(IxIL ~/P*(I.~))/Q, for 1~1 > R,. (3.20) 
Furthermore, noting that 0 < ID?‘(x)1 = y’( 1x1) d l/p,((xJ) which follows 
from differentiation of @y(r)= y(r) and (3.16), and using (3.20) the 
monotonicity of F(r, U, v) with respect to u and hypothesis (F,), we have 
Lv(x) 2 F(l-4, v(x), PJ’(x)l)a Ax, V(x), DVx)) for /xl > R,. 
By exactly the same method as in (3.11), we see that the function W 
defined by 
W(x) = a for 1x1 CR,; W(x) = CI + i( 1x1) for 1x1 3 R, 
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is a supersolution of (1.1) with ,4 = 1, where ; IS defined by (3.7). The 
relation V(X) 6 W(X), x E RN, is proved as follows. That V(.u) < W(s) for 
1.~1 < R, is obvious. and we have 
V(s) = y( 1.x1) 
0 
IYI 
=r+ (71*(s)- n*(lsl)) p*(s) F(s, y(s), l.‘p*Ls)) ds Ah 
RI 1” 
d r + M(2a, R,) (byn,(R,)< 1) 
<x+(1-(j)‘.” Jl 
> 
I,, 1 ~~ J , 
X p*(s)’ -5 co*(s) ds nt (by (3.17)) 
=ci(+i(lsl)= W(s) for 1.~1 > R,. 
Therefore Lemma 1 guarantees the existence of a solution u of ( 1.1 ) with 
3. = 1 such that P’(.u) 6 U(X) < W(X), XE R”. This u is obviously a non- 
constant function in RN. Since a >J, is arbitrary, infinitely many such 
solutions of ( 1.1) exist. 
(ii) T/re ruse i. = - 1: Take a 3 1 such that 
and choose R, satisfying R, >2R,, n*(R,)< 1, (3.16) and (3.17). Let 
CCR,, w ) and Y be as in the proof of part (i) and define a mapping (Y by 
tP:(r)=2a- Jr (7t*(s)--*(r))p*(s)F(s,=(s), l/p*(s))ds r3 R,. 
RI 
By essentially the same argument as in the proof of part (i ), we see that Y 
has a fixed point 2 in Y which is a solution of 
(p*(r)=‘)‘= -p,(r) F(r, =. lIp*(r)),‘a,,, r>R,. 
z(R,)=2a. =‘(R,)=O, 
and satisfies ccdz(r)<2a and -I/p,(r)<:‘(r)<0 for r>R,, 
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It can be shown that the functions V and W defined by 
V(x) = 2c! for 1x1 CR,; V(x) = 2ci - [( 1x1) for 1x1 > R,, 
and 
W(x) = 2a for Ix/ -CR,; W(x) = z( 1x1) for (xl 2 R,, 
respectively, are a subsolution and a supersolution of (1.1) with I = - 1 
such that V(x) < W(x) in RN. Hence we have a solution u of (1.1) with 
%= - 1 satisfying V(x) < u(x) < W(x) in RN. The details are left to the 
reader. 
3.4. Proof of Theorem 3. As in the proof of Theorem 2, it is enough to 
prove the assertion for the case i = 1. Let co(x) and R, > 0 be as in the 
proof of Theorem 1, and let p* and Z7* be redefined as 
p*(r) =exp (11, B*(s) &) and n*(r) = 11, &/p*(s) (3.21) 
for Y > R,. Note that without loss of generality we may assume that R, < 4. 
Let CI be a constant such that 0 < c( 6 min{ 1, k/2), where k is as in (2.7). 
Let a0 be as in (L,) and, for R> 1, define 
We take a constant k, such that p,(r) < p*(r) < k, p,(r) for r > 1. The 
existence of such a k, is guaranteed by (2.4). Since Z7,( R) --f co and 
&f(2a, R) + 0 as R + CC by (2.5) and (2.7), respectively, we can find an R, 
such that RI > max{ 1, 2Ro}, ZZ,(R,) 3 1, fi(2a, R,) d a, and 
ii324 R,)<k,‘(l -c?)~‘(~-~’ 
(I 
2Ro 
p*(r)‘-” CO.+(r) dr 
RI3 > 
I/( I ~- 8) 
(3.22) 
Putting 
~=(y~C[R~,co):ady(r)b2aZ7,(r),r3R,), 
where C[R, , 00 ) is as in the proof of Theorem 2, we define a mapping 6 
by 
G(r) = a + 
( 
jr (n,(r) - n,(s)) p,(s) JT6 v(s), l/p,(s)) A a~, 
RI 
r>R,. 
1 r 
0 < y’(r) = ~ 
i arIP* RI 
P*(S ‘1 F(s. y(s). l/p*(s)) ds 
G fim, R, )/p*(r) G l/P* (r) for I’> R,. 
Define the functions V and W by 
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The same argument as in the proof of Theorem 2 shows that $ has a fixed 
point .I’ in 8, giving a solution of (3.18). We note that this J’ satisfies 
I -( .K ) = i( for 1.~1 < R, : b’(s) = y( Is/ ) for 1.~1 > R, 
and 
W(s) = CI, for 1.~1 CR,; w(.K)=‘Y,+~(l.Kl) for Is/ 3 R,,, 
where ~1, is an arbitrary constant satisfying x, 3 J, and i is as in (3.7) in 
which p* is defined by (3.21). Then, by the same method as in the proof 
of Theorem 2, it can be checked that V and W are, respectively, a sub- 
solution and a supersolution of (1.1) with i = 1. Furthermore, the relation 
V(X) < W(x) in RN follows from (3.22). Therefore by Lemma 1 we obtain 
a solution U(X) of ( 1.1) with 1= 1 lying between b’(s) and W(s) for every 
.KE R%. Since n*(r) < n,(r) < Z7*(r)/k, for Y > 1, and by L’Hospital’s rule 
p,(s)F(~. J(S), l,lp*(.~))ds 
l(r) 
.I!! II*(r) 
--(l-S)“” mh’ 
J^ 
R:, p*(s)‘~~“(.,,*(,s)L~~< %. 
U(X) satisfies (2.8). This completes the proof. 
4. EXAMPLES 
EXAMPLE 1. Consider the equation 
Au=~.(c(x)u IDu/“+d(.u)u” IDul’) in R,‘, N32. (4.1 1 
where c(x) and d(.u) are nonnegative functions of class C’~o,(R” ), 0 < 8 < 1. 
with c(O) > 0, and y, 6, 6, and z are nonnegative constants such that 
0~6~1 andO<td2. 
Conditions (L,) and (L,) hold for the operator L= A. Since 
B,(r) = B*(r) = (N- 1)/r and p,(r) = p*(r) = r” ’ for this operator. 
536 YASUHIRO FURUSHO 
hypothesis (LX) or (L4) is satisfied according to N > 3 or N = 2. This time 
the functions rc* in (2.1) and Z7, in (2.6) become ~~,(r)=r’-~/(N-2) if 
N 3 3, and l7, (r) = log r if N = 2, respectively. The function f(x, U, p) = 
functions ’ 
C(X) ~4~’ IpI +d(x) u” IpIT satisfies (F,)-(F,). In what follows, we use the 
c*(r) = max c(x) and d*(r) = f?y 4.x), r > 0. 
/.x = r r r 
(i) Let N= 2. Applying Theorem 3, we conclude that if 
s 
,-c, % 
r1 -‘(log r)y c*(r) dr < a3 and s r’ -‘(log r)O d*(r) dr < co R R 
for some R > 1, then, for every 2 > 0, (4.1) has a positive solution with 
logarithmic growth as 1.~1 + co. 
(ii) Let N3 3. 
(4 If 
s 
x 
r(c*(r) + d*(r)) dr < m for some R > 0 
R 
and 121 > 0 is small enough, then by Theorem 1 combined with Remark 1, 
(4.1) has a nonconstant positive entire solution which converges to some 
positive constant as Ix/ + co. 
(b) Suppose that y + 6 # 1 and d(x) E 0 in RN. If 
s 
nc 
rc*(r) dr < a3 
R 
(4.2) 
for some R > 0, then by Corollary 1 combined with Remark 1, for every 
2 # 0, (4.1) has a nonconstant positive entire solution tending to some 
positive constant as 1x1 -+ co. In the special case where 0 < y + 6 < 1 and 
2 < 0, (4.1) has nonconstant positive entire solutions which have prescribed 
positive limits as 1x1 -+ co. 
(cl If 
r(N--l)(l-~)C*(r)dr< m and ,.lN- I)(1 -“&iyr) dr < oo 
for some R > 0, then Theorem 2 implies that, regardless of the value of 
1# 0, (4.1) has infinitely many nonconstant positive entire solutions which 
are bounded and bounded away from zero in RN. 
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Remark 3. If (4.2) holds and 0 < 6 < 1. then by Minkowski’s inequality 
([9; p. 1481) we have 
for R 3 1. From this and [ 8; Theorem 4.11 (see also [ 8; Ex. 4.11) it follows 
that if 720, O<S< 1, y+6< 1, c(s)?O, SE R”. c(O)>O. and (4.2) holds, 
then the equation 
Au + c(x) uy lDulB = 0 in R’. N3 3 
has a positive entire solution tending to zero as 1.~1 + x as well as non- 
constant positive entire solutions which have prescribed positive limits as 
1x1 -+ x. 
EXAMPLE 2. Let either h = 1 or b = - 1 and consider the equation 
Au + 2b c x, D,u = c(s) II;’ /Dzl/‘). .!-E R,‘. h’>-’ , -. (4.3 I 
,=l 
where 7, 6 are as in Example 1, and c(s) is a locally Holder continuous 
function which never changes sign in R” and satisfies c(O) # 0. Hypotheses 
(L, ), (LZ), and (F, )-(F,) are satisfied by (4.3). In particular, since 
B(.u)/A(.u)=2h 1.~1 +(N- l)/l.ul for A+2hx:;\=, .u,D,. either (L,) or (L,) 
holds with B,(r)=B*(r)=2hr+(N- 1):~ according to h= 1 or h= -1. 
The functions p* and p* become p*(‘)= p*(~)=c’ h~,’ ’ exp(hr’~. 
Furthermore. n*(r) (if b= 1) and D,(Y) (if h= - 1 ) behave like 
r ’ exp( -hr*) as Y -+ sci. In this example, c*(Y)=max,,, ~, ic(.r)l for r>O. 
(i) Let h = 1 and ;’ + 6 # 1. From Corollary 1 we see that if c(s) 1s 
bounded in R” and 
nr C*(r) 
! 
- dr < ,x1 for some R > 0, 
R r 
then (4.3) has a nonconstant positive entire solution which converges to 
some positive constant as IsI + x. 
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(ii) Let 6= 1. If 
x r(N--l)ll--d)e(l--S)r2C*(y)dy<rX, for some R > 0, 
R 
then by Theorem 2, regardless of the value of y + 6, (4.3) has infinitely 
many nonconstant positive entire solutions which are bounded and 
bounded away from zero in RN. 
(iii) Let b = - 1. If c(x) is nonnegative in RN and 
S’ 
m y(N~l)(1~6)-~Ne-(I-:-fi)r2 t+z 
c (Y)dY< cc for some R > 0, 
R 
then by Theorem 3, (4.3) has a positive entire solution which behaves like 
1x1 -N exp( 1x1’) as 1.~1 + co. 
EXAMPLE 3. Consider the equation 
Au = %c(x) log( 1 + u) (Duj”, XE RN, Na 3, (4.4) 
where C(X) is as in Example 1 and 6 is a constant such that 0 < 6 < 1. 
Under the hypothesis (4.2), if 111 > 0 is small enough, then (4.4) has a 
nonconstant positive entire solution converging to some positive constant 
as 1x1 --) co. 
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