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Abstract 
This thesis deals with the problem of the instantaneous frequency (IF) estima-
tion of sinusoidal signals. This topic plays significant role in signal processing 
and communications. 
Depending on the type of the signal, two major approaches are consid-
ered. For IF estimation of single-tone or digitally-modulated sinusoidal signals 
(like frequency shift keying signals) the approach of digital phase-locked loops 
(DPLLs) is considered, and this is Part-I of this thesis. For FM signals the 
approach of time-frequency analysis is considered, and this is Part-II of the 
thesis. 
In part-I we have utilized sinusoidal DPLLs with non-uniform sampling 
scheme as this type is widely used in communication systems. The digital 
tanlock loop (DTL) has introduced significant advantages over other existing 
DPLLs. In the last 10 years many efforts have been made to improve DTL 
performance. However, this loop and all of its modifications utilizes Hilbert 
transformer (HT) to produce a signal-independent 90-degree phase-shifted ver-
sion of the input signal. Hilbert transformer can be realized approximately using 
a finite impulse response (FIR) digital filter. This realization introduces further 
complexity in the loop in addition to approximations and frequency limitations 
on the input signal. We have tried to avoid practical difficulties associated with 
the conventional tanlock scheme while keeping its advantages. A time-delay 
is utilized in the tanlock scheme of DTL to produce a signal-dependent phase 
shift. This gave rise to the time-delay digital tanlock loop (TDTL). Fixed point 
theorems are used to analyze the behavior of the new loop. As such TDTL com-
bines the two major approaches in DPLLs: the non-linear approach of sinusoidal 
DPLL based on fixed point analysis, and the linear tanlock approach based on 
the arctan phase detection. TDTL preserves the main advantages of the DTL 
despite its reduced structure. An application of TDTL in FSK demodulation is 
also considered. This idea of replacing HT by a time-delay may be of interest 
in other signal processing systems. Hence we have analyzed and compared the 
behaviors of the HT and the time-delay in the presence of additive Gaussian 
noise. 
11 
Based on the above analysis, the behavior of the first and second-order 
TDTLs has been analyzed in additive Gaussian noise. 
Since DPLLs need time for locking, they are normally not efficient in tracking 
the continuously changing frequencies of non-stationary signals, i.e. signals with 
time-varying spectra. Nonstationary signals are of importance in synthetic and 
real life applications. An example is the frequency-modulated (FM) signals 
widely used in communication systems. Part-II of this thesis is dedicated for the 
IF estimation of non-stationary signals. For such signals the classical spectral 
techniques break down, due to the time-varying nature of their spectra, and 
more advanced techniques should be utilized. 
For the purpose of instantaneous frequency estimation of non-stationary 
signals there are two major approaches: parametric and non-parametric. We 
chose the non-parametric approach which is based on time-frequency analysis. 
This approach is computationally less expensive and more effective in dealing 
with multicomponent signals, which are the main aim of this part of the thesis. 
A time-frequency distribution (TFD) of a signal is a two-dimensional trans-
formation of the signal to the time-frequency domain. Multicomponent signals 
can be identified by multiple energy peaks in the time-frequency domain. Many 
real life and synthetic signals are of multicomponent nature and there is little 
in the literature concerning IF estimation of such signals. This is why we have 
concentrated on multicomponent signals in Part-H. 
An adaptive algorithm for IF estimation using the quadratic time-frequency 
distributions has been analyzed. A class of time-frequency distributions that are 
more suitable for this purpose has been proposed. The kernels of this class are 
time-only or one-dimensional, rather than the time-lag (two-dimensional) ker-
nels. Hence this class has been named as the T -class. If the parameters of these 
TFDs are properly chosen, they are more efficient than the existing fixed-kernel 
TFDs in terms of resolution (energy concentration around the IF) and artifacts 
reduction. The T-distributions has been used in the IF adaptive algorithm and 
proved to be efficient in tracking rapidly changing frequencies. They also en-
ables direct amplitude estimation for the components of a multicomponent FM 
signal, which is necessary for the adaptive IF estimation. 
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Preface 
The main topic of this thesis is the estimation of the instantaneous frequency 
(IF) of signals. This topic is of utmost importance in electronics and communi-
cations engineering. Depending on the kind of the signal, two major approaches 
are considered. For sinusoidal or digitally-modulated signals (like FSK signals), 
we considered the phase-locked techniques that are widely used in communi-
cation systems. For general FM signals we considered the approach of time-
frequency analysis which is very effective in analyzing non-stationary signals. 
Time-frequency techniques are the only tool that can reveal the multicomponent 
nature of signals, and they can effectively estimate the IF of all components. 
I hope that this work will help people working in signal processing and 
communication theory and inspire further research in these fields. 
Brisbane 
November, 2000 
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Zahir M. Hussain 
Chapter 1 
Introduction 
1.1 The Concept of the Instantaneous Frequency 
(IF) 
The concept of frequency is widely used in physics as the number of cycles 
or oscillations in one unit of time undergone by a periodically time-varying 
quantity. An example of this quantity is the distance traveled by a body in 
a periodic motion like the pendulum in its simple harmonic motion. Another 
example is the electromotive force produced by a coil revolving with a constant 
angular speed in a magnetic field. All these quantities are functions of time and 
they are generally referred to as signals. The above two signals are in sinusoidal 
variation with time. There are other kinds of signals with abrupt variations like 
the square waves encountered in digital electronic systems. Our concern in this 
work is to estimate the frequency of sinusoidal signals, hence only these signals 
will be considered hereof. 
The study of a signal as a function of time is called the time analysis of 
the signal. The signal may have a single-tone harmonic (sinusoidal) variation 
or a mixture of such variations. The existing frequencies in a signal are called 
the frequency content of that signal. There is also important information in the 
frequency content of the signal, hence it is of importance to study the signal in 
the frequency domain in addition to the time domain. The frequency content of 
a signal s(t), t being the time, can be obtained by the Fourier transform (FT) 
of the signal which is defined as follows: 
(1.1) 
where f represents the frequency of the signal which can be a single-tone sinu-
soid or a sum of sinusoids. The function S(f) completely characterizes the time 
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signal s(t) since the time signal can be reconstructed from S(f) by the inverse 
Fourier Transform {IFT) as follows 
s(t) =I: S(f)ej21rftdf (1.2) 
Signals with time non-varying frequency spectrum are called stationary, oth-
erwise they are non-stationary. If the frequency content is changing with time, 
then the above Fourier analysis is not the appropriate tool. This is because 
the Fourier transform of the time signal s(t), which gives the frequency con-
tent S(f), is obtained by integrating over all t to have an overall result as in 
eq. (1.1). The amplitude spectrum IS(!) I gives idea about the values of the 
frequencies existing in the signal but gives no idea how these frequencies vary 
with time since time is integrated out. It is possible but difficult to extract this 
information from the phase [1]. 
Hence, for non-stationary signals the more advanced topic of time-frequency 
analysis should be applied and the concept of the instantaneous frequency or 
local frequency should be considered. The time-frequency analysis involves a 
joint time-frequency transformation of the signal into the time-frequency plane. 
This transformation is called a time-frequency distribution (TFD ). 
Note that in the presence of noise, the signal would be a random process 
and the term "non-stationary" would mean that the auto-correlation function 
of the signal, is time-varying and denoted by Rs(t, T) rather than Rs(T) in the 
stationary case, where There refers to the time-delay between samples [1], [62]. 
The relationship between the time-varying power spectral density Ss(t, f) of a 
random non-stationary signal s(t) and its time-varying auto-correlation function 
is given by the time-varying Wiener-Kinchin theorem [1], [62] as follows 
Ss(t, f)= :F (Rs(t, T)) 
r-+f 
(1.3) 
The instantaneous frequency (IF) estimation of signals is currently an ex-
tremely active area of research in signal processing and its applications. Many 
efforts have been made to study and define the instantaneous frequency concept. 
Consider a signal s(t) in the general form 
s(t) = a(t)eiB(t) (1.4) 
where a(t) is the amplitude and (}(t) is the phase of the signal. The analytic 
signal z(t) associated with the signal s(t) is defined as 
z(t) s(t) + j1-l[s(t)] 
a(t) ei4>(t) 
2 
(1.5) 
where 1l[s(t)] is the Hilbert transform of s(t) defined by [1] 
1l[s(t)] = P{l: s(t7r~ T) dT} (1.6) 
and the Cauchy principal value P is used to ensure the convergence of the 
integral. The instantaneous frequency of the signal s(t) above is defined as 
1 d fi(t) = 27r dt[arg{z(t)}] 
1 d¢ 
27r dt 
(1.7) 
The above definition of IF is relevant to monocomponent signals, i.e. signals 
with one IF law. However, there are many real life and synthetic signals that 
are the sum of many component signals with different IF laws. Time-frequency 
analysis is a powerful tool to deal with such signals. The multicomponent nature 
of signals can be revealed using any time-frequency distribution in the form of 
multiple peaks in the time-frequency plane. If the multicomponent analytic 
signal is defined by 
M 
z(t) L aq(t)eiif>q(t) (1.8) 
q=l 
then the individual IF laws of these components are given by [1] 
1 d 1 dcpq fi,q(t) = 27r dt[arg{zq(t)}] = 27r dt' q = 1, 2, ... , M (1.9) 
which can be extracted from the TFD. This is equivalent to decomposing the 
signal into its components. 
1.2 IF Estimation: Our Approach 
There are two major approaches in the literature for IF estimation: parametric 
and non-parametric. We adopt the non-parametric approach which is more ef-
fective in analyzing multicomponent signals and computationally less expensive. 
A review of IF estimation techniques is given in [2]. 
For single-tone sinusoidal or digitally-modulated signals it is more effective 
to use a phase-locked loop (PLL) for real-time tracking of the instantaneous 
frequency. Since digital PLLs (DPLLs) are more reliable and currently replacing 
analog PLLs, we concentrated on DPLLs in the first part of this thesis. We have 
proposed a new DPLL that have faster convergence speed, less complicated 
structure, and wider locking range than other existing DPLLs. This work may 
have influence on the design of other signal processing systems as it involves 
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the replacement of the complicated Hilbert transformer by a simple time-delay 
unit. This step is of general interest in signal processing. 
Since the PLL needs time for locking on the signal frequency, it cannot 
track rapid changes in frequency [2], hence we adopt time-frequency techniques 
for IF estimation of FM signals. There is another merit for time-frequency 
analysis techniques as they can effectively reveal the multicomponent nature 
of signals. A multicomponent signal is identified in time-frequency techniques 
by multiple peaks in the time-frequency plane. Each major peak represents an 
independent component. There is little work in the literature in the direction of 
IF estimation for multicomponent signals, hence our concentration in the second 
part of this thesis is to develop an efficient algorithm to estimate the individual 
frequencies of multicomponent FM signals. We derive the conditions that should 
be satisfied by a TFD to be suitable for multicomponent IF estimation. Since 
it is not easy to utilize existing TFDs in this algorithm for multicomponent 
signals, we propose an efficient TFD for this purpose which is more efficient 
than other existing TFDs. The study of the proposed TFD and the adaptive IF 
estimation are interconnected, since results from IF estimation (specifically, the 
conditions of the adaptive algorithm) are used to design the proposed TFD. This 
algorithm, which is proposed initially for monocomponent signals, is extended 
to multicomponent FM signals using a tracking algorithm and utilizing the 
property that the proposed distribution allows a direct amplitude estimation 
that is necessary to define the confidence intervals in the adaptive IF estimation. 
Later we found that the proposed TFD is a member of a class of time-frequency 
distributions that is more efficient than other TFDs in IF estimation. 
1.3 Objectives of This Thesis 
This thesis is concerned primarily with the instantaneous frequency (IF) es-
timation of signals. However, there are results that are of general interest in 
signal processing. The main objectives are 
1. In the direction of phase-locked loops, we addressed the problem of reduc-
ing the complex structure, increasing the locking range, and improving 
the locking speed of DPLLs. 
2. A new DPLL is proposed to satisfy the above requirements. We concen-
trated on analyzing this DPLL under noise-free and noisy conditions. 
3. In the direction of time-frequency analysis we concentrated on developing 
a new class of time-frequency distributions (TFDs) that are more efficient 
than other existing TFDs for the purpose of dealing with multicomponent 
signals. 
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4. Using the proposed class of TFDs, we concentrated on the issue of non-
parametric IF estimation of mono- and multicomponent FM signals. 
1.4 Contributions 
The main contributions of this thesis are as follows 
1. In the direction of IF estimation for single-tone sinusoids and digitally-
modulated signals (like FSK), we proposed a new nonuniform-sampling 
digital phase-locked loop, the digital tanlock loop (TDTL). This loop is an-
alyzed under noise-free conditions and in the presence of additive Gaussian 
noise. The TDTL has advantages over other existing digital phase-locked 
loops including reduced structure, wider locking range, faster convergence 
speed, and resistivity to noise. (Part-I, Chapters 2 and 4) 
2. Replacing the complicated Hilbert transformer (HT) by a simple time-
delay in the proposed structure of TDTL while still having high perfor-
mance in IF tracking may be suggestive for other similar steps in signal 
processing. Hence a general statistical comparison between Hilbert trans-
former and time-delay in the presence of additive Gaussian noise is under-
taken. The result is that the time-delay performance approaches that of 
HT when the signal-to-noise ratio increases or the phase shift introduced 
by the time-delay approaches 90 degrees. This result is of general interest 
due to the importance of HT and time-delay in signal processing. (Part-I, 
Chapter 3) 
3. In the direction of IF estimation using time-frequency techniques, we have 
proposed a class of time-frequency distributions (the T-class). The mem-
bers of this class have superior performance compared to the existing 
time-frequency distributions (TFDs). The T-distributions are simpler 
in structure as they have one-dimensional rather than the existing two-
dimensional kernels, while they are more efficient than other TFDs in 
reducing artifacts in multicomponent signal analysis while keeping very 
high resolution. In addition, they are more efficient than other TFDs for 
the purpose of adaptive IF estimation of multicomponent signals. (Part-
II, Chapter 2) 
4. Estimating the instantaneous frequency of multicomponent signals is one 
of the most challenging problems in the field. We have developed an 
algorithm for this purpose that is applicable using any quadratic TFD 
under certain conditions. However, the T-distributions mentioned above 
are more efficient than other TFDs in case of multicomponent signals as 
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they enable amplitude estimation for the individual components, which is 
essential for adaptive IF estimation. A statistical comparison with other 
TFDs is also addressed. (Part-II, Chapters 3 and 4) 
1. 5 Thesis Organization 
This work tackles two major approaches in IF estimation that are widely differ-
ent in their analysis. Hence the thesis is divided into two parts with a general 
introduction. This organization would be helpful for readers who are interested 
in some topics rather than the whole work. 
Chapter 1: Introduction 
It describes the problem of IF estimation and the motivation behind this 
work. 
Part-I 
This part deals with the instantaneous frequency estimation of single-tone si-
nusoidal and digitally modulated signals using phase-locked loops (PLLs) which 
are of active role in communications [3, 4]. This part is divided in the following 
chapters 
Chapter 2 gives a literature survey of digital phase-locked loops (DPLLs). 
Chapter 3 proposes a new digital phase locked loop, the time-delay digital 
tanlock loop (TDTL). The main feature of this DPLL is the reduced structure 
compared to the most efficient DPLL, the conventional digital tanlock loop 
(CDTL). It utilizes a time-delay for the purpose of phase shifting instead of the 
digital Hilbert transformer (HT) which can be implemented by a complicated 
finite impulse response (FIR) digital filter. In addition to the simplified struc-
ture, the TDTL has superior performance over other DPLLs concerning locking 
speed, locking range, and insensitivity to the variations in the signal power. 
Chapter 4 provides a statistical comparison between the Hilbert transformer 
(HT) and the time-delay (used as a phase shifter) in the presence of additive 
Gaussian noise. It is shown that despite the big difference in structure, the 
time-delay performance is reasonable and approaches that of the (ideal) HT 
for high signal-to-noise ratios (SNRs) or when the phase shift introduced by 
the time-delay unit approaches 1r /2. Cramer-Rao bounds are included in this 
comparison for better understanding of the asymptotic performance. 
Chapter 5 analyzes the performance of the proposed TDTL in the presence 
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of additive Gaussian noise. The first and the second-order TDTLs are consid-
ered. It is shown that TDTL does not lose tracking of the input frequency for 
reasonable values of SNR. The expected value of the steady-state phase error is 
exactly the noise-free value, while the variance of the steady-state phase error 
substantially decreases with SNR. 
Part-II 
This part deals with the problem of instantaneous frequency estimation of 
FM signals with concentration on multicomponent signals. The approach is 
based on time-frequency techniques. This part includes the following chapters 
Chapter 6 gives a literature survey of the main steps in IF estimation of 
monocomponent FM signals using time-frequency techniques. Note that there is 
no significant work in the direction of IF estimation of multicomponent signals. 
Chapter 7 develops an efficient adaptive algorithm for the IF estimation of 
multicomponent FM signals. This algorithm is applicable to any quadratic 
TFD that satisfies certain conditions. The T-class of TFDs is utilized and its 
statistical performance is analyzed. 
Chapter 8 proposes a new class of time-frequency distributions. It is called 
the T-class since its kernels in the continuous time-lag domain are time-only 
(lag-independent). Despite this reduced structure as compared to the two-
dimensional kernels, the members of this class (the T -distributions) are superior 
in performance to the existing TFDs. In addition, they are more efficient than 
other TFDs for the purpose of IF estimation of multicomponent FM signals since 
they enable amplitude estimation which is necessary for adaptive IF estimation 
of the individual components. 
Chapter 9 presents a statistical comparison between the hyperbolic T - dis-
tribution and two other important TFDs: the Choi-Williams distribution and 
the spectrogram. This comparison is based on the performance of these TFDs 
in the above adaptive IF algorithm in the presence of additive Gaussian noise. 
Chapter 10 
This chapter summarizes the main conclusions of Parts I and II and the 
possible future directions. 
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Part-1: Adaptive Instantaneous 
Frequency Estimation of 
Single-Tone Sinusoids and Digitally 
Modulated Signals Using Digital 
Phase-Locked Loops 
Chapter 2 
Literature Survey-1: Digital 
Phase-Locked Loops 
2.1 Introduction 
The phase-locked loop (PLL) represents one of the most active topics in signal 
processing and communication theory. The initial ideas started as early as 1919 
in the context of synchronization of oscillators [3]. The theory of phase-locked 
loop was based on the theory of feedback amplifiers. The PLL contributed 
significantly to communications and motor servo systems [3, 4, 5, 8]. Due to 
the rapid development in the integrated circuits (IC's) since the 1970's, PLLs 
are widely used in modern signal processing and communication systems [5], 
and it is expected that PLL will contribute to improvement in performance 
and reliability of future communication systems [3, 5, 6]. The applications 
of PLLs include filtering, frequency synthesis, motor-speed control, frequency 
modulation, demodulation, signal detection, frequency tracking and many other 
applications [5]. 
The analog PLLs (APLLs) are still widely used, but digital PLLs (DPLLs) 
are attracting more attention for the significant advantages of digital systems 
over their analog counterparts. These advantages includes superiority in per-
formance, speed, reliability, and reduction in size and cost. DPLLs alleviated 
many problems associated with APLLs. Following is a brief comparison. 
1. APLLs suffer from the sensitivity of the voltage-controlled oscillator (which 
decides the center frequency) to temperature and power supply variations, 
hence the need for initial calibration and periodic adjustments. DPLLs 
do not suffer from such a problem [6, 7, 9]. 
2. The most familiar error detectors used in APLLs utilize analog multipliers 
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(balanced modulators) which are sensitive to d.c. drifts [4, 10], a problem 
that does not exist in DPLLs. 
3. DPLLs can operate at frequencies much higher than those tackled by 
APLLs [9]. Also DPLLs can operate at very low frequencies that create 
problems in APLLs [9, 10]. These problems are related to the operation 
of the analog low-pass filter in extracting the lower frequency component 
[5, 10], as it needs larger time for better frequency resolution, and this 
will reduce the locking speed (See next item). 
4. Self-acquisition of APLLs is often slow and unreliable, while DPLLs have 
faster locking speeds [9]. This is due to the basic operation of the analog 
low-pass filter and the analog multiplier in the phase error detector (PED). 
The low pass filter cannot extract the lower frequency within few input 
cycles since the narrow time windowing will destroy the information in 
the frequency domain (due to the time resolution-frequency resolution 
tradeoff). Same reasoning applies for the balanced modulator in the PED. 
In contrast, a digital filter operation is based on a difference equation with 
convergence decided by the coefficients of the equation, and the PED 
operation is related to the instant of sampling rather than to frequency 
comparison. This is why a DPLL can achieve locking within few cycles 
(it can be 3 cycles according to our proposed TDTL, Chapter 3). 
Hence we tackled DPLLs with concentration on sinusoidal DPLLs. The 
development of DPLLs started in the 1970's. The analysis of the positive-going 
zero-crossing sinusoidal DPLL was presented in 1980 using fixed point theorems 
[42, 43]. The second significant step in sinusoidal DPLLs was the digital tanlock 
loop (DTL) in 1982 [7] that is based on the arctan phase detector which gave 
linear system equation. Since 1982 many efforts were made to improve the 
performance of DTL [44, 45, 46, 47, 48, 49, 50]. In this thesis we propose a new 
DPLL that combines the two major approaches in the field: the approach of 
sinusoidal DPLL with fixed point analysis and the approach of DTL with the 
arctan phase detector. The main advantages of the proposed DPLL, the time-
delay digital tanlock loop (TDTL), is the reduced complexity of the loop, wider 
lock range of the first-order loop and faster convergence speed under certain 
choice of the TDTL parameters. 
2.2 The Basic Concept of PLL 
The PLL is a device that tracks the phase and frequency of the incoming signal. 
It is a feedback system that controls the phase of its output such that the phase 
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error between the output signal and a locally generated signal reduces to a 
minimum. The basic diagram of the analog PLL is shown in Figure 2.1. It 
is composed of three major units: 1) a phase error detector (PED), 2) a loop 
filter, and 3) a voltage-controlled oscillator (VCO). The phase error detector 
mix the input signal with a locally generated sinusoidal signal to produce an 
output that is proportional to the instantaneous phase difference between the 
two signals. This PED output voltage is processed by a filter and used to control 
the instantaneous frequency of the VCO. This process is continuously repeated 
until the phase difference is a minimum and the PLL local frequency locks on the 
frequency of the input signal. In the digital domain, researchers concentrated 
on replacing APLL components with digital counterparts as shown in Figure 
2.1. 
Input Phase Error Phase 
Detector 
Loop Filter 
Signal Error 
Voltage Output 
Controlled 
VCO Signal Oscillator Signal 
Input Phase Error Phase Digital Filter 
Signal Detector Error 
Digital Output 
Controlled 
DCO Pulses Oscillator Pulses 
Figure 2.1: Basic block diagram of the phase-locked loop. Above: The analog phase-
locked loop. Below: The digital phase-locked loop. 
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2.3 Classification of DPLLs 
Digital phase-locked loops can be classified into two major categories depending 
on the type of sampling process [6] 
1. Uniform sampling DPLLs 
2. non-uniform sampling DPLLs 
The DPLLs can be also classified according to the mechanization of the 
phase detector into five types as follows [6] 
1. The flip-flop DPLL (FF-DPLL) 
2. The Nyquist-rate DPLL (NR-DPLL) 
3. The lead-lag DPLL (LL-DPLL), a.k.a binary-quantized DPLL (BQ-DPLL) 
4. Exclusive-OR DPLL (XOR-DPLL) 
5. Zero-crossing DPLL (ZC-DPLL) 
Types 1,3,4, and 5 above belong to non-uniform sampling, while type 2 
belongs to uniform sampling. A brief discussion of each type is given below. 
Note that DPLLs that deal with sinusoidal inputs, whether they use uni-
form or non-uniform sampling, can be used for demodulation, detection, and 
synchronization with single-tone or FM signals as the main function principles, 
while DPLLs that deal with square waves are used primarily for synchronization 
in digital systems. 
Flip-flop DPLL 
This kind of DPLLs was developed by the works of Drogin [11], Whalin [12], 
Goto [13], and Yamashita et al [14]. 
In the flip-flop DPLL the phase detector is realized by a set-clear flip-flop 
and a counter as shown in Figure 2. 
The sinusoidal input signal is converted into a square wave through an op-
erational amplifier acting as a comparator. The output "Q" of the flip-flop is 
set to logic "1" on the positive-going edge of the comparator, and to logic "0" 
on the positive-going edge of the digital controlled oscillator (DCO). Hence the 
duration when Q is at level "1" will be proportional to phase error between the 
input signal and the DCO. This error is used to gate the counter clock which has 
a frequency of 2M fo where fo is the center frequency of the DPLL and 2M is the 
number of quantization levels of the phase error over period of 21r. The counter 
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is zeroed and starts counting on the positive-going edge of the flip-flop wave-
form. The content of the counter, N0 , which is proportional to the phase error, 
is applied to the N-bit first-order digital filter which consists of proportional 
and accumulation paths. The output of the digital filter K controls the period 
of the DCO which consists basically of a programmable divide-by-K counter. 
It is the phase of the input signal that undergoes non-uniform sampling here 
rather than the amplitude. 
Nyquist-rate DPLL 
This DPLL was first proposed by Larimore [15, 16] and developed by the 
works of Greco et al [17], Greco and Schilling [18], and Garodnick [19]. Cahn 
and Leimer [20] proposed Nyquist sampling on the phase of the input signal 
rather than the amplitude. In this DPLL the sinusoidal input signal is sampled 
uniformly at the Nyquist rate fs and converted to N-bit digital signal by an 
analog-to-digital converter (ADC), then it is multiplied digitally by the DCO 
output v(k) to form an error signal. This error signal is applied toN-bit digital 
filter whose output controls the period of the DCO as shown in Figure 2.3. 
The DCO used in NR-DPLL is of algorithmic type [18]. It is constructed 
by utilizing the basic idea of the analog VCO. The analog VCO output can be 
given as [21] 
(2.1) 
where 
w0 center frequency of the VCO 
Go sensitivity of the VCO (radjsec.volt) 
y(t) input voltage 
In the discrete time domain, the above equation can be expressed as follows 
k-1 
v(kTs) = B cos{27rkfo/ fs +Go 2.::::: y(n)} (2.2) 
n=O 
where Ts = 1/ fs is the sampling period and y(n) = y(nT8 ). The sinusoidal 
function v(kTs) is converted to a square wave v(k) as follows 
k-1 
v(k) = sq{27rkfo/ fs +Go 2.::::: y(n)} (2.3) 
n=O 
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where 
sq (X) 1 0 ::; X < 7r 
-1 7r ::; X < 27r 
sq(x) sq(x + 21r) 
The direct implementation of eq.(2.3) above is rather difficult due to the 
time-varying term 27rklo/ Is· However, eq.(2.3) can be written in the following 
form 
k-1 
v(k) sq[L {21rklo/ Is+ y(n)}] = sq[q(k)] (2.4) 
n=O 
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where 
k-1 
q(k) =I: {27rkio/ is+ y(n)} (2.5) 
n=O 
It can be shown that 
q(k) = q(k- 1) + 27r io/ is+ Gay(k- 1) (2.6) 
Figure 3 shows the algorithmic DCO block diagram based on eq.(2.4). 
Lead-Lag DPLL 
This type of DPLLs has been developed by the works of Cessna and Levy 
[22, 23] and extended by Yamamoto and Mori [24] to include a second-order 
sequential filter with memory. The LL-DPLL is characterized by the binary 
output of the phase detector that indicates whether the DCO waveform leads 
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or lags the input signal. Due to this quantization it is often named "binary 
quantized DPLL". The input sinusoidal signal should be converted to a square 
wave by a comparator. 
On the occurrence of a DCO pulse, either "lead" or "lag" terminal of the 
phase detector will give a pulse depending on the state of the input signal being 
"high" or "low", respectively, as shown in Figure 2.4. These pulses are applied to 
a special type of digital filters known as "sequential filter." The sequential filter 
deals with the input "lead" and "lag" pulses statistically; it observes them for a 
variable duration of time and gives a decision when a reliable limit is reached. 
Figure 2.4 shows that the sequential filter is composed of an up-down counter 
whose length is 2N + 1. A pulse at the "lead" terminal causes the content of 
the counter to increase by 1, while the "lag" pulse behaves conversely. When 
the content of the counter reaches 2N or zero, the corresponding "Retard" (or: 
"Advance") output gives a pulse that resets the counter to "N" and triggers the 
phase controller. A "Retard" pulse causes the phase controller to delete one pulse 
from the clock pulse train that is applied to the divide-by-L counter, forcing the 
DCO phase to retard by 21r / L, where L is the number of quantization levels of 
the period 21r. An "Advance pulse does the contrary. 
When "lead" and "lag" pulses are equally probable, a case that indicates 
locking, the counter cycle has maximum duration. Other types of sequential 
filters exist like the N-before-M filter [6] and the variable reset random walk 
filter [24]. 
Exclusive-OR DPLL 
Greer has utilized an exclusive-OR gate as a phase detector [9]. He used 
a K-counter as a digital filter and an increment-decrement (I/D) counter with 
a divide-by-N counter as a DCO. Figure 2.5 shows a block diagram of the 
Exclusive-OR DPLL. 
The phase error detector (PED) compares the phase of the input signal, ¢in, 
with that of the loop output, ¢out, and gives an error signal ¢d defined as follows 
(2.7) 
where Ko is the gain of the PED and ¢e ¢in - ¢out· The output of the PED 
can also be expressed as follows 
¢d = (%H- %L)/100(cycles) (2.8) 
where %H and %L represent percentage "high" and "low" logic levels, respec-
tively, during one cycle. Hence ¢d (in cycles) varies between +1 and -1. When 
c/Ye = 1/4 cycle (7r/2 rad) then %H = %L as shown in Figure 2.5(b), hence 
¢d 0 = 27r (mod 21r) = 1 cycle, therefore K 0 = 4. 
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Figure 2.4: The lead-lag DPLL with associated waveforms. 
The output of the phase detector controls the operation of the K-counter 
which consists of two divide-by-K counters, an up-counter and a down-counter, 
both triggered by a clock of rate M fa, where fa is the center frequency and M is 
an integer. The output "C" of this counter, which is connected to the increment 
input (INR) of the I/D counter, generates a pulse when the K-counter ends an 
"up" cycle, while the "borrow" output B which is connected to the decrement 
input (DCR) generates a pulse on the end of a "down" cycle. A pulse applied to 
the "INR" input adds 1/2 cycle to the I/D output, while a pulse on the "DCR" 
input deletes 1/2 cycle. 
The I/D counter clock runs at a frequency of 2N j 0 , where N is the modulus 
of the divide-by-N counter that follows the I/D counter. The I/D counter is 
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merely a divide-by-2 counter if no "INR" or "DCR" pulses are applied, hence its 
output frequency can be given by 
F N fo + 1I2[Ko¢JeM folK] (Hz) 
Nfo + 2c/JeMJoiK (2.9) 
The factor 112 above came from the fact that the IID counter adds or deletes 
half a cycle when "INR" or "DCR" pulses are applied, respectively. 
The output frequency can be expressed as 
fout = fo + 2c/JeMfoi(KN) (Hz) (2.10) 
Since ¢d varies between + 1 and -1, c/Je varies between + 1 I 4 and -1 I 4 cycles, 
hence lock range can be derived as follows 
..6. lfin - folmax 
lfout- folmax 
Mfoi(2KN) 
lock range 2..6. = Mfoi(KN) (2.11) 
There exists a phase error between the input and the output signals even at 
locking, i.e. when !out = fin, which is given by [9] 
c/Je = KN(fin- fo)I(2Mfo) (2.12) 
Figure 2.5(d) clarifies this relationship. 
Zero-Crossing DPLL 
This type of DPLLs accepts sinusoidal signals and samples the input signal 
at or near zero crossings, hence the name zero-crossing DPLL (ZC-DPLL). 
There are two variations of ZC-DPLLs. The first, named ZC1 - DPLL, sam-
ples only on the positive-going zero crossings, while the other type, ZC2 - DPLL, 
samples on both positive and negative-going zero crossings. The first type is 
the most important type of DPLLs since it is the simplest to implement, the 
easiest to model, and its operation and performance are indicative of the general 
behavior of any DPLL [6]. Although ZC2 - DPLL locks faster, it has additional 
design complications over ZC1 - DPLL [6], hence the latter dominated. 
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ZC2 - DPLL has been proposed first by Holmes [25] and developed later by 
Tegnelia [26] and Holmes and Tegnelia [27]. ZC1 DPLL has been developed 
by the works of Natali [28, 29], Gill and Gupta [30, 31], Reddy and Gupta 
[32, 33, 34]. The systematic statistical analysis of ZC1 - DPLL was provided 
by Weinberg and Liu [35] where they presented a numerical solution to the 
Chapman-Kolmogorov equation. Other studies have been presented by Ko-
rizumi and Miyakama [36], Chie [37], Lindsey and Chie [38], D'Andrea and 
Rosso [39], Russo [40], Rocha [41], and Osborne [42, 43]. In 1982 a new classifi-
cation was imposed on DPLLs by the advent of the digital tanlock loop (DTL) 
[7]. ZC1 - DPLL and ZC2 - DPLL were given the name "sinusoidal ZC-DPLL" 
or simply "sinusoidal DPLL" [7], based on the phase detection technique. DTL 
is a new type of ZC1 - DPLLs that has distinguished phase detection mecha-
nism and significant advantages over other types of DPLLs. Many efforts have 
been made to improve the characteristics of DTL and its application in com-
munication systems [44, 45, 46, 47, 48, 49, 50]. 
A brief description of the sinusoidal ZC1 - DPLL and DTL is given below. 
Sinusoidal ZC1 - DPLL 
Figure 2.6 shows the block diagram of sinusoidal ZC1 - DPLL with the 
associated waveforms. Here the function of phase detection is merged with that 
of non-uniform sampling since the instant of sampling determines the phase 
error [30, 42]. The main parts of this DPLL are explained below. 
The N-bit Digital Filter 
This filter modifies the analog-to-digital converter (ADC) samples, which are 
applied to the DCO, in such a way that leads the phase error to reach a constant 
value and hence locking occurs. The digital filter consists of proportional and 
accumulation paths. 
The order of the digital filter represents the order of its difference equa-
tion, hence the nth_order digital filter can be described in the z-domain by the 
following transfer function [31] 
D(z) = K (z + c1)(z + c2) ... (z +en) 
(z PI)(z + P2) ... (z + Pn) (2.13) 
Since the present value of the phase error depends on the previous value, the 
order of the loop equals the order of the digital filter plus one. Hence in the first-
order loop the digital filter is just a proportional path, while the second-order 
loop utilizes a first-order digital filter with the following transfer function 
(2.14) 
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Figure 2.6: The Sinusoidal ZC1- DPLL with associated waveforms. 
For the second order sinusoidal ZC1 - DPLL to lock on zero phase error, p1 
must equal -1 [31], hence eq.(2.14) may be written in a more convenient form 
as follows 
D(z) = G1 + G2/(1- z-1) (2.15) 
which gives in the time domain the following input-output relation 
n 
y(n) = G1 x(n) + G2 L x(k) (2.16) 
k=O 
where x(k) and y(k) are the discrete input and output signals, respectively. 
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The Digital Controlled Oscillator (DCO) 
The digital controlled oscillator consists of a programmable counter, a binary 
subtracter, and zero detector. Figure 2.7 shows a block diagram of DCO with 
associated waveforms. Subtraction is performed using a 2's complementer and 
a full adder. The counter content is decremented by one on the occurrence of 
each clock pulse. When it reaches zero, the counter generates a pulse at the 
output. This pulse is used to load the counter with the binary number M K 
where M is a constant number and K is the input number. The number M 
decides the DCO free-running frequency fo when the input number K is zero 
as follows 
fo=fc/M (2.17) 
where fc is the frequency of the counter clock. The period between the ( k 1 Yh 
and the kth pulses is given by 
T(k) = (M- K) Tc (2.18) 
where Tc = 1/ fc· 
The phase equation 
The input signal x(t) is assumed to be in the form 
x(t) =A sin{w0 t + B(t)} + n(t) (2.19) 
where A is the signal amplitude, w0 27r}0 , B(t) is the information bearing 
phase, and n(t) is Gaussian additive noise. For a frequency step input B(t) is 
given by 
B(t) = (w W0 )t + Bo (2.20) 
where Bo is a phase constant and w is the input frequency. Under such condi-
tion the (nonlinear) difference equations representing the first-order loop (with 
D(z) = G1) and the second-order loop (with D(z) = G1 + G2zj(z- 1)) can be 
respectively given by [42, 43] 
cp(k + 1) = cp(k)- K~ sin{ cp(k)} K;n(k) + Ao (2.21) 
and 
cp(k + 1) 2¢(k)- cp(k- 1) + K~ sin{ ¢(k)} 
- K;n(k) - r[K~ sin{ cp(k)} + K;n(k )] (2.22) 
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where ¢(k) is the phase error at the instant k, K~ = wG1 A, K 2 = wGr, 
Ao = 21r(w- w0 )/w0 , and r = 1 + G2/G1. From these equations it can be shown 
that the noise-free steady-state phase error of the first-order loop is given by 
(2.23) 
while the second-order loop locks on zero phase error. 
Although sinusoidal DPLL has many advantages over other types of DPLLs 
[6], it has the shortcomings of sensitivity to the variations in the input signal 
power and rather limited lock range. The DTL explained below has solved these 
problems. 
The Digital Tanlock Loop (DTL) 
This DPLL was introduced in 1982 by Lee and Un [7]. Figure 2.8 shows 
a block diagram of DTL. It is composed of 90° phase shifter, two samplers, 
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a phase error detector, a digital loop filter, and a digital controlled oscillator 
(DCO). Sampler I takes a sample I of the incoming signal, and sampler II takes 
a sample Q of the phase-shifted version of the incoming signal simultaneously. 
The phase error, which is determined by the sampling instant, is extracted by 
the tan-1 function at the phase error detector. This phase error is modified 
by the digital filter whose output controls the period of the digital controlled 
oscillator (DCO). This technique in the phase detection along with the use of 
a Hilbert transformer led to a linear phase difference equation. 
Sampler I 
Sinuso idal I 
InputS ignal 
Hilbert Digital 
Transformer 1-- DCO +-- ..__ -1 (II Q) Filter tan (90°) 
Q 
Sampler II 
Figure 2.8: The digital controlled oscillator with associated waveforms. 
The noise-free difference equations of the first and second-order DTLs are 
given respectively by [7] 
¢;(k + 1) = (1- K~)¢;(k) + Ao (2.24) 
and 
1;(k + 2) = (2 r K~)c/J(k + 1) + (K~- 1)¢(k) (2.25) 
where all symbols are defined in the paragraph of sinusoidal ZC1 - DPLL. 
The steady-state phase error of the first-order DTL is 
(2.26) 
and the second-order DTL locks on zero phase error. Due to dividing the input 
signal by its phase-shifted version at the phase error detector, DTL noise-free 
performance is independent of the signal amplitude A, hence under noise-free 
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condition DTL is insensitive to the variations in signal power. The first-order 
DTL has wider lock range than the sinusoidal DPLL. 
The analysis of sinusoidal DPLL is nonlinear and based on "fixed point 
theorems" [42, 43], while the analysis of the DTL is linear. Our work in this 
thesis combines the two major approaches in the field: the approach of sinusoidal 
DPLL built on fixed point analysis and the approach of tanlock based on the 
arctan phase detection. Our original intension is to reduce the complicated 
structure of DTL while preserving its advantages. 
2.4 Conclusions 
In this chapter we have presented a literature survey of digital phase-locked 
loops (DPLLs). The survey included the major classification of DPLLs accord-
ing to the sampling scheme where they are classified as uniform and non-uniform 
sampling DPLLs. Further classification according to the phase detection scheme 
was also considered. The main parts in each class are clarified. 
It has been shown that the most important kind ofDPLLs is the non-uniform 
sampling sinusoidal zero-crossing DPLL (ZC-DPLL). Hence we will concentrate 
on this kind of DPLLs in our work on the instantaneous frequency estimation 
of sinusoidal and digitally modulated signals. Developments in this respect 
are presented. Two major approaches exist in this field: the original approach 
of sinusoidal DPLL built on fixed point analysis and the approach of tanlock 
phase detection. In this thesis we will present a combination of the above two 
approaches that will give distinguished advantages over the existing types of 
DPLLs. 
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Chapter 3 
A Time-Delay Digital Tanlock 
Loop 
3.1 Introduction 
Phase-locked loops play an important role in communication systems since 
they contribute significantly to a variety of applications like filtering, frequency 
synthesis, frequency modulation, demodulation, signal detection, motor-speed 
control and many other applications [5]. Digital phase-locked loops (DPLLs) 
were introduced to alleviate some of the problems associated with the analog 
loops like sensitivity to d.c. drifts and the need for initial calibration and peri-
odic adjustments. Nonuniform sampling DPLLs are the most important digital 
phase-locked loops because they are simple to implement and easy to model 
[6]. Digital tanlock loop (DTL), proposed in [7], has introduced several signifi-
cant advantages over other nonuniform sampling digital phase locked loops. It 
allows a wider locking range of the first-order loop and a reduced sensitivity 
of the locking conditions to the variation of the input signal power [7]. DTL 
proved to be efficient for many applications in digital communications (see, for 
example, [45, 51]). The constant goo phase-shifter is a vital part of CDTL and 
all its modifications (see, for instance, [47, 48]). In fact, a digital Hilbert trans-
former introduces approximations and imposes limitations on the range of input 
frequencies, especially when implemented on a microprocessor [52, 53]. 
In this chapter, a constant time-delay unit is used to produce a phase-
shifted version of the incoming signal. This method reduces the complexity of 
the phase-shifter and avoids the limitations and other problems that accompany 
the goo phase-shifter. 
Except for the linearity of the characteristic function of the phase error 
detector, the main advantages of CDTL are maintained by TDTL despite its 
reduced structure. First, under noise-free conditions its performance is not 
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affected by the variation of signal power. Second, the first-order loop can have 
wider lock range than other sinusoidal DPLLs (including CDTL) if the circuit 
parameters are properly chosen. The region of locking independently of initial 
phase errors in the first-order loop can be made larger than that of the first-
order CDTL since the conditions of independent locking are less stringent in 
TDTL as a result of non-linearity. 
Although the lock range of the second-order TDTL is reduced compared 
to that of CDTL, this reduction is not a severe short-coming since it mainly 
concerns high values of the loop gain K1 which are not desired [7]. In fact, any 
range of input frequencies can be handled after a suitable arrangement of the 
circuit parameters. 
In the following section, a general description of TDTL is given. In section 
3.3, the system is analyzed and locking conditions are derived for the first- and 
second-order TDTLs. 
3.2 Structure and System Equation 
3.2.1 Structure of the TDTL 
The structure of TDTL is similar to that of CDTL except for the technique of 
phase-shifting. A block diagram of TDTL is shown in figure 6.2. It is composed 
of a time-delay unit (T), two samplers, a phase error detector, a digital loop 
filter, and a digital controlled oscillator (digital clock). Sampler I takes a sample 
x(k) of the time-delayed version of the incoming signal, and sampler II takes 
a sample y(k) of the incoming signal simultaneously. The phase detector takes 
the function Tan-1[x(k)/y(k)] at every sampling instant, where Tan-1 is the 
four-quadrant arctan function. The output of the phase error detector, e(k), is 
a function of the phase error between the incoming signal and the digital clock 
at the kth sampling instant in modulo (27r) sense. The digital filter is used to 
modify the output of the phase error detector e( k) and provide a control signal 
to the digital clock to decide the next sampling instant at the two samplers. 
Hence the sampling is nonuniform, and the loop arranges its frequency at the 
digital clock to be, in the limit, equal to the input frequency with a minimum 
phase difference. 
3.2.2 System Equation 
Under noise-free conditions, the loop accepts a sinusoidal input signal y(t) hav-
ing a radian frequency w with a frequency offset .6.w( = w -w0 ) from the nominal 
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radian frequency w0 of the digital clock. The input signal is given by 
y(t) =A sin[w0 t + B(t)] (3.1) 
where A is the signal amplitude and B(t) (= !::..wt + 00 ) is the phase process of 
the incoming signal, 00 being a constant. The signal is assumed not to have 
a d.c. component. The time-delay unit introduces a constant time-delay T in 
the input signal which causes a phase lag '1/J(= wT) proportional to input radian 
frequency w. The time-delayed version of the input signal, denoted by x(t), can 
be expressed as 
x(t) =A sin[w0 t + B(t) - '1/J] (3.2) 
At the kth sampling instant, the sampled values of y(t) and x(t) are given 
respectively by 
y(k) =A sin[w0 t(k) + B(k)] (3.3) 
and 
x(k) A sin[wot(k) + B(k)- '1/J] (3.4) 
where B(k) = B[t(k)]. 
The sampling interval between the sampling instants t(k) and t(k - 1) is 
given by 
T ( k) = To - c( k - 1) (3.5) 
where To(= 27r) is the nominal period of the digital clock and c(i) is the output 
Wo 
of the digital filter at the ith sampling instant. Assuming t(O) 0, the total 
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time t(k) up to the kth sampling instant is 
k k-1 
t(k) = LT(i) = kTa- I:c(i) (3.6) 
i=1 i=O 
Thus, y(k) and x(k) can be written as 
k-1 
y(k) =A sin[O(k)- W 0 L c(i)] (3.7) 
i=O 
and 
k-1 
x(k) =A sin[O(k)- Wa L c(i) -1{1] (3.8) 
i=O 
The phase error ¢(k) is defined as 
k-1 
cf;(k) = O(k)- W 0 Lc(i) -1{1 (3.9) 
i=O 
Now y(k) and x(k) can be expressed as 
y(k) =A sin[¢(k) + 1{1] (3.10) 
and 
x(k) =A sin[¢(k)] (3.11) 
From equations (3.6) and (3.9) it can be shown that 
cf;(k + 1) = cf;(k)- wc(k) + A0 (3.12) 
where Ao = 27rw-wo. This is the system equation of TDTL; it is similar to that 
Wo 
of CDTL. Note that if D(z) is the transfer function of the digital filter, then 
c(k) hD(k) *e(k), where hD(k) A D(z) and e(k) is the output of the phase 
error detector at the kth sampling instant. 
3.2.3 The Characteristic Function 
If we define f[a] -1r +{(a+ 1r) modulo (27r)}, then e(k) is given by 
e(k) = f[Tan-1( sin{¢(k)} )] 
sin { ¢ ( k) + 1{1} (3.13) 
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Thus, the characteristic function h'l/J ( cjJ) of the phase error detector is non-
linear and depends on the input frequency w and the time delay T; it is given 
by 
h ( cjJ) = f [Tan -1 ( . sin ( cjJ) ) ] 
1/J sm(c/J + '1/J) (3.14) 
The function h'l/J ( cjJ) can equivalently be expressed in terms of the ratio W { = 
~}and the nominal phase shift '1/Jo(= W0 T) as follows 
h'l/J ( c/J) = f [ Tan - 1 ( . sin ( cjJ) ) ] 
sm(c/J+ ~) (3.15) 
The four-quadrant Tan-1(.:£) function used by the phase detector can distin-
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guish between the four quadrants according to the signs of x and y unlike the 
ordinary tan-1 (.) function. Using this property of the phase detector it can be 
shown that the function h'l/J ( cjJ) is continuous in cjJ over the interval ( -1r, 1r) by 
taking the limits at the suspected points where sin( c/J+'l/J) = 0, also we can prove 
that dh~(<t>) is continuous over ( -1r, 1r) (see Appendix). The continuity of h'l/J(cp) 
and its ~rst derivative makes it possible to analyze the circuit performance using 
fixed point theorems [42, 43]. 
3.3 System Analysis 
In this section the performance of the first- and second-order TDTLs is studied 
in the absence of noise for an input with a frequency offset. Locking conditions, 
locking independently of initial phase error, and steady-state phase error are 
considered. Comparisons with CDTL are made whenever appropriate. 
3.3.1 First-order TDTL 
The first-order loop utilizes a digital filter having just a positive proportionality 
constant G1. Thus the system equation (3.12) becomes 
cp(k + 1) = cp(k)- K~ h[cp(k)] + Ao (3.16) 
where K~ = wG1. If K1 is defined to be w0 G1 then K~ = KI/W. 
A. Locking Conditions 
To see whether the system represented by eq.(3.16) will finally reach a 
steady-state, we follow the same analysis given by Osborne [42]. First, we 
seek a fixed point of the equation 
(3.17) 
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that is, a solution c/Jss such that 
(3.18) 
The sequence { cp(k)} defined by eq.(3.16) will converge (locally) to the so-
lution cp88 , i.e., lim[c/J(k)] = cp88 if 
k-too 
(3.19) 
provided that g( cp) is continuously differentiable at the fixed point c/Jss. Knowing 
that h'l/! ( cp) is continuously differentiable over ( -1r, 1r), it is easy to see that g ( cp) 
is also continuously differentiable over ( -1r, 1r). Now from eqs.(3.13), (3.14), 
(3.17), and(3.18) it can be shown that 
_ f[T _1 ( sin(c/Jss) )] _ Ao 
eSS- an - I 
sin( c/Jss + '1/J) K1 (3.20) 
where e88 is the steady-state output of the phase error detector. Since If[.] I < 1r 
(![.] ranges from -1r to 1r, see section 3.2.3), we must have 
(3.21) 
From eq.(3.20) it can be shown that 
tan ( c/Jss) = sin( 'ljJ )tan( 7]) 
1 - cos( 'ljJ )tan( 77) (3.22) 
where 7] = Ao/ K~. We now postpone the task of finding the exact expression 
for cp88 and define f3 and a by 
sin( 'ljJ) f3 = sin('lj;)tan(7J) 
1- cos('lj;)tan(77) cot(77)- cos('lj;) 
a = tan - 1 (/3) 
where tan-1(.) is the ordinary arctan over(-~,~). Then it follows that 
c/Jss = a j1r , j E { -1, 0, 1} 
From eqs.(3.14), (3.17) and (3.19) we obtain 
11 - K~ sin ( 'ljJ) I < 1 
sin2 (c/Jss) + sin2 (c/Jss + '1/J) 
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(3.23) 
(3.24) 
(3.25) 
(3.26) 
Using eq.(3.24) we get 
11 - K~ sin ( ~) I < 1 
sin2(a) + sin2(a + ~) (3.27) 
Knowing that K~ = KI/W, ~ = ~0/W, and Ao = 27r(1- W)/W, the 
inequalities (3.21) and (3.27) lead to 
or equivalently 
211- WI K 2W sin2(a) + sin2(a + ~o/W) 
< 1 < sin( ~o/W) (3.28) 
Since K1 > 0, we must have 
0 < f [~] < 1f (3.29) 
The inequality (3.28) can be solved numerically to find the lock range of 
the first-order TDTL. Figure 3.2 shows the major range of locking for different 
values of ~o· If ~o increases beyond 1r, the lock range begins to separate. It 
can also be seen that under a suitable choice of ~o (e.g. ~o = 1r), TDTL can 
have wider lock range than CDTL. Although this occurs for W > 1 only in this 
case, this is not restrictive as the centre frequency can be adjusted to handle 
this ratio according to the expected range of frequencies. 
B. The Region of Independent Locking 
Inequality (3.28) ensures locking only in a neighborhood of <Pss where ¢(k) 
leads to ¢(k+ 1) inside ( -1r, 1r) such that the phase "locks" finally on <Pss· Hence 
locking occurs for some range of values of the initial phase error ¢(0) but not 
necessarily for all values. If the incoming signal has a single frequency (not 
modulated) within the lock range, changing the initial phase error would result 
in locking. But in many applications, like tracking M-ary FSK signals, the 
input frequency is modulated, i.e. having different values. Transition from one 
frequency to another gives different steady-state phase errors <Pss according to 
eqs.(3.22-25). Each <Pss would be the initial phase error ¢(0) for the next incom-
ing frequency. To track (demodulate) such signals, the loop should lock on all 
incoming frequencies (within the lock range) for all possible values of ¢(0) in the 
range ( -1r, 1r), i.e. independently of the initial phase error. Since independent 
locking entails further condition(s), the range of independent locking is always 
a subspace of the range of lock. 
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Figure 3.2: Major range of locking of the first-order TDTL for different values of 
'l/;0 = w0 T. Note: the region enclosed by (1), (2), and (3) is for CDTL; the region 
enclosed by (1) , (2) and (4) is for TDTL when 'l/J0 =7r/2; and the region enclosed by 
(1) and (5) is for TDTL when 'lj;0 =7r. 
Inside the lock range of the first-order CDTL, the region in which I¢( k + 1) I 
can exceed 1r is excluded entirely from the range of independent locking [7]. 
For TDTL this is no longer true owing to the non-linearity of the characteristic 
function h(¢). At some points of the lock range, the case when I<P(k + 1)1 > 1r 
may only cause some cycle slips, therefore these points cannot be excluded from 
the range of independent locking. 
It is true, however, that if I¢( k + 1) I < 1r for all ¢( k) E ( -1r, 1r) at some 
point of the lock range, then this point is in the range of independent locking. 
This is ensured if the extrema of the function y given below lie inside ( -1r, 1r). 
(3.30) 
These extrema can occur at ¢ = ±1r or at the critical points of y which exist 
only when I K~ ~~~~~~- 1 1 < 1 and can be expressed after suitable manipulations 
as 
<Pi= f [~{ 1r(i + ~) 'ljJ + (1- 2(i modulo(2)))sin- 1 (~)}] (3.31) 
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where i E {0, 1, 2, 3}, K = (K~sin(1f) - 1)/lcos(1f)l, n = 1 or -1 according as 
f [1/J] < ~ or f [1/J] > ~' respectively, keeping in mind that 0 < f [1/J] < 1r. The 
case f [1/J] = ~ is excluded here as it corresponds to conventional DTL. 
Hence, if the function y above intersects the line y1 ( ¢) = ¢ at a point 
¢ = ¢* E ( -1r, 1r) such that ly' (¢*)1 < 1, then TDTL is inside the lock range 
according to eq.(3.19), and it would lock on the input frequency with c/Jss = ¢* 
independently of the initial phase error ¢(0) if the above extrema of y lie inside 
( -1r, 1r). If one of these extrema exceeds the range ( -1r, 1r), there are two cases 
to handle: 
1) if y does not intersect the line y2 ( ¢) = ¢ + 27r or the line y3 ( ¢) = ¢ - 21r, 
¢ E ( -1r, 1r), then locking occurs independently of initial phase error ¢(0). 
2) if y intersects either y2 or y3 at a point ¢ = ¢** E ( -1r, 1r), then locking 
occurs independently of the initial phase error only when ly' (¢**)I > 1. This 
leads to the following condition 
(3.32) 
where 
sin( 1f )tan( "7 ± :;, ) 
a 1 = tan-1 ( 1 ) 1 cos(1f)tan(ry ±:;,) 
1 
If this case happens for CDTL, we have y' ( ¢**) = y' ( ¢*) due to linearity, 
hence ly' (¢**)I < 1 and locking would be dependent on the initial phase error. 
Thus the actual range of independent locking for TDTL can be found only 
by a numerical search throughout the range of locking. Figure 3.3 shows this 
range for 1/Jo ~; it is wider than that of first-order CDTL. 
C. The Steady-state Phase Error c/Jss 
Let the four quadrants of phase be defined as Q1 = [0, ~], Q2 = (~, 1r), 
Q3 = ( -1r, -~), and Q4 [-~, 0), noting that ±1r are excluded. The actual 
value of c/Jss can be obtained from eq.(3.20) by careful consideration of the four 
quadrants. For example, let 1] { = Ao/ K~} E Q2 and consider all angles to be 
measured modulo (21r) so that f [.] can be dropped off. Then we have 
(i) sin(c/Jss) > 0, which implies c/Jss E Ql or Q2. 
(ii) sin( c/Jss + 1/J) < 0, which implies c/Jss + 1/J E Q3 or Q4 
Thus, 1/J E Ql implies that c/Jss E Q2 or Q3, and 1/J E Q2 implies c/Jss E Ql or 
Q2 (noting that 0 < 1f < 1r). Using the above results along with eq.(3.22), the 
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Figure 3.3: The range of independent locking of the first-order TDTL when 1j;0 =7r /2 
. Note : the region enclosed by (1), (2), and (6) and the region enclosed by (1), (3), 
(2), and (5) are for TDTL; the region enclosed by the tetragon is for CDTL. 
steady-state phase error <Pss can now be expressed as 
j3 > 0 and 'ljJ E Q2 
j3 > 0 and 'ljJ E Ql 
/3<0 
Noting that j3 > 0 implies 'ljJ E Q2 , <Pss can be re-expressed as 
/3>0 
/3<0 
Following the same reasoning as above and noting that j3 = 0 implies and is 
implied by 17 = 0 E Q1 , it can be shown that 
a if 17 E Ql and j3 2::: 0 , 
17 E Q2 and j3 > 0 , 
<Pss = 17 E Qa and j3 < 0 , 
or 17 E Q4 and j3 > 0 
f [a+ 1r] otherwise. 
35 
More succinctly, c/Jss can be expressed as 
,B sin(ry) ~ 0 
otherwise. (3.33) 
For the first-order CDTL we have ¢ss = "7 = Ao/ K~, which is dependent on 
W = w0 jw and K~ = KI/W. For the first-order TDTL, c/Jss is a function of 
the above parameters in addition to '1/J = '1/Jo/W, as can be seen from eqs.(3.33), 
(3.24) and (3.23). Hence, for the same Wand K 1 , the relationship between the 
steady-state phase errors of CDTL and TDTL is decided by '1/Jo = W 0 T. 
D. Simulation Results 
Example 1: 
Consider a modulation-free input signal y(t) = sin(wt + 00 ), 00 = constant. 
Assume that the loop center frequency w0 and the time-delay T are arranged 
such that '1/Jo = W 0 T = 7r /3, and that G1 is chosen such that K1 = G1w0 = 1.4. 
Note that the specific choice of W0 is application dependent and not important in 
this analysis since only the ratio W = w0 jw and the product W 0 T are considered. 
Once chosen, w0 and T are constant. 
Now let the incoming frequency be such that W = 0.9 (i.e. the incoming 
frequency w is more than the loop center frequency w0 ). This value is inside the 
lock range since it satisfies eq.(3.28). It is also inside the range of independent 
locking since all of the extrema of y, eq.(3.30), lie inside ( -1r, 1r). Figure 3.4 
shows the locking phase process of TDTL for initial phase error ¢(0) 00 '1/J 
-1 (rad). The phase plane is plotted modulo (27r). Figure 3.4 also shows the 
sampling process of TDTL on the delayed version of the input signal, x(t), as 
in eq.(3.11). TDTL arranges its frequency to be equal to the input frequency w 
in few steps. The steady-state phase error is c/Jss = 0.5001 (rad), in accordance 
with eq.(3.33). To study the convergence (locking) speed, we define the relative 
error between the input frequency w and TDTL output frequency at the kth 
sampling interval as 
lw 27f I E(k) = - T(k) 
w 
and the convergence indicator kc as 
kc = k at which E(k + n) < E for n = 0, 1, 2, ... 
where E is a small positive number. This indicator decides the locking (con-
vergence) speed and is important in dealing with modulated signals. In this 
example E = 0.01 is considered and we have kc = 3, i.e. locking occurs approxi-
mately at the third sampling instant. For CDTL with same parameters K1 , W 
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and ¢(0) as above we have kc = 7. The same ratio between the convergence 
indicators of TDTL and CDTL is approximately true for all values of the initial 
phase error ¢(0) in this example. Therefore, the convergence speed is nearly 
doubled in this case by using TDTL with '1/Ja = 1r /3. 
Note that E(k) tends to zero when locking occurs. This is because in this 
condition the phase error between the input frequency w and the center fre-
quency Wa would be constant, hence 21rjT(k) approaches w. 
Further studies on convergence behavior would be considered in future works. 
Example 2: 
Now we consider a binary FSK input signal with two frequencies w1 and w2 
such that wl = Wa/wl 0.8 and w2 = Wa/w2 = 1.1. Assume '1/Ja = WaT = 7r /2 
and K1 = G1wa = 1. According to Figure 3.3, the loop can lock on both 
frequencies independently of the initial phase errors. The minimum value of 
the input frequencies, which is decided by fa (the loop center frequency, which 
is wa/27r) and the range of independent locking, should be reasonably larger 
than the symbol rate R to ensure locking. A loop with higher convergence 
speed can handle higher R for a fixed fa· For clarity we take in this example 
fa/ R = 20. Figure 3.5 shows the output of the phase error detector, e(k), as 
a function of time for this signal. The two values of e88 are 1.2566 (rad) and 
-0.6283 (rad), in accordance with eq.(3.20). 
3.3.2 Second-order TDTL 
The second-order TDTL utilizes a proportional-plus accumulation digital filter 
with a transfer function D(z) given by 
(3.34) 
where G1 and G2 are positive constants. From eqs.(3.34) and (3.12), the system 
equation of the second-order TDTL can be obtained as 
¢>(k + 2) = 2¢(k + 1)- ¢>(k) rK~e(k + 1) + K~e(k) (3.35) 
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Figure 3.4: Above: Locking phase process of the first-order TDTL for 'l/;0 = w0 T = 
7r/3, K1 = 1.4, W = 0.9 and ¢(0) = -1 (rad), plotted modulo (27r). Locking occurs 
independently of the initial phase error ¢(0). Below: Sampling process of TDTL on 
the delayed version of the input signal, x(t), for the above parameters. 
A. Locking Conditions 
In the steady-state we have cp(k + 2) = ¢(k + 1) = ¢(k), hence, from eq. 
(3.13), we have e(k+ 1) e(k). Therefore, the steady-state value of the output 
of the phase detector e88 is zero. From eq.(3.13) it is evident that the steady-
state phase error c/Jss is mr (n being an integer). Since f [c/Jss] =/:- ±1r we must 
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have f [4>ss] = 0, hence 4>ss = 2m7r (m being an integer). 
Following the same fixed point analysis as that given by Osborne [43], the 
locking conditions can be obtained from the condition that the eigenvalues of 
the matrix G given by 
G = [ -1 +~esc('¢) 2- rKt esc('¢) ] 
must be less than 1 (note that esc is the co-secant function). If 0 < f ['¢] < 1r, 
then the matrix G is similar to that given in [43], eq.(2.9), with K~ replaced by 
K~csc('¢). Thus, we have the following conditions 
0 < K 1 < -
4
-w sin(W'l/Jo) , r > 1 (3.36) 
1+r 
If -7f < f ['¢] < 0, G will be similar to the matrix in eq.(2.11) obtained by 
Osborne [43] with K~ replaced by -K~csc('¢) and conditions that are mutually 
exclusive with eq.(3.35) are obtained. Therefore, we will consider f ['¢] to be in 
the interval (0, 1r) only, adding the following condition 
0 < f ['¢] < 1f (3.37) 
Figure 3.6 shows the major range of locking of the second-order TDTL for 
different values of '¢0 • Although the lock range is reduced in comparison to the 
lock range of the second-order CDTL, any range of input frequencies can be 
handled after suitable modification of the circuit parameters, keeping in mind 
that high values of K1 in the lock range of CDTL are not desired [7]. 
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Figure 3.6: Major range of locking of the second-order CDTL and TDTL for different 
values of 1/Jo (r 1.2). Note: lock range is the area under the suitable curve. The 
ranges of independent locking for CDTL and TDTLs are the areas enclosed by the 
dashed line and the appropriate curves. 
B. The Region of Independent Locking 
As for the range of locking independently of initial phase errors ¢(0) and 
¢(1), numerical search throughout the lock range has been done by considering 
whether the phase error converges to a steady-state for all values of the initial 
phase errors ¢(0) and ¢(1) ranging from -1r to 1r. Results showed that the 
range of independent locking is still bounded by the conditions of independent 
locking for the 2nd-order CDTL given by 
2W 4W 
r + 1 < KI < r + 1 (3.38) 
and 
2W 
0 < K1 < (3.39) 
r 1 
These conditions can also be obtained from eq.(3.35) by assuming that l¢(k+ 
2)1 < 1r when I<P(k + 1)1 = 1¢(k)l = 1r, and noting that 
lim h1f!(¢) = 1r, lim h1f!(¢) = -1r, 
t/>-+7r- t/>--t-'11"+ 
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and that the other limits, lim h'!f;(¢) and lim h'!f;(cp), are not considered as they 
q)-t11"+ q)-t-11"-
are outside the interval ( -?r, 1r). It is worth noting that the above two conditions 
are independent of 'ljJ0 • 
Figure 3.6 shows the boundaries of independent locking with r = 1.2 for the 
second-order CDTL and TDTL with different values of 'ljJ0 • 
3.4 Conclusions 
A nonuniform-sampling time-delay digital tanlock loop (TDTL) has been pro-
posed, where the conventional constant 90° phase-shifter is replaced by a time-
delay unit. This is to avoid many of the practical problems associated with 
the implementation of the digital Hilbert transformer which is an essential part 
of CDTL and all of its modifications. These problems include approximations, 
frequency limitations, and implementation complexity. Although non-linearity 
is introduced in the analysis of the loop, the most important merits of CDTL 
over other sinusoidal DPLLs are preserved. The first-order TDTL has wider 
lock range, wider range of independent locking, and faster convergence than 
CDTL if the circuit parameters are properly chosen. 
In this chapter, performance analysis under noise-free and d.c.-free condi-
tions was considered. Noise analysis, convergence behavior, higher-order loops, 
and other related issues would be considered later. 
Appendix 
The characteristic function h'I/J(cp), defined by eq.(3.14), is continuous in cp over 
the interval ( -?r, 1r). This can be seen by considering the limits when cp ap-
proaches the suspected points at which sin(¢+ 'ljJ) = 0. Consider 0 < 'ljJ < 1r, 
which is the basic version of the locking condition 0 < f['l/J] < 1r (see section 
3.3). Now in the interval ( -?r, 1r), sin(¢+ 'ljJ) 0 implies cp + 'ljJ = 0 or ?r. 
Consider the point at which cp + 'ljJ = 1r. Hence 0 < cp < 1r and sin( cp) > 0. Then 
the left and right limits of the characteristic function are equal at this point as 
follows 
lim f[Tan- 1 sin(¢) ] 
<PH-+,.- sin(c/J+'l/J) 
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and 
. [ 1 sin(¢) ] hm f Tan- . ( ¢> 'ljJ) 
¢+1/1-+rr+ Slll + 
lim f[Tan-1 sin~¢)] 
¢+1/1-+rr- 0 
lim f [- 311"] = ~ 
<PH-+rr- 2 2 
The point at which ¢> + 'ljJ = 0 can be handled similarly. 
Since a and f[a] = -1r +{(a+ 1r)modulo (21r)} differ only by a constant, 
their derivatives are the same. Hence we have after some manipulations 
dh¢(1>) _ sin('I/J) 
d¢ - sin 2 ( ¢>) + sin 2 ( ¢> + 'ljJ) 
It is clear that for 0 < f['I/J] < 1r, which is a locking condition for both 
first and second-order TDTLs (section 3.3), the denominator of dhj~<l>) is always 
positive, hence dhJ~</>) is continuous in ¢>over the interval ( -1r, 1r). 
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Chapter 4 
Hilbert Transformer and 
Time-Delay: Statistical 
Comparison in the Presence of 
Gaussian Noise 
4.1 Introduction 
Hilbert Transform (HT) is a significant tool in mathematics, physics, and signal 
analysis wherever Fourier techniques are used to represent or analyze functions 
or signals. 
In the continuous-time domain the Hilbert transform s(t) of the function 
s(t) is given by the following linear operation [53] 
s(t) = 1i[s(t)] = _!_p [joo s(r) dr] 
1r _ 00 t- r 
l. 1 [jt-6 s(r) d 1L s(r) d J 1m- --r+ --r 
L6~~ 7r -L t- r t+Dt- r 
(4.1) 
where the Cauchy principal value (P) is used here to ensure convergence of the 
integral. It is apparent that 1i[s(t)] represents the convolution of s(t) with 1/7rt. 
If the signal is causal, the real and the imaginary parts of its Fourier trans-
form are related by Hilbert transform integral, a fact of importance in signal 
analysis [95]. 
Hilbert transformers are widely used in modulation theory [53, 55]. The 
statistical properties of a signal s(t) in noise can be obtained in a more suc-
cinct fashion by utilizing Hilbert Transform representation of the signal and the 
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concept of the analytic signal z(t) associated with s(t) which is defined as [55, 1] 
z(t) = s(t) + j 1l[s(t)] (4.2) 
In time-frequency signal analysis, which is a powerful tool to deal with non-
stationary signals, the discretization of the time-frequency distribution (TFD) 
of any signal s(t) creates aliasing problem that reduces the acceptable signal 
frequency range to Wmax ::::; W 8 /4 instead of the Nyquist bound Wmax ::::; W 8 /2 
in the continuous-time analysis [1] (wmax being the highest frequency in the 
signal and w8 the sampling radian frequency). However, the introduction of the 
analytic signal (defined above) eliminates the aliasing problem by eliminating 
the negative frequencies from the spectrum of the signal s(t), which results in 
significant enlargement of the frequency range and clearer study of the signal 
[1, 2]. 
The transfer function H(jw) of the system represented by eq.(4.1) is given 
in continuous-time by [53] 
H(jw) 
and in discrete-time by [95] 
{Y w?: 0 w=O w<O 
O:Sw<1r 
w=O 
-1!"::::; w < 0 
(4.3) 
(4.4) 
The above transfer functions, in continuous-time or discrete-time, represent 
a -90° phase-shift operation on the input signal s(t) in the frequency range 
0 ::::; w < oo in the continuous time and 0 ::::; w < 1r in the discrete-time. 
The output signal is a delayed version of the input signal and therefore HT 
is considered in this general sense as a time-delay phase-shifting system. The 
difference is that HT produces a signal-dependent delay and signal-independent 
phase-shift, while the time-delay system gives a signal-independent delay and 
signal dependent phase-shift. Hence in some signal processing systems it may be 
possible to replace a HT by a time-delay. If this is possible, significant reduction 
in the system complexity can be achieved since the time-delay is much easier 
to implement than the complicated Hilbert transformer [53, 95]. Recently this 
idea has been proposed in the area of digital phase-locked loops [58, 59] (see 
also Chapter 3) in an attempt to reduce the complexity of the signal processing 
system and to avoid the limitations and other problems that accompany the 
implementation of the HT [53, 52]. This resulted in similar performance of the 
new system except that non-linearity was introduced in the system equation. 
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In addition, locking speed can be doubled and locking range of the first-order 
loop can be extended by suitable arrangement of the time-delay with other 
circuit parameters, a fact that is not verified by the signal-independent system 
using Hilbert transformer. This idea may be applied to other areas in signal 
processing. 
The behavior of the HT in additive Gaussian noise was considered in [7] in 
a context of digital phase-locked loops (DPLLs). In this chapter we concentrate 
on the behavior of the time-delay T as a phase-shifter for sinusoidal signals in the 
presence of Gaussian noise. Noise analysis of the HT reduces to a special case 
of this general analysis. The study is based on the statistical characteristics 
of the phase estimation. The Cramer-Rao bound, which was missing in the 
treatment of the HT in [7], is included to know the limitations of the phase 
estimator and to present better comparison between the time-delay and Hilbert 
transform. This comparison is based on considering an ideal Hilbert transformer 
that gives exactly -90° phase shift without phase or amplitude distortion or 
other practical problems associated with the HT implementation. 
In the next section the joint probability density function (pdf) of the input 
signal and its time-delayed (or: phase-shifted) version is derived in additive 
Gaussian noise, from which the pdf of the phase estimator is obtained and 
analysed under various values of the effective parameters: the phase shift '1/J, 
the true phase value ¢, and the signal-to-noise ratio SNR. 
4.2 Statistical Behavior of HT and Time-Delay 
in i.i.d. Additive Gaussian Noise 
4.2.1 Input-Output Relationships in the Presence of Noise 
For sinusoidal signals we have the relationship 1-l(cos(wt)) = sin(wt). The input 
and the output of the time-delay are given under noise-free condition by x(t) = 
A sin(wt + '1/J) and y(t + T) = A sin(wt), where A is the signal amplitude and 
'1/J = WT is the signal-dependent phase shift. In a causal system we have the 
following range of '1/J 
0 < !['1/J] < 1f 
where 
f['lj;] = -Jr + {('1/J + 1r) modulo (27r)} 
In the presence of noise the input-output relationships become 
x(t) 
y(t + T) 
A sin(</J(t) + '1/J) + n(t) 
A sin(</J(t)) + n'(t) 
45 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
where cjJ(t) = wt, n(t) is assumed to be Gaussian noise of zero mean and vari-
ance u;, and n'(t) is the time-delayed version of n(t). Apparently n'(t) is also 
Gaussian with the same mean and variance as n(t). It follows that x(t) and 
y(t) are also Gaussian random variables with variance u; and ensemble means 
given at any time instant t by 
E[x(t)] 
E[y(t + 7)] 
A sin( cjJ(t) + ~) 
A sin(cjJ(t)) 
(4.9) 
(4.10) 
In the presence of noise both x(t) and its phase-shifted version y(t + 7) are 
random both in amplitude and in phase. To find the pdf of the random phase 
of x(t) and y(t + 7) and its relationship to the deterministic phase at any time 
instant t, we should first write the sample functions x(t) and y(t + 7) in terms 
of two new sample functions R(t) (for amplitude) and E(t) (for phase) such that 
the sample functions x(t) and y(t) maintain the same relationship between them 
as in the deterministic (noise-free) case. This gives in the case of time-delay ( 7) 
the following transformations 
x(t) 
y(t + 7) 
R(t) sin(E(t) + ~) 
R(t) sin(E(t)) 
(4.11) 
(4.12) 
This is the same assumption made in reference [7] for the Hilbert transformer 
case. It is equivalent to defining a set of two new random variables (R, E) in 
terms of the original random variables (x, y) according to the mappings !I and 
h defined by 
R = !I(x,y) = x- cos(~)y. 
sin(~)cos(Tan-1 { shn(~) }) 
1-- cos(~) 
X 
and 
E = h(x, y) = f[Tan- 1{ s~n(~) }] 
1-- cos(~) 
X 
where f[.] is defined in eq.(6) and Tan-1 is the four-quadrant inverse tangent. 
Note that R would not be negative as long as we consider the four-quadrant 
inverse tangent, not the ordinary function. The above choice of the relationships 
between (R, E) and (x, y) makes sense when a comparison is made between the 
noise-free and noisy expressions for the original variables x and y in terms of 
amplitude and phase. This comparison constitutes the basis of this work. 
Figure 4.1 summarizes these relationships for HT and time-delay. 
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HT I x(t) =A sin [~(t) + n/2] y(t+-r) =A sin [~(t)] 
( noise - free ) 
Hilbert transform 
( noise - free ) 
I 
x(t) = R(t) sin [c (t) + n/2] y(t+-r ) = R(t) sin [c (t )] 
(in noise) phase shift = n/2 (in noise) 
x(t) =A sin [~(t) + \!!] 'C y{t+-r) =A sin [~(t)] 
( noise - free ) 
Time-delay 
( noise - free ) 
x(t) = R(t) sin [c (t) + \!!] y(t+-r) = R(t) sin [c (t )] 
(in noise) phase shift = \jf = oo 't (in noise) 
Figure 4.1: Input-output relationships for Hilbert transformer and time-delay T under 
noise-free and noise conditions. R(t) is the amplitude random variable, E(t) is the 
phase random variable, and w is the input radian frequency. / is the practical delay 
caused by FIR implementation of HT. 
4.2.2 Joint PDF of the Amplitude and Phase Random 
Variables 
In this analysis we concentrate on the discrete case and assume that the dis-
crete noise process { n( k)} is a sequence of i.i.d. (independent and identically 
distributed) Gaussian random variables. It follows that the phase shifted noise 
process { n' ( k)} is also a sequence of i.i.d. Gaussian random variables with same 
mean and variance, and that the two random variables { n( k)} and { n' ( k)} are 
independent at any sampling instant k. Hence the discrete versions of x and y 
in eqs.(4.7) and (4.8) are also independent Gaussian random variables at any 
sampling instant k with joint probability density function (pdf) given at any 
sampling instant k by 
9,P,¢(X, y) = - 1- exp [- - 1-{ (x A sin(¢+ 'I/J)) 2 27ro-2 2o-2 
n n 
+(y- A sin(¢)) 2 } J (4.13) 
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where for simplicity x, y, ¢, R, and E will be used to represent x(k), y(k + T), 
¢(k), R(k), and c(k) respectively. 
In the presence of noise the relationship between x and its phase-shifted 
version yin terms of the amplitude and phase random variables Rand E would 
be as in eqs.(4.11) and (4.12). Hence the joint pdf of Rand E is given by [62] 
P1/!,¢(R,t) = 91f!,¢(R sin(c+?/J),R sin(c)) 
I 
sin ( E + 1/J) R cos ( E + 1/J) I 
x sin( c) R cos( c) (4.14) 
where 9x,y is given by eq.(4.13) with x andy written in terms of Rand E as in 
eqs.(4.11) and (4.12). 
4.2.3 PDF of the Phase Random Variable 
In this chapter we concentrate on phase estimation rather than amplitude esti-
mation. The pdf of the phase random variable E is given by 
P1/J,¢(c) = 1oo P1/J,¢(R, c) dR (4.15) 
which can be given, after some trigonometric manipulations, in the following 
functional form 
where 
P1/J,¢(E) = h~(c) 
x [ 2~ exp {-14>.<1"} + J 1'>1:" cos ( Ho~,<P ( <)) 
x exp{ -tt1/J,¢a sin2 (H1fJ,¢(c))} 
x G + erf{ J214>,<P" cos(Ho~,o(<))})] (4.16) 
A2j2a~ (signal- to- noise ratio) 
f[Tan-1{ . sin(c) }] 
sm(c + 1/J) 
dh1f!(E) sin(?/J) 
de sin 2 (E) + sin 2 ( E + 1/J) 
sin( 1/J) 
h~(¢) 
h1/J(c)- h1f!(¢) 
_1_1x e-tz/2dt 
V2if 0 
48 
( 4.17) 
(4.18) 
( 4.19) 
(4.20) 
(4.21) 
(4.22) 
and f[.] is defined in eq.(4.6). Note that Tan-1 is the four-quadrant inverse 
tangent. It is clear that P'!f;,¢( c) is non-Gaussian. For high values of SNR, 
P'!f;,¢(E) can be approximated by 
P'!f;,¢(E) = h~(E) J /.t'l/J:a cos(H'l/J,¢(E)) 
x exp{- f.t'!f;,<f>a sin2 ( H'l/J,¢>( E))} 
x (~ + erf{ J2t.t'l/J,<Pa cos(H'l/J,¢(E))}) (4.23) 
The above approximation can be used even for as low values of SNR as 1 
dB, but the minimum value of P'!f;,¢(E) would be slightly negative; and this has 
no effect on the general shape of P'!f;,¢(E). 
If 'If= 7r/2, we have h~(c) = 1, H'!f;,¢(E) = f[c]- f[¢] = E-</> in the principal 
interval (-1r,1r), and /.t'l/J,<P = 1 (see eqs.(4.18)- (4.21)), hence eq.(4.16) reduces 
to the Hilbert transform case obtained in [7] in a context of DPLLs 
P'l/J,¢(E) = 2~ exp( -a)+ If; cos(E- ¢) exp {-a sin2(c- ¢)} 
x (~ + erf{ ~ cos(E- ¢)}) (4.24) 
Note that P'!f;,¢(E) for HT is symmetric about E </>with a peak that depends 
only on SNR. In this case, the function P'!f;,¢(E) z'!f;(</>, c), which is periodic in E 
for each</> with a period of 27r, has its peak exactly along the lines E = f[¢]+2m7r 
in the (¢,c) plane (for all integer m). This peak has a maximum value that is 
constant for a given SNR. In the general case (time-delay case) the peaks are 
slightly biased from E = f[¢]+2m7r and have variable maximum value depending 
on SNR, '1/', and the true value of the phase, f[¢]. The bias of the pdf peak 
decreases as SNR increases or 'If approaches 1r /2. It is worth noting that this 
bias of the pdf peak at any </> does not mean that the expected value of the 
phase random variable E is shifted by the same amount from the true value of 
the phase, f[¢], since this pdf is non-symmetric. In fact, the expected value of 
E f[¢] is nearly zero for any </> when SNR is not very low, as will be shown 
in subsection (4.2.5). The 2-D plot of P'!f;,¢(E) for SNR=10 dB and 'If = 7r/3 
is shown in Figure 4.2 along with the contour plot to reveal the approximate 
symmetry about the line E = </> in the ( ¢, E) plane. 
4.2.4 PDF of the Phase Noise 
From the above subsection we conclude that in the principal interval ( -7r, 7r), 
the phase E can be generally decomposed into a deterministic term f[¢] and a 
random variable rJ as follows 
E = f[<f>] + rJ (4.25) 
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where rJ is in the interval ( -1r ![¢], 1r- ![¢]). This is similar to the result 
obtained for the Hilbert transformer [7] when the phase shift was 1r /2. The pdf 
of the phase noise rJ is given by 
P1/J,¢>(rJ) = P1f;,¢>(E- f[<,f>]) (4.26) 
which is generally dependent on 'lj; and ![4>] when the phase shift 'lj; =/= 1r /2. We 
can obtain this pdf from P1/!,<t>( c) for any value of 'lj; and 4> by the intersection 
with the suitable plane. 
The intersection of a plane 4> = constant with P1f;,¢>(E) is symmetric when 
'lj; = 1r /2 (HT case), while it is non-symmetric for general 'lj; except for high 
SNR. This can be seen in Figure 4.2. Although the contour plot is approximately 
symmetric about E = ¢, its boundaries are slightly varying, not straight parallel 
lines, giving non-symmetry when a plane 4> = constant intersects the P1/!,<t>(E) 
plot. As SNR increases, the boundaries of the contour plot approach straight 
parallel lines and consequently P1/!,<t>(rJ) becomes symmetric. Figure 4.3 shows 
P1/J,<t>(rJ) when ![4>] = 0 for different values of SNR ('lj; = 1r /3) and different values 
of 'lj; (SNR = 10 dB). Only the principal period ( -1r, 1r) is considered. It is clear 
that P1/!,<t>(rJ) is more symmetric and concentrated around rJ = 0 for higher values 
of SNR. 
From eqs.(4.16) and (4.26) it is possible to show that P1/!,<t>(rJ) has the follow-
ing anti-symmetry in the interval ( -1r, 1r) 
(4.27) 
This anti-symmetry is clarified in Figure 4.3. 
4.2.5 Expectation and Variance of the Phase Noise 
The expected value and the variance of the phase noise rJ when ![4>] = 0 are 
shown in Figure 4.4 for different values of 'lj; and SNR. Note that the symmetry 
in the expected value and the similarity in the variance result from the anti-
symmetry in eq.(4.27). For this value of ![4>] the Hilbert transform case ('lj; = 
1r /2) gives the minimum variance, but this is not always true for the whole range 
of![¢]. Figure 4.5 shows the expected value and the variance of the phase noise 
rJ for 'lj; = 1r /3 and different values of ![4>] as compared to the HT case. The HT 
phase pdf is ¢-independent and give the same plots for the absolute expectation 
(which is zero) and the variance of the phase noise rJ for all values of![¢]. For 
the time-delay with any value of 'lj;, changing the value of ![4>] would result in 
changing the maximum of P1/J,<t>(rJ). This difference results in a slight difference 
in the expected value and the variance of rJ for different values of ![4>] as shown 
in Figure 4.5 for 'lj; 1r /3 and different values off[¢]. For some values of ![4>] 
the variance can go below the HT case. However, the performance is measured 
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n/3, SNR = 10 dB. 
2.5 
2 
1.5 
2 
0.5 
-1 0 2 3 
<1> (rad) 
2 
'-If = n/3, SNR = 1 0 dB 
-1 
-2 
-3 ~ 
-3 -2 -1 0 2 3 
<1> (rad) 
Figure 4.2: Above: the probability density function of the phase random variable, 
P'I/J,¢(€) = z'I/J(¢,E), for 7./J 7r/3 and SNR = 10 dB. Below: contour plot of the above 
P'I/J,¢(E) at the level of 0.5 for one period in the (¢,E) plane. Dotted line is theE=¢ 
line. It is clear that P'I/J,¢(€) is nearly symmetric about f.=¢ line. As SNR increases, 
the contour plot becomes two parallel lines. 
by considering the expectation and the variance of 'TJ for the whole range of 
f[¢]. Therefore the (ideal) Hilbert transformer outperforms the time-delay in 
all cases. 
Note that this comparison is based on considering an ideal Hilbert trans-
former that gives exactly -90° phase shift without phase or amplitude distortion 
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4~------~--------~------.-------~------~------~. 
3.5 
3 :1-------- SNR = 15 dB 
2.5 
"\If = n/3 
SNR = 10 dB 1.5 f[<l>] = 0 
0.5 
oL_~3--------~2---------1~~~~~o--~~~======--~2------~3~ 
11 (rad) 
4 
3.5 SNR = 10 dB 
3 f[<l>] = 0 
2.5 
"\If= niB {\ (\ "\If= 7n/B 
,, 
I \ 
1.5 I 
J ~\ "\If= n/2 ~ 0.5 0 
3 -2 -1 0 2 3 
11 (rad) 
Figure 4.3: The probability density function P"l/J,</>(rJ) of the phase noise rJ when 
f[¢] = 0. Above: P7fJ,¢(rJ) for 'ljJ = Jr/3 and different values of SNR. Below: P7/J,¢(rJ) 
for SNR = 10 dB and different values of 'lj;. Note that the dashed curve ('lj; = Jr/2) 
is symmetric and represents the Hilbert transform (HT) case. The two solid curves 
clarify the 'ljJ anti-symmetry of the phase noise pdf. 
or other practical problems associated with the implementation [53, 52]. 
In all the cases studied above for the time-delay, the expected value of the 
phase noise rJ is approximately zero and decreases when SNR increases, also the 
variance decreases substantially when SNR increases. 
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Figure 4.4: The expected value (above) and the variance (below) of the phase noise 
'TJ for different values of 'lj; and SNR (![¢] = 0) . The case 'lj; = 1r /2 is the Hilbert 
transform (HT) case which gives minimum value for the variance and the absolute 
expectation (approximately zero) of the phase noise 'TJ· The symmetry of the expected 
value about zero and the similarity of the variance for 'lj; and 1r - 'lj; cases are due to 
the 'lj; anti-symmetry of the phase noise pdf. 
4.2.6 The phase Estimator and Ranges of Cramer-Rao 
(CR) Bounds 
From the above analysis, the random phase variable E can be used as a phase 
estimator, ¢. It can be expressed in tJs3 interval ( -1r, 1r) in terms of 'l/;, x, and 
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Figure 4.5: The expected value (above) and the variance (below) of the phase noise 
'TJ for different values of f[ ¢] and SNR when 1/J = 1r /3. The solid line represents the 
HT case which is ¢-independent. 
y according to eqs.(4.11) and (4.12) as follows 
E = ¢ = f[Tan- 1 { s~n(~) }] 
1-- cos(~) 
X 
(4.28) 
where f[.] is defined in eq.(4.6) and Tan-1 is the four-quadrant inverse tangent. 
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Since ¢ is approximately unbiased for reasonable values of SNR (a minimum 
of 10 dB is acceptable in all cases), its variance is lower-bounded by the Cramer-
Rao bound [63], which can be expressed in this case as follows 
var((/J) = 1 
E(E- ¢)' ?:_ E{ [8 ln{~~<l(')}]'} 
1 
11r-![4>] [ [) ln {P1f;,</> (E)}] 2 oc/J P1/!,</> (E) dE 
-7r- ![4>] 
CRw(¢) (4.29) 
There is no analytic expression for the Cramer-Rao bound CR1/J ( ¢), hence it 
should be found numerically using eqs.(4.29) and (4.16). Figure 4.6 shows the 
variance of the time-delay phase estimator var( (/J) and its Cramer-Rao bound 
for 'ljJ 1r /3 and f[¢] = 0. The variance converges to its CR bound as SNR 
increases. This is true for all values of 'ljJ = Jr/3 and![¢]. For HT, the variance 
of the phase estimator, var((/J), is nearly identical with the CR bound in the 
range of SNR shown in Figure 4.6. 
Figure 4.6 also shows the approximate ranges of CR bounds of the time-
delay phase estimator when 'ljJ = 1r /7 & 61r /7 (the area between dotted lines) 
and 'ljJ = 1r /3 & 21r /3 (the area between dashed lines) as f[¢] ranges throughout 
the interval ( -1r, 1r]. The range is found numerically for each 'ljJ by calculating 
CR bounds for all values off[¢] in the principal interval -1r < f[¢] ::; 1r. 
Similarity in CR bounds between 'ljJ and 1r - 'ljJ cases is due to the 'ljJ anti-
symmetry of P1/!,4> discussed earlier. The solid line represents CR bound of the 
HT phase estimator, which is independent of the phase true value f[¢]. As 'ljJ 
approaches 1r /2, the range of CR bounds approaches the HT case. 
The performance of the time-delay for each 'ljJ is measured by considering 
the least upper bound l.u.b {CR1/J(¢) I -1r < ![¢] ::; 1r}. As such the (ideal) 
Hilbert transformer outperforms the time-delay in all cases. 
It is clear that the performance of the time-delay phase estimator, regarding 
both the expectation and the variance of the phase noise, decreases as 'ljJ goes 
far from 1r /2, especially for low SNR. Hence if a constant time-delay T is to 
replace the Hilbert Transform in some signal processing system while keeping 
highest possible performance in the presence of noise, the appropriate choice of 
T would be application dependent. The proper value ofT should keep 'ljJ = wT as 
near to 1r /2 as possible throughout the expected range of the input frequencies. 
However, this condition on the choice ofT becomes less strict as SNR increases. 
Also the performance regarding the expected value of the phase can be made 
the same as in the HT case by utilizing a phase transformation that makes the 
phase pdf symmetric as shown in the following subsection. 
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Figure 4.6: Above: the variance and the Cramer-Rao bound of the time-delay phase 
estimator for 'if; = 7r/3 and ![¢] = 0. The variance converges to the CR bound 
as SNR increases. Below: approximate ranges of the CR bounds of the time-delay 
phase estimator for 'if; = Jr/7 & 67r/7 (the area between dotted lines), and 'lj; = 
1r /3 & 21r /3 (the area between dashed lines). The range is found numerically for 
each 'if; by calculating the CR bounds for all values of ![¢] in the principal interval 
-1r < f[¢] ::; 1r. Similarity in the CR bounds between 'if; and 1r- 'if; is due to the 
'if; anti-symmetry of the phase pdf. The solid line represents the CR bound of the HT 
phase estimator, which is independent of the phase true value ![¢]. As 'if; approaches 
1r /2, the range of the CR bounds approaches the HT case. 
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4.2. 7 A Symmetric Transformation 
As shown above, the pdf of the phase estimator E is non-symmetric. However, 
this pdf can be transformed into a symmetric pdf by the following transforma-
tion of the random variable E 
e = h (E) = f (Tan -1 { . sin (E) } ] 
1/J sm(E + '1/J) (4.30) 
From eqs.(4.6) and (4.19) we can deduce that both the numerator and the 
denominator of h' (E) = dh( E)/ dE are positive. Therefore h' (E) is always positive 
and h( E) is monotonically (in fact: strictly) increasing in the principal interval 
( -1r, 1r). Hence the pdf of e can be given by [62] 
P..p,¢(e) =p..p,¢(h¢1(e)) 1~;1 
From eqs. (4.16), (4.21), (4.30), and (4.31) we obtain 
1 J /l..p cf>Ct ( ) P..p,¢(e) = 27r exp{ -f.1,..p,¢a} + ~cos e- h..p(¢) 
X exp{- J.l..p,cf>Ct sin2 ( e h..p ( </J))} 
(4.31) 
x (~ + erf{ J2f.l..p,cf>a cos(e- h..p(¢))}) (4.32) 
which is symmetric about e = h..p(¢), hence e- h..p(¢) has zero expected value 
irrespective of¢ and 'lj;. Therefore e can be decomposed as follows 
(4.33) 
where <'P = h..p(¢) is the deterministic transformed phase and vis a non-Gaussian 
phase noise with zero mean. However, the variance of e is still dependent on 
'ljJ and ¢. Numerical calculations showed that, for every value of 'lj;, the l.u.b 
of the CR bounds of e converges for reasonable SNR's to that of E discussed 
in the previous subsection. If 'ljJ is not far from 1r /2, these two l.u.b.'s are 
nearly identical. This can be noticed in Figure ( 4.6) as for each '1/J, the two 
l.u.b's approach each other as well as Hilbert transform case, and the distance 
between them is reduced. Hence ideal improvement in the expectation and 
no improvement in the variance of the phase estimator are obtained by this 
transformation. Since the mapping h..p : ¢ --+ <}) is one-valued and strictly 
increasing in the principal interval of¢ (i.e. ( -1r, 1r)), h¢1 is also one-valued in 
the principal interval ( -1r, 1r) [64]. Hence there is no ambiguity in transforming 
eq.( 4.32) in terms of <'P (rather than¢) as long as we consider a period of 21r. The 
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actual expression of h¢1 can be given after some manipulations in the following 
form q; = h_1 (<1?) = { a b sin( <I?). 2: 0 (4.34) 
where 
1/J f[a + 1r] otherwise. 
b sin( 'ljJ) tan( <I?) 
1- cos('lj;) tan( <I?) 
a= tan-1 (b) 
(4.35) 
(4.36) 
and f[.] is defined in eq.(4.6). The function tan-1 is the ordinary inverse tangent. 
The function h'l/J(.) defined in eq.(4.18) was originally proposed as the char-
acteristic function of the phase error detector of a new DPLL, the time-delay 
digital tanlock loop (TDTL), in an attempt to replace the HT by a time-delay 
in DPLLs [58, 59] (see also Chapter 3). However, it appears form the analysis 
in this chapter that this function has an inherent relationship to the statistical 
behavior of the time-delay in the presence of Gaussian noise. 
For TDTL, this symmetric transformation of the phase random variable 
would result in high performance of the TDTL in the presence of noise that 
is essentially equivalent to the performance when HT is utilized for reasonable 
values of SNR. 
Hence if it is possible to replace a HT by a time-delay T (as a phase-shifter) 
with the above phase transformation in some signal processing system (like in 
DPLLs), the choice ofT would be mainly related to the noise-free performance 
of the system, especially for high SNR. 
4.3 Conclusions 
A time-delay has been introduced in Chapter 3 as a substitute for the Hilbert 
transformer (HT) in digital phase-locked loops (DPLLs) for the purpose of phase 
shifting . This resulted in a major reduction in the system complexity. This 
chapter has shown that if this replacement is possible under noise-free condi-
tions in some signal processing system, it would also be successful in the presence 
of additive Gaussian noise. For sinusoidal signals, the performance of a time-
delay T (which produces a signal-dependent phase-shift 'ljJ = wT, w being the 
signal radian frequency) is comparable to the performance of a Hilbert trans-
former (which produces a signal-independent 90° phase-shift) in the presence 
of independent and identically distributed (i.i.d.) additive Gaussian noise. The 
performance of the time-delay approaches that of Hilbert transformer for high 
signal-to-noise ratios (SNRs) and the proper choice ofT. In case T is constant 
and a range of w is expected, the performance of the time-delay is best when 
T is chosen to keep the range of 'ljJ as near as possible to 1r /2 throughout the 
expected range of the input frequencies. However, this condition on the choice 
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ofT becomes less strict as SNR increases. Also, the performance regarding the 
expected value of the phase can be made the same as in the HT case by utiliz-
ing a proposed phase transformation that makes the phase probability density 
function (pdf) symmetric. The criterion used in this analysis is the effect of 
noise on the phase of the input signal and its time-delayed (or: phase-shifted) 
version such that similar relationship between them is maintained as in the 
noise-free case. In additive Gaussian noise the time-delay phase estimator can 
be approximated by the noise-free phase plus a non-Gaussian phase noise. The 
pdf of the phase noise in the case of time-delay is non-symmetric with a peak 
that depends on '1/J, the deterministic phase ¢, and SNR. However, as SNR in-
creases, the expected value of the time-delay phase estimator approaches the 
true phase value and its variance substantially decreases and converges to the 
Cramer-Rao bound for all ranges of the effective parameters: the phase shift '1/J, 
the true phase value ¢, and the signal-to-noise ratio SNR. 
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Chapter 5 
The Time-delay Digital Tanlock 
Loop: Performance Analysis in 
Additive Gaussian Noise 
5 .1 Introduction 
In Chapter 3, a constant time-delay unit is used to produce a phase-shifted 
version of the incoming signal, giving rise to the time-delay digital tanlock loop 
(TDTL) [58, 59]. This method reduces the complexity of the phase-shifter 
and avoids the limitations and other problems that accompanies the 90° phase-
shifter in the conventional DTL ( CDTL) [7]. The main advantages of CDTL 
are maintained by TDTL despite its reduced structure (see Chapter 3). 
In Chapter 4, we analyzed the performance of the time-delay, which produces 
a signal-dependent phase shift, in the presence of additive Gaussian noise. We 
compared its performance with that of the (ideal) Hilbert transformer. The 
result is of general interest in signal processing. 
In this chapter we analyze the performance of the first and second-order 
TDTLs in the presence of additive Gaussian noise [61]. Specifically, we inves-
tigate the effect of additive Gaussian noise on the sytem equation, the input 
and output of the phase error detector, locking conditions, and the steady-state 
phase errors. It is shown that, in the presence of additive Gaussian noise, the 
phase at the output of the phase error detector (PED) can be represented by the 
noise-free phase plus a non-Gaussian phase errors. Cramer-Rao bound, which 
was missing in the treatment of CDTL in [7], is included in this study for better 
understanding of the circuit performance. The mean value of the steady-state 
phase errors at the input and the output of the phase error detector are shown 
to be the same as the noise-free steady-state phase errors cp88 and e88 , respec-
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tively, while the variance decreases as the signal-to-noise ratio (SNR) increases 
and converges to the Cramer-Rao bound for all values of the effective param-
eters: '1/J, K~, and SNR. The locking ranges of the circuit parameters are the 
same as those under noise-free conditions. The best possible performance can 
be ensured in TDTL design when the time-delay T is chosen to give a phase 
shift 'ljJ = wr as near as possible to 1r /2 from both sides during the expected 
range of the input frequency w. 
5.2 Noise Analysis of the TDTL 
In this section we investigate the effect of additive Gaussian noise on the per-
fromance of the first and second-order TDTLs. 
5.2.1 System Equation 
The noise-free system analysis was given in Chapter 3. Here we present the 
main equations in the presence of additive Gaussian noise. The loop accepts a 
sinusoidal input signal y(t) having a radian frequency w with a frequency offset 
.6..w( = w - w0 ) from the nominal radian frequency w0 of the digital clock. The 
input signal is given by 
y(t) =A sin[w0 t + B(t)] + n(t) (5.1) 
where A is the signal amplitude, B(t)(= .6..wt + Bo) is the phase process of the 
incoming signal, 00 being a constant, and n(t) is additive Gaussian noise with 
zero mean and variance a-~. 
The time-delay unit introduces a constant time-delay T in the input signal 
which causes a phase lag '1/J(= wr) proportional to input radian frequency w. 
The time-delayed version of the input signal, denoted by x(t), can be expressed 
as 
x(t) =A sin[wot + B(t) - '1/J] + n' (t) (5.2) 
where n' (t) is the phase-shifted version of n(t). At the kth sampling instant, the 
sampled values of y(t) and x(t) are given respectively by 
y(k) A sin[w0 t(k) + B(k)] + n(k) 
x(k) A sin[w0 t(k) + B(k)- '1/J] + n' (k) 
where B(k) = B[t(k)], n(k) = n(t(k)), and n' (k) = n' (t(k)). 
(5.3) 
(5.4) 
The sampling interval between the sampling instants t(k) and t(k- 1) is 
given by 
T(k) =To- c(k- 1) (5.5) 
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where To ( = 27r) is the nominal period of the digital clock and c( i) is the output 
Wo 
of the digital filter at the ith sampling instant. Assuming t(O) = 0, the total 
time t(k) up to the kth sampling instant is 
k k-1 
t(k) LT(i) = kTo- l::c(i) (5.6) 
i=1 i=O 
Thus, y(k) and x(k) can be written as 
k-1 
y(k) A sin[O(k)- W0 L c(i)] + n(k) (5.7) 
i=O 
k-1 
x(k) = A sin[O(k)- W 0 Lc(i) -1/1] + n' (k) (5.8) 
i=O 
The phase error ¢(k) is defined as [58, 59] (see also Chapter 3) 
k-1 
¢(k) = O(k)- W0 L c(i) 1/1 (5.9) 
i=O 
Now y(k) and x(k) in the presence of additive Gaussian noise can be ex-
pressed as 
y(k) 
x(k) 
A sin[¢(k) + 1/1] + n(k) 
A sin[¢(k)] + n' (k) 
The phase equation was given in Chapter 3 as follows 
¢(k + 1) = ¢(k)- wc(k) + A0 
(5.10) 
(5.11) 
(5.12) 
where Ao = 27rw-wo. This is the general phase equation of TDTL based on the 
Wo 
definition of phase error. Under noise-free conditions this leads to the results 
shown in Chapter 3. In the presence of noise, there would be phase noise in 
addition to the noise-free phase process. To find this noise we should analyze 
the effect of noise on the input and the output of the phase error detector. 
5.2.2 Statistical Behavior of TDTL Phase Error Detector 
(PED) 
Assuming that tlie sampled noise process { n( k)} is a sequence of i.i.d. (indepen-
dent and identically distributed) Gaussian random variables with zero mean and 
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a variance of a~, it follows that the phase shifted noise process { n' ( k)} is also 
a sequence of i.i.d. Gaussian random variables with same mean and variance, 
and that the two noise processes { n( k)} and { n' ( k)} are independent. Hence 
y and x in eqs.(10) and (11) are also independent Gaussian random variables 
with joint probability density function (pdf) given at any sampling instant k b~ 
2
1
2 ((x- A sin(¢>))
2 
+ (y- A sin(¢>+ ?f) 2)] (5.13) 
an 
where for simplicity x, y, and ¢> are used to represent x(k), y(k), and <f>(k), 
respectively. 
In CDTL the characteristic function is linear and there is no phase trans-
formation. Hence noise analysis at the input of the PED is sufficient [7]. For 
TDTL the characteristic function of the PED, eqs.(3.14) and (3.15) in Chapter 
3, performs non-linear transformation of the input phase. Hence in the next 
two sub-subsections we will study the statistical behavior of the phase at the 
input and at the output of the PED separately. 
A. Phase PDF at the Input of the PED 
In the presence of noise both y and its phase-shifted version x would be 
random in amplitude and phase. To find the pdf of the random phase of y and 
x and its relationship to the deterministic phase, we should first write x and 
y in terms of two new random variables R (for amplitude) and c (for phase) 
such that the random variables x and y keep the same relationship between 
them as in the deterministic case. This gives in the case of TDTL the following 
transformations 
X R sin( c) 
y R sin(c +?f) 
hence the joint pdf of R and c is given by [62] 
P1/J,¢(R, c)= g(R sin( c), R sin(c + ?f))Rsin(?f) 
(5.14) 
(5.15) 
(5.16) 
In DPLLs the concentration is on the phase rather than on the amplitude. 
The pdf of the input phase random variable c is given by 
(5.17) 
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which can be given in the following form 
P,P,o(E) = h~(E) [ 2~ exp{ -tt.~.o"'} + {¥cos(H~.o(E)) 
x exp{- f.ll/1,</>a sin2 ( Hl/1,4> (E))} 
x G + erf{ J2tt.~,i>"' cos(H¢,0(,))})] (5.18) 
where 
a A2 /2a~ (signal- to- noise ratio) (5.19) 
h~(E) dh1f!(E) sin( 1P) (5.20) -
sin 2 (E) + sin 2 ( E + 1P) dE 
f.ll/1,4> 
sin( 1P) (5.21) h~(¢) 
Hl/l,<t>(E) hl/I(E)- hl/!(cp) (5.22) 
erf(x) _1_1x e-tzf2dt V2ir 0 (5.23) 
and f[.] is defined in chapter 4, eq.(4.6). It is clear that Pl/l,<t>(E) is non-Gaussian 
and periodic in E and ¢ with periods of 21r. It is also non-symmetric about the 
plane E =¢for 1P #1r /2. If 1P 1r /2, we have h~(E) = 1, Hl/l,<t>(E) = f[c] f[¢] = 
E- ¢ in the principal interval ( -1r, 1r), and f.ll/1,4> = 1 (see eqs.(5.19) - (5.22)), 
hence eq.(5.18) reduces to the Hilbert transform case obtained for CDTL in [7]. 
B. Phase PDF at the Output of the PED 
Now the phase at the output of the phase error detector is also a non-
Gaussian random variable ~ given by 
~ = h (c) = f[Tan-1{ . sin(E) }] 
1/1 sm(E + 1P) (5.24) 
where Tan-1 is the four-quadrant arctan function. In Chapter 3, the function 
h1f!(E) is shown to be continuous over the principal interval (-1r,1r) (see Ap-
pendix, Chapter 3). Also we have dh'!J:J4>) > 0 since 0 < sin(1P) < 1. Therefore 
hl/1 ( ¢) is monotonically increasing in the principal interval. Hence the pdf of ~ 
can be given by [62] 
(5.25) 
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From eqs. (3.14), (5.18), (5.24), and (5.25) we obtain 
1 J M'l/)(pa ( ) 
27r exp{ -M7/J,¢P} + ~cos ~- h'l/J(¢) 
x exp{-M'l/J,</Ja sin2 ( ~ - h'l/J ( cp))} 
x (~ + erf{ J2M7/J,</Ja cos(~- h'l/J(¢))}) (5.26) 
which is periodic in ~ of period 21r. It has a maximum at ~ = h'l/J(¢), hence 
~- h'l/J(¢) has zero expected value irrespective of¢ and '1/J. Therefore~ can be 
decomposed as follows 
(5.27) 
where e = h'l/J ( ¢) is the deterministic transformed phase and 'TJ is a non-Gaussian 
phase noise with zero mean. If we consider~ in the main interval ( -1r, 1r), then 
the phase noise rJ lies in the interval ( -1r - e, 1r - e). The pdf of the phase noise 
rJ can be given explicitly as follows 
P'l/J,e(TJ) = 2~ exp( -m'l/J,ea) + Jm:ea cos(ry) exp{ -m7/J,ea sin2 (ry)} 
x (~ + erf{ J2m7/J,ea cos(ry)}) (5.28) 
where 
m'l/J,e = M7/J,h¢1(e) (5.29) 
This pdf has a form similar to the result obtained for the CDTL [7], except 
for the additional factor m'l/J,e· This factor has no effect on the expected value 
of rJ which is always zero as in the CDTL case. However, the variance of 'TJ is 
now dependent on '1/J and e. Using eqs.(5.22), (5.26), and (5.27) we have the 
following '1/J symmetry 
(5.30) 
Since the mapping h'l/J : ¢ --+ e is one-valued and strictly increasing in the 
principal interval of¢ (i.e. ( -1r, 1r)), h;1 is also one-valued [64]. Hence there 
is no ambiguity in transforming the above pdfs in terms of e (rather than ¢) 
as long as we consider a period of 27r. The actual expression of h; 1 is similar 
to that of c/Jss given in eq.(3.33) with c/Jss replaced by h;1 (e). Figure 5.1 shows 
the 2-D plot of P7f;,¢(~) for '1/J = 1r /3 and SNR = 10 dB and the contour plot of 
this pdf as compared to that of CDTL. Figure 5.2 shows P'l/J,e(TJ) when e = 0 for 
different values of '1/J and SNR. 
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5.2.3 Phase Estimation and Cramer-Rao (CR) Bounds 
Since the random phase ~ at the output of the PED gives the deterministic 
phase e plus a phase noise as in eq.(5.27), it can be used as a phase estimator e. 
As fJ = ~ e has zero expected value for all '1/J and¢, this estimator is unbiased 
and therefore its variance var(e) is lower-bounded by the Cramer-Rao bound 
[63], which is given in this case by 
var(e) 
(5.31) 
where E is the expectation functional. Since the mapping h;1 is one-valued in 
the principal interval as shown in the previous subsection, there is no ambiguity 
in evaluating the above integral as long as we consider a period of 21r. 
Numerical calculations showed that the variance of~ is approximately iden-
tical with the Cramer-Rao bound for reasonable values of SNR. Hence we will 
use Cramer-Rao bounds for the purpose of performance assessment and com-
parison. 
It is evident from eq.(5.31) that the Cramer-Rao bound is dependent on 
'1/J = '1/Jo/W, e, and SNR. Hence in TDTL case we expect ranges of Cramer-
Rao bounds rather than single Cramer-Rao bound for CDTL. For every value 
of '1/J, Cramer-Rao bound can go below the CDTL case for some values of e. 
However, for every '1/J, the performance is measured by considering all the range 
of CR bounds for all possible e. In this case we consider the least upper bound 
l.u.b.{C~(e) I - 1r < e ::; 1r}. Therefore the (ideal) CDTL outperforms 
TDTL in the presence of noise in all cases. As '1/J approaches 1r /2, the range of CR 
bounds approach the (ideal) CDTL Cramer-Rao bound. Hence the difference 
in performance is less evident as '1/J approaches 1r /2. 
It follows that for the best possible performance in the presence of noise we 
should choose the time-delay T such that we keep '1/J = WT as near as possible to 
1r /2 throughout the expected range of w which is supposed to be fit inside the 
locking range of TDTL for some value of '1/Jo W 0 T (that decides the value of w0 ) 
and a low value of K 1 . The natural choice in this case is { ( w1 + w2) /2 }T = 1r /2. 
Figure 5.3 shows the ranges of CR bounds for different values of '1/J = '1/Jo/W 
and SNR. It is apparent that the range of the CR bounds approaches the CDTL 
66 
...... '1'.::=:.-rt!? .. 
3 
2.5 
2 
1.5 
2 
0.5 
-2 
-1 0 1 
e = h [<!>] (rad) 2 3 
3 
2 'If= n/3 
SNR = 10 dB 
-1 
-2 
-2 -1 0 2 3 
e = h [<1>] (rad) 
Figure 5.1: Above: the probability density function of the phase random variable 
e at the output of the phase error detector (PED) of TDTL, P1f;,¢(0, for 'ljJ = 1fj3 
and SNR = 10 dB. Note that ¢ and e h[¢] are the deterministic phase errors at 
the input and the output of the PED, respectively. Below: contour plot of the above 
P'I/J,<P (e) at the level of 0.5 for one period in the ( e, e) plane (solid line) as compared to 
the that of CDTL (dashed line). Dotted line is thee= e line. As SNR increases, the 
solid contour plot becomes two parallel lines as in the CDTL case. 
bound as '1/J approaches 1r /2. According to the above performance measure, the 
(ideal) CDTL outperforms TDTL in the presence of noise in all cases when the 
variance is considered, while the performance is similar regarding the expected 
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Figure 5.2: The probability density function P'l/l,e('T!) of the phase noise 'T/ at the output 
of the phase error detector (PED) of TDTL when e = h[¢] = 0. Above: P'!f;,e('T!) for 
'1/J = 1f /3 and different values of SNR. Below: P'l/l,e ( 'T/) for SNR = 10 dB and different 
values of '1/J. The expected value of 'T/ is always zero, but the variance is dependent on 
'1/J and e. Similarity between curves is due to the '1/J symmetry of P'l/l,e('T!)· 
value of the phase error. However, the difference in performance is less evident 
as 'ljJ approaches 1f /2. Note that this comparison is built on considering an ideal 
Hilbert transformer in CDTL, without taking into account the approximations 
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Figure 5.3: Ranges of the Cramer-Rao bounds of the phase estimator ~ at the output 
of the phase error detector of TDTL for 'lj; = 7r/3 & 27r/3 (the area between dashed 
lines), and 'lj; = 37r/7 & 47r/7 (the area between dotted lines). The range is found 
numerically for each 'lj; by calculating the CR bounds for the two extreme values of 
m'I/J,e in the principal interval -1r < e ::; 1r. Similarity in the CR bounds between 'lj; 
and 1r - 'lj; is due to the 'lj; symmetry of the phase pdf. The solid line represents the 
CR bound of the (ideal) CDTL phase estimator, which is independent of the output 
phase true value e. As 'lj; approaches 1r /2, the range of the CR bounds approaches the 
CDTL case. 
and other practical problems associated with the implementation of the Hilbert 
transformer that are definitely reflected on the performance of the practical 
CDTL. 
5.2.4 Statistical Behavior of the TDTL in Gaussian Noise 
In this subsection we study the steady-state pdf, expectation and variance of 
the modulo (21r) phase error at the input and the output of the phase error 
detector (PED) for the first and second-order TDTLs. 
A. First-Order TDTL 
(i) Steady-State PDFs of the PED Input and Output Phase Errors: 
Since the two noise processes { n( k)} and { n' ( k)} discussed in subsection 
(5.2.1) are independent, it follows that there effect on the phase would result in 
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noise samples {17(k)} that are independent for different sampling instants k. 
The system equation of the first-order TDTL in the presence of noise can 
be obtained from eqs.(3.16) and (5.27) as follows 
¢(k + 1) = ¢(k)- K~h7J![¢(k)] + Ao- K~17(k) (5.32) 
where ¢(k) is the phase error at the input of the phase error detector (PED) 
and h7/l ( ¢( k)) = e( k) is the phase error at the output of the PED. Following the 
same analysis as in [7] and [35] we reach at the following Chapman-Kolmogorov 
iterative equation 
P7/l,k+I(¢1¢o) = 1: q7/!,k(¢1u)p7/!,k(ui</Jo)du (5.33) 
where <Po= ¢(0), P7/!,k(¢I<Po) is the pdf of <f;(k + 1) given <Po, and qk(¢1u) is the 
pdf of ¢(k + 1) given ¢(k) u, which can be given in the case of TDTL by 
1 21rK~ exp(-117/!,ua) 
1 vi17J!ua ¢-v . 2(¢-v)} 
+ K~ ~cos( K~ ) exp{ -117/!,ua sm K~ 
x (~ + erf{ J2117J!,ua cos(¢_;, v)}) (5.34) 
1 
where v = u-K~h7/![u]+Ao and the range of¢ is the interval (u+Ao K~1r, u+ 
Ao K~1r). 
The above iteration can be solved numerically by the Weinberg-Liu method 
explained in [7] and [35] to get the pdf of the steady-state phase error at the 
input of the PED, P7J!(¢). 
The steady-state pdf of the phase error at the output of the PED, JP( e) can 
be given by 
(5.35) 
where e = h7J!(¢). From the above analysis we can deduce that the steady-
state input and output phase error pdfs, P7J!(¢) and JP7/I(e), are dependent on 
Ao = 21r(l W)/W, '1/J = '1/Jo/W, K~ = KI/W, and SNR. The CDTL phase 
error pdf was dependent on A0 , K~, and SNR only [7]. 
(ii) Steady-State Expectation of the PED Input and Output Phase Errors: 
In the steady-state we have £(¢(k+1)) = £(¢(k)) at the input ofthe phase 
error detector (PED). Also we have £(e(k + 1)) = £(e(k)) at the PED output. 
It is worth noting that the steady-state phase errors <Pss and e88 are random 
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variables in the presence of noise. Taking the expectation E of both sides of 
eq.(5.32) under steady-state condition and solving for £(¢ss) we have 
(5.36) 
where e58 is the steady-state output of the PED. Since P'I/J,<P('TJ) is symmetric 
about zero, we have E(rJ) = 0, hence we obtain 
(5.37) 
which is the same as the noise-free expression of e58 given by eq.(3.33). No 
additional condition in the presence of noise is implied by the above equation 
on A= Aa/K~. Hence only the noise-free condition on A (given in eq.(3.21)) is 
effective. 
It is not straightforward to prove that the expectation functional E and the 
function h'I/J can be interchanged. However, according to the TDTL structure, a 
steady-state condition at the input of the PED implies a steady-state condition 
at the output of the PED. Therefore, the steady-state phase error at the output 
of the PED, E(e88 ), should be in the following form 
(5.38) 
Using eqs.(3.14), (5.37), and (5.38) we obtain the following expression for 
£(¢ss) by manipulations similar to those used in obtaining c/Jss in Chapter 3, 
section (3.3.1-C) 
(3 sin(.\) 2: 0 
otherwise. (5.39) 
where A = Aa/ K~, a and (3 are defined in eqs.(3.23) and (3.25). This is the 
same as the noise-free expression of c/Jss given by eq.(3.33). 
Hence in additive Gaussian noise, the first-order TDTL does not lose track-
ing of the input phase since the expected value of the phase error equals its 
deterministic value. 
(iii) Steady-State Variance of the PED Input and Output Phase Errors: 
Unlike CDTL, the variance of the steady-state input and output phase er-
rors, c/Jss and e88 , cannot be given in closed-form expressions in terms of E ( 'T]2) 
and K~. However, it can be obtained numerically from the steady-state pdfs 
P'I/J(¢) and JP'I/J(e) obtained in subsection (5.2.4-A(i)) above. For all values of 
'1/J, the input variance and the output variance are decreasing functions of SNR. 
They are functions of '1/J, K~, and SNR. Numerical calculations have shown that, 
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as in the case of CDTL, Ao only affects the expectation and has no effect on 
the variance. Also numerical calculations have shown that, for any 'ljJ and SNR, 
the variance of the steady-state input and output phase errors is always posi-
tive inside the noise-free range of the effective parameters Ao and K~. Hence 
no additional conditions are implied by the variance of the phase errors in the 
presence of noise. 
Figure 5.4 shows the variance of the steady-state phase error at the output 
of the PED, var(ess), of the first-order TDTL with 'ljJ = 1r /3 and 'ljJ = 21r /5 as 
compared to that of CDTL for the same parameters Ao = 0 and K~ = 0.7 and 1. 
As 'ljJ approaches 1r /2, TDTL variance approaches that of CDTL. Both CDTL 
and TDTL has £(e55 ) exactly at the noise-free value of e55 , which is Ao/ K~, 
for all values of the parameters '1/J, Aa and K~. Note that the curves related to 
'ljJ = 21r /3 and 'ljJ 37r /5 are the same as the curves related to 'ljJ = 1r /3 and 
'ljJ = 21r /5, respectively, due to the 'ljJ symmetry of the phase pdf as given in 
eq.(5.30). 
B. Second-Order TDTL 
We now discuss briefly the behavior of the second-order TDTL in noise since 
it can be obtained by analysis similar to that of the first-order TDTL discussed 
earlier. 
In the presence of noise the system equation of the second-order TDTL can 
be obtained using eqs.(3.13), (3.35), and (5.27) as follows 
cp(k + 2) 2¢(k + 1)- cp(k)- rK~{h[cfJ(k + 1)) + 17(k 1)} 
+ K~{h[cp(k)] + 77(k)} (5.40) 
Applying analysis similar to that in subsection (5.2.4-A) above we can obtain 
the steady-state pdf of the phase error at the input and the output of the phase 
error detector (PED). Taking the steady-state expectation of both sides of the 
above equation and noting that £ ( 77) = 0 at any sampling instant k, we obtain 
the expected value of the phase error at the output of the PED as follows 
(5.41) 
which is the same as the noise-free value of e55 • By reasoning similar to that in 
the previous subsection we obtain the expected value of the phase error at the 
input of the PED as follows 
£(c/Jss) = 0 (5.42) 
which is also the same as the noise-free value of c/Jss· As in the case of the 
first-order TDTL, the variance of the steady-state phase errors c/Jss and e55 can 
be obtained numerically. It is now dependent on '1/J, K~, r, and SNR. Numerical 
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Figure 5.4: Variance of the steady-state phase error, e88 , at the output of the phase 
error detector of the first-order TDTL with '1/J = 1r /3 and '1/J = 27r /5 as compared to 
that of CDTL for the same parameters A0 = 0 and K~ = 0.7 and 1. Note that A0 
decides the expected value of e88 and has no effect on the variance. As '1/J approaches 
1rj2, TDTL variance approaches that of CDTL. Both CDTL and TDTL has £(e88 ) 
exactly at the noise-free value of e88 , which is A0 / K~. Note that the curves related to 
'1/J = 21r /3 and '1/J = 37r /5 are the same as the curves related to '1/J = 1r /3 and '1/J = 27r /5, 
respectively, due to the '1/J symmetry of the phase pdf. 
calculations have shown that the variance is not affected by Ao and decreases as 
SNR increases or K~ decreases. Also it decreases as r decreases. The variance 
is positive for all values of the parameters in the noise-free locking range, hence 
no additional conditions are implied on the second-order TDTL in the presence 
of Gaussian noise. 
5.3 Conclusions 
In this chapter we have analyzed the performance of the newly proposed digi-
tal phase locked loop (DPLL), the time-delay digital tanlock loop (TDTL), in 
the presence of additive Gaussian noise. The conventional digital tanlock loop 
(CDTL) introduced significant advantages over other sinusoidal DPLLs, except 
for the complexity of the loop, and TDTL has the same merits with a reduced 
complexity. We have proved in a previous work that although TDTL has a 
reduced structure as compared to the CDTL, it has a performance comparable 
to that of CDTL under noise-free conditions. In this chapter we have shown 
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that the performance of TDTL in the presence of additive Gaussian noise is also 
successful and comparable to that of CDTL, especially under careful choice of 
the circuit parameters. Under the steady-state condition of operation, the first 
and second-order TDTLs have expected values of the phase error at the input 
and the output of the phase error detector (PED) exactly the same as their 
noise-free values, while the variance of the phase error is a decreasing function 
of the signal-to-noise ratio (SNR) and the loop parameter K~ (in addition to r 
for the second-order TDTL). The variance also decreases and approaches CDTL 
case as the phase shift 'ljJ (introduced by the time-delay) approaches 1r /2 from 
both sides. Hence TDTL does not lose tracking of the input phase in additive 
Gaussian noise in all cases. However, it is better in TDTL design to choose a 
time-delay T that gives a phase shift 'ljJ = WT as near to 1r /2 as possible dur-
ing the expected range of the input frequency w. No change in TDTL locking 
ranges is implied by the presence of Gaussian noise. 
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Part-11: Adaptive Instantaneous 
Frequency Estimation of 
Multicomponent FM Signals Using 
the T -Class of Time-Frequency 
Distributions 
Chapter 6 
Literature Survey-11: Instantaneous 
Frequency Estimation Using 
Time-Frequency Distributions 
6.1 Introduction 
Single-tone and digitally modulated signals are widely used in signal process-
ing and communications. In Part-I we have proposed IF estimation of such 
signals using digital phase-locked loops (DPLLs). However, these signals are 
stationary or piecewise stationary. Nonstationary signals are of great impor-
tance in synthetic and real life applications. An example of non-stationary 
signals is the frequency-modulated (FM) signals widely used in communica-
tions. As we stated in Chapter 2, the classical Fourier analysis cannot deal 
with such signals and time-frequency analysis should be introduced. Although 
DPLLs are used to demodulate FM signals [6], they are not efficient in tracking 
a rapidly varying phase [2]. Moreover, DPLLs are unable to deal with multi-
component signals, which represent a challenge in signal analysis. Many real 
life and synthetic signals are of multicomponent nature, i.e. composed of many 
components with different IF laws. The most efficient tool for analyzing nonsta-
tionary multicomponent signals is time-frequency signal analysis (TFSA) [56]. 
This is because time-frequency distributions concentrate the energy ofthe signal 
around its component IF laws. Figure 6.1 shows a synthetic linear FM signal 
with its Fourier transform (spectrum) and its time-frequency transform using 
some TFD. It is apparent that no information can be obtained from the classi-
cal spectrum about the time-varying IF law of the signal. Figure 2 shows the 
time-frequency distribution of a bat signal. The TFD concentrates the energy 
around the individual IF laws of the signal, which is equivalent to decomposing 
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Figure 6.1: Above: A linear FM signal. Middle: Spectrum of the signal. Below: 
Time-frequency representation of the signal. 
the signal into its components. 
Instantaneous frequency estimation of nonstationary signals is one of the 
most important issues in signal processing. This is because the instantaneous 
frequency is one of the most important features of any signal. There are two ma-
jor approaches for IF estimation of FM signals: parametric and non-parametric. 
A review of parametric and non-parametric IF estimation techniques is given 
in [2]. The non-parametric approach is based on using time-frequency distri-
butions. In the following subsection we will review the most important steps 
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Figure 6.2: A bat signal. Above: The signal in time domain. Middle: The signal 
spectrum. Below: Time-frequency representation of the signal. It is apparent that 
the multicomponent nature of the signal cannot be revealed by the classical spectrum. 
in this respect. It is worth noting that all these approaches concentrate on 
monocomponent rather than multicomponent signals. 
6.2 IF Estimation Using TFDs 
Time-frequency analysis provides us with time-dependent spectrum suitable for 
analyzing non-stationary signals. Also it is a powerful tool to reduce noise effects 
78 
from the signal as it spread noise evenly in the joint time-frequency domain [65]. 
A time-frequency distribution (TFD) is a two-dimensional transformation of the 
signal s(t) into a joint time-frequency plane. Many efforts have been made to 
define TFDs [1, 66]. A brief description of some important TFDs is given below. 
6.2.1 Some Important TFDs 
Gabor's Expansion 
This is the earliest time-frequency distribution [67]. He stated that any 
signal s(t) can be expanded as a function of time and frequency as follows 
00 00 
s(t) = L L Cm,nhm,n(t) 
m=-oon=-oo 
00 00 L L Cm,nh(t- mT)ejnnt (6.1) 
m=-oon=-oo 
where T and n are the time and frequency sampling steps, hm,n(t) are Gaussian 
functions centered about time m and frequency n, and Cm,n are complex weights 
associated with the Gaussian functions [67]. Gabor chose Gaussian functions 
as follows 
(6.2) 
because the Gaussian function is optimally concentrated in the joint time-
frequency domain according to the uncertainty principle, that is [65] 
(6.3) 
which represents the lower bound of uncertainty. Other functions can be used 
but the above relation cannot be obtained. The necessary condition that Gabor 
expansion exist is 
(6.4) 
The Spectrogram 
The spectrogram of a signal s(t) is a two-dimensional transformation of the 
signal into the time-frequency plane obtained by taking slices of the signal using 
a moving window, then calculating the square of the Fourier transform of each 
slice as follows 
(6.5) 
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where h(t- T) is the analysis window centered around T = t. The spectrogram 
suffers from inherent tradeoff between time and frequency resolution. Another 
equivalent method is slicing the signal in the frequency domain as follows 
100 2 Ps(t, f) = I -oo S(v)H(f- v)e-j21rvtdTI (6.6) 
where S(v) is the Fourier transform of s(t) and H(f- v) is the analysis window 
in the frequency domain centered around f = v. This is known as the sonograph. 
If h(t) and H(f) are a Fourier transform pair, then the spectrogram is equivalent 
to the sonograph. The spectrogram has poor energy concentration for rapidly 
time-varying signals [1]. 
Wigner-Ville Distribution 
The first important time-frequency distribution was Wigner-Ville Distribu-
tion (WVD) given by [68, 1, 56] 
W(t, f) =I: z(t + T /2)z*(t- T /2)e-j21rfT dT (6.7) 
where* indicates complex conjugation and z(t) is the analytic signal associated 
with the time signal s(t). The Wigner-Ville Distribution is "bilinear" in the 
sense that the signal is used twice in its calculation. This distribution is the 
first member of the quadratic class of time-frequency distributions, originally 
proposed by Wigner [68] in a context of quantum mechanics. This TFD has 
many desirable properties [56], however, it suffers from "artifacts" or "cross-
terms" when applied to a multicomponent signal. For example, consider the 
following signal which is the sum of two complex sinusoids 
(6.8) 
The WVD of this signal is as follows 
where the additional term "2a1a2 cos{21r(f1 - h)t}J(f- b~b )"represents cross-
terms or "ghost energy" which can obscure the correct interpretation of the 
signal. 
All above distributions are members of the "quadratic class" of TFDs. 
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The quadratic Class of TFDs 
This is the most important class of TFDs that is widely used in many appli-
cations such as radar, sonar, seismic data analysis, biomedical engineering and 
many other applications [1, 56]. The choice of a particular TFD is dependent 
on the specific application and the desirable properties that are important to 
that application. The general equation of this class is given by [66, 1, 56] 
p(t, f)= 1:1:1: ej2-1rv(u-t)g(v, T)z(u + Tj2)z*(u- Tj2)e-j21ffr dvdudT 
(6.10) 
where g(v, T) is called the Doppler-lag kernel, which decides many characteristics 
of the TFD [56]. 
Further studies in this respect are given in the next chapters. 
6.2.2 IF Estimation Based on the Moments of TFDs 
The first moment of any time-frequency distribution p(t, f) with respect to the 
frequency f is given by 
100 f p(t, f)df 
< J >= ---=-00::::;;:oo:::-----
[00p(t, f)df 
(6.11) 
Consider a signal of the form s(t) = a(t)ei¢(t). The instantaneous frequency of 
the signal s(t) is given by [2] 
f ·(t) = ~ d<f;(t) 2 27r dt (6.12) 
The first moment < f > above is equal to the instantaneous frequency fi(t) 
under the following conditions [1, 2, 56] 
g(v, 0) = 1, Bg~ T) lr=O = 0 (6.13) 
where g(v, T) is the Doppler-lag kernel. Some TFDs, like the Wigner-Ville 
distribution W(t, !), yield the IF through their first moment, while other TFDs 
yield approximations to the IF through their first moments. Hence generally 
the first moment can be used to estimate the IF laws of signals. Some efforts has 
been made in this respect [69, 56], where the following relationship is obtained 
< f >= fi(t) * G(t, 0) (t) 
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(6.14) 
where G(t, T) is the Fourier transform of the kernel g(v, T) and * denotes time (t) 
convolution. In case of WVD we have G(t, 0) = o(t), o(t) being the Dirac delta 
function, and hence < f >= fi(t). 
Recently an iterative algorithm based on the first moment of the spectrogram 
has been proposed [70]. The algorithm is as follows 
The Spectrogram Iterative Algorithm 
1. Take the spectrogram Psp(t, f) of the analytic signal associated with the 
signal s( t). 
2. Estimate IF using the first moment of the spectrogram at each time in-
stant, then find the phase estimate as follows 
(6.15) 
(6.16) 
3. Demodulate the signal as follows 
(6.17) 
4. Calculate the spectrogram Psp,i(t, f) of xi(t) and obtain a new matched 
spectrogram estimate as follows 
Psp,i(t, f) = Psp,i{ t, f- Ji(t)} (6.18) 
5. Go to step 2. 
Details about the convergence of this algorithm are given in [70]. 
Since the IF estimation using the first moment of a TFD is computationally 
very complex, this approach is not very successful [69]. In addition, it can deal 
only with monocomponent signals. For multicomponent signals we need mask-
ing or time-frequency filtering, which is also computationally very expensive 
[1]. 
82 
6.2.3 IF Estimation Based on the Peaks of TFDs 
This is the most important non-parametric approach for IF estimation of non-
stationary signals. All time-frequency distributions (TFDs) have maxima or 
peaks around the IF laws of signals. But TFDs are different in concentrating 
the energy around the IF laws. The peak of the spectrogram had been used for 
this purpose. However, due to the fact that the optimal window length for the 
spectrogram is the reciprocal of the square root of the frequency rate, it gives 
poor results for rapidly changing IF laws. 
The peak of the Wigner-Ville distribution was used for IF estimation and 
applied to many problems [1]. For better performance at lower signal-to-noise 
ratios (SNRs), the cross Wigner-Ville distribution (XWVD) has been proposed 
for IF estimation [71, 72, 73]. An iterative algorithm is proposed in [73]. This 
algorithm was further extended to the estimation of quadratic and cubic FM 
signals using cross polynomial Wigner-Ville distribution [7 4]. The algorithm is 
summarized below. 
The XWVD Iterative Algorithm 
The XWVD between the signal s(t) and a reference signal r(t) is defined as 
M 
Wz.zr(n, k) = L Z8 (n + mj2)z;(n- m/2)e-j21fmk/M (6.19) 
m=-M 
where z8 (n) and Zr(n) are the analytic signals associated with s(t) and r(t), 
respectively. The reference signal is estimated from the observed signal s(t) by 
using an initial IF estimate, ji(n), and constructing a unit amplitude signal z8 
as follows 
n 
Z§ = exp{j2?r L }i(k)}, n 0, 1, ... , N 1 (6.20) 
k=O 
where N = 2M + 1 is the signal length. The algorithm is described as follows 
1. Obtain an initial IF estimate and calculate a unit amplitude signal which 
has this IF law as its frequency law. 
2. Using this as a reference signal calculate XWVD and extract the peak of 
the squared XWVD as the new IF estimate. 
3. Repeat step 1 until the difference of IF estimates obtained from successive 
iterations is less than a specified small amount. 
Each time a new XWVD is estimated the signal energy concentration in-
creases [73], hence the probability of correctly estimating the IF increases. 
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An adaptive algorithm that can track rapidly varying IF laws of FM signals 
was proposed in [75, 76]. This algorithm utilizes WVD with time-varying and 
data-driven lag window length. It depends on the fact that if the IF is a 
nonlinear function of time, the bias and the variance of the estimate depend 
on the lag window length. The optimal window length is used to resolve the 
bias-variance tradeoff. Since the optimal window length is dependent on the 
"unknown" IF law of the signal, the algorithm is based on adapting the window 
length and defining a convergence criterion. This algorithm is summarized 
below. 
The Adaptive Window Length Algorithm 
The amplitude a and the noise variance a; can be estimated from the FM 
time signal s(t), assumed to be of the form a ei2¢>(t) +c(t), where E(t) is Gaussian 
noise of variance a;. Let H be an increasing sequence of window length values 
as follows 
(6.21) 
The confidence intervals, {Ds}, where the instantaneous frequency is most 
likely to be inside were defined using the estimated IF with a window length hs 
as follows 
(6.22) 
where K is a parameter which decides the Gaussian probability P(K) that the 
IF estimate is inside the confidence interval, a(hs) is the standard deviation of 
the IF estimate given by 
(6.23) 
T being the sampling period. 
For every timet, the following procedure is considered. 
1. Calculate the WVD for all hs E H. Hence a set of distributions is obtained 
{Wh. (t, f)}, hs E H (6.24) 
2. A set of IF estimates is obtained 
(6.25) 
3. The confidence intervals are found according to eq.(22) above. The value 
of K can be chosen as 2 giving P(2) = .95. 
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4. The optimal widow length hs* is determined at the largest s such that 
(6.26) 
where Lr and Ur are the lower and upper bounds of the confidence interval 
Dr and s :::; J. The argument for this is that when the intervals Dr-l and 
Dr do not have a point in common, then the bias is too large as compared 
to the variance [76], which is a result of using a large window length (since 
the bias is directly proportional to the window length, see Chapter 7 and 
[76]). Hence as a bias-variance compromise, we choose the largest window 
length such that the confidence intervals have a point in common. 
5. The adaptive IF estimate for this time instant t is Jh ••. 
6. The above steps are repeated every time instant t. 
This algorithm proved to be efficient in tracking rapidly changing IF laws of 
monocomponent FM signals. A similar adaptive algorithm using the spectro-
gram was proposed in [77]. The algorithm was applied to 1-Wigner distributions 
[78] and to polynomial Wigner-Ville distribution [79]. However, for multicom-
ponent signals we are confronted with problem of cross-terms and we should find 
an adaptive approach using efficient TFDs. The quadratic TFDs with carefully 
chosen kernels have proved to be efficient in cross-terms reduction while keeping 
high energy concentration (resolution) around the IF laws of multicomponent 
signals. In this thesis we will undertake the approach of adaptive IF estima-
tion using the general formula for quadratic TFDs. A class of TFDs that are 
more suitable for dealing with IF estimation of multicomponent signals is also 
proposed. 
6.3 Conclusions 
In this chapter we have presented a literature survey of instantaneous frequency 
estimation of nonstationary signals using time-frequency distributions (TFDs). 
A brief review of TFDs has been undertaken and the most important steps in 
this field have been mentioned. Two major approaches exist for IF estimation 
using TFDs. The first is built on the moments of TFDs. The main aspects 
of this approach are reviewed and the most recent algorithm in this respect 
is stated. However, this approach is not recommended for its computational 
complexity. 
The other approach is built on utilizing the fact that all TFDs have peaks 
around the IF laws of signals. This is the approach that we will undertake 
in this part of the thesis. The most important algorithms in this approach 
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are reviewed. However, all previous works concentrated on monocomponent 
signals. In this thesis our concentration is on multicomponent signals which are 
of increasing interest in the field. 
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Chapter 7 
Adaptive Instantaneous Frequency 
Estimation of Multicomponent FM 
Signals Using Quadratic 
Time-Frequency Distributions 
7.1 Introduction 
The problem of non-parametric instantaneous frequency (IF) estimation for 
multicomponent non-stationary signals is an important and unresolved issue in 
signal processing. Time-frequency analysis techniques are used as they reveal 
the multi-component nature of such signals. However, quadratic time-frequency 
distributions (TFDs) of multi-component signals suffer from the presence of 
cross-terms [56, 1, 80, 81, 82], which can obscure the real features of interest in 
the signal. Considerable efforts have been made to define TFDs which reduce 
the effect of cross-terms while improving the time-frequency resolution (e.g. 
[80, 81, 82, 83, 84]). This led to the so-called reduced interference distributions 
(RIDs), the L-class and signal-dependent optimal time-frequency representa-
tions. The general formula for the quadratic TFDs of a signal s(t) is given by 
[1, 2] 
p(t, f) = /_: /_: g(v, 7)A(v, 7)e-j27r(vt+Tf)dvd7 
where (v, 7) is called the Doppler-lag or the ambiguity domain, g(v, 7) is called 
the Doppler-lag kernel of the distribution and A(v, 7) is the ambiguity function 
given by 
A(v, 7) = /_: s( u 7 7 .2 - )s*( u- - )e" 1rvudu 2 2 
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The properties of a quadratic TFD are completely determined by its kernel. 
This kernel should have the shape of a two-dimensional low-pass filter so as to at-
tenuate the cross-terms that exist away from the origin in the ambiguity domain 
and preserve the auto-terms that concentrate around the origin of this domain 
[1, 65]. When a low-pass kernel is utilized, there is always a tradeoff between 
the resolution and cross-terms reduction. The time-frequency energy concen-
tration (resolution) is an important issue for both mono- and multi-component 
signals especially for IF estimation. For instance, the Wigner-Ville distribution 
(WVD) gives optimal resolution for linear mono-component FM signals but it 
is suboptimal for non-linear FM [56, 87]. 
The effect of noise on the time-frequency distributions is another consider-
ation which has a direct influence on IF estimation (see, for example, [85, 86, 
87][9]-[11]). 
The concept of the instantaneous frequency and methods of IF estimation 
were reviewed in [1] and [2]. An iterative algorithm using the cross Wigner-
Ville distribution is presented in [73]. An efficient adaptive algorithm for IF 
estimation using the Wigner-Ville distribution (WVD) was presented in [75] 
and [76]. The IF estimate in this algorithm depends on the fact that the WVD 
has a maximum around the IF law of the signal. Since IF estimators based on 
the maxima of TFDs have variance and bias that are highly dependent on the 
lag window [75], an adaptive window was introduced in the lag direction. 
This chapter aims to develop a general adaptive method for IF estimation 
of mono and multicomponent signals in additive Gaussian noise that is suitable 
for quadratic time-frequency distributions. We found that to achieve this, the 
quadratic TFDs must satisfy three conditions [92]: 
• first, the variance of the IF estimate using a TFD p(t, f) should be a 
continuously decreasing function of the lag window length while the bias is 
continuously increasing, so that the algorithm will converge at the optimal 
lag window length that resolves this bias-variance tradeoff. 
• second, since we introduce an adaptive window length in the lag direction, 
the kernel of p(t, f) should not have a narrow passband in the lag direction 
which would limit the effective length of the adaptive lag window. 
• third, p(t, f) should have a high time-frequency resolution while suppress-
ing cross-terms efficiently so as to give a robust IF estimate for mono and 
multicomponent FM signals. 
In this analysis we propose a distribution d(t, f) that is most suitable for the 
adaptive IF algorithm in the sense that it has high resolution, effective cross-
terms reduction, and a kernel that does not perform filtering in the lag direction. 
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Numerical analysis showed that this TFD is of superior performance in reduc-
ing cross-terms while keeping high resolution. An advantage of this distribution 
over other TFDs is that non-parametric amplitude estimation can be obtained 
directly from the distribution; this is important especially in the case of multi-
component signals. 
The chapter is organized as follows: in section (7.2) we propose a time-
frequency distribution d(t, f) with properties that make it more suitable than 
other quadratic time-frequency distributions for the adaptive IF estimation of 
multicomponent signals. In section (7.3) we consider IF estimation using the 
peaks of quadratic time-frequency distributions, and prove that the variance 
and the bias of this estimate are functions of the lag window length. We jus-
tify the use of the Stankovic-Katkovnic adaptive algorithm for IF estimation of 
monocomponent signals using a quadratic time-frequency distribution that sat-
isfies the above-mentioned conditions. Asymptotic formulas of the bias and the 
variance are derived for the proposed distribution d(t, f). Note that the study 
of the proposed TFD (section 7.2) and the adaptive IF estimation (section 7.3) 
are interconnected, since results from section 7.3 (specifically, the conditions of 
the adaptive algorithm) are used to design the proposed TFD in section (7.2). 
In section (7.4) the algorithm is extended to multicomponent FM signals using 
a tracking algorithm and utilizing the property that the proposed distribution 
allows a direct amplitude estimation. Numerical examples are given to illustrate 
the performance of the proposed distribution in the adaptive IF estimation of 
mono and multicomponent FM signals. 
7.2 A High-Resolution TFD 
7.2.1 The Time-Lag Kernel 
In this section we propose a TFD that is more suitable for the adaptive IF 
estimation than other distributions. Since we aim to tackle the case of multi-
component signals, the chosen time-frequency distribution should be efficient 
in terms of cross-terms reduction. Also it should have a good time-frequency 
concentration about the signal IF law to be suitable for robust IF estimation. 
Generally there is a trade-off between these two requirements. The best TFD 
is the one that can outperform other distributions in optimizing these two re-
quirements. 
Recently a time-frequency distribution B(t, f) was proposed and shown to 
be superior to other fixed-kernel TFDs in terms of cross-terms reduction and 
resolution enhancement [89]. The time-lag kernel of this TFD, which is the 
inverse Fourier transform (v ---+ t) of the Doppler-lag kernel g(v, T) [1], is given 
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by GB(t, 7) = ( I 7 I /cosh2(t)) a where a is a real positive number less than 1. 
We have used this distribution for IF estimation of mono- and multicomponent 
FM signals [91]. However, B(t, f) has some deficiencies especially when used 
for adaptive IF estimation. It is not normalized, hence the additional factor 
,8(0.5, a) appears in the asymptotic formulas for the variance and the bias [91] . 
Also B(t, f) does not satisfy the condition that g(v, 7) should be a low-pass two-
dimensional function, so B(t, f) is not localized and performs filtering on the 
auto-terms that are concentrated at the origin of the ambiguity domain [65]. 
Note also that B(t, f) does not satisfy the conventional properties of TFDs 
[1, 56, 88], except realness, time-shift and frequency-shift invariance. Moreover, 
no direct component amplitudes estimation is possible from B(t, f) or other 
existing quadratic TFDs, a difficulty that appears in the case of adaptive IF 
estimation of multicomponent signals. 
In this chapter, we develop a comprehensive and systematic approach to 
the IF estimation using the quadratic class of TFDs. This led us to modify 
the distribution B(t, f) so that it enables amplitude estimation in addition to 
satisfying the conditions of the adaptive IF estimation algorithm. The kernel 
of the proposed distribution d( t, f) in the time-lag domain is obtained from the 
time function of the above GB(t, 7) with a normalization factor ka, while no 
function is introduced in the lag direction as follows 
G(t, 7) = Ga(t) = k; ( ) 
cosh a t (7.1) 
where a is a real positive number and ka = r(2a)/22a-lr2 (a), r stands for the 
gamma function. Hence the proposed time-frequency distribution d(t, f) of a 
signal s(t) is given by [56] 
d(t, f) = :F ( :( )Z * Ks(t, 7)) 
T-+f COS t a (t) 
which can be put in the form 
d(t, f)= Ga(t) * :F (Ks(t, 7)) (t)T-+ f 
d(t, f) = Ga(t) * W(t, f) (t) (7.2) 
where :F represents the Fourier transformation, * stands for time convolution, 
(t) 
and Ks(t, 7) = s(t + ~)s*(t- ~) is the instantaneous autocorrelation of s(t). 
Since the kernel is independent of 7, d(t, f) can be written as a time convolu-
tion between the kernel and Wigner-Ville distribution as above. This formula 
suggests the following implementation in the discrete time-lag domain [1] 
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• calculate the instantaneous autocorrelation Ks(n, m) = s(n+m)s*(n-m), 
where t = nT, T = mT, T being the sampling period 
• calculate the discrete Wigner-Ville distribution of the signal W ( n, k) by 
FFT of K 8 (n, m) as indicated in [56] 
• calculate the time convolution of W(n, k) with Ga(n) 
We shall prove that this distribution satisfies most of the desirable properties 
of time-frequency distributions [88]. In section (7.3.4) we shall prove that d(t, f) 
is efficient for use in the adaptive IF estimation algorithm, and that it is more 
suitable for multicomponent signals than other TFDs since it enables component 
amplitudes estimation directly. Filtering in the T direction is performed by 
introducing a window function wh(T), where h is the window length. This is 
the essence of the adaptive approach for IF estimation. In section (7.3.4) we 
shall prove that for a better IF estimation, wh ( T) should be adaptive. Hence, the 
effective time-lag kernel, given in section (7.3.1) by Geff(t, T) = wh(~)G(t, T), 
would be adaptive in the T direction. In the next subsection we will study the 
properties of the proposed TFD. 
7.2.2 Properties of the Proposed Distribution 
In the Doppler-lag domain, the kernel of d(t, f) is given by F -I (a(t, T)) as 
t-+v 
follows 
( ) 
_ ( ) _ I r(a + j1rv) 12 
g v, T - ga 1/ - f2 (a) (7.3) 
Most of the important properties of time-frequency distributions explained 
in [1, 56, 88] are satisfied by this kernel as shown below. 
• Realness: 
Since r(x*) = f*(x), where * stands for complex conjugation, we observe 
that g(v, T) = g*( -v, -T), hence d(t, f) is real. 
• Time-shift and frequency shift invariance: 
Since g(v, T) is independent of time t and frequency j, d(t, f) satisfies the 
time shift and frequency shift invariance properties. 
• Frequency marginal and group delay: 
It satisfies the frequency marginal as g(O, T) = 1 \fT. Hence, the group delay 
property, [f td(t, f)dt/ J d(t, f)dt] = t9 (f), is satisfied since [&g(v, T)j&v]lv=o= 
0 VT. The group delay T9 (f) is defined by 
(f) = _ __!__dB(!) 
Tg 27r dj 
91 
where 0(!) is the phase of Z(f), the Fourier transform of the signal z(t). 
• Frequency support: 
The frequency support is also satisfied since J g(v, T)ej21rfT dT ga(v)8(!) = 
0 for I f I> 1 ~ 1 . 
• Time support: 
The time support property entails that d(t, f) = 0 for I t I> t0 if the signal 
s(t) = 0 for I t I> t0 • For this to be satisfied we must have G(t, T) 0 in the 
region I t I> 1;1 [56, 88]. Like the Choi-Williams distribution and the spectro-
gram, this condition is not exactly satisfied by eq.(7.1), but it is approximately 
true for most of the region I t I> 1;1 in the time-lag domain. For example, if 
a = 1, then G(t, T) = 1/(2cosh2(t)) < 0.00067 for I t I> 1;1 except inside the 
cone {I t I= 4, IT I= 2 I t 1}. 
• Reduced interference and resolution: 
This property is satisfied by d( t, f). First we consider the sum of two complex 
sinusoidal signals 
z(t) = z1(t) + z2(t) = a1ej(21r/lt+01 ) + a2ej(21r/2t+02 ) 
where a1 , a2, 01 and 02 are constants. The time-frequency distribution d(t, f) 
of the signal z(t) is obtained from eq.(7.2) as 
d(t, f)= ai 8(!- fr) +a~ 8(!- 12) + 2ala2!'a(t) 8(!- fr; 12 ) (7.4) 
where 
!'a(t) If( a+ J7r(fr- 12))12 (2 (! - f )t + e - e ) f2 (a) cos 7f 1 2 1 2 
It is clear that the cross-terms are oscillatory in time and depend on the 
frequency separation between signal components. If f 1 and 12 are well separated 
then the term lf(a + j1r(Jr- 12))12 can be substantially reduced, while f 2(a) 
can be made high if a is small. Hence the cross-terms are negligible compared 
to the auto-terms if the components are well-separated and a is small. This 
is more evident in the discrete implementation where the delta functions in 
eq.(7.4) would be finite peaks. 
As a-+ oo, we have G(t, T) -+ 8(t) and d(t, f) would approach the Wigner-
Ville distribution W(t, f). In the above analysis for two sinusoidal components 
we have 1~~ !'a(t) =cos ( 21r(f1 - 12)t+01 - 02), the same as the result obtained 
using the Wigner-Ville distribution. 
If we consider FM signals, the proposed TFD performs well in reducing 
interference (cross-terms) while maintaining high resolution. In this respect, 
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numerical simulation showed that the proposed d(t, f) outperforms other fixed 
kernel TFDs (See [89], [90], [93], and Chapter 8- section 3 of this thesis). Note 
that d(t, f) is the hyperbolic T-distribution, a member of the T-class of TFDs 
that will be discussed in chapter 8. 
• Time marginal and instantaneous frequency: 
Now we consider the important property of the instantaneous frequency of 
a time-varying signal s(t). The instantaneous frequency fi(t) is defined as [2] 
f ·(t) = __!__ d</J(t) 
t 27r dt 
where z(t) = a(t)eitfJ(t) is the analytic signal associated with s(t). Traditionally a 
time-frequency distribution p(t, f) is looked upon as analogous to a probability 
distribution, hence it was imposed that the first moment of p( t, f) with respect 
to f must equal the instantaneous frequency fi(t), leading to the conditions 
g(v, 0) = 1 Vv and ag(v, r)jar lr=o= 0 Vv [88]. But the spectrogram, Page, and 
Rihaczek distributions, for example, do not satisfy these conditions [56]. If the 
time-frequency distribution does not satisfy one of the marginals, the analogy 
with a probability distribution breaks down and the traditional reasoning for 
the IF property is no longer valid. Hence we postulate the following general 
IF property: at any timet, the time-frequency distribution p(t, f) should have 
absolute maximum at f = 2~ d~~t), which is the actual important characteristic 
needed for IF estimation. 
In fact, d( t, f) does not satisfy the time marginal, hence does not satisfy the 
traditional condition for the instantaneous frequency. But we shall prove that 
at any t, d(t, f) has an absolute maximum at f = 2~ d~~t) for linear FM signals. 
This is the basis for our IF estimation. For non-linear FM signals this estimate 
is biased. This bias would be the basis of the adaptive IF estimation developed 
in section (7.3). 
D Proof: For an FM signal of the form z(t) = a eN(t), we can express d(t, f) 
as 
d(t, f)= lal2 Joo Joo e-j21f frG(t- u, r)ej[tj;(u+r/2)-tj;(u-r/2)]dudr 
-oo -oo 
I k-1 ( ) 
J
oo Joo . jr[tj; (u)+z::ook=3 k~2k-1 tjJ k (u)] 
d(t,f)=lal2 -oo -ooe-J27rfrG(t-u,r)e (kadd) dudr (7.5) 
using Taylor series expansion. Assuming a relatively small effect from higher-
order derivatives <fJ(k)(t),k;:::: 3, we have 
! 00 1 d(t, f) ~1 a 12 Ga(t- u) 6 [27r ¢' (u)- f]du =I a 12 Ga(t V;(J))V;' (f) (7.6) 
-co 
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where 'ljJ is the inverse of 2~¢', i.e., 2~¢'('1/J(f)) =f. Note that ifthe bandwidth 
- duration product is large, then '1/J(f) is equal to the group delay r9 (f) (the 
dual of the instantaneous frequency) defined by 
(f) = _ 1 dO(!) 79 27r df 
where e(f) is the phase of Z(f), the Fourier transform of z(t). Assuming that 
'lj;' (f) is not a highly peaked function off and knowing that Ga(t- '1/J(f)) is 
peaked at t = '1/J(f), the absolute maximum of d(t, f) for any timet would be at 
'lj;(f) = t, or f = 2~¢' (t), which is the instantaneous frequency of the FM signal 
z(t). For non-linear FM signals, the energy peak of d(t, f) is actually biased from 
the instantaneous frequency because of the extra term 2:.:~=3 k~;;~ 1 </J{k) ( u). The 
(k odd) 
major contribution in this term is due to <fy(3)(u) (see section 7.3.3). Therefore at 
the instants of rapid change in the IF law the bias is not negligible and eq.(7.5) 
would not be an accurate approximation to d(t, f) unless suitable windowing in 
the lag direction is used. 
For linear FM signals we have <fy(k)(t) = 0 for k ~ 3. Assuming z(t) = 
aei21r{fot+~t2 ), where fo and f3o are constants, we have 
(7.7) 
which has an absolute maximum at f = fo + j30 t, the instantaneous frequency 
of the linear FM signal z(t). As f3o ---+ 0, i.e., z(t) approaches a sinusoid, we 
have d(t, f) ---+ I a 12 6(!- fa), in accordance with eq.(7.4). 
In practical implementation a window w(r) is used in the T direction and 
the results in eqs.(7.5) and (7.6) are convolved with the Fourier transform of 
w(r). 0 
In the next section we will present an adaptive approach to the IF estima-
tion for FM signals using quadratic time-frequency distributions. According to 
the conditions of applicability of the adaptive approach, we shall see that the 
distribution d( t, f) presented in this section is more suitable for the adaptive 
IF estimation than other quadratic TFDs. 
7.3 IF Estimation Using Quadratic TFDs 
7 .3.1 Introduction to IF Estimation 
This subsection presents an overview of the key steps needed to formulate the 
IF estimator utilizing the peak of a TFD as an estimate of the position of the 
IF law of the signal. 
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We consider an analytic signal z(t) of the form 
z(t) s(t) + E(t) = aeN(t) + E(t) 
where s(t) = aeN(t) is the noise-free signal term, the amplitude a is constant, 
and E(t) is a complex-valued white Gaussian noise with independent identi-
cally distributed (i.i.d.) real and imaginary parts with total variance a;. The 
instantaneous frequency of z(t) is given by 
f ·(t) = 2_ d¢(t) 
t 27r dt (7.8) 
We assume in this analysis that fi(t) is an arbitrary, smooth and differ-
entiable function of time with bounded derivatives of all orders. The general 
equation for quadratic time-frequency representation of a signal z(t) is given by 
[1] 
p(t, f) = F [G(t, T) * Kz(t, T)] 
r-+ f (t) 
where G(t, T) is the time-lag kernel, Kz(t, T) = z(t + ~)z*(t- ~) and * denotes (t) 
time convolution. For smoothing and localization we introduce a window func-
tion wh(T) = tw(fJ where w(t) is a real-valued symmetric window with unity 
length, i.e., w(t) = 0 for It I> ~; hence the window length is h. 
As the time-frequency representation is now dependent on h, we denote it 
by Ph(t, f) which is given by 
F [Geff(t, T) * Kz(t, T)] 
r-+ f (t) 
(7.9) 
where Geff is the effective time-lag kernel given by 
The lag window whG) will restrict the lag function of the kernel G(t, T) 
to the interval I T I< h. If the lag function of the kernel has a passband 
narrower than that of the lag window, it will dominate over the function of this 
window. In section (7.3.4) we shall prove that for a robust IF estimation, wh(T) 
should be adaptive with variable length h. If the kernel G(t, T) already has 
a factor controlling the lag passband independently of time, it may be better 
to consider adapting this factor instead of introducing an adaptive window in 
the lag direction. However, this would require different analysis for different 
TFDs. In addition, there is the problem of component amplitude estimation in 
the case of multicomponent signals. On the other hand, designing new time-lag 
kernels that are functions of time only could result in very efficient TFDs like 
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d( t, f). Such TFDs are more suitable for adaptive IF estimation as they enable 
non-parametric amplitude estimation. More examples would be considered in 
[93] and chapter 8. In this chaper we assume that the parameters of the TFD 
are arranged such that the lag passband of the kernel G(t, T) is larger than the 
largest lag window length necessary for the adaptive IF estimation. 
In the discrete lag domain Ph(t, f) can be expressed as follows 
100 00 Ph(t, f)= L Kz(u, 2mT)Geff(t- u, 2mT)e-j47rfmT du 
-oo m=-oo 
(7.10) 
where m is an integer and Tis the sampling interval. If Ph(t, f) is discretized 
over time and frequency then we have 
Ns-1 Ns-1 
Ph(n, k) = L L Kz(lT, 2mT)Geff(nT -lT, 2mT) e-j21r 2";;. (7.11) 
l=-Ns m=-Ns 
where 2N8 is the number of samples. The frequency samples are given by 
ik kj4N8T. 
The IF estimate is a solution of the following optimization 
(7.12) 
where fs = 1/T is the sampling frequency. The frequency estimation error is 
the difference between the actual value in eq.(7.7) and the estimate in eq.(7.11) 
as follows 
(7.13) 
The maximum in eq.(7.11) is determined at the zero value of the partial 
derivative of Ph(t, f) with respect to f around the point f = 2~ d~~t). This 
derivative is given by 
aph~j f) = 1: mf;;oo K,(u, 2mT)Geti(t- u, 2mT) ( -j47rmT) e-i<•fmT du 
(7.14) 
The phase deviation llcp(t, T) is defined as the difference between the phase 
of the instantaneous autocorrelation K 8 (t, T) = s(t + Tj2)s*(t- T/2) and the 
ideal phase Tcp' (t) which gives a delta function concentration around the IF. 
This can be expressed as follows: 
flcp(t, T) = cp(t + T/2)- cp(t- T/2) Tcp1 (t) 
The variations of the above derivative caused by llj(t), ll¢ and E are used 
in the next subsection to determine the bias and the variance of the IF estimate. 
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7.3.2 Bias and Variance of the IF Estimate 
Assuming small estimation error flhh(t), phase deviation 6.¢, and noise E, we 
can express op~~,f) = 0 under the conditions f = ¢' (t)/27r, 6.¢(t, mT) = 0, and 
E( mT) = 0 in terms of the variations caused by 6.f, 6.¢, and E as follows [76] 
(7.15) 
where oph(t,f) 5 and oph(t,f) 5 are the variations of oph(t,J) caused by 6."' and E 
of b.¢ of € of '~-' ' 
respectively. 
Using eq.(7.13) with the signal model z(t) = s(t) + E(t) = aei<P(t) + E(t), we 
obtain the following items of eq.(7.14) 
&phi~ f) = a'l: mf;;= G ,ff( u t, 2m) (-j2mT)du 
EPph(t,f) 21oo ~ ( T)2G ( )d of2 = -a _ L..J 2m eff u - t, 2m u 
00 m=-oo 
oph(t, f) 2100 ~ ( ) ) ( of 5b..¢ =a - L..J 2mT Geff(U- t, 2m 6.¢ t, mT)du 
00 m=-oo 
oph(t, f) 100 ~ ( • ) ( ·4 fT 
of 5€ = -oom~oo -J2mT Geff u t,2m)e-J m1r Geff(u-t,2m)x 
[E(t + mT)E*(t- mT) + E(t + mT)s*(t- mT) + E*(t- mT)s(t + mT)]du 
Solving eq.(7.14) for 6.f and using the above results, we obtain the estima-
tion error as follows 
(7.16) 
where 
Fh = 100 f wh(mT)(27rmT)2G(u, 2mT)du 
-oo m=-oo 
Lh(t) = 100 f wh(mT)6.¢(u, mT)(21rmT)G(t- u, 2mT)du (7.17) 
-oo m=-oo 
c _ 1 oph(t, f) 5 <,h- 2 of €. 
The expectation value of ~h is zero, hence the estimation bias is 
(7.18) 
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and the variance is 
( A _.._ ( )) 1 ( 2) (J; [ (J; l Eh var llfih t 4F~ I a 14 E ~h = 2 I a 12 1 + 2 I a 12 F~ (7.19) 
where 
Eh = joo f wh(mT)2(27rmT) 2G(u, 2mT)du (7.20) 
-oo m=-oo 
Equations (7.16)-(7.19) indicate that the bias and the variance of the IF 
estimate depend on the lag window length h for any kernel G ( t, T). To see 
how the bias and the variance vary with h, asymptotic analysis as T --+ 0 is 
performed in the next section for d(t, f), CW(t, f) and the spectrogram. 
7.3.3 Asymptotic Formulas and Optimal Window length 
for d(t, f) 
In this subsection we give the asymptotic formulae for the variance and the 
bias of the IF estimate as the sampling interval T approaches zero using a 
rectangular window w(t). The proposed TFD, d(t, f) is considered. 
In the time-lag domain the kernel of d(t, f) is defined by eq.(7.1). As T --+ 
0, we have the following asymptotic formulae for Fh and Eh using a rectangular 
window 
7r2h2 7r2Th 
Fh --+ - 3-, Eh --+ - 3- (7.21) 
Hence, using eq.(7.18), we have the following asymptotic formula for the 
variance 
(7.22) 
To obtain the asymptotic formula for the bias, we need to evaluate the phase 
deviation ,6.¢(t, mT). The signal term in the product z(u + mT)z*(u- mT) is 
s(u + mT)s*(u- mT) = la12ej[¢(u+mT)-¢(u-mT)] 
or : s( u + mT)s* ( u - mT) = lal2ej[2mT¢' (u)+..6..¢(u,mT)] 
where Taylor series is used to expand cf>(t+mT) and cp(t-mT) around t, getting 
two expressions for ,6.cp(t, mT) [16] 
00 ( T)2r+l 
,6.cp(t mT) = 47r""' m / 2r)(t) 
' ~ (2r + 1)! z (7.23) 
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and 
1r(mT)3 D.¢(t, mT) = 
3 
U?) (t + 71) +!F) (t- 72)] (7.24) 
where 0:::; 7 1, 72 :::; mT, and J?r)(t) is the 2rth derivative of the IF law. Now 
using eqs.(7.23), (7.16), and (7.17), the bias as T ---+ 0 can be given by 
....._ h2100 >.(u)du 
E(D.fih(t)) = 80 _
00 
cosh2a(t- u) (7.25) 
...... M2 2 E(D.fih(t)) :::; 40h (7.26) 
where >.(t) = J?)(t + 7 1) + J?)(t- 71) and sup I !F)(t) 1:::; M2. The exact 
t 
expression for E(D.hh(t)) can be obtained from eqs.(7.22), (7.16), and (7.17) as 
follows ' 
00 
E(D.hh(t)) = L dh(P)rp(t) (7.27) 
p=1 
where dh(P) = 3h2P /[22P(2p+ 1)!(2p+3) and 'Yp(t) = JFP) (t) * h~"(t). For small (t) cos 
h, the bias can be approximated by dh(1)r1(t), and the optimal window length 
that minimizes the mean squared error 
can be expressed as 
(7.28) 
Hence the optimal window length depends on the second derivative of the 
instantaneous frequency !F) (t), which is time and signal dependent. From 
eqs.(7.21), (7.25) and (7.26) it is clear that the variance and bias of the IF 
estimate using d(t, f) have the same rates of change with respect to the window 
length h as those using WVD [75, 76]. 
7.3.4 The Adaptive Algorithm and Its Conditions of Ap-
plicability 
For d(t, f), eqs.(7.21) and (7.24) show that when h increases the bias increases 
and the variance decreases. From eq.(7.27) it can be seen that the optimal 
window length is a function of time and depends on the second derivative of the 
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IF law fF)(t); it decreases when the IF law fi(t) has a high variation. Hence a 
time-varying window length is needed to optimize the estimation. The same rea-
soning applies to CWD and the spectrogram. The Stankovic-Katkovnik adap-
tive algorithm developed in [75] and [76] can be used for d(t, f), CW(t, f), and 
the spectrogram. In fact, this adaptive algorithm is applicable to any quadratic 
time-frequency distribution whose IF estimation variance is a continuously de-
creasing function of h while its bias is continuously increasing. These conditions 
are necessary for bias-variance tradeoff such that the algorithm converges at the 
optimum window length that resolves this tradeoff. Also the time-lag kernel of 
the distribution should not perform narrowband filtering in the lag direction 
so as not to hinder the adaptive windowing in that direction. Since the op-
timal window length in the lag direction is signal dependent (as can be seen, 
for d(t, f), in eq.(7.27)), then deciding the acceptable passband of the time-
lag kernel G(t, 7) in the T direction would be generally application dependent. 
For the spectrogram we can choose the analysis window length to be equal to 
the lag window length, but since the lag window is time-varying, the analysis 
window should also be time-varying. This approach gives a variance for the 
spectrogram that is larger than that of d(t, f), W(t, f), or CW(t, f), a result 
which is different from the approach in [77]. Details are given in [94]. The 
difference is related to different formulas of the analysis window, where in [77] 
the analysis window of the spectrogram was wh(t) = (T/h)w(tjh), w(t) being 
a real symmetric window with w(t) = 0 for ltl > 1/2, while in [94] the analysis 
window was IIh ( t), the symmetric rectangular window of length h. 
The following estimates for the amplitude of the signal a and and the vari-
ance of noise a; are used in this algorithm [76] 
N 
a2 + &; = ~ L I z( nT) 12 
n=l 
(7.29) 
1 N &; = 2N L I z(nT)- z((n 1)T) 12 
n=2 
(7.30) 
where N = 2Ns is the number of samples. We consider an increasing sequence 
of window lengths { hr I r 1 : J}. Since the optimal window length is time-
dependent (as can be seen, for d( t, f), in eq. (7.27)), the optimal IF estimate (as 
given by eq.(7.11)) is also time dependent and the following steps are repeated 
every time instant n(n = tjT) 
• Compute {Phr (n, k) I r = 1 : J, k = 1 : N} as in eq.(7.10). 
• Determine the IF estimates {hhr(n) I r = 1 : J} according to eq.(7.11) 
and the corresponding variance {var(~hhr(n)) I r = 1: J}. 
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• Compute the confidence intervals {Dr I r = 1 : J} as follows 
(7.31) 
where K, is a parameter and a-2 (hr) = var(flhhr(n)). Since a-(hr) increases 
when hr decreases, then all Dr have the point fi ( n) in common if hr is 
sufficiently small with Gaussian probability P(fi,). The choice K, = 2 is 
appropriate with P(2) = 0.95. 
• The largest hr for which Dr-l n Dr =/: 0 is considered optimal as it decides 
the bias-variance tradeoff. If hr* is this optimal window length, then our 
estimate of IF would be hhr* according to eq.(7.11). 
Example: 
The discrete version of d(t, f) as in eq.(7.10) using the time-lag kernel in 
eq.(7.1) is used to implement the adaptive algorithm for for mono- and mul-
ticomponent signals. For the monocomponent case we consider a nonlinear 
frequency-modulated signal with IF given by 
f(nT) = 32 + 5 sinh-1 (100(nT- 0.5)) 
with a = 1, SN R = 15 dB, a = 0.1, K, = 2, 0 :::; nT :::; 1, and T 1/128. In 
Figure 7.1 the result of the adaptive IF estimation is shown and the window 
length h is plotted as a function of time. It is shown that h preserves lower 
values at points when the IF law changes faster, in accordance with eq.(7.27). 
Comparison with IF estimation using a constant window length is made. It 
is apparent that IF estimation using a constant window length is inaccurate 
especially at the points of rapid change of the component frequencies. 
It should be emphasized that the above amplitude estimation works only 
for mono-component FM signals. The component amplitude estimation is an 
important issue that appears in case of applying this algorithm to multicom-
ponent signals. In the next section we shall see that, for FM multicomponent 
signals, it is possible to estimate the component amplitudes directly from the 
proposed distribution d(t, f). 
7.4 IF Estimation of Multicomponent Signals 
7 .4.1 Fundamentals and Signal Model 
We consider multicomponent signals characterized by multiple IF laws in the 
time-frequency plane. TFDs have maxima around the IF laws of the signal 
components, of course with different variance, bias, and spread. Hence it is 
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constant window length h 128. Middle: Adaptive IF estimation. The estimated 
IF law is compared to the exact IF law (dashed line). Below: the adaptive window 
length as a function of time. 
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possible to extend the above adaptive algorithm for IF estimation of multicom-
ponent signals if the signal components are well separated and the cross-terms 
are substantially reduced by a proper choice of the time-frequency representa-
tion. At the same time, the TFD must satisfy the conditions of the algorithm 
stated earlier, such as the time dependence of the optimal window length and 
the bias-variance tradeoff depending on the window length. 
In this section we consider a multicomponent analytic signal of the form 
M M 
z(t) = L ( aqejl/>q(t) + Eq(t)) = L aqeH>q(t) + c(t) (7.32) 
q=l q=l 
where the amplitudes { aq} are constant, Eq(t) and c(t) are complex-valued white 
Gaussian noise processes with i.i.d. real and imaginary parts with total variance 
CJ2 and CJ; = MCJ2 , respectively. The signal-to-noise ratio SNR is defined using 
the overall average amplitude and the overall noise. The individual IF laws for 
each component are given by [1] 
( ) 1 dc/>q !i,q t = 27f dt ; q = 1, ... ,M. (7.33) 
7.4.2 Threshold and Confidence Intervals 
The adaptive algorithm that tracks component maxima in the time-frequency 
plane requires a threshold pTH (t) so as to ignore the local maxima caused by 
the cross-terms and windowing. In fact, pTH (t) is application and distribution 
dependent. Practically we found that when the components are well separated, 
a reasonable value for pTH(t), the threshold using d(t, j), is around (0.15- 0.2) 
times the lowest component peak when a= 0.1. A prior time-frequency study of 
the signal is necessary to locate the true components, estimate the ratio between 
components, and define the appropriate threshold. For monocomponent IF 
estimation there is one major peak, hence there is no ambiguity in IF estimation. 
However, in the multicomponent case there are the main components and the 
cross-terms that can cause confusion, especially with weak components. Initial 
time-frequency study can solve this confusion as the peaks of the cross-terms 
are oscillatory with time and are located midway between components, hence 
no need to consider these peaks in the IF algorithm. We can set the value of the 
threshold as the maximum peak value for the cross-terms, and we can determine 
the components amplitudes from this initial study as will be explained later in 
this subsection. Threshold and amplitude estimation need to be handled only 
once before the adaptive algorithm starts. 
The algorithm also requires the knowledge of the confidence intervals Dr,q 
as in eq.(7.30) for each component. The calculation of Dr,q depends on the esti-
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mation of the individual amplitudes ai of the components. For real amplitudes 
with M = 2 and E = 0, the overall amplitude a is 
a2 ai +a~+ 2a1a2cos(¢) 
where ¢ = ¢1 - ¢2 . The average value of a2 over all¢ would be 
1 1211" 
a? = - a2 d¢ = ai + a~. 
27r 0 
This is also true for complex amplitudes for any M, hence our estimate of 
the amplitudes would be 
M 1 N L I aq 12 +2: = N L I z(nT) 12 
q=l n=l 
(7.34) 
where N is the number of samples and the estimate of 2; is given by eq.(29). 
Hence 22 = 2; I M and So = L~l I aq 12 can be calculated. 
Now if the ratio between the component amplitudes can be estimated, the 
actual amplitudes can be estimated. If we assume that the ratio of the qth 
amplitude to the first amplitude is rq =I aq I I I a1 I, then we have the following 
estimates for the component amplitudes: 
(7.35) 
where .-.. indicates the estimated values. Using the proposed TFD we can 
estimate the ratio rq directly by eq.(7.5) at the peaks around the qth and the 
first components, Pq(t,j) and Pr(t,j), as follows 
mean {I Pi,(t,!) 1} 
--2 t,/ 'l/Jq(f) 
r = -----c:::-:--=---
q mean {I Pr,( t,!) I} 
t,f 'f/;1 (f) 
(7.36) 
where '1/J~(f) and '1/J~ (f) can be estimated after using the peak trajectory to 
estimate ¢~(t) and ¢~(t), respectively, with h=signallength. Since in discrete 
implementation the TFD builds up in the beginning and decays in the end due 
to the lack of correlation information, it is better not to include the start and 
the end parts of the TFD in the estimation using eq.(7.35). Also the regions 
of rapid change in the IF law should be excluded as eq.(7.5) would not be an 
accurate approximation to d( t, f) there. The best estimate is obtained when 
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Figure 7.2: The amplitudes ratio estimation error for a two-component non-linear 
FM signal with different values of signal-to-noise ratio. The distribution d(t, f) is used 
with a total number of samples N = 128, T = 1, and a = 0.1 
there is a linear part in the IF law, in this case the mean in eq.(7.35) is taken 
over this linear part, using eq.(7.6). 
For TFDs which satisfy the time-marginal property, the amplitude can be 
estimated by integrating over the auto-terms, which simplifies the above proce-
dure. 
Using I aq 12 and 0'2 to calculate var(~hhr(t)) (given by eq.(7.21) for d(t, f)), 
we can define the confidence intervals {Dr,q} for all components as in eq.(7.30). 
The IF fi,q ( t) is contained in at least one of the confidence intervals { Dr,q} if 
hr is sufficiently small, with a Gaussian probability P(K,). 
7.4.3 The Multicomponent Adaptive IF Algorithm 
The following steps are followed for the adaptive IF estimation of a multicom-
ponent FM signal z(t) as per eq.(7.31): 
• For h = signal length, find an initial TFD of the signal. From this TFD 
estimate the amplitudes { aq, q 1 : M} of the true components and 
define the threshold for cross-terms. 
• For every time instant n(n = t/T) do the following 
1. Compute {Phr(n, k) I r = 1 : J, k = 1: N} as in eq.(7.10). 
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2. Determine the components IF estimates {]q,hr ( n) I r = 1 : J, q = 1 : 
M} by applying eq.(7.11) to each component and using the threshold 
to ignore cross-terms. The corresponding variance {var(.6.]q,hr(n)) I 
r = 1 : J, q 1 : M} is calculated according to eq.(21) using the 
individual amplitudes { aq}· 
3. Compute the confidence intervals { Dr,q I r = 1 : J, q = 1 : M} as 
follows 
Dr,q = [Jq,hr(n) 2tw(q, hr), ]q,hr(n) + 2r~,O'(q, hr)] 
where r~, is a parameter and 0'2 ( q, hr) = var( .6.jq,hr ( n)). Since 0'( q, hr) 
increases when hr decreases, then all Dr,q have the point Jq(n) in 
common if hr is sufficiently small with Gaussian probability P(r~,). 
The choice r~, = 2 is appropriate as in the monocomponent case. 
4. The largest hr for which Dq,r-l n Dq,r =f. 0 is considered optimal for 
the qth component as it decides the bias-variance tradeoff. If hq,r* is 
this optimal window length, then the qth IF estimate would be ]q,hq,r* 
according to eq.(7.11). 
7 .4.4 Simulation Results and Discussion 
Example 1: 
We first investigate the amplitude ratio estimate under noise-free and noisy 
conditions. We consider the following two-component FM signal z( nT) with 
component amplitudes a1 and a2 and non-linear IF laws 
ft(nT) = 47 + 2.5sinh-1 (10(nT- 0.3)) 
h(nT) = 30 + 2.5sinh-1 (20(nT- 0.8)) 
embedded in a complex Gaussian noise c.(t). If r = atfa2 and r =the estimated 
value of r using eq.(50), then the relative estimation error would be 
"' r-r 
er=l-1 
r 
(7.37) 
Figure 7.2 shows the relative estimation error for different values of the ratio r 
and different signal-to-noise ratios. The distribution d(t, f) is used with a total 
number of samples N = 128, T = 1, and a= 0.1. In this example, we have used 
just the absolute maximum at the approximately linear parts for the amplitude 
ratio estimate, i.e., 
(7.38) 
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where L1, L2 are the linear regions of the above IF laws and /31 and /32 are the 
approximate slopes of these IF laws as functions of time in the linear regions, 
in accordance with eq.(7.6). 
Example 2: 
For the multicomponent IF estimation we consider first a two-component 
signal with non-linear frequencies given by 
j 1(nT) = 40 + 5 sinh-1 (20(nT- 0.4)) 
h(nT) = 20 + 2.5 sinh-1(50(nT- 0.8)) 
with a1 = a2 = 1, SNR = 15 dB, a 0.1, K, = 2, 0 ~ nT ~ 1, and T = 1/128. 
In Figure 7.3 the result of the adaptive tracking algorithm is shown along with 
the adaptive window lengths for the two components. Figure 7.4 shows the 
adaptive IF estimation using the same signal as above but for different SNRs. 
For low SNR the performance of the TFD itself would be the most important 
rather than the performance of the IF algorithm. 
Example 3: 
We now consider a three-component FM signal z(nT) with amplitudes a1 = 
0.5, a2 = 1, and a3 = 1.5 and non-linear IF laws: fi = 47 + 2.5 sinh-1(20(nT-
0.2)), h = 30 + 2.5sgn(40(nT- 0.6)), and fs 10 + 2sin(10(nT- 0.7)), with 
SN R = 15 dB, a= 0.1, K, 2, 0 ~ nT ~ 1, and T = 1/128. Figure 7.5 shows 
the result of the tracking adaptive algorithm for IF estimation of z( nT) using 
the peaks of the MBD and the spectrogram. 
Example 4: 
In this example we consider a real life bird signal. This signal has seven 
well separated components with different starting and ending times. The spec-
trogram of this signal is shown in Figure 7.6. Neither short nor long window 
lengths can give robust IF estimates, especially at points of rapid change. 
Discussion: 
It is worth noting that at each time instant t, the tracking adaptive algorithm 
deals with each component independently, giving different optimum window 
lengths for different components. No prior knowledge of the IF laws is assumed. 
However, a prior time- frequency study of a multicomponent signal is helpful 
in determining the true components. Using d(t, f), a small value of a can be 
used first to determine the true components and reduce the cross-terms, then 
a larger value can be used to obtain a high time-frequency resolution suitable 
for a robust IF estimation. As for the amplitude ratio estimate, less root-mean-
squared error over all ratios is obtained for higher values of signal-to-noise ratio. 
In Example 1 above, the rms values of error for noise-free, SN R=30 dB, and 
SNR=15 dB are 0.0357, 0.0363, and 0.0411, respectively. It is clear that there 
is non-zero error even in the noiseless case due to the discretization of the TFD 
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Figure 7.3: Adaptive IF estimation of a two-component FM signal with total length 
N = 128, T 1/128, and SNR = 15 dB using d(t, f). Above: adaptive estimation of 
component IF laws as compared to the exact IF laws (dashed lines). Middle: adaptive 
window length as a function of time for the first component. Below: adaptive window 
length as a function of time for the second component. 
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Figure 7.4: Adaptive IF estimation of the two-component FM signal in Figure (7.3) 
with total length N = 128, and T = 1/128 using d(t, f). Above: SNR = 5 dB. Below: 
SNR = 0 dB. Since TFDs spread noise, the algorithm is applicable even at moderately 
low SNRs. However, in lower SNRs, it would be the issue of the performance of the 
TFD itself which is most important rather than the adaptive algorithm. 
with finite summations. When there is no linear part in the IF law, the bias in 
the estimate of 'ljJ' (f) (due to the effect of higher-order derivatives of the IF law) 
is another source of error. If we use other TFDs, we will be confronted with 
the problem of amplitude estimation in the case of multicomponent signals and 
other methods should be investigated. This is another merit for the proposed 
distribution d(t, f) over other TFDs. We have used this amplitude ratio estimate 
in IF estimation of multicomponent FM signals first proposed in [92]. 
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7.5 Conclusions 
This chapter has presented an adaptive method to estimate the IF law of mono-
and multicomponent FM signals using quadratic time-frequency distributions. 
We showed that an IF estimation algorithm with adaptive window length is 
applicable to any quadratic time-frequency distribution that satisfies three con-
ditions: First, the variance of its estimate is a continuously increasing function 
of the window length while the bias is continuously decreasing. Second, the 
distribution kernel should not perform narrowband filtering in the lag direction 
so as not to interfere with the adaptive windowing. Third, if multicomponent 
signals are considered then the time frequency distribution should also be effec-
tive in cross-terms reduction while maintaining high time-frequency resolution. 
A time-frequency distribution d(t, f) that satisfies these three conditions is pro-
posed. The algorithm using d(t, f) gives a good estimation of the IF law of 
each component even at points when the IF law changes rapidly. A compar-
ison with a constant-window tracking algorithm shows that using a constant 
window length cannot give a robust IF estimate if the IF changes rapidly with 
time. The distribution d(t, f) has an advantage over other TFDs in that the 
component amplitudes of multicomponent signals can be directly estimated. A 
suggestion to adopt time-only kernels for the purpose of adaptive IF estimation 
is also presented. This idea gave rise to the T-class of TFDs explained in the 
next chapter. 
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Chapter 8 
The T-Class of Time-Frequency 
Distributions: Time-Only Kernels 
with Amplitude Estimation 
8.1 introduction 
Time-frequency analysis is used to deal with nonstationary signals as it reveals 
the time-varying characteristics of their spectra and the multicomponent nature 
of such signals. Most important TFDs are members of the quadratic (bilinear) 
class [1]. However, quadratic TFDs of multicomponent signals suffer from the 
presence of cross-terms [1, 56, 65, 66]. The time-frequency resolution (energy 
concentration) is an important issue for both mono- and multicomponent sig-
nals, especially for non-parametric IF estimation [1]. 
Many efforts have been made to define TFDs which reduce the effect of 
cross-terms while improving the time-frequency resolution (e.g. [80, 83, 84]). 
This gave rise to many kinds of TFDs. The general formula for the quadratic 
TFDs of a signal s(t) is given by [1, 56] 
p(t, f) = 1:1: g(v, T)A(v, T)e-j27r(vt+Tf)dvdT (8.1) 
where (v, T) is the Doppler-lag or the ambiguity domain, g(v, T) is the Doppler-
lag kernel of the distribution p( t, f) and A(v, T) is the signal ambiguity function 
given by 
100 T T A(v, T) = -oo s(u + 2)s*(u- 2)ei21rvudu (8.2) 
Normally the analytic signal z(t) associated with the signal s(t) is used in the 
above expressions to remove the aliasing effects [57]. When a low-pass kernel 
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is utilized, there is always a tradeoff between the resolution and cross-terms 
reduction. 
The problem of non-parametric instantaneous frequency (IF) estimation for 
multi-component FM signals is an important issue in signal processing [2]. 
Adaptive techniques for IF estimation for monocomponent signals have been 
proposed and analyzed [75, 76], and recently for multicomponent signals [91, 92]. 
These techniques depend on the amplitude estimation of the signal components. 
Also amplitude estimation is of general interest in signal processing. Hence, it 
is of benefit in time-frequency analysis that a non-parametric amplitude estima-
tion is possible from the TFD. In [92] we have proposed that a TFD can support 
amplitude estimation for the signal components if its kernel in the time-lag do-
main, which is the inverse Fourier transform (v -+ t) of the Doppler-lag kernel 
g(v, T), is a function of time only. 
In chapter 7 we have introduced an efficient TFD, d(t, f), with a time-only 
kernel. In this chapter we extend our analysis of TFDs with time-only kernels, 
hence the name T-distributions [93]. Two important members of the T-class 
are considered and compared to other efficient TFDs that have similar kernel 
shape in the time direction. The distribution d(t, f) above will be re-named in 
section (8.3.2) as the "hyperbolic T-distribution" due to the hyperbolic function 
in its kernel. In addition to their simpler structure, it appeared that time-only 
kernels are more efficient than their two-dimensional counterparts. Amplitude 
estimation is considered with numerical examples under noise-free and noisy 
conditions. 
8.2 Rationale 
In this section we discuss the motivation behind time-only kernels. The time-lag 
kernel G(t, T) of any quadratic TFD is defined as [56] 
G(t, T) 100 g(v, T)e-j27rvtdv = F {g(v, T)} _ 00 v-+t (8.3) 
where F is the Fourier transform. In all important TFDs we have G(t, T) low-
pass, real, and even in t and T, and we assume these properties in this paper. 
Using eqs(8.1), (8.2), and (8.3) we can express the time-frequency distribution 
of the analytic signal z(t) as 
p(t, f) = F [G(t, T) * Kz(t, T)j T-+ f (t) (8.4) 
where Kz(t, T) = z(t + ~)z*(t- ~) is the instantaneous autocorrelation and * 
(t) 
denotes time convolution. 
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Since time-only kernels are a special case of separable time-lag kernels, we 
discuss the latter in the next subsection. 
8.2.1 Separable Time-Lag Kernels 
Now suppose we have a separable time-lag kernel as follows 
G(t, T) = >.(t)B(T) (8.5) 
where >. and e are continuous and L2-integrable functions. To test the above 
kernel for resolution, we apply it to a complex sinusoid z(t) = exp(j27r fot). 
Hence, using eq.(8.4), we have 
p(t, f) 
where 
1:1: >.(t- u)O(T) exp{ -j27r(f- fo)T}dudT 
M8(f- fo) 
8(!) = :F {O(T)} 
T-tj 
Now to have ideal energy concentration we should have 
p(t, f) = 6(!- fo) 
where 6 is the Dirac delta function. This implies that 
O(T) = 1/M 
hence 
G(t, T) Q(t) = >.(t)jM, g(v,T) = g(v) = :F - 1{>.(t)}jM 
t-+v 
(8.6) 
(8.7) 
(8.8) 
(8.9) 
(8.10) 
where G(t, T) is now a time-only kernel. This is the proposed formula for all 
time-only kernels, and the corresponding TFDs will be called hereafter the T-
distributions. To see the behavior of this kernel in cross-terms reduction, we 
consider a sum of two complex sinusoids 
where a1, a2 are real constants and 01 and 02 are phase constants. We have 
p(t, f) = ai6(f- !I)+ a~6(f- h) 
+ 2ala2g(fl- h) cos{27r(fi h)t + el- e2}6(f- !I; h) (8.12) 
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where there is still ideal concentration about the auto-terms, and cross-terms 
appear with a controlling factor g(JI- fz). The Wigner-Ville distribution, which 
utilizes a time-only kernel G(t, T) = Q(t) = 6(t) with g(v, T) = g(v) = 1, has 
significant oscillatory cross-terms without a controlling factor and they can be 
larger in amplitude than the auto-terms. However, using a low-pass time-only 
kernel other than 6(t) will result in controlling the cross-terms by the low-pass 
function g. In case of two complex sinusoids above we have the controlling factor 
g(JI - fz) with cross-terms reduction that depends on the shape of the low-
pass function g and the frequency separation fi- fz, where better cross-terms 
reduction is obtained for wider frequency separation. Unlike the Choi-Williams 
and other two-dimensional kernel distributions which spread the cross-terms 
in the frequency domain, T-distributions have them more concentrated but 
attenuated relative to the auto-terms. This would be more evident in practical 
implementation where the delta functions above are converted by the discrete 
implementation into finite peaks. 
Hence for best performance in resolution and cross-terms reduction, a sep-
arable time-lag kernel should be a time-only one. 
It should be noted that, like Wigner-Ville distribution, the T -distributions 
need windowing in the lag domain for signals with fast-varying instantaneous 
frequency (IF), where the window length should be adapted according to the 
slope of IF as we discussed in Chapter 7. 
8.2.2 Properties of the T-Distributions 
The following desirable properties of TFDs are explained in [1], [56], and [88] 
except for the proposed instantaneous frequency property and the amplitude 
estimation. 
A. Realness: 
Since Q(t) is real and even in t, we have g(v) real and even in v [95]. Hence 
p(t, f) is real. 
B. Time-shift and frequency shift invariance : 
Since g(v, T) is independent of time t and frequency j, p(t, f) satisfies the 
time shift and frequency shift invariance properties. 
C. Frequency marginal and group delay: 
It satisfies the frequency marginal since, using eqs.(8.7) and (8.10), we have 
g(O, T) = g(O) = 1 "h. Hence, the group delay property, [f tp(t, f)dtj J p(t,j)dt] = 
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t9 (f), can be satisfied by the proper choice of g that ensures [og(v, T)jov]lv=o= 
0 \fT. This property is satisfied by the exponential and hyperbolic time-only 
kernels discussed in section 8.3. 
D. Frequency support: 
The frequency support is also satisfied since J g(v, T)ej 27rfr dT = g(v)J(f) = 0 
for If I>~· 
E. Time support: 
The time support property entails that p( t, f) = 0 for It I > t0 if the signal 
s(t) = 0 for ltl > t 0 • For this to be satisfied we must have G(t, T) = 0 in 
the region ltl > ';1 [1, 88]. Like the Choi-Williams distribution and the spec-
trogram, this condition is not exactly satisfied by the T-distributions, but it is 
approximately true for most of the region ltl > ';' in the time-lag domain due 
to the low-pass shape of G(t, T). 
F. Reduced interference and resolution: 
This property is satisfied by the T-distributions where they had high reso-
lution with cross-terms reduction factor as shown in subsection (8.2.1) above. 
G. Time marginal and instantaneous frequency: 
The instantaneous frequency fi(t) is defined as [2] 
f ·(t) = ~ dcp(t) 
t 27r dt (8.13) 
where z(t) = a(t)ej¢(t) is the analytic signal associated with s(t). The T-
distributions do not satisfy the time marginal, hence do not satisfy the tradi-
tional condition for the instantaneous frequency. But according to our definition 
of the IF property in Chapter 7, the T-distributions have absolute maxima at 
f = 2~ d~~t) at any t for linear FM signals. This is the basis for our IF estimation. 
For non-linear FM signals this IF estimate is biased, and best IF estimation is 
achieved in this case by adaptive methods [75, 76, 91, 92]. 
For an FM signal of the form z(t) = a ej</J(t), a being a constant, we can 
express aT-distribution as follows (see chapter 7 for details) 
(8.14) 
where 'ljJ is the inverse of 2~ ¢'. Assuming that 'lj;' (f) is not a highly peaked 
function off and knowing that Q(t- 'lj;(f)) is peaked at t = 'lj;(f) since it is 
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low-pass and even in t, the absolute maximum of p(t, f) for any timet would 
be at 'lj;(f) = t, or f = 2~¢' (t), which is the instantaneous frequency of the FM 
signal z(t). For non-linear FM signals, the energy peak of p(t, f) is biased from 
the instantaneous frequency because of the effect of higher-order derivatives of 
the phase [76, 91]. 
For linear FM signals of the form z(t) = aei27r(fot+~t2 ), where fo and f3o are 
constants, we have 
(8.15) 
which has an absolute maximum at f = fo + j30 t, the instantaneous frequency 
of the linear FM signal z(t). 
H. Amplitude Estimation: 
The structure of the T-distributions explained in eq.(8.14) above enables 
amplitude estimation for FM signals from the distribution p(t, f) at any time 
t using an estimate for '1/J from the peak of p(t, f). This estimation of '1/J is 
more accurate in linear parts of TFD. Details of amplitude estimation of the 
components of a multicomponent signal using a T-distribution are similar to 
the analysis done in section (7.4.2) using the hyperbolic T-distribution. 
In the next section we study two members of the T -class. 
8.3 Exponential and Hyperbolic Time-Only Ker-
nels 
In this section we present two time-only kernels and compare their performance 
with other well-known kernels using numerical examples. Amplitude estimation 
is also considered. 
8.3.1 The Exponential Time-Only Kernel 
The Choi-Williams distribution CW(t, f) was a significant step in time-frequency 
analysis where it opened the way for optimizing resolution with cross-terms 
reduction [80]. The kernel of the Choi-Williams distribution (CWD) in the 
Doppler-lag domain is g(v, T) = exp( -47r2v2T 2 /O") which can be given in the 
time-lag domain by 
(8.16) 
where O" is a real parameter. This two-dimensional exponential kernel proved 
to be efficient in reducing cross-terms while keeping high resolution, with a 
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compromise between these two requirements depending on the parameter O". 
We propose a time-frequency distribution Te(t, f) with the following exponential 
time-only kernel 
(8.17) 
where 77 is a real parameter and -J7i71f is a normalization factor as in eqs.(8.7-
8.10). Using argument similar to that in the Appendix, it can be shown 
that when 77 approaches oo, Te(t, f) approaches the Wigner-Ville distribution 
(WVD). 
To see the performance of this kernel, we consider the following examples and 
compare the performance of Te(t, f) with the Choi-Williams two-dimensional 
exponential kernel. 
Example 1: The Sum of Two Complex Sinusoids 
The time-frequency distribution Te(t, f) of the signal z(t) given in eq.(8.11) 
is 
(8.18) 
where 
If '!] is small, the cross-terms can be reduced so that they are negligible 
compared with the auto-terms. If '!] -+ oo, we have exp{ -1r2 (!I - fz) 2 /77} 
approaches 1 and Te(t, f) approaches W(t, f). The relative reduction in cross-
terms is clearer in the above formula than the formula of CWD [80]. To see 
the efficiency of this cross-terms reduction compared to the two-dimensional 
exponential time-lag kernel in the practical implementation, we consider next a 
more complicated signal and compare Te(t, f) with CW(t, f). 
Example 2: Multicomponent Linear FM Signals 
For linear FM signals, we compare the performance ofTe(t, f) with CW(t, f) 
using the sum of two linear FM signals with IF laws 
fi(nT) = 0.1(nT) + 0.0008(nT) 2 , fz(nT) 0.3(nT) + 0.0008(nT) 2 
Figure 8.1 shows the discrete versions of Te(t, f) with parameter'!] 0.01 and 
the Choi-Williams distribution CW(t, f) with parameter O" 20 for the above 
signal, with total length N = 64 and sampling interval T 1 at the discrete 
time instant n = tjT = 30. Note that for both TFDs there is a compromise 
between the two requirements: resolution and cross-terms reduction. Changing 
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Figure 8.1: Performance comparison between the discrete versions of Te(t, f) for 
'fJ 0.01 and CW(t, f) for a 20 using a two-component linear FM signal with 
N = 64 and sampling instant T = 1 at the time instant t = 30. Due to the inher-
ent compromise between high resolution and cross-terms suppression, changing these 
parameters will improve one of these two requirements at the expense of the other. 
the parameter of the TFD results in improving one of the above requirements 
at the expense of the other. 
Example 3: Multicomponent Real-Life Signals 
In this example we compare the one-dimensional exponential kernel with the 
Choi-Williams two-dimensional exponential kernel using a non-linear FM real-
life signal, a bat signal. As shown in Figure 8.2, The cross-terms in CW(t, f) 
can obscure the weak component (far right). In this comparison we used O" = 30 
for CW(t, f) and rJ = 0.05 for Te(t, f), with total signal length N = 400 and 
sampling interval T = 1. 
Example 4: A Comparison with WVD: Linear FM Signals 
It is known that the Wigner-Ville distribution W(t, f) is ideal for a mono-
component linear FM signal since it gives a delta function around the IF law 
of such a signal. In practical implementation, Te(t, f) has a performance com-
parable to that of WVD for linear FM signals as shown in Figure 8.3 using 
the signal z(nT) with IF fi(nT) = 0.1(nT) + 0.0008(nT)2, total signal length 
N = 64, T 1, and rJ = 0.01 at the discrete time instant n = tjT = 30. 
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Figure 8.2: Performance comparison between Te(t, f) for 'T/ = 0.05 (above) and 
CW ( t, f) for a = 30 (below) using a bat signal. The total signal length is N = 400 and 
the sampling interval is T = 1. Note that the cross-terms in CW(t, f) are comparable 
to the weak component. 
Example 5: A Comparison with the B-distribution 
Despite the fact that the B-distribution B(t, f) is theoretically divergent, 
it works practically well due to using finite length signals. In this example 
we include a comparison between the exponential T-distribution Te(t, f) for 
'T/ = 0.01 and B(t, f) for a = 0.1. A two-component linear FM signal is used 
with amplitudes a1 = a2 = 1 and frequencies !I = 0.1t + 0.00039t2 and f2 = 
0.2t + 0.00039t2• Total signal length N = 128, T = 1, at the discrete time 
instant n = tjT 64. It is evident from Figure 8.4 that the exponential T-
distribution is more efficient in cross-terms reduction, while keeping the same 
resolution as B(t, f). 
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Figure 8.3: Performance comparison between Te(t, f) for 'TJ = 0.01 and W(t, f) using 
a mono-component linear FM signal at the time instant t 30. Total signal length 
is N = 64 and the sampling interval is T = 1. Ripples appear due to finite signal 
length, which is equivalent to time and lag windowing. However, Te(t, f) performs 
better than W ( t, f) in reducing these ripples, although the latter is slightly better in 
resolution. 
Example 6: Amplitude Estimation 
We now investigate the amplitude ratio estimate for a multicomponent 
FM signal under noise-free and noisy conditions using the component peaks 
of Te(t, f). Consider the following two-component FM signal z(nT) with am-
plitudes a1 and a2 and non-linear IF laws 
ft(nT) = 47 + 2.5sinh-1 (10(nT- 0.3)) 
fz(nT) 30 + 2.5sinh-1(20(nT- 0.8)) 
embedded in a complex-valued white Gaussian noise E(t) with independent iden-
tically distributed (i.i.d.) real and imaginary parts with total variance <J;. If 
r = atfa2 and f is the estimated value of r using eq.(7.35), then the relative 
estimation error would be 
er = l(f- r)/rl (8.19) 
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Figure 8.4: Performance comparison between Te(t, f) for rJ = 0.01 and B(t, f) for 
a = 0.1 using a two-component linear FM signal with amplitudes a1 = a2 1 and 
frequencies fi = 0.1t+0.00039t2 and h = 0.2t+0.00039t2 at the discrete time instant 
n = tfT = 64. Total signal length N = 128 and sampling interval T = 1. 
Figure 8.5 shows the relative estimation error for different values of the ratio 
r and different signal-to-noise ratios. The distribution Te(t, f) is used with a 
total number of samples N = 128, T = 1, and 'TJ = 0.01. The root mean square 
values of error for noise-free, SN R=30 dB, and SN R=15 dB are 0.032, 0.033, 
and 0.04, respectively. These are less than their counterparts for the hyperbolic 
T-distribution in example 1, section (7.4.3). There is non-zero error even in the 
noiseless case due to the discretization of the TFD with finite summations. 
8.3.2 The Hyperbolic Time-Only Kernel 
The hyperbolic time-only kernel was proposed in Chapter 7 (see also [92]) as 
follows 
G(t, T) = Qf(t) = ka/ cosh2a(t) (8.20) 
where a is a real positive number and the normalization factor ka = f~oo coshd.J"'(t) 
= r(2a)/22a-l f 2 (a) (r stands for the gamma function), as in eqs.(8.7-8.10). 
However, the T-distribution associated with this kernel, Th(t, f), has perfor-
mance slightly inferior to that of Te(t, f) discussed in the previous subsection 
as shown in Figure 8.6. As a -+ oo, we have Qh(t, T) -+ 6(t) and Th(t, f) 
approaches the Wigner-Ville distribution W(t, f) (see Appendix). 
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Figure 8.5: The amplitudes ratio estimation error for a two-component non-linear 
FM signal with different values of the signal-to-noise ratio (SNR). The distribution 
Te(t, f) is used with a total number of samples N 128, T = 1, and 'rf = 0.01. 
8.4 Conclusions 
In this chapter we have presented a new class of time-frequency distributions 
(TFDs) that has interesting properties. The kernels of this class are time-
only in the continuous time-lag domain. We have analyzed separable time-
lag kernels and proved that for best performance, these kernels should be lag-
independent. If their parameters are properly chosen, time-only kernels (and 
their corresponding TFDs: the T -distributions) are efficient in optimizing the 
two requirements: cross-terms reduction and high energy concentration around 
the IF law of the signal signal. Numerical examples have shown that time-
only kernels are more efficient than their two-dimensional counterparts in this 
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Figure 8.6: Performance comparison between Te(t, f) for 'TJ = 0.015 and Th(t, f) for 
a = 0.1 using a two-component linear FM signal at the time instant t 30. The 
total signal length is N = 64 and the sampling interval is T = 1. The parameters 
are arranged such that both TFDs have the same resolution. Slight reduction in 
cross-terms and ripples is obtained by Te(t, f). 
respect. Two distributions of this class are studied and numerical comparisons 
are made using synthetic and real-life signals. In addition to their superior 
performance in resolution and cross-terms reduction, non-parametric amplitude 
estimation is possible directly from the T-distributions in case of FM signals, 
a merit that does not exist in other TFDs. The performance of the amplitude 
estimator is studied for a two-component non-linear FM signal under noise-free 
condition and in the presence of additive Gaussian noise. 
Appendix 
We here prove that when a approaches infinity, the hyperbolic time-only kernel 
9/:(t) approaches 8(t). Similar reasoning can be applied to the exponential 
time-only kernel Q'2(t). It is more convenient here to use the following formula 
[96] 
r(2a) 
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Hence the hyperbolic time-lag kernel can be written as 
Q~(t) = r(a + ~) 
j1fr (a) cosh 2a ( t) 
The Stirling's asymptotic formula states that [64] 
f(x)--+ -J2i Xx+!e-x+l~x as X--+ 00, 0 < j3 < 1 
Using this formula and taking the natural logarithm of Q~(t) we have 
loga 2 
log Q~(t) --+ a(~+ 2log et + e-t as a --+ oo 
Noting that lim log a = 0 (L'Hopital's rule), we have 
a-+oo a 
lim logQ~(t) = { -oo t =1- 0 
a-+oo 00 t 0. 
Hence when a --+ oo, Q~(t) is zero everywhere except at t = 0 where it is 
infinite. Since we have Q~( -t) = Q~(t) Va and 1: Q~(t) dt = 1 Va 
then we can say that 
Q~(t) --+ c5(t) as a --+ oo. 
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Chapter 9 
Multicomponent IF Estimation: A 
Statistical Comparison in the 
Quadratic Class of Time-Frequency 
Distributions 
9.1 Introduction 
The problem of non-parametric instantaneous frequency (IF) estimation for 
multicomponent non-stationary signals is an important issue in signal process-
ing [56, 2]. Time-frequency analysis techniques are used as they reveal the 
multicomponent nature of such signals by concentrating the signal energy in 
the time-frequency plane around the component IF laws [1]. The concept of the 
instantaneous frequency and methods of IF estimation were reviewed in chapter 
6. An efficient adaptive algorithm for IF estimation of monocomponent FM sig-
nals using the Wigner-Ville distribution (WVD) was presented in [75, 76]. An 
adaptive approach for mono- and multicomponent FM signals using another 
quadratic TFD was presented in chapter 7 (see also [91]). This approach is 
mostly suitable for time-only kernels [92]. In chapter 8 we presented the expo-
nential and the hyperbolic T-distributions. In this chapter we prove that this 
algorithm is applicable to two widely used members of the quadratic class of 
TFDs [94]: The Choi-Williams distribution (CWD) and the spectrogram. A 
performance comparison between WVD, the hyperbolic T-distribution (HTD), 
CWD, and the spectrogram in the presence of Gaussian noise is considered 
depending on the bias, the variance, and the optimum lag window lengths of 
the IF estimators. Details of signal model, bias and variance derivations and 
adaptive IF estimation were given in Chapter 7. 
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9.2 Asymptotic Formulas 
In this section we give the asymptotic formulae as the sampling interval T 
approaches zero for the variance and the bias of the IF estimate as the sampling 
interval T approaches zero using a rectangular window w(t). The optimum lag 
window length is also given. The distributions Th(t, !), CW(t, f), and the 
spectrogram are considered. We will prove that they satisfy the conditions of 
the adaptive IF algorithm in [91, 92]. 
9.2.1 The Hyperbolic T-Distribution Th(t, f) 
As the sampling interval T approaches 0, we have the following asymptotic 
formulae for the variance and bias ofthe IF estimate hh(t) using the hyperbolic 
T-distribution (HTD) (see section (7.3.3)) 
E(D.hh(t)) 
E(D.hh(t)) 
h2 100 )..(u)du 
80 -oo cosh2a(t- u) 
< (Mz/40)h2 
(9.1) 
(9.2) 
(9.3) 
where h is the lag window length, a is the signal amplitude, O"; is the noise 
variance, )...(t) = J?)(t+71) + J?\t-71) , 0 < 71,72 < t, !?) is the rth derivative 
of the IF, and sup I J?)(t) I:S: Mz. The exact expression for E(D.hh(t)) was 
t 
obtained as follows 
where 
00 
E(D.hh(t)) = Ldh(Php(t) 
p=1 
dh(P) = 3h2P /[22P(2p + 1)!(2p + 3) 
"" (t) - f(Zp) (t) * 1 
'P - i (t) cosh2a(t) 
(9.4) 
(9.5) 
(9.6) 
For small h, the bias can be approximated by dh(l)"f1(t), and the optimal win-
dow length that minimizes the mean squared error 
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was obtained as 
(9.7) 
Hence the optimal window length depends on the second derivative of the in-
stantaneous frequency JP) (t), which is time and signal dependent. In addition, 
the variance is continuously decreasing function of the lag window length h as 
in eq.(9.1) while the bias is continuously increasing as in eq.(9.2). Hence the 
adaptive algorithm in section (7.3.4) is applicable and converges finally at the 
bias-variance tradeoff point [91]. From eqs.(9.1), (9.2) and (9.3) it is clear that 
the variance and bias of the IF estimate using TD(t, f) have the same rates of 
change with respect to the window length h as those using WVD [76]. 
9.2.2 The Choi-Williams Distribution CW(t, f) 
The kernel of the Choi-Williams distribution in the Doppler-lag domain is 
g(v, T) = e-41r2v272!u which can be given in the time-lag domain by [56] 
(9.8) 
where tJ is a real parameter. 
Following the same asymptotic analysis as in section (7.3), the following asymp-
totic formulas are obtained for Choi-Williams distribution using a rectangular 
window 
(9.9) 
and 
(9.10) 
where sup I JP)(t) I::; M2. The exact expression for the bias can be obtained as 
t 
By double application of the mean value theorem for integrals we obtain 
E(!:ij (t)) = h2~ 3j(2r)(cu(t)) h2(r-1) (9.12) 
th f:t (2r + 1)!(2r + 3)22r 
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where ca-(t) is a function oft. For small h, the optimum window length can be 
given by 
(9.13) 
Hence the optimum lag window length h is dependent on the second derivative 
of the signal IF law. According to eqs.(9.9) and (9.11), the variance of the Choi-
Willams distribution IF estimator is an decreasing function of the lag window 
length while its bias is continuously increasing, hence the adaptive IF algorithm 
is applicable using CWD. 
From eqs.(9.1), (9.2), (9.3), (9.9), (9.10) and (9.11), the variance and the bias 
of the IF estimate using CW(t, f) and Th(t, f) have the same rate of decrease 
with respect to the window length h as in the case of using Wigner-Ville dis-
tribution W(t, f) [76]; i.e, the variance ex: 1lh3 and the bias ex: h2. In fact, 
the variance using Th(t, !), CW(t, !), and W(t, f) has the same asymptotic 
value. The distributions HTD and CWD are mainly used for IF estimation 
of multicomponent signals as they can suppress cross-terms efficiently. Hence 
the convergence speed of the adaptive IF algorithm for multicomponent signals 
using HTD and CWD is as good as in the case of monocomponent signal using 
WVD [76]. The accuracy of the IF estimation depends on the resolution and 
the variance of the TFD. In this case TD is preferred to CWD since, although 
HTD has the same variance as CWD, it has higher resolution than CWD as 
shown in Figure 9.1 for two-component linear FM signal. 
9.2.3 The Spectrogram 
An excellent treatment of the spectrogram with adaptive window length is given 
in [77]. Here we analyze the spectrogram in a different way as a member of the 
quadratic class. 
The kernel of the spectrogram for in the Doppler-lag domain is given by [1] 
100 T T · g(v,T) = _00 J.L(u+ 2)J.L*(u- 2)e-J27rvudu 
where J.L( T) is the rectangular analysis window used in the spectrogram. As-
suming a rectangular analysis window of total width .6. i.e., J.L( T) = II.6. ( T) I Vi5., 
the above kernel can be given by 
g(v,T) = II2.6.(T) sin{1rv(.6.-l T l)}l.6.1rv (9.14) 
In the time-lag domain the kernel of the spectrogram is given by 
G(t, T) = {II2.6.(T)II.6.-Irl(t)} I .6. (9.15) 
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Figure 9.1: Performance comparison between hyperbolic T-distribution for a = 0.1 
and CW(t, f) for () = 11 using a two-component noise-free linear FM signal at the 
sampling instant n tjT = 30. Total signal length is N 64 and the sampling 
interval is T = 1. 
Following the same asymptotic analysis as above and assuming that ~ ~ h, the 
variance and the bias of the IF estimate using the spectrogram are found to be 
~ ~ ~ ~T var(~fih(t)) = 27r21€a 12[1 + 21 ~ 12]h3(~- ~) (9.16) 
and 
(9.17) 
By double application of the mean value theorem for integrals we get 
oo j(2r) (r( )) __fL _ _ h_ E(~j (t)) = h2"' '::. t 2r+3 2r+4 h2(r-1) 
th L--22r+1(2r + 1)! ~- ll 
r=l 3 4 
(9.18) 
where ((t) is a function of t. If ~ = h, the variance and the bias of the 
spectrogram are given by 
(9.19) 
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and 
(flj ( )) _ 2~ 3f(2r)(((t)) h2(r-1) ( ) E zh t - h f:i'22r(2r + 1)!(r + 2)(2r + 3) 9·20 
The bias is limited by 
M b. h 
E(flhh(t)) < 2 5 - 8 h2 18 ~ _b:_ 
3 4 
(9.21) 
E(flhh(t)) < (M2/20)h2 when tl = h 
where sup I fi(2)(t) 1:::: M2. If tl = h, the optimal window length for small h can 
t 
be given by 
2 
h t _ [ 6480o(J;T(1 i:r-) ] i 
opt ( ) - 7["2 I a 12 UP) ( c ( t))) 2 (9.22) 
It is clear that the optimal window length depends on the second derivative 
f(2)(((t)) which is generally time-varying for non-linear FM signals. Accord-
ing to eqs.(9.19) and (9.20), the variance of the spectrogram IF estimator is 
an decreasing function of the lag window length while its bias is continuously 
increasing, hence the adaptive IF algorithm is applicable. 
The variance using the spectrogram with the above window, J.l(T), has a larger 
value than that obtained using Th(t, f), CW(t, f), and W(t, f). Also the opti-
mum window length for the spectrogram in eq.(9.22) is larger than the optimum 
window lengths using Th(t, f), CW(t, f) and W(t, f), as can be seen by com-
paring eq.(9.22) with eqs.(9.7) and (9.13) (above), and eq.(12) in [76]. Since 
the confidence intervals in the adaptive algorithm depend only on the variance 
[76, 91, 92], the convergence speed of the adaptive algorithm using the spectro-
gram is lower than that of TD and CWD. Also the accuracy of IF estimation 
is lower compared to TD and CWD for larger variance and less resolution. 
Example: Spectrogram vs. HTD in Resolution 
If the signal components are closely separated, the spectrogram will be 
no longer applicable due to its inherent tradeoff between time-resolution and 
frequency-resolution. This is more evident if one of the components is weaker 
than the other components. In this example we consider a noise-free mul-
ticomponent signal with two linear FM components of amplitudes 1, 5 and 
instantaneous normalized frequencies as follows 
it = O.lt + {3t2 /2; h = 0.12t + {3t2 /2; f3 = 7.8125 X 10-4 
Total signal length is N 128 and the sampling interval is T 1. Figure 9.2 
shows the spectrogram and HTD of the same signal at the sampling instant n = 
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Figure 9.2: Performance comparison between the spectrogram Spect(t, f) and the 
hyperbolic T-distribution (HTD) for a= 0.06 using a two-component noise-free linear 
FM signal at the sampling instant n = tjT = 64. Total signal length is N = 128 
and the sampling interval is T = 1. The right component is five times larger in 
amplitude than the left component. above: Spectrogram with small analysis window 
length (.6. = 23). Below: Spectrogram with large analysis window length (.6. 83). 
In both cases the spectrogram fails to resolve the two components. In addition, time 
resolution is bad for large window length. 
tjT 64. It is evident that the spectrogram fails to resolve the two components, 
hence it cannot be used for IF estimation of closely related components and a 
higher resolution TFD should be used. 
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9.3 Conclusions 
This chapter has shown that the adaptive algorithm of IF estimation, devel-
oped in Chapter 7 in additive Gaussian noise for multicomponent FM signals, 
is applicable to the Choi-Williams distribution ( CWD) and the spectrogram, in 
addition to the hyperbolic T- distribution (HTD). We have shown that the opti-
mum lag window length for IF estimation using the above three time-frequency 
distributions (TFDs) is signal dependent. In addition, the variance of the IF 
estimator is a continuously decreasing function of the lag window length while 
the bias is continuously increasing, allowing a convergence point in the adaptive 
algorithm at the bias-variance tradeoff. Hence the three TFDs satisfy the con-
ditions of the adaptive algorithm. It has been shown that Wigner-Ville distri-
bution (WVD), HTD, and CWD have the same variance while the spectrogram 
has larger variance and larger optimum lag window length. Hence using the 
spectrogram in the adaptive algorithm is slower and less accurate than using 
HTD or CWD. 
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Chapter 10 
Conclusions and Future Directions 
The main topic undertaken by this dissertation was the instantaneous frequency 
(IF) estimation of signals. In Part-I we dealt with the adaptive approach of IF 
estimation of single-tone and digitally modulated signals using digital phase-
locked loops (DPLLs), while in Part-II we dealt with the adaptive IF estimation 
of non-stationary signals using time-frequency signal analysis (TFSA). 
In the direction of phase-locked loops, we have shown in Chapter 2 that dur-
ing the last decades the phase-locked loop (PLL) has proved to be efficient in 
frequency tracking of single-tone sinusoidal signals, and this is apparent from the 
wide range of PLL applications in communication systems. Therefore we have 
chosen this approach for the instantaneous frequency estimation of single-tone 
or digitally modulated signals (like FSK signals). Since digital circuitry is now 
dominating for the obvious advantages over analog counterparts, we chose digi-
tal PLLs (DPLLs). There are many kind of DPLLs. We have seen in Chapter 2 
that the most important type is the zero-crossing sinusoidal DPLLs (or simply 
sinusoidal DPLLs), as they are the simplest to implement, the easiest to model, 
and their performance is indicative of the general behavior of DPLLs. This type 
uses non-uniform sampling scheme. We have shown two major approaches in 
this direction. The first approach, called the conventional sinusoidal approach, 
is built on manipulating the samples of the incoming signal in an adaptive feed-
back system that includes a digital filter and digital controlled oscillator (DCO) 
that decides the sampling instants. This approach is sensitive to the variations 
in the signal power since the loop deals directly with the samples of the signal. 
Analysis of this type is built on fixed point theorems. The other approach does 
not deal with the amplitude samples directly in deciding the DCO pulses, but 
it formulates a phase feedback signal rather than an amplitude signal. This 
is built on utilizing an arctan phase error detector (PED) that takes the four-
quadrant arctan function of the incoming signal and a its quadrature version. 
As such the digital tanlock loop (DTL) is insensitive to the variations in the 
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input signal power. The goo phase shifted version of the incoming signal is 
obtained using a digital Hilbert transformer (HT). In Chapters two and three, 
we have seen that this type of DPLLs introduced many other advantages over 
other DPLLs, including wider locking range for the first-order loop. However, 
in practical implementation, the Hilbert transformer can only be approximated 
by either FIR or IIR digital filters. The FIR implementation is used in DPLLs 
since it can give goo phase shift which is important in phase-locked techniques. 
However, this implementation has ripples in the amplitude of its transfer func-
tion, which results in phase disturbance in the PED. Also it causes restrictions 
on the range of the input frequencies depending on the number of sections (N) 
in the FIR implementation. Hence for good performance we should choose a 
large N which results in a complex circuit. In Chapter 3 we have seen that 
many efforts have been made to improve the performance of the DTL, but HT 
is an essential part in all these attempts. 
To overcome the practical implementation problems and the complexity of 
the circuit while keeping the advantages of the tanlock scheme, we have proposed 
a tanlock scheme that utilizes a time-delay instead of the HT. The resulting 
DPLL has been called the time-delay digital tanlock loop (TDTL). Noise-free 
analyses of the first and second-order TDTLs have been detailed in Chapter 3. 
This approach is dependent on fixed point analysis used with the conventional 
sinusoidal approach. Hence it unifies the two major approaches: sinusoidal 
phase-lock scheme built on non-linear theory and the tanlock scheme built on 
the arctan phase detection. In addition to the insensitivity to the variations 
in signal power and reducing the complexity of the loop, we have shown that 
TDTL has further advantages over DTL and its modifications, like the wider 
lock range for the first-order loop and the faster locking speed under certain 
choice of the loop parameters. 
Since the HT is widely used in communications and other signal processing 
systems, this idea may be applicable in some of these systems as well. Hence 
we have made in Chapter 4 a general statistical comparison between HT and 
time-delay in the presence of Gaussian noise. The result is interesting: despite 
the reduced structure of the time-delay compared to HT, its performance in 
noise approaches that of the (ideal) HT as the signal-to-noise-ratio increases or 
the phase shift introduced by the time-delay approaches go-degree. Cramer-
Rao bounds are introduced for better understanding of the statistical behavior 
of both HT and the time-delay. 
In Chapter 5, the behavior of the first and second-order TDTLs has been 
analyzed in additive Gaussian noise. It appeared that the presence of noise 
does not imply further conditions on the locking range. Moreover, the expected 
value of the steady-state phase error is the same as the noise-free steady-state 
phase error for both first and second-order TDTLs, while the variance decreases 
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substantially as SNR increases. Hence TDTL does not lose tracking of the input 
frequency when the signal is contaminated by additive Gaussian noise. 
Future Directions in DPLL Approach 
1. Many ideas have been proposed to improve the performance of the DTL 
like the multi-sampling DTL schemes. These schemes included doubling 
the nominal rate of sampling and resulted in widening the lock range and 
the locking speed. We think that these approaches would be applicable 
to the TDTL. 
2. The convergence speed of the TDTL for a phase shift of 1r /3 proved to be 
efficient in increasing the locking speed as shown in Chapter 3. Further 
studies in this direction will be undertaken in the near future to see the 
effective factors on the convergence behavior of DTL. A combination of 
these studies and those in (1) above may result in a loop suitable for 
real-time tracking of incoming frequencies. 
3. Adaptive filtering in other DPLLs proved to enhance tracking of signals 
with a Doppler frequency effect, hence we expect this approach to be of 
benefit for TDTL. 
4. Analysis of the TDTL under multiplicative noise would be appropriate as 
this kind of noise is encountered in many applications. 
We have seen that despite the efficiency of DPLLs in tracking single-tone 
sinusoidal signals, they cannot track rapidly changing frequencies like those of 
FM signals. This is inherent limitation in the structure of the PLL. All PLLs, 
analog and digital, need time for locking, although this time can vary widely 
depending on the kind of the PLL. 
For signals with changing spectral characteristics, which are known as non-
stationary signals (like the FM signals), we have chosen the non-parametric 
approach oftime-frequency signal analysis (TFSA). This is the subject of Part-
II of this thesis. In Chapter six, we have shown that this approach is efficient 
in revealing the multicomponent nature of signals by concentrating the energy 
around the IF laws of signal components in the time-frequency plane. Our con-
centration in this thesis was on the IF estimation of FM signals with emphasis 
on multicomponent signals. 
It was shown in Chapter 6 that an efficient adaptive algorithm has been re-
cently developed for monocomponent signals using the Wigner-Ville distribution 
(WVD). This approach utilizes time-varying lag window length for IF estima-
tion. However, the WVD suffers from cross-terms (or spurious energy peaks) 
when used to analyze multicomponent signals and hence the above algorithm 
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cannot be used for IF estimation of multicomponent signals. Also in Chap-
ter six we have shown that many efforts have been made to design TFDs that 
reduce the cross-terms while keeping good concentration (resolution) around 
the IF laws of multicomponent signals in the time-frequency plane. The most 
important class of these TFDs is the quadratic class. 
In Chapter 7, an adaptive approach for the IF estimation of multicomponent 
FM signals has been presented. The approach utilizes the general formula for 
quadratic time-frequency distributions (TFDs) to estimate the IF laws based 
on the peaks of the TFD around the signal components. However, there are 
conditions to be satisfied by the TFD before it can be applied in this algorithm. 
The conditions are as follows 
• The variance of the IF estimate using a quadratic TFD should be a con-
tinuously decreasing function of the lag window length. The bias should 
be continuously increasing. This is necessary for the convergence of the 
adaptive algorithm. 
• Since the adaptive algorithm utilizes a time-varying lag window length, the 
kernel of the TFD should not have a narrow passband in the lag direction 
so as not to limit the effective length of the adaptive lag window. 
• For a robust IF estimate, the TFD should have a high time-frequency 
resolution with acceptable cross-terms reduction. 
For easier and efficient application of the adaptive IF algorithm, we have 
proposed in Chapter 7 a TFD that is more suitable for this purpose than other 
TFDs. This TFD has the property that its kernel in the time-lag domain is 
one-dimensional: time-only kernel. Note that the study of the proposed TFD 
and the adaptive IF estimation using the general quadratic formula are inter-
connected, since results from IF estimation (specifically, the conditions of the 
adaptive algorithm stated above) are used to design the proposed TFD. This 
algorithm, which is proposed initially for mono component signals (using the 
general quadratic formula) is extended to multicomponent FM signals using a 
tracking algorithm and utilizing the property that the proposed distribution 
allows a direct amplitude estimation that is necessary to define the confidence 
intervals in the adaptive IF estimation. Numerical examples are given to illus-
trate the performance of the proposed distribution in the adaptive IF estimation 
of mono- and multicomponent FM signals, including real-life signals .. 
Later we found that there is a more efficient TFD with exponential time-
only kernel. This led us to define the T-class of time-frequency distributions. 
This class is analyzed in Chapter 8 and it has been shown that the time-only 
kernels are more efficient than their two-dimensional counterparts in terms of 
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resolution and cross-terms reduction. Hence the T-class is easier to implement 
and more efficient than other existing TFDs in analyzing multicomponent sig-
nals, in addition to its applicability for the adaptive IF estimation. Also, due 
to the specific structure of the T-distributions, amplitude estimation for multi-
component FM signals is possible from any T-distribution. General properties 
of quadratic TFDs that are satisfied by the T-distributions are discussed. 
A statistical comparison between the hyperbolic T-distribution and other 
important quadratic TFDs has been made in Chapter 9. These TFDs include 
the WVD, the spectrogram, and Choi-Williams distribution (CWD). 
Future Directions in TFSA Approach 
1. For IF estimation of multicomponent signals, the next major step is to 
consider the most general case of AM-FM signals, i.e., frequency mod-
ulated signals with variable amplitude. This is still unresolved problem 
even in the monocomponent case. 
2. Considering the effect of multiplicative noise on the adaptive IF estima-
tion. 
3. Considering the applicability of the iterative algorithm, originally utilized 
the cross Wigner-Ville distribution for monocomponent signals. This al-
gorithm may be extended to reduced interference distributions (RIDs), 
like the T -distributions, to deal with multicomponent signals. 
4. The performance of the T-distributions may be improved in terms of res-
olution and cross-terms reduction. One idea that is under consideration 
now is to apply the re-assigned method that was successful in improving 
the L-class of TFDs. 
5. Investigating the performance of other types of the T-distributions like 
the rectangular and the triangular T-distributions and comparing their 
performance to the hyperbolic and the exponential T-distributions. 
6. Polynomial FM signals are of importance in signal analysis. The extension 
of WVD to deal with such signals resulted in the polynomial WVD. This 
idea may be applied to the T-distributions to achieve ideal concentration 
on the IF laws of polynomial FM signals. 
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