Attempts to monitor ocean eddy heat transport are strongly limited by the sparseness of available observations and the fact that heat transport is a quadratic, sign-indefinite quantity that is particularly sensitive to unresolved scales. In this article, a suite of stochastic filtering strategies for estimating eddy heat transport are tested in idealized two-layer simulations of mesoscale oceanic turbulence at high and low latitudes under a range of observation scenarios. A novel feature of these filtering strategies is the use of computationally inexpensive stochastic models to forecast the underlying nonlinear dynamics. The stochastic model parameters can be estimated by regression fitting to climatological energy spectra and correlation times or by adaptively learning these parameters ''on-the-fly'' from the observations themselves.
Introduction
The poleward redistribution of heat by the ocean is a primary constituent of the global heat balance, comparable in magnitude to that in the atmosphere, yet it remains one of the most poorly constrained features of the ocean general circulation. The principal uncertainty is the contribution from ocean eddies, which can drive a rectified flux of heat due to temporal correlations between buoyancy fluctuations and the eddy velocity. Hall and Bryden (1982) estimated that the eddy-driven flux contributes as much as 25% of the time-mean transport across 248N and was the largest source of uncertainty in their study. Likewise, eddy-permitting ocean models (Jayne and Marotzke 2002) and data-assimilation products (Volkov et al. 2008 ) indicate a significant eddy contribution to the time-mean transport in the Antarctic Circumpolar Current, the Kuroshio, and the tropics, and up to one-third of the global heat transport variability. However, efforts to constrain poleward eddy heat transport are limited by the difficulty in obtaining observations of the full water column with sufficient spatial and temporal detail to resolve the eddy field (Wunsch 1999; Ganachaud and Wunsch 2000) , while estimates of the time-mean heat transport based upon one-time hydrographic sections are valid only where eddy variability is small compared to the total heat transport variability (Volkov et al. 2008) .
A picture of the surface ocean eddy field is provided by satellite measurements of sea surface height anomalies relative to the geoid. Under the assumption of geostrophic balance, the current u at the surface is given by f u 5 gẑ 3 $h,
where f is the Coriolis parameter, g is gravitational acceleration, and h is the sea surface height anomaly. As shown in the appendices, however, the subsurface geostrophic current has additional contributions from the horizontal gradient of the hydrostatic density field. Thus, in the absence of a model for the interior pressure field, the full three-dimensional eddy velocity cannot be determined from observations of the surface geostrophic current alone (Wunsch and Stammer 1998) . Consequently, recent attempts to calculate net heat transport from satellite altimetry have incorporated estimates of the vertical structure provided by ocean sections or profiling floats (Roemmich and Gilson 2001; Qiu and Chen 2005) . Even so, current-generation altimetry maps are capable of resolving only the largest eddy scales and can depend sensitively on the kinetic energy spectrum of the unresolved flow (Bennett 1984; Poje et al. 2010; Keating et al. 2011) . In particular, turbulent mixing in regions with an energetic submesoscale, such as the subtropics (Tulloch et al. 2011) , is strongly resolution dependent, and so estimates of eddy heat transport based upon altimetry in these regions should be viewed with some caution.
In this article, we examine novel methods for estimating eddy heat transport using sparse, noisy observations of the upper-ocean velocity field. Our ''truth signal'' is provided by numerical simulations of the twolayer Phillips model under parameter regimes typifying baroclinic turbulence at low and high latitudes. We study a range of observation scenarios, allowing us to explore the interplay of eddy length and time scales with the spatiotemporal resolution capability of satellite observations. Although the Phillips model is a highly idealized representation of oceanic turbulence, these scenarios nonetheless provide stringent test cases incorporating several key challenges to any filtering strategy, in particular: sparseness in vertical space, due to the fact that observations of the upper-layer velocity field alone are not sufficient to calculate the heat transport; sparseness in horizontal space, since much of the ocean's eddy kinetic energy resides at scales below the resolution of current-generation altimetry products; and sparseness in time, because the satellite orbit configuration generally limits the temporal resolution capability of altimeters to no more than an eddy turnover time. Finally, even in this minimal model, there is an enormous range of interacting scales as well as stiff dynamics due to small Rossby radius, a regime that poses severe practical difficulties for contemporary ensemble-based filtering approaches (Harlim and Majda 2010) .
As we shall show, these issues pose a severe challenge to attempts to estimate the turbulent eddy field in the Phillips model, and, by extension, the real ocean. The difficulty is compounded by the fact that eddy heat transport is a sign-indefinite quadratic quantity, and so is particularly sensitive to model error at unresolved scales. In this study, we filter sparse observations of the upper ocean through a dynamical forecast model to obtain an estimate of the eddy transport. Our approach is similar to that of Harlim and Majda (2010) , who tested a suite of turbulent filtering algorithms in quasigeostrophic simulations mimicking baroclinic turbulence in the atmosphere and the ocean, with the latter scenario providing a particularly rigorous test case with small Rossby radius and stiff model dynamics. A powerful feature of these filtering strategies is the use of cheap stochastic models to forecast the underlying nonlinear dynamics. This ''judicious'' model error avoids the socalled curse of dimensionality while preserving the essential structure of the turbulent signal through the use of a mean stochastic model that is regression fitted to reproduce climatological energy spectra and correlation times. Harlim and Majda (2010) also tested an alternative scheme, the stochastic parameterized extended Kalman filter, in which the forecast model parameters are learned adaptively from the observations by incorporating them into the state vector and obtaining estimates using the usual filtering methodology. Both of these simple stochastic filtering strategies exhibited high skill in the atmospheric and oceanic regimes compared with contemporary ensemble-based data assimilation schemes, and have been extensively validated in a number of stringent idealized test problems (Gershgorin et al. 2010a,b) .
The present study focuses on the difficult but realistic ocean case where much of the eddy kinetic energy lies below the scale of resolution of the observations. In contrast to Harlim and Majda (2010) , who sought to reconstruct turbulent spectra and streamfunctions from observations of the barotropic velocity field, we will principally be interested in the poleward heat transport in baroclinic flows-a more challenging quantity to constrain, even in the time mean. We utilize an algorithm developed by Majda and Grote (2007) and Harlim and Majda (2008b) that actually exploits the spatial sparseness of the observations by utilizing the fact that a coarse observation network will alias high-wavenumber information into the resolved wave band. By appropriately filtering sparse observations to extract this information, one can derive stochastically super-resolved velocity fields with a nominal resolution increase of a factor of 2 or more, leading to considerable improvement in the eddy transport estimate. Likewise, the vertical sparseness of satellite observations is addressed by modeling the vertical structure of the flow using empirical orthogonal functions (EOFs), which project the layer streamfunctions onto a basis set aligned with the maximum and minimum energy modes (e.g., De Mey and Robinson 1987; Gavart and De Mey 1997) . Observations of the upper-layer streamfunction are then projected onto each of the EOFs to produce filtered estimates for both upper-and lower-layer streamfunctions, and, hence, the net heat transport.
In section 2 the Phillips model is discussed in the context of two parameter regimes corresponding to ocean turbulence at low and high latitudes. The poleward eddy heat transport is calculated under a range of spatiotemporally sparse sampling scenarios and compared with the ''true'' heat transport obtained from the fully resolved model simulations. In section 3 we describe a suite of filtering strategies for vertically, horizontally, and temporally sparse satellite observations. The results of these filtering strategies are presented in section 4. Finally, in section 5 we summarize our conclusions and discuss potential issues associated with the application of these techniques to the real ocean.
Poleward eddy heat transport in the Phillips model
The Phillips (1954) 
and an inversion relation that relates the potential vorticity (PV) to the streamfunction c i :
21/2 is the baroclinic deformation wavenumber (or inverse deformation radius), f 5 f 0 1 by is the Coriolis parameter, g9 5 g(1 2 r 1 /r 2 ) is the reduced gravity of the interface, and r is the bottom drag, which only acts on the lower layer. The mean meridional PV gradient is
The numerical model is periodic in the horizontal, uses a dealiased, pseudospectral method to compute the nonlinear terms, and dissipates enstrophy with an exponential cutoff filter [see Smith et al. (2002) ; Smith and Vallis (2002) for details]. We set the fractional layer thicknesses to be d 1 5 0.2, d 2 5 0.8, consistent with a typical pycnocline depth of 1 km and total ocean depth of 5 km, although in the context of this crude two-layer model the correspondence should not be interpreted too broadly [for a more in-depth discussion of typical pycnocline depths in the ocean, see, e.g., Gnanadesikan (1999) ]. The deformation radius in the ocean varies from about 10 km at the highest latitudes to a few hundred kilometers in the subtropics. A reasonable scale separation between the deformation scale and the domain scale is desired in order to avoid domain-scale interactions in our simulations and allow for some inverse cascade. To that end we allow the domain scale to vary with the deformation radius, but hold their ratio fixed so that the deformation wavelength l 5 2p/k D is 1 /10 times the size of the domain.
The remaining physical quantities in the model can be expressed in terms of two nondimensional parameters: the supercriticality parameterb 5 b/d 1 U 0 k 2 D , which determines the strength of the baroclinic instability, and the nondimensionalized bottom dragr 5 r/k D U 0 . We consider two contrasting parameter regimes forb andr :
d Low latitudes: Observations and numerical models (e.g., Richards et al. 2006) show nearly supercritical flow at low latitudes, forming zonal jets with widths slightly larger than the deformation scale. In this case, the numerical model requires only a small drag (r ( 1) to absorb the energy injected by baroclinic instability, since the eddy scale is effectively set by b. Specifically we chooseb 5 0:9 andr 5 0:3, and take l 5 320 km, so that the domain size is 3200 km.
d High latitudes: Linear stability analysis (e.g., Smith 2007) indicates strong supercriticality at high latitudes and a significant inverse cascade. However, observations show high-latitude eddies at most an order of magnitude larger than the deformation scale (e.g., Stammer 1998; Tulloch et al. 2011) and not particularly anisotropic, suggesting that the cascade is arrested by some mechanism other than b. Here, we use the drag to set the eddy scale to be near the observed scale. Specifically, we setb 5 0:2 andr 5 0:9, and choose l 5 80 km, so that the domain scale is 800 km.
Time-averaged streamfunctions for each case are plotted in Figs. 1 and 2 . The model parameters for these two cases are summarized in Table 1 . The spatial and temporal resolution capability of altimetric observations depends upon the number of satellites used, their orbital configurations, and the subsequent smoothing and interpolation of the raw sea level measurements. Determining the effective resolution of the resulting processed velocity fields-by which we mean the range of frequencies and wavelengths that can be distinguished on a given spatiotemporal mesh (i.e., the Nyquist wave band)-is a nontrivial problem (see, e.g., Wunsch 1989; Greenslade et al. 1997; Ducet et al. 2000; Chelton et al. 2001) . Tai (2004) demonstrates that the ''midpoint grid'' (the approximately rectilinear grid of points located midway between ground-track crossover points) has the same resolution as the full sample set. Thus, for simplicity of exposition, we adopt the expedient of simultaneously sampling the velocity field on a regular 2N 3 2N spatial grid once every observation time, where N is the maximum resolved (Nyquist) wavenumber. The observation grid size and time step are chosen to coincide with the approximate correlation length and time scales of the satellite observations.
The spatial resolution capabilities in the meridional and zonal directions are optimal at high latitudes, which is also where the deformation radius and observed eddy scale are smallest. As a reasonable estimate, we take the grid spacing of observations to be approximately 100 km at high latitudes and 200 km at low latitudes. This corresponds to N 5 4 and N 5 8 at low and high latitudes, respectively. Since the deformation wavenumber is k D 5 10 in each parameter regime, these cases provide difficult, but plausible observation scenarios. This is illustrated in Fig. 3 , which shows the spectral ranges corresponding to N 5 4 and N 5 8 observational networks, superimposed upon the normalized energy spectrum at low and high latitudes. In both high-and low-latitude cases, the N 5 8 network captures most of the energy, whereas the N 5 4 network fails to resolve the most energetic wavenumbers. We will also consider networks with N 5 16 as an indication of the possible gains that might be expected from future altimetry products such as the proposed Surface Water Ocean Topography mission (e.g., Durand et al. 2010) .
The decorrelation time scales of altimetric maps are set to be 15 days outside a latitudinal band that extends 108 either side of the equator (Ducet et al. 2000) . This roughly corresponds to the turnover time for mesoscale eddies at these latitudes (Stammer 1997) . Thus, we set both the eddy turnover time (defined as T eddy 5 2pZ
21/2
, where Z is the time-averaged total enstrophy) and the FIG. 1. Upper-and lower-layer streamfunctions for the low-latitude case. White circles show approximate currentgeneration satellite spatial resolution capability. The streamfunctions are normalized by UL dom , where U is the rms velocity and L dom is the domain scale. Fig. 1 , but for the high-latitude case. observational time step to be 15 days in each of our parameter regimes. Figure 3 shows the decorrelation time for each horizontal Fourier modeĉ 5ĉ kl (t):
FIG. 2. As in
3)
The thick contour shows the observation time scale, so that modes outside this contour decay rapidly compared with the observation time. As can be seen, the spectral range corresponding to the N 5 8 observation network captures most of the modes that remain correlated between observation times. By contrast, the N 5 4 observation network resolves only the most slowly evolving modes. Neglecting the effects of salinity and assuming a linear equation of state, temperature in the ocean is proportional to buoyancy. Moreover, in the two-layer quasigeostrophic model, buoyancy is proportional to the difference of the upper and lower streamfunctions c 1 2 c 2 (see e.g., Vallis 2006) , and its poleward flux is directly related to the flux of potential vorticity, as can be seen by making use of (2.2) and introducing the baroclinic streamfunction t 5 ffiffiffiffiffiffiffiffiffi ffi
where hÁi denotes a two-dimensional spatial average, and the relative vorticity flux hy 1 = 2 H c 1 i vanishes in a horizontally periodic domain. The heat flux spectra (normalized by the time average) at low and high latitudes are shown in Fig. 3 . The thick contour in the lowlatitude case indicates where the heat flux contribution changes from negative at low wavenumbers to positive at high wavenumbers (there is no such sign change in the high-latitude case). An N 5 4 observational network, which only resolves low wavenumbers, will underestimate the eddy heat flux in both scenarios: in the lowlatitude case, this will actually produce the wrong sign. Conversely, we expect the N 5 8 network to perform significantly better, as it is capable of resolving much of the heat flux spectrum, and the N 5 16 case to perform better still, as it resolves the full inverse cascade range.
Because the buoyancy is proportional to the difference of the upper and lower streamfunctions, knowledge of the surface field alone is insufficient to determine the heat flux. The use of satellite altimetry to estimate eddy fluxes therefore requires an estimate of the vertical structure of the flow; in the present case, this means estimating c 2 given (sparse) observations of c 1 . The simplest possible estimate (which we will show to be insufficient) uses optimal interpolation (Daley 1991) . In this approach the vertical structure of the flow is modeled by projecting the Fourier transform of the layer streamfunctions onto vertical mode empirical orthogonal functions:
where V(k, l) diagonalizes the time-averaged covariance matrix for the energy-weighted vertical modes (see the appendices for details). The EOFs are ordered so that x 1 has the maximum energy or variance. If we assume that only the most energetic EOF contributes to the vertical structure of each horizontal wavenumber (i.e., x 2 ' 0) then bothc 1 andc 2 can be expressed solely in terms ofx
1 . In that case, (2.5) provides a relationship between the upper and lower streamfunctions:
which then can be used to estimate the eddy flux using observations of the upper-layer velocity field alone. Time series of the true and optimally interpolated eddy heat flux (normalized by the true time-averaged value) are shown in Fig. 4 for the high-latitude and low-latitude cases. Observational scenarios corresponding to N 5 4, 8, and 16 networks are considered. The true heat fluxes were calculated using 2.5-day snapshots of the velocity field, that is, 6 times faster than the observation time scale used for the optimally interpolated estimates. As expected, the N 5 4 case drastically underestimates the eddy heat flux in both scenarios, and in the low-latitude case, the estimate produces the wrong sign due to dominant negative contributions from low wavenumber Rossby modes. The estimate is better in the N 5 8 and N 5 16 cases, which are capable of resolving the most energetic eddies. Also shown in Fig. 4 are the normalized energy spectra in the zonal and meridional directions estimated using optimal interpolation. At high 
spatial resolution, optimal interpolation accurately represents the energy spectra, but at N 5 4 the coarse observations alias higher wavenumbers into the resolved wave band and so optimal interpolation overestimates the energy spectra.
We conclude that a reliable estimate of the poleward eddy heat flux requires detailed information about the vertical and horizontal structure of the turbulent flow. Since satellite observations are restricted to the upperocean velocity field and are coarsely resolved with respect to the scales of the most energetic eddies (especially at high latitudes), it is natural to seek a turbulence filtering or data assimilation approach, in which a model for the full three-dimensional streamfunction is combined with observations of the upper layer to produce a best estimate of the true state of the full system. Standard data assimilation approaches, such as three-dimensional variational data assimilation (3DVAR), four-dimensional variational data assimilation (4DVAR), and ensemble Kalman filters, involve a considerable computational overhead and significant model error, particularly in the ocean (Harlim and Majda 2010) . A suite of cheap, skillful alternative filtering methodologies is described in the next section.
Filtering methodology for sparse observations
Filtering (or data assimilation) seeks to obtain an estimate of the true system state z s at time t 5 t s by combining incomplete, noisy observations y s 5 G(z s ) with an internal forecast model x s 5 F (x s21 ). An important body of research in applied mathematics, engineering, and the geosciences is concerned with filtering real-world turbulent flows with many interacting degrees of freedom. In these applications, the forecast model (which can be a general circulation model in the case of atmospheric or oceanic flows) often has significant model errors due to unresolved dynamical processes, and the resulting highdimensional inverse problem must be solved approximately. Here, we adopt an alternative strategy: rather than seeking to represent the full nonlinear dynamics as accurately as possible, we utilize a forecast model incorporating judicious model error that dramatically increases the speed and stability of the filter while preserving the essential structure of the turbulent system (Majda et al. 2010) . Specifically, for each element of the state vector x s 5 fx a (t s )g, we replace the nonlinear governing equation with a linear stochastic model of the following form:
where g a and v a are linear damping rates and frequencies, s a is a stochastic noise strength, and _ W is circularly symmetric complex white noise forcing. While there is no formal justification for the form of the stochastic forecast model in (3.1), it is perhaps the simplest possible stochastic parameterization of the turbulent exchange of energy from and to a background ''sea'' of eddies of different scales, and has found wide application and validation in turbulence modeling (see, e.g., DelSole 2004; Harlim and Majda 2010).
The linear stochastic forecast model in (3.1) offers two key advantages for turbulence filtering: first, it is extremely cheap to implement, and second, the inverse problem can be solved exactly using the Kalman (1960) filter algorithm, which provides the optimal filtered (or analysis) estimate when the observation and forecast model take the following form: 
21 is the Kalman gain matrix and * denotes the conjugate transpose. For more details on the Kalman filter, see Chui and Chen (1999) or Wunsch (2006) , for example. From (3.1), it is straightforward to show that
with integration time step Dt. The stochastic parameters g a , v a , s a can be determined either offline, via long-time averages of the turbulent flow, or adaptively, by assuming that the parameters are themselves governed by a stochastic differential equation. Strategies for offline and adaptive parameter estimation are described below.
a. Super-resolution of sparse observations Majda and Grote (2007) and Harlim and Majda (2008b) describe a novel turbulence filtering algorithm for sparse observations that produces a ''super resolved'' estimate of the state with a higher nominal resolution than the observing network. This is achieved by exploiting the fact that sparse observations preserve information about high-wavenumber modes due to the effect of aliasing. To see this, consider the discrete Fourier transform of the field f mn 5 f (mh, nh) evaluated on a coarse grid with spacingh 5 p/Ñ:
f mn e ih(km1ln) ,
kl e 2ih(km1ln) . (3.6)
The Fourier coefficientsf kl will differ from the corresponding coefficientsf kl defined on a finescale grid with spacing h 5 p/N #h, because the coarse Fourier transform samples, with equal weight, all Fourier modes that reside in the aliasing set of each horizontal wavenumber:
where P 5 N/Ñ. Thus, an observation of the mode (k, l) on the coarse network can be thought of as a superposition of aliased wavenumbers (k i , l j ) plus some observational noise:
where G 5 [1 . . . 1] is the observation operator and
T is the P 2 -dimensional state vector. The Kalman filter then provides an estimate for both resolved and unresolved wavenumbers by combining the incomplete observation in (3.8) with the stochastic forecast model (3.5). Since the aliasing sets for each primary mode (k, l) are disjoint, the full N 2 -dimensional system reduces to independent P 2 -dimensional filtering problems for each of theÑ 2 primary modes.
We emphasize that the Kalman filter does not create new information; rather, it produces an estimate for the unresolved modes based upon the information available. Because the nominal grid resolution of the resulting state estimate is a factor P times higher than the original observations, we refer to this technique as stochastic super-resolution. Figure 5 demonstrates how stochastic super-resolution can be used to double the nominal resolution of a coarse observational network by filtering four aliased modes per observed wavenumber.
In the present application, we sample the upper layer on a coarse grid so that where observations of the (k, l) mode sample all modes in the aliasing set:
Note that the vector [Á Á Á] contains P 2 copies of the 2 3 2 identity matrix I 2 and so is a matrix of size 2 3 2P 2 . In terms of EOFs, the state vector is z kl 5 [x
. .
where V(k, l) is the transformation matrix from layer streamfunctions to EOFs and again the vector [Á Á Á] is a matrix of size 2 3 2P 2 . Thus, the observed streamfunction iŝ 12) where the observation operator G(k, l) is a 1 3 2P 2 matrix (i.e., there are 2P 2 filtered modes for each observed wavenumber).
b. Offline and adaptive parameter estimation
Harlim and Majda (2008a) outline a simple procedure for uniquely determining the stochastic parameters in the forecast model in (3.5) from the long-time statistics of the turbulent flow. In the mean stochastic model (MSM), the parameter set (g a , v a , s a ) is chosen to reproduce the correct energy spectrum and decorrelation time for each EOFx a :
(3.13) Substituting the stochastic model (3.1) into (3.13) yields expressions for the stochastic parameters (g a , v a , s a ) in terms of the turbulent statistics (e a , T a , Q a ):
, s a 5 ffiffiffiffiffiffiffiffiffiffiffiffi ffi 2g a e a q .
(3.14) 
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A limitation of the MSM and other simple autoregressive stochastic processes for filtering turbulent flows is model error. This arises in two principal ways. First, obtaining the stochastic model parameters requires knowledge of the long-time statistics of the full state vector, including the lower layer and unresolved highwavenumber modes. In practice, these statistics will be only partially or imperfectly known. Second, the stochastic parameters are estimated offline and held fixed throughout the filtering process, and thus are unable to adjust to temporal intermittency in the flow.
A standard approach to deal with model error is to estimate the model parameters ''on the fly'' by allowing them to evolve in time and augmenting the system state to filter them as if they were unobserved state variables (e.g., Dee and Da Silva 1998; Baek et al. 2006; Dowd 2006; Anderson 2007; Harlim and Majda 2010) . Typically, the resulting augmented system will involve nonlinear dependencies between the original state variables and the stochastic model parameters, so a linear tangent approximation is often used. A particular form for the nonlinear augmented system with exactly solvable statistics was recently studied by Gershgorin et al. (2010a,b) :
Here m(t) and a(t) are complex multiplicative and additive bias corrections and _ W m (t) and _ W a (t) are circularly symmetric complex white noise forcings. The augmented state vector z kl 5 [x
T is then filtered using the modified observation operator:
where there are 2P 2 copies of the 2 3 2 zero matrix O 2 , reflecting the fact that the bias correction terms cannot be observed directly. The modified observation operator is a matrix of size 1 3 6P 2 (i.e., there are 6P 2 filtered variables per observed wavenumber). The resulting stochastic parameterized extended Kalman filter (SPEKF) algorithm provides an estimate of the mean and covariance of the full state vector (including unobserved high-wavenumber and lower-layer variables) at time t 5 t s and an on-the-fly estimate of the stochastic parameters m(t) and a(t) for each mode.
1
Following Harlim and Majda (2010) , we set the equilibrium mean multiplicative and additive bias corrections and the energy spectrum to their MSM values: (3.17) so that SPEKF acts as an adaptive learning algorithm for the MSM parameterization (see Fig. 6 ). Because the bias terms m(t) and a(t) are filtered from the observations themselves, SPEKF can correct for significant model error in the original MSM parameterizations. The remaining augmented model parameters l m 5 g m 1 iv m , l a 5 g a 1 iv a , s m and s a do not have a direct interpretation in terms of the turbulent statistics of the physical system; rather, they can be tuned to mimic a FIG. 6 . Time series of the real and imaginary components of the multiplicative and additive noise terms for mode (23, 0, 1) in the low-latitude case. Superimposed are the MSM values for these terms, for comparison. 1 We note that the nonlinearity in the forecast model in (3.15) permits nontrivial correlations between real and imaginary components of the state vector and these should be treated separately in (3.16) and the Kalman filter solution in (3.4). For the sake of expedience we will not write this out explicitly. range of turbulent behaviors including strong intermittency, transient instability, and laminar flow (Branicki et al. 2011) . Crucially, there exists a robust regime of parameter values for which SPEKF has high filtering skill when compared with MSM, as was demonstrated by Gershgorin et al. (2010a,b) in comprehensive numerical studies. A more limited study for the flows under consideration here yielded the following values, which are held constant for all wavenumbers:
( 3 :18)
As we have indicated, a significant advantage of the form of (3.15) is that exact nonlinear expressions for the mean and covariance of the non-Gaussian forecast distribution can be derived using the mathematical properties of conditionally Gaussian processes (Gershgorin and Majda 2008; Gershgorin et al. 2010b ). Branicki et al. (2011) have also developed a simpler quasi-Gaussian closure approximation to the SPEKF algorithm with similarly high skill for a wide range of parameter values. In this article, we adopt a hybrid quasi-Gaussian scheme in which the forecast mean values ofx, m, and a are calculated using the exact nonlinear statistics of the augmented model, while the forecast covariance tensor is obtained from a Monte Carlo estimate using the pathwise solutions of (3.15): 19c) with j(t 0 , t 1 ) 5 Ð t 1 t 0 dt m(t). The forecast covariance is then estimated from an ensemble of solutions of (3.19) generated using 100 normally distributed initial valueŝ x(t s21 ), m(t s21 ), a(t s21 ) with mean and covariance tensor equal to that obtained at the previous analysis step: 20) where P s21 is the Cholesky decompostion of the analysis covariance tensor and w s21 is a vector of Gaussian unbiased uncorrelated random numbers with mean zero and unit variance. Figure 6 shows filtered estimates of the multiplicative and additive noise terms m(t) and a(t) for mode (23, 0, 1). For comparison, the MSM values for these terms in (3.17) have been superimposed on top of these estimates. As can be seen, the SPEKF noise parameters fluctuate about the equilibrium values, and, in the case of the multiplicative noise, display temporally intermittent bursting behavior (Branicki et al. 2011) . This temporal variability is particularly important in the multiplicative term because it drives a rectified contribution to the forecast mean ofx due to the nonlinearity in (3.15a), and hence directly influences the eddy heat transport.
Results
The filtering strategies described in the previous section were tested by calculating the poleward eddy heat transport hy 1 ti from the filtered estimates for the upper and lower streamfunctions, and comparing this with the same quantity calculated from the true three-dimensional streamfunction. The filtered streamfunctions were estimated from observational networks with N obs 5 4, N obs 5 8, and N obs 5 16 using the MSM and SPEKF described in the previous section. The MSM stochastic model parameters were calculated from long, fully resolved time series of the upper and lower streamfunctions, while the SPEKF model parameters were assigned according to the rules in (3.17) and (3.18). The filters were run for 400 assimilation steps ('400 eddy turnover times) after a transient adjustment period of 100 assimilation steps. Each final streamfunction estimate was averaged over 10 independent filter runs.
Filtered streamfunctions were calculated with nominal resolution N filt equal to that of the observation network N obs . These were compared with stochastically super-resolved (SSR) streamfunctions with nominal resolutions of up to N filt 5 16 by filtering either one or three aliased modes per primary wavenumber in each direction (see Fig. 5 ). Thus, to obtain a nominal resolution of N filt 5 8 from an N obs 5 4 observational network, a total of eight modes (four in each layer) were filtered for every observed mode. To obtain a nominal resolution of N filt 5 16 from the same network, 18 modes (9 in each layer) were filtered. In all cases the observational noise covariance was set at 5% of the total kinetic energy and distributed evenly among all observed Fourier modes.
Figures 7 and 8 depict time series of the estimated eddy heat transport after the initial transient adjustment
phase. As with the optimal interpolation (OI) estimates, the MSM algorithm tends to underestimate the eddy heat flux, and predicts the incorrect sign at low latitudes with N obs 5 4 due to the dominance of low-wavenumber zonal modes there. The inclusion of SSR modes improves the estimate at both high and low latitudes and captures about 20%-25% of the time-mean eddy heat flux. When the baseline observation resolution is increased to N obs 5 8, over half of the time-mean eddy heat flux is captured, again a result that could have been anticipated from the OI estimates at this resolution. Likewise, when the observation resolution is increased further to N obs 5 16, over 90% of the eddy heat flux is obtained. Note that, for observation resolutions of both N obs 5 4 and N obs 5 8, little further improvement is seen when stochastic super-resolution increases the nominal resolution from N filt 5 8 to N filt 5 16. This is consistent with the intuition that wavenumber modes FIG. 7 . Time series of the poleward eddy heat transport estimated using the MSM at (left) low latitudes and (right) high latitudes. The true eddy heat flux is indicated by a solid gray line. Also shown is the heat flux calculated using filtered velocity fields with nominal resolutions of N filt 5 4, 8, and 16. In each case, the heat flux has been normalized by its respective true heat flux average. with 4 # jkj, jlj # 8 dominate the total eddy heat flux. In all cases, the temporal variability of the filtered output is considerably less than the truth signal because the long observation time step is unable to resolve rapid variations in the true heat flux.
In the case of SPEKF, the addition of SSR modes to the N obs 5 4 observational network leads to considerable improvement in the time-mean eddy heat transport estimate, up to 50% at low latitudes and 75% at high latitudes. This is likely because the inclusion of aliased modes means the filters are better able to adapt to intermittent bursts of instability near the deformation radius (i.e., 4 # jkj, jlj # 8), which would otherwise be unresolved. While it is unreasonable to expect an exact reconstruction of the temporal variations of the signal with such a long observational time step, the temporal variability of the eddy heat flux estimated from SPEKF are at least statistically closer to the truth. Once more, the N obs 5 8 and N obs 5 16 observational networks gain little by filtering aliased modes, because in these cases the bulk of the eddy field is already captured by the observations. An important observation to make from both Figs. 7 and 8 is that SSR tends to improve the estimate of the time-mean heat flux (particularly in the FIG. 8 . As in Fig. 7 , but using the SPEKF.
case of SPEKF), but it is no substitute for increased baseline observational resolution. Depth-averaged meridional and zonal kinetic energy spectra estimated using MSM and SPEKF are shown in Figs. 9 and 10. In both low-and high-latitude cases, the N obs 5 8 and N obs 5 16 observational networks capture most of the kinetic energy, while the N obs 5 4 network overestimates the kinetic energy at low wavenumbers because the coarse observations alias high-wavenumber energy into the resolved wave band. The SSR algorithm redistributes this kinetic energy to higher wavenumber aliased modes and successfully reconstructs the peak of the spectra. Note that the total energy estimated by the filter tends to be less than the true total energy, as would FIG. 9 . Normalized energy spectra in the zonal (black) and meridional (gray) directions, estimated using MSM at (left) low latitudes and (right) high latitudes. Also shown is the energy spectrum calculated using filtered velocity fields with N filt 5 4, 8, and 16. In each case, the energy spectrum has been normalized by the true total energy. be expected from low-resolution observations. SPEKF does a better job of reconstructing the energy spectrum from coarse observations, particularly at low wavenumbers. Figure 11 summarizes the time-mean heat transport estimates for the low-and high-latitude cases with N obs 5 4, N obs 5 8, and N obs 5 16. For each of the filtering strategies considered, the equilibrium heat flux, normalized by the true time-mean heat flux, was averaged over 400 eddy turnover times and plotted against the maximum resolved (Nyquist) wavenumber N obs . We find that SSR gives significant improvement over the OI estimate of the time-mean heat transport at the lowest spatial resolution considered (N obs 5 4). This is because the unresolved modes are better represented in the SSR velocity fields. Of the filtering strategies considered at this resolution, the SPEKF algorithm with maximum stochastic super-resolution performs best, capturing over 75% of the time-mean signal at high latitudes. This result should be compared with ' 13% captured without filtering (i.e., with optimal interpolation) at spatial resolutions corresponding to current satellite capabilities. FIG. 10 . As in Fig. 9 , but using the SPEKF.
Likewise, using approximate current satellite resolutions, almost 75% of the time-mean heat flux at low latitudes is captured by the SPEKF algorithm with maximum stochastic super-resolution. While this is encouraging, it is not as significant as at high latitudes because the observational network in this case successfully captures the bulk of the mesoscale eddy field, and so gains little by the inclusion of SSR modes. In summary, we find that the combination of SSR and SPEKF provides a simple, computationally inexpensive method of estimating the three-dimensional streamfunction from spatiotemporally sparse observations of the upper-ocean velocity field. The time-mean eddy heat transport calculated from the filtered streamfunction shows significant improvement over both optimal interpolation and mean stochastic model estimates in the scenarios we have investigated. With such a long observational time step, we do not expect to reconstruct the exact temporal variations of the heat flux, however, and the filtered estimates still underrepresent the temporal variability of the heat transport. Even so, the skill of the SPEKF algorithm is particularly promising, because it is capable of learning the appropriate stochastic model parameters on the fly, effectively learning the appropriate subgrid-scale parameterization from the observations themselves. This lends the algorithm significant flexibility in dealing with model error in the forecast model, for instance by using the incorrect energy spectrum for the linear stochastic model in (3.1).
Conclusions
We have tested the performance of a suite of novel filtering strategies for estimating poleward eddy heat transport from spatially and temporally sparse observations of the upper-ocean velocity field. Baroclinically unstable, eddy-rich flow fields were generated using the Phillips (1954) model in parameter regimes corresponding to oceanic mesoscale turbulence at high and low latitudes. Net heat transport was calculated by projecting observations of the upper-layer streamfunction onto vertical mode empirical orthogonal functions (EOFs) calculated from climatological data. Plausible space-time sampling scenarios were considered, representing current-generation satellite resolution capability. These scenarios constitute stringent test cases for the filtering strategies considered, particularly at high latitudes where contemporary satellite observations are barely capable of resolving the most energetic eddies. In addition, we studied higher-resolution observation scenarios with the goal of anticipating the possible gains that might be expected from the proposed Surface Water Ocean Topography altimetry mission (e.g., Durand et al. 2010) .
The filtering strategies considered incorporate a number of features that improve their performance when compared with standard Kalman, extended Kalman, and ensemble data-assimilation techniques (Harlim and Majda 2010) . Nonlinear interaction terms in the forward model FIG. 11 . Time mean of the heat flux in the low-and high-latitude case (normalized with respect to the truth) vs maximum observable (Nyquist) wavenumber: OI estimate (circles), MSM (squares), and SPEKF (circles). Also shown are stochastically super-resolved filter estimates with a nominal resolution double (32) or quadruple (34) that of the original observing network. The approximate current satellite resolutions at these latitudes are indicated by dashed boxes.
are replaced by a simple autoregressive stochastic model for each mode, so that the dynamical operator is diagonalized and the inverse problem can be solved exactly using the usual Kalman (1960) algorithm. Thus, by embracing ''judicious'' model error, the speed and stability of the filters is greatly increased without compromising the essential structure of the turbulent interactions among modes. The parameters appearing in the stochastic forecast model are determined either offline using the mean stochastic model (MSM), in which the parameters are regression fitted to reproduce the climatological energy spectrum and correlation times of the turbulent flow, or adaptively using the stochastic parameterized extended Kalman filter (SPEKF), which augments the system state to produce an ''on the fly'' estimate of the stochastic model parameters from the observations themselves. In addition, the filtering strategies exploit the fact that a coarse observation network will preserve information about unresolved high wavenumbers due to the effect of aliasing. Hence, by extracting highwavenumber information aliased into the resolved band, one can obtain stochastic super-resolution (SSR) estimates for unresolved modes, boosting the nominal resolution of the observation network by a factor of 2 or more and improving the eddy transport estimated from sparse satellite observations.
The filtering strategies were tested by comparing the poleward eddy heat flux calculated using the filtered streamfunctions and the true, fully resolved flow. In addition, we calculated the heat transport one would obtain from optimal interpolation (OI) by projecting sparse observations of the upper layer onto the most energetic EOF to estimate the lower-layer streamfunction, thus allowing us to quantify the gain provided by filtering sparse observations. We found that SSR gave significant improvement over the OI estimate of the time-mean heat transport at the lowest spatial resolution considered (N 5 4). This is because the unresolved modes are better represented in the SSR velocity fields, a result of particular relevance at high latitudes, where the Nyquist wave band excludes the peak of the kinetic energy spectrum. Particularly encouraging is the performance of SPEKF, since this algorithm is considerably more adaptable to large-scale instabilities and seasonal modulations in the turbulent flow. An intriguing by-product of the SPEKF algorithm is a real-time stochastic parameterization of the unresolved scales, which might prove valuable for developing more skillful eddy parameterization schemes for ocean climate models.
The results at low latitudes are also positive, although the improvement over OI is not as large because the observational network in this case successfully captures the bulk of the mesoscale eddy field. However, there are two reasons to believe that SSR and SPEKF might give better results with altimetric velocity fields at low latitudes than is obtained here. First, in this preliminary study, we have repeatedly used the perfect model parameters for the vertical structure, and these values will, in practice, be subject to some uncertainty, if they are known at all. The full SPEKF filter can overcome this important model error and learn these parameters directly from the data (Harlim and Majda 2010) . Second, it is believed that surface-trapped modes might play a more significant role in the subtropics, which would lead to a shallower submesoscale energy spectrum than is represented by the Phillips model (Tulloch et al. 2011) . Recently, Keating et al. (2011) demonstrated that eddy transports in flows with a strong surface component are much more sensitive to the spatial and temporal sampling resolution, so results obtained using the Phillips model might not be appropriate for this region. We plan to explicitly examine this issue in the context of quasigeostrophic model simulations incorporating nontrivial stratification and surface intensification in the near future.
It should be emphasized that the stochastic filtering strategies studied here should not be considered as a substitute for existing variational and ensemble-based data assimilation systems such as 3DVAR, 4DVAR, or ensemble Kalman filter techniques. Rather, they should be viewed as an inexpensive, complementary approach to dealing with sparse satellite observations that could easily be ''nested'' within contemporary assimilation frameworks, a subject we will take up in a later study. A number of additional hurdles remain before practical filtering algorithms incorporating these techniques can be developed for use with real altimetry data, however. In particular, the use of a Cartesian grid in this study meant that the aliasing condition assumed a particularly simple form. Aliasing conditions for irregular (non Cartesian) satellite orbits are also known (Tai 2004 ), but they are more complicated and it is yet to be determined if they can be exploited to produce ''super resolved'' altimetry maps. Moreover, irregularly spaced observations also lead to subtleties in the construction of a reduced forecast model with a diagonal covariance matrix as in (3.5) (Harlim 2011) ; this needs to be further studied in the context of repeat ground-track satellite orbits. Finally, for expediency we assumed that the observations were made simultaneously at all grid points once every observational time step. In reality, the sampling pattern has a complex spatiotemporal evolution with shorter subcycles within each exact repeat period, and so the temporal resolution of satellite observations is more subtle than we have represented here (Chelton et al. 2001 ). These caveats notwithstanding, the results of our study suggest that cheap, simple filtering techniques such as SSR and SPEKF can enhance the ability of current-generation altimetry products to constrain the role of ocean eddies in the global heat budget, and can provide a valuable measure of the ''return on investment'' that might be expected from advances in satellite altimetry in the coming decades. The forecast means of the multiplicative and additive noise biases at time t 5 t 1 are straightforwardly obtained from the pathwise solutions (3.19b,c), The quantities in angle brackets can be calculated using the statistics of conditionally Gaussian processes: in particular, for real s, t, and real, mean-zero, Gaussian random variables x, y, z it can be shown (Gershgorin et al. 2010b ) that hx exp(sy 1 itz)i 
