This paper considers linear inÿnite dimensional systems with C0-group generators and one-dimensional admissible input operators. The exact controllability and Riesz basis generation property are discussed. The corresponding results of Jacob and Zwart (Advances in Mathematical Systems Theory, Birkh auser, Boston, MA, 2000) under the assumption of algebraic simplicity for eigenvalues of the generator are generalized to the case in which the eigenvalues are allowed to be algebraically multiple but with a uniform bound on the multiplicity.
Introduction
Many systems describing vibrations of exible structures with boundary control can be put into the form of inÿnite-dimensional systems of the following kind:
x(t) = Ax(t) + bu(t); 
Weiss [16] showed that x(·) lies in H and is continuous. We say that system (1) is exactly controllable in time t 0 if for any x 0 ∈ H there exists an input function u x0 ∈ L 2 (0; t 0 ) such that 0 = T (t 0 )x 0 + t0 0 T (t 0 − s)bu x0 (s) ds:
Exactly, the above deÿnition is the deÿnition of exact "null-controllability". But because T (·) is a C 0 -group, it coincides with exact controllability.
In the spirit of Jacob and Zwart [9] [10] [11] , this paper continues studying the exact controllability of system (1) . It is well known that system (1) cannot be exactly controllable if H is inÿnite-dimensional and b is an element of H (see [4, Theorem 4.1.5] ). However, when b is an unbounded operator, the situation is quite di erent. A typical practical example is the following Euler-Bernoulli beam equation which is widely used in the control of vibrations of the exible arms: y tt (x; t) + y xxxx (x; t) = 0; 0 ¡ x ¡ 1; t ¿ 0; y(0; t) = y x (0; t) = y xx (1; t) = 0; y xxx (1; t) = u(t):
System (4) can be written as y tt (x; t) + y xxxx (x; t) + (x − 1)u(t) = 0; y(0; t) = y x (0; t) = y xx (1; t) = y xxx (1; t) = 0;
where (·−1) denotes Dirac function. It is known (see, e.g., [8, 13] ) that system (5) is exactly controllable in any time t 0 ¿ 0. Another widely used example is the following model of a NASA spacecraft control laboratory experiment (SCOLE):
(x)y tt (x; t) + (EI (x)y xx (x; t)) xx = 0;
0 ¡ x ¡ 1; t ¿ 0; y(0; t) = y x (0; t) = 0; my tt (1; t) − (EIy xx ) x (1; t) = 0;
Jy xtt (1; t) + EI (1)y xx (1; t) = u(t):
It was shown in [7] that system (6) is exactly controllable in some graph space in any ÿnite time t 0 ¿ 0. The motivation of this work is using the eigenpairs of operator A to characterize the exact controllability of system (1) and vice versa. A variety of necessary and su cient conditions have been available in the literature that ensure the exact controllability of system (1), see, for instance, Ref. [10] and the references therein. Here we are concerned with the relationship between the exact controllability and Riesz basis property of the eigenvectors of the operator A. As in [10] , we assume that −A generates an exponential stable C 0 -semigroup. However, the exponential stability assumption is not restrictive because both admissibility and exact controllability are invariant with respect to a scalar shift of A. In the sequel, we also use (A; b) to refer to system (1). When system (1) is exactly controllable, it has been shown in [9, 10] that the spectrum of A is of a very special form. We summarize these results as follows. Theorem 1. Assume that system (1) is exactly controllable. Then (i) the spectrum of A consists of isolated eigenvalues: (A) = { n | n∈Z} and 0¡inf n Re n 6 sup n Re n ¡ ∞; (ii) each eigenvalue has ÿnite algebraic multiplicity and geometric multiplicity one; (iii) (A * ) = { n | n ∈ Z} and every n is an isolated eigenvalue of A * with ÿnite algebraic multiplicity and geometric multiplicity one; (iv) both span{E( n ; A)H; n∈Z} and span{E( n ; A * ) H; n ∈ Z} are dense in H , where E( ; ·) denotes the eigen projection with respect to the spectral set ;
for any ¿ 0, where m n is the algebraic multiplicity of n .
Let us recall that a scalar sequence of complex numbers { n | n ∈ Z} is called separated if inf n; m∈Z;n =m
A sequence
0; i = j; i; j = 1; 2; : : : :
is called a basis for H if any element x ∈ H has a unique representation
the series being convergent with respect to the norm of H .
is called a Riesz basis for H if (a) span{e i } = H , and (b) there exist positive constants m and M such that for an positive integer n and any numbers c i ; i = 1; 2; : : : ; n, we have
In a Hilbert space, the most important bases are orthonormal. Second in importance are Riesz bases that are bases equivalent to some orthonormal basis. We refer to [18] for more details on Riesz bases.
We denote by H −1 the completion of H with respect to the norm
According to Weiss [16] ,
has a natural extensionR( ; A) from H −1 to H :R( ; A)x = R( ; A)x for all x ∈ H . A can be extended to all of H by Ã x; y = x; A * y for any x ∈ H; y ∈ D(A * ):
A is an isomorphism from H to H −1 . By Proposition 3.3 of [16] , for any L ∈ L(H ) which commutes with A, there is an extensionL on H −1 :
In the sequel, we still use A and E( ; A) to denote their extensions to H −1 . Let { n } be the normalized eigenvectors of A associated with { n } and { n } the normalized eigenvectors of A * associated with { n }. For the case of m n = 1, that is, each n is algebraically simple, the equivalence of the following conditions are proven in Corollary 1.1 of [10] .
Theorem 2. Assume that the system (A; b) is exactly controllable and each eigenvalue of A is algebraically simple. Then the following statements are equivalent:
A characterization of exact controllability and Riesz basis generation were obtained in Theorem 1.2 of [10] assuming that the eigenvalues are simple.
Theorem 3. Assume that each eigenvalue n of A is algebraically simple and the eigenvalues are separated: inf n =m | n − m | ¿ 0. Then the following conditions are equivalent:
(v) 0 ¡ inf n | b; n |6sup n | b; n |¡∞ and { n } forms a Riesz basis for H. (vi) 0¡inf n | b; n |6sup n | b; n |¡∞ and { n } forms a Riesz basis for H.
It is seen that in both Theorems 2 and 3, there is a basic assumption that all eigenvalues of A are algebraically simple. This, however, is not always the case in applications. The simple string equation with viscous damping is an example where A has multiple eigenvalues [3] y tt (x; t) + y xx (x; t) + y t (x; t) = 0; 0 ¡ x ¡ 1; t ¿0; y(0; t) = 0; y x (1; t) = u(t)
which can be written as y tt (x; t) + y xx (x; t) + y t (x; t) − (x − 1)u(t) = 0;
If = | n |=2 where n =2 is some eigenvalue of the free system ( = u = 0), then multiple eigenvalue appears for the uncontrolled system (u = 0). In this paper, we generalize the above results to the case of multiple eigenvalues. In the next section, we give a characterization of the resolvent of A under the exact controllability condition. Our result implies the conclusion (iv) of Theorem 1. In Section 3, Theorems 2 and 3 are generalized to the case in which sup n m n ¡ ∞:
Note that the case sup n m n = ∞ may contradict the assumption of exact controllability. We refer to counterexamples for which A is a discrete operator (that is, the resolvent is compact) but does not satisfy the spectrum-determined growth condition (see e.g. [14] ). In such a case, (A; B) is never exactly controllable for any ÿnite-dimensional admissible input operator B, by Theorem 5.14 of [9] .
Some basic facts and improved ( ; !) representation
For any ¿ 0, denote by S n; = { ∈ C | | − n | ¡ } the circle centered at n with radius ¿ 0 in the complex plane. Lemma 1. Suppose that (A; b) is exactly controllable with isolated separated eigenvalues { n } n∈Z . Then for any ¿ 0; R( ; A) is uniformly bounded in G = C − n∈Z S n; .
Proof. Since A generates a C 0 -group, it follows from the Hille-Yosida theorem that there exist !; M ¿ 0 such that
If the lemma is not true, then there exists a sequence {s n } with s n ∈ G such that sup n R(s n ; A) = ∞. It follows that |Re s n | 6 !. We need only consider the case of s n ¿ 0 since (A; b) is exactly controllable if and only if (−A; b) is exactly controllable. Take = =2. Then {s ∈ C | |s−s n | ¡ } ⊂ (A). Since the exact controllability condition is stronger than the optimizability condition, it follows from Lemma 5.12 of [9] that sup n R(s n ; A) ¡ ∞, contradiction. The result follows.
Recall that an entire function f(·) is said to be of exponential type if the inequality |f(z)| 6 Ce L|z| (12) holds for some positive constants C and L and all complex values of z. The smallest of constants L is said to be the exponential type of f(·) [18] . Lemma 2. If (A; b) is exactly controllable in t 0 then for any x ∈ H , there exist entire functions of exponential type x (·) and ! x (·) such that
where both the exponential type of x and ! x are at most t 0 . Moreover
Proof. Since (A; b) is exactly controllable in t 0 , for any x ∈ H , there exists u x ∈ L 2 (0; t 0 ) such that
Deÿne operator B t0 : L 2 (0; t 0 ) → H :
Since b is admissible, B t0 is a linear bounded operator from L 2 (0; t 0 ) to H . Set
Then B t0 is a 1-1 mapping from U to H : For any x ∈ H , there exists a unique
and the function x(·) in H :
Then x(·) is continuous in H and x(0) = x; x(t) = 0; t ¿ t 0 . Deÿne entire functions
Then under the restriction u x ∈ U , both x and ! x are uniquely determined by x ∈ H . It is obvious that both x and ! x are entire functions of exponential type at most t 0 .
We show that x ∈ D(A). Notice that
From C 0 -semigroup theory, the ÿrst term above belongs to D(A) and
For the second term, it holds
and so x ∈ D(A) and
Furthermore, since x(t); u x (t) are square integrable functions, it follows from the Paley-Wiener theorem that
Let n be an eigenvalue of A with algebraic multiplicity m n . We say that n; 1 is a highest order generalized eigenvector of A if
Lemma 3. Assume that (A; b) is exactly controllable. n is an eigenvalue of A with algebraic multiplicity m n and is an highest order generalized eigenvector of A corresponding to n . Choose and ! as in Lemma 2 so that
Denote by the zero set of ! ( ). Then
Proof. This is Proposition 12.7 of [10] , we omit the details.
Theorem 4. Assume that (A; b) is exactly controllable in t 0 . Then R( ; A) can be represented as
where F(·; A) is an operator-valued entire function of exponential type and P(·) is a scalar entire function of exponential type, both with exponential type at most t 0 .
Proof. Let { n } n∈Z be the spectrum of A. From Lemma 3, for any ÿxed n; { k ; k = n} is a subset of zeros of an entire function of exponential type ! . So the canonical product P( ) of { n } n∈Z does exist [18] . Let
where ! is determined by Lemma 3. Then ÿ is an entire function and
Since ( − n ) mn ! ( ) is an entire function of exponential type at most t 0 . From complex analysis, the exponential type of P( ) is at most t 0 . Let
Then F(·; A) is an operator-valued function. From Lemma 1, when ∈ C − n∈Z S n; ; R( ; A 6 M ( ) for some ; M ( ) ¿ 0, and hence F( ; A) 6 M ( )|P( )|. This, together with the fact that F(·; A) attains its maximal value on the boundary in each closed ball of S n; by the analyticity of F(·; A), concludes that F( ; A) is an entire function of exponential type at most t 0 .
In [10] it is shown that the root subspace of A and A * are complete. Using Theorem 4, we obtain an alternative proof of this fact. Here we only give an outline of the proof of this fact, because the complete proof can be found in [15, 17] 
where ∞ (A) = {x ∈ H | R( ; A)x is analytic in C}.
Since for any x ∈ ∞ (A); R( ; A)x is a H -valued entire function of and the orders of both entire functions of F and P in (16) are less than or equal to 1, therefore, from general complex analysis, the order of R( ; A)x is less than or equal to 1. That is, there is a ¿ 0 such that
Since A generates a C 0 semigroup and −A generates an exponential stable C 0 -semigroup, it follows that R(·; A)x is uniformly bounded in both real and imaginary axis. Notice that R(·; A)x is uniformly bounded in the left complex plane. Applying the PhragmÃ en-Lindel of's theorem to R( ; A)x in each angular region { = r iÂ | r ¿ 0; 0 6 Â 6 =2} and { = r iÂ | r ¿ 0; − =2 6 Â 6 0}, we know that R(·; A)x is also uniformly bounded in the right complex plane. It then follows from Liouville's theorem that R(·; A)x is a constant vector in the whole complex plane and hence x = 0. Therefore, Sp(A * ) = H . On the other hand, notice that
Same arguments show that Sp(A) = H .
Equivalent conditions for multiple eigenvalues
We introduce some notations. We always assume that A satisÿes parts (i) -(iv) of Theorem 1. For each eigenvalue n , let n; 1 be a highest order generalized eigenvector of A associated with n . Then other linearly independent generalized eigenvectors can be found through n; j = (A − n ) j−1 n; 1 ; j = 2; 3; : : : ; m n . Let {{ n; j } mn j=1 } n∈Z be the bi-orthogonal sequence of {{ n; j } mn j=1 } n∈Z . Then (A * − n ) n; 1 = 0; n; j = (A * − n ) n; j+1 ; j = 2; 3; : : : ; m n − 1. We can always make { n; mn } uniformly bounded with respect to n. 
n = ( n; 1 ; n; 2 ; : : : ; n; mn ) T ; n = ( n; 1 ; n; 2 ; : : : n; mn ) T ; n∈ Z:
Let n (x) denote the vector n (x) = [ x; n; 1 ; x; n; 2 ; : : : ; x; n; mn ] T ;
x ∈ H; n ∈ Z:
The vector n (x) is deÿned similarly, by replacing n; j with n; j in the deÿnition of n (x). (i) (A; b) is exactly controllable in t 0 (ii) For every x ∈ H , there exist entire functions x (·) and ! x (·) of exponential type at most t 0 such that
where also x ∈ H 2 (C + ; H ) and ! x ∈ H 2 (C + ). (iii) For every x ∈ H , there exists an entire function ! x (·) ∈ H 2 (C + ) of exponential type at most t 0 such that
Proof. (i) ⇔ (ii) follow from Lemma 2 and Proposition 12.5 of [10] .
(i) ⇒ (iii). Let ! x (·) be the function deÿned in (15). It is found directly that
For each n, note that E( n ; A)b = mn j=1 b; n; j n; j and hence
On the other hand, E( n ; A)x = mn j=1 x; n; j n; j :
Comparing these two expressions, we obtain
By the exact controllability assumption, b 
For this function u x , we compute B t0 u x + x as follows:
B t0 u x + x; n; j = t0 0 T (−s)E( n ; A)b; n; j u x (s) ds + x; n; j
Since { n; j | j = 1; 2; : : : ; m n } n∈Z is complete in H , the above implies that B t0 u x = −x. The proof is complete.
Remark 1.
From the last paragraph of the proof of the Theorem 5, we see that if ! x (·) is the function of exponential type at most t 0 in the ( ; !) representation (ii) of Theorem 5, then the Paley-Wiener theorem ensures that ! x and u x are related by (22). And the function u x is just the control function which drives x into zero at time t 0 . Moreover, the Plancherel's theorem shows that
Besides, from Theorem 17 and its Remark in [18] (see pp. 96 -98), for any separated sequence { n } n∈Z satisfying sup n |Re n | ¡ ∞, there exists a constant C ¿ 0 such that
Remark 2. Suppose (A; b) is exactly controllable in t 0 and take x = 0 in (20), that is B t0 u x = 0. Then we have x ( n ) = 0 for all n ∈ Z. By (22), we see that t0 0 t j e − n t u x (t) dt = 0 ∀0 6 j 6 m n−1 ; n ∈ Z:
That is, any element u x in the kernel of operator B t0 in L 2 (0; t 0 ) is orthogonal to functions t j e − n t ; 0 6 j 6 m n − 1; n ∈ Z.
Suppose that we have ordered eigenvalues { n } of A so that {Im n } forms a nonincreasing sequence in C with respect to n ∈ Z. We make the following assumptions: 0 ¡ inf n Re n 6 sup n Re n 6 h for some h ¿ 0 and all n ∈ Z;
In the sequel, we need the basis property of the family of exponential functions {g n; j (t)} in L 2 (0; t 0 ) deÿned as in following:
= {G n (t)} n∈Z = {[g n; 1 (t); g n; 2 (t); : : : ; g n; mn (t)]
T } n∈Z ; g n; j (t) = (−t)
The 
It should be pointed out that in Deÿnition 1 of GDD in [2] , all n are written i n . Here we remove i. The reason is that in [2] , the basis property of exponential functions {(−it) j−1 =(j − 1)! e i n } is considered, where { n } are located in the strip paralleling to the real axis. But here we need the basis property of functions {g n; j (t)} which can be written as {g n; j (t) = (−t) j−1 =(j − 1)! e i(i n )t }. So i n here plays the role of n in [2] .
The following proposition is key to the proof of our main results of this paper. Proposition 1. Under assumption (25), there exists a t 0 ¿ 0 (and hence for all t ¿ t 0 ) such that forms a Riesz basis for span in L 2 (0; t 0 ). In particular, if {F n (t)} n∈Z = {(f n; 1 (t); f n; 2 (t); : : : ; f n; mn (t)) T } n∈Z is the bi-orthogonal sequence of in span , then there are constants C 1 and C 2 so that for any u ∈ span ; u= n∈Z U T n G n (t); n∈Z U n 2 ¡ ∞, it holds
where U n = ( u; f n; 1 ; : : : ; u; f n; mn ) T .
Proof. Let =inf n =m | n − m | ¿ 0. Denote by D n (R) a disk with center n and radius R ¡ =2. Let nj = n ; 1 6 j 6 m n ; n ∈ Z; = { nj | 1 6 j 6 m n ; n ∈ Z}. We use the same notations as Avdonin and Ivanov [2] :
For any x ∈ R, suppose there are M number of balls with radius R=2, which covers the compact region (x) = { | |Re | 6 h; Im ∈ [x; x + 1]} of C. Note that M is independent of x by unit shift. Then there are at most kM number of inside (x); k = sup n m n . Hence for any r ¿ 0, we have
where [r] denotes the maximal integer not exceeding r. Therefore, D + ( ) 6 kM . Note that there are m n number of nj in the disk D n (R). Make GDD in D n (R) of following: ](t); n ∈ Z} forms a Riesz basis in the closed subspace spanned by itself in L 2 (0; t 0 ). The result then follows from (27) and the assumption that sup n m n ¡ ∞.
Remark 3. Assume that t 0 is as in Proposition 1 which makes (A; b) exactly controllable in t 0 . Then we have the explicit representation of U deÿned by (14) , U = span . Indeed, on the one hand, span ⊂ U follows from Remark 2. On the other hand, if u x ∈ L 2 (0; t 0 ) satisÿes t0 0 t j−1 e − n t u x (t) dt = 0, i.e.,
( n ) = 0 for all 1 6 j 6 m n ; n ∈ Z, then it follows from (20) that n (x) = 0 for all n ∈ Z. Since { n } is dense in H , this implies that x = 0. That is, B t0 u x = 0 or u x ∈ Ker(B t0 ). Therefore, U ⊂ span .
Remark 4. Assume that t 0 is as in Proposition 1 which makes (A; b) exactly controllable in t 0 . Then for any x ∈ H , we deÿne (motivated from (21))
By (20) and (24), n∈Z B −1 n n (x) 2 ¡ ∞ and hence u x ∈ L 2 (0; t 0 ). Deÿne
Then (20) is satisÿed. As we mentioned in Remark 1 that such a u x (t) is nothing but the control which drives x into zero at time t 0 . However, in this form u x takes the feedback form with respect to x.
Remark 5. Assume that t 0 is as in Proposition 1 which makes (A; b) exactly controllable in t 0 . Let B t0 be deÿned by (13) and B t0 f n; j = x n; j . Then by letting ! x = ! x n; j in (20), we have Proof. The ÿrst inequality comes from Jacob and Zwart [9] . The second one is trivial. For the third inequality, we ÿrst show that there exists a M ¿ 0, such that for any n , it holds
Indeed, by Lemma 1 and assumption (25), there exists a ¿ 0 such that
is uniformly bounded with respect to n ∈ Z. Since b is admissible,
Set k = sup n m n . Since (j − 1)! E( n ; A)b = E( n ; A)B t0 u n; j 6 e t0h E( n ; A) B t0 u j ¡ ∞ ∀1 6 j 6 m n ; n∈ Z:
Next, notice that
We need only show that
is uniformly bounded with respect to n ∈ Z. Since (A * − n ) mn−j n; mn = n; j ;
we have
6 e 2t0h m n ! n; mn 2 E( n ; A)
which is uniformly bounded since we have chosen sup n n; mn to be uniformly bounded which is mentioned in the beginning of this section. The proof is complete.
Remark 6. Since sup n n; mn is uniformly bounded, by assumption (25) and Lemma 1
is uniformly bounded with respect to n and 1 6 k 6 m n , where is properly chosen so that n is the unique eigenvalue of A inside the disk { | | − n | 6 }. Therefore,
mn−j n; mn = n; j is also uniformly bounded with respect to n and 1 6 k 6 m n .
We ÿrst generalize Theorem 2 into the case of multiple eigenvalues. 
(ii) { n; j | j = 1; 2; 3; : : : ; m n } n∈Z forms a Riesz basis for H. That is, there are constants C 1 ; C 2 ¿ 0 so that for any x = n∈Z (x) T n n , we have
(iii) { n; j | j = 1; 2; 3; : : : ; m n } n∈Z forms a Riesz basis for H.
Proof. The equivalent between (ii) and (iii) follows from general basis theory (see e.g. [18, p. 37] ). (i) ⇒ (ii). Take t 0 as in Proposition 1 which makes (A; b) exactly controllable in t 0 . Then B t0 is bounded invertible from U to H . By formulae (4.12) of Kato [12] on p. 28,
where is independent of n. From Lemma 4, there exists M ¿ 0 such that B −1 n 6 M; B n 6 M for all n ∈ Z. Furthermore, by Remark 5, n 
is uniformly bounded with respect to n; { n } n∈Z forms a Riesz basis for H .
(ii) ⇒ (i). 
(ii) 0 ¡ inf n | b; n; 1 = n; 1 |6sup n B n ¡∞ and
where B −1 n n (x) denotes the Euclidean norm of R mn . (iii) 0 ¡ inf n | b; n; 1 = n; 1 | 6 sup n B n ¡ ∞ and { n; j | j = 1; 2; 3; : : : ; m n } n∈Z forms a Reisz basis for H. (iv) 0 ¡ inf n | b; n; 1 = n; 1 | 6 sup n B n ¡ ∞ and { n; j | j = 1; 2; 3; : : : ; m n } n∈Z forms a Reisz basis for H. That is, (A; b) is exactly controllable in t 0 . The proof is complete.
To end the paper, we give an example which does not satisfy the assumption of Jacob and Zwart [10] . Certainly, system (10) can serve such an example which is signiÿcant in practice. However, the uncontrolled system of (10) has only one eigenvalue which is of multiple 2. For the case where only ÿnite number of eigenvalues are multiple, the proof of these article can be simpliÿed signiÿcantly by the method of Guo [6] . Our following example gives the case where each eigenvalue is of multiple 2. Example 1. Let n = n ; n ∈ N. Consider the following system in usual H = ' 2 space:
x 1n (t) = i n x 1n (t) + u(t);
x 2n (t) = i n x 2n (t) + x 1n (t) + u(t); n∈ N:
Deÿne A = (A n ); A n (x 1 ; x 2 ) = (i n x 1 ; i n x 2 + x 1 )
∀(x 1 ; x 2 ) ∈ C 2 ; b = (b n ); b n = (1; 1):
It is easily seen that (A) = p (A) = {i n | n ∈ N}; b∈ [D(A * )] :
Each eigenvalue of A is of algebraic multiple 2 and corresponds two linearly independent generalized eigenvectors n; 1 = (0; : : : ; 0; e n1 ; 0; : : : ; 0); e n1 = (1; 0); n; 2 = (0; : : : ; 0; e n2 ; 0; : : : ; 0); e n2 = (0; 1) ∀n ∈ Z: { n0 ; n1 | n ∈ N} forms an orthonormal basis for H . The C 0 -semigroup generated by A is e At = (e Ant ):
Hence e At b = (e i n t (1; t + 1)):
It is found directly from Fourier series that for some constant C ¿ 0. This shows that b is admissible with respect to the C 0 -semigroup e At . Now since n; 1 = n; 1 ; n; 2 = n; 2 ∀n ∈ N it follows that B n = I 2×2 ∀n ∈ N:
Therefore, all conditions (iii) of Theorem 7 are satisÿed. It follows then that system (32) is exactly controllable.
