A novel integrated navigation algorithm, multi-model EKF (Extended Kalman Filter) integrated navigation algorithm, is presented in this paper for the deep water autonomous underwater vehicle. When a deep water vehicle is performing tasks in the deep sea, the navigation error will accumulate over time, if it relies solely on its own inertial navigation system. In order to get a more accurate position for the deep water vehicle online, an integrated navigation system is constructed by adding the acoustic navigation system. And because it is difficult to establish the kinematic model and the measurement model accurately for the deep water vehicle in the underwater environment, we propose the Multi-model EKF integrated navigation algorithm, and estimate the measurement errors of beacons online. Then we can estimate the position of the deep water vehicle more accurately. The new algorithm has been tested by both analyses and field experiment data (the lake and sea trial data), and results show that the multi-model EKF integrated navigation algorithm proposed in this paper significantly improves the navigation accuracy for the deep water vehicle.
Introduction
In the last decades, advances in marine technology have made it possible for people to explore the ocean. And ocean has been a field where many countries compete for resources. Currently, as an effective tool, AUV (Autonomous Underwater Vehicle) helps people explore marine resources, and gets more and more attention. Especially, in some developed countries such as USA, UK, etc., autonomous underwater vehicle has been widely used in both military and civilian fields. AUV is now being performing a variety of tasks as an important role, including oceanographic surveys, demining, and bathymetric data collection in marine and riverine environments [1] [2] [3] .
Deep water AUV performs tasks in the harsh environment, where the depth of water reaches 4000m, and it needs to locate its position in real time. Among the myriad of navigation systems and sensor devices, the Global Positioning System is a very popular choice. But for an underwater vehicle, GPS is not a solution due to the strong attenuation that the electromagnetic field suffers in water. High accuracy navigation positioning has become an urgent and difficult challenge for the deep water AUV [4, 5] .
Some solutions have been sought in the past decades and there are two general classes of technologies commonly utilized for underwater navigation [6] [7] [8] : acoustic naviga-tion and inertial navigation. Acoustic navigation is exemplified by a LBL (Long Baseline) navigation system, which consists of a grid of acoustic transponders pre-surveyed onto the sea floor or ships. An underwater vehicle can triangulate its position using range measurements from these transponders. The distance between two transponders in the LBL system, known as the baseline length, varies from 100 meters to more than 6000 meters. LBL navigation system avoids the azimuth measurements between AUV and the underwater beacons, because the complexity of underwater environments makes a great challenge to measuring azimuth relying on the underwater sound. Especially when AUV is far away from the beacons, the errors of azimuth measurements are larger than the errors of range measurements. Therefore, the long baseline beacon communication with range-only measurements makes a great improvement for the reliability of measurement data, and the measuring principle is simple, so it is easy to deal with the measurement data. What we only need to do is that we pre-deploy 3 or 4 acoustic beacons on the seabed. And when the AUV is working, it doesn't need the surface vessels or other auxiliary equipment for the further service. So it can widely perform various tasks. But if the acoustic navigation system is solely used for a vehicle, there will be two apparent shortcomings or problems [9, 10] : (i) low data updating rate results that there is not a good continuity for the filter (for increasing the accuracy of navigation, usually, the filter technologies are used for the data fusion based on the information generating from sensors); (ii) sometimes outliers are hard to eliminate (outliers should be deleted before the measurements update the filter, because outliers would decrease the performance sharply). Of course, there are other many factors, such as, the measurement transmission delays for the computation of the AUV position, the multi-paths, the nonlinear measurement equations, the non-constant sound speed in the explored zone, and the effect of water currents. But these factors are the reasons why the navigation accuracy decreases, and we cannot establish accurate models for all the factors, because of the complexity. The shortcomings i and ii are the combined effects of all the known and unknown factors. That is, if we can effectively deal with the shortcoming i and ii, it is equivalent to indirectly dealing well with the factors.
Inertial navigation systems rely on precision instrumentation, such as accelerometers and gyros or magnetic compasses, to measure the AUV linear accelerations and attitudes (pitch, roll and yaw angles and corresponding angular rates) in order to estimate the AUV position [11] . Based on the dead reckoning, with heading and pitch angle and forward speed information, navigation algorithms estimate the position of the AUV. However due to sensor drift, dead reckoning algorithm alone is not sufficient, as navigation errors will accumulate over time.
In order to improve the navigation performance, aiding devices have been considered in the design of integrated navigation solutions [12] [13] [14] [15] .
Consider such an integrated navigation system where there is a set of fixed landmarks arranged in an LBL configuration, where acoustic beacons or transponders are installed, and assume that the vehicle measures the range to each of the acoustic beacons or transponders, as depicted in the Fig.  1 . Further assume that the vehicle is equipped with an inertial measurement unit (IMU), consisting of two triads of orthogonally mounted accelerometers and rate gyros or magnetic compasses, and an attitude and heading reference system (AHRS). This integrated navigation system utilizes range of an AUV from a single acoustic beacon at a known location, along with velocity (heading and speed) of the AUV, to estimate the position of the AUV. It enables an AUV to compute its position in real time. And this integrated navigation system performs well than the single LBL navigation system or inertial navigation system. Sometimes, there are a lot of redundant measurements for the integrated navigation system, so we may obtain the more accurate AUV position possibly. In the harsh environments of deep sea, it doesn't ensure that there are enough and stable beacon echoes or measurements we can detect for every sampling period; sometimes, there is no measurement detected during a sampling period in the most extreme case. In other words, there are three or four measurements theoretically for the calculating equations during the sampling period. The measurement means the elapsed time of the process that AUV transmits a signal (sound waves) to the beacons, beacons receive the signal and respond, and then AUV receives the response. If there are only one or two beacons to respond, then the AUV position cannot be estimated by solving a suitable geometric algorithm (static position estimation). The less but still valuable measurements cannot be used effectively. It's a waste of information resources. Meanwhile, in the acoustic navigation system, underwater sound speed directly determines the navigation accuracy of the range measurements. And the speed of sound in the sea cannot be viewed as a constant value. It changes along with the space and time. But the geometric algorithm to solve the position of AUV neglects the measurement errors about the sound speed, namely, the algorithm cannot effectively deal with the errors of time-measurement or range-measurement.
In order to avoid the flaws mentioned above, the literatures [16, 17] solve the problems by EKF integrated navigation algorithm. Literature [17] relies on acoustic round-trip travel time measurements that are processed by EKF algorithm. The EKF has the ability to incorporate the kinematic model into the estimation algorithm, improving the navigation accuracy. What's more, this algorithm can estimate the AUV position with a small amount of updating data (one or two measurements), and also adaptively estimate the measurement errors. Program flow chart, "State=0" means that AUV runs only with dead reckoning algorithm (inertial navigation system), and that the initial position of the AUV is inaccurate. "INS" is the abbreviation of "integrated navigation system". N1 and N2 are the thresholds. N1=3, N2=4. The step of "number≥N1" means that we can triangulate AUV position using three range measurements from the beacons, if it holds. The step of "number≥N2" means that the navigation stage switches from the initial stage of integrated navigation to the stage of integrated navigation, if both the number and the accuracy of the AUV positions by the geometric algorithm meet the requirements in the continuous four sampling periods.
But for the harsh underwater environment, even though EKF integrated navigation system is adopted, it is also difficult to establish accurate AUV kinematic model. Because there are many unknown factors that affect the AUV movement in the deep sea. That will lead to a great impact on the navigation accuracy, and reduce the estimation performance. For this problem, the multiple models navigation algorithm is considered as a very effective algorithm for the underwater applications [18] [19] [20] [21] [22] [23] . The multiple models navigation is based on the fact that the behavior of an AUV cannot be characterized at all times by a single model, but a finite number of models can adequately describe its behavior in different stages/regimes. Then during the subsequent filtering process, it reasonably and adaptively chooses or switches appropriate model from the models set for the filter, and then the accuracy and performance of navigation may be improved significantly. But for the multiple models navigation, there are also some flaws. It is difficult to establish the appropriate models set a priori, and how to effectively and quickly choose or switch the model with low computational complexity, in order to meet the real-time requirement, especially when the number of models in the models set is relatively large. For the problems mentioned above, based on the multiple models algorithm, PDA (Probabilistic Data Association) theory [24, 25] and EKF algorithm, this paper proposes a novel navigation algorithm, the multi-model EKF integrated navigation system, which will be described in detail latter. After simulations and analyses of the real lake and sea trial data, this novel algorithm significantly improves the AUV navigation accuracy, compared with standard EKF integrated navigation algorithm.
The structure of this paper is shown as follow. Section 2 gives a brief description of the integrated navigation system. Section 3 introduces the EKF integrated navigation system with the harsh underwater environment, and the problems/flaws of current underwater navigation algorithms. Then we provide the novel algorithm in the section 4. The analyses and simulations in the section 5 show a notable improvement in the performance of the novel algorithm over the standard EKF integrated navigation algorithm with the lake and sea trial data. Finally, section 6 summarizes the main conclusions and results of the paper.
Integrated navigation system
Integrated navigation system we had mentioned in the paper is composed of the inertial navigation system and acoustic navigation system (LBL). Prior to AUV performing tasks, we should calibrate some key parameters about navigation system, such as the AUV heading correction coefficient, the speed correction coefficient about the trial sea field, four acoustic beacons (the positions of four acoustic beacons need to ensure that the AUV spatial position state is observable [26] ), and the corresponding sound speed of the trial field [27, 28] .
What I want to emphasize is that the sound speed changes along with the different sea area and the different depth of the same sea area. If there is something wrong or a relative large error for the sound speed calibration, it will lead to a very serious impact on the final filtering accuracy. Here we will give a brief and necessary description about the transmission of signals between AUV and beacons. Firstly, AUV runs by recursively calculating the current position of AUV along with the inertial navigation. Meanwhile AUV transmits an acoustic pulse of certain frequency with a fixed period. If the beacons detect the signal from AUV, after a short processing delay, the beacons response to AUV with special frequency signals. At last the AUV receives the corresponding signals with special frequency flags, which can distinguish different beacons. With the sound speed, AUV can calculate the slant range to the beacons. Then the more accurate position information of AUV will be estimated by the extended Kalman filtering algorithm.
With the Fig.2 , here we firstly introduce the process of (multi-model) EKF integrated navigation system for better understanding the navigation system, and some details about the sub-processes will be discussed in the follow sections. When AUV reaches the scheduled depth of the sea, it runs with a default initial position (it is not accurate, and there may be a large error). The initial estimated position of AUV is relative inaccurate, before the integrated navigation system starts to work. As shown the step of "State=0" in the Fig.2 , it means that there is a large uncertainty for the AUV position, and that the AUV position only be obtained by the inertial navigation system (the integrated system has not started). If AUV receives any signal from beacons, integrated navigation system starts immediately, and it should be viewed as the initial stage of the integrated navigation system, as shown the step of "initial stage of "INS"". The purpose of the initial stage of the integrated navigation is to get more accurate initial position for the subsequently nonlinear filtering process. There are four beacons for the integrated system, so three or four beacons may simultaneously make responses to the AUV during the same sampling period. As long as it meets this requirement, then we can solve the AUV's current position by a suitable geometric algorithm. If both the number and the accuracy of the AUV's positions by the geometric algorithm meet the requirements in the continuous four sampling periods, we set the AUV state as the stage of integrated navigation, as shown the stage of "INS". No matter which stage (the stage of INS or the initial stage), if AUV receives a signal from any beacon, it will adopt multi-model EKF algorithm to estimate the AUV's position, when AUV is performing tasks. Here we provide a brief description of the filter's measurement process. After AUV transmits the signal to all the beacons, if a beacon detects the signal, then it will take t 2 to deal with the signal, and then respond to the signal. When AUV receives the special signal from the beacon, the round-trip time is t 4 . And the structure of the signal includes some important information, as shown follow.
Structure of a signal: {the index of a beacon, the round-trip time, and the spatial three-dimensional coordinates of the beacon}.
With the information above, we can estimate the AUV's position by multi-model EKF algorithm.
The problems of EKF algorithm and standard multiple models navigation algorithm
In the underwater application, so far, there isn't a navigation algorithm which can adapt to any underwater environment, obtain high navigation accuracy and have a good performance. But there is still something that we can do for the navigation technology progress by the way that we are acquainted with standard algorithms, know comprehensively their advantages and disadvantages, and then improve them or add more devices allowed for them to adapt to new and harsh environment. So in this section, combined with the special underwater environment, firstly we introduce the EKF algorithm and multiple models navigation algorithm, and point out their shortcomings. Then we propose the principle of our new algorithm, which is core idea of this article. At the fourth section, we introduce our novel algorithm in detail.
The design of EKF
We only consider the AUV's movement in the horizontal plane. Assume that AUV moves along a line with the constant velocity. The AUV state is a two-dimensional state
is the abscissa value of the horizontal Cartesian coordinate system, and x k 2 is the ordinate value at time k. We take the velocity component of the actual measurement velocity vector in the Cartesian coordinate system as the input parameters. The observation is the distance of signal traveling in the water y = c ⋅ Δt. c is the sound speed of the trial sea field, and Δt is the time of signal traveling in the water, Δt = t 4 − t 2 . Then the discrete model of system is established as shown follow.
For simplicity, the notation is regrouped for clarity in Table  1. What's more, the values of some parameters can be got by sensors online implemented on the AUV, such as What I need to emphasize is that equation (2) neglects the influence factors of AUV movement. The routes of sound wave traveling from AUV to beacons and from beacons to AUV are treated as the same routes. This approximation is feasible when the AUV's speed is relatively small or the distance between AUV and beacons is relatively close. If the conditions above are not met, we need to adopt new more accurate measurement equations. As shown as the Fig.3 , assume that AUV runs from left to right, and transmits a signal at point A when time is 0. After some time t 1 , a beacon receives the signal and responses to AUV. When AUV receives the signal from the beacon at time t 4 , and the AUV's position has changed, at point B. If AUV's speed is 2m/s, and the time costing during the process is 8s, so the AUV movement distance is 16m. This is not a desirable result for underwater high accuracy navigation and positioning. So if AUV's speed is large or the distance from AUV to beacons is remote, we should adopt the modified measurement equations as shown as follow. 1  2  2  2  11  12  13   2  2  2  2  21  22  23  1  11  4  1  1  21  1  2  12  4  2  2  22  2  3  13  3  3  23 3
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where It can be obtained from equation (6) and (7), that the measurement equation is a nonlinear equation, so we need to linearize the measurement equation for the EKF filter. In summary, the process of EKF filter is shown as follow.
Step1: Set the initial state X 0/0 and P X 0/0 .
Step2: Time updating; the mean X k +1/k and the covariance P X k +1/k of AUV propagate with time before measurement updating according to the following "time update" equations.
Step3: Measurement updating; when a measurement is received, the mean X k +1/k +1 and covariance P X k +1/k +1 are given by the following "measurement update" equations.
( )
Step4:
Step to Step2 for the next sampling period. 
The problems of EKF navigation algorithm for underwater environment
For the harsh underwater environment, there are some problems about the standard EKF navigation algorithm.
There are a lot of impulses in the filtering trajectory. The reasons are that there are too many unknown disturbance factors, and that we cannot establish the suitable mathematical models for those factors in the underwater environment in the kinematic equation. And the models are time-varying and space-varying. So we need a variable model to approximate the navigation process. Meanwhile the sensor itself is also a significant factor for the measurement model, because there are many internal and external factors affecting the measurement accuracy, such as faults, noise, clutters and disturbance, especial the position information of beacons. It is difficult and impossible to establish a model for the every factor. For example, in the measurement equation, the sound velocity is time-varying and space-varying in the water. If we want to get the map of sound velocity about an area, we need huge amounts of data about the time and space information of the area. For another example, if there are relatively large calibration errors for the position of a beacon, the range measurements between AUV and this beacon are unreliable, which will deteriorate the performance of filters and decrease the navigation accuracy. Therefore, it is necessary to estimate the key parameters of the measurement equation.
Multiple models navigation algorithm
Multiple models navigation for an AUV is similar to the multiple models target tracking for a single target. Multiple models navigation includes two important modules: the models sets and managing the models set [18] . The models set means that we should establish a finite number of possible models for an AUV. The values of models set for the navigation algorithm are that the occurrence of AUV maneuvers or measurement errors can be explicitly included in the kinematic equation or measurement equation. Every model corresponds to a behavior mode, and the mode is assumed to be among the possible modes of the set of all models states at all times, for example of a constant velocity model and several maneuver models. Managing the models set indicates that how to switch or choose the appropriate model from the models set for the filter at every measurement updating process. The standard managing method is that the models are governed by a discrete stochastic process with a set of transition probabilities. The transition probability matrix governing the Markov chain and the priori probability of each model are known. The probabilities of models are also propagating through the transition probability matrix, along with the filter updating process. And based on the values of probabilities of models, we can choose or fuse the models with different filter technologies such as KF, EKF, UKF or PF, to obtain better navigation performance.
The problems of multiple models navigation algorithm
As we all know, the larger the number of the models is, the higher the navigation accuracy of an AUV is, the better the navigation performance is, but the heavier the computational load is. Some algorithms are proposed to achieve an excellent compromise between performance and complexity/computational load, because performance and complexity is also an important issue for solving the navigation problems in the underwater environment. What's more, because navigation system equation and measurement equation have time-varying characteristics and there are some calibration errors for some key parameters, there are a lot of outliers in the measurement data, which should be deleted in advance. So how effectively eliminating the outliers is another important issue.
For the above problems, we propose the multi-model EKF integrated navigation algorithm. Firstly, it needs to establish models set for the system: (i) for the system equation, based on the sampling period T , we need to establish simple and effective models set; (ii) for the measurement equation, we estimate the measurement covariance matrix adaptively. Secondly, we create a filter for every model, and they estimate the position of AUV by themselves. At last, based on the probabilities of models, the weighted output of all filters is a more accurate navigation position. What's more, based on the measurement covariance matrix information, the new algorithm eliminates the outliers by the fixed and suitable threshold. In addition, the probabilities of models are determined by a new algorithm, PDA. Namely, here we provide a new unique aspect of choosing the models or fusing the results of different filters corresponding to different models.
Multi-model EKF navigation algorithm
For the case of the uncertain system model, according to the scope of the modeling error, multi-model EKF algorithm creates several filters for the different models which have been established before performing the task. Every filter runs by itself, and is assigned a weight when the new measurements are detected. At last, we view the weighted sum of all filters as the filtering output of the algorithm. The most important steps are that we should establish suitable models set in advance and that we need to assign a reasonable probability to the every model/filter, as the probability means that the filtering result of the corresponding model accounts for the really existed but unknown result by weight. The algorithm of assigning probability is based on the PDA theory [25] . Moreover, in order to further improve navigation accuracy, multi-model EKF navigation algorithm also adaptively estimates the measurement error covariance matrix and eliminates outliers.
PDA theory
PDA is a suboptimal approach to the problems of target tracking when the source of the measurement data is uncertain. In the single target tracking system, PDA is an effective and practical data fusion algorithm, so it is widely used for tracking a single target or tracking sparse multiple targets.
PDA's basic theory: in the clutter environment, one and only one target exists, and its trajectory has been created. Due to the influence of random factors, at any time, there are more than one measurements within the valid predicted region. The measurements may come from clutters, or may be the noisy measurements originating from the target, but no target signature information is used to distinguish them. So we view indiscriminately and qualitatively all the measurements with the same properties, which are within the valid predicted region. Then we distinguish them quantitatively by the weight (we don't care that a specific measurement originates from clutters or the target). The last output is the weighted sum of all measurements.
Assume that there are m measurements y i (i = 1, … , m(k + 1)) falling into the threshold (with the valid predicted region) at time k+1, and then the process of PDA is shown as follow:
Step1: Time updating (predicting):
Step2: Measurement updating (correcting):
( 1) 
There are several similar characteristics between target tracking by PDA algorithm and navigation by Multi-model EKF algorithm. We can view the estimation of AUV trajectory as the estimated state of a single target, and view the corresponding different predicted values of system models as the measurements of a true target. In the navigation system, if there are N filters, then there are N different predicted values, and there are N innovations of measurements.
As shown as the formula (19), v k +1
i is the innovation of the ith system model. What we need to emphasize is that all the "measurements" mentioned here all fall into the threshold, that is to say, they are all the actual measurements (predicted values of system models), and there is no clutter or false report. So it is not necessary to know the value of b, and under this definition, we can set 1 0
where the value of P D (the detection probability of a target) is 1 and the value of P G (the gate probability that the correct measurements fall into the valid predicted region) is also 1. Namely, it denotes that the AUV ("the target") must be detected and the measurements originating from AUV must fall into the valid predicted region. Here we simplify the problems reasonably, based on the large amount of experiment experience.
After a normalization process, β i the probability of ith system model is
This is the basic theory of PDA, and the probability calculation from PDA theory to Multi-model EKF navigation algorithm. Then in the following, the Multi-model EKF navigation algorithm will be discussed in more detail: the establishment of multi-model system and estimating algorithm (design of filter).
Multi-model navigation system
For the uncertain system, multi-model means to establish several suitable reference system models. For the formula (1), the variation of the statistical properties of parameter w k 1 reflects the variation of the system process. Assume that w k 1 is the zero-mean Gaussian white noise,
And based on the scope of system process noise, we can initially determine the value Q min and Q max (Q min ≤ Q k ≤ Q max ). Q min means the minimum value, and always, the value of Q min can be set as 0 (matrix), because sometimes we consider that one of the models in the models set is the true model of the system and that there is no model error. Q max means the maximum value, and it is somewhat difficult for determining the value of Q max . Here we provide two methods to determine the value of Q max : (i) analytically calculating the value of Q max in the aspect of deriving the rigorous mathematical formula; (ii) for simplicity, roughly determining the relatively larger scope for considering more unforeseeable circumstances and uncontrollable factors. For the first method, the continuous-time linear system model i is described by:
t A t x t B t u t F t w t
where x(t) is the n × 1 system state vector at time t, u(t) is the r × 1 system input vector (control vector), and w(t) is the p × 1 process noise. A(t), B(t) and F i (t) are the n × n, n × r and n × p matrix respectively. q i (t) denotes the process noise covariance matrix for the continuous-time system. The discrete-time process of equation (29) is described by: 
where N is the number of models in the models set. Sometimes, we don't know the number of models which is need for the multi-model system, and we also are not necessary to know the number, because of so many uncertain factors. But here, we give a suggested value: N = 10 for this case, v max ⋅ T ≤ 100m.
We should establish a filter corresponding to Q i respectively, so there are all N filters running simultaneously for the navigation system. At last, we choose the second method to determine the models set. Because by analyzing the simulation results, the second method is effective, the computational load of the second method is relatively less, and the first method neglects the some important factors, such as the calibration errors, wrong speed value of sound, sensor drift, and large errors for the beacons, which is not desired in the application.
The dynamic estimation of measurement error covariance matrix
Similar to the system model, if the measurement model is not accurate, it also affects the filtering accuracy of naviga-tion trajectory. And we know the measurement model also changes along with the time and space. Statistical properties w k 2 of the measurement equation can reflect the variation of measurement model, so we can design an adaptive filter for estimating statistical properties of w k
Where k ' is the accumulated number of measurement updating during the integrated navigation stage.
Eliminating outliers
Not all of the data are the correct data in the actual measurement data, because many unknown factors may cause bad data deviating from the predicted trajectory. We call those bad data as outliers. These outliers cannot be used to update the filter; otherwise it would deteriorate seriously the filtering accuracy and cause the fluctuations of the trajectory. So it is necessary for us to eliminate the outliers firstly, only reserve the reasonable data for updating the filter after we get the raw data.
The algorithm of eliminating outliers:
γ is the gate threshold. If the formula (40) holds, the measurement y is viewed as outliers. We should eliminate those data including y, which is not our desirable data for the filters.
Based on the PDA theory, we view the multi-model EKF algorithm in a new aspect, and determine the probabilities of models by a relatively simple and effective principle. Meanwhile, we create a reasonable models set for the system models and estimate the error information of measurement model online. Here, we describe multimodel EKF integrated navigation algorithm follow.
Algorithm Description:
Step1: Time updating (predicting the state and measurement):
Step2: Calculating probabilities (calculating the innovations between predicted measurements and actual measurement, and the probabilities):
Step3: Updating the state.
In addition, we construct the (N + 1) the filter, as the output filter. The state of this filter is X k +1/k +1 , and it runs as an independent filter. Its output value is the output of multi-model EKF navigation algorithm. And its output value is also used to estimate the measurement covariance matrix and eliminate outliers.
Program flow chart is shown in the Fig.4 .
Lake/Sea trial and the results analysing
In order to verify the validity of our new navigation algorithm, in this section, we use two examples to illustrate the new algorithm in detail, with the lake trial and sea trial data. The navigation platform is composed of the "Qianlong 1" AUV and some beacons on the lakebed/seabed. Data related to acceleration, angular rate and attitude of the AUV are produced by the sensors that are embedded in the AUV. The velocity of AUV can also be obtained by DVL, and the attitude can be obtained by the magnetic compass, too. The acoustic positioning system is working when AUV performs task in the lake/sea, and GPS is working when AUV runs on the surface. Before AUV dives into the sea or after AUV floats out the sea surface, AUV will get the rough position by GPS devices. It should be noted that the position by GPS is very noisy and has several position spurious peaks, not representing correctly the true position for navigation. But the data by GPS can be set as the initial position for the integrated navigation system.
In addition, the velocity measurement sensors provide the velocity in the body system, while the position we need to estimate is related to the fixed coordinate system. So as shown the formula (4), the velocity of AUV should be transformed in the same coordinate system. Sometimes, another important factor that affects the velocity measurements is water current in the actual sea. So we need to process the velocity measurements for filters in advance, and details about this process are presented by [17] . In the lake trial, AUV gets a lot of raw data, and achieves satisfactory results. After obtaining the raw lake trial data, with multi-model EKF integrated navigation algorithm, we subsequently analyze and process the data, compared with the standard EKF integrated navigation algorithm. As shown the Fig. 6 , it is the navigation map of standard EKF algorithm and multi-model EKF algorithm. The green line denotes the AUV's trajectories by multi-model EKF integrated navigation algorithm, the red dash-dot line denotes the trajectories by standard EKF navigation algorithm, the blue points denote the time delay solver points by geometric algorithm, and the asterisk denotes the positions of four beacons. For the first scene, at time 'T=0', AUV is on the lake surface and GPS provides a rough position for the AUV. From time 'T=0' to 'T=1', AUV dives into the trial area along an oblique line, and reaches 40m depth. In the process of the diving, the acoustic navigation system and GPS do not work, and only the INS works for the AUV positioning. So as shown in the figure, there are no measurements from the integrated navigation system, until AUV reaches the trial area at time 'T=1', AUV should be initialized again for more accurate initial position. For the second scene, there, AUV hovers or runs with a small speed for 10 minutes, and the integrated navigation system starts at time 'T=1', so there are a lot of measurements (in the ellipse at time 'T=1'), where their density is larger than other place. For the third scene, from time 'T=1' to time 'T=4', it is the stage of the integrated navigation. We estimate AUV's position simultaneously by standard EKF integrated navigation algorithm and multi-model EKF integrated navigation algorithm, and compare their performances. Here, we don't know the true AUV trajectories, but we can view most of the time delay solver points as the approximate true positions of AUV. Because these time delay solver points (blue points in the Fig.6 ) are formed by three or four relative correct measurements. Only very less blue points are outliers, which may seriously deteriorate the filter. If a blue point deviates from the expected position, then there must be more than one incorrect measurements for many reasons (a time delay solver point needs at least three measurements), such as the multiple paths, accidental fault of sensors, or the large calibration error. So for the fourth scene, at time 'T=3', there is one incorrect measurement from beacon 3. The standard EKF algorithm doesn't eliminate this incorrect measurement but the multi-model EKF algorithm does. So at time 'T=3', the red dash-dot line by the standard EKF has a peak, but the green line has not. For the fifth scene, at time 'T=2', most of blue points overlap with the green line, and have an apparent distance from the red dash-dot line, which means that the navigation accuracy of multi-model EKF algorithm is better than that of the standard EKF algorithm.
In order to further compare the performance of the two algorithms, the results of error analyzing are also shown in the Fig.7 . The error means the spatial distance between the true AUV's position (the time delay solver points) and estimating positions by different algorithms. From the Fig.  7 , the error of multi-model EKF integrated navigation algorithm is less than the error of standard EKF algorithm, where the former error is less than 6m on average, and the latter error is larger than 12m. So the navigation accuracy has greatly been improved by our new algorithm. What' more, the peak of the red dash-dot line corresponds to the peak at time 'T=3' in the Fig.6 , because of the negative effects of outliers. But there is no peak for the green line, so the ability of overcoming or eliminating the outliers of the multi-model EKF integrated navigation algorithm is better than that of the standard EKF algorithm. Compared with the error analysing (the green line) in the Fig.7 , the error line here has more sharp peaks, because of the negative effects of outliers. And apparently, the average error value is much larger than the estimating error in the Fig.7 (the green line).
In addition, eliminating the outliers is also the key process of integrated navigation system, because outliers may seriously deteriorate the performance of filters. Here we will give a negative example for the significance of eliminating the outliers, along with the navigation results with a poor algorithm of eliminating outliers. As shown the Fig.  8 , if we set the value of γ with 3σ probability, it is the navigation result by multi-model EKF integrated navigation. In the Fig.6 , the value of threshold γ is set with the σ probability, so the threshold in the Fig.8 is larger than the threshold in the Fig.6 . Fig.8 , there are many peaks of the green line, even though it is our new multi-model EKF integrated navigation algorithm estimating the position of AUV. More outliers that should be eliminated are used to update filters, and seriously deteriorate the performance of filters. So eliminating the outliers is an important issue for the multimodel EKF integrated system in the underwater navigation applications. As shown the Fig.9 , the error analyzing corresponding to the results of Fig.8 , it also indicates that eliminating the outliers is a significant process in order to obtain better performance, compared with the results of Fig.7 .
From the
The reason for generating so many outliers is due to the inaccurate calibration for the sound speed, beacons positions, or the magnetic compass. For example, from the analyzing result off-line, we find that if there is a relatively large calibration error for the beacons positions, there will be a lot of outliers generated, which can explain the phenomenon in the Fig.8 . Even though the multi-model EKF integrated navigation can eliminate the most of the outliers to some extent, some useful measurements are underutilized because of the interference of outliers. So if we can estimate the trajectories of AUV and the more accurate positions of beacons simultaneously, the navigation performance will be improved further.
For the second example, "Qianlong 1" AUV also conducted a pilot application in October 2014, we also got many valuable raw dada. The trial sea max depth is approximate 5200m, the AUV trial depth is about 4000m. The four beacons positions are (-2967.5, -1047.8, 4065.6), (2056.4, -977.3, 4050.9), (-3006.8, -5047.3, 4056.2), (2948.6, -4984.9, 4053.5). The AUV speed is about 1.5m/s, the trial time up to 26 hours, and because the data are so large, we only analyze the data of the beginning four hours trial. As for the sea trial, it is more difficult to calibrate some key parameters than the lake trial, such as the calibration of sound speed, beacon positions on the seabed, AUV heading and speed coefficient. Similarly to the lake trial, we compare the navigation performance for the sea trial data, with the multi-model EKF algorithm and standard EKF algorithm, as shown the Fig. 10 and Fig. 11 .
From the Fig.10 and Fig.11 , the accuracy of multi-model EKF integrated navigation algorithm has significantly been improved, whose accuracy is less than 20m, and that it can overcome the negative effects of outliers. It is also clear that the error of standard EKF algorithm is more than 100m, which is unacceptable in the high accuracy navigation system. The reason for that has been analyzed above with the lake trial. What's more, compared with the Fig.6 and Fig.10 , we find that there is system error for the sea trial, because the standard EKF navigation curve has a relatively steady error from the time delay solver points. After the analyzing off-line, there is a larger error of the calibration for the heading coefficient: the calibration value of heading coefficient is larger than the correct coefficient, 9.1 degree. So, the multi-model EKF algorithm may overcome the negative effect of system error to some extent, which is not our initial anticipated achievement. Figure 10 . The comparative results of multi-model EKF integrated navigation algorithm and standard EKF integrated navigation algorithm (the sea trial). From the figure, the green line and the blue points almost overlap. However, there is an apparent distance between the red dash-dot line and the blue points, which means the performance of multi-model EKF is better than that of standard EKF algorithm. What's more, compared with the Fig.6 , there are less outliers seemingly in the Fig.10 , in fact that the field scope of sea trial is much larger than the field scope of lake trial. Figure 11 . The error analysing of the two algorithms (the sea trial). Apparently, the error of standard EKF algorithm is larger than 100m, and the error of our new multi-model EKF integrated navigation algorithm is less than 20m.
What's more, with another 4 groups of Pacific sea trial data, the error statistics are shown in the following Table 2 . The error analysing of four groups of data from sea trials From the table 2, it can be also concluded that the accuracy of multi-model EKF algorithm is much better than that of standard EKF algorithm.
Conclusion
For the harsh underwater environment, it is hard to establish the accurate kinematic model of AUV. In order to obtain high accuracy navigation trajectory, based on the probabilistic data association theory, combined with the EKF navigation system, we propose the multi-model EKF integrated navigation system. Simultaneously, the PDA also provides a new aspect of choosing the models or fusing the results of different filters corresponding to different models, which is the important issue of our new algorithm. Moreover, we also introduce two effective modeling methods for determining the models set for the multiple models navigation system and state the significance of the eliminating outliers with the illustrating examples. With the new algorithm, we dynamically calculate the better navigation trajectories by probability. With the analyzing results of actual lake/sea trial data, there are obvious improvements of the navigation performances. The error after filtering is less than 20m, which is a very optimistic accuracy in the deep sea navigation and positioning system. Meanwhile, for the complex and uncertain system model, multi-model EKF algorithm is also an effective solution, such as unknown external disturbance factors, and system model changing frequently. At last there are still some important problems or issues that have not been completely solved for the high accuracy navigation. First, as we all know, the performance of UKF and PF is better than EKF filter [28] [29] [30] , so if we use UKF or PF technologies for the underwater navigation, the result would be more satisfactory. Second, there are some system errors for the calibration of key parameters, such as the beacon positions, sound speed, the velocity coefficient and the heading coefficient. If we have some algorithms to estimate those system errors online with the measurements, then the navigation performance would be improved further. So our next step is to solve the two problems.
Acknowledgements
This work is granted by the National Science Foundation of China (51309215).
