Noise is a pervasive and influential source of stress. Whether through the acute effects of impulse noise or the chronic influence of prolonged exposure, the challenge of noise confronts many who must accomplish vital performance duties in its presence. Although noise has diffuse effects, which are shared in common with many other chronic forms of stress, it also exerts its own specific influences on various forms of cognitive and motor response. We present a quantitative evaluation of these influences so that their harmful effects can be mitigated, their beneficial effects exploited, and any residual effects incorporated and synthesized into selection, training, and design strategies to facilitate human performance capacities. Predictions of single and joint moderator effects were made on the basis of major theories of noise and performance, specifically those explanations based on arousal, masking, or cognitive-resource mechanisms. These predictions were tested through moderator analyses of effects as a function of task type, performance measure, noise type and schedule, and the intensity and duration of exposure. Observed outcome effects (797 effect sizes derived from 242 studies) varied as a function of each of these moderators. Collective findings identified continuous versus intermittent noise, noise type, and type of task as the major distinguishing characteristics that moderated response. Mixed evidence was obtained for the traditional arousal and masking explanations for noise effects. The overall pattern of findings was most consistent with the maximal adaptability theory, a mental-resource-based explanation of stress and performance variation.
Since the advent of the Industrial Revolution, noise has been a significant source of physical and psychological stress (Loeb, 1986) . In modern times, noise exposures have increased in both duration and intensity as a result of the ubiquitous presence of handheld devices that provide auditory stimulation in the form of speech and music. Noise has broad effects, ranging from interference with cognitive processing (Smith, 1983) to detrimental effects on mental and physical health (Clark, 1984) . Understanding the factors that moderate the relationship between noise and human response is therefore crucial to areas of concern that range from general theories of stress to the pragmatic design of occupational noise mitigation strategies. As a consequence of these manifest and diverse concerns, the primary goal for the current meta-analytic review is to quantify the influence of variations in the characteristics of noise in conjunction with those of the task to be performed to elucidate the complex relationship between this form of stress and response efficiency (see also Hancock & Desmond, 2001 ). We adopt, as a fundamental foundation, the maximal adaptability theory of stress (Hancock & Warm, 1989 ), which views the task to be performed as the proximal source of performer stress. It is thus the combination of task demands and environmental stimulation (e.g., noise) that subsequently determines the degree to which an individual adapts to and copes with the task demands in context.
Noise as a Physical Stimulus
Noise is one primary example of an environmental stressor. There are a variety of others, which include vibration, thermal variation, atmospheric gas content, and so forth. These sources have been the topic of prior detailed meta-analytic and synthetic evaluations (see Broadbent, 1971; Conway, Szalma, & Hancock, 2007; Hancock, Ross, & Szalma, 2007; McEwen, 2002; Poulton, 1970) . Sound, and its appraised correlate noise, is the result of vibration within any physical medium. Exclusively in the present review, this medium is air. Oscillations of the particles in the medium cause a change in the pressure of that transmitting medium that constitutes the ambient sound waves. Like other forms of energy, these vary in amplitude and frequency (Jones, 1983) . Sound waves can also vary in terms of their duration and precise waveform. In terms of waveform, the temporal characteristics of the wave itself may be intermittent (aperiodic) or continuous (periodic). Continuous noise is constant, with no breaks or changes in intensity. A form of continuous noise often utilized in laboratory-based empirical investigations is white noise, which consists of equal pressure levels in every frequency band across the whole frequency range (Speaks, 1999) . Intermittent noise changes in intensity over a given period of time, having gaps of relatively quiet intervals between repeated louder phases of the signal. In addition to these forms of noise (e.g., white noise, machinery-generated noise, etc.), a major type of practical distractive noise is speech. Speech is a distracter to which humans are especially attuned. Even manifestly irrelevant speech is monitored to some degree, as evidenced in the famous cocktail party name recognition effect (see Cherry, 1953; Pashler, 1998) .
The most common measurement method for assessing the magnitude of sound is the decibel (dB) scale. Decibels represent a logarithmic scale based on the intensity of the stimulus (using sound pressure measurements). An increase of 3 dB approximates a doubling of the sound pressure level. Because the human ear does not have equal sensitivity to stimuli over the entire frequency and sound pressure ranges (Fletcher & Munson, 1933) , the dB scale does not entirely equate to what an observer perceives. The apparent subjective loudness of a stimulus is therefore a function not just of the intensity but also of the duration, variation of intensity, and frequency of the sound waves (Engel, Augustynska, Koton, & Kacmarska, 2006) . Modern measurement devices incorporate this complexity by weighting the assessment to the ranges of the two factors to which the human ear is sensitive. The weighted scale for the human ear produces measurements termed A-weighted decibel levels, denoted dB(A). Much of the reported noise stress in the present review uses this expression of the physical stimulus.
Noise and Performance: Noise Effects on Information Processing
A vast amount of effort has been devoted to the investigation of the effects of noise on nonauditory aspects of performance, such as information processing, attention, and memory. However, the mechanism by which information processing is affected has been the source of much debate. The majority of extant research has examined only intensity (magnitude) effects on performance, although results from these investigations have been largely equivocal. Such early findings prompted Broadbent (1958) to suggest that only specifically sensitive tasks should be used in the investigation of stress effects-that is, tasks of long duration and either very high or very low information presentation rates (and also see Poulton, 1970) .
Hockey and his colleagues (Hockey & Hamilton, 1983; Hockey, 1984) reviewed a large body of literature on the effects of different types of stressors on several components of cognitive performance. Although commonalities exist across stressors (e.g., alcohol, depressant drugs, and fatigue all cause a reduction in general alertness and activation), each stressor was considered to have a unique signature pattern when all performance indicators were considered. Hockey (1997) also distinguished between the structural and the strategic effects of stress. Structural changes are those that occur in basic processing components (e.g., attentional narrowing), and strategic effects manifest as compensatory response (e.g., increased effort, speed-accuracy trade-offs). Hence, noise may affect performance by impairing information processing or, alternatively, by inducing shifts in strategic response. There is evidence of both forms of stress effect. Specifically, noise increases levels of general alertness/activation and attentional selectivity. It does not influence performance speed, but it reduces performance accuracy and short-term/working memory performance. However, the current state of the empirical literature on noise effects does not address these parameters to an extent necessary for meta-analytic evaluation.
Another mechanism that possibly underpins noise effects on performance is the degradation of working memory (Hockey, 1986) . Jones (1993) , for example, argued that it is in the context of working memory tasks that the strongest noise effects are likely to occur. One reason may be the distraction of attention away from the task at hand or a particular component of it (in this case, the rehearsal of the information held in the working memory) and toward the task-irrelevant noise stimuli. Thus, the material held in the working memory at that point in time becomes degraded (see Brown, 1958; Peterson & Peterson, 1959) . This effect, which is not specific to noise alone, is thought to be closely linked to the observed effects of stress on situation awareness (Orasanu, 1997) . A noise-specific mechanism of working memory decrement is that of the disruption to material held in the articulatory loop component. As this short-term storage mechanism (see Baddeley & Hitch, 1974) rehearses the information in an auditory format (often labeled inner speech), the potential for auditory noise to disturb this process is intuitively appealing.
An alternative explanation underlying noise effects is based on the fact that noise has been found to increase the mental workload imposed by a given task environment, thereby reducing the cognitive resources available for allocation to task performance (A. B. Becker, Warm, Dember, & Hancock, 1995) . This effect seems intuitive, given that (a) noise causes annoyance (De Coensel et al., 2009; Smith, 2003) and (b) stressors have been shown to distract attention to task-irrelevant thoughts (Sarason, Sarason, & Pierce, 1990) . One type of task-irrelevant thought that may be found in these situations is worry. Matthews (2001) described how subjective appraisals of threat to current goals cause worry if performers deem that the level of demand (of the task and the environment combined) exceeds their coping potential (see also Matthews et al., 2002) . Hence, individuals have to invest more effort into task performance in the presence of noise, as has been found through self-report measures and endocrine markers of effort (e.g., Lundberg & Frankenhaeuser, 1978) .
Noise and Performance: Differential Effects of Noise Characteristics
Although the intensity and duration of exposure have been the primary foci of concern in research on noise effects (as well as other sources of stress; see Conway et al., 2007; Hancock et al., 2007) , there are other noise characteristics that have been identified as potential performance moderators. Two of those considered in the present meta-analysis are the schedule and type of noise exposure.
Noise Schedule
One of the most disturbing forms of noise, at least intuitively, is that of intermittent noise. The source of performance perturbation in such situations is posited to be the distraction of attention away from the task and to the source of the noise. When the intermittent noise occurs at high intensities, the performer briefly diverts his or her attention to the noise in the form of an orienting response. Such startle responses are maximized under so-called impact noise, that is, relatively infrequent and short duration bursts of noise (Casali & Robinson, 1999) . Loeb (1986) argued that intermittent noise is more disruptive than continuous noise but that it is the change in intensity rather than the intermittency per se that is responsible for performance effects. Noise schedule was included in the present meta-analysis to formally test the generally held expectation that intermittent noise should be more disruptive than noise presented on a continuous schedule.
Noise Type
The disruptive potency of irrelevant speech was demonstrated by Salamé and Baddeley (1982) , who observed negative effects of irrelevant speech but not of broadband noise on serial recall performance. However, Jones (1993) argued that the observed performance decrements are not a direct function of the noise intensity per se or of the informational content of the speech (see also Jones & Morris, 1992) . Jones proposed the object-oriented episodic record model of the effects of noise on performance, specifically on serial recall tasks. Jones argued that auditory stimuli are represented in memory as objects that are formed by segmentation, which results from correlated changes in the physical attributes of the sound, such as frequency and intensity. Objects are linked to one another to form streams, and it is the strength of the linkages in streams that is time limited and, therefore, a determining factor of serial recall performance. Thus, from the perspective of Jones's model, the information to be recalled is considered relatively stable; it is the links between pieces of information that limit response capacity. The streams are navigated in memory by means of threads, which are paths among objects in a stream that are traversed when serial recall is required. The interference by auditory stimulation results from competing threads (i.e., for processing of noise and of task-related information). Because the process of object and stream formation depends on a process of segmentation based on the physical characteristics of the sound, the semantic content of the noise is irrelevant.
More recently, Macken, Phelps, and proposed that the disruption of working memory performance results from interference due to competition of task-relevant and task-irrelevant sequences of information. That is, the serial recall of a sequence of items is disrupted by the sequence of segments of irrelevant sound. Macken et al. argued that their model accounts for the finding that irrelevant sound disrupts memory for item sequence but does not interfere with memory for the items themselves. However, this model is a fine-grained theoretical account of the irrelevant speech effect, and as such, it does not necessarily generalize to all effects of noise on performance. Indeed, the consideration of noise as a competing source of information leads to predictions similar to those of the maximal adaptability model. The latter theory also conceptualizes noise as a form of (irrelevant) information, but from this perspective, noise is considered one source in an environment consisting of multiple information inputs. Hence, in the present work, we evaluate the effects of noise on performance from the more general theoretical account proposed by Hancock and Warm (1989) and contrast this position with two traditional arousal-based models (Broadbent, 1971; Poulton, 1979) .
Explaining Overall Noise Effects: Three Theoretical Perspectives
The Broadbent-Poulton Debate
Over 30 years ago, Donald Broadbent (1976 Broadbent ( , 1977 Broadbent ( , 1978 and Christopher Poulton (1977 Poulton ( , 1978 Poulton ( , 1979 engaged in a now classic and polemical theoretical debate regarding the mechanism responsible for noise effects on performance, elements of which were published in Psychological Bulletin. This was followed soon after by an equally interesting exchange between Hartley (1981a Hartley ( , 1981b and Poulton (1981a Poulton ( , 1981b on the same fundamental issue.
Arousal and attention. Broadbent (1978) invoked an arousal induced attentional narrowing mechanism to explain noise effects (see Figure 1) . From this perspective, noise (as well as other sources of stress) increases arousal which decreases the breadth of attention (Easterbrook, 1959; Hebb, 1955) . At relatively lower levels of arousal, the attentional narrowing facilitates performance because it causes the individual to exclude irrelevant cues. Beyond an optimal level, however, increases in arousal cause increased narrowing so that task-relevant cues are also excluded, and performance is thus impaired.
Arousal and masking. Poulton (1979) argued for a composite model of noise effects involving arousal and masking of inner speech (see Figure 2) . From this perspective, the gains in performance in continuous noise early in the task occur because the increase in arousal compensates for the deleterious effects of masking. However, with time on task, arousal decreases, and masking effects subsequently dominate. Note that both Broadbent and Poulton included arousal as a component of their explanations of noise effects; however, they differed in the mechanism by which arousal affected performance.
Maximal Adaptability Theory
The maximal adaptability model of Hancock and Warm (1989) proposed that stress can be represented in three loci (see Figure 3) . Input consists of all objective environmental and task factors that affect performance (e.g., noise, task-related memory demand, etc.). The adaptive processes represent the capacity of the performer to cope with demands intrinsic to an environment (e.g., physiological coping responses, psychological adjustment and appraisal; see also Lazarus & Folkman, 1984) . Finally, the output refers to the subsequent pattern of behavioral response in relation to the task environment (typically, the efficiency of task performance most often reflected as response speed and response accuracy). The output is heavily dependent on the characteristics of individual performers themselves. It is therefore the locus of stress at which the greatest variability in stress response is observed across individuals. The direct effects of noise on performance manifest themselves in changing output. In terms of adaptation, noise can impair capacity through the masking or distortion of task-relevant auditory information; it can also disturb or mask an individual's vocal response in the same manner.
According to the maximal adaptability theory, individuals are able to adapt to a fairly broad range of stress magnitudes (see Figure 4) . However, at the extremes of overload and underload, there is a threshold of dynamic instability in which adaptation fails, and precipitous performance decrements become evident. In their original description of the theory, Hancock and Warm (1989) noted that not all sources of stress would be symmetrical in terms of overload and underload. Noise was typically cited as an example in which the input would be biased toward the overload side of the model, although conditions close to absolute zero dB(A), which can be achieved in specialized anechoic chambers, can themselves prove very disruptive. Hancock and Warm further asserted that stressors could be delineated into two dimensions: information structure and information rate (see Figure 5 ). Information structure refers to the spatial organization of the input stressor or task, and information rate reflects the temporal properties of that input. As can be seen in Figure 5 , these dimensions together determine the level of adaptive function of an individual performing under stress. In our previous meta-analytic reviews (Conway et al., 2007; Hancock et al., 2007) , we observed that the task dimensions of information rate and structure were primarily reflected in the effects of duration of exposure and intensity of the stressor, respectively.
Purpose of the Current Work
As is evident from the foregoing, the diverse ways in which noise influences performance response are still uncertain. Thus, improvement in the theoretical and empirical understanding of noise stress can be facilitated by substantive and reliable quantitative information as to how noise effects vary as a function of the characteristics of the noise itself and of the task to be performed. Therefore, the primary goal for the current work is to provide such information by means of a meta-analytic review concerning the influence of noise on human perceptual, cognitive, and psychomotor response capacities, as well as tasks requiring communication of information (we selected broad task categories to ensure a sufficient number of effect sizes for stable estimates of parameters in the moderator analyses). The advantages in conducting a metaanalysis are that it provides a quantitative synthesis of the literature, controlling for sampling error and the low power of individual studies while permitting an examination of potential moderating variables (see Cooper & Hedges, 1994; Hunter & Schmidt, 2004; Lipsey & Wilson, 2001) .
On the basis of the theoretical explanations for noise effects as well as previous synthetic efforts (e.g., Loeb, 1986) , the noise characteristics examined in the present study were schedule, type, Poulton, 1979 , Psychological Review, 86, p. 362. Copyright 1979 by the American Psychological Association. Figure 3 . The trinity of stress. A tripartite descriptive framework for describing the environmental origin of stress (input), its representation as a direct pattern of adaptive, regulatory responses (adaptation), and its manifestation in disturbance to ongoing performance capacity (output). From "A Dynamic Model of Stress and Sustained Attention," by P. A. Hancock & J. S. Warm, 1989, Human Factors, 31, p. 520 intensity, and duration of exposure. In addition to these, the moderating effects of type of task and dependent measure were evaluated. Furthermore, specific interactions among the moderator variables were examined by means of hierarchical moderator analysis to test the facets of the three primary theoretical perspectives we considered. Note that for exploratory purposes, other interactive effects were evaluated, but these effects are summarized in the supplemental materials.
Predictions of the Three Theories
With respect to the variables analyzed here, the three theories noted earlier lead to similar predictions of noise effects for certain conditions (e.g., noise schedule, intensity, and duration) but different predictions for other categories (e.g., speech vs. nonspeech and interactions of moderator variables with intensity and duration). In the case of noise schedule, the three theories make a common prediction that intermittent noise should induce greater performance impairment than continuous noise. However, the three theories differ in how schedule interacts with other moderating variables. Next, we derive predictions from the three theories and then specify the hypotheses to be tested through moderator analyses.
Arousal Theory
On the basis of the arousal conception (e.g., Hebb, 1955) , theorists such as Broadbent (1971 Broadbent ( , 1978 would predict that the more demanding tasks should have lower levels of optimum arousal and, therefore, should yield the greatest performance decrements in the presence of noise. Hence, cognitive and communication tasks should suffer greater magnitudes of performance impairment compared with perceptual and psychomotor tasks. Also, because arousal is influenced by the intensity of the noise and time on task (Broadbent, 1971) , one would expect that higher intensities and longer durations should have greater negative effects. Because the effect of noise is one of overarousal and attentional filtering, one would not expect differences as a function of noise type (i.e., speech vs. nonspeech). Instead, the intensity and duration of exposure should be the most influential moderators. Given the high level of arousal in the presence of noise, one would predict greater impairment of accuracy than of speed (speed may even be facilitated by the presence of noise). The effects on accuracy should be stronger for the cognitive and communication task categories relative to perceptual or psychomotor tasks. With respect to schedule, intermittent noise should impair performance more than continuous noise across levels of the other moderating variables. In summary, on the basis of arousal theory, it was predicted that noise effects should be moderated by task type, dependent measure, intensity, duration, and noise schedule. The theory also led to the prediction of hierarchical or interactive moderating effects, specifically for Task ϫ Dependent Measure and for Intensity ϫ Duration. This specific pattern of outcome prediction is subsequently compared with the results of the present meta-analysis. Poulton's (1979) composite theory predicts that noise effects should not vary substantially as a function of the task, noise type, or intensity per se but should degrade performance only for those conditions in which inner speech is masked. To the extent that inner speech is a component of all tasks, as Poulton (1979) seemed to imply, masking should not vary as a function of task or noise type. However, Poulton (1981a) argued that accuracy should be more impaired than speed. Noise intensity should moderate noise effects, but given that even relatively low intensities can mask inner speech, the moderating effect should be restricted to those studies in which the noise condition was compared with a quiet control condition that did not receive noise exposure and may be attenuated in those studies in which the noise exposure occurred in both control and experimental conditions. According to the com- posite theory, duration of exposure should be a particularly important moderating variable; noise should facilitate performance at shorter durations because of arousal but should impair performance at longer durations as a result of declining arousal accompanied by masking. Further, this effect should be stronger for continuous as compared with intermittent noise, as the composite model was designed to be applied to the former schedule. Poulton (1979) argued that intermittent noise exerted its effects because of its disruptive characteristics rather than a combined arousal/ masking mechanism. However, intermittent noise would be expected to have a stronger negative effect than continuous noise as a result of such disruption, but this effect would not be expected to vary as a function of duration. In summary, on the basis of the composite theory, noise effects should be similar across task and noise type, but moderating effects are expected for intensity, duration, schedule, and dependent measure. An interactive effect is expected for Duration ϫ Schedule. Again, this pattern of predicted responses was compared with the actual outcome.
Composite Theory

Maximal Adaptability Theory
From an attentional-resource-based perspective, which is subsumed under the maximal adaptability theory, performance impairment should occur to the extent that noise consumes information-processing capacity by devoting it to compensatory effort. On the basis of the maximal adaptability theory, the combination of factors that poses the greatest demand on a person's resources and limits the efficacy of compensatory effort should be the most debilitating. Hence, performance on more resource-demanding cognitive or communications tasks should be more impaired than performance on perceptual or motor tasks, and these differences should manifest more strongly for accuracy compared with speed. Furthermore, an Intensity ϫ Duration interaction would be expected, as both of these characteristics can, separately and together, divert resources away from task performance to compensatory efforts (Hancock & Szalma, 2008; Hockey, 1997) . Greater impairment should therefore occur for higher intensities and longer dura- tions. In addition, the differences in impairment as a function of task category should also depend on type of noise (speech noise should be more disruptive than nonspeech because of the greater competition for resources, particularly for cognitive tasks; Wickens, 2002) . For dependent measures, the resourcebased view would predict that the pattern of effects should depend on the strategy adopted by the individual (i.e., whether the person exhibits a speed-accuracy trade-off), although as noted earlier, dependent measures may exhibit different patterns as a function of task type. Note, however, that the aforementioned distinction between structural and strategic effects (Hockey, 1997) is not explicitly differentiated in the maximal adaptability model, and this distinction was thus not considered explicitly here. In summary, the maximal adaptability theory leads to the prediction that noise effects should vary as a function of the type of task, noise, and schedule, as well as the duration and intensity of exposure. Also, on the basis of this perspective interactions are expected for Intensity ϫ Duration, Noise Schedule ϫ Type, Task ϫ Dependent Measure, and Task ϫ Noise Type. Again, this pattern was compared with the meta-analytic outcome.
Analytic Methodology Literature Accumulation
The literature search was performed with the PsycINFO, MED-LINE, and Dissertation Abstracts International databases. To maximize the potential for the searches to find suitable sources, the primary search terms noise and speech were combined with the secondary terms of memory, decision-making, problem-solving, attention, vigilance, tracking, marksmanship, shooting , fine motor, and gross motor. In addition, we used several Web-based search engines, for example, Google, and their specialized derivates, such as Google Scholar, to seek further references not discovered in the initial formal scan. After a preliminary listing of articles was derived, additional articles were collected by surveying the reference lists from the already available articles and by retrospectively examining article citations through Science Citation Index. Examination of these data as source citation neared completion indicated that the means and variances did not change substantially with the addition of new studies. Furthermore, no other publications were identified that included study characteristics in relatively unpopulated categories (e.g., communication, psychomotor tasks). Thus, we considered the publications we collected to be representative of the literature on the effects of noise on human performance. Our cutoff date for the present information was February 5th, 2011. The overall process resulted in the identification of 483 articles, reports, dissertations, and theses.
Identified Criteria for Study Inclusion
All studies were inspected to ensure that they fulfilled the following six criteria for inclusion in the meta-analysis:
1. Each study had to report an empirical examination of noise stress in which the experimental manipulation used an application of noise exposure. We did not include studies in which the participants themselves generated noise. Thus, for instance, studies on cell phone use while driving were excluded, because the emphasis of such research is on distracted driving, the noise is partially generated by the drivers themselves, and noise is not the only source of distraction in these circumstances.
2. Each report was required to include a control group that experienced a baseline quiet condition or received lower intensities of the noise stress. There might be two separate groups (between-groups design) or one group taking part in each separate session-a control session and an experimental session. In all cases, the experimental condition featured a noise exposure that was compared with either a lack of input noise stress or a control group in which the input noise was of lower intensity. If the control condition also featured noise exposure, then the experimental condition consisted of a higher level of noise stress input.
3. The study had to address the issue of direct noise effects on performance. Hence, studies that sought to disturb sleep through the application of a noise and then assess the effect of sleep loss on performance were not included in this analysis. Multistress studies were not excluded, but only the noise effects were considered in such cases.
4. Each study had to report at least one measure of performance (e.g., proportion correct, speed of response, tracking error, etc.). Studies using physiological or subjective response alone were thus excluded.
5. Each study had to include sufficient information regarding performance results to determine effect size estimates.
6. The study had to use a sample of healthy adults. That is, the study was rejected if it used children as participants or if the sample consisted of individuals with hearing impairment or any mental or physical illness. The majority of studies either included both men and women or did not provide information regarding gender. Similarly, the majority of studies did not report mean age, although among those that did report this information, the ages ranged from 18 to 57 across studies.
As a result of this screening process, a total of 483 studies were evaluated. Of these, 242 primary studies were accepted for use in the meta-analysis. The included studies provided a total of 797 effect sizes. The rejection of numerous primary studies in a metaanalysis is common and necessary to ensure meaningful data when combining effect size estimates across studies.
Meta-Analytic Results
Calculation of Effect Size
Effect sizes were formally determined through the mathematical examination of the standardized mean difference between the cited experimental and the control conditions. The effect sizes used in this meta-analysis were standardized difference scores (Hedges's g; Hedges & Olkin, 1985; Hedges, Shymansky, & Woodworth, 1989) . In cases where means or standard deviations were not available for direct computation of g but other data were available to compute an effect size (e.g., sum of squares, t tests, 1-df F tests), effect sizes were computed with formulas provided by Lipsey and Wilson (2001) . In calculating the effect size, its directional sign was specified to ensure that positive scores represented superior performance in the experimental group relative to the control group, whereas negative g scores indicated worse performance in the experimental condition. We adjusted the obtained g scores for statistical bias, using the procedure described in Hedges and Olkin, (1985, pp. 78 -81) . Following our previous procedures (Conway et al., 2007; Hancock et al., 2007) , our general approach followed that of Hunter and Schmidt (2004) except that each effect size was weighted by the reciprocal of the sampling variance rather than sample size. Although the latter is a more pragmatic measure, the former yields more precision (cf. Hedges & Olkin, 1985; Lipsey & Wilson, 2001; Morris & DeShon, 2002) .
Combining Effect Sizes Within Studies
Most of the 242 studies reported here provided data for computing multiple effect sizes (again, there were 797 effect sizes across the 242 studies). Multiple effect sizes within a given study were therefore based on the same sample of participants. As in most other areas of statistical assessment, the procedures for meta-analysis assume that the observations (i.e., individual effect sizes) are independent of one another. Violations of this assumption lead to underestimation of variances (Hunter & Schmidt, 2004; Martinussen & Bjornstad, 1999) . Currently, there are no techniques for estimating the degree of statistical dependence among gs (although such procedures have been developed for correlational effect sizes; see Cheung & Chan, 2004) . Problems associated with the independence assumption are generally intrinsic to meta-analysis and are not solely a characteristic of the current work. To avoid violations of independence, we therefore used the same approach adopted in our previous meta-analytic work (Conway et al., 2007; Hancock et al., 2007) . In this approach, the effect sizes within studies are averaged (after the adjustments for statistical bias described earlier) prior to estimating means and variances (see Lipsey & Wilson, 2001 ). In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable. For instance, if a particular study contributed an effect size for each performance measure (accuracy and speed), these effect sizes were not averaged for that moderator analysis but were included in their respective groups. Because the levels of the moderator variables were never formally compared (i.e., through statistical significance testing), this does not represent a violation of the independence assumption. However, for the global analysis and other moderator analyses not including performance measures, these effect sizes were averaged. The number of studies within each level of a moderator variable therefore does not necessarily sum to the total number of studies included in the global analysis.
Adjustment for Experimental Design
Effect size estimates based on standard deviation metrics, such as g, are not necessarily equivalent across experimental designs because the standard deviation units vary depending on the design used (e.g., standard deviation of raw scores vs. the standard deviation of difference scores used in a paired-samples t test; see Hunter & Schmidt, 2004; Morris & DeShon, 2002) . To combine results from both within-and between-participant designs, the effect size estimates must therefore be converted to a common metric. We accomplished this by converting repeated measures g scores to the raw score metric, using techniques described by Morris and DeShon (2002; see also B. J. Becker, 1988) .
Estimation of Variances
For computation of variance estimates, we used procedures for the random effects model described by Hunter and Schmidt (2004) . In this approach, two sources of variance are identified: variability due to sampling error ( e 2 ) and variability due to differences in the population effect sizes ( ␦ 2 ). The latter variance estimate is obtained by estimating e 2 and the observed variability among the effect sizes ( g 2 ), and then subtracting e 2 from g 2 . The difference between the total variance and the sampling error variance is residual variability ␦ 2 that arises from random effects (Hunter & Schmidt, 2004 ; but see also Hedges & Vevea, 1998) , the effect of moderator variables, and uncorrected sources of statistical bias (e.g., measurement error). To interpret the relative magnitudes of the variances, Hunter and Schmidt recommended the 75% rule. According to this guideline, if 75% of the observed variance is due to sampling error, it is likely that most of the other 25% of the variance is also artifactual in nature. Cases in which this condition is not met can be interpreted as instances in which the residual variance likely includes real variance due to random effects and/or the presence of moderator variable effects. Hunter and Schmidt argued that the 75% rule is at least as powerful as significance tests for homogeneity among effect sizes. In cases with small numbers of studies, as occurred in the hierarchical moderator analyses in the present study, this rule is actually more powerful. A large ␦ 2 indicates that there is variability among the observed effect sizes that cannot be accounted for by sampling error and that there are likely to be one or more variables moderating the magnitude of the effect in question (see Hunter & Schmidt, 2004, p. 288) . Note that if all of the observed variance in the effect sizes were accounted for by sampling error, then ␦ 2 ϭ 0, which is the assumption of fixed effects models (see Hedges & Olkin, 1985) .
Estimation of
Many studies identified in the present meta-analysis used withinparticipant designs. Calculation of the variance associated with each effect size in such designs requires an estimate of the population correlation coefficient () between the experimental and control conditions (sometimes referred to as the pretest-posttest correlation; see Morris & DeShon, 2002) . In addition, adjusting effect sizes to a common standard deviation metric also requires an estimate of . Using the formulas presented by Morris and DeShon (2002) , estimates were computed for studies providing the necessary information (means, standard deviations, and a t or 1 df F test). In total, five estimates from five studies were obtained. These correlations were combined meta-analytically to yield a weighted average value, ϭ .46. This value was then used to compute the variances according to procedures in Morris and DeShon (p. 117) .
Moderator Analyses
A limitation of hierarchical moderator analyses is that division of effect sizes into separate categories necessarily reduces the number of effect sizes on which means and variances are estimated. Indeed, we limited the number of levels within each moderator variable to minimize this problem to the extent possible. Thus, there are cases in which some levels of a moderator variable contain only a small number of studies (and, of course, sometimes only one or even no studies). Estimates from such limited information should thus be interpreted with the appropriate caution as we indicate at each appropriate juncture. Such situations, however, serve to reveal the paucity of studies examining particular combinations of relevant variables. Therefore, they point toward the need for further experimentation to reliably identify these effects.
Outlier Analyses
In some cases, large variance estimates were obtained, which can result from the presence of outliers in the sample (Hunter & Schmidt, 2004) . Thus, in cases in which the observed or sampling error variance was substantially larger than other variance estimates in the analysis (s ␦ 2 Ͻ 1), outlier analyses were performed with procedures described by Huffcutt and Arthur (1995) . The analysis parameters were then recomputed with the outliers removed to assess whether and how the outliers influenced the results. These reanalyses are, for completeness, included in the tables containing the analyses with the full sample.
Meta-Analytic Results
We obtained 242 useable studies from a collective survey of 483 publications. This represents an acceptance rate of 50.1%, which is quite high given the imposition of our stated criteria. A total of 797 effect sizes were derived from the 242 studies. The results of the meta-analysis are presented in Tables 1 through 8 . The first result for the global analysis, drawn from the 242 total studies, shows a small-to-medium effect (g ϭ Ϫ0.31; see Table 1 ), indicating that performance is generally degraded by noise. However, inspection of the variances indicates heterogeneity of effect sizes, confirming the need for moderator analyses.
Single Moderator Effects
Task type. In the category of visual perception, 40 studies qualified, which yielded an average effect size of g ϭ Ϫ0.06, and the 95% confidence interval (CI) for this effect contained zero (i.e., no effect). Such an outcome suggests that the effect of noise on the visual aspects of perception is rather negligible. However, the total variance was substantial relative to error variance, indicating that there are other variables that moderate the effect of noise on performance of perceptual tasks (see Table 1 ).
With respect to cognitive tasks, 191 qualifying studies were identified, with an average effect size of g ϭ Ϫ0.34 and a 95% CI that did not contain zero. However, eight outliers were identified: Banbury and Berry (1998, Experiment 2); Barker and Cooke (2007) ; Enmarker, Boman, and Hygge (2006) ; Jones (2008, 2009 ); Skowronski and Harris (2006) ; Weisz and Schlittmeier (2006); and Wong et al. (2009) . Removal of these outliers resulted in a somewhat larger effect (g ϭ Ϫ.43) and smaller observed variance. Thus, there is a small-to-medium deleterious effect of noise on performance of cognitive tasks. It is also interesting to note that this level of degradation closely replicated the overall general effect.
Relatively few studies were found that examined the effect of noise on psychomotor performance. Eleven studies were identified that examined motor processes under noise, yielding an average effect of g ϭ Ϫ0.47, with an estimate of sampling error variance larger than the observed variance of the effect sizes. This almost medium-sized negative effect of noise may therefore be considered homogeneous. A surprising finding was the relatively low number of studies (17) that examined the extent to which noise affects tasks requiring oral or written communication. Aggregation of these studies yielded a medium effect size (g ϭ Ϫ0.53) reflecting degraded performance under noise. Further, this effect is consistent across the 17 studies (i.e., the effects are homogeneous), as the sampling error accounts for all the variance in effect sizes (see Hunter & Schmidt, 2004) . Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a Outliers removed.
b The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable.
Performance measures. Noise had a small-to-medium negative effect on accuracy (g ϭ Ϫ0.43) and a very small but nonzero negative effect on response speed (g ϭ Ϫ0.14). However, large observed variances were obtained for accuracy (s g 2 ϭ 1.28) and for speed (s g 2 ϭ 1.24), and outlier analyses were therefore performed for each case. For accuracy, seven outliers were identified. These were the studies by Barker and Cooke (2007) Wong et al. (2009) . For speed, three outliers were identified. These were the studies by Cassel and Dallenbach (1918) and Banbury and Berry (1998, Experiments 2 and 3) . A reanalysis of the accuracy and speed data with the outliers removed resulted in smaller observed variances but did not substantially change the magnitude of the effects (see Table 1 ). It is also important to note that Cassel and Dallenbach's (1918) study used an N of only one.
Noise exposure schedule: Continuous versus intermittent. Exposure to intermittent noise (g ϭ Ϫ0.33) was of a magnitude similar to that of continuous noise (g ϭ Ϫ0.26). However, the observed variance associated with intermittent noise indicated the possibility of outliers. Analysis revealed five outliers. These were the studies by Banbury and Berry (1998, Experiment 2); Cassel and Dallenbach (1918) ; Chatterjee and Krishnamurty (1972); Lahtela, Niemi, Kuusela, and Hypen (1986); and Wong et al. (2009) . Reanalysis with the outliers removed resulted in a smaller observed variance but only a slightly larger mean effect size (see Table 2 ). Note that there was minimal overlap in the CIs for continuous versus intermittent noise (after removal of outliers), indicating that intermittent noise is somewhat more damaging to performance than continuous noise.
Noise type. The effects on performance as a function of noise type are shown in Table 2 . Speech noise was associated with a small-to-medium negative effect size (g ϭ Ϫ0.43) and was more damaging to performance relative to nonspeech noise (g ϭ Ϫ0.16) or music (g ϭ 0.09, where zero was included in the 95% CI). However, the relatively large observed variances for the speech and nonspeech noise categories suggested the presence of outliers. Wong et al. (2009) . Removal of these outliers substantially reduced the observed variance and also increased the magnitude of the mean effect size (see Table 2 ). For nonspeech noise, analysis revealed four outliers: Banbury and Berry (1998, Experiment 2); Cassel and Dallenbach (1918) ; Pollock, Bartlett, Weston, and Adams (1932) ; and Skowronski and Harris (2006) . Removal of these outliers resulted in a smaller observed variance, but it did not substantially change the magnitude of the effect.
The magnitude of the effect for mixed speech/nonspeech (g ϭ Ϫ0.46) was, logically enough, in between those of speech and nonspeech. At first, it appeared that music did not have a substantive effect on performance. However, this interpretation is limited by the small number of studies and the relatively large observed variance. Analysis here revealed one outlier, which was the study by Martin, Wogalter, and Forlano (1988, Experiment 3) . Reanalysis without this outlier resulted in a substantially larger and positive effect size. However, this reduced the observed variance but resulted in a much larger error variance (see Table 2 ). Thus, the precise impact of music on performance has yet to be determined unequivocally at present.
Noise intensity. Studies in which the control condition consisted of lower decibel noise were considered separately from those in which the control condition consisted of a purported absence of noise, or a quiet condition. To simplify analysis and interpretation, studies were categorized as high or low in intensity according to the median split for the intensity of the experimental group or the difference in decibels between experimental and control conditions. The median intensity for the dB experimental-only group was 75 dB, whereas the median dB difference value was 30 dB.
For the studies in which noise was provided in both experimental and control conditions, higher intensity noise exposure was associated with a small-to-medium effect size (g ϭ Ϫ0.42), whereas for lower intensity studies, the effect size was very small (g ϭ Ϫ0.12; see Table 3 ). For those studies in which the control Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a Outliers removed.
condition did not include noise, lower intensity was associated with a small-to-medium negative effect (g ϭ Ϫ0.35) relative to higher intensity exposure (g ϭ Ϫ0.16). However, the observed variance for the low-intensity category was relatively large. Analysis indicated five outliers: Banbury and Berry (1998, Experiments 2 and 3); Enmarker et al. (2006) ; Hygge and Knez (2001); and Skowronski and Harris (2006) . Removal of the outliers resulted in a larger mean effect size but a substantially smaller observed variance (see Table 3 ).
Duration. The moderation of noise effects by duration of exposure was analyzed by dividing the duration categories by means of a median split. The median duration was 1.1 min. For relatively short duration exposures, a medium-to-large effect size was obtained (g ϭ Ϫ0.70), whereas a small effect size was observed at longer durations (g ϭ Ϫ0.28; see Table 3 ), and the CIs for the two durations did not overlap. Hence, noise has more negative effects on performance at relatively short durations of exposure, whereas at longer durations the effect is attenuated. This effect may perhaps be due to the capacity of individuals to adapt to the noise stress (see later discussion).
Joint Effects of Two Moderator Variables
Task Category ؋ Measure. Results of the moderator analysis of task category within each dependent measure category are shown in Table 4 and Figure 6 . Twenty-four studies examined noise effects on the accuracy of performance in perception, yielding a weak effect (g ϭ Ϫ0.06). Twenty studies assessed noise effects on the speed of response in perception tasks, but again, no substantial effect was found (g ϭ 0.06). The lack of effect of noise Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a Outliers removed.
b The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable. Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a Outliers removed. b The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable.
on the speed or accuracy of these responses is not surprising given the lack of observed effect on perception tasks as a whole. Our present analysis does, however, argue against a speed-accuracy trade-off being responsible for the absence of a substantial overall effect. As indicated earlier, there are likely to be other moderating variables influencing the overall effect size, as is evident from the proportion of variance accounted for by sampling error.
Most of the studies examining noise effects on the performance of cognitive tasks used dependent variables based on the accuracy of response (k ϭ 179) relative to those using speed of response (k ϭ 24).
Noise was found to degrade accuracy (a medium effect, g ϭ Ϫ0.50) but actually turned out to facilitate speed of response (a small effect, g ϭ 0.35; see Table 4 ). The 95% CI for these respective effects did not contain zero. However, consideration of the unusually large total variance for both accuracy and speed suggested the presence of outliers. There were seven outliers for accuracy: Barker Removal of these outliers did not substantially affect the results for accuracy, but it did substantially change the results for speed of performance in cognitive tasks. As can be seen in Table 4 , removal of outliers reduced the observed variance, but it also reduced the mean effect size, such that the subsequent CI did contain zero.
As might be expected, fewer studies examined motor performance compared with cognitive performance. Eight studies examined the accuracy of response for motor tasks, whereas only three studies assessed the speed of response. Accuracy was found to be degraded by noise (medium effect, g ϭ Ϫ0.51). Speed of response was associated with a small effect size (g ϭ 0.13), and the 95% CI contained zero. These two results must be considered with caution, however, because of the small number of studies involved. The accuracy and speed effects for the communication category were also drawn from relatively few studies. Fifteen studies used accuracy measures for communication, yielding a medium-to-large negative effect (g ϭ Ϫ0.64), but only two studies measured speed, with effect sizes in opposite directions (g ϭ 0.65 and g ϭ Ϫ0.41, respectively; see Table 4 ).
Noise Schedule ؋ Noise Type. A summary of the analysis of noise effects as a function of noise schedule (continuous vs. intermittent) within each type of noise is shown in Table 5 and graphically depicted in Figure 7 . Intermittent noise did not sub- Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a Outliers removed. b The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable. stantially influence performance when nonspeech or a mix of speech and nonspeech were used. However, intermittent speech noise exerted a large negative effect on performance (g ϭ Ϫ0.80). In contrast, music had a large facilitative effect on performance (g ϭ 1.5). However, this latter result is founded on only two studies. Continuous speech noise was associated with a small negative effect, but the CI contained zero. Nonspeech continuous noise was associated with a small but meaningful effect (g ϭ Ϫ0.24), and a mix of speech and nonspeech noise was associated with a deleterious medium effect (g ϭ Ϫ0.56). Continuous music was associated with a large negative effect, but the sampling error variance was also large.
Outlier analyses. As can be seen in Table 5 , there were four categories with relatively large observed variances for the intermittent speech and nonspeech categories. Outlier analyses were computed for each case. For the intermittent nonspeech noise category, two outliers were identified: Cassel and Dallenbach (1918) and Banbury and Berry (1998, Experiment 2) . Removal of these outliers reduced the observed variance but had little effect on the magnitude of the effect size, as the CI contained zero. For intermittent speech noise, analysis indicated the presence of six outliers: Banbury and Berry (1998, Experiments 2 and 3); LeCompte and Shaibe (1997, Experiment 5); Mech (1953) ; Colle and Welsh (1976, Experiment 1); and Wong et al. (2009) . However, removal of these outliers did not substantially change the mean effect size or the interpretation. It did, however, substantially reduce the observed variance.
The observed variance for intermittent mixed noise was rather large, but there were only three studies involved here. In one case, the effect size was very large (Chatterjee & Krishnamurty, 1972 , g ϭ Ϫ7.64) relative to the other two (Knez & Hygge, 2002, g ϭ Ϫ0.48; Salamé & Wittersheim, 1978, g ϭ Ϫ0.98) . Similarly, of the four studies that examined the effects of continuous music, one exhibited a large effect size (Martin et al., 1988 , Experiment 3, g ϭ Ϫ2.75) relative to the other three (Van Gemmert & van Galen, 1997, g ϭ 0.17; Martin, Wogalter, & Forlano, 1988 , Experiment 1, g ϭ 0.06, and Experiment 2, g ϭ 0.07). Hence, with the exception of one study, continuous music did not substantially impact performance.
Intensity ؋ Duration. According to the maximal adaptability stress theory (Hancock & Warm, 1989) , the intensity and duration of exposure to a stressor should interact directly to influence performance. To evaluate this proposition, moderator analyses were computed for noise intensity within each level of duration. Two separate analyses were computed: (a) dB difference between experimental and control conditions for those studies in which the control group dB was reported and (b) dB of the experimental-only condition in cases in which the control condition consisted of the reported absence of noise or the dB of the control condition was not explicitly specified.
Short duration/dB experimental only. At short durations, low-intensity noise negatively influenced performance (g ϭ Ϫ1.58), a large effect. At high intensity, the effect size was small (g ϭ Ϫ0.26), but the 95% CI did not contain zero (see Table 6 and Figure 8 ).
Long duration/dB experimental only. At long durations and low intensities, a small effect was observed (g ϭ Ϫ0.37), and a slightly smaller negative effect was obtained at higher intensity (g ϭ Ϫ0.30; see Table 6 and Figure 8 ).
Short duration/dB difference. The results for this analysis are shown in Table 6 and Figure 9 . At short durations and lower intensities, differences between experimental and control groups are represented by only three studies. Here, the effect size was actually medium and positive (g ϭ 0.63). However, as might be expected with so few studies, the 95% CI contained zero. Of the three studies, one (Breen-Lewis & Wilding, 1984 , g ϭ 0.67) had an effect size substantially smaller than the other two and in the opposite direction (Breen-Lewis & Wilding, 1984, g ϭ Ϫ1.20; Campbell, Beaman, & Berry, 2002a , Experiment 2, g ϭ Ϫ1.66). For studies with large differences between experimental and control condition, a medium-to-large negative effect was observed (g ϭ Ϫ0.68), and the 95% CI did not contain zero.
Long duration/dB difference. At longer durations and lower intensities, a negligible effect size was observed (g ϭ 0.03), whereas at larger differences a medium-to-large effect size was observed (g ϭ Ϫ0.66).
Duration ؋ Schedule. For continuous noise, a stronger negative effect was observed at longer durations relative to shorter durations, although both effect sizes were relatively small and the CI for the short duration effect contained zero (see Table 7 and Figure 10 ). For intermittent noise, shorter durations were associated with a slightly stronger negative effect on performance, but inspection of the CIs indicates that these two effects are of similar magnitudes.
Task ؋ Noise Type. For speech, there were no studies in the psychomotor or communication categories and only four studies using a perceptual task. However, large effect sizes were observed for the latter category and for cognitive tasks (after the following outliers were removed: Banbury & Berry, 1998, Experiment 2; Barker & Cooke, 2007; Enmarker et al., 2006; Marsh, Hughes, & Jones, 2008; Marsh et al., 2009; Meijer et al., 2006; Wong et al., 2009) . For the psychomotor tasks one outlier was identified (Pollock, Bartlett, Weston, & Adams, 1932) , and for the communication category, there were two outliers (Boggs & Simon, 1988; Smith, 1985a) . In contrast, nonspeech noise was associated with very small effects in these categories and with medium negative effects on psychomotor and communication tasks (see Table 8 and Figure 11 ). With respect to the perceptual and cognitive categories, the effects were small even after removal of one outlier for the former (Cassel & Dallenbach, 1918) and two outliers for the latter (Banbury & Berry, 1998 , Experiment 2; Skowronski & Harris, 2006) . Note that the results reported here are restricted to the speech and nonspeech categories of noise type because of the limited number of studies that used mixed speech/nonspeech or music.
Essentially, the preceding results consist of the main effects and first-order interactions for and between major moderators. The current meta-analysis permits some assessment of nominal secondorder interactions. However, because our primary concern is with how the major patterns of effect are reflected in major theoretical positions, we have not included these latter results in the published work but have reported them for completeness in the supplemental materials.
Discussion
The goals for the present meta-analytic review were to provide quantitative estimates of the effects of noise on performance and to estimate the moderating influence of task characteristics and of Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable. spatial, temporal, and content characteristics of the noise itself. The present results illustrate that noise does have a deleterious effect of small-to-medium magnitude on performance capacity. However, one should not then conclude that all noise has uniformly deleterious effects on all types of task performance. Rather, the magnitudes of noise effects varied widely as a function of noise intensity, its duration, the schedule of exposure, the precise form of noise, and the type of task undertaken as well as the performance measures used to assess it.
Noise generally has only a small effect on the performance of perceptual tasks, except in the case of speech noise (see Table 8 ). This latter effect may be related to greater interference of speech because of the distracting nature of that form of stimulus, an interpretation that would be consistent with the perspective that noise exerts its effects through the information it provides the individual (Hancock & Warm, 1989; Jones, 1993; Macken et al., 2009 ). Psychomotor and communication tasks suffered mediumlevel negative effects, although hierarchical analyses indicated that this trend was stronger for measures of response accuracy than it was for measures of response speed. Consistent with the resourcebased maximal adaptability theory, accuracy in cognitive and communication tasks was most vulnerable to noise effects. With respect to the cognitive tasks, deleterious effects were relatively high when the noise was composed of speech. There was little evidence of any speed-accuracy trade-off across task types or within task categories. In general, when effects were observed, they were stronger for response accuracy compared with response speed.
With respect to the effect of acoustic noise on psychomotor performance, the interpretation of the results is constrained by the limited number of studies using such tasks. This outcome serves to underscore the fact that more research is needed in certain specific areas before any definitive conclusion can be drawn and points to an issue we have raised before ; that is, it is often considered understood and accepted knowledge that a particular form of stress degrades performance. Thus, researchers are averse to conducting studies on supposedly known effects. However, as is clear in the present analysis, a careful perusal of the literature shows that such studies have not been conducted, and the assumption may be based on expectation rather than observed data. The present article serves to highlight where such cases occur specifically in the noise literature.
The Occupational Safety and Health Administration (1983) regulates the maximum duration of exposure to high-decibel continuous noise. The present study confirms that continuous nonspeech noise is somewhat more debilitating than intermittent nonspeech noise, although the overall magnitude of the effect was small (Table 5) . However, the present results also indicate that intermittent schedules of speech noise are more debilitating to performance than continuous noise. Thus, particular forms of current exposure limits may themselves be incomplete, especially when protecting individuals in performance-critical occupations.
These findings confirm (for speech noise) the claim of previous researchers (e.g., Loeb, 1986 ) that intermittent noise proves to be the more disruptive type of noise. Loeb (1986) further argued that intermittent noise is more damaging to performance (a) because there is less opportunity for behavioral habituation and (b) because it is the change in decibel level of the noise (e.g., change from quiet to noise) rather than dB level per se that is the casual influence. This proposition was confirmed in the present pattern of meta-analytic results. That is, when reliable negative performance effects were observed, intermittent noise was generally associated Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable. with a larger effect size than continuous noise. Future programmatic research efforts should therefore seek to systematically manipulate the temporal properties of intermittent noise to specifically and quantitatively address the role of the schedule of intensity change on performance capacity. Furthermore, regulatory bodies need to give more attention to the effects of intermittent noise, especially as behavioral markers, such as performance change, can give early evidence of damaging health effects (see Hancock & Vastmizidis, 1998) .
In addition to the schedule of presentation, the type of noise was an important moderating variable. In general, irrelevant speech was more disruptive than nonspeech, mixed speech/ nonspeech, or music. Indeed, in some instances (e.g., Van
Gemmert & Van Galen, 1997) music actually facilitated performance. However, very few studies have examined the performance effects of music as distracting noise. This omission was noted over two decades ago by Loeb (1986) . This stands as an important omission, especially in light of the modern proliferation of handheld music devices that have made listening to music a potential distracter in a wide range of important occupational circumstances and performance-critical situations. It is therefore important to identify this issue as a crucial societal concern to be addressed by future research.
The stronger effects associated with irrelevant speech relative to other forms of noise suggest that the debilitating effect may come primarily from the distraction away from the task, with irrelevant speech thereby competing for the same attentional resource capacities (Wickens, 2002) . This interpretation is supported by the fact that the negative effect of speech was stronger when the schedule was intermittent rather than continuous. Indeed, this parallel problem may pervade the crucial social issue of distracted driving (Hancock, Mouloua, & Senders, 2008) and especially problems associated with cell-phone use in vehicles (Caird, Willness, Steel, & Scialfa, 2008; Lesch & Hancock, 2004) . It may be that in continuous noise, individuals can adapt to the speech (e.g., habituate to it or learn to ignore it) and thereby reduce its demands on cognitive resources. In contrast, intermittent noise may be more difficult to ignore, thereby making adaptation more difficult to achieve when the noise has meaningful but task irrelevant content. This may also be why speech noise had a stronger effect on cognitive and communication tasks relative to other task categories.
Shorter durations proved more debilitating to performance than longer durations. Such a finding is in contrast to the argument that short-duration exposure may facilitate performance because of the transient arousing effects of noise that can temporarily increase information-processing resources (Broadbent, 1978; Note. k ϭ number of studies included in the analysis; g ϭ weighted mean effect size; s g 2 ϭ the observed variance of the effect sizes; s e 2 ϭ estimate of the variance in effect sizes due to sampling error; s ␦ 2 ϭ s g 2 Ϫ s e 2 (residual variance); s e 2 րs g 2 ϭ proportion of observed variance due to sampling error; 95% CI ϭ 95% confidence interval on g ; N ϭ total number of participants across the k studies included in the analysis. a Outliers removed.
b The effect sizes within studies (i.e., those derived from the same sample of participants) are averaged prior to estimating means and variances. In the moderator analyses, this averaging procedure was conducted within each level of the moderator variable. Warm, Matthews, Corcoran, & Dember, 2002; Poulton, 1976 Poulton, , 1977 . One possible reason for the general negative effect of short-duration noise is that at longer durations, individuals may develop effective coping strategies that allow them to adapt to the noise. In contrast, in shorter durations of exposure, there may be a very limited opportunity for such adaptation to occur. Again, this postulate is deserving of further experimental and modeling evaluation.
Low-intensity noise was more debilitating than high-intensity noise for those studies in which the control condition consisted of the nominal absence of noise, or quiet. This pattern was reversed for those studies in which two levels of intensity were compared. These results were contrary to predictions based on the composite theory, which predicted strong negative effects of high-versus low-intensity noise relative to a quiet control condition. Apparently, the negative effects of noise intensity depend, in part, on the nature of the control condition (quiet vs. lower dB noise). Future research should therefore consider the regular use of at least both of these two comparative control conditions (i.e., quiet and a lower intensity noise).
The pattern of results for intensity may have implications for understanding the unexpected duration effect. The greater performance impairment at lower durations of noise exposure was observed only at lower intensities and in studies in which the control condition consisted of the nominal absence of noise (i.e., a quiet condition; see Table 6 ). This pattern was not observed when the control condition consisted of a lower intensity noise. The duration results may thus result from differences across studies in the intensity of acoustic stimulation in the comparison group. Future studies should therefore precisely specify the decibel level of the control group even when performance in the presence of noise is compared with a quiet condition.
Implications of the Meta-Analytic Results for the Three Theories
Arousal theory. The meta-analytic results provide only very mixed evidence in support of the unitary arousal theory. Consistent with predictions from arousal theory, cognitive and communication tasks did prove more vulnerable to noise impairment than perceptual or motor tasks, and accuracy was more impaired than speed. However, contrary to the predictions of arousal theory, there were differences as a function of noise type and schedule, such that the intermittent/continuous distinction had relatively little impact on nonspeech noise but were substantially different for speech. Perhaps more damaging to the case for arousal theory is that the duration effect was in the opposite direction from that expected: Shorter durations impaired performance more than longer exposures. Effects of intensity and Intensity ϫ Duration were consistent with arousal theory but only for those studies in which the control group consisted of a lower intensity of noise. For those studies in which the control group consisted of the nominal absence of noise, lower intensities were more debilitating-a pattern that was inconsistent with all three theories.
The limited support for unitary arousal theory was not surprising, given that this perspective has proved to have serious limitations (Hancock & Ganey, 2003; Hockey, 1984) . Although there is evidence of an association between arousal and attention related to a dopamine-mediated stochastic process (Sikström & Soderlund, 2007) , the notion of a unitary arousal mechanism underlying all human performance under stress does not adequately account for the complexity of effects. For instance, Hockey and Hamilton (1983) proposed that the effects of stressors on performance can be differentiated by their cognitive patterning and that a single mechanism explanation is therefore unlikely to adequately explain such complex interactive stress effects. In a review of noise effects, Holding and Baker (1987) argued that the evidence indicated that "systematic interactive effects are not due to ͓a͔ simple arousal explanation" (p. 399). They interpreted the inconsistencies in noise effects as due to the tendency of researchers to search for broad generalization of noise effects rather than for specific interactive effects. The present analysis supports this latter view. However, from a dual-arousal perspective (e.g., Thayer, 1978 Thayer, , 1989 , it is possible that the effects of noise differ for energetic versus tense arousal (e.g., Helton, Matthews, & Warm, 2009) . Such effects could not be evaluated in the present meta-analysis, but this pattern does indicate a need for future empirical research to test a dual arousal model.
Composite theory. The results of the meta-analysis support Poulton's (1981a) argument that accuracy is more vulnerable to impairment than speed. However, our findings do not support a masking-of-inner-speech effect (see Poulton, 1979) , as such effects should occur regardless of noise or task type. Further, contrary to such a prediction, greater impairment was observed at shorter durations relative to longer durations. This latter finding is in direct conflict with the arousal/masking mechanism of the composite theory.
Maximal adaptability theory. Predictions from the maximal adaptability model fit the majority of the findings of the present analysis. The negative effect of speech versus nonspeech is particularly instructive, because it is inconsistent with both unitary arousal theory (Broadbent, 1978) and the masking of inner speech, which was the hallmark of composite theory (Poulton, 1979) . Both of these theories predict that the content of the noise would not be expected to exert an effect. That is, noise should increase arousal or mask inner speech regardless of whether the noise is speech or nonspeech. However, the meta-analytic results indicate that speech is much more disruptive to performance than nonspeech noise. The problem for Poulton's (1979) argument is not masking per se but the lack of clarity regarding the definition of inner speech. If taken literally, one would expect that tasks requiring communication would be most disrupted, but this was not supported by the results of the present study. Further, the masking of inner speech (essentially a reduction in the signal-to-noise ratio) should be greater at higher intensities, but as noted earlier, this was not observed. The differences between speech and nonspeech effects could be explained in terms of masking if one assumes that content similar to the inner speech is more disruptive. However, in this case, inner speech would be defined as a cognitive process akin to a resource. It is not clear how Poulton's composite model differentiates masking in terms of a reduction of the signal-to-noise ratio of information to be processed from an attentional mechanism in which the noise diverts resources away from task-related information processing.
Given the problems with unitary arousal theory, the controversy over masking of inner speech, and the fact that the results of this meta-analytic review are inconsistent with both of these latter explanations, an energetic resource model of stress and perfor-mance may well be more appropriate in explaining the extant pattern of noise effects. For instance, the findings with respect to duration of exposure may be related to insufficient time to develop effective strategies for compensatory effort allocation; yet, at longer durations, such skills can develop, and adaptation is more likely. With respect to noise type, speech noise should be more disruptive than nonspeech because such stimulation should be more likely to compete with information-processing resources also needed for effective task performance (Wickens, 2002) . Hence, it may be that the facilitative effects of noise occur through an energetic arousal mediated recruitment of compensatory resources and the allocation of those capacities to maintaining performance (Hancock & Warm, 1989; Hockey, 1997; Kahneman, 1973) . Deleterious effects occur because of the joint effects of task demands and noise on effective adaptation or coping (Hancock & Warm, 1989) , on changes in energetic and tense arousal (Helton, Shaw, Warm, Matthews, & Hancock, 2008; Thayer, 1989) , and on the depletion of available processing capacity to maintain task effort (Cohen & Spacapan, 1978; Hockey, 1997) . In general, the research literature has largely neglected the role of compensatory effort and coping in the relationship between noise and performance, so this interpretation should also be addressed and clarified in future empirical work.
An energetic/resource explanation has received recent support from evidence indicating that the effects of noise on performance may be mediated by the cognitive state of the individual. Helton et al. (2009) tested this possibility in the context of a sustained attention task. They reported that the facilitative effect of noise on a short duration vigilance task was mediated by the level of task engagement of the individual, a state composed of energetic arousal, motivation, and concentration that reflects a core relational theme (Lazarus, 1999) of commitment to effort . If supported by future findings on a variety of tasks and noise characteristics (type, schedule, etc.), this approach could clarify the noise effects proposed by different theories. For instance, in vigilance tasks, noise may facilitate performance by increasing energetic arousal and resource capacity because it adds stimulation to a relatively unstimulating task. In contrast, on more complex cognitive tasks, noise may impair performance because of failures of attention (e.g., to notice events; De Coensel et al., 2009) , disruptions in working memory processing (Jones, 1993; Macken et al., 2009) , or reduction in resource capacity due to compensatory response (Hancock & Warm, 1989; Hockey, 1997) . With respect to these potential mechanisms, future empirical efforts should programmatically investigate the structural versus the strategic effects of noise (Hockey, 1997) .
If noise exerts its effects through affecting (a) resource capacity and (b) strategic allocation of resources (e.g., coping, compensatory effort), then one implication of the maximal adaptability theory is that any one moderator variable is unlikely to show homogeneous effects. Rather, multivariate interactions are likely to predominate. The potential for such joint effects is not a new idea, as Loeb (1981 Loeb ( , 1986 identified the complexity of noise effects and the dependence on task type and form of noise almost 30 years ago. This complexity may be responsible for the inconsistencies in the intensity results, depending on intensity manipulation at short versus long durations (cf. Table 3 vs. Table 6 ). In general, intensity proves less important for noise than it is for other physical stressors, such as thermal exposure and vibration (Conway et al., 2007) , possibly because noise intensity may not influence resource capacity to the same extent as the type and schedule of noise. This anomaly may well result from noise being a relatively new stress in evolutionary terms. Of course, this does not mean that high-intensity noise has no impact on health and well-being or that it does not require regulation in operational settings. Rather, the current results indicate that the derivation of guidelines for controlling noise in mitigation efforts is likely to be successful in protecting performance only if other contextual characteristics are considered. However, we have demonstrated clearly that the empirical research that permits anything more than speculative conclusions regarding a number of these joint interactive effects (Hancock & Szalma, 2008) has been extremely limited. Eventual resolution of the theoretical issues will require that the evident empirical gaps be filled with programmatic empirical research findings.
In our previous meta-analytic reviews (Conway et al., 2007; Hancock et al., 2007) , the intensity and duration of the physical stressor proved to be key moderating variables. These can be interpreted as forms of information structure and information rate, respectively. Information structure refers to the organization of task elements; it is spatial in character. In the context of the present study and our previous meta-analytic reviews, intensity refers to the amplitude of vibration, sound waves, or kinetic energy (temperature) and is thus primarily a spatial feature. In the maximal adaptability model, information rate and information structure are necessarily contingent dimensions. Thus, one cannot have a structure without a necessary temporal component and, in parallel, rate cannot exist without any form of accompanying structure. Intensity proves to be a pertinent illustration of this necessary relationship. Here, the temporal dimension of frequency (e.g., oscillations per second) emphasizes the rate aspect of the model, and in a comparable fashion, its amplitude reflects the information structure component of the model. This latter characteristic illustrates the varying degree to which information structure is resident in the environment. For instance, pure tones contain minimal informational structure for the human observer, whereas more complicated amplitude patterns (e.g., speech) represent a much greater degree of information structure for the human listener. For other animals, human speech contains comparatively less information but is still far from meaningless noise.
In the case of noise, intensity and duration variables did moderate stress effects, but it was the content and schedule of noise exposure that were the dominant influences. From the perspective of the maximal adaptability theory, noise content represents a form of the information structure dimension (with speech providing more information than nonspeech noise), whereas schedule is a form of information rate. The pattern of effect sizes for Noise Schedule ϫ Noise Type analyses followed the form predicted by the theory. For instance, intermittent nonspeech noise had a negligible effect (g ϭ Ϫ0.07) on performance (and this combination falls within the region of relatively stable performance; see Figure  4 ). In contrast, intermittent speech-based noise had a large effect (g ϭ Ϫ0.83; see Table 5 and Figure 7) .
One implication of this interpretation is that, for a given task, if the parameters of both noise and task could be manipulated quantitatively, one could derive a function that predicts the level of each parameter at which the thresholds occur (see Figure 5) . Most experiments investigating noise have adopted the traditional cate-gorical approach of experimental psychology. We suggest that in the future, this approach be at least augmented by a mathematical modeling approach by which the stress-adaptation functions can be estimated a priori for a set of parameters. This approach would permit a more fine-grained analysis of noise effects on cognitive tasks than was possible to achieve in the present meta-analysis. Future work to establish such an analysis of effects would serve to improve the precision of theoretical models and to potentially increase the effectiveness of mitigation efforts in operational settings.
Importance of Change
As indicated previously, the current results with respect to the schedule and intensity of noise exposure support Loeb's (1986) contention that change in the pattern of noise constitutes a crucial variable that moderates the relationship between noise and performance. Indeed, recent evidence indicates that unpredictable change in environmental input (including the task itself) may be one of the most significant sources of stress. For instance, Helton et al. (2008) reported that changes in demand level of a vigilance task imposed greater levels of distress relative to conditions in which the demand remained constant.
The importance of change in determining noise effects was also noted in Jones's (1993; Macken et al., 2009 ) object-oriented episodic record model. Recall that according to this model, events, or objects (both speech and nonspeech), are segmented and organized into streams of sequential events that are linked. Noise impairs performance by disrupting the links between objects in working memory. However, this model limits its scope to serial recall tasks, and it explicitly indicates that disruption occurs only on tasks that impose such working memory demands.
A broader approach to explaining noise effects in terms of change was reported by De Coensel et al. (2009) , who proposed a model of sound perception based on notice events. A notice event is defined as the conscious awareness of an epoch of sound. Essentially, noise has an effect only if it is noticed, where the latter function is determined by the level of attention, sound intensity, and strength of habituation to the stimulus. De Coensel et al. presented a computational model of the effects of noise on annoyance. Unfortunately, annoyance represents a subjective state that may or may not generalize to more objective performance effects, which are the present primary concern. However, these authors did suggest the possibility of application of their model to performance effects, and they noted the importance of linking the parameters of their model to patterns of performance outcomes observed in empirical research. The current meta-analysis serves to provide a definitive summary of such patterns to test their model. The notice event model is consistent with main effects for noise type and schedule observed in this study (i.e., noise is presumably more noticeable if it is composed of intermittent speech), but the capacity of this model to explain the task differences and interactions remains to be determined. Nevertheless, the current results are consistent with the argument that variation in acoustic noise can impair performance, possibly by diverting attention.
Relevance of Noise Research in the 21st Century
It is interesting that now, a quarter century after Loeb (1986) identified the need for more research on speech noise and the interaction of noise type with other variables, the current review indicates that in the intervening interval, there have been only relatively limited efforts to resolve such issues. We are, of course, aware of the waxing and waning of interest in many topics of psychological research. With respect to noise, it may be that as Western economies have moved from an emphasis on manufacturing to more service and information-processing work, the issue of industrial noise may seem to be less crucial than it once appeared. Indeed, our meta-analytic review revealed that the number of studies of noise effects on performance has, in general, declined markedly across the immediately preceding decades. However, noise persists as a source of stress in both civilian (e.g., office noise) and military (e.g., combat operations; Humes, Joellenbeck, & Durch, 2006) contexts. It is therefore our contention that noise should continue to be investigated because of its presence in numerous occupational and residential environments. Indeed, the present results point to the importance of speech-based noise interference, which the ubiquitous modern cell phone serves to induce in many modern settings. Further, modern personal technological devices, such as iPods, generate a strong potential for deleterious effects of noise on performance, not to mention health and general well-being. The results of the present metaanalysis indicate that the regulation of noise in these environments should not be based on the assumption of equivalency across all circumstances. When evaluating the performance effects of noise, researchers and practitioners should consider not only the intensity and duration of noise but also the content and schedule of the exposure and the type of task being performed.
Boundaries of Meta-Analysis: A Threshold for Effect Sizes
During the course of our work, it has become clear that there are some interesting boundaries associated with the meta-analytic technique itself. On the most simplistic level, it is clear that any meta-analytic procedure has to use information for at least two separate, independent effect sizes. However, in reality, it may well be that there is a minimum effective number to provide some degree of insight into collective trends. In keeping with previous magic numbers in psychology, we suggest that this might be (arbitrarily) set at seven separate effect sizes. In our present work, we have seen basic, interactive effects at the second-order level that generally exceed this (see Tables 4 -8) , and we even have third-order interactions in which we have a collection of effect sizes that exceeds this number. In the present case, these results are presented externally from the printed material (see the supplemental materials). All of these issues pertain to the minimum level for sufficient information aggregation. However, there is perhaps an even more interesting threshold that lies at the upper boundary of effect sizes in the analysis of a single moderator. In this simple case, one reaches a certain value of overall effect (e.g., a value for Hedges's g) in which to significantly alter that value-say, to take the overall effect from a weak or small level to a medium levelone would have to introduce a single effect value that would be naturally rejected by the rules of selection. In a previous meta-analysis, for example (see Hancock, Ross, & Szalma, 2007) , we had to reject one single effect that was calculated at a value of 17 because it fell so far from the mean level established by all other studies.
We posit, therefore, that it may be possible to derive a description of this threshold that is contingent on the values chosen as criteria for describing the magnitude of a mean effect size (e.g., small, medium, large). We have not provided such a formal calculation, but we believe in the present meta-analysis that we have reached this value for certain of the main effects reported. Of interest, this could serve as a stopping rule for meta-analytic procedures. It also suggests that a repository of established knowledge can be sequentially achieved by identifying which factors are likely to induce the greatest shift in effect size magnitude. The empirical studies that would then be needed to create such a shift in understanding of a phenomenon would generate interesting paradigmatic questions.
Summary
In summary, existing theoretical accounts of noise effects based on arousal or masking effects were largely not supported by the present meta-analytic review. A better explanation derives from the maximal adaptability theory (Hancock & Warm, 1989 ) and a resource-based model of compensatory effort (Hockey, 1997) that describes the relation between noise and task characteristics and the adaptive response of the individual. From this perspective, intermittent speech noise of relatively short duration is most disruptive because it consumes information-processing resources that the individual cannot effectively replenish through compensatory effort because of the limited exposure to the stressor. In contrast, for conditions of continuous noise of longer duration, individuals can develop more effective coping strategies. An implication is that with repeated training sessions, one may be able to develop effective coping for intermittent short-duration speech noise. Still, this is an empirical question. We are also unaware of studies using multiple sessions or longitudinal approaches for the mitigation of performance degradation under conditions of noise stress. These could be a fruitful avenue for future empirical research and one that more closely approximates multiple stress exposures representative of operational environments (e.g., see Hancock & Pierce, 1985) . Next, our conclusions are summarized.
1. Arousal and masking may play a role under some conditions (e.g., tasks requiring communication), but they are unlikely to be the central explanatory concepts for noise effects as proposed by Poulton (1979) . However, future research should more thoroughly examine the differential effects of noise on energetic versus tense arousal.
2. A resource-based approach to stress, performance, and adaptation can explain most of the effects observed. The overall pattern of findings is most consistent with the resource-based theory of Hancock and Warm (1989) compared with other competing theoretical constructs.
3. Consistent with the observations of Broadbent (1978) , Poulton (1979) , and Loeb (1986) , intermittent noise is more disruptive than a continuous schedule.
4. These effects occur more strongly with speech noise and for resource-demanding cognitive tasks.
5. Poulton's (1981a) argument that accuracy should be more susceptible than speed to noise effects has been confirmed.
6. Loeb's (1986) argument that the intensity itself may not be of central importance was supported by the evidence presented here.
7. The divergence in intensity effects as a function of noise manipulations suggests that future researchers should consider either the inclusion of two control groups (i.e., quiet condition as well as lower dB noise) and that the intensity of the quiet condition be measured and specified in all publications of noise effects.
8. Future empirical research should examine potential differences in structural versus strategic effects of noise exposure.
