SOIL BULK DENSITY EFFECTS ON RUNOFF ESTIMATION by Pugh, Colton
University of Kentucky 
UKnowledge 
Theses and Dissertations--Biosystems and 
Agricultural Engineering Biosystems and Agricultural Engineering 
2020 
SOIL BULK DENSITY EFFECTS ON RUNOFF ESTIMATION 
Colton Pugh 
University of Kentucky, colton.pugh@uky.edu 
Author ORCID Identifier: 
https://orcid.org/0000-0001-8923-4054 
Digital Object Identifier: https://doi.org/10.13023/etd.2020.172 
Right click to open a feedback form in a new tab to let us know how this document benefits you. 
Recommended Citation 
Pugh, Colton, "SOIL BULK DENSITY EFFECTS ON RUNOFF ESTIMATION" (2020). Theses and 
Dissertations--Biosystems and Agricultural Engineering. 69. 
https://uknowledge.uky.edu/bae_etds/69 
This Master's Thesis is brought to you for free and open access by the Biosystems and Agricultural Engineering at 
UKnowledge. It has been accepted for inclusion in Theses and Dissertations--Biosystems and Agricultural 
Engineering by an authorized administrator of UKnowledge. For more information, please contact 
UKnowledge@lsv.uky.edu. 
STUDENT AGREEMENT: 
I represent that my thesis or dissertation and abstract are my original work. Proper attribution 
has been given to all outside sources. I understand that I am solely responsible for obtaining 
any needed copyright permissions. I have obtained needed written permission statement(s) 
from the owner(s) of each third-party copyrighted matter to be included in my work, allowing 
electronic distribution (if such use is not permitted by the fair use doctrine) which will be 
submitted to UKnowledge as Additional File. 
I hereby grant to The University of Kentucky and its agents the irrevocable, non-exclusive, and 
royalty-free license to archive and make accessible my work in whole or in part in all forms of 
media, now or hereafter known. I agree that the document mentioned above may be made 
available immediately for worldwide access unless an embargo applies. 
I retain all other ownership rights to the copyright of my work. I also retain the right to use in 
future works (such as articles or books) all or part of my work. I understand that I am free to 
register the copyright to my work. 
REVIEW, APPROVAL AND ACCEPTANCE 
The document mentioned above has been reviewed and accepted by the student’s advisor, on 
behalf of the advisory committee, and by the Director of Graduate Studies (DGS), on behalf of 
the program; we verify that this is the final, approved version of the student’s thesis including all 
changes required by the advisory committee. The undersigned agree to abide by the statements 
above. 
Colton Pugh, Student 
Dr. Dwayne Edwards, Major Professor 
Dr. Donald Colliver, Director of Graduate Studies 
   
 
   
 
 
 
 
 
SOIL BULK DENSITY EFFECTS ON RUNOFF ESTIMATION 
 
 
 
 
THESIS 
 
 
A thesis submitted in partial fulfillment of the requirements for the degree of Master of 
Science in Biosystems and Agricultural Engineering in the Colleges of Agriculture and 
Engineering at the University of Kentucky 
 
By  
Colton Craig Pugh 
Lexington, Kentucky  
Director: Dr. Dwayne Edwards, Professor of Biosystems and Agricultural Engineering  
Lexington, Kentucky  
2020  
 
 
 
Copyright © Colton Craig Pugh 2020 
https://orcid.org/0000-0001-8923-4054 
 
   
 
 
 
 
 
 
 
ABSTRACT OF THESIS 
 
 
SOIL BULK DENSITY EFFECTS ON RUNOFF ESTIMATION 
 
Urbanization has long been a major factor in the hydrology of surrounding areas. 
Engineers are commonly tasked with mitigating the extra runoff that urbanization brings 
with it. The NRCS Curve Number (CN) method is a commonly-used approach to 
predicting the amount of runoff that will be experienced from a given area. However, 
this method is known to be highly simplified in model of the processes involved. This 
study focused on determining the relationships between soil bulk density, simulated 
rainfall events, hydrologic soil group (HSG) and runoff estimation (specifically via the 
NRCS CN method). It was determined that soil bulk density has a significant relationship 
to CN and runoff estimation. Simulated rainfall events had a different relationship to CN 
and runoff depending on the HSG in question. Hydrologic soil group was found to be 
significantly related to both CN and runoff, but the HSG effect is relatively weak. In 
general, it was determined that the recommended NRCS CN values were lower than 
experimentally determined CN values. Future studies can build on this work to explore 
empirical relationships that would enable adjustments to recommended NRCS CN 
values as a function of soil bulk density. 
 
KEYWORDS: Runoff, curve number, bulk density, hydrologic soil group 
 
 
 
              Colton Craig Pugh 
(Name of Student) 
 
                    04-28-2020 
            Date 
 
   
 
   
 
 
 
 
 
 
 
SOIL BULK DENSITY EFFECTS ON RUNOFF ESTIMATION 
 
 
By 
Colton Craig Pugh 
 
 
 
 
 
 
 
Dr. Dwayne Edwards 
Director of Thesis 
 
Dr. Donald Colliver 
Director of Graduate Studies 
 
 04-28-2020 
               Date 
   
 
 
 
  
 
 
 
 
 
 
 
 
For my family
   
 
iii 
 
Acknowledgements 
 I would like to thank my committee for their help throughout my project. First 
my advisor, Dr. Edwards, for providing me the guidance and support when needed. I 
would also like to thank Dr. Lee for providing his knowledge and labor when need. 
Lastly, I thank Dr. Ford for providing his time and knowledge through his classes. 
 I also owe a huge thank you to Roger Rhodes. Without Mr. Rhodes’s labor and 
help this project could not have been completed as efficiently as it was. 
 Finally, I would like to thank my family and friends for their support while doing 
this research. Without their love and support none of this was possible. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
iv 
 
Table of Contents 
Acknowledgements ............................................................................................................. iii 
List of Tables ....................................................................................................................... vi 
List of Figures ..................................................................................................................... vii 
Chapter 1: Introduction ...................................................................................................... 1 
1.1 Urbanization .............................................................................................................. 1 
1.2 Hydrologic Impacts of Urbanization .......................................................................... 1 
1.2.1 Runoff Volumes .................................................................................................. 2 
1.2.2 Runoff Rates ....................................................................................................... 4 
1.2.3 Water Quality ..................................................................................................... 6 
1.3 Mitigating Hydrologic Impacts .................................................................................. 6 
1.3.1 Best Management Practices ............................................................................... 7 
1.3.2 Urban Green Space ............................................................................................. 7 
1.3.3 Stormwater Uses ................................................................................................ 9 
1.4 NRCS Curve Number Method .................................................................................... 9 
1.4.1 Hydrologic Soil Groups ..................................................................................... 11 
1.4.2 Land Use and Cover .......................................................................................... 12 
1.4.3 Antecedent Runoff Condition ........................................................................... 13 
1.5 Limitations of the NRCS Curve Number Method .................................................... 14 
1.5.1 Map Accuracy ................................................................................................... 15 
1.6 Potential Effects of Soil Bulk Density ...................................................................... 15 
1.7 Conclusion ............................................................................................................... 17 
Chapter 2: Objectives ........................................................................................................ 18 
Chapter 3: Materials and Methods ................................................................................... 19 
3.1 Soil Sample Collection ............................................................................................. 19 
3.2 Soil Container Construction .................................................................................... 20 
3.3 Rainfall Simulator .................................................................................................... 21 
3.4 Physical Configuration ............................................................................................. 23 
3.5 Runoff Sampling ...................................................................................................... 25 
3.6 Assessment of Bulk Density and HSG Effects .......................................................... 28 
3.7 Assessment of Multiple Rainfall Event and HSG Effects ......................................... 29 
   
 
v 
 
Chapter 4: Results and Discussion .................................................................................... 30 
4.1 Effects of Soil Bulk Density and HSG ....................................................................... 30 
4.1.1 Discussion of Soil Bulk Density Effects ............................................................. 34 
4.1.2 Discussion of HSG Effects ................................................................................. 35 
4.2 Effects of Multiple Rainfall Events and HSG ............................................................ 36 
4.2.1 Discussion of Simulated Rainfall Event and HSG Effects .................................. 39 
4.3 Curve Number Comparison ..................................................................................... 41 
Chapter 5: Conclusions ..................................................................................................... 43 
Appendix A: Data Collection Sheets ................................................................................. 45 
Appendix B: Drawings ....................................................................................................... 99 
Appendix C: Calibration Notes ........................................................................................ 103 
Appendix D: ANOVA Reports .......................................................................................... 105 
Appendix E: Additional Data ........................................................................................... 130 
Appendix F: Additional Photos ....................................................................................... 132 
References ...................................................................................................................... 141 
Vita .................................................................................................................................. 150 
 
 
  
   
 
vi 
 
List of Tables 
Table 1: CN vs. HSG for example application. ................................................................... 12 
Table 2: Runoff vs. HSG for example application. ............................................................ 12 
Table 3: CN and Runoff vs. Land Use for example application. ........................................ 13 
Table 4: Simulated rainfall pressure vs. intensity. ............................................................ 23 
Table 5: Raw data from experiment on soil bulk density and HSG effects ...................... 30 
Table 6: CN means and standard deviations. ................................................................... 31 
Table 7: Runoff means and standard deviations (cm). ..................................................... 32 
Table 8: Time to runoff means and standard deviations (s). ............................................ 33 
Table 9: Runoff:rainfall ratio means and standard deviations (%). .................................. 34 
Table 10: Raw data from experiment on multiple rainfall event and HSG effects........... 37 
Table 11: CN means and standard deviations. ................................................................. 38 
Table 12: Runoff means and standard deviations (cm). ................................................... 38 
Table 13: Time to runoff means and standard deviations (s). .......................................... 39 
Table 14: Runoff:rainfall ratio means and standard deviations (%). ................................ 39 
Table 15: Average CN measured vs expected CN. ............................................................ 41 
Table 16: Actual runoff vs expected runoff. ..................................................................... 42 
 
  
   
 
vii 
 
List of Figures 
Figure 1: Example hydrograph of urban vs. rural stream. .................................................. 4 
Figure 2: Runoff vs. soil bulk density (Blanco-Canqui et al., 2016)................................... 16 
Figure 3: Soil container rendering. ................................................................................... 21 
Figure 4: Soil container during a run................................................................................. 24 
Figure 5: Soil container with gutter installed (left edge of container). ............................ 25 
Figure 6: Worker collecting samples. ................................................................................ 26 
 
 
 
 
 
 
 
 
   
 
1 
 
Chapter 1: Introduction 
1.1 Urbanization   
Urbanization is considered one of the largest challenges facing water resources 
professionals and policy makers (Cappiella et al., 2012; Coles et al., 2012). According to 
the 2010 US Census, 71.2% of the United States population lives within urbanized areas, 
defined as centers with ≥ 50,000 residents (US Census Bureau, 2012). Kentucky, and 
Lexington in particular, are part of this larger national trend. The US Census Bureau 
(2012) reported that the population of Lexington has grown by nearly 100,000 residents 
(43.7%) since 1990. More recent figures indicate that Lexington’s metro area has 
experienced 7.1% growth between 2010 and 2016, well above the 4.5% national 
average (US Census Bureau, 2012). 
Urbanization is accompanied by increased housing (apartments, townhouses 
single-family dwellings, etc.), industrial parks, roadways and retail centers. This type of 
development is, in turn, associated with increased impervious surfaces. Cappiella and 
Brown (2001) have estimated that the impervious fraction can increase from as little as 
2% (undeveloped pasture, meadow or forest) to as high as 90% (heavy commercial 
development).  
1.2 Hydrologic Impacts of Urbanization 
Among the direct and immediate effects of urbanization is inhibition of 
infiltration and promotion of runoff (Stankowski, 1972). Runoff can be defined in two 
separate ways: as a volume and as a rate. While both definitions can address the same 
events, it is important to note the differences. A volume will describe the total amount 
of runoff experienced while the rate defines how fast the runoff occurred. Flooding 
being the major issue caused by excessive runoff is more of a function of runoff rate of 
an event as compared to the runoff volume of an event (Kao and Govindaraju, 2007; 
Nejc et al., 2018). How fast the water gets to streams determines the severity of the 
flood more than the total volume of water that is seen by the stream during an event. 
Additional impacts can result from these landscape alterations, and considerations of 
safety and property require that they be understood and mitigated to an appropriate 
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degree. The following paragraphs describe some of urbanizations more prominent 
hydrologic impacts along with mitigation strategies.  
1.2.1 Runoff Volumes 
 Runoff is defined as rainfall less abstractions (USDA, 1986). Abstractions are, in 
turn, defined as rainfall that does not become runoff. Abstractions include surface 
depressions, water intercepted by vegetation, evaporation, and infiltration. Of these, 
infiltration has been found to be the most significant abstraction (Ponce and Hawkins, 
1996). Infiltration can be defined as vertical flow of water through a porous medium 
(such as soil) driven by hydraulic gradients. Both total infiltration and infiltration rates 
are known to increase with increasing effective soil pore diameter (Ankeny et al., 1990; 
Lipiec et al., 2006). Based in the importance of infiltration in controlling runoff (and 
flooding), several studies have been undertaken to evaluate the impacts of urbanization 
on runoff as a result of changes in infiltration.  
Urbanization affects infiltration, and thus runoff, through two major 
mechanisms: increased impervious surfaces (Stankowski, 1972) and increased 
compaction (Santikari et al., 2017). Impervious surfaces can be any material overlying 
the soil that prevents rainfall from infiltrating the soil below it. Common examples in 
urban settings are roads, parking lots, and buildings. When infiltration cannot occur, the 
rainfall must run off or be detained on the surface. Surface detention, however, typically 
constitutes only a small proportion of rainfall, which means runoff will tend to increase 
with increasing impervious surface (USDA, 1986). Impervious surfaces have been 
studied and related to increases in runoff totals (Booth, 1991; Booth and Jackson, 1997; 
Lee and Heaney, 2003; Shuster et al., 2005; Aichele and Andresen, 2013). Studies have 
additionally explored this relationship to use impervious surfaces as a direct predictor 
on these increased totals (Chormanski et al., 2008). Urbanization is a direct cause of 
increases in impervious surfaces and, in turn, an increase in runoff volumes (Stankowski, 
1972; Salerno et al., 2018). 
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Urbanization has also been identified as the cause of extensively modified soils 
due to physical mixing during and compaction during construction (Santikari et al., 
2017). Compaction can be defined as the rearranging of particles so that they are more 
closely connected or dense and occurs as the result of pressure being applied to the soil 
surface. This process normally occurs at the expense of voids/pores within the soil. As a 
result, the remaining pores that allow water and air to be held and transmitted within 
the soil are made smaller. According to Poiseulle’s law, flow of a fluid through a porous 
medium is proportional to the fourth power of the effective pore diameter within that 
medium. The direct implication is that, when a soil becomes compacted, infiltration into 
that soil will be dramatically affected (e.g., reducing pore size by one-half can reduce 
flow by one-sixteenth). Large structures cause compaction, however rainfall never 
reaches this compact soil as it is diverted off the building and to the surrounding area or 
stormwater system. All relevant research focuses on greenspaces, such as parks and 
lawns, that sometimes occur in urban areas. Such research often concludes that 
compaction of urban soils occurs due to intensive human activities such as casual foot 
traffic and recreation (Yang and Zhang, 2011). Studies such as that reported by Koncoro 
et al. (2014) demonstrate that the effects of compaction greatly reduced average 
effective soil pore diameter with corresponding reductions in conductive properties.  
Additional studies have been conducted to demonstrate the larger-scale effects 
of urbanization on runoff volumes, including watershed-scale comparisons of urbanized 
and rural areas. Results indicated that, as anticipated, higher runoff volumes were 
observed from urbanized areas (Carter, 1961; Anderson, 1968; Leopold, 1968; Tourbier 
and Westmacott, 1981) than relatively undeveloped areas. Ray et al. (2010) reported, 
among the variables and practices that they considered, slowing the rate of urban 
development played the greatest role in reducing modeled flood predictions. More 
detailed research indicates that not only development, but also the type of 
development (e.g., conventional curvilinear, urban cluster, coving, and new urbanism; 
Brander et al., 2004) can have impacts of runoff volumes. Using modeling and the NRCS 
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CN method, they found that runoff volumes were in fact impacted by the type of 
development that was occurring. 
1.2.2 Runoff Rates 
 Storm water control became a critical issue for cities as they rapidly expanded. 
Streams that formerly conveyed storm water flows from forests and agricultural fields 
were now conveying much larger flows from urban runoff (Dams et al., 2009; Walsh et 
al. 2012).  Streams draining urban areas also experienced substantially higher flow rates 
(Carter, 1961; Anderson, 1968; Leopold, 1968; Tourbier and Westmacott, 1981), as 
demonstrated in the Figure 1 (Dams et al, 2009): 
 
Figure 1: Example hydrograph of urban vs. rural stream. 
 Even for a given runoff volume, runoff rates in urbanized settings are increased 
due to decreased travel times from the origin of runoff to the point of measurement 
(McCuen, 1979; Konrad and Geological Survey, 2003). Travel times are affected by three 
main variables: travel distances, surface roughness, and surface detention. As discussed 
in subsequent paragraphs, urbanization has non-compensating impacts all three of 
these variables, leading to overall decreases in travel times. 
 Urbanization typically results in shorter travel distances for runoff. McCuen 
(1979) attributed this to the prevalence of storm sewer systems which were intended to 
collect the runoff and then transport it to streams. This has been accomplished by 
designing systems that utilize underground pipes to move water by using the shortest 
path possible, which minimizes excavation and material costs. These shorter pathways 
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cause changes to the timing of storm flows; more specifically, peaks tend to occur more 
quickly, and the total duration of flow is decreased. 
 Urbanization also causes physical alterations to the surfaces over which runoff 
occurs, resulting in surfaces that are smoother relative to undeveloped conditions. The 
physical process of runoff is a form of open-channel flow, which is commonly described 
in engineering practice by Manning’s equation. Surface roughness is parameterized 
using “Manning’s n,” where higher n-values correspond to rougher surfaces. The 
velocity of overland runoff flow is specified in Manning’s equation as inversely 
proportional to n-value. Thus, the velocity of flow over concrete and pavement, with an 
n-value of roughly 0.013, would be about eight times greater than that over a forested 
surface having an n-value of 0.10, with all other factors being equal. The higher 
velocities will further worsen the effects caused by the shorter travel distances 
discussed just earlier.  
 Finally, urbanization can cause a reduction in depression storage (ASCE, 1993; 
WEF/ASCE, 1998; Butler and Davies, 2000). These depressions aid in capturing the 
runoff and allowing more time for it to infiltrate and/or evaporate. Urban development 
tends to replace the naturally occurring and relatively large depressions with smaller, 
more regular depressions as a result of mechanical grading. Of course, urbanization can 
also eliminate depressions altogether by creation of relatively smooth impervious 
surfaces. The net effect of reducing the depressions is to promote more runoff. Thus, 
urbanization tends to lead to more, and faster-flowing, runoff.  
 The increased runoff and runoff rates within an urbanized watershed have also 
been shown to increase the magnitude and occurrence of design flood events. For 
example, a 100-yr flood event before urbanization would have a lower flow rate and 
peak water surface elevation as compared to a 100-yr flood event that occurs after 
urbanization (Hollis, 1975). In a case study using historical data for Los Angeles, 
California by Sheng and Wilson (2009), urbanization increased the 50-yr flood peak from 
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~5500 cfs to 9000 cfs. These relatively high flows then cause both direct flooding 
impacts and issues with the streams that are conveying them. 
1.2.3 Water Quality 
 Even though water quality is not a focus of this study, it is important to note the 
negative impacts of urbanization on surface water quality. In two different studies, 
Wang and Zhang (2011) and McCarthy et al. (2018), historical water quality data were 
used to evaluate the effects of development on surface water quality. Both discovered 
that with urbanization comes negative impacts to water quality such as increased 
turbidity, increased chlorophyll concentration (algae), and increased in total 
phosphorus, total nitrogen, and orthophosphate (or soluble reactive phosphorus). 
Larger runoff volumes lead to the need for streams to convey larger flows 
(Konrad and Geological Survey, 2003; Dams et al., 2009). These larger flows have been 
found to be a major contributor to commonly observed stream ecosystem degradation 
(Walsh et al., 2005; Wenger et at., 2009). Deterioration of stream ecosystems can lead 
to surface water quality issues that can be experienced on a watershed size scale. 
Studies such as those reported by Agouridis et al. (2007) and Filoso and Palmer (2011) 
also show the benefits that restored streams can produce when they are returned to an 
original, undisturbed state.  
1.3 Mitigating Hydrologic Impacts 
 Before management practices were recognized as reasonable and viable 
solutions to runoff issues, cities often would consolidate and collect the runoff to 
convey it downstream as quickly as possible. However, this did not alleviate the impacts 
on the receiving streams as described in 1.2.3. Without management practices 
communities downstream often felt the effects of increased flooding due to 
developments upstream of them. Further complicating this issue, continued 
development and high intensity rainfall events associated with climate change in areas 
can lead to runoff capacities that exceed what previously constructed storm water 
systems were designed to convey (USGCRP, 2009; Shongwe et al., 2011; Trenberth, 
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2011). These conditions have created a need for better flood mitigation systems to 
handle urban storm water runoff. 
1.3.1 Best Management Practices 
Researchers discovered, based on results described earlier, that it is beneficial to 
implement measures that promote infiltration of runoff originating in urban areas. This 
has led to the development of many best management practices (BMPs) for stormwater 
that have subsequently been adopted and recommended by the Environmental 
Protection Agency (EPA). Common stormwater management practices include (but are 
not limited to) rain gardens, detention basins (i.e. dry swales), retention basins (i.e. 
ponds), and permeable pavement. Each of these practices mitigates two of the factors 
that are associated with higher runoff rates (see Section 1.2.2): decreased infiltration 
rates and decreased travel distances. Each of these management practices has benefits 
as well as drawbacks, and the specific practices used in each situation are often chosen 
on a case by case basis (EPA, 2004). Cities are then given the flexibility to implement 
practices deemed as most applicable and beneficial for their circumstances.   
Proper stormwater management is currently a legal requirement for many cities 
(Burszta-Adamiak, 2012). The EPA monitors cities across the United States for violations. 
Lexington, Kentucky is an example of a city that has had legal action taken against it due 
to stormwater management violations. As a result of the court ruling that Lexington was 
in violation of the Clean Water Act, Lexington agreed to the “Consent Decree.” This 
decree is an agreement for Lexington to become compliant with EPA stormwater 
regulations by the year 2026. The consent decree, and Lexington’s efforts to become 
compliant, has created an increase in demand for design and implementation of 
stormwater best management practices.  
1.3.2 Urban Green Space 
BMPs are not the only way to mitigate excess stormwater; another is to leave 
undeveloped greenspaces such as parks and lawns. While we know from Section 1.2.2 
that undeveloped areas infiltrate better than developed areas, it has been found that 
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greenspaces in urban areas do not perform equally to greenspaces in undeveloped 
areas. Greenspace in urban areas is often a significant attraction for people. Festivals, 
recreational sports, and park activities all draw foot traffic to greenspaces which can 
cause a sealing effect on the surface of the soil due to compaction. This means that the 
soil will no longer act as it would in its original undisturbed state. Human activity is not 
classified as a large load on the soil (Dornauf and Burghardt, 2000; Yang et al., 2005), so 
the compaction experienced due to this foot traffic is often only evidenced in the first 
few centimeters of soil depth (Burghardt, 1994), which gives rise to the “sealing” effect. 
It is important to note that measurements of soil bulk density in such areas might not 
detect the sealing effect unless very shallow measurements and/or soil samples are 
collected. As discussed in section 1.2.1, the increase in compaction (creating a higher 
bulk density) causes an increase in runoff from the area that is not noted if bulk density 
measurements are taken below the first few inches of soil in the areas. 
The effect of land use cover on the amount of runoff from a given area should 
not be neglected. Studies indicate that different environments can yield different runoff 
totals even if they are only a few kilometers apart and have similar soils (Dunjó et al., 
2004). Many researchers have additionally demonstrated that undisturbed land has less 
runoff than land that is being used for agricultural crops and forest impacted by 
deforestation (Mohammad and Adam, 2010; Peng and Wang, 2012). However, some 
studies have concluded that the root structure from the plants can slightly increase the 
soil bulk density of the immediate surrounding soil (Kodesová et al., 2015). The increase 
in soil bulk density is very small and is likely offset by the ability of land cover to reduce 
the velocity of the runoff (McCuen, 1979; Huang and Zhao, 2013). The more time runoff 
spends on the ground surface, the amount of runoff that infiltrates into the soil 
increases (Blanco et al. 2004; Huang and Zhao, 2013). It is also important to note that 
these greenspaces are often small fractions of the total watersheds in urbanized areas. 
These greenspaces are most often required to receive runoff from upstream areas as 
well as direct precipitation. If an upstream area has impermeable surfaces, the amount 
of runoff into and through the greenspace is likely to be higher (Sun et al., 2013). These 
   
 
9 
 
studies make it reasonable to conclude that even if areas are greenspaces, upstream 
land cover and use can have significant impacts on the amounts of runoff that soils of 
the area can handle.  
1.3.3 Stormwater Uses 
Stormwater has potentially beneficial uses, including being used to replenish 
groundwater supplies in areas where municipal services or agriculture activities draw 
upon the groundwater (Porse and Pincetl, 2019). In addition, stormwater can be used to 
offset water demands within communities by providing a viable source of untreated 
drinking water. The runoff can be collected and stored in holding ponds that can then be 
drawn from in times of drought. To address water quality issues, stormwater 
management structures can be implemented to reduce contamination (Davis et al., 
2003; Houng and Davis, 2009).  
1.4 NRCS Curve Number Method 
Whether the objective regarding stormwater is to mitigate its effects, gain 
beneficial use from it, or both, there is a need for the ability to accurately predict runoff 
in an urbanized area. Increased runoff is expected; however, it is helpful to be able to 
accurately predict the increased amount so that systems can be designed to meet a 
city’s needs. The National Resource Conservation Service (NRCS) developed a method 
known as the NRCS Curve Number (CN) method, which is the most used runoff 
prediction method in present in contemporary use. This method was developed by the 
Soil Conservation Service (now the USDA-NRCS division) in the 1950’s (Rallison, 1980). 
The most fundamental computation of the method is the estimation of runoff as a 
function of rainfall and abstractions, given by: 
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𝑄𝑄 =
(𝑃𝑃 − .2𝑆𝑆)2
𝑃𝑃 + .8𝑆𝑆
,𝑃𝑃 > 0.2𝑆𝑆 
𝑄𝑄 = 0,𝑃𝑃 ≤ 0.2𝑆𝑆 
(1) 
 𝑆𝑆 = 25400
𝐶𝐶𝐶𝐶
− 254  (2) 
Where:   
Q = Runoff (mm) 
P = Rainfall (mm) 
S = Maximum potential abstraction (mm) 
CN = Curve Number 
As indicated, runoff is estimated in Eq. (1) based on rainfall and a single 
parameter, S, which is considered as reflecting the runoff-related characteristics of the 
area to which the equation is being applied. The quantity 0.2S is referred to as the initial 
abstraction; it is considered as the surface storage and infiltration demands that must 
be satisfied by rainfall before runoff will begin. The parameter S is, in turn, calculated 
from CN. The CN for a particular application is determined as a function of soil, land use, 
and “Antecedent Rainfall Class” (ARC, a surrogate for soil water content) and is normally 
identified on the basis of tables and either assumptions or computations to specify the 
ARC.   
Given that S is calculated based on CN, the value of CN is the sole variable 
through which rainfall is converted to runoff via Eq. (1). The theoretical range on CN 
values is zero (no runoff under any conditions) to 100 (all rainfall becomes runoff). 
While the equations are normally used to estimate runoff totals, they can also be 
inverted to calculate CN given measured values of Q and P. 
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1.4.1 Hydrologic Soil Groups  
The influence of soil properties on runoff is incorporated through definition of 
“Hydrologic Soil Groups” (HSGs). The NRCS assigned all US soils to one of four HSGs (A, 
B, C or D) as described in Part 630 – Hydrology – Chapter 7 (NRCS and USDA, 2015). 
With other characteristics being equal, Group A soils have the lowest runoff potential, 
and group D soils have the highest runoff potential. Hydrologic Soil Groups B and C are 
the most common classifications. Having so few categories for so many soils also implies 
that there will be significant variation among soils sharing a classification (i.e., some HSG 
A soils will perform better hydrologically than other soils also in HSG A). Some soils are 
dually classified as A/D, B/D, and C/D. The dual classifications reflect that a soil can 
behave differently depending on soil moisture. A B/D classification, for example, 
indicates that the soil behaves hydrologically as a B when relatively dry, but a D when 
relatively wet (due to prior rainfall, high water table, etc.). 
Studies, such as Willard (2010) have suggested that the HSG classification 
systems can be impacted by factors that were not considered by the NRCS. Slope, 
organic content, and bulk density could impact how soils perform hydrologically and 
therefore their HSG classification. While the NRCS classified soils based on their 
properties, it is possible that some soils might have been more properly classified 
otherwise. 
An example is provided to demonstrate the effects that HSG classification can 
have on runoff. The USDA’s publication, Technical Release 55, contains a tabular 
procedure to assist users in determining CN for a land use. Using Table 2-2c in TR-55 
(USDA, 1986), Table 1 was developed and contains the CN values for each of the HSG for 
a land use of pasture in good condition: 
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Table 1: CN vs. HSG for example application. 
HSG CN 
A 39 
B 61 
C 74 
D 80 
 
We will assume the pasture is in Lexington, Kentucky, is experiencing a 2-year 24-hour 
storm (total rainfall 7.7 cm) and has an antecedent rainfall condition (ARC) of II. Using 
Eqs. (1) and (2) leads to runoff calculations as indicated in Table 2.  
Table 2: Runoff vs. HSG for example application. 
HSG Runoff 
 mm 
A 0.025 
B 9.4 
C 23.4 
D 32.3 
 
As indicated in Table 2, the HSG A soil performs much better (i.e., is associated with 
higher infiltration and less runoff) than the other HSGs. The example shows that the 
category in which a soil is grouped can greatly affect the runoff calculations using the CN 
method. 
1.4.2 Land Use and Cover 
 Hydrologic effects of land use and cover are incorporated into Eq. (1) by varying 
CN value according to surface conditions (bare soil, grass, crops, buildings, etc.). In 
practice, land use can be determined using aerial imagery, though site visits might be 
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advisable to refine the estimates of “Hydrologic Condition” (a subcategory of some land 
uses).  
 Another example is provided to demonstrate the impact of land use on runoff 
calculations. For this example, two different land-uses will be used: pasture and row-
crop. An HSG A soil will be assumed, though similar results will follow if any other HSG is 
assumed. From table 2-2b, assuming the previous hydrologic condition (good) and 
assuming the owner uses rows that follow the contours (as is common practice), the CN 
for the HSG A soil under row-cropped conditions increases to 65. The previously 
specified storm is noted in Table 3 to produce substantially different runoff for the two 
land uses. 
Table 3: CN and Runoff vs. Land Use for example application. 
Land Use HSG CN Runoff  
mm 
Pasture A 39 0.025 
Row Crop A 65 13 
 
1.4.3 Antecedent Runoff Condition  
 Antecedent runoff condition (ARC; I, II and III) refers to the runoff potential at 
the onset of the rainfall event of interest. Runoff potential for an area can be increased 
or decreased depending on the amount and timing of the previous rainfall. The NRCS CN 
tables are applicable to conditions of average soil moisture, or ARC II. This means that 
the CN provided using the NRCS method is only accurate assuming that last rainfall 
event was both an average amount and average time space away from the current 
event.  
The CN can be adjusted to ARCs I and III through Eqs. (3) and (4) (Haan et al., 
1994): 
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 𝐶𝐶𝑁𝑁𝐼𝐼 =
4.2 ∗ 𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼
10 − 0.058 ∗ 𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼
 
 
(3) 
 𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼𝐼𝐼
=
23 ∗ 𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼
10 + 0.13 ∗ 𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼
 
 
(4) 
Where: 
𝐶𝐶𝑁𝑁𝐼𝐼 is the curve number for ARC I, dryer than average conditions, 
𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼 is the curve number for ARC II, average conditions (table value), and 
𝐶𝐶𝑁𝑁𝐼𝐼𝐼𝐼𝐼𝐼 is the curve number for ARC III, wetter than average conditions. 
Whether conditions are considered dryer or wetter than average is based on the 
total rainfall received in the five days prior to the rainfall event of interest and whether 
the vegetation is actively growing. For actively growing vegetation, less than 36 mm and 
greater than 53 mm rainfall in the five previous days corresponds to ARCs I and III, 
respectively. For dormant vegetation, less than 13 mm and greater than 28 mm rainfall 
in the five previous days corresponds to ARCs I and III, respectively (Fangmeier et al., 
2006). 
1.5 Limitations of the NRCS Curve Number Method 
The NRCS CN Method was originally developed for application to predominantly 
agricultural lands rather than for urban runoff estimates (Rallison, 1980). Curve numbers 
for urban areas were first released by the NRCS in 1986 in TR-55. It is also important to 
note that the data and research done during the development of the method have since 
been lost, so the original methods cannot be evaluated to determine accuracy (Mockus, 
1964; Hjelmfelt, 1991; Ponce and Hawkins, 1996). Even so, it remains in widespread use 
among water professionals, likely due in part to its simplicity and longstanding advocacy 
by a federal agency. 
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Due to its simplicity, the CN method necessarily neglects other variables that 
could have an impact on the amount of runoff experienced in an area (Brezonik et al., 
2000). Both physical and chemical properties (such as pH, bulk density, and hydraulic 
conductivity) of soils are ignored in this method. This has led some researchers to the 
conclusion that the CN method is fundamentally oversimplified (Ponce and Hawkins, 
1996; McCuen, 2002; Hawkins et al., 2009; Downer and Ogden, 2011). However, its 
shortcomings are simply accepted by the industry. It is a practical, consistent, and 
simple method to determine runoff for an area when designing stormwater control 
structures. There is a need for research into significant but previously neglected factors, 
what their impacts are, and whether simple adjustments to CN values are possible to 
improve runoff estimates. 
1.5.1 Map Accuracy  
To determine what hydrologic soil group is prevalent in a particular area could 
take a significant and impractical amount of time and expense to determine via 
laboratory methods, so the NRCS created tools such as the “Web Soil Survey” (a 
successor to printed maps) that interested parties can use to locate a specific site and 
determine what soil group(s) they are likely dealing with. However, these maps have 
been shown to not be a good representation of the soil that is present in disturbed 
(urbanized) areas and therefore not accurate for CN estimations (Christianson et al. 
2016). 
1.6 Potential Effects of Soil Bulk Density 
The need for more accurate CNs is evident. Using laboratory testing methods, a 
very precise CN can be determined for any specific soil. Very similar conditions from in-
situ soil measurements can be recreated in laboratory and subjected to tests to 
determine its CN, however on a large-scale laboratory testing is too costly and time 
consuming (Adamchuk et al., 2004). The industry needs to be able to determine the CN 
for soils quickly and efficiently if we expect them to change from the simple methods 
that they use today. One approach to do this is to relate more physical soil properties 
that can be measured in-situ to CNs. Properties such as soil moisture condition, soil bulk 
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density, hydraulic conductivity, particle distribution, and pH can all impact the 
infiltration rates of soils (Barnett and Rogers, 1966). By relating these properties, a more 
accurate CN could be determined and implemented without changing the current 
method that is accepted. Of the unaccounted-for factors that could impact CNs, soil bulk 
density stands out as a measurable factor that can be related to runoff (Rhoton et al. 
2002; Lehmann and Stahr, 2007; Yang and Zhang, 2011). 
Soil bulk density is a soil property often termed as the compaction of the soil 
(Håkansson and Lipiec, 2000). It is often associated with soil porosity since the porosity 
is the number of voids (filled with both air and water) in a soil. As the soil becomes 
compact (increased bulk density), the voids are made smaller and the porosity in-turn 
decreases. The higher the bulk density, the more runoff can be expected from the soil 
(Rhoton et al., 2002; Lehmann and Stahr, 2007; Yang and Zhang, 2011). As shown below 
in Figure 2, runoff increases with bulk density (Blanco-Canqui et al., 2016): 
 
Figure 2: Runoff vs. soil bulk density (Blanco-Canqui et al., 2016). 
This is due to the voids being reduced in a high bulk density soil. The water that runs 
across the soil has less pore area to infiltrate into the soil, and the water that does 
infiltrate has smaller and fewer voids that can continue to transmit the water. This 
means the soil has a reduced amount of water that it can hold.  
Given its correlations to increased runoff, it would be reasonable to conclude 
that bulk density will have a major impact on the CN value of a soil. Other studies have 
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shown how significant of an impact that compaction can have significant impacts on a 
soil’s hydrologic properties (Laliberte et al., 1966; Green et al., 2003).  Brogowski et al. 
(2014) concluded that bulk density (among other factors) depend on mineral content, 
grain morphology, and organic content. Since bulk density can be impacted by these, it 
is expected for bulk densities to vary over the landscape. Common soil bulk densities in 
urban settings range from 1.3 g/cm3 to 2.0 g/cm3 (Jim, 1998). Bulk density is also 
amenable to in-situ measurement, which should allow practitioners to determine CNs 
with relative ease and efficiency. This is done, for example, by using a neutron probe. 
The capability of making a quick bulk density measurement, observing the surrounding 
land use, cover, impermeable area, and hydrologic soil group should facilitate more 
accurate CN determination than what is currently practiced. This will lead to both better 
estimates of runoff totals that will be experienced in an area and enable better design of 
stormwater management structures. 
1.7 Conclusion 
Of the unaccounted-for factors that could impact CNs, bulk density is a 
prominent candidate for further exploration due to its demonstrated relationship with 
runoff (Rhoton et al. 2002; Lehmann and Stahr, 2007; Yang and Zhang, 2011), especially 
since it is known that urbanization has a significant relationship with compaction 
(Burghardt, 1994; Yang and Zhang, 2011; Koncoro et al., 2014). Bulk density has known 
impacts (Laliberte et al., 1966; Green et al., 2003; Blanco-Canqui et al., 2016) on runoff 
amounts, but no research has been performed to identify the required adjustments to 
CN values due to soil bulk density variations. Soil bulk density is also a property that can 
be determined in-situ with a neutron probe (Donald, 1987) making it a property that 
contractors and researchers should be able to determine effectively and practically with 
respect to both time and money.  
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Chapter 2: Objectives 
 The overall goal of this work is to is to assess the effects, if any, bulk density has 
on runoff and the NRCS CN. The specific objectives are: 
1. Evaluate the effects of bulk density on runoff and related parameters for 
multiple HSGs in a laboratory-scale setting. 
2. Evaluate the effects of simulated rainfall events on runoff and related 
parameters for future laboratory testing. 
3. Assess the effects of bulk density on NRCS CN values calculated based on 
Objective 1 
The results of this work can increase the accuracy of runoff estimates on the part 
of water resources professionals. Better runoff estimates can, in turn, improve the 
efficiency and safety of measures designed to mitigate the hydrologic impacts of 
urbanization.    
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Chapter 3: Materials and Methods 
 As discussed earlier, the purpose of this study was to determine effects of soil 
bulk density and HSG on hydrologic variables, particularly NRCS CN, for single and 
follow-on rainfall events. This laboratory-based study used three soils packed into soil 
containers that were then subjected to a simulated rainfall event. Runoff rates were 
measured and used to create hydrographs that enabled computation of runoff depths 
experienced from the soil containers. The NRCS CN was calculated from experimental 
data based on rainfall and runoff totals and rearranged forms of Eqs. (1) and (2). 
3.1 Soil Sample Collection 
 Samples of three soils, representing two HSGs, were used in the study: Sadler 
(HSG C; fine-silty, mixed, semiactive, mesic Oxyaquic Fraglossudalfs), Crider (HSG B; 
Fine-silty, mixed, active, mesic Typic Paleudalfs), and Bluegrass (HSG B; Fine-silty, mixed, 
active, mesic Typic Paleudalfs). The Sadler and Crider soils were collected at the 
University of Kentucky Research and Education Center in Princeton, Kentucky. The 
Crider soil was collected at 37.095844 oN, 87.858345 oW, while the Sadler was collected 
at 37.104806 oN, 87.824394 oW. The Bluegrass soil was collected from the University of 
Kentucky North Farm in Lexington, Kentucky (38.105523 oN , 84.492969 oW). All 
collection locations were selected to be as near as possible to pasture/residential lawn 
land use. 
 A backhoe was used to collect the samples. The top 0.051 m of soil was 
determined to be the extent of the concentrated roots, therefore soil from the surface 
to 0.051 m depth was removed and placed to the side of the excavation. The soil that 
was excavated for the project was from the surface (A) horizon, approximately 0.102-
0.204 m below original ground surface. The excavation process was monitored to 
ensure that the operator did not excavate into the subsurface (B) horizon. 
Approximately 2.52 m3 were collected from each site. After collection, the soil samples 
were transported in Flexible Intermediate Bulk Container (FIBC) bags. The FIBC bags 
were then transported via truck and trailer to the Hydrology laboratory in the C.E. 
Barnhart Building on the University of Kentucky’s campus.  
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 The soils were then dried by spreading the soil over a tarp on the floor of the 
laboratory. Fans were placed on the edges to facilitate drying, and the soil was manually 
turned every two days to promote even drying. After the soil was judged to be as dry as 
possible under the environmental conditions, average moisture content was 
determined for the soil via the oven method (ASTM D2216). The soil was then ground 
using Lindig T-10 soil grinder (Manufacturer: Lindig Manufacturing Corp.). A picture of 
the grinder can be found in Appendix F. Additional analysis, primarily for physical 
characteristics of the soils, was performed by the University of Kentucky Regulatory 
Services Laboratory. These additional analyses were performed on each of the three 
soils, with subsamples collected uniformly across the area occupied by the drying soil 
and then mixed to form a composite sample. 
3.2 Soil Container Construction 
 The containers used to hold the soil for subsequent application of simulated 
rainfall were constructed of wood with dimensions of 1 m x 1 m x .14 m. This size was 
selected to be practical in terms of moving the containers after being filled with soil and 
to be well within the rainfall simulator’s extent of uniform application. The sides and 
upper edges of the containers were constructed with 2” x 8” (nominal size) lumber, 
while the lower edges were constructed of 1” x 6” (nominal size) lumber to provide a 
soil depth of 133.35 mm, consistent with soil depths reported in similar studies (Davis et 
al., 2005).  Container bottoms were constructed using 12.7 mm plywood with roughly 
16, 2.5 cm holes drilled approximately uniformly across the bottom to permit drainage. 
The bottoms were then covered with a screen (Brand: Vigoro; Product – WeedBlock 
Film; Model Number: 1242RV) to inhibit loss of soil particles through the holes. A 
schematic of the containers can be found in Figure 3. A further detailed plan drawing of 
the containers as well as a materials listing is given in Appendix B. 
 
   
 
21 
 
 
Figure 3: Soil container rendering. 
 
3.3 Rainfall Simulator 
A rainfall simulator was used to apply simulated rainfall to the soil containers 
and generate runoff for subsequent collection and measurement. While differing in 
minor details such as frame materials, the simulator is identical in key performance 
respects to the one described by Humphry et al. (2002). The simulator contains three 
solenoid-activated nozzles (Veejet 1/2HH SS50WSO, Spraying Systems, Inc., Glendale 
Heights, IL) suspended on a height-adjustable aluminum frame with a portable control 
unit (pressure, power, and a flow volume meter). Only the central nozzle was used 
during this work, as it alone was enough to provide uniform coverage over the entirety 
of the soil containers. The simulator was adjusted to provide a nozzle elevation of 3.05 
m relative to the surface of the receiving soil. The simulator was constructed by the J.T. 
Sims laboratory group at the University of Delaware and loaned to the University of 
Kentucky by Dr. Amy Shober. This rainfall simulator has been used for research by the 
Plant and Soil Sciences Department and the Biosystems and Agricultural Engineering 
Department for approximately five years. The water source for all simulations was 
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municipal water provided by Kentucky American Water through the spigots in the C.E. 
Barnhart Building Hydrology Laboratory. 
The intended simulated rainfall intensity was 7 cm/h, consistent with 
recommendations contained in the “National Research Project for Simulated Rainfall – 
Surface Runoff Studies Protocol” (NPRP, 2001). Given that the only way to vary 
simulated rainfall intensity for the simulator is through adjustments to incoming water 
pressure via the control unit’s pressure regulating valve, a relationship between 
simulated rainfall intensity and operating pressure (measured at the control unit 
pressure gage) was required. This relationship was derived by applying simulated rainfall 
to one of the earlier-described containers (tilted slightly and modified to include a 
plastic sheet lining with a single exit hole at the bottom end of the container), making 
triplicate measurements of flow rate exiting the container (by timed manual collection 
and measurement using a volumetric cylinder), calculating the simulated intensity, and 
repeating for different values of pressure at the control unit.  
When operating at the expected pressure of 86.2 kPa at the control unit, the 
simulated intensity was measured as 10.97 cm/h, substantially in excess of the target 
value of 7 cm/h. As indicated in Table 4, an operating pressure as low as 6 psi still 
produced a relatively high rainfall intensity.  Given that the target intensity could only be 
achieved by an operating pressure estimated as 6.9 kPa at the control unit, and that 
simulated rainfall uniformity over the container was deteriorating visibly at a pressure of 
41.4 kPa, the target intensity of 7cm/h was judged impractical. Therefore, the simulated 
rainfall intensity was selected as 10.06 cm/h, corresponding to an operating pressure of 
68.9 kPa at the control unit. 
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Table 4: Simulated rainfall pressure vs. intensity. 
Pressure* 
kPa 
Intensity  
cm/h 
41.4 8.66 
68.9 10.06 
86.2 10.97 
*Pressure is measured at the control unit gauge of the rainfall simulator 
 The uniformity of the rainfall simulator was evaluated using a pattern of rain 
gauges placed underneath the operational nozzle. A total of 16 rain gages were placed 
in an evenly spaced 4x4 grid (over a 1 m x 1m space) to completely cover the area that 
the soil containers would be placed. Simulated rainfall was applied at 10.06 mm/h for 
0.5 h, and the amount of rainfall was measured in each gage (Appendix C). The following 
equation from Christiansen (1942) was used to calculate the uniformity coefficient: 
 
     𝐶𝐶𝑢𝑢 =  100 ∗ (1 − ∑
|𝑧𝑧𝑖𝑖−𝑚𝑚|
𝑛𝑛∗𝑚𝑚
) (5) 
Where, 
𝑛𝑛= number of containers, 
𝑚𝑚= average amount of rainfall (cm), and 
𝑧𝑧𝑖𝑖= measured rainfall (cm) 
The uniformity coefficient at 10.06 cm/h was calculated as 95%, which is in line with 
other studies that have used similar portable rainfall simulators (Miller, 1987; Humphry 
et al., 2002). 
3.4 Physical Configuration 
Each of the boxes was centered directly underneath the rainfall simulator’s 
operational nozzle during the runs. To avoid the time-consuming process of establishing 
center for each rainfall simulation, a plumb bob was attached to the top of the rainfall 
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simulator, and a soil container placed so that its center corresponded to the contact 
point with the plumb bob. Painters tape was then placed on the floor to mark the 
perimeter of the container. Centering for subsequent containers was then achieved by 
simply moving the container via pallet jack so that its edges corresponded with the 
taped perimeter. The containers were tilted upward to ~5% slope (representative of 
slopes reported in rainfall simulator studies) by placing the back of the container on an 
elevated surface (in this case, a length of nominally 2” x 8” lumber) while the front of 
the container remained on the floor. Figure 4 below shows a container configured as 
described. As further indicated in Figure 4, the soil within the containers was covered 
with a doubled straw blanket (straw within double-layer polypropylene mesh; similar to 
A.M. Leonard brands “Straw Blanket Double Net”) which can be purchased online. The 
purpose of the straw blanket was to minimize erosion (which was not of interest) and to 
prevent surface sealing, both of which were assessed as having potentially negative 
effects on the study. 
 
Figure 4: Soil container during a run. 
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To collect the runoff, a gutter Figure 5 was installed on the side of the container 
that was made of 1”x 6” lumber and secured by tapping it into place with a hammer so 
that the horizontal gutter approach was flush with the soil in the container. To prevent 
water from by-passing the gutter on the ends, clear outdoor calk was used to seal the 
gap between the gutter and the wood. Water was then unable to bypass the gutter 
from underneath due to the vertical lip of the gutter as well as the seal created with the 
soil when the gutter was tapped into place by the hammer. Each gutter was fitted with a 
1.3 cm diameter outlet at the lowest point in the gutter, providing a means to collect 
runoff samples from the surface of the soil in the container. 
 
Figure 5: Soil container with gutter installed (left edge of container). 
 
3.5 Runoff Sampling 
Each soil container was subjected to simulated rainfall until 0.5 h of runoff had 
occurred. In other words, while elapsed time between initiation of simulated rainfall and 
initiation of runoff (visually determined as an unbroken stream of runoff exiting the 
gutter outlet) differed among containers, but the duration of simulated rainfall 
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application following initiation of runoff was the same for all containers. The duration of 
simulated rainfall applied prior to runoff was recorded (measured with a stopwatch with 
0.01 s precision as the time from beginning of simulated rainfall until runoff from the 
container was observed from the gutter) and used to calculate the simulated rainfall 
depth applied prior to the onset of runoff as: 
 𝑃𝑃𝑅𝑅 = 𝑡𝑡𝑅𝑅𝑖𝑖 (6) 
 
Where PR is simulated rainfall applied prior to runoff (mm), 𝑡𝑡𝑅𝑅 is the time to runoff (h), 
and i is simulated rainfall intensity (100.6 mm/h for this study). 
Simulated rainfall was applied to one container at a time to allow for the limited 
personnel to be able to operate the simulator and to collect and record the data. Figure 
6 shows a researcher collecting a runoff sample. 
 
Figure 6: Worker collecting samples. 
Timed (maximum of 30 s) samples were collected in 1L, acid-washed polypropylene 
bottles at 2, 4, 8, 14, 22, and 30 min after the beginning of runoff, after which each 
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sample was weighed to determine runoff rates (i.e., the hydrograph) during the 
simulated rainfall event. Given runoff rates and the corresponding times for which they 
were measured enabled estimation of incremental volumes and ultimately total runoff 
volumes as indicated below.   
  ∆𝑄𝑄𝑖𝑖 = ∆𝑡𝑡𝑖𝑖 �
𝑞𝑞𝑖𝑖 + 𝑞𝑞𝑖𝑖−1
2
� (7) 
 
 𝑄𝑄 = �∆𝑄𝑄𝑖𝑖 (8) 
 
Where, 
∆𝑡𝑡𝑖𝑖 is the amount of time between collections (s) 
𝑞𝑞𝑖𝑖 is the flow rate found at the collected time (mL/s) 
∆𝑄𝑄𝑖𝑖 is the volume of runoff experienced in each time period (L) 
𝑄𝑄 is the total volume of runoff from the plot (L) 
These runoff volume values were then expressed as depths (cm) by dividing the result 
by the container area and performing appropriate unit conversions (converting L to cm 
of runoff). 
 After computation of hydrographs and total runoff volumes, CN values for each 
container were calculated by first rearranging Eq. (1) to solve for the maximum 
retention coefficient, S: 
  𝑆𝑆
= 5𝑃𝑃 + 10𝑄𝑄 − 10�𝑄𝑄2 + 1.25𝑃𝑃𝑄𝑄 
(9) 
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The value of S can be calculated given runoff volume Q (calculated above) and the total 
simulated rainfall applied (rainfall intensity multiplied by the same of the time to runoff 
and 0.5 h). Finally, CN was calculated from: 
 𝐶𝐶𝑁𝑁 =
25,400
𝑆𝑆 − 254
 
(10) 
 
3.6 Assessment of Bulk Density and HSG Effects 
 The range of achievable bulk densities was established by first filling one 
container with soil to its design depth with no compaction measures and recording the 
weight of soil added. The resulting bulk density represented the minimum achievable 
bulk density. This process was then repeated, except this time with the soil added in 
three “lifts” of 5.1, 5.1 and 3.9 cm and with each left compacted to the maximum 
degree possible using a 25.4 cm by 25.4 cm steel tamping tool. The resulting bulk 
density was then taken as the maximum achievable bulk density. After adjustment for 
soil moisture content, the findings indicated that the minimum achievable bulk density 
was 1.00 g/cm3, and the maximum was 1.30 g/cm3. These two densities and an 
intermediate density of 1.15 g/cm3 comprised the three levels of bulk density used in 
subsequent data collection. Containers were filled preparatory to rainfall simulation by 
weighing out the appropriate amounts of soil and then filling the containers as 
described above, where the minimum density containers received no compaction, but 
the intermediate and maximum densities were compacted in “lifts.”  
 Containers for three replicates of each bulk density level and for each soil 
(Crider, HSG B and Sadler, HSG C) were prepared, leading to a total of 18 soil containers 
that received simulated rainfall. The effects of bulk density and HSG on each hydrologic 
variable of interest (time to runoff, runoff depth, rainfall-to-runoff ratio, and CN value) 
were evaluated using the two-way ANOVA tool within Sigmaplot (v14, SyStat Inc, San 
Jose, CA). All tests of statistical significance were conducted at the p=0.05 level. 
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3.7 Assessment of Multiple Rainfall Event and HSG Effects 
 For this portion of the work, bulk density effects were not of interest (since they 
would have been established in the earlier-described work). Thus, only a single value of 
bulk density was used; namely, the intermediate value of 1.15 g/cm3.  
 Six soil containers were filled with dried Bluegrass soil, packed to a density of 
1.15 g/cm3 using the previously described procedure.  Another six containers were filled 
with re-used (from the previous experiment) and re-dried Sadler soil, packed to the 
same density using the same techniques. These 12 containers received simulated 
rainfall events, approximately 28 days apart, with all protocols and computations 
identical to those previously described. This approach provided hydrologic data for two 
soils, at two times, with nine replications of each soil-time combination (the high 
number of replications stems from the use of all available containers being prepared for 
a separate, unrelated study). The data were analyzed using the two-way repeated 
measures ANOVA tool within Sigmaplot (v14, SyStat Inc., San Jose, CA). Within 
Sigmaplot, the “Subject” was taken as the soil container number (each container had 
been previously numbered for record keeping purposes), “Factor 1” was taken as 
simulated rainfall event (first or second), and “Factor 2” was taken as HSG (B or C). All 
tests of statistical significance were conducted at the p=0.05 level. 
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Chapter 4: Results and Discussion 
4.1 Effects of Soil Bulk Density and HSG 
 Raw data and calculated hydrologic variables (ratio of runoff to rainfall and CN 
value) are given below in Table 5. As will become evident in subsequent discussion, 
variability in data was normally quite low – especially when disaggregated – indicating 
consistent techniques and a low degree of experimental error.   
Table 5: Raw data from experiment on soil bulk density and HSG effects 
Soil HSG* Density Rainfall Runoff Ratio CN Time to Runoff 
  Level cm cm %  s 
Crider B H 6.75 3.18 47.1 84.3 605 
Crider B H 7.1 3.25 45.8 82.9 738.3 
Crider B H 7.18 2.8 39 79.6 771.9 
Crider B L 8.49 2.54 29.9 71.7 1232.3 
Crider B L 8.63 3.09 35.8 74.8 1288.9 
Crider B L 10.33 3.15 30.5 67.9 1891.1 
Crider B M 7.19 3.2 44.5 82.1 782.6 
Crider B M 7.28 3.24 44.5 82 803.8 
Crider B M 7.43 3.07 41.3 80.2 860.1 
Sadler C H 7.01 3.07 43.8 82.2 721.4 
Sadler C H 7.42 2.64 35.6 77.5 849.4 
Sadler C H 7.45 2.81 37.7 78.4 863.6 
Sadler C L 8.57 2.39 27.9 70.2 1260.3 
Sadler C L 8.86 2.49 28.1 69.6 1372.1 
Sadler C L 8.89 2.48 27.9 69.4 1381.6 
Sadler C M 7.39 3 40.6 80 841 
Sadler C M 8.07 2.76 34.2 75.2 1083.5 
Sadler C M 7.64 3.2 41.9 80.1 925.8 
 
* HSG is Hydrologic Soil Group; levels of density are low (L), medium (M) and high (H), Ratio is ratio of 
runoff to rainfall, and CN is NRCS Curve Number value. 
Two-way ANOVA on the raw data to assess the effects of soil bulk density and 
HSG on the hydrologic variables produced somewhat mixed results. With two cases, 
HSG had no significant effect on any of the hydrologic variables investigated; i.e., the 
HSG C soil generally behaved similarly to the HSG B soil. In contrast, soil bulk density had 
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a significant effect on hydrologic variables all cases. However, significant differences 
were typically detected only between the low and medium levels of soil bulk density, 
and not the medium and high levels.   
Two-way ANOVA indicated that both HSG (p = 0.04) and soil bulk density (p < 
0.001) affected CN value with no significant interaction. Average (over all bulk densities) 
CN for HSG B was 78.4±5.6, significantly different (by Holm-Sidak method) than the 
value of 75.8±5.0 for HSG C. The higher CN value for the HSG B soil was unexpected 
based on previous discussion on the relationships between HSG, runoff and CN. 
Averaged over both HSGs, mean CN values for the low, medium, and high soil bulk 
density levels were 70.6±2.4, 79.9±2.5 and 80.8±2.7. The CN value for the low soil bulk 
density levels is significantly different than medium and high levels, but the medium and 
high levels are not different from one another. In other words, the effect of soil bulk 
density on CN value vanished for bulk densities greater than 1.15 g/cm3. Table 6 
provides average CN values according to both soil bulk density and HSG. As per previous 
discussion, CN values for the lowest soil bulk density level were significantly different 
from the other two levels, which were not significantly different from one another. 
Interestingly, there were no significant within-row (HSG) differences. This implies that 
no HSG is present when the data are completely disaggregated, consistent with the 
relatively weak effect of HSG (p = 0.04) as determined by two-way ANOVA. 
Table 6: CN means and standard deviations. 
Soil Bulk HSG* B HSG C 
Density Level   
L 71.5±3.5 Ba** 69.7±0.4 Ba 
M 81.4±1.1 Aa 78.4±2.8 Aa 
H 82.3±2.4 Aa 79.4±2.5 Aa 
*HSG is hydrologic soil group, levels of density are low (L), medium (M) and high (H), and CN is NRCS 
Curve Number value  
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
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Both HSG (p = 0.013) and soil bulk density (p = 0.025), but not their interaction, 
significantly affected runoff as determined by two-way ANOVA. Averaged across bulk 
densities, average runoff for HSG B was 3.06±0.24 cm, significantly different than the 
average of 2.76±0.29 cm for HSG C. The association of higher runoff with the HSG B soil 
was consistent with the results reported for CN. Averaged over both HSGs, runoff was 
2.69±0.34, 3.08±0.18 and 2.96±0.24 cm for the low, medium, and high bulk densities, 
respectively. The only significant differences in HSG-averaged runoff were between the 
low and medium levels of bulk density; this is a less clear finding on the role of bulk 
density than occurred for CN value. Disaggregated average values of runoff are given in 
Table 7. As indicated, the only HSG/soil bulk density combination producing values 
significantly different from the others was for the HSG soil at the low level of soil bulk 
density.  
Table 7: Runoff means and standard deviations (cm). 
Soil Bulk HSG* B HSG C 
Density Level   
L 2.93±0.34 Aa** 2.45±0.06 Bb 
M 3.17±0.09 Aa 2.99±0.22 Aa 
H 3.08±0.24 Aa 2.84±0.22 Aa 
*HSG is hydrologic soil group, levels of density are low (L), medium (M) and high (H) 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
 
Time to runoff was not affected by HSG but was strongly affected (p<0.001) by 
soil bulk density. Averaged over both HSGs, mean time to runoff was 1404±246, 
883±110 and 758±95 s for the low, medium, and high, respectively, levels of bulk 
density. Mean time to runoff for the low bulk density was significantly different than for 
the other two levels, which were not significantly different from one another. This 
finding again suggests that soil bulk density impacts on hydrologic variables are 
diminished at values above 1.15 g/cm3.  Table 8 contains the disaggregated values of 
average time to runoff, with results consistent with those just described: HSG did not 
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significantly affect time to runoff, and soil bulk density effects were present only at the 
low level of 1.0 g/cm3. 
Table 8: Time to runoff means and standard deviations (s). 
Soil Bulk HSG* B HSG C 
Density Level   
L 1470±365 Ba** 1338±68 Ba 
M 815±40  Aa 950±123  Aa 
H 705±88  Aa 812±78   Aa 
*HSG is hydrologic soil group, levels of density are low (L), medium (M) and high (H) 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
 
Both HSG (p=0.015) and soil bulk density (p<0.001) affected the runoff:rainfall 
ratio as determined from two-way ANOVA, but not the interaction of the two variables. 
Averaged over all soil bulk densities, the average runoff:rainfall ratio for HSG B was 
39.8±6.5%, significantly different from that for HSG C (35.3±6.2%). The finding is 
consistent with those for CN and runoff in that it runs contrary to expectation. Averaged 
over both HSGs, average runoff:rainfall ratio was 30.0±3.0%, 41.2±3.8% and 41.5±4.7% 
for the low, medium and high levels, respectively, of soil bulk density. Average 
runoff:ratio was not significantly different between the high and medium levels of soil 
bulk density, but both were significantly different than that for the low level. This 
finding is consistent with previous results; namely, that any effects of soil bulk density 
vanish beyond the medium level. Table 9, which contains the disaggregated mean 
values of runoff:rainfall ratio, is very comparable to that for CN: differences due to HSG 
are not present due to its relatively weak effects, while soil bulk density effects are 
present only at the lowest level. 
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Table 9: Runoff:rainfall ratio means and standard deviations (%). 
Soil Bulk HSG* B HSG C 
Density Level   
L 32.1±3.2 Ba** 28.0±0.1 Ba 
M 43.4±1.8 Aa 38.9±4.1 Aa 
H 44.0±4.4 Aa 39.0±4.3 Aa 
*HSG is hydrologic soil group, levels of density are low (L), medium (M) and high (H), Ratio is ratio of 
runoff to rainfall 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
 
4.1.1 Discussion of Soil Bulk Density Effects 
 As indicated, soil bulk density was indicated by two-way ANOVA to significantly 
affect CN, runoff, runoff:rainfall ratio, and time to runoff. This finding is consistent with 
others that have demonstrated a relationship between soil bulk density effect and 
runoff (Rhoton et al., 2002; Lehmann and Stahr, 2007; Yang and Zhang, 2011), but also 
suggests bulk density values at which these effects diminish. This work builds on 
previous work by including additional and, in the case of time to runoff, more 
fundamental hydrologic variables that, taken together, can provide insights into the 
mechanisms that are involved. To elaborate, runoff and the runoff:rainfall ratio 
exhibited relatively weak dependence on soil bulk density; this is likely because of 
shortcomings in these variables’ ability to adequately capture the physical processes. 
Runoff alone does not account for variations in rainfall applied prior to the onset of 
runoff, which was shown in this study to vary significantly. The runoff:rainfall ratio does 
account for rainfall applied prior to the onset of runoff, but the findings suggest that 
representing the rainfall/runoff process as a simple proportionality (as is done, for 
example, in the Rational Equation) might not be the strongest way to model the 
process. In contrast, the variable time to runoff is directly related to rainfall applied 
prior to runoff, and the CN value is a nonlinear translation of total rainfall to runoff (as 
opposed to the linear runoff:rainfall ratio). Thus, without considering the effects of the 
experimental variables, the results illuminate which of the considered hydrologic 
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variables are more useful (Time to runoff and CN) and which are less useful (runoff and 
runoff:rainfall ratio). 
In virtually all instances, bulk density affected hydrologic variables only at the 
lowest level used in the study. The effect was as expected: it reduced Runoff and the 
runoff:rainfall ratio, and it increased both time to runoff and CN. Given that the lowest 
bulk density corresponded to an uncompacted situation, the effects can be attributed to 
relatively high porosity, mean pore size, and degree of pore connectivity. The fact that 
bulk density had insignificant effects on hydrologic variables above the medium level 
suggests that other factors (e.g., surface sealing clay minerology) might have exerted 
more control over the rainfall/runoff process at those densities. The results thus 
indicate justification for adjustments in hydrologic computations (i.e., CN adjustments) 
at the lowest level of bulk density, but not above the medium level.  
4.1.2 Discussion of HSG Effects  
 Relative to the effects of soil bulk density on the hydrologic variables, the effects 
of HSG were weaker (when present). Surprisingly, though, the effects manifested in the 
opposite directions that were expected: the HSG C soil, which was by definition more 
poorly drained and more runoff-prone, was associated with less runoff, a lower ratio of 
runoff to rainfall, and a lower CN than for the HSG B soil. However, there are reasons for 
this finding.  
 Mechanical analysis (see Appendix E) indicates that, while the two soils were 
similar in terms of clay content, the HSG C soil had more sand and less silt than the HSG 
B soil, which helps to explain the findings with regard to HSG effects and direction. 
Moreover, Bockheim and Hartemink (2013) indicates that the HSG C soil is classified as 
such by virtue of the presence in the field of a fragipan, which would act to severely 
limit infiltration and promote runoff. The experimental conditions did not include the 
formation of a fragipan; thus, the only actual differences between the HSG C and HSG B 
soils was, in effect, the relatively small differences in texture, chemical properties as 
reflected in Appendix E, and possibly differences in clay minerology. The phenomenon 
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of soils behaving differently than anticipated based on HSG has been previously noted in 
a study done by Willard (2010). This finding indicates that our comparisons between 
HSG B and HSG C are actually more of a comparison of two types of HSG B soils. 
4.2 Effects of Multiple Rainfall Events and HSG  
 Raw data from work to determine effects of multiple rainfall events and HSG are 
given below. Plot numbers are included, because the data were analyzed as two-way 
repeated measures ANOVA, and the numbered containers were taken as the subjects. 
Table 10 contains the data collected during these runs. 
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Table 10: Raw data from experiment on multiple rainfall event and HSG effects. 
Event Container HSG* Runoff  Rainfall Ratio CN Time to Runoff 
      cm cm %  s 
1 1 B 2.43 7.62 31.9 74.9 928 
1 3 B 2.35 7.48 31.4 75 877 
1 5 B 2.78 7.02 39.6 80.3 713.2 
1 7 B 3.24 7.12 45.5 82.8 746.4 
1 9 B 3.48 7.25 48 83.6 787 
1 15 B 3.16 7.31 43.2 81.4 813.2 
1 2 C 3.72 6.99 53.2 86.2 698.8 
1 6 C 2.62 6.86 38.2 80 657 
1 8 C 3.11 6.85 45.4 83.3 651.3 
1 12 C 2.6 7.43 35 77.1 855.3 
1 14 C 3.28 6.86 47.8 84.3 614.6 
1 18 C 2.16 7.13 30.3 75.2 753 
2 1 B 2.8 7.98 35.1 75.9 1051.6 
2 3 B 3.67 7.55 48.6 83.3 899.1 
2 5 B 2.99 7.97 37.5 77.2 1045.1 
2 7 B 3.72 7.95 46.8 81.8 1037.9 
2 9 B 3.43 8.15 42.1 79.2 1109.5 
2 15 B 3.82 7.7 49.6 83.4 953.8 
2 2 C 4.55 6.47 70.3 92.6 515.9 
2 6 C 4.14 6.48 63.9 90.7 516.2 
2 8 C 4.07 6.47 62.9 90.4 511 
2 12 C 3.62 6.57 55.1 87.6 547.7 
2 14 C 3.77 6.24 60.4 89.9 429 
2 18 C 4.01 6.75 59.4 88.8 612 
*HSG stands for Hydrologic Soil Group, Ratio is ratio of runoff to rainfall, and CN is NRCS Curve Number 
value 
Results of the two-way repeated measures ANOVA were even more mixed than 
for the previous results. Neither simulated rainfall event nor HSG uniformly affected the 
hydrologic variables, and in contrast to previous findings, the interaction between the 
two factors was often significant, suggesting that a more complex set of processes were 
operative than during the earlier data collection activities.  
 Simulated rainfall event (p=0.02), HSG (p=0.06) and the interaction (p=0.03) 
significantly affected CN. As indicated in Table 11, these effects are in evidence only for 
the HSG C soil, during the second simulated rainfall event. Table 11 indicates that with 
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regard to CN, the HSG B and C soils behaved similarly. However, the data suggest that 
differential drying might be occurring between the two simulated rainfall events, with 
the HSG C soil experiencing a lesser degree of drying between the two events than the 
HSG B soil, as would be expected based on definitions of the two HSGs. 
Table 11: CN means and standard deviations. 
Event HSG* B HSG C 
1 79.7±3.8 Aa** 81.0±4.3 Ba 
2 80.1±3.2 Ab 90.0±1.7 Aa 
* HSG stands for Hydrologic Soil Group and CN is NRCS Curve Number value 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
Two-way repeated measures ANOVA indicated that runoff was significantly 
(p<0.001) affectedly by simulated rainfall event but not HSG or interaction. As indicated 
in Table 12, the two HSGs again behaved very similarly with regard to runoff for the first 
simulated rainfall event. However, runoff for the second event was higher than for the 
first for both HSGs. Moreover, while the overall effect of HSG was not significant, 
second event runoff was significantly greater from the HSG C soil than from the HSG B 
soil. These findings are generally consistent with expectations given the two HSGs, but 
somewhat at variance with those regarding CN, for which no significant event effect was 
found for the HSG B soil. 
Table 12: Runoff means and standard deviations (cm). 
Event HSG* B HSG C 
1 2.9±0.5 Ba** 2.9±0.6 Ba 
2 3.4±0.4 Ab 4.0±0.3 Aa 
* HSG is Hydrologic Soil Group 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
 
Time to runoff was significantly affected by HSG (p<0.001) and the 
HSG/simulated rainfall event interaction (p<0.001), but not simulated rainfall event 
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itself as determined from two-way repeated measures ANOVA.  The first event results 
(Table 13) are reasonable in the sense that more time (and therefore more rainfall) are 
required to produce runoff from the HSG B soil than from the HSG C soil. The results for 
the HSG B soil are also reasonable, especially taken together with those on CN, in that 
they suggest that the soil was dryer for the second event than for the first. The findings 
for the HSG C soil tend to reinforce the earlier hypotheses regarding effects on CN, in 
that they can be explained by relatively less drying between the two simulated rainfall 
events.  
Table 13: Time to runoff means and standard deviations (s). 
Event HSG* B HSG C 
1  810± 80 Ba** 705±87 Ab 
2 1016±76 Aa 522±59 Bb 
*HSG is hydrologic soil group 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
Runoff:rainfall ratio was significantly affected by simulated rainfall event 
(p<0.001), HSG (p=0.012) and the interaction (p=0.002) as determined from two-way 
repeated measures ANOVA.  Disaggregated results (Table 14) are most similar to those 
for CN (Table 11) and likely due to the same mechanisms. 
Table 14: Runoff:rainfall ratio means and standard deviations (%). 
Event HSG B HSG C 
1 39.9±7.0 Aa 41.6±8.6 Ba 
2 43.3±6.0 Ab 62.0±5.1 Aa 
* HSG is Hydrologic Soil Group, Ratio is ratio of runoff to rainfall 
**Within-column means followed by the same upper-case letter are not significantly different. Within-
row means followed by the same lower-case letter are not significantly different. 
 
4.2.1 Discussion of Simulated Rainfall Event and HSG Effects 
In contrast to the earlier results, the effects of the two factors will be discussed 
jointly, since the interaction term often had a significant effect on the hydrologic 
variables, making the overall results more challenging to explain. Based on time to 
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runoff results (Table 13), it appears that the HSG B soil was dryer prior to the second 
event than prior to the first, which seems highly unlikely given the drying time and 
protocol prior to the first event. It seems more likely that cracks developed within the 
HSG B soil after the first simulated rainfall event, and that these cracks (by virtue of the 
voids created and the facilitating effect on drying) were responsible for the higher time 
to runoff observed for the second simulated rainfall event. Based on Table 12, however, 
it seems possible that the HSG B soil also experienced some surface sealing that was 
operative by the time of the second rainfall event, since the second event produced 
more runoff (and during an equal duration of runoff) than the first event. These 
phenomena appear to have compensated for one another, given that neither the CN 
nor the runoff:rainfall ratio changed significantly over the two simulated rainfall events. 
Thus, the HSG B soil required more rainfall to produce runoff during the second event 
than the first, but after runoff began, more occurred during the second event for the 
first, and the hypothesized explanation is a combination of cracking soil and surface 
sealing.  
The results regarding the HSG C soil are more straight forward. More specifically, 
they are consistent with a soil that was dryer at the onset of the second simulated 
rainfall event than for the first. This hypothesis is consistent with all observations for the 
HSG C soil.  
In comparing the results from the HSG B and C soils to one another, the 
relationship between the two is generally consistent with expectations for the two 
groups during the second simulated rainfall event: the HSG C soil produced runoff more 
quickly, and in greater quantity than the HSG B soil, leading to higher average CN values 
and runoff:rainfall ratios. Results from the first simulated rainfall event suggest that 
process of drying the soils and packing the containers removed most of the hydrologic 
differences between the soils. The results regarding time to runoff for the first 
simulated rainfall event – for which the HSG C soil was significantly less than the HSG B 
soil – might represent a residual HSG-based difference between the two soils that was 
large enough in this single case to be significant. It is important to note hear that as 
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discussed in section 4.1.2, our HSG C is not a good representative of the HSG C 
classification. The results are more representative of a difference between the two 
types of soils as opposed to differences in HSG. 
4.3 Curve Number Comparison 
 Breaking down the runs helps determine significant relationships between soil 
bulk density, HSG, and simulated rainfall events however it is important to look at the 
data collected from a broader viewpoint. Soil bulk density has been proven to impact 
runoff (Rhoton et al., 2002; Lehmann and Stahr, 2007; Yang and Zhang, 2011), however 
research is lacking in applying this knowledge to better predict runoff. This could be 
done by determining if there are any relationships between soil bulk density, measured 
CNs, and CNs that are expected. Below is a table summarizing the measured CNs of the 
collected data as compared to the expected CN (NRCS CN). 
Table 15: Average CN measured vs expected CN. 
Soil HSG* Density Measured 
CN 
NRCS 
CN 
Sadler C Low 69.7 74 
Sadler C Medium 84.5 74 
Sadler C High 79.3 74 
Crider B Low 71.4 61 
Crider B Medium 81.4 61 
Crider B High 82.3 61 
Bluegrass B Medium 80.5 61 
* HSG stands for Hydrologic Soil Group and CN is NRCS Curve Number value 
The NRCS CN was determine using NRCS TR-55 document which is what engineers in 
industry would use. It was assumed the cover used during the experiment would act like 
a mowed lawn with a good coverage (>75%). The measured CN is the average of all the 
CN that were calculated (see Section 3.5) during all the runs that fall in the categories.  
 It stands out that the measured CNs are not the same and the NRCS CNs. In 
general, the measured CNs were higher than the NRCS CNs, with an exception on the 
low-density Sadler (HSG C). These errors are certainly significant for runoff prediction as 
can be seen in Table 16:  
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Table 16: Actual runoff vs expected runoff. 
Soil HSG* Density Measured 
Runoff 
NRCS 
Runoff 
   mm mm 
Sadler C Low 32.6 39.8 
Sadler C Medium 60.4 39.8 
Sadler C High 49.6 39.8 
Crider B Low 35.4 20.1 
Crider B Medium 53.8 20.1 
Crider B High 55.7 20.1 
Bluegrass B Medium 52.0 20.1 
*HSG stands for hydrologic soil group 
These numbers were determined using the average CNs for each soil combination found 
in Table 15 and Eq. (1) and (2). Along with the average CNs for each soil for 
simplification purposes these runoff totals were determined using a 1-hr storm of 100.6 
mm/h (note this is the intensity of the rainfall simulation in this study, however due to 
variation in total time to runoffs among these soil groups a general one hour storm was 
used as opposed to actual times collected in this study). As can be seen the runoff totals 
for the higher density runs have a much larger measured runoff amount as compared to 
what would be predicted by the standard NRCS method. Specifically, for medium to high 
density HSG B’s the runoff about was over double than what would be expected. For 
systems that are designed to hold this runoff this amount of error in prediction methods 
could lead to failures if proper safety factors are not used.  
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Chapter 5: Conclusions 
This work can be considered as two separate experiments: the first to examine 
the joint effects of soil bulk density and HSG on hydrologic variables, and the second to 
evaluate the joint impacts of HSG and successive simulated rainfall events on the same 
hydrologic variables. The first experiment clearly demonstrated that these variables – 
and particularly importantly from the standpoint of engineering design, CN values – can 
be affected by soil bulk density, though the effect vanishes at the intermediate value of 
soil bulk density used. The effects of HSG on the hydrologic variables cannot be stated 
as categorically, since the major reason for differing HSG classifications between the 
soils used in the experiment was a fragipan, which could not be created under the 
experimental conditions. Some HSG effects were noted, but these might be more 
accurately attributed to small differences in physical properties than to HSG as such. The 
second experiment, which was oriented more toward considerations for performing 
laboratory-based hydrologic research, provided quantitative results suggesting the 
nature and duration of disruptions due to experimental techniques while also pointing 
toward the significant impacts of phenomena such as cracking and surface sealing, 
which can be difficult to directly observe under field conditions (especially when used 
for lawn/pasture). Another consideration to explore further is potential differences 
between soils obtained in urban settings versus agriculture locations. All the soil used in 
this experiment was obtained from agriculture land-uses, but the conclusions drawn 
assume that it would translate to urban soils. Further explorations into the behavior of 
particular soils in both urban and agriculture land-use are advisable (i.e., does a Sadler 
collected from an agriculture site behave hydrologically similar to a Sadler collected 
from a lawn in a city). 
The results regarding soil bulk density’s effects on CN are, on first consideration, 
consequential. There was a difference of roughly 10 in CN values for the low and 
medium levels of bulk density; when propagated through engineering design process, 
such a difference would almost certainly have an impact on flood mitigation structures 
and their performance. However, it is an open question as to whether the completely 
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uncompacted conditions of the lowest soil bulk density would persist for a meaningful 
time under practical conditions. Still, the work has demonstrated that soil bulk density 
does affect CN. If higher values of soil bulk density had been achievable, it is possible or 
even probable that bulk density effects would have persisted across a higher range of 
densities. Furthermore, there is an assumption of the double-layer straw blanket was 
acting like a good coverage mowed lawn was made to determine the NRCS CN value 
from TR-55. This assumption was made under premise of the straw blanket being 
approximately 5.08 cm thick when placed on top of the of the soil (obviously there 
would be space with just air between layers, however similar air pockets would exist in 
grass). The blanket covered 100% of the soil container meaning it does fit the good 
coverage (>75%) criteria. If this assumption were to change after research is done on 
which land use the blanket more accurately represents then the NRCS CN could change.  
The question of how soil bulk density and HSG affect hydrologic variables is 
worthy of additional study, both laboratory and in situ, to broaden the range of 
experimental densities and to better reflect the textural differences that often exist 
among the HSGs. While the lower range of bulk densities might be relatively difficult to 
modify, the upper range can be expanded by increasing soil moisture on compaction 
and using a different compacting technique capable of applying higher pressure to the 
soil. Higher densities are undoubtedly possible, even for the soils used in this study, 
especially since the soils’ moisture content was presumably well below optimum. 
Indeed, in situ soil bulk densities greater than 2.0 g/cm3 have been reported for heavily 
trafficked areas (Jim, 1998) while soil bulk densities greater than 1.7 g/cm3 are common 
in urban areas in the US (Scharenbroch et al., 2005). Additional simulated rainfall events 
would also be advisable to enable the soils to stabilize and to better investigate the 
influence of interim drying. Ideally, follow-on studies will eventually encompass the plot 
and field scales. In such cases, extensive reconnaissance will be required, and achieving 
control and true replication can be difficult. The benefits of a near-practical 
experimental units that can be readily showcased for education and demonstration 
purposes, however, can outweigh the challenges of establishing them.  
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Experiment 2, Run 2 
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Soil Bulk Density Two-Ways 
 
Two Way Analysis of Variance Monday, January 27, 2020 10:42:31 AM 
 
Data source: CvsS in CvsS 
 
Balanced Design 
 
Dependent Variable: CN  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.782) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.601) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 29.265 29.265 5.337 0.039  
Density 2 385.361 192.681 35.136 <0.001  
HSG x Density 2 1.604 0.802 0.146 0.865  
Residual 12 65.807 5.484    
Total 17 482.036 28.355    
 
 
The difference in the mean values among the different levels of HSG is greater than would be expected by 
chance after allowing for effects of differences in Density. There is a statistically significant difference (P = 
0.039). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The difference in the mean values among the different levels of Density is greater than would be expected 
by chance after allowing for effects of differences in HSG. There is a statistically significant difference (P 
= <0.001). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The effect of different levels of HSG does not depend on what level of Density is present. There is not a 
statistically significant interaction between HSG and Density. (P = 0.865) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.482 
Power of performed test with alpha = 0.0500: for Density : 1.000 
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Power of performed test with alpha = 0.0500: for HSG x Density : 0.0500 
 
Least square means for HSG :  
Group Mean  
B 78.382  
C 75.832  
Std Err of LS Mean = 0.781 
 
Least square means for Density :  
Group Mean  
H 80.812  
L 70.584  
M 79.925  
Std Err of LS Mean = 0.956 
 
Least square means for HSG x Density :  
Group Mean  
B x H 82.277  
B x L 71.437  
B x M 81.432  
C x H 79.347  
C x L 69.730  
C x M 78.419  
Std Err of LS Mean = 1.352 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
 
Comparisons for factor: HSG 
Comparison Diff of Means t P P<0.050   
B vs. C 2.550 2.310 0.039 Yes   
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Comparisons for factor: Density 
Comparison Diff of Means t P P<0.050   
H vs. L 10.229 7.566 <0.001 Yes   
M vs. L 9.342 6.909 <0.001 Yes   
H vs. M 0.887 0.656 0.524 No   
 
 
Comparisons for factor: Density within B 
Comparison Diff of Means t P P<0.050   
H vs. L 10.840 5.669 <0.001 Yes   
M vs. L 9.995 5.227 <0.001 Yes   
H vs. M 0.845 0.442 0.666 No   
 
 
Comparisons for factor: Density within C 
Comparison Diff of Means t P P<0.050   
H vs. L 9.618 5.030 <0.001 Yes   
M vs. L 8.689 4.544 0.001 Yes   
H vs. M 0.929 0.486 0.636 No   
 
 
Comparisons for factor: HSG within H 
Comparison Diff of Means t P P<0.050   
B vs. C 2.930 1.532 0.151 No   
 
 
Comparisons for factor: HSG within L 
Comparison Diff of Means t P P<0.050   
B vs. C 1.707 0.893 0.389 No   
 
 
Comparisons for factor: HSG within M 
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Comparison Diff of Means t P P<0.050   
B vs. C 3.013 1.576 0.141 No   
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Two Way Analysis of Variance Monday, January 27, 2020 10:42:18 AM 
 
Data source: CvsS in CvsS 
 
Balanced Design 
 
Dependent Variable: Ratio (%)  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.838) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.701) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 91.519 91.519 8.105 0.015  
Density 2 512.740 256.370 22.703 <0.001  
HSG x Density 2 0.510 0.255 0.0226 0.978  
Residual 12 135.506 11.292    
Total 17 740.275 43.546    
 
 
The difference in the mean values among the different levels of HSG is greater than would be expected by 
chance after allowing for effects of differences in Density. There is a statistically significant difference (P = 
0.015). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The difference in the mean values among the different levels of Density is greater than would be expected 
by chance after allowing for effects of differences in HSG. There is a statistically significant difference (P 
= <0.001). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The effect of different levels of HSG does not depend on what level of Density is present. There is not a 
statistically significant interaction between HSG and Density. (P = 0.978) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.687 
Power of performed test with alpha = 0.0500: for Density : 1.000 
Power of performed test with alpha = 0.0500: for HSG x Density : 0.0500 
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Least square means for HSG :  
Group Mean  
B 39.810  
C 35.300  
Std Err of LS Mean = 1.120 
 
Least square means for Density :  
Group Mean  
H 41.504  
L 30.010  
M 41.151  
Std Err of LS Mean = 1.372 
 
Least square means for HSG x Density :  
Group Mean  
B x H 43.970  
B x L 32.064  
B x M 43.395  
C x H 39.038  
C x L 27.955  
C x M 38.907  
Std Err of LS Mean = 1.940 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
 
Comparisons for factor: HSG 
Comparison Diff of Means t P P<0.050   
B vs. C 4.510 2.847 0.015 Yes   
 
 
Comparisons for factor: Density 
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Comparison Diff of Means t P P<0.050   
H vs. L 11.494 5.924 <0.001 Yes   
M vs. L 11.141 5.743 <0.001 Yes   
H vs. M 0.353 0.182 0.859 No   
 
 
Comparisons for factor: Density within B 
Comparison Diff of Means t P P<0.050   
H vs. L 11.906 4.339 0.003 Yes   
M vs. L 11.331 4.130 0.003 Yes   
H vs. M 0.575 0.209 0.838 No   
 
 
Comparisons for factor: Density within C 
Comparison Diff of Means t P P<0.050   
H vs. L 11.082 4.039 0.005 Yes   
M vs. L 10.952 3.991 0.004 Yes   
H vs. M 0.131 0.0476 0.963 No   
 
 
Comparisons for factor: HSG within H 
Comparison Diff of Means t P P<0.050   
B vs. C 4.932 1.798 0.097 No   
 
 
Comparisons for factor: HSG within L 
Comparison Diff of Means t P P<0.050   
B vs. C 4.109 1.497 0.160 No   
 
 
Comparisons for factor: HSG within M 
Comparison Diff of Means t P P<0.050   
B vs. C 4.488 1.636 0.128 No   
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Two Way Analysis of Variance Monday, January 27, 2020 10:42:06 AM 
 
Data source: CvsS in CvsS 
 
Balanced Design 
 
Dependent Variable: Runoff (in)  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.301) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.696) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 0.0613 0.0613 8.513 0.013  
Density 2 0.0737 0.0369 5.117 0.025  
HSG x Density 2 0.0110 0.00552 0.767 0.486  
Residual 12 0.0865 0.00720    
Total 17 0.233 0.0137    
 
 
The difference in the mean values among the different levels of HSG is greater than would be expected by 
chance after allowing for effects of differences in Density. There is a statistically significant difference (P = 
0.013). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The difference in the mean values among the different levels of Density is greater than would be expected 
by chance after allowing for effects of differences in HSG. There is a statistically significant difference (P 
= 0.025). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The effect of different levels of HSG does not depend on what level of Density is present. There is not a 
statistically significant interaction between HSG and Density. (P = 0.486) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.711 
Power of performed test with alpha = 0.0500: for Density : 0.612 
Power of performed test with alpha = 0.0500: for HSG x Density : 0.0500 
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Least square means for HSG :  
Group Mean  
B 1.204  
C 1.087  
Std Err of LS Mean = 0.0283 
 
Least square means for Density :  
Group Mean  
H 1.165  
L 1.059  
M 1.212  
Std Err of LS Mean = 0.0347 
 
Least square means for HSG x Density :  
Group Mean  
B x H 1.211  
B x L 1.152  
B x M 1.248  
C x H 1.119  
C x L 0.966  
C x M 1.176  
Std Err of LS Mean = 0.0490 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
 
Comparisons for factor: HSG 
Comparison Diff of Means t P P<0.050   
B vs. C 0.117 2.918 0.013 Yes   
 
 
Comparisons for factor: Density 
   
 
115 
 
Comparison Diff of Means t P P<0.050   
M vs. L 0.153 3.122 0.026 Yes   
H vs. L 0.106 2.164 0.100 No   
M vs. H 0.0470 0.958 0.357 No   
 
 
Comparisons for factor: Density within B 
Comparison Diff of Means t P P<0.050   
M vs. L 0.0961 1.386 0.470 No   
H vs. L 0.0594 0.858 0.649 No   
M vs. H 0.0366 0.529 0.607 No   
 
 
Comparisons for factor: Density within C 
Comparison Diff of Means t P P<0.050   
M vs. L 0.210 3.030 0.031 Yes   
H vs. L 0.153 2.203 0.093 No   
M vs. H 0.0573 0.826 0.425 No   
 
 
Comparisons for factor: HSG within H 
Comparison Diff of Means t P P<0.050   
B vs. C 0.0925 1.335 0.207 No   
 
 
Comparisons for factor: HSG within L 
Comparison Diff of Means t P P<0.050   
B vs. C 0.186 2.681 0.020 Yes   
 
 
Comparisons for factor: HSG within M 
Comparison Diff of Means t P P<0.050   
B vs. C 0.0719 1.037 0.320 No   
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Two Way Analysis of Variance Monday, January 27, 2020 10:42:47 AM 
 
Data source: CvsS in CvsS 
 
Balanced Design 
 
Dependent Variable: Time to Runoff (s)  
 
Normality Test (Shapiro-Wilk):  Failed (P < 0.050) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.577) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 5853.981 5853.981 0.208 0.656  
Density 2 1409993.206 704996.603 25.097 <0.001  
HSG x Density 2 64739.589 32369.794 1.152 0.349  
Residual 12 337088.997 28090.750    
Total 17 1817675.773 106922.104    
 
 
The difference in the mean values among the different levels of HSG is not great enough to exclude the 
possibility that the difference is just due to random sampling variability after allowing for the effects of 
differences in Density. There is not a statistically significant difference (P = 0.656). 
 
The difference in the mean values among the different levels of Density is greater than would be expected 
by chance after allowing for effects of differences in HSG. There is a statistically significant difference (P 
= <0.001). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The effect of different levels of HSG does not depend on what level of Density is present. There is not a 
statistically significant interaction between HSG and Density. (P = 0.349) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.0500 
Power of performed test with alpha = 0.0500: for Density : 1.000 
Power of performed test with alpha = 0.0500: for HSG x Density : 0.0685 
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Least square means for HSG :  
Group Mean  
B 997.113  
C 1033.181  
Std Err of LS Mean = 55.868 
 
Least square means for Density :  
Group Mean  
H 758.250  
L 1404.368  
M 882.823  
Std Err of LS Mean = 68.424 
 
Least square means for HSG x Density :  
Group Mean  
B x H 705.050  
B x L 1470.757  
B x M 815.533  
C x H 811.450  
C x L 1337.980  
C x M 950.113  
Std Err of LS Mean = 96.766 
 
 
All Pairwise Multiple Comparison Procedures (Holm-Sidak method): 
Overall significance level = 0.05 
 
Comparisons for factor: HSG 
Comparison Diff of Means t P P<0.050   
C vs. B 36.068 0.457 0.656 No   
 
 
Comparisons for factor: Density 
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Comparison Diff of Means t P P<0.050   
L vs. H 646.118 6.677 <0.001 Yes   
L vs. M 521.545 5.390 <0.001 Yes   
M vs. H 124.573 1.287 0.222 No   
 
 
Comparisons for factor: Density within B 
Comparison Diff of Means t P P<0.050   
L vs. H 765.707 5.595 <0.001 Yes   
L vs. M 655.223 4.788 <0.001 Yes   
M vs. H 110.483 0.807 0.435 No   
 
 
Comparisons for factor: Density within C 
Comparison Diff of Means t P P<0.050   
L vs. H 526.530 3.848 0.007 Yes   
L vs. M 387.867 2.834 0.030 Yes   
M vs. H 138.663 1.013 0.331 No   
 
 
Comparisons for factor: HSG within H 
Comparison Diff of Means t P P<0.050   
C vs. B 106.400 0.778 0.452 No   
 
 
Comparisons for factor: HSG within L 
Comparison Diff of Means t P P<0.050   
B vs. C 132.777 0.970 0.351 No   
 
 
Comparisons for factor: HSG within M 
Comparison Diff of Means t P P<0.050   
C vs. B 134.580 0.983 0.345 No   
   
 
119 
 
simulated rainfall events Two-Ways 
 
Two Way Repeated Measures ANOVA (One Factor Repetition) Thursday, April 9, 2020 5:12:58 
PM 
 
Data source: Data 1 in Notebook1 
 
Balanced Design 
 
Dependent Variable: CN  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.988) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.893) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 188.720 188.720 12.069 0.006  
Box No.(HSG) 10 156.364 15.636    
Run 1 133.954 133.954 17.768 0.002  
HSG x Run 1 108.800 108.800 14.432 0.003  
Residual 10 75.391 7.539    
Total 23 663.230 28.836    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of HSG depends on what level of Run is present. There is a statistically 
significant interaction between HSG and Run. (P = 0.003) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.850 
Power of performed test with alpha = 0.0500: for Run : 0.957 
Power of performed test with alpha = 0.0500: for HSG x Run : 0.909 
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Least square means for HSG :  
Group Mean  
B 79.900  
C 85.508  
Std Err of LS Mean = 1.142 
 
Least square means for Run :  
Group Mean  
1.000 80.342  
2.000 85.067  
Std Err of LS Mean = 0.983 
 
Least square means for HSG x Run :  
Group Mean  
B x 1.000 79.667  
B x 2.000 80.133  
C x 1.000 81.017  
C x 2.000 90.000  
Std Err of LS Mean = 1.390 
 
 
All Pairwise Multiple Comparison Procedures (Bonferroni t-test): 
 
Comparisons for factor: Run within B 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 0.467 0.294 0.774 No   
 
 
Comparisons for factor: Run within C 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 8.983 5.667 <0.001 Yes   
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Comparisons for factor: HSG within 1 
Comparison Diff of Means t P P<0.050   
C vs. B 1.350 0.687 0.501 No   
 
 
Comparisons for factor: HSG within 2 
Comparison Diff of Means t P P<0.050   
C vs. B 9.867 5.020 <0.001 Yes   
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Two Way Repeated Measures ANOVA (One Factor Repetition) Thursday, April 09, 2020, 7:43:37 PM 
 
Data source: Data 1 in Colton 2-Way RM ANOVA 
 
Balanced Design 
 
Dependent Variable: Runoff  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.924) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.997) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 0.595 0.595 2.069 0.181  
Box No.(HSG) 10 2.878 0.288    
Run 1 3.888 3.888 33.650 <0.001  
HSG x Run 1 0.564 0.564 4.883 0.052  
Residual 10 1.155 0.116    
Total 23 9.081 0.395    
 
 
The difference in the mean values among the different levels of HSG is not great enough to exclude the 
possibility that the difference is just due to random sampling variability after allowing for the effects of 
differences in Run. There is not a statistically significant difference (P = 0.181). 
 
The difference in the mean values among the different levels of Run is greater than would be expected by 
chance after allowing for effects of differences in HSG. There is a statistically significant difference (P = 
<0.001). To isolate which group(s) differ from the others use a multiple comparison procedure. 
 
The effect of different levels of HSG does not depend on what level of Run is present. There is not a 
statistically significant interaction between HSG and Run. (P = 0.052) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.155 
Power of performed test with alpha = 0.0500: for Run : 0.999 
Power of performed test with alpha = 0.0500: for HSG x Run : 0.429 
 
Least square means for HSG :  
Group Mean  
B 3.156  
C 3.471  
Std Err of LS Mean = 0.155 
 
Least square means for Run :  
Group Mean  
1.000 2.911  
2.000 3.716  
Std Err of LS Mean = 0.130 
 
Least square means for HSG x Run :  
Group Mean  
B x 1.000 2.907  
B x 2.000 3.405  
C x 1.000 2.915  
C x 2.000 4.027  
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Std Err of LS Mean = 0.183 
 
 
All Pairwise Multiple Comparison Procedures (Bonferroni t-test): 
 
Comparisons for factor: HSG 
Comparison Diff of Means t P P<0.050   
C vs. B 0.315 1.438 0.181 No   
 
 
Comparisons for factor: Run 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 0.805 5.801 <0.001 Yes   
 
 
Comparisons for factor: Run within B 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 0.498 2.539 0.029 Yes   
 
 
Comparisons for factor: Run within C 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 1.112 5.664 <0.001 Yes   
 
 
Comparisons for factor: HSG within 1 
Comparison Diff of Means t P P<0.050   
C vs. B 0.00833 0.0321 0.975 No   
 
 
Comparisons for factor: HSG within 2 
Comparison Diff of Means t P P<0.050   
C vs. B 0.622 2.398 0.028 Yes   
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Two Way Repeated Measures ANOVA (One Factor Repetition) Thursday, April 9, 2020 5:26:29 
PM 
 
Data source: Data 1 in Notebook1 
 
Balanced Design 
 
Dependent Variable: Ratio  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.999) 
 
Equal Variance Test (Brown-Forsythe): Passed (P = 0.966) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 626.282 626.282 9.282 0.012  
Box No.(HSG) 10 674.712 67.471    
Run 1 842.535 842.535 33.394 <0.001  
HSG x Run 1 433.500 433.500 17.182 0.002  
Residual 10 252.305 25.230    
Total 23 2829.333 123.014    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of HSG depends on what level of Run is present. There is a statistically 
significant interaction between HSG and Run. (P = 0.002) 
 
Power of performed test with alpha = 0.0500: for HSG : 0.737 
Power of performed test with alpha = 0.0500: for Run : 0.999 
Power of performed test with alpha = 0.0500: for HSG x Run : 0.951 
 
Least square means for HSG :  
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Group Mean  
B 41.608  
C 51.825  
Std Err of LS Mean = 2.371 
 
Least square means for Run :  
Group Mean  
1.000 40.792  
2.000 52.642  
Std Err of LS Mean = 1.965 
 
Least square means for HSG x Run :  
Group Mean  
B x 1.000 39.933  
B x 2.000 43.283  
C x 1.000 41.650  
C x 2.000 62.000  
Std Err of LS Mean = 2.779 
 
 
All Pairwise Multiple Comparison Procedures (Bonferroni t-test): 
 
Comparisons for factor: Run within B 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 3.350 1.155 0.275 No   
 
 
Comparisons for factor: Run within C 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 20.350 7.017 <0.001 Yes   
 
 
Comparisons for factor: HSG within 1 
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Comparison Diff of Means t P P<0.050   
C vs. B 1.717 0.437 0.668 No   
 
 
Comparisons for factor: HSG within 2 
Comparison Diff of Means t P P<0.050   
C vs. B 18.717 4.762 <0.001 Yes   
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Two Way Repeated Measures ANOVA (One Factor Repetition) Thursday, April 9, 2020 5:27:19 
PM 
 
Data source: Data 1 in Notebook1 
 
Balanced Design 
 
Dependent Variable: TTR  
 
Normality Test (Shapiro-Wilk):  Passed (P = 0.923) 
 
Equal Variance Test (Brown-Forsythe): Failed (P < 0.050) 
 
Source of Variation  DF   SS   MS   F   P   
HSG 1 540000.000 540000.000 81.981 <0.001  
Box No.(HSG) 10 65869.083 6586.908    
Run 1 748.167 748.167 0.146 0.710  
HSG x Run 1 226281.840 226281.840 44.145 <0.001  
Residual 10 51258.543 5125.854    
Total 23 884157.633 38441.636    
 
 
Main effects cannot be properly interpreted if significant interaction is determined. This is because the size 
of a factor's effect depends upon the level of the other factor. 
 
The effect of different levels of HSG depends on what level of Run is present. There is a statistically 
significant interaction between HSG and Run. (P = <0.001) 
 
Power of performed test with alpha = 0.0500: for HSG : 1.000 
Power of performed test with alpha = 0.0500: for Run : 0.0500 
Power of performed test with alpha = 0.0500: for HSG x Run : 1.000 
 
Least square means for HSG :  
   
 
128 
 
Group Mean  
B 913.483  
C 613.483  
Std Err of LS Mean = 23.429 
 
Least square means for Run :  
Group Mean  
1.000 757.900  
2.000 769.067  
Std Err of LS Mean = 22.091 
 
Least square means for HSG x Run :  
Group Mean  
B x 1.000 810.800  
B x 2.000 1016.167  
C x 1.000 705.000  
C x 2.000 521.967  
Std Err of LS Mean = 31.242 
 
 
All Pairwise Multiple Comparison Procedures (Bonferroni t-test): 
 
Comparisons for factor: Run within B 
Comparison Diff of Means t P P<0.050   
2.000 vs. 1.000 205.367 4.968 <0.001 Yes   
 
 
Comparisons for factor: Run within C 
Comparison Diff of Means t P P<0.050   
1.000 vs. 2.000 183.033 4.428 0.001 Yes   
 
 
Comparisons for factor: HSG within 1 
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Comparison Diff of Means t P P<0.050   
B vs. C 105.800 2.395 0.027 Yes   
 
 
Comparisons for factor: HSG within 2 
Comparison Diff of Means t P P<0.050   
B vs. C 494.200 11.185 <0.001 Yes   
 
  
   
 
130 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Appendix E: Additional Data 
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Soil Composition 
 
Where CR01 = Crider, SD01 = Sadler, NF01 = Bluegrass 
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Appendix F: Additional Photos 
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Soil being 
collected 
from 
Princeton, 
KY using 
backhoe. 
 
 
Soil that 
was 
collected 
place into 
these bags 
to transport 
back to lab 
 
 
 
Soil was laid 
out on tarp 
to dry. 
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Soil was 
ground 
using Lindig 
soil grinder 
after it was 
dried. 
 
 
 
Soil 
container 
under 
construction 
 
 
 
Soil 
container 
under 
construction 
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Landscaping 
weedfilm 
was placed 
on bottom 
to keep dirt 
from going 
through 
drain holes. 
 
 
 
Simulator 
being run 
during 
intensity 
calibration 
 
 
 
Container 
used to 
calibrate 
intensity 
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Intensity 
calibration 
container 
 
 
 
Rain gauges 
laid out for 
uniformity 
test 
 
 
 
Soil 
container 
being 
subject to 
rainfall 
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Rainfall 
simulator 
being ran 
for 
experiment 
 
 
 
 
Soil 
container 
being 
subject to 
rainfall. 
Gauge in 
picture used 
to ensure 
intensity 
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Experiment 
being done 
 
 
 
Researcher 
observing 
for runoff 
 
 
 
Researcher 
collecting 
runoff from 
plot 
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Plots being 
placed after 
run to dry 
 
 
 
Soil 
container 
with soil. 
This was a 
test 
container 
 
 
 
Regulator 
for 
simulator. 
Controlled 
water 
pressure 
which 
controls 
intensity 
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The 
containers 
were moved 
using a 
pallet jack 
 
 
 
 
Researcher 
leveling off 
surface of 
plot before 
run 
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