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Contact interactions can be used to describe a system of particles at unitarity, contribute to the
leading part of nuclear interactions and are numerically non-trivial because they require a proper
regularization and renormalization scheme. We explain how to tune the coefficient of a contact
interaction between non-relativistic particles on a discretized space in 1, 2, and 3 spatial dimensions
such that we can remove all discretization artifacts. By taking advantage of a latticized Lu¨scher
zeta function, we can achieve a momentum-independent scattering amplitude at any finite lattice
spacing.
I. INTRODUCTION
Many physically interesting systems comprise strongly-interacting fermions. In three spatial dimensions the scat-
tering of fermions with a short-range interaction can be completely characterized by a scattering length, and when
that length diverges the details of the potential are washed out and no dimensionful scales remain. Such unitary
fermions exhibit interactions as strong as can be without forming bound states, and provide an interesting guide for
understanding other strong interactions because of their universal behavior. For example, the nuclear interaction in
the deuteron channel has an extremely long scattering length, and trapped ultracold atoms can be tuned to unitarity
by applying external magnetic fields and leveraging Feshbach resonances.
By tuning a quantum-mechanical two-body contact interaction, one should be able to completely control the
scattering length and, absent other interactions, have that scattering length completely describe the scattering. With
such an interaction in hand, a variety of interesting many-body problems are unlocked. Since all other dimensionful
quantities are gone, all observables must be determined by naive dimensional analysis in the density, times some
non-perturbative numerical factor, such as the Bertsch parameter[1] in the case of the energy density.
In fact, a contact interaction can be shown to always produce momentum-independent scattering amplitudes (in
three dimensions, for example, a momentum-independent p cot δ), and it ought to be possible to produce any ampli-
tude, unless otherwise restricted by the Wigner bound[2–4].
Such scale-free results must result from peculiar potentials. In three dimensions, for example, a delta function
potential requires regulation, and to get scale-free dynamics its dimensionful strength must be sent to zero with the
removal of the regulator in just such a way as to keep the phase shift at pi/2. In one dimension the strength of
the contact interaction is also dimensionful and a delta function potential needs no regulation, but nevertheless is
regulated when space is discretized; in two dimensions the strength of the delta function potential is dimensionless,
which entails a more complicated story we discuss in Section VII.
Numerical computations are often performed in discretized boxes with periodic boundary conditions. Lu¨scher’s
finite-volume formalism[5–10] is the method by which one can extract infinite-volume real-time scattering data from
the finite-volume Euclidean spectrum of a theory, taking advantage of the interplay between the physical scattering
and the finite-volume boundary conditions in determining the spectrum. Recently there has been an investigation of
Lu¨scher’s formalism for continuous scattering within a crystal lattice [11].
The usual understanding of Lu¨scher’s formalism is that one should find the continuum zero-temperature finite-
volume energy levels, holding the physical volume fixed, and put that cold, continuum spectrum through Lu¨scher’s
formula to extract continuum scattering data.
Understanding the continuum limit of observables is important as it is shown in Ref. [12] that, in the infinite-volume
limit, lattice artifacts induce terms in the scattering data. In practice, few results of lattice QCD calculations are
zero-temperature- or, more seriously, continuum-extrapolated, but are nevertheless put through Lu¨scher’s formula to
get an estimate of the continuum scattering data, assuming thermal and discretization effects to be much smaller
than the statistical uncertainties. In particular, to date no continuum-limit study of any baryonic channel exists, even
at unphysically heavy pion masses.
While alternatives, including the potential method (Refs. [13–27]), the mapping onto harmonic oscillators (Ref. [28])
and the imposition of spherical walls (Refs. [29–41]), can be used to translate finite-volume physics to infinite-volume
observables, here we focus on the Lu¨scher finite-volume formalism. Moreover, to our knowledge, no numerical work
leveraging these methods is in the continuum, either.
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2Here, we construct example Hamiltonians explicitly and diagonalize them exactly, albeit numerically. This allows
us to circumvent all of the issues of statistical uncertainty that accompanies Monte Carlo data, and lets us completely
isolate the features of the formalism itself, removing, for example, any finite-temperature effects that should in
principle be extrapolated away in any finite-temperature method like Lattice QCD.
We find that it is in practice difficult to reliably extrapolate the spectrum to the continuum limit in a way that
reproduces the exact known result, but that taking the continuum limit of the lattice-artifact-contaminated phase
shifts sometimes can produce a more reliable result.
Extending the work of Ref. [12] to finite volume, our main innovation, however, is to explain how to incorporate
lattice artifacts into Lu¨scher’s formula, for systems described by a contact interaction, accounting both for the Brillouin
zone of the lattice and the lattice-induced dispersion relation.
While not universal, this lattice improvement can be quite useful for a contact interaction. In pursuit of a lattice
formulation of unitary fermions, the authors of Ref. [42] followed the tuning procedure of Ref. [43], parametrizing
the contact interaction as a sum of a tower of Galilean-invariant operators, tuning their coefficients so as to drive
the lowest interacting energy levels to the zeros of the Lu¨scher finite-volume zeta function. However, in Ref. [44]
they found that even with a highly-improved construction the states ultimately deviated from a pi/2 phase shift (see,
for example, Figure 3). In Ref. [45] the lattice implementation was smeared to reduce errors due to discretization,
however a direct comparison of other methods with theirs was not possible for us since we were not able to identify
the discretization parameters for the presented phase shifts (Fig. 7).
We introduce a new continuum-limit prescription for achieving unitarity in lattice simulations by tuning just the
simplest, unsmeared contact operator, but taking the discretization effects into account by incorporating the lattice
dispersion relation into the finite-volume zeta function, both in the tuning step and in the analysis step. By re-tuning
the interaction at each lattice spacing we can very easily and smoothly take the continuum limit after applying the
lattice-aware finite-volume formula. We demonstrate that this allows us to maintain a constant phase shift deep into
the spectrum, covering as many A1g states as exist in the lattice of interest.
This paper is organized as follow. In Section II we give a brief summary of two particle scattering inD dimensions. In
Section III we give specifics about the latticized contact-interaction Hamiltonians we study numerically. In Section IV
we provide a traditional continuum derivation of Lu¨scher’s formula and in Section IV B explain how to adapt it to
include finite spacing effects by truncating the usual sum to just the momentum modes in the lattice and incorporating
the dispersion relation into the appropriate propagators, yielding a lattice-improved generalized Lu¨scher zeta function.
Then, we leverage our dispersion zeta function, studying concrete examples. In Section V we study the three-
dimensional case. First we compare a continuum-extrapolated energy spectrum fed through the continuum zeta
function and the continuum extrapolation of the finite-spacing spectra fed through the continuum zeta. In Section V
we tune and analyze the same problem using our lattice-aware dispersion zeta function, and show that the resulting
scattering p cot δ remains constant deep into the spectrum; when we tune to unitarity the results stay at the expected
value as accurately as the initial tuning is made modulo propagated numerical uncertainties. We then study the one
dimensional case in Section VI, where the absence of a counterterm makes things particularly simple. In Section VII we
repeat the story for the more intricate two-dimensional case, where here dimensional transmutation and logarithmic
singularities require special attention and care. Such a case was originally considered in [46], and subsequently worked
out in detail for the s-wave case in [47]. We find that our lattice-aware Lu¨scher function handles this case with no
difficulty. Further, in all dimensions considered here we provide correction terms that come about when using energies
calculated in a discrete space but fed through continuum Lu¨scher formula, which when applied to three dimensions
corrects for the deviation found in Ref. [44]. Our corrections are valid only for the case of a contact interaction.
Finally, we recapitulate our findings in Section VIII and discuss future directions. We provide the data used for this
publication and the code which generated the data in Ref. [48]
II. TWO-PARTICLE SCATTERING
Two non-relativistic particles interacting via a contact interaction of strength C in D dimensions are described by
the Hamiltonian
Hˆ =
pˆ21
2m1
+
pˆ22
2m2
+ CδD(xˆ1 − xˆ2) , (1)
where the subscripts identify the particle of the position and momentum operators. Moving to center-of-mass and
relative coordinates, this Hamiltonian may be rewritten
Hˆ =
Pˆ 2
2M
+
pˆ2
2µ
+ CδD(xˆ) (2)
3where capital letters represent center-of-mass variables, lower case implies relative coordinates, and µ is the reduced
mass. Specializing to the center of mass frame by setting P = 0 we reduce the problem to an effective one-body
quantum mechanics in an external delta-function potential.
For a general two-body interaction V in D dimensions we can obtain scattering data by solving the Lippmann-
Schwinger equation,
TD(p
′,p, E) = V (p′,p) + lim
→0
∫
dkD
(2pi)D
V (p′,k)G(k, E + i)T (k,p, E) , G(k, E + i) =
1
E + i− k22µ
. (3)
where G is the free Green’s function. Projecting onto the set of partial waves in D dimensions labelled by `, the T
matrix may be re-expressed in terms of phase shifts. For a central interaction like the contact interaction, partial
waves do not mix and ` labels the orbital angular momentum, which is conserved. In this case, the phase shifts can
be extracted from the scattering or T -matrix by
1
TD`(p)
≡ 1
TD`(p, p, Ep)
=
µ
2
1
FD`(p) [cot(δD`(p))− i] , (4)
where Ep = p
2/(2µ) and FlD(p) is a dimension-dependent kinematic function of the on-shell momentum.
At low energy one often considers the expansion of (4) in scattering momentum p, called the effective range
expansion (ERE), which takes the form [4]
cot (δD`(p)) = θD
2
pi
ln (pRD`)− 1
aD`
p2−2`−D +
1
2
rD`p
4−2`−D +O (p6−2`−D) , θD = {0 D odd
1 D even
, (5)
where RD` is an arbitrary length scale that enters in even dimensions and aD`, rD` and subsequent higher-order
coefficients describe the properties of the two-particle interaction. In three spatial dimensions, the S-wave phase shift
is described by the scattering length a30, the effective range r30 and further shape parameters.
In this paper we refer to a as the scattering length and r the effective range, even when, by simple dimensional
analysis, they may not be actual lengths. Moreover, in this work we will focus on the S-wave or its D-dimensional
equivalent partial wave for simplicity, and henceforth suppress the ` label
δD ≡ δD0 , aD ≡ aD0 , rD ≡ rD0 , · · · (6)
We work in three, two, and one spatial dimension.
Contact interactions, which are analytically tractable, correspond to a momentum-independent scattering amplitude
when properly renormalized (as long as the log dependence is handled carefully in even dimensions). So, the strength
of the contact interaction C may be traded for the scattering length a and all other scattering parameters vanish.
The lattice interactions we will construct, when analyzed appropriately, will exhibit this momentum independence.
III. DISCRETIZED HAMILTONIAN
We consider a cubic finite volume (FV) of linear size L with periodic boundary conditions and lattice spacing  so
that N = L/ is an even integer that counts the number of sites in one spatial direction.
The contact interaction Hamiltonian (2) is implemented on the lattice as an entirely local operator, vanishing
everywhere except at the origin where it is of strength C—the interaction is not smeared. The Hamiltonian is given
by
〈r′|H|r〉 → Hr′,r =
1
2µ
Kr′,r +
1
D
Cδr′,rδr,0 (7)
where K is a discretized Laplacian, implementing the momentum squared. The  symbol indicates that quantities
depend on the lattice spacing  and the explicit implementation of discretization effects like derivatives.
To ensure we control the discretization effects in generality, we study a variety of kinetic operators Kxy. An often-
used set of finite-difference kinetic operators are constructed from the one-dimensional finite-difference Laplacian that
reaches ns nearest neighbors,
4r′r =
1
2
ns∑
s=−ns
γ
(ns)
|s| δ
(L)
r′,r+s (8)
4−pi −pi
2
0 +
pi
2
+pi
p
0
2
4
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ns =∞
FIG. 1. We show the continuum dispersion relation of energy as a function of momentum for different one-dimensional ns
derivatives. For a finite number of lattice points N , the allowed momenta are evenly-spaced in steps of 2pi/N . As additional steps
are incorporated into the finite difference, the dispersion relation more and more faithfully reproduces the desired p2 behavior of
ns =∞.
where the (L) index of the Kronecker delta indicates that the spatial indices are understood modulo the periodic
boundary conditions of the lattice. In D dimensions we simply take on-axis finite differences, so that the Laplacian
is a (1 + 2nsD)-point stencil
Kr′,r() = −
D∑
d=1
4r′drd . (9)
In the Fourier transformed space, momentum space, the one-dimensional Laplacian may be written
−4r′r F.T.←→4p′p =
1
2
δp′p
ns∑
s=0
γ(ns)s cos(sp) , p =
2pi
L
n (10)
where n is an integer. In D dimensions we just sum the same expression over the different components of momentum.
Note that this is a specialization, in the sense that it contains no off-axis differencing (in position space) or products
of different components (in momentum space). However, since the numerical formalism we will describe is valid for
every ns, we believe it holds for every possible kinetic operator.
The coefficients γ(ns)s are determined by requiring the dispersion relation be as quadratic as possible,
4p′p != δp′p p2
[
1 +O ((p)2ns)] . (11)
Additionally, we study a nonlocal operator with ns = ∞ which, in momentum space, can be implemented by multi-
plying by p2 directly,
lim
ns→∞
4p′p = δp′pp2, (12)
including at the edge of the Brillouin zone, the Laplacian implementation of the ungauged SLAC derivative. Including
the edge of the Brillouin zone does not introduce a discontinuity at the boundary, nor does including the corners
pose any problem. In addition to the ns =∞ operator, we also call this kinetic operator the exact-p2 operator. The
resulting dispersion relations are presented in Figure 1 for a variety of nss and in Appendix A we collect the required
γ coefficients. In Refs. [42, 44] the exact dispersion relation is cut off by a LEGO sphere in momentum space (see
equation (6) and the discussion after (9) in those references, respectively). The formalism we develop here takes into
account the implemented dispersion relation and thus is in principle extendable to these cut off operators, though the
analytic results are harder to extract and we do not discuss such operators further.
The Hamiltonian in momentum space reads
〈p′|H|p〉 → Hp′,p =
4pi2
2µL2
K˜Nnn +
1
LD
C (13)
5where p = 2pin/L for a D-plet of integers n ∈ (−N/2,+N/2]D, and the coefficients γ(ns)s are determined as described
above. Furthermore, we replaced the lattice-spacing-dependent kinetic Hamiltonian with the N -dependent
K˜Nnn =
L2
4pi2
Kpp
∣∣∣∣
p= 2pinL
=
N2
4pi2
D∑
i=1
ns∑
s=0
γ(ns)s cos
(
2pisni
N
)
(14)
which goes to n2 in the continuum limit N →∞.
Although the non-interacting energy levels are no longer proportional to n2 at generic ns, n2 is still a useful
classification for states, as long as it is understood simply as the magnitude of the lattice momentum—describing
shells—rather than as a proxy for energy.
A. Reduction to A1g
Because we are interested in contact interactions, infinite-volume arguments suggest that only the s-wave will feel
the interaction; such arguments translate to the lattice relatively cleanly. Since the s-wave is most like A1g we will
focus on the spectrum in that irreducible representation of the cubic symmetry group Oh in three dimensions, of the
symmetry group of the square D4h in two dimensions, or Z2 in one dimension, where an A1g restriction amounts to
focusing on parity-even states.
With a projection operator to the A1g sector PA1g we can raise the energy of all the other states an arbitrary
amount α by supplementing the Hamiltonian
H(α) = H + α(1− PA1g ) , (15)
Because PA1g commutes with H, H and H(α) have the same spectrum within the A1g irrep. If α is much larger than
the expected energies of the Hamiltonian, the A1g states remain low-lying and all other states are shifted to much
higher energies. Then, exact diagonalization for low-lying eigenvalues of H(α) provides an easier extraction of A1g
eigenenergies.
Because of the simplicity of A1g we can also easily construct the Hamiltonian directly in that sector (a construction
for general Oh irreps was recently given in Ref. [49]). In momentum space we can label plane wave states by a
vector on integers n. In the A1g basis we can use one plane wave label and understand that we intend a normalized
unweighted average of every plane wave state. That is,
| A1g n 〉 = 1√N
∑
g∈Oh
| gn 〉 (16)
where g is an element of the group Oh, the sum is over all inequivalent states, and N the normalization. When n
is large we should be careful not to double-count states that live right on the edge of the Brillouin zone. The states
may be labeled by symmetry-inequivalent vectors with components all as large as N/2. As a simple example, in three
dimensions the N/2(1, 1, 1) plane wave state in one corner of the Brillouin zone is invariant under all the Oh operations
modulo periodicity in momentum space, so N = 1 for that state.
Formulated in this basis, the kinetic energy operator remains diagonal and proportional to n2 when N → ∞.
Reading off the momentum-state potential matrix element from (13), the contact interaction is given by
〈 A1g n′ | V | A1g n 〉 =
∑
g′g∈Oh
1√N ′√N 〈 g
′n′ | V | gn 〉 = C

LD
√
N ′N , (17)
so that every A1g state talks to every other. So, the Hamiltonian is in this sector is
Hn′n =
4pi2
2µL2
K˜Nnn +
C
LD
√
N ′N (18)
and we divide by 4pi2/µL2 to make everything dimensionless.
We have implemented both this A1g-only Hamiltonian and the general Hamiltonian with an energy penalty for
non-A1g states and verified that the spectra match where expected to as much precision as desired.
For a given N multiple momenta inequivalent under the Oh symmetry may have the same n2. For example, when
N ≥ 5 there are two n2 = 9 shells corresponding to n = (2, 2, 1) and n = (3, 0, 0), which lives on the edge of the
Brillouin zone for N = 5. When ns = ∞ the corresponding non-interacting eigenstates are degenerate, while with
imperfect dispersion relations the degeneracy is, generically, lifted. For the contact interaction and ns = ∞, one
6linear combination of these A1g states overlaps the S-wave and has a nontrivial finite-spacing finite-volume energy,
and the other overlaps a higher partial wave and has x = 2µEL2/4pi2 = 9 to machine precision, sitting right on a
pole of the Lu¨scher zeta function (34). In contrast, when N = 4 there is no n = (3, 0, 0) state, and the (2, 2, 1) state
is itself an eigenstate. When N is very large sometimes there are multiple eigenstates that have no support for the
delta function—n2 = 41, 50, 54 . . . have two non-interacting states, while n2 = 81, 89, 101 . . . have three non-interacting
states, and n2 = 146 is the first shell with four non-interacting states, for example. After diagonalizing, we exclude
these non-interacting A1g states from our analysis. We do not discuss these non-interacting states further and omit
them from figures without comment.
IV. LU¨SCHER’S FORMULAE
In subsequent sections we will extract scattering data from numerical calculations for particular box sizes and
discretizations. We will show that when tuned and analyzed using the traditional Lu¨scher method, we induce a
momentum-dependent scattering amplitude at any finite lattice spacing and explain how to achieve a momentum-
independent scattering amplitude, even at finite lattice spacing, by constructing a lattice-aware Lu¨scher-like method.
For concreteness of our discussion we here provide a derivation of Lu¨scher’s S-wave formula roughly following
Ref. [50], although the technology and sophistication of the finite-volume formalism has grown substantially [47, 51–
56]. What differentiates our derivation from others is our ensuing lattice spacing-corrected procedure.
A. Continuum Procedure
The starting point is a contact interaction1 such that the tree amplitude in the center of mass frame is given by
A(Λ) = +iC(Λ) (19)
where p denotes the relative momentum of incoming nucleons and the interaction strengths C(Λ) depend on the
regulator Λ and carry dimension-dependent units. The scattering amplitude is given by the bubble sum depicted in
Figure 2.
+ + + · · · =
1−
i
E
2+q0− ~q
2
2m1
+iǫ
i
E
2−q0− ~q
2
2m2
+iǫ
−iC(Λ)
FIG. 2. (Left) The bubble sum. Each line represents a propagator, each vertex represents −iC(Λ), and the bubble is given by
ID. (Right) The single loop diagram needed to calculate ID in the bubble sum.
This bubble sum is a geometric series and, restricting our attention to the contact interaction causes all other
partial wave than the S-wave to vanish. This restriction gives for the standard on-shell T -matrix
TD`(p,Λ) = δ`0
C(Λ)
1− ID(p,Λ)C(Λ) , (20)
where p is the relative on-shell momentum, Λ the regularization scale. The physical result for the T-matrix is recovered
once the parameter C is chosen such that one can remove the regularization scale—in the limit of Λ→∞ for a hard
momentum cutoff, for example.
1 This derivation generalizes to a tower of contact interactions where C(Λ) is replaced by
∑
n C2n(Λ)p
2n [50, 57] and dimensional
regularization is used to absorb power-law divergencies.
7ID(p,Λ) is a D-dependent function that arises from integrating the loop shown in the right panel of Figure 2,
ID(p,Λ) = −i
∫ Λ dq0
2pi
dDq
(2pi)D
(
i
E
2 + q0 − q
2
2m1
+ i
)(
i
E
2 − q0 − q
2
2m2
+ i
)
(21)
=
ΩD
(2pi)D
∫ Λ
dq qD−1
[
P
(
1
E − q22µ
)
− ipiµ
q
δ(q −
√
2µE)
]
(22)
=
ΩD
(2pi)2
2µ
LD−2
∫ ΛL/2pi
dn nD−1
[
P
(
1(
pL
2pi
)2 − n2
)
− i pi
2
Ln
δ
(
2pi
L
n− p
)]
(23)
where P refers to Principal (Cauchy) Value, we have used the on-shell condition 2µE = p2, and the geometric factor
ΩD =
2piD/2
Γ(D/2)
=

2 (D = 1)
2pi (D = 2)
4pi (D = 3)
, (24)
accounts for the angular integration in D dimensions.
Because we are focusing on the contact interaction, we can restrict our attention to the s-wave, ` = 0. Dropping
the ` dependence in (4), the momentum-dependent T -matrix is related to the phase shift when
FD(p) ≡

p/2 (D = 1)
1 (D = 2)
pi/p (D = 3)
...
...
(25)
is a dimension-dependent kinematic factor determined by requiring the imaginary parts of the T -matrix (20) from
the bubble sum (22) exactly matches the imaginary part of the amplitude (4). This fixes the coefficients C(Λ) as a
function of the scattering data,
µ
2FD(p) (cot δD(p)− i) = limΛ→∞
[
ID(p,Λ)− 1
C(Λ)
]
. (26)
In a finite volume, the energy eigenstates E appear at poles of the T -matrix, so that
1
2µECFV(Λ)
− ID,FV(
√
2µE,Λ) = 0 (27)
and the infinite-volume integral ID has been replaced by the matching finite-volume sum which introduces another
scale L,
ID,FV(
√
2µE,Λ) = −i
∫
dq0
2pi
1
LD
q<Λ∑
q
(
i
E
2 + q0 − q
2
2m1
+ i
)(
i
E
2 − q0 − q
2
2m2
+ i
)
(28)
=
1
LD
q<Λ∑
q
1
E − q22µ
=
2µ
(2pi)2LD−2
n<ΛL2pi∑
n
1
x− n2 x =
2µEL2
4pi2
. (29)
Combining the infinite-volume and finite-volume relations (26) and (27) yields
µ
2FD(
√
2µE)
(cot δD(
√
2µE)− i) = lim
Λ→∞
[
ID(
√
2µE)− ID,FV(
√
2µE)
]
, (30)
the finite-volume quantization condition. Note that both equations are explicitly evaluated for the same interactions
CFV(Λ) = C(Λ) independent of the volume L and using the same regulator. Furthermore (30) is only valid if evaluated
at momenta corresponding to finite-volume eigenenergies E.
Plugging our results for the integrals in, one finds
1
2FD(
√
2µE)
(
cot δD(
√
2µE)− i
)
=
2
(2pi)2LD−2
lim
Λ→∞
[(
P
∫
n
−
∑
n
)
1
x− n2 +
−ipi2ΩD
L
∫
dn nD−2δ
(
2pi
L
n−
√
2µE
)]
(31)
8where both the sum and integral are cut off by a restriction on the magnitude of n, n2 < (ΛL/2pi)2, The principle
value integration implicitly carries a factor of ΩDnD−1 (see (23)). The imaginary part on the left hand side exactly
cancels the last term on the right when E ≥ 0. When E < 0 the last term on the RHS vanishes and so we have
1
2FD(
√
2µE)
(cot δD(p)− iθ(−E)) = 2
(2pi)2LD−2
lim
Λ→∞
(∑
n
−P
∫
n
)
1
n2 − x
=⇒ cot δD(p) = FD(
√
2µE)
pi2LD−2
[
lim
Λ→∞
(∑
n
−P
∫
n
)
1
n2 − x
]
+ iθ(−x) , (32)
with x as in (29), θ(x) is the heavyside function, and we switched the sign of the sum and integral as well as the sign
of the denominator. In the second line above we moved the term proportional to the θ(−E) to the RHS. Because we
cut off the sum and the integral in exactly the same way, in dimensions where ID diverges with Λ, the divergence
cancels against the divergence in the sum. Let N = ΛL/pi. Then, with a finite cutoff on magnitude N/2, we define
S©ND (x) =
(∑
n
−P
∫
n
)
1
n2 − x + i
(2pi)D
4FD (
√
x)
θ(−x) , (33)
where it was used that FD(p) ∼ p2−D and the © superscript reminds us that we cut off our sum and integral in a
spherical way, based on the magnitude of n < N/2. By performing the principal value integral and taking the limit
N →∞, we recover the usual Lu¨scher zeta functions,
S©D (x) = lim
N→∞
S©ND (x) = lim
N→∞
n<N/2∑
n

1
n2−x − L©3 N2 (D = 3)
1
n2−x − 2pi log
(
L©2 N2 x−1/2
)
(D = 2)
1
n2−x (D = 1)
(34)
where the dimension-dependent coefficients L©D of the counterterms come from the principal value integral; we evaluate
the spherical-cutoff integrals and extract these coefficients in Appendix B.2 Finally, we can write the quantization
condition (32) using the zeta function (34),
cot δD(p) =
FD(p)
pi2LD−2
S©D (x) (35)
where we traded the energy dependence for momentum on the left-hand side. Our result is consistent with those given
in Ref. [56]3. This is the Lu¨scher finite-volume quantization condition, and finite-volume energy levels calculated in
the continuum should be fed through it to produce continuum scattering data. In three dimensions it is common
to move the momentum dependence in FD to the other side, as p cot δD(p) is what appears in the effective range
expansion (5). In two dimensions, it will prove useful to explicitly separate the logarithmic divergence as N → ∞
from the logarithmic singularity as x→ 0, and we will rearrange this equation and slightly redefine S©2 as needed in
Section VII. Finally, the sum in (34) can be analytically done in D = 1, as we will show in Section VI.
To approach the continuum limit, the authors of Ref. [43] proposed tuning the interaction until the ground state,
when fed through S©, produced the desired amplitude that corresponds to the desired scattering length. We will
show in Section V that this procedure induces a momentum dependence in the scattering amplitude sensitive to
discretization. In the next subsection we give a procedure that produces a momentum-independent amplitude as one
approaches the continuum, and discuss the limiting procedure itself.
B. The Dispersion Method
To correctly implement a theory in a finite basis, any observable in this basis must be correctly reproduced in
the physical limit. In case of a lattice theory, one of these limiting procedures is the continuum limit. One sensible
idea for taking the continuum limit is to tune theory parameters such that some lattice observables are held fixed at
their continuum value for any lattice spacings. By construction, these fixed observables recover their continuum value
2 In higher dimensions there will be additional divergences which cancel, for example, in five spatial dimensions there will be a cubic and
linear divergence.
3 In Ref. [56] the zeta functions (33) were defined without the term proportional to the heavyside function. Thus their zeta functions
have a different behavior for x < 0 as ours. We note that our definition is more common in the literature.
9when sending the lattice spacing to zero. Of course, observables will be infected by lattice artifacts, and so one must
readjust the input parameters as one takes the limit. If this implementation and tuning prescription is well defined,
all additional lattice observables will converge in the continuum as well.
For example, in lattice QCD calculations, the continuum limit is sought by finding a line of constant physics where
some parts of the single-hadron spectrum are held fixed as the continuum is approached. Then, at any finite spacing,
the hadron-hadron interactions are already determined by the finite-spacing of QCD itself, and the interaction one
measures depends on the lattice spacing and approaches the correct interaction in the continuum. A continuum limit
of lattice QCD could, in principle, be taken along a line of constant deuteron-channel scattering length, but practical
issues abound, even if simpler scattering channels like I = 2 pipi scattering are picked instead.
In our setup, non-relativistic nucleons interacting through a contact interaction, the masses are set by hand and
only the interaction parameter needs tuning. Knowing that we must readjust the strength of our contact interaction
as a function of lattice spacing raises the question of which observables to tune to. Such observables can be scattering
data, for example, but the interaction itself is not an observable. One renormalization scheme is to hold one part of
the scattering data, such as the scattering length, fixed and independent of lattice spacing. As mentioned at the end
of Section IV A, in this approach one effectively requires that the lowest energy state matches the desired scattering
amplitude, when put through S© (see Refs. [42–44]). Tuned this way, one finds induced momentum dependence in
the phase shift (see the NO = 1 behavior of the left panel of Figure 2 of Ref. [42], for example).
In this section we present a procedure for a contact interaction which ensures that computed phase shifts are at
their physical value for each finite lattice spacing. At each spacing we construct a lattice-aware generalized Lu¨scher
zeta function S which is used instead of the regular zeta function to tune the lowest energy at that spacing to
the desired amplitude. With that tuning accomplished, other finite-volume energy levels at the same spacing are
extracted and analyzed using the spacing-appropriate S. We will show that tuning and analysis with S yields
momentum-independent scattering for the simple lattice contact interaction described in Section III.
To construct such a lattice-aware zeta function we return to the derivation of Lu¨scher’s finite-volume formalism.
By recognizing that we’re interested in incorporating lattice artifacts from the start, we replace the continuum
dispersion relation with the lattice dispersion relation in the propagators and require that the integrals are cut off
consistently—with a momentum cutoff that corresponds to that imposed by the lattice. We replace ID,FV in the
quantization condition (30) with a lattice-aware substitute and match the finite-spacing finite-volume ground state to
the continuum infinite volume scattering information using our lattice-aware zeta function. This replacement result
in
µ
2FD(
√
2µE)
(
cot δD(
√
2µE)− i
)
= lim
→0
[
ID (
√
2µE)− ID,FV (
√
2µE)
]
(36)
where FD is the usual continuum kinematic factor (25), ID is the cartesian version of (23) term with q2/2µ replaced
by the lattice dispersion relation,
ID (
√
2µE) =
 D∏
i=1
+pi/∫
−pi/
dqi
2pi
[P ( 1
E − 12µKqq
)
− ipiδ
(
E − 1
2µ
Kqq
)]
. (37)
The operator Kqq is a momentum-space matrix element of the Laplacian (which, of course, is diagonal in momentum
space), and the integral’s cutoff Λ in (22) is taken to be pi/, matching the lattice’s Brillouin zone. We adopt dispersion
 ↔ (L, , ns) superscripts to indicate the quantities are aware of the lattice (and discretization scheme if relevant).
Dispersion quantities need not only the range of momenta in the Brillouin zone (on a square lattice, each momentum
component cut off independently), but also the spacing-aware dispersion relation K (from (9), for example, though
we emphasize other kinetic operators can be used). The fact that FD appears in (36) is reflected by evaluating the
infinite volume ID in the continuum limit, so that the imaginary part of (37) matches the continuum result from (22).
It is easy to see that when → 0 the dispersion relation goes to the exact p2 relation and the limits of the integral go
to infinity so that we may execute the integral spherically and recover the continuum FD in (25).
To match the Lu¨scher like zeta function we rewrite the quantization condition as
cot δD(
√
2µE)− iθ (−E) = FD(
√
2µE)
pi2LD−2
lim
N→∞
 ∑
n∈B.Z.
−
 D∏
i=1
+N/2∫
−N/2
dni
 P
 1
K˜Nnn − x
, (38)
where we rescaled q → 2pin/L and replaced the dimension full hamiltonian with the normalized version (14). The
limits of the integration are understood for each spatial direction independently, and the Brillouin zone (B.Z.) runs
over all the finite-volume lattice modes. The n-dependent piece of the denominator goes to n2 in the continuum limit
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(fixed L with N → ∞). But even at finite spacing the denominator only depends on N rather than L and , which
follows from the Laplacians we study (10) and the elimination of the dimensionful scale (the rescaling from q to n).
We can construct, therefore, a Lu¨scher-like formalism,
cot δD(
√
2µE) =
FD(
√
2µE)
pi2LD−2
lim
N→∞
[ ∑
n∈B.Z.
1
K˜Nnn − x
− LD
(
N
2
)D−2
+O
( x
N
)]
, (39)
where the above expression knows about the particular finite-differencing Laplacian or the dispersion relation as well
as the discretization of the box into N sites. In contrast, in the usual finite-volume procedure, no UV details of the
box infect the zeta function. When taking N to infinity, in three dimensions, the sum is divergent and the counter
term exactly cancels the this growth; in one dimension there is no divergence to cancel, and we defer the discussion
of two dimensions to Section VII.
There are two ways to view this equation. First, in the continuum limit both expressions for the zeta function, the
continuum-derived (34) and the lattice-derived (39) are equivalent. So, we simply have another way of approaching
this limit. Second, if it was possible to compute the exact error from lattice discretization and reincorporate it into
the numerically-computed energy levels, one might leverage this difference to directly compute the physical phase
shifts. That is, numerically compute x, corresponding to energy level at finite spacing, and adjust it by a known
δx(x), so that one exactly lands on the continuum value: x ≡ x + δx(x). Were we to do that, then we would
find
1
piL
S©D (x) =
1
piL
S©D
(
x + δx(x)
)
≡ 1
piL
SD
(
x
)
(40)
to be flat when evaluated on those adjusted x values.
The structure of the contact interaction is such that it is also possible to analytically compute these shifts and
incorporate them into a dispersion-aware zeta function. Evaluated at a finite spacing we find
cot δD(
√
2µE) =
FD(
√
2µE)
pi2LD−2
SD
(
2µEL2
4pi2
)
(No N →∞ limit!) (41)
SD
(
x
)
=
∑
n∈B.Z.
1
K˜Nnn − x
− LD
(
N
2
)D−2
, (42)
which is the zeta in (39) with the subleading x dependence dropped, at finite N . The sum is over a finite N and the
lattice energy levels are used to build x. Unlike the continuum case, there is, strictly speaking, no divergence in
the sum in (42), because we are always interested in a real calculation performed with finite N . Note that the zeta
function we define in (42) differs from the expression derived in (39), in that it does not include any x/N effects that
disappear in the continuum, and that it is valid to feed finite-spacing eigenenergies x through the finite-N formula
(42). Plugging finite-spacing eigenenergies through the continuum formula induces a momentum dependence arising
from the x/N dependence in (39)—accounting for the seen momentum dependence that was shown to vanish towards
the continuum in a variety of prior results. That dependence is calculable for a contact interaction and is subtracted
in our finite-spacing zeta function (42). We provide an explicit derivation in three dimensions in section C.
We want to add further remarks:
• The quantization condition (39) can be thought of as Lu¨scher’s zero-center-of-mass-momentum finite-volume
formula non-perturbatively improved for discretization effects with our particular interaction. To arrive at
formulas for nonzero center of mass momentum is substantially more complicated, because only at zero center
of mass momentum does the change from single-particle coordinates in (1) to center-of-mass coordinates in (2)
commute with performing the spatial discretization, yielding the same dispersion relation in the effective one-
body problem as in the two-body problem. The ordering matters, as in a realistic many-body calculation (and
in physical crystals!), each individual particle sees the lattice discretization.4 To construct a lattice-improved
finite-volume formula for two particles with finite center-of-mass momentum, one must backtrack even further,
earlier than the effective one-body integral (37), to an equation more like the two-body loop diagram that
determines I0 (21) before the energy integral is performed, replacing the single-particle dispersion relations
there and changing the domain of integration to match the Brillouin zone. We leave such a construction to
future work.
4 We note that the change to Jacobi coordinates commutes with the discretization of momenta if the dispersion relation is exactly equal
to p2 all the way up to the edge of the Brillouin zone (ns =∞).
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• In the usual case, the on-shell condition is leveraged to trade 2µE for the scattering momentum p. However, with
a finite lattice spacing the on-shell condition is not so simple to invert. In fact, there are multiple momenta that
all correspond to the same energy, because the lattice dispersion relation begins decreasing once the momentum
leaves the lattice’s first Brillouin zone, and the energy repeats indefinitely so that there are infinitely many
momenta that correspond to that energy.
• Leaving the dependence on energy alone and not the momentum allows us to account naturally for Umklapp
scattering processes and the violation of crystal momentum conservation. This would be important for capturing
physics of physical crystals, were we need to match to an infinite volume lattice instead. In this context one
may define finite-spacing quantization condition through finite-spacing phase shifts according to
µ
2FD (
√
2µE)
(
cot δD(
√
2µE)− i
)
= ID (
√
2µE)− ID,FV (
√
2µE) . (43)
On the left-hand side of the quantization condition we get the infinite-volume A+1 phase shift
5 at scattering
energy E while on the right-hand size we need knowledge of the box size L, its lattice spacing , as well as
the finite-volume finite-spacing spectrum. One may calculate a spacing-aware FD by considering the imaginary
part of the infinite-volume integral (37). Unfortunately, achieving a closed-form expression for FD is challenging
though it is numerically tractable. Matching to a real physical crystal requires formulating a spacing-dependent
kinematic factor FD from (37) and keeping N finite in the integral in the dispersion zeta function (39), which
introduces a whole tower of terms, each down by N2, that vanish because we are matching to the continuum.
V. THREE DIMENSIONS
In this section we describe a two fermion system with a contact interaction, considering both unitarity and, later,
a finite scattering length. We implement the Hamiltonian of this system in (13) in a three-dimensional cubic box of
linear size L with N sites and lattice spacing  = L/N . At first, the interaction parameter C(Λ) of this system is
tuned in the regular way–so that the ground state energy of the system matches the first intersection of the spherical
zeta function S©3 (evaluated using software provided by Refs. [58, 59]) with the physical phase shifts (35). After the
interaction parameter is tuned to machine precision, the low-lying energy levels for the fixed volume and fixed lattice
spacing are extracted using numeric exact diagonalization.
The tuning procedure to intersections of the zeta function with the physical phase shifts ensures that the finite-
volume effects are incorporated in the energy levels and thus the contact interaction parameter is independent of the
volume length L. However, the interaction strength still depends on the implementation of the kinetic operator and
the lattice spacing. Therefore the strength has to be retuned for each lattice discretization implementation. This
discretization dependence has the consequence that in order to obtain pure finite-volume energy levels which can be
used to compute physical phase shifts, each lattice energy level (besides the input ground state), has to extrapolated
to the continuum first. Only when using these continuum energy levels in Lu¨scher’s formalism can one expect to
extract infinite volume scattering information.
In practice, it is not always possible to compute any energy level in the continuum limit before using it in the
finite-volume Lu¨scher formalism. We therefore present consequences of the following scenarios; to obtain physical
scattering data, we
1. perform a continuum limit of the spectrum before inserting it in Lu¨scher’s zeta function,
2. insert finite-spacing energy levels into Lu¨scher’s zeta function, followed by a continuum limit,
3. utilize the dispersion zeta function to simultaneously perform a continuum and infinite volume limit,
4. subtract lattice artifacts from finite-spacing eigenvalues before inserting them in the standard zeta function.
The results for these approaches are obtained for the following parameters
{L [fm] = 1, 2} ×
{
 [fm] =
1
4
,
1
5
,
1
10
,
1
20
,
1
40
,
1
50
}
× {ns = 1, 2, 3, 4,∞} , (44)
as long as N = L/ ≤ 50.
5 For a physical lattice there are UV breaking effects of rotational symmetry, so the irreps still do not carry angular momentum labels.
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FIG. 3. Continuum extrapolation of the discrete finite volume spectrum with L = 1 [fm]. Each column represents a different
implementation of the kinetic operator, rows correspond to eigenvalues of the hamiltonian sorted by value. For visualization pur-
poses we present each second eigenvalue starting at E2 (E0 was used to tune the interaction and is thus constant by construction).
Black dots are the eigenvalues at different lattice spacings, the green band is the model averaged fit function for best parameters
and the blue band parallel to the x-axis is the continuum-extrapolated energy. The uncertainty is dominated by the fluctuations
over models; the propagated numerical uncertainty is negligible in comparison. The dashed line corresponds to the expected result
obtained by computing the intersection of the zeta function S©3 with the phase shifts. The boundary of each frame corresponds
to the poles of the zeta function. Different energy extrapolations in the continuum agree with zeros of the Lu¨scher zeta within
uncertainty. For finite discretization implementations (ns <∞), the uncertainty drastically increases with the number of excited
states (∼ 3 orders of magnitude from E(ns)2 to E(ns)20 ).
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A. Continuum extrapolation before infinite volume limit
After tuning the contact interaction to the first zero of the spherical zeta function, we compute the spectrum of the
hamiltonian. Next, we extrapolate the obtained energy eigenvalues to the continuum → 0 using a polynomial fit
E
(ns)
i () = E
(ns)
i +
nmax∑
n=1
e
(ns)
i,n 
n . (45)
Because the contact interaction is expected to scale linear with the momentum cutoff and thus linear in 1/ (see
(C3)), one cannot generally expect the fit coefficients e
(ns)
i,n to be zero for odd n or n < ns, despite the kinetic
improvement (11). Nevertheless, we would expect the small n coefficient for larger ns to be relatively smaller then
small n coefficients for smaller ns: e
(ns1 )
i,n < e
(ns2 )
i,n on average for ns1 > ns2 .
We individually fit each discretization implementation to extract the continuum energies E
(ns)
i using the software
provided by Ref. [60]. Because our numerical uncertainties have an estimated relative error at the order 10−13, we
must in principle fit the energy for relatively high values of nmax which would require having many data points over
different scales of . For this reason we add further lattice spacings{
 [fm] =
1
4
,
1
5
,
1
10
,
1
15
,
1
20
,
1
25
,
1
30
,
1
35
,
1
40
,
1
41
,
1
42
,
1
43
,
1
44
,
1
45
,
1
46
,
1
47
,
1
48
,
1
49
,
1
50
}
. (46)
However, we still obtain χ2d.o.f  1 up to the point where it is computationally not feasible to add new data points
for even smaller lattice spacings as the dimension of the hamiltonian scales with (L/)3.
For this reason, we have decided to fit multiple fit models over the span of nmax = {2, 3, 4, 5} and compare their
results to estimate a systematic extrapolation uncertainty (unweighted average and standard deviation of results over
models). We repeat this procedure for each discretization and compare different continuum energies to decide wether
the fits are consistent. These values are compared to the spectrum predicted by Lu¨scher’s formalism.
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FIG. 4. Phase shifts computed by inserting the continuum-extrapolated spectrum for different discretization implementations
ns and finite volumes L in the zeta function S
©
3 . Data points indicate locations of the eigenvalue. We show the propagated error
associated with continuum extrapolation as an uncertainty band. The black dashed line represents physical phase shifts. Bands
stop at different x values because we stop presenting results after uncertainties become too large (but are still consistent with the
physical phase shifts).
We present the model average over best fits of the spectrum in Fig. 3. Also, we provide access to the raw data and
fitting scripts online at [48]. We observe that the model average for polynomials of degree 2 up to 5 is consistent over
different discretization and agrees with the expected continuum results. We noted that including higher polynomials
with nmax > 6 resulted in overfitting of higher energy levels visible in oscillating fit functions which were generally
were more favorable in model selection criteria6. As expected, the continuum limit becomes more uncertain for excited
6 A potential cure for overfitting of higher polynomials would have been the marginalization of higher contributions which would cast
the contributions of higher neglected epsilon terms into the uncertainty of the data. We eventually settled for an unweighted model
average over smaller nmax because the continuum-extrapolated spectrum was more consistent over different ns.
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states. Furthermore, the ns = ∞ implementation provides the most precise results. Surprisingly a few energy levels
in the ns = 1 implementation have a more precise continuum limit on average than some improved implementations
– even though non-extrapolated energy values are further apart from the continuum as in the improved cases. This
effect is related to the continuum convergence pattern. While the ns = 1 (and ns =∞) energy values seem to converge
against the continuum result from below (and respectively from above) for all excited states, the improved derivative
eigenvalues change their convergence pattern. The slope of the extrapolation function changes it sign from E2 → E4
for ns = 2 and from E6 → E8 for ns = 4. This suggests that the importance of fit model coefficients e(ns)i,n changes and
thus makes it more difficult to perform the continuum limit.
In the next step, we use the continuum-extrapolated spectrum to convert it to phase shifts using the spherical
zeta function. We present the phase shifts in Fig. 4. Independent of discretization scheme, we observe that the
continuum-extrapolated results agree with the constant input phase shifts. Because the zeta function is relatively
steep, uncertainties in the continuum limit get drastically enhanced when converting to phase shifts (on average more
than an order of magnitude). We observe that for x > 5 all discretizations besides the exact-p2 discretization come
with significant uncertainties.
We emphasize that these findings are not unique to the unitary case, we obtain similar results for a non-zero
scattering length. We present data for an example non-unitarity scenario with a30 = −5 fm in our repository [48].
B. Using Lu¨scher’s formula before continuum extrapolation
Next we want to discuss what effects finite discretization artifacts have when applying Lu¨scher’s formalism to a
spectrum for finite lattice spacings. We insert the energy levels presented in Fig. 3 before taking the continuum limit
and present results in figure Fig. 5.
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FIG. 5. We present energy eigenvalues presented in Fig. 3 directly inserted S©3 –without a continuum limit. In the top row
we show results for L = 1.0 fm, in bottom we show L = 2.0 fm, while in different columns we show different discretization
schemes. Even though results for ns = 2 seem to be close to the continuum limit result, they start to drastically oscillate for
higher energies. While more improved discretization schemes seem to oscillate less, they do not lay on top of the continuum result
where the difference is related to the lattice spacing.
We note that the phase shifts for x > 10 start to oscillate wildly. This is the case because energy values are close to
the poles of the zeta function (close to the frame boundaries in Fig. 3). With an imperfect kinetic operator, the lattice
artifacts in the energy can push energy levels past a pole in the continuum zeta. This leads to multiple interacting
energy levels on a single segment of the zeta function.
Furthermore it seems like the small x results for ns = 2 seem to be closer to the expected flat result than other
discretization schemes. This behavior can be explained by Fig. 3. While other discretization schemes for x < 8
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FIG. 6. Continuum limit of different phase shift points computed by inserting finite lattice spacing eigenstates in S©3 (see
Fig. 5). Each column represents a different kinetic operator and each row tracks a different eigenvalue of the discrete finite-volume
hamiltonian. Note that both axis have a log scale and thus on these scales, a linear trend for the phase shifts suggests that they
extrapolate to zero.
monotonically converge against the continuum limit, ns = 2 data points converge non-monotonically and are therefore
closer to the continuum by accident. In this sense it is possible to select a discretization scheme which in principle
converges slower against the continuum, but has an accidental good agreement with the continuum even though it is
discrete.
For small energies, better discretization schemes or small lattice spacings, we observe that the phase shifts do not
oscillate and monotonically increase in x with no or small curvature. This non-flat x-dependence seems to depend less
on the employed discretization scheme but certainly on the value of the lattice spacing. This suggests that artifacts
of the imperfect kinetic operator are negligible compared to cutoff effects of the lattice spacing itself. The non-zero
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lattice spacing induces effective-range-like effects. As we will show in the next section, this effect arises from using
the continuum S© rather than the lattice-aware S.
We visualize the continuum limit of phase shift points in Fig. 6. Similar to the case where we first extrapolated the
spectrum to the continuum and computed phase shifts afterwards, the best discretization allows to also extrapolate
higher excited states to zero–visible by the linear log-log dependence of the phase shifts on epsilon. We note that
similar to the case where we first extrapolated the spectrum to the continuum, the extrapolation of the phase shifts
seems to work best for the same discretization schemes in the same energy range. For example, while we find a linear
log-log scaling region in Fig. 6 for ns = 2 and x < 6, uncertainties of the ns = 2 extrapolation also start to increase
in Fig. 3 after x > 6. However the ns = 4 implementation seems to be stable longer in Fig. 6 which is related to the
x > 9 state having a relatively larger continuum extrapolation uncertainty while also being close to the continuum
value.
C. Results of the dispersion method in three dimensions
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FIG. 7. The same as Figure 5, but tuned and subsequently analyzed using the appropriate latticized Lu¨scher function, matching
the cutoff on the sum to the lattice scale and accounting for the dispersion relation. We emphasize the results are on a log scale,
and the tuning was to −1/a3 = 0.
In this section, we again attempt to tune our contact interaction to unitarity by matching the first zero of the zeta
function. However, the difference is that at each lattice spacing we tune to that spacing’s respective S3 , leveraging
the dispersion relation for that derivative. Then, when we extract finite-volume and finite-spacing energy levels, we
put them through the dispersion equation (C11) using the same S function. The numerical results of said procedure
are shown in Figure 7. Note that the results for p cot δ are now flat across the spectrum, matching the known result
for a contact interaction. Moreover, comparing the scale to that in, for example, Figure 5, there the deviations
were of order 1, while here the results remain within 10−8 of zero, with the value entirely reflecting how well the
contact interaction was tuned. Put another way, we have verified that the dispersion zeta function provides exact
finite-spacing energy levels for our contact interaction (13), just as one would hope for a contact interaction in the
continuum.
In Figure 8 we show how the strength of the contact interaction runs with the lattice scale according to the analytic
expectation (C6). Note that the lines are not fits to the data; though the difference is down at 10−12 or better. Again,
this difference depends on the accuracy of the tuning.
We note that
1. when matching the contact interaction parameter using spherical Lu¨scher data and finite spacing eigenvalues,
the data points did not exactly match the analytic spherical contact scaling. The error at the smallest lattice
17
10−2
10−1
−c
(
)
[f
m
−
2
]
L = 1.0 [fm] L = 2.0 [fm]
ns
1
2
4
∞
Spherical
Dispersion
2−6 2−5 2−4 2−3 2−2
 [fm]
10−16
10−14
10−12
|∆
c(
)
|[f
m
−
2
]
2−6 2−5 2−4 2−3 2−2
 [fm]
FIG. 8. Scaling of the contact interaction strength C
(ns)
R () fitted using the dispersion method at unitarity. Data points are
values of the contact interaction fitted to the first intersection of the phase shifts with the dispersion zeta function. The solid
lines are analytic scaling predictions following (C6) and the dashed line corresponds to the spherical counter term L©3 = 2pi. Bar
diagrams below present the absolute error between prediction and extracted value.
spacing had a relative error on the percent scale and it got worse for larger lattice spacings.
2. even in the limit of ns →∞ the dispersion counter term L3 will not match the spherical counter term L©3 . At
any finite N the spherical integral and cartesian integrals differ—if the radius of the sphere is N/2, the corners
of the lattice’s Brillouin zone are absent; the cartesian integral matches the Brillouin zone correctly, critical for
any finite-N result.
D. Momentum-induced terms of S©3 (x
) due to discretization
The zeta function in Lu¨scher’s formula, S©3 (x), is derived in the continuum. As such, it requires continuum energies
x for its argument. If one instead feeds discretized energies x through S©3 (x) then momentum-dependent terms are
subsequently induced.
This is particularly evident for the contact interaction as was observed, for example, in Ref. [44]. To understand
the source of these terms, consider
1
piL
S©3 (x
) =
1
piL
(
S3 (x
) +
(
S©3 (x
)− S3 (x)
))
=
−1
a3
+
1
piL
(
S©3 (x
)− S3 (x)
)
=
−1
a3
+ lim
η→∞
1
piL
|n|<η/2∑
n/∈B.Z.
1
n2 − x − L
©
3
η
2
+ L3
N
2
 . (47)
In the first line we added and subtracted S3 and used the dispersion results (C10) and (C11) to introduce the
scattering length in the case of a contact interaction. For convenience we assume ns =∞7. In the second line, since
n is now restricted to be outside the Brillouin zone, we can assume that n2  x and expand in small x under the
7 The logic of the following derivation remains them same also for ns < ∞, but, in this case, the expressions n2 must be replaced
with the proper dispersion K˜
(ns)
nn (14), which makes it difficult to obtained closed expressions. Also, within the Brillouin zone the
different dispersion relations cause the two sums differ by O (x/N2) term-by-term.
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FIG. 9. Here we show a contact interaction in three dimensions with the ground state tuned to the first zero of the spherical zeta
function S©3 on cubic lattices with N = 10, 20, 40, 80 (squares, diamonds, hexagons, and circles, respectively), with the resulting
spectrum analyzed with S©3 (colored points) and the N -appropriate S

3 (black points). The gray dashed line is S
©
3 and the thin
vertical lines are at the non-interacting xs where it diverges. The colored lines are the second-order analytic prediction for the
difference between the dispersion and spherical analysis as a function of x. For clarity of the continuum limit we show, in the
bottom panel, a limited range in x and pL cot δ30, where it is clear that each N hits the zero of S
©
3 but that the flat behavior at
any finite N is away from an infinite scattering length when analyzed with S3 .
TABLE I. Coefficients αi(N) as a function of N in 3-D.
N α1 α2 α3
10 0.346 228 470 193 45 2.108 836 129 902 6 0.020 967 281 332 39
20 0.173 840 297 984 83 1.047 005 248 267 3 0.002 537 745 887 32
40 0.087 011 479 757 28 0.522 565 277 653 1 0.000 314 563 119 10
50 0.069 617 964 079 68 0.417 962 000 493 6 0.000 160 892 376 74
80 0.043 517 174 427 02 0.261 165 126 818 4 0.000 039 236 957 20
100 0.034 814 837 651 36 0.208 920 812 867 4 0.000 020 084 189 57
summation,
S©3 (x
) =
−piL
a3
+ L3
N
2
+ lim
η→∞
|n|<η/2∑
n/∈B.Z.
1
n2
− L©3
η
2
+ x lim
η→∞
|n|<η/2∑
n/∈B.Z.
1
n4
+ (x)2 lim
η→∞
|n|<η/2∑
n/∈B.Z.
1
n6
+ . . . (48)
≡ −piL
a3
+ α1(N) + α2(N)x
 + α3(N)(x)2 + . . . (49)
The last line above shows explicitly the induced momentum-dependence in x and defines the coefficients αi(N) in
terms of particular lattice summations similar to those of the three-dimensional zeta function. The dependence of
these coefficients on N comes from the exclusion of momentum modes within the Brillouin zone in the summation.
The fact that these coefficients do not depend on L is a unique feature of the contact interaction. The numerical
values of the coefficients αi(N) can be determined using standard acceleration techniques (see, for example, Appendix
B of Ref. [61]). We provide values for select cases of N in Table I.
In Figure 9 we show the result of tuning a finite-spacing contact interaction to the first zero of the continuum zeta
function S©3 . At each spacing the spectrum is fed through the continuum zeta for analysis, resulting in an apparent
spacing-dependent momentum dependence that matches the small-x expansion (49) discussed in the next section. The
same spectrum is also fed through the spacing-appropriate dispersion zeta S, resulting in the flat black lines. Shown
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in detail in the bottom panel, it’s clear that the continuum limit taken this way results in any finite spacing having
a nonzero scattering length that vanishes with the continuum limit. In contrast, tuning to the dispersion function
directly, as in Figure 7, is flat and nearly zero at each individual lattice spacing. We expect that this difference
explains the induced momentum dependence of, for example, Refs. [42, 44].
VI. ONE DIMENSION
Here we consider Lu¨scher’s formula in one dimension with a contact interaction. Since the sum in the quantization
condition (32) or the one-loop finite-volume sum (29) with D = 1 is convergent we have
C(Λ) = − 1
µa1
a1
L
=
1
2pi2
∞∑
n=−∞
1
n2 − x ≡
1
2pi2
S©1 (x)
(
x =
2µEL2
4pi2
)
, (50)
where the contact strength C(Λ) does not run. The energy E is a finite-volume energy on a torus of circumference L.
In one dimension the sum in the zeta function is well behaved and has a compact form,
S©1 (x) ≡
∞∑
n=−∞
1
n2 − x = −pi
cot(pi
√
x)√
x
, (51)
which gives a closed form expression for Lu¨scher’s formula,
a1
L
= − 1
pL
cot
(
pL
2
)
, (52)
consistent with those found in Refs. [56, 62].
Since there is no counterterm in one dimension, the dispersion form of Lu¨scher’s formula is straightforward to
obtain. If one identifies the lattice spacing as the cutoff, then the sum in the zeta function is restricted to the
Brillouin zone and one has
a1
L
=
1
2pi2
N
2
−1∑
n=−N
2
1
K˜Nnn − x
=
1
2pi2
N
2
−1∑
n=−N
2
1
N2
4pi2
(∑
s γ
(ns)
s cos
2pins
N
)
− x
≡ 1
2pi2
S1 (x) , (53)
where we explicitly show that the dispersion function S depends on ns and N but not on L or  explicitly.
As stressed in the previous section, only continuum-extrapolated energies should be used in the quantization
condition (51), or induced momentum dependence terms will result. For example, in Figure 10 we show the induced
momentum dependence terms when non-continuum eigenvalues x are inserted into S©1 (colored points) for lattice
sizes of N = 4, 10, 12, and 14 and ns = ∞. However, we also show the scattering data determined through S1 (x)
(black points), which lie on a flat line, as expected.
We can derive the functional form of these induced momentum-dependent terms following the exact steps taken in
Section V D, again assuming ns =∞,
S©1
(
x
)
= S1
(
x
)
+
(
S©1
(
x
)
− S1
(
x
))
=
2pi2a1
L
+
∑
n/∈B.Z.
1
n2 − x
=
2pi2a1
L
+ α1(N) + α2(N)x
 + α3(N)(x)2 + . . . .
where again we assume ns = ∞ energy. In the second term we assumed n2  x since the sum is restricted to
modes outside the Brillouin zone. The coefficients αi(N) can be determined to arbitrary precision. Table II shows
these terms for N = 4, 10, 12, and 14. The thin colored lines in Figure 10 correspond to the functions given in this
table. In the limit N →∞ all states are included in the Brillouin zone so all terms vanish and one recovers the flat,
momentum-independent behavior.
Analyzing the finite-spacing dispersion zeta function S1 with ns = ∞ produces the flat behavior all the way
through. This demonstrates that in the one-dimensional case, it was not the contact operator that caused the
momentum dependence, but that the dependence was induced by leveraging the continuum finite-volume formalism
itself.
Finally, we draw the reader’s attention to the structure of S at any finite N in the bottom panel of Figure 10,
where the N = 4 dispersion zeta is shown. Note that any flat function of x can only ever intercept the zeta function
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FIG. 10. Phase shifts and zeta functions in the spherical and dispersion scenario in one dimension.
(top) Finite-spacing eigenvalues x = 2µEL2/4pi2 of the Schro¨dinger equation are inserted into respective zeta functions to
obtain phase shifts. The eigenvalues are obtained for a contact interactions fixed to a1/L = 1/10 (closed symbols) and a1/L = 0
(open symbols) using the analytic result for the interaction strength C(Λ) (50) and not by tuning to a zero of any zeta. Different
markers correspond to different discretizations: N = 4 (triangles), 10 (squares), 12 (diamonds), and 14 (hexagons). For analysis,
the colored points are obtained using S©1 (x
); corresponding to N = 4 (red), 10 (green), 12 (blue), and 14 (purple). The thin
colored lines are the derived induced momentum-dependent terms for each N as given in Table II. The black points are obtained
using the N -appropriate S1 (x
) and exhibit the correct flat-line behavior. The dashed gray line is S©1 , as in the bottom panel.
(bottom) Two one-dimensional zeta functions, the spherical function S©1 (light gray) given in (51) and S

1 (red) given in (53)
with N = 4 and ns = ∞. The difference between the dispersion and spherical curves is responsible for moving the red triangles
to the black triangles in the top panel.
TABLE II. The coefficients αi(N) of the induced momentum-dependent terms to order (x
)2 due to a contact interaction using
S©1 (x
) as a function of discretization N . Here x is determined by a finite-spacing finite-volume ns =∞ eigenenergy.
N α1 α2 α3
4 1.039 87 0.102 146 0.019 061 1
10 0.402 65 0.005 543 0.000 140 4
12 0.334 87 0.003 171 0.000 054 9
14 0.286 68 0.001 983 0.000 025 0
three times—which makes sense, as there are only three states in the parity-even sector of a one-dimensional N = 4
lattice: | 0 〉, (| −1 〉+ | +1 〉)/√2 and | 2 〉 (which, being on the edge of the Brillouin zone, is the same state as | −2 〉).
If one tunes a contact interaction so that the scattering amplitude vanishes, one will see one state with 0 < x < 1,
one with 1 < x < 4, and one state with |x| very large and a sign depending on whether one is slightly above or below
zero numerically. The finiteness of the parity-even sector puts constraints on the interactions that can be faithfully
put onto such a small lattice: one cannot create any interaction where the scattering amplitude intersects the N = 4
S four times, because that would entail too many finite-volume states. Of course, this is a generic feature in any
number of dimensions, and the constraint ultimately vanishes in the continuum limit N → ∞; as N increases the
number of accessible n2 shells grows in a dimension-dependent way.
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VII. TWO-DIMENSIONS
In two dimensions, assuming a contact interaction, it is convenient to write the effective range expansion (5) in
terms of a reduced scattering length,
cot (δ2(p)) =
2
pi
ln (pa˜2) , where a˜2 = R20 exp
{
− pi
2a20
}
(54)
with no additional shape parameters. Using the infinite-volume relation (26) with p = 0, D = 2, and a finite cutoff Λ
gives
C(Λ) = − pi
µ log (a˜2Λ)
. (55)
Using this in the finite-volume relation (27) and quantization condition (32) yields
2
pi
log (pa˜2) = lim
Λ→∞
(
− 2
µL2
Λ∑
q
1
E − q2
2µ
− 2
pi
log(Λ/p)
)
. (56)
The logarithmic dependence on p makes this relation difficult for analysis, particularly for small p. Furthermore,
for a˜2 sufficiently small (but positive)
8 a bound state can occur, with imaginary momentum p → iγ. Then both
sides become complex, further complicating the analysis. Also, the momentum-independent logarithmic counterterm
needed to regulate the infinite sum is not manifest in the above expression. To make the counterterm manifest, and
to address the issue of small p states and bound states, we subtract 2
pi
log
(
pL
2pi
)
on both sides,
2
pi
log
(
2pia˜2
L
)
= lim
Λ→∞
(
− 2
µL2
Λ∑
q
1
E − q2
2µ
− 2
pi
log
(
ΛL
2pi
))
= lim
Λ→∞
(
1
pi2
Λ∑
q
1(
qL
2pi
)2 − x − 2pi log
(
ΛL
2pi
))
(57)
where x = 2µEL2/4pi2 as always. Setting N = ΛL/pi and
(
qL
2pi
)2
= n2 gives
2
pi
log
(
2pia˜2
L
)
=
1
pi2
lim
N→∞
 ∑
|n|≤N
2
1
n2 − x − 2pi log
(
N
2
) ≡ 1
pi2
S©2 (x) , (58)
which defines the two-dimensional zeta function S©2 . This matches the general result (34) as long as we allow the
limit
lim
D→2
L©D
(
N
2
)D−2
= 2pi log
(
N
2
)
. (59)
This two-dimensional Lu¨scher function (58) encompasses both bound and scattering states for the contact interac-
tion. Note the logarithmic dependence of the scattering length a˜2 which requires an accompanying scale to render the
argument of the logarithm dimensionless—we choose the infrared scale L, the linear size of the finite volume. Finally,
we note that for general finite-range S-wave interactions, the Lu¨scher formula in 2-D is
cot(δ2(p))− 2
pi
log
(
pL
2pi
)
=
1
pi2
S©2
((
pL
2pi
)2)
. (60)
This form was originally derived in Ref. [47], and is also consistent with Ref. [56] once the subtraction of the logarithm
and the difference in definition of our zeta functions are taken into account. For higher partial waves we refer the
reader to Ref. [46].
8 Our definition of the scattering length in 2-d requires a˜2 ≥ 0 [63].
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FIG. 11. Phase shifts and zeta functions in the spherical and dispersion scenario in two dimensions.
(top) Finite-spacing eigenvalues x = 2µEL2/4pi2 of the Schro¨dinger equation are inserted into respective zeta functions to
obtain phase shifts. The eigenvalues are obtained for a contact interaction analytically determined for the spherical case (55)
and the dispersion case (C19). Both tunings are fixed to a˜2/L = 1/10 (closed symbols) and a˜2/L = 0 (open symbols). Different
markers correspond to different discretizations: N = 4 (triangles), 10 (squares), 12 (diamonds), and 14 (hexagons). For analysis,
the colored points are obtained using S©2 (x
); corresponding to N = 4 (red), 10 (green), 20 (blue), and 40 (purple). The thin
colored lines are the derived induced momentum-dependent terms for each N as given in Table III. The black points are obtained
using the N -appropriate S2 (x
) and exhibit the correct flat-line behavior. The dashed gray line is S©2 , as in the bottom panel.
(bottom) Two one-dimensional zeta functions, the spherical function S©2 (light gray) given in (58) and S

2 (red) given in (61)
with N = 4 and ns = ∞. The difference between the dispersion and spherical curves is responsible for moving the red triangles
to the black triangles in the top panel.
A. Dispersion Lu¨scher in 2 dimensions
The discussion above is valid only in the continuum. For a discretized lattice, an additional length scale is introduced
that must be accounted for. As is the case in both 3-D and 1-D, there exists a dispersion Lu¨scher equation that is
valid for the contact interaction and accounts for the discretization. In Appendix C we derive this dispersion Lu¨scher
formula for 2D and only state the result here.
Identifying the lattice spacing  = N/L, we have
2
pi
log
(
2pia˜2
L
)
=
1
pi2
 N2 −1∑
nx,ny=−N2
1
K˜Nnn − x
− 2pi log
(
L2
N
2
)
≡ 1
pi2
S2
(
x
)
, L2 = exp
(
log(2)−G 2
pi
)
= 1.116306393581637659468497 . . . (61)
where G is Catalan’s constant.
To demonstrate the success of this formula we tuned lattices with N = 10, 20, and 40 to a˜2/L = 1/10, which allows
for a bound state, using S. In Figure 11 the black points were analyzed through S2 , and lie on a flat line, indicating
that our dispersion Lu¨scher formula has correctly accounted for discretization effects. On the other hand, if we use
the same energies but analyze them with the usual continuum Lu¨scher function S©2 , shown as colored points, we see
induced momentum-dependence and the flat line behavior is lost.
As was done in the three- and one-dimensional cases, we can derive the functional form of the induced momentum-
dependent terms. The derivation is identical to those cases; for concision we show only the end result. Expanded
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TABLE III. The coefficients αi of the induced momentum-dependent terms in (62) due to a contact interaction using S
©
2 (x
) as
a function of discretization N , assuming ns =∞.
N α1 α2 α3
4 0.206 42 0.726 184 0.093 710 5
10 0.034 02 0.105 117 0.001 860 7
20 0.000 86 0.025 850 0.000 110 8
40 0.008 51 0.006 433 0.000 006 8
around small x one finds
S©2
(
x
)
= 2pi log
(
2pi
a˜2
L
)
+ α1(N) + α2(N)x
 + α3(N)(x)2 + . . . (62)
The coefficients αi(N) have an implicit dependence on N since the sums are restricted outside of the Brillouin zone.
Further, in 2-D the sums involved in αi converge sufficiently fast and there exist various techniques for evaluating these
sums (see Appendices A of Ref. [46, 47]). We provide the numerical values of αi(N) in Table III for the discretizations
shown in Figure 11. These functions were also used to calculate the thin colored lines in Figure 11, where we see the
small-x expansion lose accuracy quickly for N = 4 (consider the bound state, for example) but hold deeper into the
spectrum for larger N .
VIII. CONCLUSION
We presented a tuning prescription for a two-particle lattice system interacting through a contact interaction in 1-,
2- and 3-dimensions. For this interaction, the tuning prescription allows us to compute infinite volume continuum
scattering observables from data computed in the finite volume and discrete space. Furthermore we derived a Lu¨scher-
like formalism which directly converts the associated finite-volume finite-spacing spectra to infinite-volume continuum
phase shifts for the contact interaction.
In 3-dimensions, we analyzed three different approaches in detail:
1. we tuned the interaction parameter in a finite volume with a finite lattice spacing to the intersections of the
Lu¨scher zeta function and the phase shifts, extracted the continuum-extrapolated spectrum, and used the same
Lu¨scher zeta function to re-obtain the phase shifts,
2. we repeated the same procedure without extrapolating the spectrum to the continuum and found phase shifts
with induced energy-dependence,
3. we derived a dispersion-aware zeta function which removed the energy dependence in the phase shifts,
4. we perturbatively computed the discretization dependent coefficients which describe the difference in the effective
range expansion between continuum extrapolated results and results obtained at a finite spacing.
The first approach follows the logic of Lu¨scher’s original work and reproduces the expected phase shifts. Even
though we had full control over numerical errors, the continuum extrapolation of the spectrum suffered from systematic
artifacts and induced significant uncertainties (on a relative scale) when put through the zeta function. In general
the best discretization allows the best extrapolation and for smaller energy values, continuum results are more
precise. It is possible to find discretizations in which the finite spacing spectrum is close to its continuum result
but the extrapolation uncertainties can be larger because of non-monotonic behavior of individual energy levels in
dependence of the lattice spacing.
The second approach, applying the infinite-volume map to finite-spacing energy levels—the approach of most recent
lattice QCD work—suffers in the case of the analyzed interaction from notable discretization artifacts. These artifacts
induce an energy dependence in the phase shifts at any finite spacing. For example, we found induced effective range
(and higher order) effects which we analytically estimated. These induced terms can be extrapolated to zero in
a stable manner in the continuum if one only considers energy values in the scaling region. We provide tables of
coefficients which estimate the size of errors in the phase shifts caused by the discretization.
The third approach allows a direct conversion from finite-spacing finite-volume energy levels to continuum infinite-
volume phase shifts without any extrapolation. Thus it was possible to consistently tune the interaction parameter to
high precision. Further, this tuning allows one to distinguish between kinetic discretization effects and discretization
effects affecting the regulator of the theory and thus allows one to determine the interaction consistently.
Finally, we repeated our three-dimensional analysis above to both one- and two-dimensional systems. The latter
is further complicated by logarithmic singularities as opposed to power law divergences, and so here we proposed a
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slightly modified Lu¨scher equation in two dimensions to account for the logarithmic singularity near p ∼ 0. In both
cases our results are consistent with those found in the literature.
We expect our discretization-specific tuning for the contact interaction parameter can be carried beyond the two-
body sector and used in many-body computations, so that calculations of the Bertsch parameter should benefit from
having a systematically correct tuned interaction, which we plan to investigate in future work. We note, however,
that while it would be desirable to find a similar dispersion formalism and tuning prescription for any interaction
(for example, finite-range interactions), the derivation of this prescription in this case would depend on an explicit
knowledge of the short-distance parts of the interaction. We do not rule out, however, that our dispersion formalism
might be applicable to other specific interactions, or maybe even generalizes in a perturbative manner for general
interactions.
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Appendix A: Dispersion Relation Coefficients
In (10) and (11) we give the definition and how to determine the γ
(ns)
s coefficients that give us finite difference
formulas. This is done by matching the expansion of the cosine to the continuum dispersion
p2 7→ − 1
2
ns∑
s=0
γ(ns)s cos(sp) =
1
2
ns∑
s=0
∞∑
m=0
γ(ns)s
(−)m
(2m)!
(sp)2m
!
= p2
[
1 +O ((p)2ns)] . (A1)
Matching this expression order by order in p or equivalently m ≤ ns effectively results in a matrix equation for the
coefficients γ
(ns)
s
Ams ≡ (−)
m
(2m)!
s2m ,
ns∑
s=0
Amsγ
(ns)
s
!
= vm =
{
1 m = 1
0 otherwise
, γ(ns) = A−1v (A2)
Results for order ns ≤ 4 are displayed in Tab. IV.
TABLE IV. Values for γ
(ns)
s for a variety of different nss that give the optimal approximation ω
(ns)(p, ) = (p)2
[
1 +O ((p)2ns)].
γ
(ns)
s s = 0 s = 1 s = 2 s = 3 s = 4
ns = 1 2 −2
ns = 2 5/2 −8/3 1/6
ns = 3 49/18 −3 3/10 −1/45
ns = 4 205/72 −16/5 2/5 −16/315 1/280
Appendix B: The Usual Counterterm
The spherical integrals ID are cut off by a radius of N/2. In (35) a variety of dimensionful parameters are separated
from the integral itself. For convenience, the integrals that appear in S©D for x > 0 itself are given by
ΩD
∫ N/2
0
P n
D−1dn
n2 − x =

4pi
(
N
2
−√x tanh−1
√
x
N/2
)
(D = 3)
pi log
(
(N/2)2
x
− 1
)
(D = 2)
− 2√
x
tanh−1
√
x
N/2
(D = 1)
. (B1)
25
The regulating behavior needed to cancel the divergence in the sum in S©D can be found by expanding these integrals
around the large-N behavior,
ΩD
∫ N/2
0
P n
D−1dn
n2 − x →

4pi
(
N
2
)− 4pix
N/2
+O
((
N
2
)−2)
(D = 3)
pi log
(
(N/2)2
x
)
− pix
(N/2)2
+O
((
N
2
)−4)
(D = 2)
− 2
(N/2)
− 2x
3(N/2)3
+O
((
N
2
)−4)
(D = 1)
(B2)
However, rather than including only the leading divergent behavior, one can use the exact integral values in (B1),
accelerating the convergence to the large-N limit.
In two dimensions, we can rewrite separate the large-N behavior of the infinite-volume integral
ΩD
∫ N/2
0
P n
D−1dn
n2 − x = pi log
(
(N/2)2
x
)
+ pi log
(
1− x
(N/2)2
)
(D = 2) (B3)
but cannot separate out an x-independent counterterm.
Appendix C: The dispersion method in three and two dimensions
In this section we explicitly derive the dispersion formalism in both three and two dimensions by renormalizing the
contact interaction on a lattice. This non-perturbative renormalization allows to extract regularization independent
observables (see also Refs. [12, 66]). We show that it is possible to tune the contact strength parameter in a finite
volume for a given discretization scheme such that one directly obtains continuum infinite volume results when using
the dispersion formalism—without any further extrapolation.
1. Three dimensions
According to (20), (23) and (25), we find that the phase shifts are related to the contact interaction by
p cot δ3(p) = lim
Λ→∞
2pi
µ
1
T (p,Λ)
+ ip = lim
Λ→∞
2pi
µ
[
1
C(Λ)
− I3(p,Λ)
]
, (C1)
with
I3(p,Λ) = − µ
2pi
[
ip+
2Λ
pi
+
2p
pi
log
(
Λ− p
Λ + p
)]
(C2)
The contact interaction cannot depend on any dynamic momenta; it is only possible to absorb momentum independent
regulator terms when renormalizing the contact interaction. It is still possible to renormalize the interaction such
that the phase shifts, in the limit of Λ→∞, are independent of the cutoff by choosing the renormalized strength CR
according to
2pi
µ
1
CR(Λ)
+
2Λ
pi
≡ − 1
a3
= p cot δ3(p) . (C3)
In particular, because the limit of Λ→∞ is well defined for this choice of the contact interaction parameter CR(Λ),
one is able to evaluate both sides for a given momentum, such as p = 0
− 1
a3
= lim
p→0
lim
Λ→∞
[
2pi
µ
1
T (p,Λ)
∣∣∣∣
C=CR
+ ip
]
= lim
Λ→∞
2pi
µ
[
1
CR(Λ)
− I3(0,Λ)
]
. (C4)
We now want to find an equivalent expression to the finite-volume zeta functions in presence of a discretization
scheme. In particular, the discretization scheme depends on the implementation of the kinetic operator K(ns) and
thus depends on the ns parameter. The lattice spacing can be identified with the hard momentum cutoff Λ = pi/.
That is, the expectation value of the dispersion scales as Kˆ(ns)() | p 〉 = p2[1 +O(p)2ns ] | p 〉.
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If one replaces the continuum momentum dispersion q2 in I3 with the kinetic operator for a given lattice spacing
and discretization, one defines a sequence in ns which converges against I3 in the limit of ns →∞
lim
ns→∞
I
(ns)
3 (p,Λ) = I3(p,Λ) , I
(ns)
3
(
p,Λ =
pi

)
=
+pi/∫
−pi/
d3q
[
P
(
1
E − 1
2µ
K
(ns)
qq
)
− ipiδ
(
E − 1
2µ
K(ns)qq
)]
. (C5)
We furthermore define a sequence for the contact strength parameter depending on the cutoff and the employed
discretization scheme which equivalently converges against the continuum result. This sequence is determined by
matching against the dispersion integral for each value of the cutoff and for each discretization scheme
lim
ns→∞
C
(ns)
R (Λ) = CR(Λ) , −
1
a3
≡ 2pi
µ
[
1
C
(ns)
R (Λ)
− I(ns)3 (0,Λ)
]
. (C6)
It is possible to make this choice since both terms do not depend on any external momentum p. This is specific for
the contact interaction. One can view this choice as the renormalization equation for contact interaction in presence
of lattice discretization which, by definition, trivially satisfies
− 1
a3
= lim
Λ→∞
lim
ns→∞
2pi
µ
[
1
C
(ns)
R (Λ)
− I(ns)3 (0,Λ)
]
. (C7)
In fact, it satisfies this equation even without the limits.
Next we address how this renormalization choice relates to the dispersion zeta function. For any lattice imple-
mentation of a contact interaction with strength c in finite volume, the Schro¨dinger equation can be rewritten
as
Gˆ(E)Vˆ | ψ 〉 = E | ψ 〉 ⇒ 0 = 1− cI(ns)3,FV
(√
2µE,Λ =
pi

)
, (C8)
where E are the finite volume energy levels, which depend on the employed discretization scheme and on the contact
interaction of strength c. The finite volume sum I(ns)3,FV(p, pi/) is obtained by replacing the integral d
3q in I
(ns)
3 (p,Λ)
with a sum over vectors q = 2pin/L. Because the above equation is true for any value of c and its corresponding
spectrum, it is especially true for c = C(ns)R (Λ). This means that
− 1
a3
=
2pi
µ
[
I
(ns)
3,FV
(√
2µEi,
pi

)
− I(ns)3
(
0,
pi

)]
, (C9)
which defines the dispersion zeta function
− 1
a3
=
1
piL
S3 (x
) =
1
piL
( ∑
n∈B.Z.
1
K
(ns)
nn − x
− L3
N
2
)
, (C10)
L3 =
2pi2L
µ
I
(ns)
3
(
0,Λ =
pi

)
ns→∞−→ 15.348 . (C11)
See Section D for the computation of this coefficient. Equation (C10) explains why results directly match the
continuum infinite volume phase shifts when computed with this modified zeta function. Note that this result does
not hold for general finite-range interactions if it is not possible to make an equivalent choice as in (C6). We stress
that this derivation uses the analytic expression for the T -matrix and simplifies drastically because the phase shifts for
a renormalized contact interaction are momentum independent. This momentum independence had the consequence
that the counter term in (C11) is momentum independent as well.
2. Two dimensions
In two dimensions the analog of (C1) is
cot δ2(p)− i = lim
Λ→∞
2
µ
(
1
C(Λ)
− I2(p,Λ)
)
, (C12)
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with
I2(p,Λ) = −µ
pi
log
(
p√
Λ2 − p2
)
+ i
µ
2
. (C13)
Our renormalized coefficient is defined by using the phase shift condition for a contact interaction in 2-D (54) in the
Λ→∞ limit,
2
µ
1
CR(Λ)
+
2
pi
log
( p
Λ
)
=
2
pi
log (pa˜2) , (C14)
which ensures the renormalized contact strength CR(Λ) is momentum independent. With the kinetic operator for a
given lattice spacing and discretization, we again define a sequence in ns which converges against I2 in the limit of
ns →∞,
lim
ns→∞
I
(ns)
2 (p,Λ) = I2(p,Λ) , I
(ns)
2
(
p,Λ =
pi

)
=
+pi/∫
−pi/
d2q
[
P
(
1
E − 1
2µ
K
(ns)
qq
)
− ipiδ
(
E − 1
2µ
K(ns)qq
)]
. (C15)
As was done prior to (C6), we also define a sequence for the discrete coefficient C
(ns)
R (Λ) that is determined by
matching against the dispersion integral for each value of the cutoff and for each discretization scheme. However, in
this case, due to the presence of logarithms in (C14), we first subtract the expression 2
pi
log(pL/2pi) prior to setting
p = 0,
lim
p→0
[
2
pi
log (pa˜2)− 2
pi
log
(
pL
2pi
)]
=
2
pi
log
(
2pi
a˜2
L
)
≡ 2pi
µ
[
1
C
(ns)
R (Λ)
−
(
I
(ns)
2 (p,Λ)− i
µ
2
+
µ
pi2
log
(
pL
2pi
))∣∣∣∣
p=0
]
.
(C16)
Our sequence limns→∞ C
(ns)
R (Λ) = CR(Λ) is well defined but implicitly depends on an external length scale L due to
the presence of the logarithm. To arrive at the dispersion equation in two dimensions one repeats the steps from (C8)
leading up to (C10), but now (C10) becomes
2
pi
log
(
2pia˜2
L
)
=
1
pi2
S2
(
x
)
=
1
pi2
( ∑
n∈B.Z.
1
K˜Nnn − x
− 2pi log
(
L2
N
2
))
. (C17)
Here
L2 = exp
(
log(2)−G 2
pi
)
= 1.116306393581637659468497 . . . (C18)
and G is Catalan’s constant. We derive this counterterm in D. The renormalized coefficient in this case is
C
(ns)
R (Λ) = −
pi
µ log
(
a˜2L2 Λ
) , (C19)
where now the coefficient L2 carries a ns dependence.
Appendix D: The Dispersion Counterterm
To evaluate the infinite-volume integral in (38), we rescale the n integration to extract N out of the integral and
rescale x→ x˜ = 4pi2x/(N/2)2∫ +N/2
−N/2
dDn P 1
K˜Nnn − x
= 4pi2
(
N
2
)D−2 ∫ +1
−1
dDν P 1
4
∑
ds γ
(ns)
s cos piνs− x˜
, (D1)
which is well defined for any dimension if x˜ 6= 0 and for x˜ = 0 if D > 2. For x˜ ≤ 0 the sum over dimensions can be
isolated by introducing another integral
(D1) = 4pi2
(
N
2
)D−2 ∫ ∞
0
2y dy ex˜y
2
(∫ +1
−1
dν e−4y
2
∑
s
γ(ns)s cospiνs
)D
(D2)
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ns L3
1 19.954 840 697 542 50
2 17.293 738 151 244 90
3 16.529 373 823 203 10
4 16.181 808 667 604 00
5 15.986 744 219 266 57
6 15.863 065 839 412 47
7 15.778 141 953 908 23
8 15.716 459 550 320 04
9 15.669 750 243 122 20
10 15.633 222 949 373 34
11 15.603 918 470 900 50
12 15.579 914 543 313 38
13 15.559 910 411 419 87
14 15.542 995 635 407 36
15 15.528 514 604 843 42
16 15.515 983 635 007 83
17 15.505 038 342 812 11
ns L3
18 15.495 399 172 287 99
19 15.486 848 181 839 53
20 15.479 213 033 457 76
21 15.472 355 711 590 63
22 15.466 164 422 113 75
23 15.460 547 675 003 36
24 15.455 429 895 148 85
25 15.450 748 120 989 55
26 15.446 449 489 655 27
27 15.442 489 298 869 18
28 15.438 829 497 332 64
29 15.435 437 497 255 23
30 15.432 285 231 766 77
31 15.429 348 400 385 50
32 15.426 605 860 277 47
33 15.424 039 131 540 90
34 15.421 631 992 406 52
ns L3
35 15.419 370 145 890 34
36 15.417 240 943 636 97
37 15.415 233 155 848 90
38 15.413 336 778 591 32
39 15.411 542 871 590 14
40 15.409 843 421 050 34
41 15.408 231 223 114 02
42 15.406 699 784 431 30
43 15.405 243 236 988 64
44 15.403 856 264 869 86
45 15.402 534 041 047 81
46 15.401 272 172 643 22
47 15.400 066 653 358 55
48 15.398 913 822 015 64
49 15.397 810 326 304 17
50 15.396 753 090 994 05
∞ 15.348 248 446 063 82
TABLE V. Counter term coefficients for the three-dimensional dispersion zeta function defined in (C11).
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16
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19
20
21
L 3
1 2 4 8 16 32 64 128
ns
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L 3 L 3
−
1
FIG. 12. In the top panel we show the dispersion counterterm L3 in (C11) as a function of ns, and the ns = ∞ result, as a
dashed line. In the bottom panel we show an alternate view into how the counterterm converges to the ns =∞ value.
which can be numerically evaluated. This trick relies on the Laplacian stencil not coupling momenta in different
directions (9).
The counterterm for the leading divergence LD is the x˜ = 0 value. For three dimensions, we show this counterterm
and how it differs from the ns →∞ counterterm in Figure 12 and provide precise values in table Tab. V.
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If we assume ns =∞ we can obtain analytic solutions when x˜ = 0. For D = 3 we find
L3 = −8G− 4i
{
2Li2
(
1− 4√−1)− 2Li2 (1 + (−1)3/4)+ Li2 (3i− 2i√2)− 2Li2(1
2
(
(−1− i) +√2
))
+2Li2
(
1
2
(
(−1 + i) +√2
))
− 2Li2
(
2
(1− i) +√2
)
+ 2Li2
(
2
(1 + i) +
√
2
)
+ 2Li2
(
2i
(1 + 3i) + (1 + 2i)
√
2
)
−Li2
(
i
(
−3 + 2√2
))
− 2Li2
(
2
(3 + i) + (2 + i)
√
2
)}
+ pi log
(
7880 + 5572
√
2
)
, (D3)
where G is Catalan’s constant and Li2 is a polylogarithm of order 2. For D = 2 the dominant N part of (D1), after
subtracting off the logarithmic singularity in
√
x, is logarithmic,∫ +N/2
−N/2
d2n P 1
n2 − x − 2pi log
(√
x
)
= 2pi log
(
N
2
)
− 4
(
G− pi
2
log(2)
)
+O(N−1) = 2pi log
(
L2
N
2
)
+O(N−1) , (D4)
with
L2 = exp
(
log(2)−G 2
pi
)
. (D5)
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