In this note we demonstrate that if y(t) ≥ 0, for each t in the domain of t → y(t), and if, in addition, Δ ν 0 y(t) ≥ 0, for each t in the domain of t → Δ ν 0 y(t), with 1 < ν < 2, then it holds that y is an increasing function of t. This demonstrates that, in some sense, the positivity of the νth order fractional difference has a strong connection to the monotonicity of y. Furthermore, we provide a dual result in case Δ ν 0 y(t) ≤ 0 and y is nonpositive on its domain. We conclude the note by mentioning some implications of these results.
Introduction.
In this brief note, we consider the discrete fractional difference operator Δ ν , which for a function y : N a → R is defined by Γ(t+1−ν) -see [8] . We demonstrate that this operator satisfies a certain monotonicity property. In particular, one of our results can be summarized as follows: Given ν ∈ (1, 2) and y : N 0 → R satisfying y(t) ≥ 0 for each t ∈ N 0 , if Δ ν 0 y(t) ≥ 0 for each t ∈ N 2−ν , then y is increasing on its domain. Note that here and in the sequel, we utilize the standard notation N r := {r, r + 1, . . .} for r ∈ R with r ≥ 0; an analogous definition is used for the notation Z r for any r ∈ R.
This monotonicity result does not seem readily apparent from (1.1), and it actually seems somewhat surprising. Indeed, when considering the fractional difference equation −Δ ν y(t) = f (t + ν − 1, y(t + ν − 1)), for 1 < ν < 2, it has been shown that the dimension of the solution space for such an equation is two. In this way, the fractional difference operator Δ ν , in case 1 < ν < 2, seems to bear some connection to the second-order difference operator Δ
2 . Yet it is, of course, obvious that even if Δ 2 y(t) ≥ 0 for some nonnegative function, this hardly implies that Δy(t) > 0, too. Consequently, one of the contributions of this note is to show that in the fractional setting, the νth order difference with 1 < ν < 2 actually encodes some additional information related to the first-order difference. This result has a few nontrivial consequences, which we enumerate toward the end of this work.
Finally, we remark that the interested reader is invited to consult [3] [4] [5] [6] [10] [11] [12] [13] [14] and the references therein to view the existing literature on the discrete fractional calculus. In spite of the significant increase in research in this area, there are still many open questions regarding the discrete fractional calculus and its properties. In particular, part of the special theoretical interest in this area of mathematics arises from the fact that its study is challenging and often surprising, not least of all due to the de facto nonlocality present in the fractional difference (1.1). It is hoped that the results of this note will demonstrate one interesting consequence of this nonlocality.
Main result and discussion.
We begin by recalling a result that is central to the proof of our theorems. This result originally appeared in Holm [15] . Observe that this lemma demonstrates that the definition of Δ 
With the preceding lemma in hand, we are now ready to state and prove our first monotonicity result. Observe that although we state this theorem for a function defined on N 0 , there is nothing special about this particular set, and we could easily generalize to the set Z a for any a ∈ R. Proof. We prove this result by the principle of strong induction. To this end, observe that the base case holds somewhat trivially since we calculate
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Vol. 102 (2014) A monotonicity result for fractional differences 295 due to the fact that y(0) = 0, by assumption, and the fact that y(1) ≥ 0, also by assumption. Now, to complete the induction step, fix k ∈ N and suppose that
(2.4) note that in (2.4) we have used the assumption that y(0) = 0 to simplify suitably −Δ ν y(k − ν) for the fixed value of k. In particular, (2.4) implies that
Inequality (2.5) shall be important in the sequel. We claim that for the value of k fixed at the beginning of the preceding paragraph
which will complete the induction step. To prove (2.6) we first calculate, by using estimate (2.5),
. . . (2.7)
On the other hand, invoking the induction hypothesis implies that
Observe that in (2.8) we are using the fact that since
and so forth. In any case, putting the k − 2 estimates generated by (2.8) into inequality (2.7) yields
Now, define the (k − 1)-th degree polynomial function P k−1 : R → R by
Since y(k − 1) ≥ 0 by assumption, comparing (2.9) and (2.10) we see that to show that y(k) − y(k − 1) ≥ 0 and thus complete the proof, it suffices to demonstrate that P k−1 (ν) ≥ 0 for each 1 < ν < 2. To this end, note that we may rewrite P k−1 in the form
But then (2.11) implies that
The factorization of P k−1 given by (2.12) implies that P k−1 has k − 1 distinct zeros and these zeros are, in particular, ν = 1, 2, . . . , k − 1. Observe that when k is even, it follows that P k−1 (ν) > 0, for each ν ∈ (1, 2), since (−1) k > 0 and the other factors will constitute a product of k − 2 negative numbers and exactly one positive number. On the other hand, when k is odd, it follows that P k−1 (ν) > 0, for each ν ∈ (1, 2), since (−1) k < 0 and the other factors will once again constitute a product of k − 2 negative numbers and exactly one positive number.
We conclude that for each k ∈ N it follows that P k−1 (ν) > 0 whenever ν ∈ (1, 2). And this implies that (2.6) holds. Since this completes the induction step, we obtain that y is increasing on its domain, and this completes the proof.
Having proved the case where y(0) = 0, it is easy to generalize this to the case where y(0) ≥ 0. We state this simple generalization as Corollary 2.3. As a dual result, we present the following theorem. Moreover, as with Theorem 2.2, we may obtain a corollary dual to Corollary 2.3, but we omit the statement of this in the sequel. 
is increasing (and nonnegative).
Proof. Simply note that the proof of Theorem 2.2 reveals that one may replace the hypothesis that y is nonnegative on its domain with the hypothesis that y(1) ≥ y(0) ≥ 0. Since A, B ≥ 0, the result follows. 
has no positive solution.
Remark 2.7. Observe that Corollary 2.6 is not a triviality as it is when ν = 2. Indeed, when ν = 2, the nonpositivity of f implies that Δ 2 y(t) ≥ 0, for each admissible t, from which it follows at once that if y is a solution of the boundary value problem, then y(t) ≤ 0 for each t. This is a simple consequence of the geometrical implications of Δ 2 y(t) ≥ 0 together with the Dirichlet boundary conditions. In the fractional setting (i.e., when ν = 2), the fractional difference does not possess an immediate, obvious geometrical interpretation. Furthermore, since the discrete fractional difference is a de facto nonlocal operator, one could imagine that this nonlocality might somehow permit (2.14) to possess a positive solution in spite of the nonpositivity of the function f . This would not be so far-fetched considering that in case α ∈ (0, 1) Ferreira and Goodrich [7] proved that the discrete fractional BVP can have a positive solution even if f is nonnegative; assuming λ > 0, such an occurrence is clearly impossible in case α = 1, for then (2.15) implies that u is strictly increasing, contradicting the periodic boundary conditions. Consequently, Corollary 2.6 demonstrates that this kind of geometrical aberration does not carry over to problem (2.14).
