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ABSTRACT
In this paper, we propose a new Stochastic Message Passing Clustering (SMPC) algorithm for clustering biological data
based on the Message Passing Clustering (MPC) algorithm, which we introduced in earlier work. MPC has shown its
advantage when applied to describing parallel and spontaneous biological processes. SMPC, as a generalized version of
MPC, extends the clustering algorithm from a deterministic process to a stochastic process, adding three major advantages.
First, in deciding the merging cluster pair, the influences of all clusters are quantified by probabilities, estimated by kernel
functions based on their relative distances. Second, the proposed algorithm property resolve the “tie” problem, which often
occurs for integer distances as in the case of protein interaction data. Third, clustering can be undone to improve the
clustering performance when the algorithm detects objects which don’t have good probabilities inside the cluster and moves




Clustering, message passing clustering, hierarchical clustering, stochastic processes, kernel functions.
INTRODUCTION
Ten years ago with traditional methods, molecular biologists had to work on a “one gene in one experiment” basis. It was
difficult to achieve a high throughput of gene expression and to see the complete picture of gene functions. Now, with the
rapidly developing microarray technology, scientists are able to determine the expression levels of thousands of genes in a
single experiment (Holter et al., 2000; Eisen et al., 1998; Phimister et al., 1999). However, the huge data sets generated from
microarray experiments present us the great challenge of interpreting and analyzing the data. It has become increasingly clear
that simply generating the data is not enough; one must be able to extract meaningful information about the system being
studied. This requires more efficient and more accurate data analysis approaches and encourages more researchers to be
devoted to this field.
The term clustering refers to a wide variety of unsupervised methods for organizing multivariate data into distinct groups
with similar patterns. Clustering is a fundamental technique which has numerous applications in expression-data analysis,
where clues to unknown gene functions may be inferred from clusters of genes similarly expressed across many samples
(Eisen et al., 1998), and elsewhere in biology, e.g. phylogenetic tree building and regulatory network reconstruction (Durbin
et al., 1998).
Among the best-known and most powerful methods of clustering are those involving Hierarchical Clustering (HC) (reviewed
in Everitt et al., 2001). HC is conceptually simple but often outperforms algorithms that employ complex data structures and
data flows such as K-means, Self Organizing Maps (SOM), and Finite Mixtures (Ball et al., 1967; Lance et al., 1967; Herwig
et al., 1999; Kohonen, 1997; Tamayo et al., 1999; Everitt et al., 2001). HC arranges the data into a tree structure which can
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be easily viewed and understood, and the hierarchical structure provides potentially useful information about the relationships
between clusters. It is one of the most widely accepted by biologists. However, HC has some inherent problems dealing with
the data generated from biological processes (Alon et al., 1999; Arnau et al., 2005; Geng et al.,  2004).  HC always  puts  a
priority on global distance; that is, in each step only the two clusters which have the globally lowest distance (or highest
similarity) are merged and the clusters are generated sequentially. This mechanism of HC may produce counterintuitive
clusters and clusters with more singletons, and may not be suitable for biological data sets because biological processes are
often parallel by nature (Geng et al., 2005).
To overcome these problems and to capture biological features, Geng et al. proposed a new clustering algorithm, Message
Passing Clustering (MPC), which simulates spontaneous and parallel biological processes (Geng et al., 2004; Geng et al.,
2005). Inspired by real-life situations in which people in large gatherings can form groups by exchanging information, MPC
allows data objects to communicate with each other, generates clusters in parallel so that the global distances and local
distances are well-balanced, and hence improves the performance of clustering. The method of MPC has been successfully
applied to clustering gene-expression data and to building phylogenetic trees (Geng et al., 2005). The resulting dendrograms
have shown its superiority over other techniques such as HC, neighbor joining (Felsenstein, 1989; Saitou and Nei, 1987), K-
means, CLICK (Sharan and Shamir, 2000), and SOM.
But there are still some features that the deterministic algorithms cannot offer due to their deterministic nature:
1). Breaking ties: Ties often occur when the distances are integers as in the case of protein interaction data (MacCuish et al.,
2001; Takezaki, 1998; Arnau et al., 2005). The ties in HC can be a serious problem because the final clustering solution
depends on the index of the nodes. MPC can be better for dealing with ties. Considering a situation where we have four nodes
a,  b,  c and d, the distance between a and b and the distance between c and d are equally minimum, and the basic MPC
algorithm merges (a, b) and (c, d) in parallel. However, MPC can’t figure out the situation when the ties happen on the same
cluster, i.e., if both cluster b and cluster c are nearest to cluster a, then cluster a will pick the one which has the lower index
for merging. A better mechanism would be to choose the merging neighbor by coin tosses because this is independent of the
arbitrary index of nodes. In this paper, we generalize this idea in which all neighbors are allocated a probability to merge
based on their distances to a given node.
2). Ensemble influence: By ensemble we mean the set of all nodes (clusters). In HC and MPC, finding the minimum distance
is the greedy approach that ignores the influence of all other clusters on merging two clusters. We argue that the ensemble
influence should be considered when deciding merging cluster pairs. Besides the first nearest neighbor, the second, the third,
etc., may also be good candidates if there are no significant differences in terms of distances between them and the target
cluster. This phenomenon is often overlooked by traditional HC or the basic MPC clustering techniques. It is more reasonable
to distribute the merging probability over the ensemble. We use kernel functions generated by each cluster to estimate the
ensemble probability distribution, and we can use a random switch to determine which cluster is to be selected based on the
probabilities.
3). Undoing clusters: A serious problem with hierarchical methods, either divisive or agglomerative, is that their operations,
once made, are irrevocable (Haukins et al., 1982; Kaufman et al., 1990). Rooted in the greedy feature of hierarchy methods,
this “irrevocable” problem may lead to poor clustering results. The probability estimation technique (similar to the stochastic
merging mechanism) can be applied to removing outliers if their probabilities staying inside are no longer satisfactory, i.e.
below a certain threshold.
To include those features, we propose a generalized version of MPC, MPC with stochastic merging (SMPC), which extends
the clustering algorithm from a deterministic process to a stochastic process. The proposed technique can be applied to any
agglomerative clustering algorithm such as HC, MPC and SPC (superparamagnetic clustering) (Getz et al., 2000).
This article is organized as follows. The next section gives a brief description of the deterministic MPC method, including the
basic algorithm, the properties, the performance, and potential extensions. In section 3, we introduce kernel functions and
derive the merging probabilities based on kernel functions. Section 4 presents one artificial data to demonstrate the results of
SMPC and one real-data case study with colon cancer microarray data. Section 5 summarizes the SMPC method and section
6 provides a discussion.
MESSAGE PASSING CLUSTERING
We introduce MPC first as the background for SMPC. MPC is inspired by real-life situations. Suppose we have a party where
people don't know one another in the beginning. Then each person may look around and talk to another person to see if they
share some common interest. If so, they will continue the conversation and other people with the same interest may join this
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group later. It is often the case that after a while a set of talking groups are formed at the party. This communication model
shows a parallel and spontaneous clustering process by exchanging information between people. We can see that many
biological examples share great similarity with this party model. In the MPC algorithm, we employ the concept of message
passing to represent the information exchanging processes between data objects.
Basic Algorithm of MPC
Algorithm 2.1: MPC main function Algorithm 2.1: Subroutines
Inputs: M-dimensional vectors X1,X2,… ,Xn
Outputs: A partition of X1,X2,…,Xn into K clusters
MPC (X1, X2,…,Xn)
Initialize (X1, X2,…  Xn);
while (Num_Clusters>K)
for (each cluster Ci) //message sending
Cj=Find_Nearest_Neighbor (Ci);
  Msg_Send (Ci,Cj);
for (each cluster Ci)//message receiving
                  Cj=Msg_Rcv (Ci) // check message
                  if (Cj not equal to NULL){
                                 New Cluster C’= Merge (Ci, Cj);
                                 Num_Clusters= Num_Clusters-1;
Initilize (X1, X2,… ,Xn)
Num_Clusters=n; //Number of Clusters
for (each cluster Ci)
 Ci=Xi; // Assign the vector to a cluster
 Ci.FROM=NULL;
 Ci.TO=NULL;
Msg_Send(Ci, Cj) //send a message from Ci to Cj
        Ci.TO=j;
        Cj.FROM=i;
Msg_Rcv (Ci) //check the message box
if ( Ci.FROM=Ci.TO=j) //find mutually
  return Cj;
else
  return NULL;
Like all clustering algorithms, the input to the MPC program is a set of M-dimensional vectors with size N and the output is a
partition of the N vectors into K clusters where K can be any number from 1 to N. The key idea of MPC is to allow vectors to
communicate with each other so that the clusters can be formed in parallel.
Initially each vector is a cluster by itself, so the number of clusters is N. During the clustering process, each cluster will send
a message to its nearest neighbor (the cluster which has the maximum similarity to the sending cluster) by calling function
Msg_Send(). Each cluster Ci is associated with two special memory cells, Ci.TO and Ci.FROM. These two cells function as a
message box with Ci.TO storing the outgoing address and Cj.FROM storing the incoming address. After sending messages,
each cluster checks the message box by calling Msg_Rcv(). If the outgoing and incoming addresses are the same, a mutually
nearest neighbor (Ci is the nearest neighbor of Cj and  vice  versa)  is  found such that  the  two clusters  merge  into  one.  This
process is repeated until the specified number of clusters K is reached. The program of MPC and the supplementary data can
be obtained at http://bioinformatics.ist.unomaha.edu/~hgeng/.
Properties of MPC
While it appears that MPC and HC may produce similar outputs, we have proved that, more often than not, the output
clusters  of  the  two  approaches  differ  in  favor  of  the  MPC  method.  MPC  has  the  same  advantage  as  the  HC  method:  the
algorithm is easy to understand and to implement; and the resulting clusters have a tree structure which is easily viewed and
broken at any point and provides useful information about the relationship among clusters. Moreover, MPC is superior to HC
because it takes into account both local and global data structure and takes advantage of communication among data objects
so that clusters can be generated in parallel. MPC has the following properties:
Property 1: The number of new clusters produced at each round of message exchanging is from 1 to n/2, where n is the
number of clusters at the previous step.
Property 2: Comparing MPC and HC in various similarity criteria, the following propositions hold: 1) In the case of
centroid linkage, the clustering dendrograms from MPC and HC are generally different. 2) In the case of single, complete, or
average linkage, the final clustering dendrograms from MPC and HC are equivalent, but intermediate clusters from MPC
and HC are generally different. If the number of final clusters is specified in advance, MPC and HC may yield different
solutions.
Property 1 shows clusters merge in an ideally exponential fashion so that MPC is conceptually fast, reflecting its parallel
process. Property 2 concludes how the results of MPC and HC differ based on different similarity criteria. Refer to Geng et
al. (2004) for the proofs of the properties.
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Performance of MPC
We predict MPC should outperform most clustering algorithms when applied to biological data sets. The results from the
case studies in building phylogenetic trees and in clustering gene expression data confirmed our hypotheses. The real data
representing the relatedness of DNA sequences of 34 strains of nine species of Mycobacterium was used as the input to the
MPC program, and in the output, biologically relevant topology for different Mycobacterium species was reflected in the
phylogenetic tree. In another case study, the gene expression data from the Stanford yeast cell cycle database was used to
compare the solution generated from the MPC method to solutions from other clustering methods such as K means, SOM and
CLICK. MPC beats all other algorithms by providing a partition nearest to the “true” solution.
Extension of MPC
One advantage of MPC is its flexible structure which allows future development under the same logic frame. For example, if
the features (attributes) consist of a mixture of data types such as nominal, ordinal, and scalar data, the distance between two
data objects is not well-defined and this problem is algorithm-independent. But MPC can handle it by making a small
modification: sending multiple messages according to the different data types of the attributes for each data object. This way,
the messages are handled independently and clusters are formed based on all messages the objects sent and received. Another
promising application of MPC is that by assigning weights to attributes and attaching information of attributes as part of the
message, we can cluster data objects according to different interests or varying interest in the clustering process. The attribute
we are most interested in is the dominant attribute with the highest weight.
We have implemented an extended version of MPC with Adaptive Feature Scaling (AFS), which adaptively updated the
feature weights during the clustering process so that certain features (signals) are strengthened while others (noises) are
diminished.  The  program  of  MPC  with  AFS  and  the  supplementary  data  can  be  obtained  at
http://bioinformatics.ist.unomaha.edu/~hgeng/.
MPC WITH STOCHASTIC MERGING
As described in previous section, we can extend the basic MPC to reach different requirements and focuses. Here and in the
following sections, we present another extension of MPC, SMPC, which allows one cluster to merge with another based on
the probabilities. The algorithm for SMPC is built  on the basic MPC, but we add a stochastic process to select the pair of
merging clusters. Kernel functions are used to estimate the probability densities at each point in the space, and random switch
technique is used to determine which cluster is to be selected based on the probabilities.
Kernel Density Estimator
From the definition of a probability density, if the random variable X has density f, then
0
1( ) lim ( )
2w
f x P x w X x w
w→
= − < < + . (1)
For any given w, a naïve estimator of )( wxXwxP +<<−  is the proportion of the observations X1, X2, …, Xn falling in the
interval ),( wxwx +− , that is,
1, 2
1(̂ ) [# of ,..., falling in ( , )]
2 n
f x X X X x w x w
wn
= − + . (2)
If we introduce a weight function W given by
 1
2       if | |( , )









Then the naïve estimator (2) can be rewritten as:
1




f x W x X
n =
= ∑ . (4)
This lead naturally to the kernel estimator defined as
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f x K x X
n =
= ∑ , (5)
where (̂ )f x  is a probability density estimator at point x, and K is known as the kernel function which is a function of x and
satisfies the condition ( , ) 1iK x X dx
∞
−∞
=∫ . There are many kernel functions; a simple one is W(x,  Xi) given by (3), called
rectangular. Another commonly used one is Gaussian, defined as:
where w is known as the bandwidth parameter.
The kernel estimator in (5) tells us that an instance at Xi generates a kernel function K(x, Xi) that assigns a probability to each
point x in the space; the density estimate as a whole is just the normalized sum of all of the little kernel functions. Figure 1
gives an example of the graphs of probability density estimates.
Figure 1. Probability Density Estimates Based on Little Gaussian Kernel Functions
In the example of Figure 1, there are eight instances, X1, X2, … , X8, and each instance generates a Gaussian kernel function
which assigns a probability density at each point x in the entire space. The probability estimate at point x is the summation of















Kernel Functions Based on the Distance
Now we employ kernel functions with the clustering problem. Given a set of n multidimensional data objects, suppose that at
some step during the clustering process, k clusters {X1, X2, L , Xk} remain, nk ≤≤1 . The kernel function normally depends
only on the distance D(X,  Xi) from the cluster X to the cluster Xi,  so  we  can  rewrite  the  kernel  functions  in  terms  of  the
distance. Formula (7) and (8) are the rectangular and Gaussian kernel functions, respectively.
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iK X X ew π
−
= , { }1 2 k,   ,  ,  ...,   andi iX X X X X X X∈ ≠ (8)
If we use the rectangular kernel function to estimate the probabilities and set the parameter w in each iteration of merging as
the minimum distance of all the distances between X and Xi’s, where { }1 2 k,   ,  ,  ...,   andi iX X X X X X X∈ ≠ , then the
stochastic MPC is reduced to the deterministic MPC. The bandwidth parameter, w, affects the kernel density estimates.
Figure 2 shows this effect with an example of two-dimensional data. Making w too small results in a very spiky estimate
(Figure 2a), while making it too large results in losing the structure altogether (Figure 2d). In Figure 2 (b and c), a medium
value of w gives  a  very  good reconstruction.  How to  choose  a  suitable  value  for w depends on the data, the goal, and the
technique. Cross-validation (Russell et al., 2003) is one of the techniques for finding a good value for w.
Figure 2. Demonstration of Kernel Density Estimates Using Gaussian Kernels with a) w=1, b) w=2, c) w=3, d) w=10.
Stochastic Merging
The probability estimate at point x is the summation of all the probabilities assigned by each kernel function at x. In other
words, the probability that Xi’s kernel function generates at point x is a proportion of the final probability estimate at point x.
It’s straightforward to consider Xi’s merging probability with X (which is at point x) as the proportion of Xi’s contribution to
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1 1
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merge i i k ik n D X X
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= = ∈ ≠
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(9)
Obviously, the summation of the probability that each cluster Xi is to merge with the target cluster X is
1







Instead of giving one cluster entirely the power to be merged with the target, we distribute the probability over all clusters
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based on their relative distances to the target X. We still honor the one nearest to the target by assigning it the highest
probability. If two clusters are both the nearest, then they are assigned equal probability. The clusters far away from the target
are given a low probability of merging with the target.
Knowing the probabilities, we can use random switch technique to implement the stochastic merging (Ross, 2002). To
generate a value from a discrete probability distribution
1
( , ) ,     1, 2, ..., ,    1,
n
merge i i i
i
P X Y X p i n p
=
= = = =∑ (10)
we generate a random number U, which is uniformly distributed over (0, 1), and set
1 1
2 1 1 2
1
1 1
     if
     if
     if n- nn j jj j
X  U p
X p U p p
Y
X  p   U p
= =
<
 ≤ < += 





{ } {   }i j j ij jP Y X P p U p p= == = ≤ < =∑ ∑ , X has  the  desired  distribution.  In  our  case,  if U falls in the
interval i-1 i
1 1
( ,  )j jj jp p= =∑ ∑ , then we choose the cluster Xi for merging.
RESULTS
Artificial Data
We use a set of artificial data to demonstrate the effects of stochastic processes in clustering. Suppose that there are five
nodes in a plane: a(0, 1), b(0, 0), c(0, -1), d(1, 1), and e(0.5, 1.87). The node a is equally nearest to nodes b, d and e, so ties



















(I) (II) (III) (IV)
Figure 3. Clustering Results from SMPC and MPC: (I) - (IV) are four possible solutions given by SMPC, while (I) is the
only solution given by MPC
With MPC, only one solution (Figure 3(I)) is given, because MPC is a deterministic method which assigns only one node (b
in our case) 100% probability to merge with a. If we use SMPC, more possible solutions are generated. SMPC assigns equal
probability to the nodes in ties, so a can not only be grouped with b as in (I), but also with d in (III) and e in (IV). Also, the
parallel merging of ties happening in distinct clusters are well-illustrated in both MPC and SMPC, as in the pairs of (a, b) and
(d, e) in (I), (b, c) and (d, e) in (II), and (a, e) and (b, d) in (III). Another observation is that due to characteristics of the
stochastic process, the lowest indexed node a is not necessarily grouped with some node b, d or e at the first step. As shown
in (II), b is attracted to c, but not to a, at the first step.
Viewing this example, there is a singleton in the solution (Figure 3 (I)) generated by the deterministic MPC. Such singletons
are not good in clustering (reviewed in Everitt et al., 2001). SMPC gives more possible solutions (Figure 3 (II), (III), (IV)),
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and those solutions have no singletons. SMPC provides other points of view of how data objects are related to each other, and
this is especially useful in studying the protein interactive data where the entries are integer values and ties often happen
(Dress et al., 2001; Arnau et al., 2005).
Colon Cancer Data
We apply SMPC to colon cancer microarray data to see the potential improvement of the clustering results as compared to
those from the deterministic MPC. This set of data contains 62 samples over 2000 genes (Alon et al., 1999). Among 62
samples, 40 are tumors and 22 are normal samples. Another way to divide these 62 samples into two subgroups is using
different protocols: 22 samples are prepared using Protocol A, and 40 samples using Protocol B (Getz et al., 2000). We
perform clustering on samples with genes as features using both MPC and SMPC and see which one can better separate
samples in terms of normal and tumor or protocol A and protocol B.
We use the symbol “----” to represent 11 protocol A normal samples, “-” for 11 protocol B normal samples, “****” for 11
protocol A tumors, and “*” for 29 protocol B tumors. In SMPC, we set w=10 because it is a medium value according to the
distances between two data objects (101 magnitude for average) so that we have a good reconstruction. Figure 4 shows the
clustering results for MPC and SMPC. We break the branch at the point indicated by the red dash line, so that two clusters
remain, each representing the normal group or tumor group from one aspect and the protocol A group or protocol B group
from another aspect. We compare the classification rate (using cross-validation method) between the two methods in Table 1,
which shows SMPC improves the classification precision from 62.9% to 85.5% if normal/tumor is the criterion. If protocol
A/B is the criterion to distinguish the samples, there is no significant difference between the solutions given by SMPC
(59.7%)  and  by  MPC  (58.1%).  This  makes  sense,  since  no  matter  which  protocol  is  used  to  prepare  the  sample,  the
characteristic of the sample doesn’t change, and the pattern of gene expression doesn’t change.
Cluster 2 Cluster 1
****: Tumor & Protocol A;
*: Tumor & Protocol B;
----: Normal & Protocol A;




Figure 4. Clustering Dendrograms of 62 Samples with 2000 Genes as the Features by a, SMPC; b, MPC. (NJplot (Perrière
et al., 1996) is used to draw the dendrograms)
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Normal 21 1 Protocol A 13 9
SMPC
Tumor 8 32
(21+32) / 62 =
85.48% Protocol B 16 24
(13+24) / 62 =
59.68%
Normal 21 1 Protocol A 18 4
MPC
Tumor 22 18
(21+18) / 62 =
62.90% Protocol B 25 18
(18+18) / 62 =
58.06%
Table 1. Classification Rate of 62 Samples
CONCLUSIONS
We introduce the method of SMPC and its advantages over the deterministic algorithms in general and over the deterministic
MPC in particular in clustering gene microarray data. SMPC generalizes MPC by involving stochastic processes and it can be
reduced to MPC if we choose the particular kernel function (rectangular) and the particular bandwidth parameter (the
minimum distance among distances between the target cluster and all the others) to estimate the probability. SMPC provides
more reasonable strategy when deciding the merging pair: it assigns the merging probabilities to each cluster with respect to
some target based on kernel functions, and it uses random switch technique to pick the cluster to merge given the
probabilities. The closer the cluster is to the target, the higher the merging probability of the cluster, and the more chance that
the cluster is selected.
Clustering results obtained by SMPC give more possible solutions, providing more points of view about the relationship
among data, as shown in the example of the artificial data. SMPC is especially useful for identifying the relationship in the
data where many distances are identical as in the protein interaction data. The analysis of the real colon cancer data with
SMPC shows higher classification accuracy as compared to MPC.
DISCUSSIONS
In this paper, we apply the stochastic processes in conjunction with the MPC method due to its success in clustering parallel
and spontaneous biological data; however, this strategy can be applied to many other deterministic clustering methods, such
as hierarchical clustering and superparamagnetic clustering. Some theoretical issues (optimality of the bandwidth parameter
w and comparison of different solutions from SMPC regarding the biological meaning, for example) will be addressed in
future  studies.  Also,  in  preparation  is  the  analysis  of  the  real  protein  interaction  data  using  SMPC,  as  in  the  set  of  34
S.cerevisiae proteins characterized by Drees et al. (2001).
The undoing of agglomerating clusters is not addressed in this paper, but it can be implemented in a similar fashion. Future
developments also include ensemble clustering, i.e. generating a large number of clustering solutions using SMPC (since it is
stochastic), then using certain algorithm (such as a voting algorithm) to determine a final clustering result. Since this method
is also index free, the clustering result is unbiased.
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