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ABSTRACT
The research work presented herein addresses the problem of the mathematical 
modelling of the mould filling processes as encountered in the foundry industry.
The quality of castings, especially aerospace components, is primarily pre-determined 
at the stage of mould filling within the entire casting process. The entrapment of oxide 
films, air voids and other impurities into the cast, caused by waves and the breaking of 
the molten metal surface during filling must be avoided. Otherwise, substandard casting 
products will result which cost the foundry industry millions of pounds in lost revenue.
A three-dimensional control-volume, free surface flow technique known as the Scalar 
Equation Algorithm (SEA) has been developed as an attachment to the PHOENICS and 
Harwell-FLOWSD CFD codes for this study. The SEA technique uses a conserved 
scalar variable to represent the liquid, with an adaptation of the van Leer TVD scheme 
to define the instantaneous position of the interface. It is similar to the approach used 
by the well known Volume Of Fluid (VOF) method. However, the SEA technique deals 
with both air and liquid explicitly, whereas the VOF method does not.
A technique has also been developed to allow the liquid temperature to be determined 
from a conserved 'mixture' enthalpy. The liquid temperature is subsequently used in 
a solidification algorithm to simulate the effect of phase change.
The filling model without heat transfer and solidification has been validated against 
experimental data in both water experiments and actual mould filling experiments. The 
capability of the SEA method in capturing convoluted waves and air voids has been 
successfully demonstrated in an example of filling part of a mould running system. 
It has also been compared against the predictions from the SOLution Algorithm-Volume 
Of Fluid (SOLA-VOF) and Marker And Cell (MAC) methods. Examples of the 
developed filling model coupled with heat transfer and solidification are also given.
To increase computational speed, the filling model has been implemented into a 
parallelised version of the Harwell-FLOWSD CFD code. A speed-up of up to 80% has 
been achieved by using a network of heterogeneous processing nodes. Each node 
consists of an Intel i860 vector processor and an Inmos T800 transputer.
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NOMENCLATURE
English Characters
A Surface area of a cell-face (m2)
C Convective mass flux (Chp. 2)
C A large positive constant (Chp. 6)
C Variable for Concentration (Chp. 2)
Cp Specific heat capacity (J/kg/°K)
D Diffusive mass flux
E Cell centre of the control-volume at the east side of cell P
Ep Computational efficiency of p number of processors
F Volume fraction used in the VOF method
F_ Velocity vector field defined on a volume V
H Cell centre of the control-volume at the high side of cell P
H Height of the free surface (Chp. 1) (m)
K Permeability of porous materials
L Cell centre of the control-volume at the low side of cell P
L Latent heat energy of phase change (Chp. 6) (J/kg)
Ms Volumetric specific surface area of a dendrite arm
N Cell centre of the control-volume at the north side of cell P
P Cell centre of a control-volume
R Generic variable
5 Source or sink term
S Cell centre of the control-volume at the south side of cell P
S Closed surface around the volume V (Chp. 2) (m2)
Sc Constant part of a linearised source term
SP Coefficient of the variable part of a linearised source term
SB Source term for buoyancy
S External source or sink term
	Source term for the enthalpy equation
	Source term for the 'mixture' enthalpy
Sp Speed-up factor for p number of processors running in parallel
Su Darcy term for the u-momentum equation
Sv Darcy term for the v-momentum equation
Sw Darcy term for the w-momentum equation
SQ Source or sink term for a generic variable, 0
T Temperature (°K)
T Dominant temperature or averaged temperature (°K)
TI Liquidus Temperature (°K)
Tref Reference Temperature (°K)
Ts Solidus Temperature (°K)
V Volume of a control volume cell (m3)
W Cell centre of the control-volume at the west side of cell P
ext
a Variable for coefficients in all discretised equations (Chp. 2)
b Variable for all other terms which do not belong to the transient,
convective or diffusive term of a transport equation (Chp. 2) 
e Position at the mid point of the cell-face between cells P and E (where
velocity u is stored) 
// Liquid fraction for solidification (Chp. 6)
g Gravitational force (usually taken to be 9.81 m/s2)
h Position at the mid point of the cell-face between cells P and H (where
velocity w is stored)
h Variable for enthalpy (Chp. 2) (J/kg) 
h 'Mixture' enthalpy (Chp. 6) (J/kg)
Ti Mass averaged enthalpy (J/kg)
k Thermal conductivity (W/m/°K)
1 Position at the mid point of the cell-face between cells P and L (where
	velocity w is stored)
In Natural logarithm (Chp. 2)
max Maximum value
min Minimum value
n Position at the mid point of the cell-face between cells P and N (where
	velocity v is stored)
n_ Unit outer normal on surface S
p Variable for Pressure (N/m2)
r Blockage factor (Chp. 1)
s Position at the mid point of the cell-face between cells P and S (where
	velocity v is stored) 
sgn The sign of a variable 
/ Time (s)
tp Execution time of p processors (s)
ts Execution time of a single processor (s)
u Velocity component along the x-axis (m/s)
up Velocity of a particle travels along the x-axis (m/s)
u_ Velocity vector (m/s)
v Velocity component along the y-axis (m/s)
vp Velocity of a particle travels along the y-axis (m/s)
w Position at the mid point of the cell-face between cells P and W (where
	velocity u is stored)
w Velocity component along the z-axis (m/s)
xp Location of the particle along the x-axis in cartesian coordinate
y Location of the particle along the y-axis in cartesian coordinate
XI
Greek Characters
P
r 
A
A
A//
8
e 
A,
M
K 
V 
V, 
P
Pre/ 
Z
Relaxation parameter for pressure correction equation
Volumetric thermal expansion coefficient
Exchange coefficient (for the diffusion term)
Liquid fraction correction term in the phase change calculation (Chp. 6)
Small increment in displacement of time
Latent heat energy (Chp. 6) (J/kg)
Small increment in displacement (m) and time (s) (eg. in t, x, y and z
directions)
Turbulence dissipation rate of K (m2/s)
Arbitrary constant
Dynamic viscosity (Ns/m2)
Kinematic turbulence kinetic energy (m2/s)
Laminar kinematic viscosity (m2/s)
Turbulent kinematic viscosity (m2/s)
Density (kg/m3 )
Reference density (kg/m3)
Summation of a set of values
Generic dependent variable (Chp. 2 and 3)
Conserved scalar variable (volume fraction) for tracking the free surface
and also known as the 'metal' fraction in Chp. 6
Superscripts
m,n
new
old 
/
*
**
Denote value at the previous iteration, sweep or time step
Denote value at the latest iteration, sweep or time step
Denotes value at the latest time step
Denotes value at the previous time step
Denotes a correction term
Denotes the first intermediate value
Denotes the second intermediate value
Subscripts
a
e
h
I
I
Urn
m
Denotes the air-phase
At East cell-face
At High cell-face
At Low cell-face
Denotes the liquid-phase
Denotes a limiting value
Denotes the mixture of air and liquid
Xll
n At North cell-face
nb Denotes values of neighbouring cells
s At South cell-face
w At West cell-face
Other symbols
D/Dt Substantial derivative operator, ie. 3/3t + «V
V.F 'div F' = divergence (cartesian)
VS 'grad S' = gradient (cartesian)
V2 Vector operator for second-order derivative
3 Partial differential
| Absolute value
[ ] Maximum value of a set of values
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Chapter 1
INTRODUCTION AND 
LITERATURE SURVEY
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1.1 The Problem Considered
Free surfaces or boundaries occur in a wide range of physical phenomena which can be 
observed in nature and many industrial applications. The melting of ice in the sea, the 
solidification of molten metal in moulds and the seepage of water through dams are just 
a few examples. All these phenomena share a common feature - the domain of interest 
is occupied by two fluids. These fluids, such as the most common air-water 
combination, are separated by a sharp interface or free boundary. Further examples 
include combinations such as air-petrol in fuel tanks, oil-water and oil-gas found in oil 
pollution and oil fields respectively, and air-metal as in mould filling. These 
phenomena, involving free surfaces are generally classified as two-phase flow problems 
which are not trivial to model mathematically. Phenomena which have more than one 
free boundary also exist. For example, a combination of air-liquid-solid interfaces occur 
when filling thin section castings, where solidification can occur simultaneously.
In this study, the author investigated the effects of mould filling on the quality of 
castings in the foundry industry. A typical control-lever sand casting of an aluminium 
alloy can be found in Figures LI a and Lib. Common defects such as air porosities 
and the entrainment of impurities occur when molten metal is filled into the mould 
cavities with excessive velocity. The metal 'skin' or the air-metal interface consists of 
an oxide film formed when in contact with air. This film breaks up under high pressure 
causing the film to be entrained into the bulk of the molten metal. An example can be 
found in Figure 7.2, where a 'blow hole' in a microscope body die was caused by air 
entrapment. Filling occurs prior to solidification in any casting process (see Section 
7.7.7). If air and/or impurities are trapped within the fluid during this process then 
defects are formed during the solidification stage. These defects cost millions of pounds 
of lost revenue each year to the foundry industry in the United Kingdom alone.
A logical approach to limit this vast waste is to develop reliable predictive tools to assist 
foundry engineers to control such aspects as the filling velocity. In that way metal can 
fill the mould cavity smoothly without causing violent splashing. With the advances in
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Figure 1. la Top view of an aluminium alloy casting of a control column lever 
(Courtesy of K Freddy)
Figure 1. Ib Bottom view of the same casting as in Figure 1. la (Courtesy of K Freddy)
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computer technology and mathematical modelling techniques in recent years, it is now 
possible to simulate for example, the filling of a casting in a sand mould within hours.
1.1.1 The Quality of Castings and Influence of Modelling Software in the UK
Casting processes have been in existence long before the Bronze Age [Goodway (1988)].
The fundamental procedure for producing castings can be summarised as follows: 
(i) melt the metal,
(ii) pour the liquid metal into a prefabricated mould (typically made of sand), 
(iii) allow the filled mould to cool until all liquid metal solidifies, and 
(iv) break open the mould to recover the solidified casting and carry out
secondary treatments, such as fettling and polishing,
(v) The castings are also subject to tertiary treatment such as, heat treatment 
to release residual stress which has been formed during solidification. 
See [Campbell (1991)] for more details.
During the entire casting process, a crucial stage of production is filling. The quality 
of casting is primarily determined at the filling and subsequent solidification stages as 
mentioned before. Most internal defects of casting, such as shrinkages and voids caused 
by air entrapment are affected directly by the way the mould was filled. In order to 
produce reliable quality castings, especially for high precision category "one" aerospace 
components, the running system (see Figures 1.1 a, Lib and 1.3 ) which carries the 
liquid metal into the mould must ensure the incoming liquid metal flow is steady and 
smooth without being turbulent. The running system of a casting generally consists of 
an ingate or sprue and one or more runners and feeders (also known as the risers) as 
shown in Figure 1.3. The shapes, sizes and locations of the sprue and runners control 
the velocity of the metal flowing into the mould cavity. At the same time, the sizes and 
locations of the feeders govern whether sufficient additional molten metal are stored to 
feed any shrinkages. The air which exists inside the mould cavity must be expelled 
completely either via the outlets at the top of the feeders, or through the sand mould 
itself which is porous.
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hole
Figure 1.2 A hole is clearly shown in the cross-section of a gravity die cast 
microscope body.
feeders.
ingate
core for hole 
inside body
runners
Figure 1.3 The running system for a valve housing is shown which includes an ingate, 
two runners and three feeders. (Only the top half of the wooden pattern is shown.)
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Figure 1.4 A nomogram for the calculation of running system for aluminium alloys.
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*
Toul cast wt. t 4 Vg Filling time, b s Average filling rale, a/b kg/s
-3 3 
Liquid metal density, c 
-3 5 10 ?' mm (=0.9 x metal density, e.g. liquid density of Al =0.9 x 2.7 x 10 g/mm )
Initial filling rate, volume mm /s 
(IFRV =^a/b)x ISOOJf C)
Max. metal speed in ingate, d , (d for AB2 = 75, LG4= 150-250 mm/s mra/s
Total ingate C.S.A. , e mm 3 
(Minimum = fFHV;- d)
No. ingatcs, f
Ingate 
C.S.A.. 
mm 1
(«rf)
1.
2
3.
4.
5.
6.
7.
8.
1'ourinj 
basin
Sprue
Well base
Dross 
traps
Casting 
thickness 
(Tc). 
mm
Jng.ites
Width(WIG).
mm
Thickness 
CTjc^).
2 
mm
Length (L) mm
Total 
ingatc 
CS.A. 
on 
runner, 
mm 1
Total runner C.S.A. mm 7 
(Minimum = '/i ingate C.S.A.)
No. runners, g
Runners
Runner 
CS.A. 
(Minimum - 
V: supplied 
ingate 
C.S.A.), 
mm1
WidthOV K>T,C >.
mm
Thick- 
ness
(TR ). 
mm
Step 
thick- 
ness 
(Injatcs 
of equal 
C.S.A.). 
mm
Height above spme entrance, (h) mm
Sump: Hci'tlit (hj) mm; length (1) mm
Metal Head (11) mm
Exit0* mm 
<j«00931-r/4 IFRp) 
Fillet radius mm 
(tti)
Diameter O2k) mm
No.
Depth (C) mm
Width (W) mm
Length (H - h) mm
Entrance 0 mm (k -0039 1FR#> 
Fillet radius mm 
(ttlc)
Depth (>2T^) mm
LcngUi (A) mm
Width (B) <wi
Discharge coefficient « 1 *  Enlarged by x 1.2 above minimum
Figure 1.5 A 'work sheet' for the calculation of running system for light alloys
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Wave formation and breaking of the liquid metal surface must be minimised to prevent 
entrainment of impurities. However, the design of such running systems in the foundry 
industry is mostly done empirically by trial and error. This kind of production technique 
is uneconomical in terms of raw material, labour costs, energy and time.
Very few mathematical tools such as nomograms and 'work sheets' (see Figures 1.4 and 
7.5 for examples) are available to aid foundry engineers to calculate the sizes and 
locations of runners and feeders. Since all these tools are based on empirical rules or 
formulae, they may only be applicable to certain types of alloy. On the other hand, 
there are not many computer based software tools available to aid foundry engineers. 
Most small to medium foundries in UK may have a copy of FeederCalc developed by 
FOSECO Limited. This software may be used to calculate the running and feeder 
arrangements for ferrous and aluminium alloys. For bigger foundries, the empirically 
rule based lattice concept or the so-called 'finite difference' style software such as 
SOLSTAR [FOSECO and Mircomet] , MAVIS and DIANA [Alphacast Software] are 
available to carry out 'simulations' for feeding and solidification. However, they do not 
actually simulate the filling process, since no physical properties and boundary 
conditions are required. These codes, which they do not work for all alloys, are 
generally expensive in the range between £8K to £40K.
A few major industrial organisations in the UK, such as Rolls Royce, British Aerospace 
and Westland Helicopters, can afford the state of art computational-fluid-dynamics 
(CFD) based casting simulation packages. These software can be used to simulate the 
fundamental physics characterising flow, heat transfer and solidification in moulds. For 
example, ProCAST [UES Inc], and AF SOLID (2-D) and SYNERGY solidification (3- 
D) [Dewtec Systems] from the USA, MAGMAsoft [MAGMA] from Germany, 
SIMULOR [Aluminium Pechiney] from France and CASTEM [Kobe Steel] from Japan 
are such software packages. However these are expensive, ranging from £20K to more 
than £50K. However, even these state-of-art software tools may not work well under 
all situations. The reasons are that further research into fluid and mechanical properties 
of different kind of alloys and the physics behind the formation of metallic grain
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structures are still required. Generally software of this type are complicated and need 
trained experts to operate them correctly and effectively.
1.1.2 The Need of Computer Technology Aid to the UK Foundry Industry
In the long run, mathematical modelling offers a cost effective means of simulating 
casting processes. Hence, it is vital to the UK foundry industry if it is going to compete 
successfully in the world-wide market. The dissemination of computer technological 
aids to the foundry industry is also an important issue, as the industry makes a 
significant contribution towards the defence and aerospace industries.
At the time of writing, there are a few British based, commercial CFD casting software 
packages available to the UK foundry industry. One such code is MATRIX (2-D), 
which is restricted to the simulations of solidification in two-dimensions.
As far as the author understands, there are at least two university based research groups 
engaging in active research into casting processes in Britain. One group is headed by 
Professor R W Lewis of University College of Swansea, Wales. They use finite-element 
formulation to carry out their research. The software package MATRIX is one of their 
products. Research into filling, solidification, stress, deformation and other related 
phenomena have also been in progress for some years by a group of researchers at the 
University of Greenwich, London under the leadership of Professor M Cross. Their 
research is carried out in the control-volume framework. This thesis forms part of this 
research.
Besides the research efforts by the two teams above, CFD vendor companies in the UK, 
such as CHAM Limited and AEA Technology have also incorporated free surface flow 
capabilities in their general purpose software products. The PHOENICS software code 
(version 1.6 and later) by CHAM Limited has two options to simulate free surface 
flows. One method is based on the concept of height of liquid [Liu Jun and Spalding 
(1992)] which is similar to the height function to be described in Section 1.4.2.1. The 
advantage of this method is that it is implicit in time (while most methods described in 
this thesis are explicit in time). Hence, its time step size is not restricted by the Courant
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criterion. However, due to the way that the height of gas and liquid interface is 
calculated no overturned free surfaces such as convoluted waves, can be simulated. The 
other method is based on the scalar equation concept [Liu Jun (1986a, 1986b), Liu Jun 
and Spalding (1988)] (described in Chapter 3} which has also been adopted by the 
author to carry out his research in mould filling simulations.
The free surface flow routine developed by R Lonsdale of AEA Technology is similar 
to the scalar equation method but it uses a heuristic algorithm to determine the sharpness 
of the gas and liquid interface. This option has been incorporated in AEA Technology's 
unstructured mesh, non-staggered, control-volume based CFD code known as ASTEC 
[AEA Technology].
1.2 Practical Relevance
From the mathematical modelling point of view, the physics involved in the casting 
processes can basically be defined into fluid flow (as in mould filling), heat transfer, 
phase-change (as in solidification), stress and deformation analyses. All these 
phenomena are inter-coupled in reality, so the mould filling has a profound influence 
on the quality of the castings as has been recently reviewed by Campbell (1991).
In addition to mould filling as described above, free surface flow is of particular interest 
in the aerospace, chemical, petroleum, manufacturing and civil engineering industries. 
For example, sloshing is encountered in the transportation of liquid fuels in aircraft (eg. 
external fuel tanks) and road tankers. If excessive sloshing occurs in these vehicles, 
extreme dynamic loads may be imposed onto the structure of the fuel tank. The design 
engineers must therefore, take free surface motion within fuel tanks into account when 
designing the structural requirements for these vehicles. Further examples of the 
applications of free surface flow modelling include:
  The injection moulding of plastics (or polymers), instead of metals.
  The impact of tidal waves on the structure of dams or other coastal 
defence due to high sea level or even earthquakes.
  The filling and emptying of liquid in a vessel under gravity.
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  The rapid expansion of a vapour bubble trapped in a nuclear reactor fuel 
compartment, or in the cooling system of a pressurised water cool nuclear 
reactor (PWR).
  Simulation of froth flotation process, for separating minerals from 
unwanted species in mined ores, in a cyclonic flotation machine.
  Simulation of gas slugs through an oil pipeline.
  Simulation of seepage of ground water through dams which involves 
modelling unsaturated flow through porous media.
  Separation of lighter oil from heavier ones in an oil refining process.
1.3 Objectives
The present study aims to achieve the following objectives:
1. To develop and validate a free surface flow model suitable for simulating the 
mould filling processes in three-dimensions (3-D).
2. To investigate different methods to improve the computational efficiency of the 
3-D filling model.
3. To investigate the effect of filling on heat transfer and solidification of liquid 
metals and vice versa.
These are achieved by means of:
1. conducting a comprehensive literature survey on free surface flow methods to 
establish the best approach.
2. collaborating with BNF-Fulmer Metals Technology to obtain experimental data 
to validate the proposed filling model.
3. comparing simulated results with those published by other researchers in the 
literature to establish relative accuracy and efficiency.
4. implementing the filling model into a parallelised CFD code as an attached 
module, so that it can be run in parallel in a network of processors to enable 
large low-cost simulations.
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1.4 Review of Literature
A distinctive feature of free surface flows is the presence of a free boundary which 
separates one fluid from another, for example oil floating on top of water. From a 
mathematical perspective, most free surface flow phenomena can be classified as moving 
boundary (Stefan) problems, since their boundaries vary with time, according to Crank 
(1984). So the problem of mould-filling belongs to this classification.
Two major difficulties arise in modelling free surface flows. Firstly, the evolution of 
free surface boundary in time needs to be tracked or captured, and secondly the 
determination of the flow field in the domain. Since, in the case of mould filling with 
air taken into consideration, the density ratio between air and liquid metals is large (a 
factor of a thousand), this results in an enormous mass discontinuity at the air-liquid 
interface. Hence, the use of mass balance to track the free surface boundary is not 
possible in a single-phase framework. However, if air is neglected in the model, single 
phase methods such as Marker And Cell (MAC) and fractional Volume Of Fluid (VOF), 
may be used to simulate free surface flow. But it would also mean that certain physical 
phenomena, such as air entrainment cannot be simulated without using additional 
approximations for the air pressure.
Before proceeding to the review, it is useful to be aware that the computational 
frameworks to which these techniques can attach to may be classified in three major 
types. These are finite-difference (FD) and its close relation: finite-volume (or control- 
volume (CV)) methods, finite-element (FE) methods, and boundary-element (BE) or 
boundary-integral methods.
The review presented here focuses on methods used by CFD practitioners on mould 
filling and related applications. The work reported here mainly concentrates on the 
control volume framework, less emphasis will be placed on either FE or BE based 
methods. However, readers who are interested in the general mathematical formulations 
of numerical methods for free surface flows in FD, FE and BE frameworks should see 
an extensive review given by Yeung (1982). And for those who are interested in
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tracking methods for modelling air bubble motions may find a review by Unverdi and 
Tryggvason (1992) useful.
1.4.1 Eulerian or Lagrangian Approach?
Since the 1960's, more and more research effort has been invested on finding a better 
numerical method to tackle the difficulties mentioned above.
In general two main techniques are used by researchers; one retains a fixed grid for the 
computational domain, whilst the other modifies the grid in a Lagrangian manner to 
match the distortion of the interface. Zhang et al (1993) used the Lagrangian approach 
to carry out simulation on rilling and solidification. The advantage of the Lagrangian 
approach is that a sharp interface, free from numerical smearing, can be obtained. 
However, the major disadvantage is the requirement of continuously re-meshing the 
grid to match the interface. Otherwise highly distorted grids producing non-smooth and 
deformed surfaces will be resulted. The Lagrangian approach is also expensive in CPU 
time.
For the fixed grid (or Eulerian) approach , the free surface interface is tracked by 
methods which are to be described in later sections. The majority of researchers favour 
this approach, with the prominent being, Harlow and Welch (1965), Hirt and Nichols 
(1981), Liu Jun (1986a, 1986b), Hwang and Stoehr (1987), and Lewis et al (1991a, 
199Ib). The main disadvantage of the Eulerian approach is the numerical smearing at 
the interface as mentioned earlier.
In the following subsections, three major categories of computational techniques 
available for tracking free surface boundaries will be reviewed. They are the front 
tracking and capturing methods, volume tracking methods, and moving grid methods. 
The first two categories are Eulerian based methods and the latter is Lagrangian based. 
Of course, other new methods will also be reviewed.
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1.4.2 Front Tracking and Capturing Methods
The fundamental idea of front tracking (also known as surface tracking) methods is quite 
straightforward. Imagine that a sufficient number of coloured small polystyrene balls 
have been scattered in a water tank. The wave motion traversing the tank can be 
outlined by the movement of these balls. In terms of mathematics, the interface between 
for example, liquid and air, can be specified by an ordered set of particles or imaginary 
points. The position of the interface can then be approximated by interpolation between 
these points. A string and balls is sufficient to represent a free surface in two 
dimensions; and a 'net' of balls can represent a free surface in three dimensions 
[Maxwell (1977), Liu Jun (1986b)].
Alternatively, in front capturing methods, the basic approach involves using a high order 
'shock-capturing' scheme (usually of order two), such as van Leer TVD (total variance 
diminishing) scheme [van Leer (1977)] and Quick [Leonard (1980)], to approximate the 
convective fluxes that transport across the control volume cell faces. These shock- 
capturing schemes enforce a monotonicity condition (see [van Leer (1977)] for a 
definition) explicitly at the free surface front, and suppress the numerical smearing. 
According to a review by Unverdi and Tryggvason (1992), shock-capturing methods 
generally serve well for shock wave discontinuities encountered in aerodynamics, but 
less well for contact discontinuities, such as crack propagation. Also, a relatively fine 
grid is needed to give good resolution, therefore its application is usually restricted to 
unsteady flow simulation in two-dimensions.
The advantage offered by both front tracking and front capturing, over other Eulerian 
based methods is that higher accuracy or sharper fronts can be obtained. But for the 
front tracking methods, considerably higher computational cost and complexity in 
implementation are the penalties to be paid, since additional computational elements are 
required to track the front. Techniques for front tracking schemes are described below.
1.4.2.1 Height Function Methods
Front tracking in its simplest form can be achieved by using a height function, according 
to reviews by Hirt and Nichols (1981) and Liu Jun (1986b) respectively. The relative
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position of a fictitious point may be approximated by its distance from a reference 
surface through a height function. For example, the height H of the free surface in a 
rectangular mesh of cell width 5x and height 5y, above the bottom of the mesh in each 
column of cells can be defined by a function of the form H = f(x,t). A curve can be 
approximated by assigning values of H to discrete points of x. For free surface flows, 
the height function is governed by a kinetic equation (Equation 1.1) which ensures the 
interface moves with the local flow field only.
oH oti ( -i IN
__ + M___ = V (1.1)
where u and v are velocities obtained after solving the Navier-Stokes equations (see 
Chapter 2) along the x and y directions respectively. Hirt et al (1975) adopted this 
method to determine the shape and location of the interface, as part of the development 
of the well known Solution Algorithm - SOLA technique. Miyata and Nishimura (1985) 
used this method to calculate sea waves in a study for the design of ship hulls.
However, the major drawbacks of this technique is that it does not work well when the 
boundary gradient, dH/dx, exceeds the aspect ratio 8v/8.x, and cannot handle multi- 
valued surface having more than one y value for a given x, such as convoluted waves 
[Hirt and Nichols (1981)]. On the other hand, the height function method only requires 
a single array to store the height values and so is much more economical, with storage 
overheads than the particle tracking methods. Since only the height values need to be 
updated in each solution cycle, programming is simpler than for the particle tracking 
methods. The height function method can be readily extended to three-dimensions 
[Nichols and Hirt (1973)].
1.4.2.2 Particle Tracking Methods
Similar to the polystyrene balls analogy above (Section 1.4.2), a string of massless, 
fictitious particles are scattered evenly to mark the free surface between the fluids at the 
beginning of the calculation. Each particle is identified by its location in coordinates 
xp and yp, with its local velocity components represented by up and vp respectively. The 
movement of the particles is governed by a set of Lagrangian equations as follows:
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Using an explicit integration on Equations 1.2 and 7.3 , a set of explicit algebraic 
equations can be obtained as follows:
m+l m  <? .
xn = xn + u o tp p p
m+l
where 8t is the time step size. The superscripts m and m+l denote the values at the 
beginning and end of a time step respectively.
At the beginning of each time step, the density distribution of the fluid is determined 
from the position of the free surface. This density field is then used in the solution of 
the Navier-Stokes equations for velocities. The local velocities (up and vp) of a particle 
can be interpolated from the four neighbouring velocities at the cell faces. At the end 
of the time step, the positions of these particles are updated according to Equations 1.4 
and 7.5, in a Lagrangian fashion. These particles are linearly connected and ordered. 
Intermediate particles can be added or removed from the surface if the distance between 
two adjacent particles is less or greater than the respective prescribed limits.
Maxwell (1977), and later Liu Jun (1986b), showed that the method works well for the 
rise of bubbles through a liquid, motion of water waves, their breaking over a surface, 
and the collapse of a water column in two-dimensions. With the aid of GALA 
[Spalding (1974, 1977)] to ease numerical difficulty due to a large change in density 
across the interface, Maxwell and Liu Jun solved the equations of momentum in both 
liquid and gas phases. More recently, the same method was employed by Villasenor 
(1988) and similarly by Castrejon (1984) who adopted it as a flow visualisation tool to 
his work on natural convection in an annular cylinder.
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As far as the implementation is concerned, the level of programming skill (in 
FORTRAN) and computer storage required to manage the link-list of particle locations 
will be quite demanding in two-dimensions, and daunting in three-dimensions. 
Furthermore, the necessity of housing-keeping at each time step, together with the 
restriction of Courant criterion on the size of the time step will inevitably lead to large 
CPU time requirements.
Overall, particle tracking methods give a finer resolution of details at free surface than 
volume tracking methods [Liu Jun (1986b)]. However, it suffers from a serious 
weakness. When two surfaces intersect, or a surface folds over itself as in a convoluted 
wave, the ordering of the particles must be re-organised. This re-ordering process is 
very complicated, if not impossible in two-dimensions [Liu Jun (1986b)]. So for 
practical mould filling simulations in three-dimensions, the particle tracking method is 
not viable.
1.4.3 Volume Tracking Methods
In this category of methods, the interface is specified by a common boundary of two 
adjacent fluid regions. The region and its actual surface shape is dependent on the 
distribution of fluid markers.
1.4.3.1 The Marker and Cell Method
The Marker and Cell (MAC) Method is one of the earliest and well-known volume 
tracking methods. It was first proposed by Harlow and Welch (1965) as a numerical 
technique to solve for time-dependent, viscous and incompressible fluid flow with free 
surfaces; and subsequently appeared in a Los Alamos technical report [Welch et al 
(1966)].
Description of the technique
This method is essentially a hybrid of the Eulerian and Lagrangian approaches as 
reported by Hwang and Stoehr (1987). The finite difference equations of the MAC 
method is written in an explicit form. The computational domain is divided into a
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number of cells which remain at rest, as in the Eulerian approach. In addition, a number 
of massless particles or Lagrangian markers are initially scattered to identify the fluid 
region. These markers are then moved through the Eulerian mesh in a Lagrangian 
manner, depending on the local flow field in the Eulerian cells. According to the 
distribution of these fluid markers in the Eulerian mesh which can be differentiated 
between interior, surface and exterior regions. The presence or absence of these 
markers in a cell indicates whether a cell is full or empty. If a full cell is adjacent to 
an empty one then this cell is known as a surface cell. Free surface boundaries between 
two fluids, such as air and liquid metal, can then be defined by the line segments joining 
markers in these surface cells in a sequential order [Nichols and Hirt (1971)].
Due to the Eulerian-Lagrangian nature of the MAC method, it treats the interior and 
surface regions separately when solving for the momentum equations. In the interior 
or fluid region, the calculation for the new flow field at the n+1 time step must both 
satisfy the conservation of momentum and mass, by ensuring the velocity divergence 
reduces to zero, simultaneously. The velocity divergence is related to the pressure field 
which is calculated by solving a Poisson equation. In the surface region, the new 
velocity components are calculated based on the conservation of momentum on the filled 
sides of the surface cells. And the velocity field is extrapolated to the empty sides of 
the surface cells to approximate the stress conditions at the free surface. After the new 
velocity field is computed, the markers are transported accordingly and form a new fluid 
configuration. The process is repeated until the desired number of time steps is reached 
[Hwang and Stoehr (1987)].
The readers should note that when using the MAC method to calculate transient flows 
with free surface, it requires extra calculations in two areas. Firstly the determination 
of marker locations, and secondly the determination of free surface boundary conditions. 
The boundary conditions are calculated by ensuring that the normal stress equals the 
external pressure, and the tangential stress at the boundary equals to zero. Also, the 
markers are not used in the solution of the Navier-Stokes equations [Harlow and Welch 
(1965)]. In other words, the fluid density is not determined via the distribution of these 
markers.
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Applications of the MAC method
The first application of the MAC method was the collapse of water column [Harlow and 
Welch (1965)]. Successive improvements to the crude approximations of the normal 
and tangential boundary conditions, as appeared in the original method, have been 
carried out by Hirt and Shannon (1968), Chan and Street (1970), and Nichols and Hirt 
(1971) respectively. To illustrate the effect of these improvements, Nichols and Hirt 
(1971) carried out a number of typical free surface flow comparisons with experimental 
data and those of the original method. Good agreements between experimental data and 
their results were reported. In addition, a simulation of a splashing drop (of liquid) 
falling in a deep pool was presented to demonstrate the MAC method's ability to 
calculate highly contorted and colliding surfaces.
The constraints on the numerical stability of the MAC method when applied to flow 
problems with low Reynold numbers was investigated by Pracht (1971). Pracht 
concluded that the explicitly formulated MAC method is restricted to flow problems 
with Reynold number greater than one. In other words, it means that the explicit MAC 
method is unstable when dealing with very viscous flows. Pracht devised an implicit 
formulation for the MAC method to overcome this restriction. Although, the implicit 
scheme is unconditionally stable, it was later found by Deville (1974) to be time- 
consuming. This fact encouraged Deville (1974) to experiment with the applicability 
of four finite-difference schemes within the framework of the MAC method. Assessing 
from aspects of efficiency, accuracy and ease of programming, he proposed that the ADI 
Douglas-Rachford scheme should be adopted for the numerical integration of momentum 
equations for low Reynold number flows.
The MAC method was extended to three-dimensions by Hirt and Cook (1972) to model 
low-speed fluid flow around block-type structures.
A study of unsteady, free surface flow of a fluid being pumped upward from a tube in 
the base of a vertical cylindrical cavity was performed by Smith and Wilkes (1975). 
They used the MAC method in conjunction with a Dufort-Frankel (1953) approximation
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in polar coordinates to model this scenario. The comparisons between simulated results 
and those of experimental data were encouraging.
Ramshaw and Trapp (1976) adopted the MAC method with the Chorin-Hirt modification 
[Hirt and Cook (1972)] and a donor-acceptor differencing scheme to model the sloshing 
of vapour and liquid in a closed cavity. The interesting points about this work are that, 
firstly a transient flow of homogeneous two-phase (gas-liquid) fluid was modelled in a 
one-phase framework. Secondly, the donor-acceptor technique was used to combat 
numerical smearing at the fluid interface.
Hwang and Stoehr (1983, 1987) adopted the MAC method to simulate mould fillings 
of water in two-dimensions. The flow patterns calculated by the method in the filling 
of a squared cavity were compared with water experiments which indicated that the 
results were consistent [Hwang and Stoehr (1987)1.
Variants of MAC
Many variants of the MAC method have been developed, including the Simplified MAC 
(SMAC) method by Amsden and Harlow (1970), and recently SOLA-MAC in three- 
dimensions by Lin and Hwang (1989).
  Simplified MAC
The major advantage of the SMAC method over the basic MAC method is that the 
boundary conditions for the Poisson equation for pressure are strictly homogenous. The 
basic difference between the MAC and SMAC methods is that the pressure field is not 
directly solved for the latter. Therefore, the SMAC method has fewer boundary 
conditions to complicate the programming logic. Hence, the SMAC method can be 
solved more efficiently, thus making saving in CPU time. A number of free surface 
flow problems, such as the sloshing of water in a tank, were modelled using this 
technique. The results were in good agreements with experimental data [Amsden and 
Harlow (1970)].
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Anzai and Uchida applied a modified SMAC method, in quasi-three-dimensions, to 
investigate the filling patterns of flat plate die castings. Their method has incorporated 
features found in an empirical gapwise direction mould filling model proposed by 
Frommer (1933). In Frommer's model the mould cavity is filled from the opposite side 
of the gate and the final filled position is in the vicinity of the gate. Anzai and Uchida 
made the following modifications to the SMAC method:
(1) The fluid keeps its thickness as it flows into the cavity from a thinner cavity 
element, such as the gate.
(2) An additional cell type FS is introduced in the calculation to account for the 
effect of the free surface perpendicular to the gapwise direction.
  Algorithm for Porous Flows
Casulli and Greenspan (1982) developed an algorithm for modelling general free surface, 
porous flow problems. They combined the MAC method with the Courant-Isascson- 
Rees method (1952) which was developed for nonlinear hyperbolic differential 
equations. The algorithm was tested on a steady-state dam flow problem. They claimed 
that the new method is more powerful than either of its constituents and was fast, 
economical and accurate.
  SOLA-MAC
The ^Solution Algorithm - MAC (SOLA-MAC) method was developed by Lin and 
Hwang (1989) to model mould filling in three-dimensions. This is a hybrid technique 
which employs the SOLA-VOF algorithm [Hirt and Nichols (1981)] to solve for the 
Navier-Stokes equations, but instead of using the volume fraction to track the free 
surface, it uses marker particles as in the MAC method. The method was tested on a 
simple block casting and a casting of a preformed forging die. The results were claimed 
to be satisfactory. However, it requires a rearrangement scheme to act as a memory 
manager for the marker particles. Similar to other particle based algorithms, the 
requirement of heavy storage for marker particles may prove to be a potential problem, 
if large scale, multi-physics simulation is to be carried out.
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The SOLA-MAC technique has also been applied to a simulation of filling in a rotating 
vertical centrifugal casting [Hwang J D et al (1991)].
Comments on MAC method
The MAC method does not suffer from the problem of surface interactions which is 
associated with particle tracking methods. Hence, the programming logic required to 
set up a such code is simpler. But on the other hand, the MAC method as with other 
volume tracking methods are less capable in giving high resolution of details at the free 
surface. A serious weakness of the MAC method and its variants is that it needs 
memory to store coordinates of marker particles. Disregarding whether the problem is 
to be modelled in two- or three-dimensions, this constraint may pose serious limitation 
on the size of problems, if finer mesh or multi-physics such as, heat transfer and phase 
change are to be included. Furthermore, additional calculations or house-keeping 
routines are needed to determine the exact location of markers, the shape of the 
interface, and to update markers to their new positions. This extra work also takes up 
expensive CPU time.
1.4.3.2 The Volume of Fluid Method
The Volume of Fluid (VOF) method was developed by Hirt and Nichols (1981) at the 
Los Alamos Scientific Laboratory in 1979. This is one of the most popular algorithms 
developed for mould filling simulations. Recently, it has been adopted in a number of 
commercial casting simulation software codes such as, ProCAST [UES Inc], SIMULOR 
[Aluminium Pechiney] and MAGMAsoft [MAGMA]. Also, there are no less than ten 
papers in the proceedings of the conference on Modelling of Casting, Welding and 
Advanced Solidification Processes VI (1993) which use the VOF method.
The essence of the VOF method is that it relies on a volume or concentration fraction, 
F, to determine whether a cell is full or empty of liquid. F is a step function which 
takes the value of one for full of liquid and zero otherwise. The free surface boundary 
is contained in cells where their values are between zero and one.
Chapter 1 Introduction and Literature Survey ____________________ 23
The volume fraction F in each cell is updated during each solution cycle according to 
the advection equation below:
ft n ~ 
__ + M + v  = 0 (1.6)
3f dx dy
Equation 1.6 states that F moves according to the fluid velocities. In a Lagrangian grid, 
this equation simply means that F remains constant at each cell. In such cases, F serves 
as a stationary marker to indicate the state of the cell, whether it is full or empty.
In an Eulerian grid, the flux of F moving with the fluid through the cell faces must be 
calculated. Since F is basically a discontinuous, step function (between zero and one), 
numerical smearing at the free surface will occur if standard differencing scheme (such 
as, upwind and hybrid) were used. Therefore, a differencing scheme which can preserve 
F's discontinuous nature must be used. A donor-acceptor approximation [Johnson W 
E (1970)] was adopted in the original VOF derivation by Hirt and Nichols (1981).
In order to impose accurate boundary conditions to the free surface, the exact location 
of this interface within a surface cell is required. The interface is reconstructed cell- 
wise at each time step by some reconstruction schemes [Chorin (1980)] which act on 
the volume fraction F of the cell under consideration and its neighbouring cells.
The VOF methods and its variants (such as the SOLA- VOF method) have been 
successfully applied to flow situations in which more than one moving interface exists. 
Nichols and Hirt (1981) have tested the method on six test cases, for which either 
experimental data or analytical solutions are available for comparisons with the 
simulated results. The VOF methods was first embedded in the SOLA- VOF code 
[Nichols and Hirt (1981)] which later evolved to become the well known commercial 
filling simulation software code FLOW- 3D [Flow Science Inc].
Partom (1987) applied the VOF method to model the sloshing of fluid in a partially 
filled cylindrical container.
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Golafshani (1988) developed a technique, which is an extension of SOLA-VOF, to 
investigate incompressible flow in the low-Reynolds-number range, ie. creep flows. His 
technique is known as cell iterative adjustment technique (CIAT).
Lin and Hwang (1988) applied the SOLA-VOF method to investigate filling of castings 
with heat transfer analysis in two dimensions.
Mishima and Szekely (1989) developed a model using the SOLA-VOF method with heat 
transfer and solidification to simulate the filling of cylindrical moulds.
Backer and Sant (1991) used the FLOW-3D code [Flow Science Inc] to investigate the 
formation of 'pinholes' in iron castings. Pinholes are caused by the entrainment of iron 
silicate particles or gas bubbles in the iron castings. The kinetic behaviour of these 
particles and bubbles during mould filling can be simulated by the Basset-Boussinesq- 
Oseen (BBO) equation provided that the flow field is known in advance.
Tomiyama and Sou (1991) applied the VOF method to simulate the rising of a single 
bubble in liquids.
Lemos (1992) developed a code known as 2D-HYDROTUR to model turbulent flows 
with free surfaces. His code is an extension to the SOLA-VOF method.
1.4.4 Moving Grid Methods
In moving grid methods, the original grid system is subject to constant adjustment to 
approximate the free surface interface. The governing equations are then solved on the 
new distorted mesh ,and the grid points on the interface are treated as a moving 
boundary. In this way, the undesirable numerical mixing or smearing between the 
different fluid regions is reduced or eradicated.
Local Adjustment Methods
Disregarding whether a front or volume tracking method is used, if the reconstructed
free surface is continuous, then an adjustment in the underlying grid location can be
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made in the vicinity of the interface at each time step. The idea is to move those grid 
points which are within a half-cell spacing of the interface to the nearest position 
horizontally or vertically where the interface intersects a grid line. Thus, the cell edge 
and diagonals on the new moderately distorted grid is approximating the interface. 
Hyman and Larrouturou (1982) adopted such a method for their study. Alternatively, 
the concept of cell 'porosity' or blockage factor can be used to adjust the grid boundary 
to match the free surface interface [Pericleous and Rhodes (1984), Liu Jun (1985), and 
Simitovic et al (1986)].
Lagrangian Methods
The initial region of fluid is subdivided into a number of discrete elements with cell 
boundaries aligned with the interfaces. The Navier-Stokes equations are then solved in 
a cell by cell basis, whereby the cell edges are all treated as part of the interface. 
Hence, they can track the interfaces. As new interfaces are created, new cells are added 
or existing cells re-adjusted. On the other hand, if the volume of existing cells tend to 
zero, they are merged or deleted. In this way, the numerical diffusion across the 
interface is eliminated, and the varying profile of the interface that moves with the fluid 
can be tracked. Zhang et al (1993) used an arbitrary Lagrangian-Eulerian (ALE) Petrov- 
Galerkin finite element technique to study mould filling phenomena. Their method uses 
triangular elements to form the interface in the way as described above.
1.4.5 Other Tracking Methods
1.4.5.1 The Scalar Equation Algorithm
The Scalar Equation Algorithm (SEA) is similar in approach to the VOF technique. In 
both methods a scalar advection equation, which determines the volume fraction of each 
cell in the domain of interest, is employed to track the position of the interface. 
However, the SEA method covers both the air and liquid phases when solving for the 
momentum equation unlike the VOF method which only covers the liquid phase. The 
SEA method is used by the author in his study of mould filling phenomena.
The SEA method was developed originally by Liu Jun at Imperial College [Liu Jun 
(1986a,1986b), Liu Jun and Spalding (1988)] and applied to two dimensional problems
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involving more than one fluid layer. The details of formulation of the method in three 
dimensions can be found in Chapter 3.
The author and co-workers have applied this method to simulate mould filling problems 
in three-dimensions [Chan et al (1991), Pericleous et al (1993)]. The results of some 
simulations can be found in Chapter 4. Jeurissen and Eldijk (1991) in collaboration 
with CHAM Limited have applied the SEA technique to simulate the filling of liquid 
into a circular vessel against gravity. The results were validated against experimental 
data. At the time of writing, the SEA technique has been incorporated by Liu Jun (of 
CHAM Limited) as one of the free surface modelling options within the latest version 
of PHOENICS CFD code [CHAM Limited]. A summary of weaknesses of this 
technique can be found in Chapter 7.
1.4.5.2 Variable Blockage Methods
When two fluids have a large variation in density, such as air and water, the influence 
of air on the flow field of the liquid can often be neglected under many practical 
situations. Therefore, the air phase in the problem domain is not calculated. Instead a 
'uniform' or constant pressure boundary at the free surface is assumed. The fixed 
computational domain, which extends to both above and below the interface, is being 
used to solve for the liquid phase alone. The free surface representing the interface 
between the two fluids, can be defined in the form of blocked cells or blockages using 
a volume porosity factor at each cell. The blockage factor (r) has limits from zero to 
one, which indicate whether the cell is fully occupied by liquid (r=0) or air (r=7). The 
cells with blockage factors between zero and one must therefore contain the free surface 
interface.
The solution of the problem can be obtained in an iterative manner as follows:
(1) The interface shape is guessed, for example as being planar.
(2) The Navier-Stokes equations are solved, with the result that a pressure 
distribution is computed for the cells through which the interface passes.
(3) The interface cells for which the pressure exceeds the atmospheric 
pressure by an amount dp, reduces the blockage factors, which in turn
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raises the interface position. For interface cells in which 8p is negative, 
the blockages are increased. This implies that the interface height is 
reduced. The height changes are made equal to 8/?/(pg), in accordance 
with hydrostatic laws.
(4) The Navier-Stokes equations are solved again, yielding a new set of 
interface-cell pressures, which are usually found to be closer to the 
prescribed atmospheric value.
(5) The process of interface adjustment is repeated until the solution is 
converged.
Pericleous and Rhodes (1984) have successfully applied this technique to investigate the 
performance of a cyclonic flotation machine which is used in mining industries to 
separate valuable minerals from unwanted species in mined ores.
Liu Jun (1985) adopted a similar technique to predict the free surface of a steady flow 
over curved beds.
Simitovic et al (1986) applied the same technique to simulate the giant waves following 
the collapse of a dam.
This technique is easy to understand and can be implemented in two- and three- 
dimensions. Furthermore, it is implicit in time and hence no restriction on the time step 
size for numerical stability is required. However, this technique becomes invalid in 
situations where the surface height becomes multi-valued, for example a water wave that 
falls back onto itself.
1.4.5.3 Two Fluid Technique
This technique has been designed to study the flow of two phases, one of which is 
usually continuous and the other dispersed; for example particles in liquid, droplets in 
air, and air bubbles in fluid. This method relies on the solution of a coupled set of 
Navier-Stokes equations one for each phase, together with a volume conservation 
equation. Two phase algorithms such as the IPSA [Spalding (1977,1980a)] algorithm
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can be used together with GALA [Spalding (1974, 1977)] and a donor-acceptor type flux 
approximation [Ramshaw and Trapp (1976)] to ensure the interface remains sharp. 
Mould filling and sloshing problems can be solved by this technique. Aldham et al 
(1982) applied this technique to model the effects of gas bubble evolution following an 
explosion in a nuclear reactor containment vessel.
The advantage of two-phase techniques is that not can only the free surface movement 
be tracked, but also wave breaking and atomisation phenomena can be accommodated. 
However, the method is complex and requires inter-phase momentum, heat and mass 
transfer correlations to be specified. It is also expensive in terms of CPU time and 
storage, due to the large number of equations involved.
1.4.5.4 Vortex Methods
Chen and Vorus (1992) applied a vortex method to simulate free surface flows in marine 
applications. Vortex methods have been used extensively in modelling aerodynamic 
lifting bodies. Their method is a potential flow formulation which uses the exact non- 
linear free surface boundary condition at the exact location of the instantaneous free 
surface. The position of the free surface, on which vortices are distributed, is updated 
using a Lagrangian scheme following the fluid particles on the free surface. They 
reported that the method is particularly suitable for studying non-linear unsteady 
interactions. For examples, the body-wave interaction and body-wake-wave interaction 
problems.
1.4.5.5 Enthalpy based VOF method
Recently, Swaminathan and Voller (1993) proposed a new variant of the VOF method 
based on an 'enthalpy' type variable. This method is free of numerical smearing and 
is not restricted by the Courant criterion. However, a serious drawback of this method 
is that once a cell is filled with fluid, it cannot be emptied later. Therefore, it is not 
possible to simulate convoluted waves or sloshing of fluid at the moment.
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1.4.5.6 The Height of Liquid Method
Recently, Liu Jun and Spalding (1992) developed a free surface model based on the 
ideas of height functions and the GALA algorithm [Spalding (1974, 1977)]. The Height 
of Liquid (HOL) method is implicit in time and it does not seem to suffer numerical 
smearing at the interface. However, it cannot be used to simulate situations, such as the 
sloshing of fluid, where convoluted waves exist. This is because the HOL method 
inherited the same drawback suffered by the height function methods (Section 1.4.2.1). 
No formal publications of this method can be found in the literature yet. Nevertheless, 
it is included in the latest version (1.6.6) of PHOENICS CFD code [CHAM Limited].
1.4.6 Finite Element and Boundary Element Based Free Surface Flow Methods
Finite Element
Dhatt et al (1990) developed a two dimensional finite element model to simulate mould 
filling with heat transfer using a VOF type tracking method. The finite element grid is 
fixed and the advection of the molten metal is captured by a pseudo-concentration 
Junction F or the volume fraction as in the VOF method. A F-smoothing technique was 
applied to reduce the smearing at the interface. And a Taylor-Galerkin method was 
used to model heat transfer during filling.
Lewis et al (199la, 1991b) [and Usmani et al (1992)] have developed a finite element 
code to simulate the fluid flow and heat transfer in mould filling problems. The VOF 
method was adopted to track the liquid front and the Taylor-Galerkin method was used 
to solve for the Navier-Stoke equation and energy transfer.
Codina et al (1992) developed a finite element model based on the pseudo-concentration 
technique (ie. a VOF type method) to simulate mould filling processes. The main 
features of their model is the use of the Streamline UpwinaVPetro-Galerkin (SUPG) 
formulation to deal with convective flow, div-stable velocity-pressure interpolations with 
discontinuous pressures, the elimination of the pressure via an iterative penalty 
formulation, and the temporal integration using a trapezoidal rule.
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Shen (1992) of Cornell University developed a finite element model to simulate non- 
Newtonian non-isothermal Hele-Shaw filling problems.
Boundary Element
Medina et al (1991) developed a boundary element method to model free surface flow. 
A consistent formulation was introduced to deal with the non-linearities which exist in 
free surface boundaries. The flow field equation is integrated and the free boundary 
conditions are applied on the unknown geometry by means of series expansions.
1.4.7 Remarks on the Literatures Survey
The author draws the following conclusions after carrying out the literature search on
the free surface flow techniques:
(1) There does not seem to be a great difference whether the modelling of free 
surface flow is done in either FE or CV formulation, especially in the way the 
interface is tracked. A pseudo-concentration function or the equivalent volume- 
of-fluid fraction is being adopted in both frameworks to deal with the tracking 
of the interface. The attractions of using FE formulation are primarily with the 
flexibility of modelling arbitrary shapes and the ease to incorporate stress 
analysis. However, with the realisation of control-volume unstructured mesh 
(CV-UM) or irregular control-volume (ICV) methods (such as UIFS [Chow 
(1993)] and ASTEC [AEA Technology]), this flexibility of modelling arbitrary 
shapes is also available to CV based formulation. In the case of ASTEC, the 
capability of modelling free surface flows using control-volume unstructured 
meshes is already available (see Section 7.7.2). Also, stress analysis is included 
in UIFS which is an in-house code developed at the University of Greenwich. 
Furthermore, as mentioned in Section 1.1.2, the study of mould filling forms part 
of the research programme in casting technology based on CV formulation at 
Greenwich. Therefore, it is more appropriate for the author to develop the filling 
module in CV formulation. So that it can be implemented in other CV based 
CFD codes, whether they use structured or unstructured mesh, in the future.
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(2) It emerges that explicit VOF type volume-tracking methods are most widely used 
by researchers to model mould filling applications, even though the resolution 
of the results are not as good as those obtained by front tracking methods. This 
is based on the fact that VOF type methods occupy less storage space and has 
less complication in the programming logic than front tracking methods, for 
example the particle tracking method. And yet it provides sufficient all round 
front tracking capability. This is important if other physics, such as heat transfer 
and solidification, are to be included in the same code.
(3) An important issue when deciding which tracking method to use is how and 
what technique does the prospective method adopt to handle the problem of 
numerical smearing at the interface. In the case of VOF type methods, the 
advection/differencing schemes chosen to preserve the gas-liquid discontinuity 
at the interface are most important. When using this kind of differencing 
scheme, small numerical errors in the approximation are always expected. To 
minimise this type of errors, higher order differencing schemes may be used at 
the expense of higher CPU time. Therefore, the researcher must weight the 
balance between the requirement of the applications and the resource available 
when choosing a differencing scheme.
(4) The SEA algorithm is chosen for this study based upon two grounds:
(i) The requirements of modelling the entrainment of impurities and air 
voids in the casting during filling, points to the need of simulating the 
both flow fields for the air and liquid phases. In the basic VOF method, 
additional calculation is required to model the effects due to the air 
phase.
(ii) Since the SEA algorithm is a VOF type method, the storage overheads 
for tracking the interface are minimal. The SEA algorithm only requires 
a scalar variable to be stored in each cell to indicate whether a cell is 
full, half-filled or empty of liquid. Hence, additional dependent variables 
required to facilitate additional physics such as heat transfer and
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solidification can be accommodated. Furthermore the CPU time required 
by the van Leer scheme is small in comparisons with other higher order 
differencing scheme [Leonard (1988), Bull(1990)].
1.5 Outline of the Thesis
The results of the present study is organised into seven chapters.
The first chapter which we have just seen, aims to give a broad introduction of industrial 
applications involving free surface flows, and focuses on its application in mould filling 
which has profound influence on casting processes. In addition, a comprehensive 
literature survey is included in this chapter to give the reader an up-to-date view of 
current research activities on the subject of interest.
A concise account of the derivation of equations which govern transport phenomena 
including the conservation of mass, momentum and energy, is presented in Chapter 2. 
Furthermore, the numerical solution procedure of solving these governing equations in 
the context of a control volume formulation is illustrated in the chapter.
The Scalar Equation Algorithm (SEA) exploited in this study originates from a report 
by Liu Jun (1986a) who developed the method in two-dimensions. The theory, 
assumptions, auxiliary information, and detailed derivation of the SEA method extended 
to three dimensions by the author for mould filling applications, are outlined in Chapter 
3.
In Chapter 4, the results generated by the SEA method, in both two and three 
dimensions are presented. These are validated against experimental data to demonstrate 
the capability of the method in capturing waves and air entrainment.
Chapter 5 describes the potential impact of parallel computing on the computational 
efficiency of CFD simulation software when solving complex industrial problems. The 
implementation of the SEA method into parallel Harwell-FLOWSD and the results on 
the speed-up gain of the parallel version over the serial are also described.
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Chapter 6 is devoted to the development of a novel technique to model heat transfer 
between two or more immiscible fluids. This technique forms the basis for the 
integration or coupling of free surface flow with a solidification model, in order to 
simulate filling with phase change simultaneously. The solidification model used in this 
study is based on the one proposed by Voller and Prakash (1987b).
Finally, the conclusion of the study and suggestions for future work are presented in 
Chapter 7, followed by references and an appendix.
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Chapter 2
BASIC MATHEMATICAL 
EQUATIONS FOR 
FLUID FLOW
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2.1 Introduction
The purpose of this Chapter is to outline a general framework of how to develop a 
mathematical model of free surface fluid flow from physical laws. The model is then 
implemented as an attachment to two commercial Computational-Fluid-Dynamics (CFD) 
codes namely, PHOENICS [CHAM Limited] and Harwell-FLOWSD [AEA Technology]. 
The details of implementing the model attached to both PHOENICS and Harwell- 
FLOWSD as a stand-alone module, can be found in Chapters 3 and 5 respectively.
This Chapter is organised into the following sections:
  Section 2.2 describes the governing equations of fluid dynamics problem under 
study and the associated auxiliary relations.
  Section 2.3 describes the control-volume (CV) formulation used to discretise 
these governing equations into algebraic finite-difference equations so that they 
can be solved numerically.
  Section 2.4 is focused on the general numerical solution procedure employed 
to solve these algebraic equations in CFD codes.
  Section 2.5 is the summary of this Chapter.
2.2 Governing Equations
Mathematics has been used by scientists to describe physical phenomena since ancient 
time. The basis of CFD techniques is built upon well-known physical laws, which 
govern all physical phenomena that occur in everyday life. These laws include the 
conservation of mass, energy and momentum. They are usually expressed in terms of 
partial differential equations (PDEs). These PDEs can rarely be solved by analytical 
means since most physical phenomena are non-linear in nature. However, this non- 
linearity is particularly well posed to be solved by iterative numerical methods, running 
on electronic digital computers.
For example, mould filling is a physical phenomenon which involves fluid flow and heat 
transfer and so it is governed by conservation principles of mass, momentum, and 
energy.
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2.2.1 Coordinate system
Before describing the governing equations in PDEs, it is necessary to specify the 
coordinate system used throughout the study. Simulations of free-surface flow are 
presented in later chapters in cartesian coordinates in either two dimensions (2-D) or 
three dimensions (3-D). Figure 2.1 illustrates a typical cartesian coordinate system 
(x,y,z). The mathematical model will be developed in cartesian coordinates. Similar 
free-surface flow models have been developed in both polar-cylindrical and cartesian 
coordinate systems in the past [Maxwell (1977), Liu Jun (1986a, 1986b)]. Future 
possible extension to the model could be to incorporate polar-cylindrical coordinate 
system.
Figure 2.1 Cartesian coordinates (x, y, z)
2.2.2 The Mass Conservation Equation
The mass conservation principle states that, in the context of a differential control 
volume, that the net rate at which mass enters the control volume (ie. inflow - outflow) 
must equal to the rate of increase of mass stored within the control volume. The mass 
conservation equation may be expressed in vector form as:
_ + V.(pu) = S (2.1)
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where t is the time, p is the fluid density, u is the resultant velocity vector in the three 
space dimensions (x,y,z), and V.( ) is the divergence operator on a vector field. The 
three terms in Equation 2.1, from left to right, are the transient, convection and S which 
is the source or sink term of mass.
2.2.2.1 The Mass Continuity Equation
Further, the mass conservation principle is based upon the physical principle that matter 
could neither be created nor destroyed. As a consequence, a particular case of Equation 
2.1 is the mass continuity equation (Equation 2.2) where S becomes zero. Here, the 
mass continuity equation merely states that the mass inflow (due to rate of change of 
mass and convection) to a specific control- volume must equal to its mass outflow. 
Therefore, the net outflow or inflow is zero.
+ V.(pw) = 0 (2.2) 
ot
From fluid mechanics, the mass continuity equation has an important significance with 
regard to fluid flow. The density p and the velocity field u derived from the momentum 
equation (Equation 2.3} satisfy the mass continuity equation (Equation 2.2). This is due 
to the pressure field in the momentum equation which is coupled indirectly with the 
mass continuity equation in the anticipation of the so-called pressure-correction formula 
(Equation 2.42}. That is, the pressure field must be adjusted so that the velocity field 
satisfies the mass continuity equation. So without this constraint, momentum will not 
be conserved.
2.2.3 The Conservation of Momentum Equation
The conservation of momentum equation for fluid flow, in vector form, is given as:
+ V.(pww) = uV2« -Vp + pg + Sext (2-3) 
dt
where u is the dynamic viscosity of fluid, p is the pressure, g is the acceleration under 
gravity, Sext denotes the external source, such as natural convection due to thermal 
expansion; V( ) is the gradient operator on a scalar field, and V2 is the Laplacian 
operator on a vector field. The terms from left to right in Equation 2.3 are the transient, 
convection, diffusion, pressure gradient, body force due to gravity and external
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momentum source. With constant viscosity and constant density, the momentum 
equation (Equation 2.3) becomes the well-known Navier-Stokes equation.
2.2.4 The Conservation of Energy Equation
Let h stand for the enthalpy per unit mass. Then the conservation of energy equation 
for a specific control volume is given by:
d(p/z) + V.(p M /0 = kV2   
df ~ C\ p
where k is the thermal conductivity of the fluid, Cp is the specific heat capacity and Sh 
is the source/sink term of enthalpy.
2.2.5 The General Partial Differential Equation
By observing Equations 2.1 to 2.4, it is not difficult to appreciate that all these 
conservation equations can be generalised and expressed in a common form. The 
generalised conservation equation, according to the notations used in Patankar (1980) 
is shown below:
«*) = v.(r,v«) H- s. (2.5)
at
where O represents the dependent variable to be solved for, such as temperature (T), 
enthalpy (h) and concentration (C), p denotes the fluid density and u is the resultant 
velocity vector of the three velocity components. F^ is the exchange or diffusion 
coefficient representing the general fluid properties such as viscosity (u) or thermal 
conductivity (k).
Equation 2.5 consists of four terms, from left to right, the transient term which is 
considered as the rate of change of O per unit volume. The second term is the 
convection term which denotes the convective flux pwO carried by the general flow 
field pu. The third term is the diffusion term which represents diffusive flux caused by 
the gradient of O. And the last is the source term where additional terms can be added. 
The equations for the various <$'s are distinguished through the source terms. For 
example if O is the velocity then S& would contain the pressure gradient, body force,
Chapter 2 Basic Mathematical Equations for Fluid Flow 39
and other viscous terms which have not been included in the nominal diffusion term. 
Note that the diffusion term in Equation 2.5 is expressed in a different form to the one 
in Equation 2.3.
2.2.6 Auxiliary Relations
Although the governing equations have been described above, the characteristics of a 
particular mathematical model have not yet been established, and hence the model is not 
complete. To do so, it requires the following auxiliary information which includes:
  Boundary conditions
  Initial conditions
  Material properties
  Other physical relations.
Boundary Conditions
The most influential auxiliary relations to a mathematical model are probably the 
boundary conditions. They are assigned at the edges of the calculation domain and 
internal blockages. The effects of the boundary conditions are transported into the 
domain when solving the relevant conservation equations during simulations. 
Sometimes the conservation equations may also be referred to as the transport 
equations. In case of mould filling, the physical boundaries that are most likely to be 
encountered would be the inlet, outlet, impervious walls, internal plate or blockages, 
surface tension and planes of symmetry. These boundary conditions are usually known 
to the user in advance. Some of the boundary conditions and the variables involved are 
listed below:
Inlet
Velocity: Velocity components are specified at the cell centres of the inlet. Since 
volumetric conservation is used in the case of filling, a volumetric source 
is needed at the inlet cells to specify the incoming volume flux.
Pressure: No pressure value specified.
Temperature: Fixed temperature or heat flux.
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Outlet
Velocity: Volume fluxes leaving the solution domain at the outlet cell faces
(downstream) are evaluated using the velocity component at the upstream
cell faces.
Pressure: For the outflow, a zero pressure boundary is usually set. 
Temperature: Heat flux is evaluated using temperature at cell centre.
Wall
Velocity: No slip boundary condition apply. Zero mass or volume flux. The
values of the velocity components parallel to the cell face can be set. 
Pressure: Not specified. 
Temperature: Fixed temperature or heat flux.
Symmetry
Velocity: The velocity component normal to the symmetry plane is forced to zero,
and those parallel to the symmetry plane have the cell centre values. 
Pressure: The pressure at the cell faces have the values of the cell centres. 
Temperature: No heat flux can be transferred across the symmetry plane. The cell
faces have the same temperature values as the cell centres. 
Blockages
To make internal walls or block off certain parts of the solution domain by 
making them inaccessible to the fluid flow field calculation in PHOENICS, a 
porosity factor can be used. A zero porosity value in a cell means that it is 
blocked. The surfaces of a blocked cells have no slip wall boundary conditions 
activated automatically.
Velocity: Zero velocity specified at velocity components normal to the blocked 
cells. Zero mass or volume flux. No slip boundary condition applies to 
all blocked cell faces. 
Pressure: No pressure specified. 
Temperature: Temperature and heat flux can be specified.
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Initial Conditions
This kind of condition refers to values assigned to the dependent variable(s) at the 
beginning of the computation. In the case of mould filling, the dependent variables are 
the velocity components, pressure, temperature and the initial position of the air-liquid 
interface. If appropriate initial values are specified, even for steady-state problems the 
solution should converge faster, otherwise the solution may either converge slower or 
even diverge. In time-dependent simulations the initial conditions specify the old-time 
boundary condition of the problem.
Material Properties
There are two areas concerning the material properties of the medium or media used in 
the simulation which have considerable influence to the accuracy of the prediction.
The first area of concern is that of the availability of accurate material property values. 
Without accurate data for the material under simulation, it is impossible for the model 
to give plausible predictions, even though the model has all the appropriate physical 
capabilities incorporated into it. For example, in solidification modelling, a slight 
inaccuracy in the solidus and liquidus temperatures of the material undergoing 
simulation may yield completely unrealistic results.
The second area of concern is that of the physical relations or formulations used to 
determine the material properties during computation, if more than one phase or material 
is to be simulated. These relations may be derived from theory, experiments or simply 
by a heuristic rule (as used in ASTEC's [AEA Technology] filling module). For 
instance, in the case of mould filling, the mixture density of liquid and gas within a cell 
is determined by a linear approximation relationship which involves a volume fraction.
Other Physical Relations
As mentioned in Section 2.2.5, additional terms of a dependent variable O which cannot 
be included in either transient, convection or diffusion term are treated as source terms. 
These additional terms are essentially the physical relations which give the unique 
characteristics to a model. Here are a few examples:
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1. Body forces such as gravity, pressure gradient and centrifugal forces added to the 
momentum equation will affect the behaviour of fluid flow.
2. The volume source term which specifies the amount of volume flow into the 
computational domain when GALA [Spalding (1974, 1977)] is used. See Section 
3.3.2 of Chapter 3 for details.
3. The latent heat source term in an enthalpy based solidification model [Voller et 
al (1985, 1987a)] which governs the phase-change of the fluid.
2.3 Numerical Discretisation of Governing Equations
The numerical integration scheme used to solve the set of continuous and generally non- 
linear governing differential equations as described in Section 2.2 is presented in the 
following sections.
2.3.1 Introduction to Control-Volume Formulation
In order to solve continuous PDEs using computational methods, it is necessary to 
transform these PDEs into algebraic finite-difference equations by applying 
discretisation. A number of discretisation schemes are available for this purpose, such 
as finite-difference (FD), control-volume (CV) or finite-volume (FV), finite-element (FE) 
and boundary-element (BE) formulations. However, the most widely use formulation 
for solving fluid flow problems is that of control-volume. The CV formulation is based 
upon the divergence theorem by Gauss as shown in Equation 2.6.
JJJ V.F dV = JJ F.n dS (2.6)
v s  
where V denotes the finite control volume, S denotes the closed surface around the 
volume, £ denotes the vector field defined on V, and n is the unit outer normal to S.
The divergence theorem expresses a relationship between a volume integral extended 
over a computational domain and a surface integral over the boundary of the domain. 
This enables the computational domain to be divided into a number of sub-domains or 
sub-control-volumes, such that there is one control-volume surrounding a grid point.
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The main attraction of divergence theorem is that, it ensures the integral conservation 
of matter, such as mass over the whole computational domain. This characteristic 
remains valid for any number of grid points. A vital implication of this feature of CV 
formulation is that no matter how coarse or fine a mesh (or grid) is being specified by 
the user, the conservation of the dependent variable is always maintained. However, 
when finite-element formulation is used, the conservation of dependent variable at 
individual element is not necessarily conserved.
2.3.2 The Finite Difference Grid
For structured CV codes, such as PHOENICS and Harwell-FLOWSD, a typical 
structured mesh is shown in Figure 2.2. The mesh represents the physical domain 
which is sub-divided into a number of cartesian control-volumes or cells which appear 
as orthogonal cuboids in three-dimensions (Figure 2.3), and quadrilateral in two- 
dimensions (Figure 2.4).
Figure 2.2 A typical 3-dimensional structured mesh
These control-volumes are non-overlapping. The mesh needs not be uniformly spaced. 
More cells with smaller spacing can be placed in areas where rapid changes in the
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Figure 2.3 A typical control-volume (CV) cell in 3-D
Figure 2.4 A CV cell with its neighbouring nodes shown in 2-D
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gradient of flow are anticipated; for example, near walls, inlet and sudden expanded 
regions. Hence, more information from the area of interest can be extracted. On the 
other hand, larger and fewer cells may be used in areas where very little changes in the 
flow field are expected.
Each cell of the domain has a grid point or node at its geometric centre. The node point 
P, as shown in Figure 2.3, is surrounded by six neighbouring nodes. They are the East 
and West in the x-direction (denoted by E and W); the North and South in the y- 
direction (denoted by N and S); and the High and Low in the z-direction (denoted by 
H and L). The cell face locations where the grid lines joining P with its neighbours 
intersect the six cell faces are marked as e, w, n, s, h and 1 respectively. (In two- 
dimensions, the node point P will have four neighbours and four cell face locations as 
shown in Figure 2.4). The value stored at the node P is assumed to prevail over the 
entire control-volume; whereas the value stored at a cell face location is assumed to 
prevail over the whole area of that cell face only.
Scalar dependent variables, such as temperature and concentration are stored at the grid 
node (P), whereas velocity components («, v, and w) are usually stored at the cell face 
locations. This is known as the staggered grid arrangement; see Section 2.3.2.1 below. 
This kind of grid arrangement is widely adopted by most structured CV codes developed 
in late 1970's and early 1980's, for example PHOENICS. In recent years, commercial 
CFD codes with non-staggered grid arrangement (in which velocity components are 
stored in the same way as other variables at the main grid node) have emerged; see 
Section 2.3.2.2. Harwell-FLOWSD and ASTEC [AEA Technology] are two example 
codes; whereby the former is structured and the latter is unstructured. The success of 
their implementation is largely due to a special interpolation algorithm for velocity 
components developed by Rhie and Chow (1982).
From now on, a staggered grid is assumed to be used in the discretisation of momentum 
equation (Equation 2.3) throughout this thesis, except where it states otherwise.
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2.3.2.1 Staggered Grid
The staggered grid arrangement for the velocity component first appeared in the MAC 
method by Harlow and Welch (1965). The reason for its deployment was to suppress 
checkerboard effect (as described by Patankar (1980)) or spurious pressure oscillation, 
due to the coupling of the momentum and continuity equations when velocity is stored 
in a non-staggered grid. A well documented account for checkerboard effect can be 
found in Patankar (1980) pages 113 to 120.
Velocity components u and v denoted by arrows, are stored in a staggered grid 
arrangement on x-y plane in two-dimensions as shown in Figure 2.5. The small circles 
denote the main grid nodes where the scalar variables are stored. The velocity 
components are located at the main cell faces between the main grid nodes, in both x 
and y directions. In effect, every velocity component has its own control-volume which 
can be defined by its four neighbouring arrows that are normal to itself. The typical 
control-volumes for both u- and v- velocities are shown as shaded regions. Considering 
the control-volumes of the main nodes with that of the velocities, it is not hard to see 
that the velocity control-volumes are over-lapped or staggered by half-a-cell, ahead of 
their associated main control-volumes. Also, it is not difficult to extend the staggered 
grid to three-dimensions to include the w- velocity in the z-direction.
The important features of staggered grid can be summarised as follows:
1. When discretising the continuity equation (Equation 2.2) for a typical control- 
volume cell P, the equation would contain the differences of velocity components 
at adjacent nodes (eg. ue and ww). They are stored at the cell faces of P as 
shown in Figure 2.5. This will give a reasonable pressure field for the 
momentum equation and will also satisfy the continuity equation. Whereas with 
the non-staggered grid arrangement (shown in Figure 2.6), the continuity 
equation would contain the differences of velocity components at alternate main 
grid nodes, such as uw and UE. This would result in the continuity equation 
taking a spurious, oscillating pressure field as a possible solution.
2. The pressure difference between two adjacent main grid nodes becomes the 
natural driving force for the velocity node located in between.
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u-veIocIty
Figure 2.5 Staggered grid for u and v velocity components
Figure 2.6 Non-staggered grid arrangement for velocity components
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3. There is no need to interpolate the value of velocity components at the main grid 
cell faces, since they are directly available.
A drawback of staggered grid arrangement is that it requires to use three separate grids 
for a two-dimensional problem and four grids for three-dimensions. This has 
implications on the amount of hardware storage that it would require; and adding 
complexity to the house-keeping of geometric and indexing information in programming. 
The latter implication has proved to be a serious disadvantage for staggered grid 
arrangement to be used in unstructured codes, such as ASTEC and UIFS at University 
of Greenwich [Chow (1993)]. Hence, ASTEC, Harwell-FLOW3D and UIFS adopted 
the non-staggered grid approach for this reason.
2.3.2.2 Non-staggered Grid
As mentioned in the previous section the non-staggered grid, as shown in Figure 2.6, 
has an inherent problem with the stability of the pressure field when solving the 
momentum equation. The Rhie-Chow interpolation algorithm [Rhie and Chow (1982)] 
suppresses the pressure oscillation by giving realistic approximation of velocity values 
at cell face locations. For unstructured codes, many difficulties involving node 
connectivity within unstructured cells, such as a mixture of tetrahedra and cuboids, have 
been avoided by using the Rhie-Chow interpolation algorithm. This is because the 
programming logic required to set up a staggered grid for approximating momentum 
fluxes at cell faces, for a mixture of tetrahedra and cuboids, will be very complicated 
if not impossible.
A full account of the advantages and disadvantages concerning the staggered and non- 
staggered grids can be found in two papers by Melaaen (1992a, 1992b).
2.3.3 Discretisation of the General Conservation Equation
To obtain the finite-difference equations in algebraic form, the general conservation 
equation (Equation 2.5) for a general variable 3> is integrated over a finite volume 6V 
and over a finite increment of time St. Replace £ in the divergence theorem (Equation 
2.6) by (pw3> - F^VO), to obtain Equation 2.7.
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Apply Equation 2. 7 to the general conservation equation (Equation 2.5); integrating with 
respect to time and expanding the results gives:
 JJJ pO dV + JJpM<H*+Ar dydz - J J T^VO £+Al rfyJz
+ JJ P «$ f A> dxdz - JJ T^VO |/+A> dxdz
(2.8)
After taking the limits, Equation 2.8 becomes:
] A
A -
(2.9)
where ( )new and ( )old denote both the fluxes at the current and previous time step 
respectively. All other terms in Equation 2.9 can be taken at the current time step, if 
an implicit formulation is required. On the other hand, an explicit formulation can be 
formed by taking all these terms at the previous time step. For the reason of numerical 
stability implicit formulation is usually used. Also, the A's represent the areas of 
various cell-faces.
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Now approximate the partial derivatives of diffusion terms using backward Euler method 
by assuming a piecewise-linear profile between two adjacent grid points. This gives the 
following:
+ (p«0) A - iy * A - (pnO) A + r ^ A/ e e 
+ (pwO) A - T* N P A - (p«0) A + R p s A
'n n <t> 
(2.10) 
(O - O ) (O - O )
L A, - (p«*), A, + F/ f ^ A,
Apply the substitution,
C = puA, D =
where C represents the mass flux through convection and D represents the diffusion flux 
across the cell faces. The distance between adjacent grid point is represented by 8i, 
where i indicates the three space directions x, y and z respectively. D always remains 
positive whereas C can either be positive or negative depending on the direction of fluid 
flow [Patankar (1980)].
A simplified Equation 2.10 becomes:
C.O, - C0w + C
- Dh(<S> H - Op) + DfQp - 0> L) (2.11)
However, the convection terms of Equation 2.11 cannot be approximated in a similar
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manner as the diffusion terms. The central difference approximation of the convection 
terms is only valid if the Peclet 1 number is not exceeding 2, else the solution may 
become unrealistic and oscillatory. So to avoid this numerical diffusion problem, many 
differencing schemes have been devised in the past for example, Upwind [Courant et al 
(1952)], Hybrid [Spalding (1972)], Quick [Leonard (1980)], and Van Leer [Van Leer 
(1977)]. Among all these schemes the simplest is the upwind which is also widely 
available in many commercial CFD codes. The upwind scheme assumes that the values 
o/O at an interface is equal to the value of3> at the grid point on the 'upwind' side of 
the face [Patankar (1980)]. For example the convection flux across the east face of cell 
P is
Oe = Op if Ce > 0 
and <I>e = OE if Ce < 0 (2.12)
Similar constraints apply to the convection flux at the west face of the cell.
The cell face values of O of the convection terms in Equation 2.11 can now be written 
as:
ce , o - o£ -ce , o
C O = * I C, 0 I - d), I -Cw , 0 I
, o I - <M -CB , o
C O = <D [ C , 0 ] - O [ -C , 0 I
(2.13) 
Cl $, = <D L [ C,, 0 - 0> p -C,, 0
where [ ] represents a maximum function which returns the greater of the two 
arguments.
The source term is given as:
'Peclet number is defined as Pe = pubi I F, ie the strength between convection and diffusion.
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JTJ S. dV = S.V,
So often the source term is not a constant but a function of O; therefore it is necessary 
to linearise the source term so that the resulting finite difference equation remains linear. 
The source term can be expressed in a general form as below [Patankar (1980)]:
S* = Sc + SpOp (2 - 15) 
Substituting Equations 2.13 and 2.75 into 2.77 gives the discretised algebraic form of 
the general differential Equation 2.8.
where 
a = D + [ -C, 0e
ap
-Cn , 0
= D + I C , 0 I
= + 1 -c,, o I
Old y Old
old V P
Off^ob = SCVP + ap 9P
old 
ap = aE + a w + aN + as + aH + aL + ap - SpVf
(2.17 atoi) 
The diffusion coefficients D's at the cell faces require interpolation from the adjacent
grid nodes, since no values are actually stored at these locations. Usually, an arithmetic 
mean (Equation 2.IS) is used to calculate the coefficients; however, for heat transfer 
problems, a harmonic mean (Equation 2.79) is often used instead.
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Arithmetic Mean2
2 
Harmonic Mean2
2 (T "i <T "i(F ) = ^ O;E U *)p (2.19)
v <t'e /T^ \ /r-i \
The convection coefficients C's at the cell faces are calculated by upwinding. 
Furthermore, there is no need to interpolate velocity values at cell faces since a 
staggered grid is used.
The integrated and discretised momentum equation is different from the general 
discretised Equation 2.16 in two aspects. Firstly, due to the adoption of staggered grid 
arrangement, the calculation of the diffusion and convection mass fluxes at the cell faces 
require interpolation. Hence, the coefficients in the integrated momentum equation (or 
the transport equation) will be different from those of Equation 2.16. Secondly, the 
pressure gradient term in the momentum equation (Equation 2.3} has a significant 
influence on the velocity field of the equation. Hence, it would be inappropriate to 
conceal the pressure gradient into the nominal source term. Thus, this term needs to be 
added to the integrated transport equation. The integral of the pressure term is 
expressed as:
Vp dV (2 - 2°) 
V 
The corresponding finite-difference equations for the momentum equation are:
(2.21 to 2.23)
2Here, it is assumed that the cell face is located midway of the grid nodes P and E.
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where nb denotes the neighbouring staggered velocities. For example, the velocity ue 
has neighbours: w, eE, n and s in two-dimensions. Note eE denotes the velocity at the 
cell face between nodes E and EE. b is defined in the same way as in Equation 2.16. 
The (pp - pE)Ae term is the pressure force acting on the u control volume, Ae being the 
area on which the pressure difference acts [Patankar (1980), page 121].
As mentioned in Section 2.2.2.7, the flow field in the momentum equation (Equation 
2.3) must satisfy the mass continuity equation (Equation 2.2) for the solution to be 
sensible and converged. Integrating Equation 2.2 over a finite increment of time and 
over a finite volume gives:
-iffjp dV + JJpiidS-0 (2 - 24) 
3* V S
The discretised mass continuity equation becomes:
(puA)f - (p«A)^ + (pvA)n -
' e ' n ~-r 's 
+ (pwA)h - (pwA), = 0
The boundary conditions, which specify the physical conditions of the domain at the 
beginning and during the simulation, can be incorporated into the numerical calculation 
as linearised source terms (Equation 2.15). For PHOENICS, the linearised source is 
expressed as:
S9 = Sc + SP 3>p = C*( V* - <Dp ) (2.26) 
where Q, is the coefficient which is given by:
C0 = - SP (2.27) 
and V<j, is the Value for O, and it is given as:
V0 = - Sc I SP (2.28)
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The finite-difference equations derived in previous sections form a set of simultaneous 
equations which are solved for, in general, by using a SIMPLE type iterative solution 
procedure. A brief outline of SIMPLE is presented here.
The inter-linking nature or coupling of the momentum equation (Equation 2.3) with the 
mass continuity equation (Equation 2.2) has been highlighted in Sections 2.2.2.1 and 
2.3.2.1. Within this section, the relevance of this coupling to the overall solution 
procedure is illustrated.
Until early 1970's, the major difficulty encountered by researchers in the development 
of CFD codes was the calculation of the velocity field when solving for the momentum 
equation. The trouble lay with the unknown pressure field which was hard to determine, 
but which also dominated the velocity field. The pressure field was difficult to 
calculate because it is indirectly specified via the continuity equation [Patankar (1980)]. 
Therefore, in order to satisfy the continuity equation, the momentum equation must 
have the correct pressure field. On the other hand, to approximate the correct pressure 
field from the continuity equation (expressed in an alternate form), a reasonable 
converged velocity field must be available. Thus, the pressure and velocity fields are 
strongly coupled.
In 1972, Patankar and Spalding published an iterative solution procedure called Semi- 
Implicit Method for Pressured-Linked Equation (SIMPLE) which eliminates this problem 
completely. The SIMPLE procedure [Patankar and Spalding (1972)] and its variants, 
such as SIMPLER [Patankar (1980)], SIMPLEST [Spalding (1980b)] and SIMPLEC 
[Van Doormall and Raithby (1984)], have been widely adopted in various CV based 
CFD codes whether structured or unstructured, for the past decades. The CFD codes, 
PHOENICS and Harwell-FLOW3D used in the current study, employed SIMPLEST and 
SIMPLEC respectively.
The implementation of the SIMPLEST algorithm in PHOENICS has been validated
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extensively on most standard CFD benchmark problems. These include backward facing 
step, simple laminar and turbulent pipe flow, moving lid cavity, and buoyancy driven 
flow in rectangular and annular cavities [PHOENICS Beginner's Guide (1987), and 
PHOENICS Input library]. Markatos and Pericleous (1984) used PHOENICS to obtain 
solutions of the buoyancy-driven laminar and turbulent flow and heat transfer in a square 
cavity with differentially heated side walls. The comparisons between their results and 
the benchmark numerical solutions reported by de Vahl Davis (1983) were in good 
agreements.
For the unstructured, non-staggered, CV based Harwell-FLOWSD, the SIMPLEC 
algorithm with the Rhie-Chow interpolation implemented has been validated on a 
benchmark problem which involves laminar flow in an expanding duct [Burns A D and 
Wilkes N S (1987)]. Chow (1993) implemented the SIMPLE algorithm with Rhie-Chow 
interpolation in his unstructured, control-volume based UIFS code to model solidification 
phenomena in two-dimensions. This code has been validated against a number of 
benchmark problems which included a buoyancy-driven laminar flow problem and a 
moving lid cavity problem.
The development of SIMPLE was based upon the staggered grid arrangement which was 
first proposed by Harlow and Welch (1965) in their MAC method.
The essence of SIMPLE is to correct the pressure field so that the guessed velocity field, 
which is also subsequently corrected, will get closer to satisfying the continuity equation 
iteratively. At the beginning of the iterative loop, the momentum equation has only 
guessed or starred pressure p* and velocities u*, v* and w*. Equations 2.21 to 2.23 are 
re-written as:
«* + b 
£ V^ + b
(2.29 to 2.31)
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To correct the pressure p, it is expressed in the form:
p = p + p' (2.32)
where p' is called the pressure correction. Similarly, the corrections for velocity
components are expressed as:
u = u* + u (2.33) 
V = v* + v' (2.34) 
w = w* + w' (2.35)
Subtract Equation 2.29 from 2.27 gives:
Similar equations can be obtained for v and w velocity components. The second term 
ILa^u'nb of Equation 2.36 is dropped for reasons which are well documented in [Patankar 
(1980), page 127]. Then Equation 2.36 becomes:
«.' = d.(p'r - p'E) (2.37)
where
de = Ae I ae (2.38) 
Equation 2.37 is known as the velocity -correction formula for u, which can also be re- 
written as:
ue = u: + de(p'P - p fE ) (2.39)
The velocity correction formulae for other velocity components can be obtained in a 
similar manner.
Vn = V n
(2.40 to 2.41)
So far, the velocity-correction formulae have been derived. For the pressure /?, the 
pressure-correction formula is derived from the continuity equation. Substitute all 
velocity components in Equation 2.25 with the expressions for velocity from Equations 
2.39 to 2.41, after rearrangement, a discretised equation for;/ is:
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(2.42) 
+ aLp'L + b
where 
a f = o d AE ' e e e
« . = p d A
a M = p d AN r n n n
as = P/A
aL =
(p oldp 
b = K "
), - (pv')n]AB
(2.43 a to h) 
The term b represents the 'mass source' or residuals for pressure correction. If b is
zero, it means that the starred velocities do satisfy the continuity equation and hence p' 
is also zero.
The sequence of operations of SIMPLE is listed as follows:
1. Guess the pressure field/?*.
2. Solve the momentum equations (Equations 2.21 to 2.23) to obtain u*, v* and w*.
3. Solve the p' equation (Equation 2.42).
4. Update p from Equation 2.32 by adding p to p*.
5. Calculate u, v, w, from velocity-correction formulae (Equations 2.39 to 2.41).
6. Solve the discretisation equation for other scalar variables O if they are coupled 
to momentum equations. Otherwise, they should be solved after the flow field
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has converged.
7. Update the guessed pressure p* to that of the corrected pressure p and ready for 
the next iteration by returning to 2. Repeat the whole cycle until either the 
solution is converged or minimum tolerance reached.
In addition, the rate of convergence of the solution is partially problem-dependent, and 
due to whether under-relaxation has been applied or not. Under-relaxation is especially 
important to SIMPLE. This is due to the term Z^u^ in Equation 2.36 which was 
neglected, and as a consequence the approximation for p becomes too large, which can 
result in slow convergence or divergence. So, in order to remedy this problem under- 
relaxation of the pressure-correction equation of the following form is used:
p = p* + cy/ (2.44) 
where ap is the relaxation parameter, and according to Patankar (1980) the value of 0.8 
is usually valid for most problems.
It is worth to notice that SIMPLE is a solution procedure and not a solver. When 
solving for velocity components or other dependent variables, a numerical solver, such 
as SOR, is used. Various iterative numerical solvers exist in the literature. The choice 
of solver is code dependent, for example, PHOENICS has point-by-point Jacobi, slab 
and whole-field solvers as standard (see [PHOENICS BEGINNER'S GUIDE (1987)] for 
details), whereas Harwell-FLOWSD has conjugate-gradient and Stone's strongly implicit 
solver [Stone (1968)] as standard, (see [FLOW3D USER MANUAL (1991)] for details).
2.5 
This Chapter has outlined the general steps required to model the physical phenomena 
involving fluid flow mathematically using computers. The discretisation of the basic 
conservation equations and general solution procedures in the control-volume 
framework, which are subsequently used in later chapters, have also been presented.
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The Scalar Equation Algorithm (SEA) which forms the basis for the filling model for 
simulations of casting applications in three-dimensions, is presented in this Chapter. 
The mathematical formulation of the algorithm is based upon a procedure described by 
Liu Jun (1986a, 1986b) and Liu Jun and Spalding (1988), for modelling free surface 
flow in two-dimensions. The formulation and results for the coupling of filling, heat 
transfer and solidification are presented in Chapter 6.
The procedure proposed by Liu Jun is similar in approach to the Volume-of-Fluid (VOF) 
algorithm [Hirt and Nichols (1981)], but it models both air and liquid and uses a van 
Leer scheme [van Leer (1977)] to model and preserve the shape of the liquid metal 
surface. The basic technique has been validated in two-dimensions for a collapsing 
liquid column and sloshing in a half-rotated vessel [Liu Jun (1986a, 1986b)].
This Chapter is organised into the following sections:
  Section 3.2 states the fundamental assumptions which are necessary for the 
current model to be feasible.
  Section 3.3 describes the principle of volumetric conservation and the resulting 
so-called GALA algorithm [Spalding (1974, 1977)].
  Section 3.4 describes the scalar advection equation which is used to determine 
whether a cell is occupied by liquid, gas or their mixture.
  Section 3.5 outlines the van Leer scheme which is used to solve for the scalar 
advection equation. The scheme can reduce numerical smearing at the gas-liquid 
interface and convect fluids across the calculation domain.
  Section 3.6 gives a brief description of the PHOENICS code [CHAM Limited] 
which provides the platform for the filling model to be developed as an add-on 
module. The implementation and solution procedure of the filling module 
attached to PHOENICS are also described.
  Section 3.7 is the summary of the Chapter.
In real life, the physical phenomenon under study is most likely to be more complex
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than the physics which are already known to scientists. So, in order to simulate the 
phenomenon economically and efficiently, the use of assumptions is necessary to 
simplify the model. Below is a list of assumptions for the proposed filling model:
1. The fluid flow is Newtonian, laminar and unsteady.
2. The fluid is incompressible.
3. No slip exists between the gas and liquid phases.
4. The fluid properties of both phases remain constant throughout the domain.
5. The free-surface is dominated by convection only.
6. Negligible surface tension exists between the gas and liquid interface.
7. Negligible heat loss exists due to conduction at the gas and liquid interface.
8. The gas temperature remains constant during heat transfer.
9. Negligible heat lost due to radiation to the atmosphere.
10. No internal source or sink of volume.
The significance of these decisions will be discussed in the relevant sections of this 
Chapter.
In general, the process of mould filling is similar to that of phase change of casting in 
which molten metal is solidified. Both processes may be classified as Stefan problems 
[Crank (1984)] in which the boundary between two materials or phases is changing with 
time. To simulate such processes, the simplest way would be to model them in Eulerian 
space with a fixed grid (see Section 1.4, Chapter 7), rather than using a moving grid in 
Lagrangian space. However, the use of a fixed grid posed two major immediate 
problems: tracking the interfaces, as well as the advection of fluid properties across the 
cell boundaries [Youngs (1982)].
When dealing with two immiscible fluids, such as air and liquid aluminium, in which 
there is negligible slip between them (Assumption 3), large variations in densities are 
encountered. The discretised mass continuity equation (Equation 2.2) cannot handle 
such sharp variations in density. An alternative would have been to model the liquid 
and gas in separate phases and solve them using a two-fluid algorithm like IPSA (Inter-
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Phase Slip Analyser [Spalding (1977, 1980a)] ) as used by Aldham et al (1982). This 
would have resulted in solving two sets of Navier-Stokes equations (one for each phase), 
two sets of continuity equations, a single pressure field, and two sets of enthalpy 
equations if heat transfer is to be simulated as well. This approach is both 
uneconomical and unnecessary in terms of computing resources for mould filling since 
it does not involve any inter-change of mass between air and liquid metal. However, 
in certain simulations inter-phase slip can occur such as, water evaporating into steam 
during boiling.
If slip is neglected, the gas-liquid mixtures can be regarded as a single phase fluid 
[Spalding (1977)]. This leads to the incorporation of a numerical procedure called Gas 
and Liquid Analyser (GALA) [Spalding (1974, 1977)], into the SEA method. GALA 
can handle the mixtures of gas and liquid in terms of volume rather than mass. Hence, 
the two fluids in mould filling can be solved in a quasi-single phase framework. The 
SEA method is similar in approach to the VOF algorithm [Hirt and Nichols (1981)], but 
different in that it accounts for both air and liquid whereas VOF only takes liquid into 
consideration. Other approaches like the variable blockage technique [Pericleous et al 
(1984)] and the enthalpy based filling procedure [Swaminathan and Voller (1993)], 
ignore the air phase. See the Literature reviews in Section 1.4, Chapter 1 for details.
The mass continuity equation (Equation 2.2, Chapter 2) can be re-written as:
+ V.M + wVp =0 (3.1)
and simplified as:
Dt dx
where D/Dt is the substantial derivative which is defined by the operator 3/3f + i/V, and 
u is the velocity vector. For incompressible fluids in which the densities are not subject
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to variation in temperature and/or pressure, Equation 3.2 can be reduced to:
dx dy
where the substantial derivative in Equation 3.2 is diminished to zero. Equation 3.3 
implies that the density p has no influence on the conservation of volume. Thus, 
Equation 3.2 is called the volumetric continuity equation.
The numerical procedure GALA is based upon the volumetric continuity equation 
(Equation 3.2) and is available in PHOENICS as an option. After integrating Equation 
3.2 with respect to 8V, the discretised volumetric continuity equation is given as:
VP - V°P ld
(uA\ - (uA)w + (vA\ - (vA\ + (wA\ - (wA\ = V (3.4)
where V* is the volume source if the substantial derivative is non-zero, for example the 
volume of liquid metal flowing into the mould. The first term on the left of Equation 
3.4 represents the total rate of volume increase within the cell.
The VP term becomes zero (ie. the substantial derivative is zero) if the two fluids have 
constant densities. They can then be regarded as incompressible with little error 
[Spalding (1977)]. However, this does not mean that the fluid density at any location 
of the domain is not changing with time. Indeed, the density does vary. This is due to 
the volume within a cell which always remains the same disregarding whether the cell 
is occupied by liquid, gas or the mixtures of both.
Once the GALA option is switched on in PHOENICS, the pressure-correction equation 
(Equation 2.42, Chapter 2} is driven by residuals derived directly from the volume flow 
rates. In other words, the value of density p in Equation 2.42 is unity. The pressure 
corrections calculated are then applied to the velocity correction formulae (Equations 
2.39 to 2.41} as described in Section 2.4.2 of Chapter 2. Hence the momentum equation 
(Equation 2.3) will satisfy the volumetric continuity equation (Equation 3.2). As a 
consequence, the properties of the local mixtures of gas and liquid, such as density and
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viscosity, are needed in the evaluation of relevant terms in the momentum equation. 
In order to determine these properties, it is essential to be able to track the free surface 
between the two fluids as accurately as possible. The method used in the current model, 
is to solve a scalar advection equation which has the dependent variable in terms of 
volume fraction.
A conserved scalar variable <{) can be used to distinguish the two fluids by having a 
value of 1 for liquid, 0 for gas and an intermediate value, such as 0.5, for the gas-liquid 
interface. Figure 3.1 depicts a gas-liquid interface, or free surface, formed across a 
number of cells where (j) has various intermediate values. This scalar $ obeys the 
volumetric conservation and is expressed in the form:
1=0 (3.5)
dx dy
KEYS :
- -r- -7 -/- r t 
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Gas-Liquid 
Interface 
at </> =0.5
Figure 3.1 Approximation of free surface at ty = 0.5
Equation 3.5 is derived from Equation 2.5 with the source and diffusive terms omitted
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and p set to unity. Since there is no diffusive term in Equation 3.5, it implies that (j) 
is solely influenced by convection.
The fluid density p and viscosity u at the free surface vary with time as the interface 
position changes relative to the fixed grid. A linear piecewise function is used to 
determine the instantaneous values of p and u from the values of (j) by the following 
relations:
and 
um = 4>u, + (1 - (J))ua (3.7)
where the subscripts /, a and m refer to the liquid, air and their mixtures respectively. 
It is worthwhile to note that, in practice, the 'gas' phase in mould filling is always air. 
An alternative form of Equations 3.6 and 3.7, which uses a special slope-steepening 
formula to reduce the effects of smearing, is shown as follows:
R = max{fl, mintfl, A,(4> -0.5)] } (3 - 8)
where R is a generic variable which may represent density or viscosity. X is an arbitrary 
constant for each property, chosen to be sufficiently large for properties to have their 
maximum and minimum values in all cells, except those enclosing the interface.
By imposing limits (in the form of maximum and minium values as shown in Equation 
3.8) on Equations 3.6 and 3.7, the ill effect of numerical diffusion can be reduced. This 
is required to ensure that fluid properties retain their original values in all but the 
interface cells. However, interface smearing can still be found to be a problem, 
especially when first-order differencing schemes, such as upwind, are used to solve 
Equation 3.5. Without a sharp interface, it is virtually impossible to predict the position 
of the liquid metal surface during mould filling, and this affects the predictions of 
subsequent heat transfer and solidification. In Hirt and Nichols' VOF algorithm, the
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well known donor-acceptor scheme of Ramshaw and Trapp (1976) is adopted to combat 
this numerical diffusion at the interface. For the current filling model, the van Leer 
scheme [van Leer (1977)] is adopted as being the simplest to implement and most 
economical of the total variance diminishing (TVD) schemes available [Leonard (1988); 
Bull (1990)].
The van Leer scheme was first developed as a "shock-capturing" or later known as a 
TVD scheme for boundary layer model. The method is both second order explicit in 
time and implicit in space respectively. The monotonicity is preserved by suppressing 
oscillations due to numerical smearing. An explanation of monotonicity can be found 
in reference [van Leer (1977), pages 289-292].
Consider an equation for pure advection of a scalar variable (J)(x,f) by a velocity u(x,t) 
such as Equation 3.5. In one-dimension Equation 3.5 reduces to
= Q (3 9)
Integrating Equation 3.9 over a finite time interval 5f and cell width 8x, as shown in 
Figure 3.2, leads to the equation below:
r pii** H- r r-^idxdt = o
which yields
where the superscripts n+1 and n denote the current and previous time steps 
respectively; and all other terms are evaluated at the /1th time step. Hence Equation 3.11 
is an explicit formulation in time. The terms <j> n+1 and <|) n are average values of <j) at the 
beginning and end of n+1^ time step, whilst (|> e and (j) w are average values of (j) at the 
east and west cell faces over 6V respectively. In addition, the term ufit/§\ in which MJ
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can take the value of either we or ww , is the so-called Courant number c. Its significance 
will be discussed in Section 3.5.3.
¥ 
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Figure 3.2 A typical 1-D control-volume
The van Leer TVD scheme can be derived in the following steps: 
(I) Provided that an initial-value distribution §(x,t°) is given, determine the cell- 
averages of <|> at time bt. For example, the average of <}) at the east face of the cell can 
be defined as:
(3.12)
where (j)(x,^n) is the profile of ty at time rc8f, where n can be {0,1,2,....}. 
(II) Replace the original initial-value distribution by apiecewise constant function. The 
choice of this approximating function will determine the accuracy of the scheme. In this 
case, the distribution <j)(x,r n ) is approximated by a Taylor series, which is expanded in 
the direction of the upwind cell P:
(x - x ) + Higher Order Terms (3.13)
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where the gradient 3<|>/3x is evaluated at the centre of cell P.
(Ill) With the approximated initial-values (Equation 3.13, ignoring all higher order 
terms), integrate Equation 3.13 over a finite time step 5r. This is done by shifting the 
distribution (|>(x,r n) over a distance uftt = a5x along the x-axis. That is to say,
Equation 3.14 states that the shape of cj) does not change after travelling a distance of
a5x. As a consequence, a second order representation of <j) e can be derived from
Equation 3.12, by substituting Equation 3.13 into 3.72 and ignoring the higher order
terms.
For «e > 0,
i - ubt "57 (3.15)
and for we < 0,
(3.16)
Similar expressions can also be derived for <J> at cell-faces in both y and z directions 
respectively.
(IV) Repeat Steps (I) to (III) for the next time step.
The gradient 3<|)/3x was approximated by central difference discretisation as shown
below:
(3.17)
In order to preserve the monotonicity of a sequence of cell averages, van Leer (1977) 
suggested that the linear function (Equation 3.13) must not take values outside the range 
spanned by the neighbouring cell averages. A successful monotonicity condition for the
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gradient of (j> reported by van Leer (1977) is shown as follows: 
If sgrc(Se) = sgn(dj = sgn( l/2(8e + 8W)),
= __ sgn(Sj min (3.18)
where 5e = <j> E - (})p, 5W = (J) P - (j) w ; sgn means 'the sign of, and sgn(oK) = +1 if 
8e > 0, otherwise sgn(oe) = -1.
Should an extremum occur, that is when 8e.8w < 0 the gradient of <}) becomes zero as 
below:
= 0 (3.19)
JP
This monotonicity condition ensures that if an initial-value distribution is monotonic, 
after it has been advected numerically over a distance a8x, it remains monotonic as 
before.
3.5.2 
So far, the formulation of the one-dimensional SEA method has been addressed. To 
solve a three-dimensional scalar advection equation (Equation 3.5"), the one-dimensional 
formulation is repeated for the cell-faces in x, y and z directions respectively; and 
according to Young (1982) and Liu Jun (1986b), the solution has to be performed in 
separate steps. The convection of <j) is split into three parts: x, y and z. In order to 
avoid bias, the sequence of advection is alternated according to the number of time-step 
using the MOD function in FORTRAN programming language, as follows:
IF( MOD( ISTEP-1,3) .EQ. 0 ) THEN
Advect X-direction first, Y-direction second, Z-direction third 
IF( MOD( ISTEP-1,3) .EQ. 1 ) THEN
Advect Y-direction first, Z-direction second, X-direction third 
IF( MOD( ISTEP-1,3) .EQ. 2 ) THEN
Advect Z-direction first, X-direction second, Y-direction third
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The value of new (j) p after each advection sequence, can be evaluated using the principle
of volume conservation. Suppose, the advection sequence starts with the x-direction
first:
Perform the X-direction convection,
(3.20)
then perform the Y-direction convection,
followed by the Z-direction convection,
r , = (3.22)
where * and * denote intermediate values and
SV = ww
8V = v
8V = v5
(3.23 to 3.28) 
8V, = Wf&tdx&y
To ensure that the volumetric continuity equation (Equation 3.2) is adhered to, the 
following check can be performed. Let
= V; + 8V - 8V (3.29 to 3.31)
v
then
+1 + sv, - sv,
(8V - 8V + 8V - 8V - 8V = V np (3.32)
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When the volumetric continuity equation (Equation 3.2} is satisfied the volume-fluxes 
inside the brackets ( ) converge to zero.
Since the van Leer TVD scheme is explicit in time, the time-step used in the simulations 
is subjected to the so-called Courant criterion for the sake of numerical stability. For 
practical problems, the Courant number o is limited to |a| < 1.
In the case of three-dimensional mould filling, the time-step 8f is subject to the 
following restriction:
cj, . ot < min
u v w
which implies that the gas-liquid interface must not travel more than a full cell within 
a time-step, St.
This condition may cause extremely small time-steps to be used in some situations. For 
example in the simulation of the rapid filling of die-castings, time steps right down to 
10~5 second were required.
For the 2-D implementation of the SEA algorithm, several benchmark problems used by 
Liu Jun (1986b) have been performed to validate the algorithm. The results for one of 
the benchmark problem can be found in Appendix A. (However, it is not the objective 
of this study to rework all the cases reported by Liu Jun.)
The 3-D mould filling model - 'FELL' has been implemented successfully as a 'stand- 
alone' modular attachment to PHOENICS [CHAM Limited] solely via its user routines 
(ie. GROUND subroutine). The decision to employ PHOENICS for this study was
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based upon a number of factors. The major ones were availability, prior knowledge, and 
maturity and reliability of the code which has been released to industrial and academic 
clients since 1981.
PHOENICS which stands for Parabolic, Hyperbolic Or Elliptic Numerical Integration 
Q)de Series, is a general purpose three-dimensional fluid-flow and thermal code. A 
wide range of flow scenarios can be simulated by PHOENICS, whether they are steady- 
state or transient, laminar or turbulent, single- or two-phase, with heat-transfer or not; 
within a framework of either Cartesian, polar or body-fitted coordinates (BFC).
All these phenomena are described in the form of algebraic finite-domain equations (as 
those outlined in Chapter 2) in terms of enthalpy (or temperature), velocity, pressure and 
other physical quantities. These algebraic equations are then solved for iteratively using 
numerical solvers: such as Jacobi point-by-point, slab-by-slab, or whole field 
[PHOENICS Beginner's Guide (1987)] under the framework of the SIMPLEST solution 
algorithm [Spalding (1980b)] for one-phase flows, or under the framework of IPS A 
[Spalding (1977, 1980a)] for two-phase flows. Note that SIMPLEST is a variant of 
SIMPLE [Patankar and Spalding (1972)].
The resulting iterative solution procedure is complicated, involving a multi-stage 
sequence of adjustment of values before a satisfactory solution can be obtained. Within 
an iterative solution cycle, the most noteworthy concepts are slabwise, sweeps and 
whole-field solution.
A slab consists arrays of cells (in x- and y-directions) which share the same z 
coordinates. Hence, a three-dimensional computational domain in cartesian coordinates, 
can be considered being made up of a set of slabs; just like a loaf of sliced bread. 
Many mathematical operations and cycles of adjustments can be performed over a single 
slab before attention is moved to the next slab in a higher z coordinate. These 
adjustment cycles are referred to as slabwise solutions; see the Figure 3.3 for a structure 
chart which shows how a slabwise solution cycle is used to solve a set of elliptic
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SlaL solution for velocities 
& other dependent variables
Calculate continuity errors 
Solve for p' at slab 
Correct p & velocities
Slab Iteration
Loop /nd of slab
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Sweep Loop
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End of sweeps'?
End of time step 7
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equations.
A sweep is a set of slabwise operations conducted in sequence from the lowest to the 
highest slab in z-direction.
Whole-field is a procedure which differs to slabwise solution by taking the z-direction 
links into account simultaneously with x- and y-direction links. See the Figure 3.4 for 
a structure chart of solution scheme using whole-field. In case when z-direction links 
dominate, such as in fire simulations [Hoffmann (1990)], the whole-field solution is 
more effective, particularly for pressure calculation.
When comparing the slabwise and whole-field solutions, the former requires more 
sweeps to converge than the latter, but the latter demands more computer memory than 
the former. In addition, special settings of relaxation parameters may be needed to 
ensure convergence. This is due to the nature of the equations being solved, which are, 
in general, non-linear and highly coupled. Therefore, relaxation (usually under- 
relaxatiori) can be viewed as a useful device to help the solution to converge when 
iterative procedures are applied. However, the converged solution obtained should not 
be viewed as a product of the relaxation settings being used. Relaxation merely helps 
to accelerate the solution to reach convergence if over-relaxation is specified, or to 
prevent the solution to diverge by slowing down changes from one iteration to next if 
under-relaxation is chosen. There are two under-relaxation options available in 
PHOENICS, namely the false time step and linear under-relaxation methods.
The necessary FORTRAN coding needed to simulate mould filling has been 
programmed in a stand-alone module 'FILL' attached to PHOENICS versions 1.4 and 
1.6 as shown in Figure 3.5.
The interface between the PHOENICS' Earth module (ie. the main numerical solvers) 
and FILL is done via the subroutine 'GROUND'.
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START
Correct p & velocities
Slab solution for velocities 
& other dependent variables
Calculate continuity errors 
and store
Slab loop
No
Yes
Solve P 1 for vhole field
Sweep Loop
Time Step Loop
End of sweeps 7
End of time step?
Figure 3.4 Solution procedure for elliptic calculations with pressures solved whole-field.
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The geometry of the problem to be simulated, time-step size, its initial and boundary 
conditions, physical properties and other run-time conditions are specified in the so- 
called file.
The data stored in Ql files are subsequently read and validated by another PHOENICS' 
module called 'SATELLITE' (which is an interactive data pre-processor). The inlet and 
outlet boundary conditions are also required to be specified in the GROUND and FILL 
modules respectively.
(data preprocessor) (graphics data visualisation)
(interface for user routines 
& data I/O )
(filling module)
(numerical solvers)
Figure 3.5 A brief outline of PHOENICS program structure
The results of the simulation can be viewed graphically via the PHOENICS' PHOTON 
interactive graphics post-processor. However, a number of more sophisticated graphical 
visualisation packages, such as AVS, Wavefront and Femview which are available at the 
University of Greenwich, can also be used to visualise phenomena modelled by 
PHOENICS.
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The flow chart (shown in Figure 3.6) illustrates the solution procedure of FILL. The 
computational cycles within Earth start by:
1. calculating the amount of volume flux entered into the computational domain as 
inflow via Group 8 Section 7 - Gala source.
2. Then control is moved to Group 9 Sections 1 and 6 to determine the new mean 
density and viscosity distributions respectively, ie. evaluating Equations 3.6 and
3.7.
3. Initialise (j) old to ()) new of previous time-step for every cell at the beginning of the 
Sweep-loop in Group 19 Section 3.
4. Solve the flow field for w,v,w and p with initial and boundary conditions 
specified via Ql under the framework of SIMPLEST. The velocities are solved 
by a slabwise method while the pressure is solved whole-field.
5. In Group 19 Section 6 (end of iz slab) velocities (u, v and w) of each slab are 
copied into local arrays to be used by FILL later. Set the outlet velocities at 
cell boundaries since PHOENICS does not specify outlet velocity at boundaries. 
The outlet velocity used for FILL are derived from the neighbouring cell normals 
to the outlets.
6. In Group 19 Section 7 (finish of a sweep) set inlet velocity at cell boundaries (to 
be used by FILL) since PHOENICS does not store velocities at boundaries.
7. Call FILL to calculate (|) new*; the latest (j) at end of current sweep using the 
method described in this Chapter.
8. Update (|> new to (j> new*. Repeat steps 1 to 8 until the number of sweeps specified 
has been reached.
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>-3
Problem Spec, via 'Ql' 
+ GROUND + FILL
Set GALA source Gp . 8
Set fluid properties Gp . 9
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Solve for flow field 
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Call FILL to calc. new 'phi'
Update new 'phi 1 of last 
sweep to the one from TILL
Analyse data via PHOTON
Figure 3.6 A flow chart for the solution of FILL attaching to PHOENICS
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9. In Group 19 Section 8 (finish of time step) if the number of maximum time-steps 
has not been reached, repeat steps 1 to 8.
This is the basic solution procedure for FILL without heat-transfer and solidification.
In this Chapter, the use of a scalar variable, (}), together with the van Leer scheme to 
track the gas-liquid interface has been explained. The application of the Scalar Equation 
Algorithm to model filling processes in three-dimensions using PHOENICS as a 
numerical solution platform has also been outlined. The results of simulations using 
this model can be found in Chapters 4 to 6.
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In the previous two chapters, the mathematical basis and formulation for the free surface 
filling model based upon the SEA algorithm has been discussed in detail. Results of 
simulations for industrial and academic applications are presented in this Chapter.
This Chapter is organised into the following subsections:
  Sections 4.2 and 4.3 describe two validation cases. The first case involves 
comparisons of results for simulation of water being filled into a rectangular 
mould cavity under high pressure against experimental results. The second case 
is focusing on simulations of mould filling of aluminium under gravity.
  Section 4.4 describes two simulations of an industrial sand casting.
  Section 4.5 describes simulation of another industrial example - a step 
wedge in both two and three dimensions.
  Section 4.6 describes simulation of an academic or test case used by 
other researchers. A qualitative comparison of the results obtained by the 
SEA method with those calculated by SOLA-VOF method [Lin and 
Hwang (1988)], and the MAC method [Hwang and Stoehr (1987)] are 
presented.
  Section 4. 7 is the closure of this Chapter.
In 1983, Booth and Allsop presented a paper entitled: Cavity Flow Studies at BNF 
Metals Technology Centre Using Water Modelling Techniques to the audience of the 
12th International Die Casting Congress and Exposition, Minneapolis, USA. Their paper 
was aimed at investigating the effects of flow patterns caused by using different designs 
of runner systems on the quality of the finished die casting products.
Their experiments were carried out using a Perspex die, a fast precision camera and 
water. Hot liquid metal was not used due to reasons of safety, costs of experimental 
equipment and limitation of technology available at that time. Nowadays, sophisticated 
computer-controlled machines capable of displaying three-dimensional X-ray images of 
hot molten metal filling a mould cavity in real time are available from Japan. These
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however, come at a cost upwards in the region of £300K. One such machines was 
acquired by the Interdisciplinary Research Centre (IRC) at the University of Birmingham 
in 1993 and experimental results are anticipated in the near future.
Figure 4.1 shows the arrangement of the Perspex experimental kit used by Booth and 
Allsop (1983). Cavities were machined on the inside faces of two pieces of Perspex of 
dimensions 50 mm x 190 mm x 145 mm. The Perspex was then held together rigidly 
by aluminium clamps. The fluid, in this case water dyed with ink, was then rammed 
into the cavity by a plunger through the runner. A detailed diagram of the Perspex die 
showing the flat plate cavity with parallel runner, overflow and vents can be found in 
Figure 4.2.
The size of the cavity for simulation was 150 mm long, 100 mm wide and 1.5 mm 
thick. The overflow had the same volume as the cavity. The gate, through which the 
water was pumped in, was 0.5 mm thick and it ran the full length of the cavity giving 
an inlet area equal to the cross-sectional area of the runner (which is 70.0569 mm2).
A three dimensional structured mesh of size 6x 19x 17= 1938 cells was used with the 
SEA filling algorithm to simulate the problem described above. The geometry and the 
mesh of the control volume domain can be seen in Figure 4.3. The fluid was set to 
come in with an initial velocity of 30 m/s from the inlet at the bottom of the runner. 
There were three outlets or vents situated at the other end of the cavity, just above the 
overflow tank. These allowed the air which was originally present to be expelled. 
Summaries of the material properties and initial and boundary conditions can be found 
in Tables 4.1 and 4.2 respectively.
The fluid was forced into the cavity via the gate along the runner. The air originally 
within the cavity was expelled by the fluid, and exited via the three vents (or outlets) 
at the other end of the mould cavity, just above the overflow.
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Figure 4.1 The setup of the Perspex Die for the water experiments.
4.2 Schematic diagram of the vertical runner and cavity.
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Water Air
Density, p (Kg/m3) 1000.0 1.0
Kinematic Viscosity, v 
(m2/s)
10-6 10-5
Table 4.1 Material properties for validation case I.
The run-time parameters applied in this simulation are described as follows. A total of 
3300 time-steps of 8t= 0.000001 second were used to simulate the filling of the die 
cavity of 0.033 second in real time. To ensure convergence of the solution 60 sweeps 
were used. To aid convergence, a false time-step relaxation factor of 0.003 was used 
when solving the momentum equations for u,v and w. No relaxation was applied to the 
evaluation of the liquid volume fraction <|), since the value of <f) was indirectly 
determined from the values of cell velocities. Table 4.3 summaries the run time 
conditions used for convergence with the filling model attached to PHOENICS (version 
1.4) when running on a Norsk Data ND5900 mini-computer. A total run-time of about 
121 hours was required to complete the simulation. For CFD codes, the ND5900 
performs at 0.5 Mflop.
At the beginning of the simulation, water flows into the runner against gravity at the 
lower left corner of the domain (see Figure 4.3) and is later injected into the die cavity 
via the gate along the runner. Because the simulation was performed in three- 
dimensions, the slope formed by the isosurface representing the air and water interface 
at (j> = 0.5 can clearly be seen in Figures 4.4 to 4.7.
Figure 4.4 depicts the photographic image of the water experiment and the profile of 
the filling pattern obtained by the model after 0.006 second. The simulated water 
pattern shown on the right hand side, is represented by an isosurface plot with the
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Initial conditions:
Inflow velocity: 30 m/s
Outlets (vents): Pressure at outlet boundary is prescribed to zero. 
Boundary conditions:
Walls: impermeable, constant temperature, and non-slip
or zero velocity at walls is assumed.
Gravity acting downward: 9.81 ms"2 
Other information:
Liquid volume flow rate : 2.1xlO~3 m3/s
Volume of computational domain: 5.716xlO~5 m3
Expected fill-up time : 0.027 s
Table 4.2 Initial and boundary conditions for validation case I.
Simulation of real time: 0.033 s
Time-step size: 10"6 s
Total number of time-steps: 3300
Number of sweep per time-step: 60
Residual tolerance for velocities and pressure : 10"
Relaxation factors:
Linear: pressure (0.8)
False time-step: u (0.003), v (0.003), w (0.003)
Table 4.3 Run-time parameters for validation case I.
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velocity vector plot showing the movement of liquid and air within the cavity super- 
imposed. Both the experimental and simulated results clearly show how water enters 
into the die cavity through the gate and along the parallel runner. The filling pattern 
simulated by the model matches qualitatively with that obtained by experiment, in terms 
of trend and profile.
In Figure 4.5 more fluid moves into the cavity, especially at the top after just 0.009 
second. Air is being expelled via the air vents as shown by the velocity vectors. The 
profiles of both experimental and simulated results are in close agreement, except at the 
flow front. In the experiment, the front has not reached the overflow at the top right 
corner of the cavity whereas in the simulated result it has. This could be due to the fact 
that turbulence was not accurately modelled or that slight numerical smearing may exist 
at the interface.
After 0.012 second, about half of the die cavity is filled with water as shown in both 
experimental and simulated results in Figure 4.6. The flow angle between the gate and 
the direction of the flow was increased which can be seen by observing the changes in 
velocity vectors from previous figures. Water is forced out of the cavity and the 
overflow at the top right corner of the cavity via a vent. An obvious difference between 
the experiment and the simulations is that the amount of water which flowed into the 
overflow is not the same.
After 0.03 second, the cavity should have been filled completely according to a rough 
estimate shown in Table 4.2; that is, the expected fill up time is calculated by dividing 
the total volume of the domain by the mass flow rate at the inlet. However, this is not 
the case as depicted by both experimental and simulated results in Figure 4.7. This 
could be due to the amount of water which has prematurely exited the cavity through 
the vents, and the possible effect of air which is being compressed at the lower part of 
the cavity.
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Figure 4.3 The 3-D mesh used for the pressure die casting simulation.
Figure 4.4 Comparison of the experimental and simulated results after 0.006 second.
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Figure 4.5 Comparison of the experimental and simulated results after 0.009 second.
Figure 4.6 Comparison of the experimental and simulated results after 0.012 second.
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Figure 4. 7 Comparison of the experimental and simulated results after 0.03 second.
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An effective kinematic viscosity vt , 100 times that of the nominal kinematic viscosity 
v, was used to simulate turbulence. A more sophisticated turbulence model such as K-e 
two-equation model [Harlow and Nakayama (1967)] may improve the results. 
Turbulence modelling, air compressibility, correct hydraulic losses in the runner and 
cavity due to friction, and variation in inflow velocity could have been included in the 
simulation to get more accurate predictions. However, this would inevitably increase 
the amount of CPU time needed by the model to simulate this situation. But, 
nevertheless, the simulated results are in good agreement with those obtained from 
experiments.
In 1991, an experiment was carried out by B Denton of BNF-Fulmer Metals 
Technology, Oxford, to investigate the feeding effect of vertical runners/raisers when 
casting a cylindrical vessel [Denton (1991)].
The actual geometry of the cylindrical vessel is depicted in Figure 4.8 (with top and 
front views shown). An aluminium alloy (A356) was used as the filling fluid and sand 
was used to make the mould and running system. The metal fluid was fed from the 
bottom of the four runners/raisers and then through their thin sections (3 mm thick) into 
the cylindrical mould cavity. Electrical transducers were embedded at various locations 
along the walls of the cylinder and runners to record the levels of metal liquid as the 
mould was being filled. The mould was cast at the temperature of 750 degree C. The 
fluid dynamic properties of the aluminium alloy (A356) is given in Table 4.4.
Since each of the four runners was positioned 90 degrees to its adjacent neighbours, in 
other words, the runners were set in symmetry, it was possible for the author to model 
only a section rather than the entire cylindrical vessel to obtain the same results. The 
originally curved section was then 'rolled' over to form a plate with a single 
runner/raiser attached to it as shown in Figure 4.9. Such that the problem could be
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Figure 4.8 Schematic diagram of the running system and mould for the experiment.
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unit : mm
25
117, 5
25
23
r
25
150
500
1
25
51
Figure 4,9 The geometry and dimensions of the BNF sand mould in details.
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Aluminium 
Alloy (A356)
Air
Density, p (Kg/m3 ) 2420.0 0.99
Kinematic Viscosity, v 
(m2/s)
4.34x10 1.417x10,-5
Table 4.4 Material properties for validation case II.
simulated with cartesian coordinates. To simplify matters further, the plate was 
subdivided into two parts along a symmetry plane which lied at the middle of the 
runner, see Figure 4.9 for detail.
A mesh of6x 12x7 = 504 cells in three-dimensions was used to model the problem. 
The mesh, with blocked cells not shown, can be found in Figure 4.10. The initial and 
boundary conditions are listed in Table 4.5. A real time of 5 seconds was simulated 
which took approximately 46 wall-clock hours to complete when running on a Norsk 
Data ND5900. A total of 3500 time-steps with 5t varied from 0.001 to 0.005 second 
in a series of continuation runs were required to achieved the results. The rest of the 
run-time parameters are listed in Table 4.6.
Figure 4.11 shows velocity vectors which indicate how the air is moving along the 
runner/raiser and within the mould cavity before the molten metal flows in. 
Figures 4.12 and 4.13 show the progress of the filling after 0.25, 0.5, 2, 3, and 5 
seconds respectively.
The average height of metal in the runner obtained from the experiment and the 
simulation can be found in Table 4.6 and its corresponding graph in Figure 4.14. 
Similarly, average height of metal in the mould cavity can be found in Table 4.7 and 
Figure 4.15 respectively.
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Initial conditions:
Inflow velocity: 0.313 m/s
Outlet (at top of runner): Pressure at outlet boundary is
prescribed to zero. 
Boundary conditions:
Walls: impermeable, constant temperature, and non-slip
or zero velocity at walls is assumed.
Gravity acting downward: 9.81 ms~2 
Other information:
Liquid volume flow rate : 8.99xlO~5 mVs
Volume of computational domain: 3.82X10"4 m3
Expected fill-up time : 4.2 s
Table 4.5 Initial and boundary conditions for validation case II.
Relaxation factors:
Linear: pressure (0.9)
False time-step: u (0.3), v (0.1), w (0.01) 
Time-step size varies from 0.001 to 0.005 
Residual tolerance for velocities and pressure: 10" 
Number of sweep per time-step = 70 
Total number of time-steps executed: 3500 
Simulated real time: 5 seconds 
Total run-time (wall clock) = 46 hours (Norsk Data ND5900)
Table 4.6 Run-time parameters tor validation case II.
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Figure 4.10 Mesh for the BNF sand 
mould (blocked cells are not shown).
Figure 4.11 Velocity vectors illustrate the 
direction of filling inside the BNF sand mould.
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Figure 4.12 Liquid free surface levels in the sand mould (from left to right) after 0.25, 0.5 and 
2 seconds.
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Figure 4.13 Liquid free surface levels in the sand mould (from left to right) after 3 and 5 seconds.
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Time 
(s)
Average height of metal in 
runner - Experiment (mm)
Average height of metal in 
runner - Simulation (mm)
0.03
0.18 46.5
0.38 63.9
0.83 128 111
1.18 168 157.4
1.61 208 214
2.09 265 278.7
2.81 328 375
3.23 387 434
3.92 507
Table 4.6 The experimental and simulated results for the average height of liquic 
front in the runner.
metal
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Time
(s)
Average height of metal 
in casting - Experiment (mm)
Average height of metal 
in casting - Simulation (mm)
0.26 18 39.5
0.46 53 65.04
94 106.2
1.29 140 160.3
1.55 175 195
1.95 217 243
2.43 250 301.2
2.92 319 364
3.58 371 398
4.12 426 408
Table 4.7 The experimental and simulated results for the average height of liquid metal 
front in the mould cavity.
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Figure 4.14 Height of liquid in the runner - experimental vs simulated data
Figure 4.15 Height of liquid in mould cavity - experimental vs simulated data.
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The differences between the experimental results and the simulation may be due to the 
following:
1. The effect of both heat transfer and solidification were not simulated. Therefore, 
the effect of liquid density and viscosity varying with temperature was not taken 
into account. Also, the effect of surface tension which becomes important when 
the surface of the aluminium alloy solidifies due to contact with the cold sand 
walls was not included.
2. The pressure driving the inflow velocity varies in the experiment due to the 
weight of the metal inside the mould. However, it was kept constant during the 
simulation.
3. Although numerical smearing at the free surface was reduced by the van Leer 
scheme, it may still become excessive when the flow was not smooth, especially 
when the flow had to move around a tight corner (see Figure 4.11). This 
problem may be alleviated with a finer mesh and smaller time-step size but with 
a heavy cost of computing time.
4 With a hindsight, a degree of inaccuracy might be inherent in the model due to 
the use of a rectangular mesh. The use of polar-cylindrical mesh to model the 
entire mould might yield better results.
5. Further possible explanation for the difference could be the accuracy of the data 
collected by the equipment at BNF Metals Technology and their interpretation.
This example demonstrates the capability of the SEA filling algorithm in capturing the 
formation of excessive waves. These could result in the possible air entrainment or 
voids within the casting during filling . The geometry of the example is part of the 
gating system attached to a rectangular mould cavity as shown in Figure 4.16. The data 
of the geometry was provided by BNF-Fulmer in 1990 [Denton (1990)]. Steel was used 
as the material for filling.
Figure 4.17 gives detailed dimensions of the geometry of the example under
Chapter 4 Free Surface Filling - Validation and Results
Figure 4.16 The geometry of the steel plate mould with the gating system and feeder shown.
^.77 The dimensions of the gating system in details
Chapter 4 Free Surface Filling - Validation and Results
investigation. Figure 4.18 shows the geometry of the gating system used in the 
simulation. Although, a three-dimensional structured grid of 12 x 11 x 17 = 2244 cells 
(see Figure 4.19, in which the blocked cells are not shown) and a coarser grid of 10 x 
8x15= 1200 cells were used to model the problem, only the results from the finer grid 
will be shown here. The results from both the coarser and finer grids are very similar, 
except that more details can be seen with the finer grid [Chan K S et al (1991)]. The 
material properties for the simulation are listed in Table 4.8.
At the initial stage of filling, metal fluid was poured into the running system (at point 
A in Figure 4.18) presumably via the sprue (not shown and not modelled) under gravity. 
The inflow velocity was set to 1.868 m/s.
Steel Air
Density, p (Kg/m3) 7560.0 1.0
Kinematic Viscosity, v 
(m2/s)
10 10
Table 4.8 Material properties for the industrial case L
The fluid would then fill up the runner, 'dross trap' and ingate before reaching the main 
mould cavity system at point B in Figure 4.18. At the same time, the air which 
existed within the cavity originally would then be expelled from the running system via 
the exit at point B. The initial and boundary conditions used in the simulation are 
summarised in Table 4.9.
For the finer grid of 2244 cells, time step of 0.001 second was chosen to ensure the 
stability under the Courant criterion (Equation 3.32, Chapter 3}. At least 25 sweeps 
per time step were needed to ensure convergence. A total of 760 time steps were 
required to almost fill the chamber of the example. This represents a real time 
simulation of 0.76 second. The rest of the run time parameters are listed in Table 4.10.
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Figure 4.18 Sand mould geometry of the gating system.
Figure 4.19 3-D computational grid for the gating system.
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Initial conditions:
Inflow velocity (enter the mould at point A): 1.868 m/s
Outlet (at point B): Pressure at outlet boundary is prescribed to zero. 
Boundary conditions:
Walls: impermeable, isothermal, and non-slip or zero velocity at walls
is assumed zero.
Gravity acting downward: 9.81 ms"2 
Other information:
Liquid volume flow rate : 2.35xlO~4 m3/s
Volume of mould cavity: 1.147xlO~4 m3
Expected fill-up time : 0.49 s
Table 4.9 Initial and boundary conditions for industrial case I.
Relaxation factors:
Linear: pressure (0.7)
False time-step: u(0.003), v(0.003), w(0.003) 
Time-step size: 0.001 s
Residual tolerance for pressure and velocities: 10"6 
Number of sweeps per time step: varies from 25 to 40 
Total number of time steps: 760 
Simulated real time: 0.76 seconds 
Total run-time (wall clock): 41 hours (Norsk Data ND5900)
Table 4.10 Run-time parameters for industrial case I.
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The results of the computation are presented graphically in Figures 4.20 to 4.30 at 
selected time intervals. The advancement of the air/liquid interface is denoted by a 
isosurface at <t> = 0.5. In addition, selected vector plots indicate the flow pattern of 
both the air and liquid masses.
After 0.03 seconds of simulation in real time, the metal fluid entered the running system 
in the form of a liquid column, as shown in Figure 4.20. Figure 4.21 shows the liquid 
jet nearly reaching the end wall of the dross trap after 0.09 second.
Figure 4.22 shows the subsequent jet of liquid impacting on the end wall of the dross 
trap and spreading after 0.15 second. Figure 4.23 shows the free surface at a cross- 
section of the mould, together with the flow field vectors. The subsequent spreading of 
the liquid surface as the result of the jet impingement upon the wall can clearly be seen. 
Note that a recirculation cell or air void is developing below the jet as air is being 
trapped. Above the liquid surface, air initially follows the liquid movement until it 
reaches the end wall. There it reverses and flows along the top of the runner towards 
the ingate (ie. the outlet).
Figure 4.24 (after 0.18 second) shows the advancement of the liquid surface at the end 
of the dross trap as it first flows along the base wall, forming a third interface. Figures 
4.25 and 4.26 (after 0.21 and 0.24 second) show the lower layer of the liquid surface 
closing upon itself in a complex manner, trapping a quantity of air within it. In 
addition, a wave is developing at the top layer of the liquid surface which is moving 
away from the end wall towards the outlet. As it approaches the outlet, it forms a crest 
(Figure 4.26}, which is amplified by fast-flowing air that is trying to squeeze past it as 
it escapes through the outlet. The consequence of the wave is that liquid is escaping 
towards the outlet before the dross trap is full. Hence, the effectiveness of the dross trap 
to retain impurity and to stable the liquid flow is compromised.
Figures 4.28 (after 0.33 second) to 4.30 (after 0.75 second) show the dross trap and the 
rest of the runner gradually being filled up. Note the diminution of the trapped air void
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or bubble is shown in Figure 4.29. Figure 4.30 shows that the entire running system 
is nearly full and the air void in the dross trap virtually disappeared. However, the 
liquid escapes prematurely due to the wave action causing the filling process to take 
longer than expected (ie. expected fill time is 0.49 seconds).
Excessive wave and air entrapment in the gating system would certainly mean the that 
quality of the liquid being fed into the main mould cavity would become undesirable. 
Thus, poor castings would result. Presume that the simulated results predicted by the 
SEA method for this scenario were 'correct' then the requirement of having the dross 
trap at the end of the runner dose not seem to be justified.
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Figure 4.20 Liquid surface after 0.03 second.
Figure 4.21 Liquid surface after 0.09 second.
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Equation 6.9 has been used in the simulations presented in Sections 6.4 and 6.5 later. 
The liquid temperature was found to be insensitive to a <l>hm value as high as 0.5. 
Furthermore, the sharpness of the liquid temperature contour at the gas-liquid interface 
is a dependent of the value of the metal fraction <I> which in turn depends on the 
accuracy of the van Leer scheme used. 
6.3 Coupling of Solidification with Heat Transfer and Fluid Flow 
A number of control volume based solidification models are available for modelling the 
phenomenon of phase change within a material (see Section 1.4, Chapter 1). Among 
them the model developed by Voller and Prakash (1987b) is chosen for this work for 
reasons as explained in the following section. 
6.3.1 The Solidification Model 
In the case of pure solidification, the total heat content (H) of a material can be defined 
as follows: 
H = h + t1H (6.11) 
where h, in this case, is known as the sensible heat and MI is the latent heat energy as 
defined earlier. The solidification process relies on the evolution or absorption of the 
latent heat energy (t1H) [Crank (1984)]. As mentioned in Section 6.2, MI is a function 
of the temperature of the material, that is MI = f(1). But the function f(1) depends on 
J; and L which are the liquid fraction and the latent heat of phase change respectively. 
Hence, MI can also be represented by J;L. 
In the case of filling with solidification, the MI for liquid to solidify can be treated as 
a source term in the energy equation (Equation 6.1 or 6.3). The source term (or sink 
in this case) consists of transient and convective parts, as shown below: 
a( pJ;L) 
= - - V.( P !!ftL) 
hi at 
(6.12) 
where J; represents the proportion of metallic mass which remains in the liquid state. 
This quantity should not be confused with <1>, which is the volume fraction of liquid used 
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