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QUANTIZATION ON MANIFOLDS WITH AN EMBEDDED
SUBMANIFOLD
KARSTEN BOHLEN, RENE´ SCHULZ
Abstract. We investigate a quantization problem which asks for the construction
of an algebra for relative elliptic problems of pseudodifferential type associated to
smooth embeddings. Specifically, we study the problem for embeddings in the cate-
gory of compact manifolds with corners. The construction of a calculus for elliptic
problems is achieved using the theory of Fourier integral operators on Lie groupoids.
We show that our calculus is closed under composition and furnishes a so-called non-
commutative completion of the given embedding. A representation of the algebra is
defined and the continuity of the operators in the algebra on suitable Sobolev spaces
is established.
1. Introduction
The quantization problem for pseudodifferential operators on a given manifold with
singularities is the problem of finding a reasonable class of symbols (the classical side)
and of pseudodifferential operators (the quantum side) and a map from the symbols to
the operators (quantization procedure) fulfilling certain physically or mathematically
motivated assumptions. A natural question is whether a given quantization scheme has
functorial properties. It is known that in a certain sense geometric quantization can
be realized as a functor, cf. [26], [21]. In more sophisticated problems of quantization
the base geometry of the manifold under consideration is of a more singular nature.
There are various types of geometric singularities a given manifold can possess, e.g.
conical, cuspidal, fibered cusp and edge type singularities. We therefore consider a
pseudodifferential calculus on a given non-compact manifold with controlled singular
geometry. Various different pseudodifferential calculi have been introduced in the lit-
erature, adapted to each type of singularities. Examples are the b-calculus of Melrose
and the cone calculus of Schulze as well was the (fibered-) cusp calculus. Recently it
has been established that Lie groupoids provide a framework for the study of pseudo-
differential calculi on many types of singular manifolds simultaneously. Lie groupoids
provide at the same time a natural language for the resolution of geometric singulari-
ties. For a broad class of singular manifolds (so-called Lie manifolds) one can always
associate a Lie groupoid and obtain a general pseudodifferential calculus, [43], [6].
In this work we consider the quantization problem for manifolds relative to an embedded
submanifold. The general definition of a quantization consists of two sides: i) the
classical side are the symbols which are smooth functions living on the cotangent space,
fulfilling certain uniform growth estimates, ii) the quantum side of operators which form
an algebra with regard to composition and adjoint. There are two problems one has to
face: i) finding the right class of symbol spaces and ii) finding the right kind of natural
quantization procedure.
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In the standard case a calculus for elliptic problems associated in this way can be con-
structed, an example is Boutet de Monvel’s calculus and another is given by Nazaikinskii
and Sternin [42]. We found it more convenient to base our constructions on [42], due to
recent work of Lescure and Vassout [31], where the authors introduce Fourier integral
operators on Lie groupoids.
Connections between noncommutative geometry and boundary value problems have
been explored in other works of Aastrup, Schrohe and Nest with a focus on index theory,
[1], [2] and recent work of Debord and Skandalis, [17], [18]. They construct deformation
groupoids, generalizations of Connes’es tangent groupoid, to define operators of Boutet
de Monvel type in a very general setting. This is based on the observation that an
algebra for boundary value problems, like Boutet de Monvel’s algebra, can be viewed
as a generalized morphism (or Morita equivalence) of C∗-algebras. Ours is a different
viewpoint, more in line with that of the first author [9], [10], in that we do not use
deformation groupoids. But we still apply the same basic philosophy of describing a
generalized morphism as an abstraction of an algebra for boundary value problems.
Earlier constructions in the literature focus on particular cases of singularites using
tools individually designed for each case. The program we want to announce in this
work is an attempt to close a natural gap by uniting the theory of Fourier integral
operators on groupoids and recent approaches to boundary value problems using Lie
groupoids to a general quantization procedure in one common framework.
Outline. Let us outline the contents of this paper in more detail. As a base geometry,
we consider a Lie manifold which is a compact manifold with corners M endowed with
a Lie algebra of vector fields V ⊂ Γ(TM) tangent to the boundary strata of M , and
a vector bundle A → M which has canonically a Lie algebroid structure such that
Γ(A) ∼= V. Such manifolds usually arise as the compactification of a non-compact
manifold with geometric singularities.
From [5] we take the notation of an embedded, codimension ν Lie submanifold j : Y →֒
M . In particular Y is transverse to the strata of M and it is with regard to Y that we
consider boundary value problems.
We further endow M (and hence Y ) with a Riemannian metric compatible with the
Lie structure.
The problem now is to describe the elliptic theory associated with a pair (M,Y ) as
above. Simple candidates for elliptic operators are Laplacians ∆ = ∆g for some com-
patible metric g on M and ∆∂ = ∆g∂ for some compatible metric g∂ on Y . Here the
operators act on suitable Sobolev spaces HsV(M) and H
s
W(Y ) as introduced in [5].
These pairs form the example of a relative elliptic operator is the diagonal matrix
(
∆g 0
0 ∆∂
)
:
Hs1V (M)
⊕
Hs2W(Y )
→
Ht1V (M)
⊕
Ht2W(Y )
.
More generally, we would like to describe an operator algebra from the given data
j : Y →֒ M that captures all non-commutative phenomena which arise in the study of
elliptic boundary value problems (BVP’s). We can call this non-commutative comple-
tion of a manifold with corners and regular boundary. Inspired by the classical BVP’s
(e.g. the Dirichlet and Neumann problem) we introduce additional operators. Let j∗
be the restriction to Y operator. By [5], Theorem 4.7 we have j∗ : HsV(M)→ H
s− ν
2
W (Y )
continuously for s > ν2 . Denote by j∗ the formal adjoint of j
∗. Unfortunately, as can
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be checked easily already in the standard case, operators of the form(
∆g j∗
j∗ ∆∂
)
(1)
are not closed under composition. The reason is that operators in the upper left corner,
the singular Green operators, of the form Pj∗j
∗Q, for P and Q (pseudo-)differential
operators, are not again (pseudo-)differential operators.
The approach of [42] is to treat each entry in (1) as a Fourier integral operator, meaning
operators whose Schwartz kernels are Lagrangian distributions associated to naturally
occurring canonical relations.
We want to solve the problem of constructing such an algebra for boundary value prob-
lems also in the case of more singular geometric data M and Y . Because the manifold
has corners, the arising Schwartz kernels are more complicated and a resolution of
the corner structure is required. This resolution is fascilitated by the theory of Lie
groupoids and notions from noncommutative geometry. Our strategy for the construc-
tion of the algebra is briefly described as follows:
We consider from the embedding j : Y →֒ M of Lie manifolds the corresponding Lie
groupoids H ⇒ Y integrating the Lie structure of Y and G ⇒ M integrating the Lie
structure of M . In the next step we lift the embedding morphism j to a generalized
morphism H 99K G in the category of Lie groupoids. To describe the operators of the
algebra, we work with Fourier integral operators which are associated to the Coste-
Dazord-Weinstein (CDW) groupoids associated to H and G. We rely on the theory of
Fourier integral operators on Lie groupoids from [29] and [31]. From the generalized
morphism H 99K G in the category of Lie groupoids we obtain a generalized morphism
T ∗H 99K T ∗G (CDW-groupoids) in the category of symplectic groupoids. Then we
describe in a functorial way a generalized morphism of C∗-algebras over H to G. This
functor (noncommutative completion) has the minimal properties expected of an al-
gebra for boundary value problems. In this framework the singular Green operators
appear as natural objects which are Morita equivalent to pseudodifferential operators
on the given submanifold, see also [17].
Our quantization procedure differs somewhat from that in [42]. Namely, in [42] the
authors use Maslov quantization based on the standard theory of Fourier integral op-
erators. Here we face the problem that this type of quantization is not available on
singular manifolds, except if we use Lie groupoids. We also define a Kohn-Nirenberg
quantization procedure for the representations of operators defined on groupoids. We
describe the representation of a non-commutative completion which is a natural trans-
formation, giving an extension of the representation theorem of the groupoid algebra
of pseudodifferential operators by Ammann-Lauter-Nistor in [6].
The paper is organized as follows. We give a brief introduction to the Kohn-Nirenberg
quantization for relative elliptic theory in the standard case of a compact manifold with
boundary in the second Section. In the third Section we recall the definition of a mani-
fold with corners and define a suitable class of embeddings. The fourth Section is in part
a short summary of the Muhly-Renault-Williams theorem and we also formally define a
noncommutative completion of a manifold with boundary. In the fifth Section we give
several examples of Lie manifolds and the appropriate groupoids integrating particular
Lie structures. We recall the definition of the Coste-Dazord-Weinstein (CDW) groupoid
in the sixth Section and we also consider actions of CDW-groupoids, the functoriality
of symplectic groupoids. In the seventh Section we discuss Fourier integral operators
on Lie groupoids and groupoid actions. We give the conditions on the orbit foliation
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needed for composability, the equivariance condition and we define the twisted product
of symbols. In the eigth Section we construct the groupoid algebra for boundary value
problems or embeddings in the category of Lie manifolds. We prove closedness under
composition using the theory of the previous section. In the final Section we show
that our algebra has the properties of a noncommutative completion as defined in the
third Section. We collect some information about radial blowups and symbol spaces
for Fourier integral operators in the appendix.
2. Kohn-Nirenberg quantization and relative elliptic theory
In this section, we will address the case where the base geometry has no singularity,
i.e. we reformulate the calculus of relative elliptic theory [42] in a form that is suitable
for generalization to groupoids. The setup is as follows. Suppose X
i
→֒ M is a C∞-
embedding of smooth compact manifolds, dim(X) = d ≤ dim(M) = n. The key idea of
the calculus is to realize singular operations on pseudo-differential operators as compo-
sitions with certain Fourier integral operators associated to Lagrangian submanifolds
that occur as natural geometric objects.
Then T ∗M , the natural space for quantization, contains as natural the spaces
T ∗X, T ∗i(X)M, Ni(X)
and we are led to consider how these subspaces are (microlocally) mapped into each
other under the action of an operator. Therefore we study the following five invariantly
defined Lagrange manifolds:
ΛΨ,Λg ⊂ T
∗M × T ∗M Λc ⊂ T
∗M × T ∗X
Λb ⊂ T
∗X × T ∗M Λ∂ ⊂ T
∗X × T ∗X.
(1) ΛΨ = (N
∗∆M)′ ⊂ T ∗M ×T ∗M is the twisted conormal bundle to the diagonal
embedding M →֒ ∆M ⊂M ×M .
(2) Λg = (N
∗∆ι(X))
′ ⊂ T ∗M × T ∗M is the twisted conormal bundle to the com-
posed embedding X →֒M →֒ ∆M ⊂M ×M .
(3) Λb = (N
∗graph(ι))′ ⊂ T ∗X×T ∗M is the twisted conormal bundle to the graph
of the embedding ι.
(4) Λc =
tΛb = (
tN∗graph(ι))′ ⊂ T ∗M × T ∗X is the twisted conormal bundle to
the transpose of the graph of the embedding ι.
(5) Λ∂ = (N
∗∆X)′ ⊂ T ∗X × T ∗X is the twisted conormal bundle to the diagonal
embedding X →֒ ∆X ⊂ X ×X.
In local canonical coordinates adapted to the embedding in which X is given by {x′, 0}
the space T ∗M×T ∗M is given by {(x′, x′′, ξ′, ξ′′), (y′, y′′, η′, η′′)}. The Lagrangians then
take the form
ΛΨ =
{(
(x′, x′′, ξ′, ξ′′), (x′, x′′, ξ′, ξ′′)
)}
,
Λg =
{(
(x′, 0, ξ′, ξ′′), (x′, 0, ξ′, η′′)
)}
,
Λb =
{(
(x′, ξ′), (x′, 0, ξ′, η′′)
)}
,
Λc =
{(
(x′, 0, ξ′, ξ′′), (x′, ξ′)
)}
,
Λ∂ =
{(
(x′, ξ′), (x′, ξ′)
)}
.
(2)
The operators in the calculus of relative elliptic theory exhibit singularities carried by
the above Lagrangians. Indeed, they can be expressed in the form
A =
(
AΨ +Ag Ac
Ab A∂
)
(3)
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where the Schwartz kernel of each A• is a Fourier Integral operator associated to Λ•. In
particular, AΨ and A∂ are ordinary pseudodifferential operators on X and M respec-
tively. We recall the composability relations between the underlying canonical relations
for operators of the form (3). The compositions are summarized in Table 1 (see [42]),
where in the sense of matrix entries we have Λij = Λj1 ◦ Λij for i, j > 1.
Table 1. Lagrangians
◦ Λ∂ ΛΨ Λb Λc Λg
Λ∂ Λ∂ - Λb - -
ΛΨ - ΛΨ - Λc Λg
Λg - Λb - Λ∂ Λb
Λc Λg - Λg - -
Λg - Λg - Λc Λg
2.1. Quantization of symbols. In [42], the quantization procedure adopted to pro-
duce operators from symbols is as follows: to the given Lagrangian submanifolds, they
associate a (“quantized”) measure and construct operators associated to symbols via
Maslov’s canonical operator. Here, we use instead a modified Kohn-Nierenberg quan-
tization: since the submanifolds at hand are conormals to certain embedded submani-
folds, we may use a normal decomposition and the exponential map to produce a more
direct approach.
We first locally realize X ⊂ M in special coordinates on M , x = (x′, x′′) as the
set where x′ vanishes. We then equip M with a metric of product type, meaning
it splits in a neighbourhood of X, where X = {(x′, 0)} in coordinates, into g =
g1(x)(dx
′)2 + g2(x)(dx
′′)2.
Following [34, 6, 47], we consider the map
Φ : TM →M ×M, Φ(x, ξ) = (x, expx(−ξ)).
Since X and M are assumed compact and without boundary, the injectivity radius of
their respective exponential functions expX and expM is bounded from below. Hence
Φ is, when restricted to a small open neighbourhood U of the zero-secton M ⊂ TM
a diffeomorphism onto an open neighbourhood of the diagonal ∆M . We may assume
that U = (TM)r are the vectors of length ≤ r for some r > 0, and Φ|(TM)r is called
the Riemann-Weyl-fibration. We identify the exponential map on X equipped with the
pulled-back metric under ι with that on M restricted to TX ⊂ TM .
Restriction of Φ yields the following isomorphisms:
(1) ΦΨ = Φ|(TM)r : maps (TM)r onto an open neighbourhood of the diagonal
∆M ⊂M ×M .
(2) Φg = Φ|(T ι(X))r : maps the tangent T ι(X) ⊂ TM onto an open neighbourhood
of the diagonal ∆ι(X) ⊂M ×M .
(3) Φb = Φ|(TXM)r : maps the restriction of (TM)r to X onto an open neighbour-
hood of the graph of ι(X) in X ×M .
(4) We set Φc = Φ
t
b.
(5) Φ∂ = Φ|(TX)r : maps (TX)r onto an open neighbourhood of the diagonal ∆X ⊂
X ×X.
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Recall that if A is a vector bundle over M (or X) equipped with a metric g, A∗ the
canonical dual bundle, then the fibre-Fourier transform on C∞c (A) is given by
F−1fiberϕ(ξ) = (2π)
− dim(M)
∫
π(ξ)=π(ζ)
ei(ξ,ζ)gϕ(ζ)dζ.
This map is then extended to a map from certain symbol spaces S(A∗), to be introduced
in the next section, to the space of distributions on A by
〈F−1fibera, ϕ〉 := 〈a,F
−1
fiberϕ〉 a ∈ S(A
∗), ϕ ∈ C∞c (A)
The quantization of a symbol a in a suitable symbol space S(C•) with • ∈ {M,g,X, b, c}
is then Op(a) = (Φ•)∗(χF
−1
fibera), where χ is a cut-off supported in U = (TM)r with χ ≡
1 on M (identified with the zero section). This, when the appropriate symbol classes
are quantized (see Section 8 below) yields five classes of operators, with distributional
kernels on M ×M , M ×M , X ×M , M × X and X × X, respectively. In adapted
local coordinates, where X = {x′, 0} and TX = {x′, 0, ξ′, 0} and the metric takes the
standard form on Rd, we can then write for the kernel of A•:
KAΨ(x, y) = (2π)
−n
∫
eiξ(x−y)χ(x, x− y)a(x, ξ)dξ,
KAg(x, y) = (2π)
−d−n
∫
eiξ
′(x′−y′)+iξ′′x′′−iη′′y′′χ(x− y)a(x′, ξ′, ξ′′, η′′)dξ′dξ′′dη′′,
KAb(x
′, y) = (2π)−n
∫
eiξ
′(x′−y′)−iξ′′y′′χ(x′, x′ − y′)a(x′, ξ)dξ,
KAc(x, y
′) = (2π)−n
∫
eiξ
′(x′−y′)+iη′′x′′χ(x, x′ − y′)a(x′, ξ)dξ′dη′′,
KA∂ (x
′, y′) = (2π)−d
∫
eiξ
′(x′−y′)χ(x′, x′ − y′)a(x′, ξ′)dξ′.
The Operators associated to composable Lagrangians as in Table 1 admit compositions
when their symbols are compactly supported or rapidly decaying in all variables. For
example, an operator Ac composed with some A∂ yields an operator of type Ag. The
symbol of the compositions can be computed again, modulo remainders of lower order,
in terms of so called twisted products. We do not list these explicit integral formulae for
these, which are contained in [46], since we will carry out the compositions in greater
generality in Section 8. However, we note that since the compositions are merely clean,
a rapid decay condition needs to be put on certain subsets of variables in the symbols
such that the products exist.
2.2. Adapted symbol spaces. We now introduce the symbol spaces adapted to the
quantization of the previous section. As in [42] we search for smooth functions on the
respective Lagrangians that in the adapted coordinates of (2) satisfy the estimates:
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Sm(ΛΨ) : |∂
α
x ∂
β
ξ a(x, ξ)| . (1 + |ξ|)
m−|β|
Sk,l,m(Λg) : |∂
α
x′∂
β
ξ′∂
γ
ξ′′∂
δ
η′′a(x
′, ξ′, ξ′′, η′′)|
. (1 + |ξ′|)k−|β|(1 + |ξ′|+ |ξ′′|)m−|γ|(1 + |ξ′|+ |η′′|)l−|γ|
Sk,l(Λb) : |∂
α
x′∂
β
ξ′∂
γ
η′′a(x
′, ξ′, η′′)| . (1 + |ξ′|)k−|β|(1 + |ξ′|+ |η′′|)l−|γ|
Sk,m(Λc) : |∂
α
x′∂
β
ξ′∂
γ
ξ′′a(x
′, ξ′, ξ′′)| . (1 + |ξ′|)k−|β|(1 + |ξ′|+ |ξ′′|)m−|γ|
Sm(Λ∂) : |∂
α
x′∂
β
ξ′a(x
′, ξ′)| . (1 + |ξ′|)m−|β|
(4)
For the calculus, we also need a meaningful definition of a principal term of these
amplitudes and an invariant definition. Both can be achieved by introducing the poly-
homogeneous versions of these symbol spaces as pullbacks of spaces of smooth functions
on certain blow-up spaces, which we sketch in Appendix A.
In order to obtain a meaningful calculus of operators, these are then realized as bounded
operators between appropriate L2-based Sobolev spaces, see [42]. For our purposes, it
is enough to consider the L2-bounded case.
Proposition 2.1. Let kg > 0, kc > 0, kb > 0, mg < −
ν
2 , mg + kg > −
ν
2 . Then the
matrix of operators
A =
(
AΨ +Ag Ac
Ab A∂
)
(5)
defines a continuous operator on L2(M)⊕ L2(X).
We will give a proof of this fact in our more general setting in the main body of
this paper, see Theorem 8.7. There is a way to define a global pseudodifferential
calculus on manifolds with a Lie structure introduced by Ammann, Lauter, Nistor
cf. [6]. The definition of the calculus is based on the Kohn-Nirenberg quantization
and essential features, in particular the closedness under composition, is proved using
groupoid techniques. Based on their approach the relative pseudodifferential calculus
studied in Section 2 admits a natural generalization to embeddings of Lie manifolds.
To properly define this however we will need a theory of Fourier integral operators on
Lie groupoids, studied in Section 7.
3. Manifolds with corners
In this section we give a brief overview of the category of manifolds with corners. For a
more detailed presentation we refer e.g. to [34]. The topological structure of a manifold
with corners is that of a space M with a finite number of embedded (intersecting)
codimension one hypersurfaces. As such M is locally modelled around each point x0
by relatively open subsets of [−1, 1]k×Rn−k, where the minimal k = ord(x0) is the depth
of x0. We require the transition maps to be smooth and obtain a smooth structure on
M . A natural choice of structure preserving maps in this case are the b-maps in [34].
There are various other inequivalent choices of structure preserving maps for manifolds
with corners used in the literature. For an overview and more in depth discussion of
such issues we refer to [24]. In this way the manifolds with corners form a category,
which we henceforth denote by C∞, a subcategory of which are compact manifolds with
boundary. In later sections we will study categories of groupoids, where the objects are
groupoids which are internal to the ambient category C∞. A compact manifold with
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corners can also be defined in an extrinsic way with reference to an ambient manifold
and boundary defining functions theron.
Definition 3.1. A Hausdorff topological space M is a manifold with embedded corners
if the following conditions hold.
i) We have a topological isomorphism i : M → i(M) ⊂ M˜ , where M˜ is a compact
manifold without boundary. Then the smooth structure on M is given by C∞(M) =
i∗C∞(M˜).
ii) The boundary defining functions {ρi}i∈I are fixed as maps ρi ∈ C
∞(M˜ ), i ∈ I with
i(M) = {y ∈ M˜ : ρi(y) ≥ 0} =
⋂
i∈I
{ρi ≥ 0}.
iii) For each J ⊂ I, x ∈ M˜ with ρj(x) = 0 for each j ∈ J it follows that {dρj(x)}j∈J is
linearly independent.
We focus on the special case of Lie manifolds below. For manifolds with corners we
consider a particular type of submersion.
Definition 3.2. A tame submersion between two manifolds with corners M and N is
given by a smooth map f : M → N such that df is everywhere surjective and v is an
inward pointing tangent vector of M if and only if df(v) is an inward pointing tangent
vector of N .
Lemma 3.3. Let f : M → N be a tame submersion between manifolds with corners M
and N . Then for each y ∈ N the fibers f−1(y) are smooth manifolds without corners.
Proof. See [30], p.4. 
For a given compact manifold with corners M we fix the notation F(M) to denote the
collection of boundary faces of M .
Definition 3.4. Let Mi, i = 1, 2 be compact manifolds with corners and j : M1 →֒M2
a C∞-embedding.
i) The embedding is called closed if for each boundary face F ofM1 there is a boundary
face G of M2 such that F is the connected component of j
−1(G).
ii) The embedding j : M1 →֒ M2 is transverse relative to M2 if for any boundary face
F of M2 and any y ∈ F ∩ j(M1) we have that the space TyM is the non-direct sum of
Tyj(M1) and TyF .
iii) Denote by ϕ(j) : F(M2) → F(M1) the map of boundary faces given by F(M2) ∋
F 7→ M1 ∩ F ∈ F(M1). The embedding j : M1 →֒ M2 is called admissible if ϕ(j) is
bijective.
Example 3.5. A typical situation in which such an embedding arises is if one takes
a submanifold of Rd that “extends up to infinity”. If one then compactifies Rd, the
submanifold will hit the new-formed boundary at infinity. Figure 1 is an example of a
transverse relative embedding of compact manifolds with non-trivial corners. Here, M
is the “torus with corners” S1 × Y
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Y
admissible
j
M j(Y )
A
B
A ∼ B
Y
M
not admissible
Figure 1. Examples of transverse relative embeddings
A frequently considered subclass of manifolds with corners is that of Lie manifolds,
where the geometry at the boundary is encoded in a Lie algebra of vector fields. We
give several detailed examples of Lie manifolds at a later stage, see Section 5. The
following definition of Lie manifolds is based on work by Ammann, Ionescu, Lauter
and Nistor [6], [5].
Definition 3.6. A Lie manifold (M,V) is a compact manifold with cornersM endowed
with a so-called Lie structure of vector fields V ⊂ Γ(TM) which is assumed to be closed
with regard to the Lie bracket of the set of smooth vector fields.
We call V Lie structure if V is a finitely generated C∞(M) module and all the vector
fields in V are tangent to the boundary strata of M .
Remark 3.7. Let (M,V) be a Lie manifold. Associated with V we find a vector bundle
A → M such that Γ(A) ∼= V by the Serre Swan theorem. We make the standing
assumption that A|M0 is the tangent bundle on the interior TM0. This bundle A
is canonically endowed with the structure of a Lie algebroid and under the previous
assumption this Lie algebroid will be integrable (cf. [6]). We will recall these notions
of Lie groupoid and Lie algebroid in more detail in the following sections.
We examine the class of embeddings compatible with this additional geometric struc-
ture.
Definition 3.8. An embedding of Lie manifolds j : (Y,B,W) →֒ (M,V,A) is a trans-
verse embedding of manifolds with corners such that inclusion B →֒ A|Y is a Lie sub-
algebroid, cf. [33].
We denote by EV the category of Lie manifolds with admissible embeddings as arrows.
As a direct consequence of the previous discussion we obtain the following result.
Proposition 3.9. Let j : Y →֒M be an embedding of Lie manifolds.
i) There is a tubular neighborhood Y ⊂ U ⊂M such that the embedding j˜ : Y →֒ U
is admissible.
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ii) There is a direct sum decomposition of A|Y into B ⊕ N , where N :=
A|Y
B is
the A-normal bundle and B → Y is the Lie algebroid of the Lie-submanifold
(Y,W), i.e. Γ(B) ∼=W.
iii) The Lie structure W = Γ(B) of vector fields of the Lie submanifold Y takes the
form
W = {V|Y : V ∈ V, V|Y tangent to Y }.
Proof. i) This follows from the tubular neighborhood theorem given in [5, Theorem
2.7].
ii) We have a short exact sequence of vector bundles
B // // A|Y
q
// // N .
This sequence splits and we can choose a splitting η : N → A|Y by fixing a compatible
Riemannian metric g on A.
iii) This follows by the condition that B is a Lie subalgebroid of A|Y . Denote by ̺ the
anchor of A, then W = {V ∈ Γ(A|Y ) : ̺(V ) ∈ Γ(TY )}. 
Remark 3.10. The assumption of admissibility that we make throughout this doc-
ument seems very restrictive at first. We mention however that in order to obtain a
calculus for a relative transversal non-admissible embedding it suffices to reduce ones
attention to a tubular neighborhood M˜ of j(Y ) as illustrated in Figure 1 where the
embedding is admissible and then glue the resulting calculus with the corresponding
pseudodifferential calculus on M \ M˜ . This construction is carried out in [11].
4. Non-Commutative completion
To motivate the definitions in this section we briefly return to the case where the base
geometry has no singularity. Let M be a compact manifold (without corners) and
j : Y →֒ M an embedding. Recall from section 2 that a microlocalization of j is given
by a calculus consisting of operators of the form(
AΨ +Ag Ac
Ab A∂
)
.
We restrict our attention to those operators of multiorder zero of the form(
Ag Ac
Ab A∂
)
:
L2(M)
⊕
L2(Y )
→
L2(M)
⊕
L2(Y )
.
We want to compare the class of all Ag with the class of all A∂ . The class of opera-
tors {Ag} is an algebra (of singular Green operators), which we denote by U . We also
denote by Ψ∂ the class of operators {A∂} which are pseudodifferential operators on
Y . The classes {Ab}, {Ac} form bimodules E and E
∗, respectively, which implement a
so-called bimodule correspondence between U and Ψ∂ . We can complete the operator
classes U , E , E∗ and Ψ∂ with regard to the relative L
2-based operator norms. Then we
obtain C∗-algebras U and Ψ∂ . It can be checked that the completed bimodules E and
E
∗
are C∗-bimodules which implement a Morita equivalence of C∗-algebras Ψ∂ 99K U .
A bimodule correspondence / Morita equivalence of C∗-algebras yields an arrow / iso-
morphism in a suitable bimodule category of C∗-algebras. We define this category C∗b
below (the notation subscript b being suggestive for bimodule).
We now return to the case where the base geometry of the manifold may possess singu-
larities. Our aim in this section is to give an abstract description of a microlocalization
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of an embedding of possibly singular manifolds. As a preparation we introduce appro-
priate categories of Lie algebroids, Lie groupoids, symplectic groupoids and C∗-algebras.
The main notion we need are the arrows in these categories which are implemented by
a correspondence and in particular the isomorphism classes of correspondences which
we refer to as generalized morphisms.
4.1. The category LGb. We recall the definition of the category of Lie groupoids
where the correct notion of morphism is a so-called generalized morphism. In fact the
arrows in the category will consist of isomorphism classes of bibundle correspondences,
cf. [26]. The Lie groupoids here are always assumed to be internal to the category
of smooth manifolds, possibly with corners. We assume some familarity on the part
of the reader with the theory of Lie groupoids and otherwise refer to [33] for a more
exhaustive presentation of the theory. We denote by G ⇒ G(0) a Lie groupoid with space
of objects which are also called the units G(0) and space of morphisms G. Additionally,
we fix the structural maps r, s for the range and source maps, respectively, u for the
unit inclusion and i the inversion. The composable arrows are denoted by G(2) :=
{(γ, η) ∈ G×G : r(γ) = s(η)}. We denote by m : G(2) → G the multiplication in the Lie
groupoid. As is costumary we denote by Gx = s
−1(x) the s-fibers, by Gx = r−1(x) the
r-fibers and by Gxx the isotropy group in x ∈ G
(0). The Lie algebroid A(G)→ G(0) is the
restriction of ker dr to the unit space G(0) and equivalently defined as the normal bundle
NGG(0) to the unit inclusion u : G(0) →֒ G. We give a brief summary of the categories
of Lie groupoids and C∗-algebras under consideration in this work. This discussion is
for the most part based on [26]. See also the references contained therein. We also
define so-called embeddings of Lie groupoids and what is meant by a non-commutative
completion of an embedding.
Definition 4.1. Let G ⇒ G(0) be a Lie groupoid. A C∞-manifold Z is called a right
G-space if it carries a right G-action in the following sense: there is a smooth map
q : Z → G(0) which is called charge map and a smooth map α : Z ∗r G = {(z, γ) : q(z) =
r(γ)} → Z, (z, γ) 7→ α(z, γ) = z · γ ∈ Z such that the following conditions hold
i) q(z · γ) = s(γ), (z, γ) ∈ Z ∗r G.
ii) z · (γ · η) = (z · γ) · η for (z, γ) ∈ Z ∗r G, (γ, η) ∈ G
(2),
iii) z · idq(z) = z,
A right G-space (Z,α, q) is called G-fibered if q is a surjective submersion.
The right action is free if ∀z∈Z z · γ = z ⇒ γ = idq(z) and proper if the map Z ∗r G →
Z × Z, (z, γ) 7→ (z, z · γ) is proper.
A free and proper action is called principal.
A left G-space is a right Gop-space where Gop denotes the opposite category of G.
Definition 4.2. Let G ⇒ G(0) and H⇒ H(0) be Lie groupoids. A bibundle correspon-
dence from H to G is a triple (Z, p, q) where (Z,α, p) is a left H-space and (Z, β, q) is
a right G-space such that
i) the right action is principal and Z is G-fibered,
ii) the map p induces a diffeomorphism Z/G
∼
−→ H(0),
iii) the actions of H
	
Z and Z  G commute.
An equivalence bibundle correspondence of H and G (also called Morita equivalence and
denoted by H ∼M G) is a triple (Z, p, q) which is a bibundle correspondence from H to
G such that
iv) the left action is principal and Z is H-fibered,
v) q induces a diffeomorphism H/Z
∼
−→ G(0).
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We now discuss how to compose morphisms in our category, hence we recall the defi-
nition of the generalized tensor product. Let us fix two bibundle correspondence
H Z1 G
H(0) G(0)
	
p1
q1

and
G Z2 K
G(0) K(0)
	
p2
q2

Endow the fiber-product Z1×G(0) Z2 with the right H-action γ : (z1, z2) 7→ (z1γ, γ
−1z2)
and set Z1⊛Z2 = (Z1×G Z2)/G, the orbit space of the action. We obtain a generalized
morphism
H Z1 ⊛ Z2 K
H(0) K(0)
	
p˜
q˜

with left-action η[z1, z2]G = [ηz1, z2]G and right-action [z1, z2]Gκ = [z1, z2κ]G . The
charge maps are given by p˜([z1, z2]) = p1(z1), q˜([z1, z2]G) = q2(z2).
This composition of bibundle correspondences has a left and right unit, namely the
trivial generalized morphism G
	
G  G.
Definition 4.3. The category LGb consists of Lie groupoids as objects with isomor-
phism classes of bibundle correspondences as arrows between objects and the gener-
alized tensor product ⊛ as composition of arrows. We refer to isomorphism class of
bibundle correspondences as generalized morphisms of Lie groupoids.
The isomorphisms in this category are precisely given by Morita equivalences of Lie
groupoids.
Proposition 4.4. A bibundle correspondence G
	
Z  H is a Morita equivalence if
and only if the class [Z] is invertible as an arrow in LGb.
Proof. We refer to [26] and [39]. 
Theorem 4.5. The category of Lie groupoid with strict morphisms is included in the
category of Lie groupoids with generalized morphisms via a functor jb : LG → LGb.
Proof. We need to study the map on morphisms.
Given a strict morphism
G
 
f
// H
 
G(0)
f(0)
// H(0)
we obtain a pullback diagram
G(0)f(0) ×r H
π1

π2
// H
r

G(0)
f(0)
// H(0)
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This yields the generalized morphism
G G(0)f(0) ×r H H
G(0) H(0)
	
π1
r◦π2

The left action G
	
G(0)f(0) ×r H is given by
γ · (s(γ), η) = (r(γ), f(γ) · η), γ ∈ G, η ∈ Hf
(0)(s(γ)).
Finally, the right action G(0)f(0) ×r H  H is given by
(x, η) · η˜ = (x, η · η˜)
and this action is principal. 
4.2. The category SGb. Classically quantization is defined over symplectic mani-
folds. Therefore we are mainly interested in Lie groupoids with additional symplectic
structure. We introduce the subcategory SGb of LGb which consists of symplectic Lie
groupoids together with isomorphism classes of symplectic bibundle correspondences.
The objects in the category, the bibundles, composition of morphisms and the actions
are defined as follows.
Definition 4.6. i) A symplectic groupoid (Γ, ω) is a Lie groupoid Γ such that the space
of morphisms Γ = Γ(1) is a symplectic manifold with symplectic 2-form ω such that the
graph of Γ(2) is a Lagrangian submanifold of Γ× Γ× Γ− with respect to ω⊕ω− where
(Γ−, ω−) = (Γ,−ω).
ii) An action α of a symplectic groupoid (Γ, ω) on a symplectic manifold (S, ωS) is
symplectic if the graph of the action Gr(α) ⊂ Γ× S × S− is a Lagrangian submanifold
with regard to ωS ⊕ ωS− on S × S
− where ωS− = −ωS.
The above definition entails that the groupoid multiplication in a symplectic groupoid
corresponds to a canonical relation. In the same way the symplectic action corresponds
to a canonical relation as well.
Morphisms in SGb: Let Γ and Σ be symplectic groupoids. Then a symplectic bibundle
S ∈ (Γ,Σ) in SGb consists of two symplectic actions Γ
	
S  Σ on a given symplectic
space S where the right action is principal.
Composition: Given two symplectic bibundles Γ1
	
S1  Σ and Σ
	
S2  Γ2. Then
there is a generalized tensor product Γ1
	
S1 ⊛Σ S2  Γ2 which is a morphism in SGb
as can be checked, cf. [26].
Morita equivalence (∼M): A Morita equivalence between two symplectic groupoids Σ
and Γ is implemented by a symplectic bibundle S ∈ (Σ,Γ) which is biprincipal.
It is straightforward to define a suitable notion of isomorphism between two symplectic
bibundles, i.e. a diffeomorphism which is at the same time a symplectomorphism
which is compatible with the actions. As stated previously the category SGb therefore
is defined to consist of symplectic groupoids as the objects and isomorphism classes of
symplectic bibundles as the arrows. The composition of the arrows is fascilitated by
the generalized tensor product and the units are induced by the canonical symplectic
bibundles Σ
	
Σ  Σ, where Σ is a symplectic groupoid with the obvious left and
right actions. Note that this makes SGb into a subcategory of LGb consisting of Lie
groupoids as the objects together with isomorphism classes of bibundles as the arrows
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between objects. It also holds that two symplectic groupoids are isomorphic objects in
the category SGb if and only if they are Morita equivalent.
Proposition 4.7. A symplectic bibundle S ∈ (Γ,Σ) is a Morita equivalence if and only
if its isomorphism class [S] is invertible as an arrow in SGb.
Proof. We refer to [25] and [26] for a proof. 
4.3. The category C∗b . The next goal is to consider C
∗-algebras. In particular in
this work we are interested in the functorial relationship between a suitable category
of C∗-algebras and the category of Lie groupoids. For a more detailed presentation of
the necessary background to this theory we first refer to the famous work of Muhly-
Renault-Williams, [39] and the general functoriality as can be found in Landsman [26].
We define by C∗b the category with objects the (separable) C
∗-algebras and arrows
between objects given by isomorphism classes of bimodule correspondences.
Definition 4.8. Let E be a Banach space such that E is endowed with a right Hilbert
B-module structure and a non-degenerate ∗-homomorphism π : A→ LB(E). Then E is
called a bimodule correspondence and we write E ∈ (A,B).
Let E1 be an (A,B)-bimodule correspondence and let E2 be a (B,C)-bimodule corre-
spondence. Then E1 ⊗ E2 has a canonical (A,C)-bimodule structure, with the inner
product 〈·, ·〉 : E1 ⊗ E2 → A given by
〈ξ1 ⊗ ξ2, η1 ⊗ η2〉A := 〈ξ1, η〈η1, ξ2〉B〉A.
Define the equivalence relation ∼ on E1 ⊗ E2 via
ξb⊗ η ∼ ξ ⊗ bη, ξ ∈ E1, η ∈ E2, b ∈ B.
We complete the quotient by this equivalence relation with regard to the induced A-
valued norm
E1⊗ˆBE2 = E1 ⊗ E2/ ∼
‖·‖
. (6)
This generalized (Rieffel) tensor product yields a Hilbert (A,C)-bimodule.
Let A be a C∗-algebra and let E be a left A module, F be a right Hilbert A module.
Define the maps θx,y : E → F for given x ∈ F , y ∈ E by θx,y(z) = x〈y, z〉A. We define
the class of generalized compact operators K(E ,F) to be the closure of the span over
the θx,y, i.e. K(E ,F) := span{θx,y : x ∈ F , y ∈ E}. Note that K(E ,F) is contained in
the space of linear adjointable maps E → F , i.e. K(E ,F) ⊂ L(E ,F). If F = A for A a
C∗-algebra we write KA(E) = K(E , A).
Remark 4.9. If A = C is the complex numbers and E = H a complex Hilbert space
we obtain that KC(H) = K(H) are the compact operators on the Hilbert space H. In
general the elements K(E ,F) are not compact operators, hence the name generalized
compact operators.
Definition 4.10. Let A and B be C∗-algebras. Then A is Morita equivalent to B
(written A ∼M B) if there is a bimodule correspondence E ∈ (A,B) with the following
properties:
(i) the linear span of the range of 〈·, ·〉B : E × E → B is dense in B.
(ii) The ∗-homomorphism π : A→ LB(E) is an isomorphism A ∼= KB(E).
The category C∗b consists of isomorphism classes of bimodule correspondences with
composition given by the generalized (Rieffel) tensor product. We refer to an isomor-
phism class [E ] of bimodule correspondence E ∈ (A,B) as a generalized morphism of
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C∗-algebras, written A 99K B. The next proposition shows that Morita equivalence is
the same as isomorphy for C∗-algebras in the category C∗b .
Proposition 4.11. A bimodule correspondence of C∗-algebras E ∈ (A,B) is a Morita
equivalence if and only if its isomorphism class [E ] is invertible as an arrow in C∗b .
Proof. See [26], Prop. 3.7. 
Proposition 4.12. There is a canonical covariant functor of inclusion b̂ : C
∗ →֒ C∗b .
Proof. We only have to describe the inclusion on morphisms. Let f : A → B be a
non-degenerate strict morphism. Then we have the assignment the module structure
B×B → B, (b1, b2) 7→ b1b2. The scalar product 〈, 〉B : B×B → B given by (b1, b2) 7→
b∗1b2. Finally, the non-degenerate ∗-homomorphism A→ LB(B) is defined by a 7→ (b 7→
f(a) · b). 
4.4. The category LAb. We recall the definition of a category of integrable Poisson
manifolds which is the classical analogue of the previously introduced category of C∗-
algebras with isomorphism classes of correspondence bimodules. When we consider a
bibundle correspondence between Lie groupoids, we may ask what a suitable notion of
correspondence of the associated Lie algebroids should be. Specifically, we would like
to define a notion of correspondence for Lie algebroids which makes the association
G 7→ A(G) of a Lie groupoid to its Lie algebroid functorial. We rely on the work of
Xu who defined the notion of Morita equivalence of Poisson manifolds [49]. As well as
on [25], [26] and [33] for the definition of the category of integrable Poisson manifolds
which are duals of Lie algebroids. First we record the following well-known category
equivalence between linear Poisson structures on manifolds and Lie algebroids. By
a linear Poisson structure we mean that the Poisson bracket of two fiberwise linear
functions is again linear.
Theorem 4.13. Given a smooth vector bundle E →M which is endowed with a linear
Poisson structure, then E∗ ∼= A for a Lie algebroid A → M . Conversely, the dual
of a Lie algebroid has a canonical linear Poisson structure. In other words we have a
category equivalence:
{cat. of linear Poisson structures on vector bundles} ∼= {cat. of Lie algebroids}.
Let P,Q be Poisson manifolds. A Weinstein dual pair Q ← S → P consists of a
symplectic manifold S and Poisson maps q : S → Q, p : S → P− such that {q∗f, p∗g} =
0, f ∈ C∞(Q), g ∈ C∞(P ). If Q ← Si → P, i = 1, 2 are two Weinstein dual pairs,
then they are defined to be isomorphic if there is a symplectomorphism ϕ : S1 → S2
such that q2ϕ = q1, p2ϕ = p1. A regular dual pair is a dual pair as above for which
q is a surjective submersion and p, q are both complete Poisson maps. The category
LAb consists of objects given by dual Lie algebroids A
∗(G) associated to arbitrary Lie
groupoids G ⇒ G(0). The arrows are isomorphism classes of Weinstein dual pairs of the
type A∗(H)← T ∗Z → A∗(G) induced by a correspondence bibundle H
	
Z  G of Lie
groupoids (cf. Proposition 6.5).
4.5. Functoriality and the Muhly-Renault-Williams theorem. The categories
we have introduced thus far are related by functorial correspondences. In its original
formulation the Muhly-Renault-Williams theorem states that Morita equivalent Lie
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groupoids yield (strongly) Morita equivalent corresponding C∗-algebras. This state-
ment can be generalized in the following Theorem, based on the references [25], [26],
[27], [48], [49] and [39].
Theorem 4.14 (Functoriality). i) There is a functorial correspondence LGb → LAb
from the category of s-connected Lie groupoids to the category of integrable Lie alge-
broids given by G 7→ A∗(G) on objects and [H
	
Z  G] 7→ [A∗(H) ← T ∗Z → A∗(G)].
In particular if H ∼M G in LGb then A
∗(H) ∼M A
∗(G) in LAb, i.e. the functor
preserves Morita equivalence.
ii) There is a functorial correspondence LGb ∋ G 7→ C
∗(G) ∈ C∗b and [H
	
Z  G] 7→
[C∗(H)
	
EZ  C
∗(G)]. In particular if H ∼M G then C
∗(H) ∼M C
∗(G), i.e. the
functor preserves Morita equivalence.
Proof. i) See e.g. [28].
ii) For a proof of the Muhly-Renault-Williams theorem for locally compact groupoids
(Morita equivalent groupoids induce Morita equivalent C∗-algebras) we refer to [39]
and for the functoriality assertion we refer to [26], [27] as well as [40]. 
4.6. Completion functor. In this section we finally establish the notion of a noncom-
mutative completion of a microlocal algebra on a base space relative to an embedded
submanifold. We first introduce operators that correspond to the restriction of a func-
tion on M to Y and its L2-adjoint.
Definition 4.15. For a given embedding Y →֒ M in EV we fix the following notion.
We call two bounded operators j∗ : L2V(M) → L
2
W(Y ) and j∗ : L
2
W(Y ) → L
2
V(M) such
that j∗ is the L
2-adjoint of j∗ and j∗j∗ = idL2W(Y )
a generating (boundary, co-boundary)
pair.
We refer to the proof of the following Proposition for the construction of a generating
pair. It is based on [3, Lem. 2].
Proposition 4.16. Let j : Y →֒M be an arrow in EV . Then there is a generating pair
(j∗, j
∗) (canonically) associated to j.
Proof. Let j∗ the restriction induced by pullback with j. By themselves these operators
do not yet yield a generating pair. We modify them by use of a standard order reduction
technique as follows:
By [5, Theorem 4.7] this yields a continuous map
j∗ : HsV(M)→ H
s− ν
2
W (Y ), s >
ν
2
where HsV(M) and H
s′
W(Y ) are the L
2-based Sobolev spaces on M and Y respectively,
defined by completion of C∞c -functions.
We assume without loss of generality that the codimension of the embedding j(Y ) ⊂M
is constant ν = 1 (otherwise we simply have to adapt the order reductions below
accordingly). Consider the bounded and invertible operator given by(
∆
j∗
)
: H2V(M) −→
L2V(M)
⊕
H
3
2
W(Y )
.
Here ∆ is the Laplace operator associated to a fixed compatible metric g onM . For the
definition of the following order reductions in the Lie calculus we refer to [10, Section
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8]. Denote by λ
3
2
∂ : H
s
W(Y )→ H
s− 3
2
W (Y ) an order reduction isomorphism of order
3
2 on
Y and by λ−2 an order reduction of order −2 on M . We obtain an isomorphism
(
∆λ−2
λ
3
2
∂ j
∗λ−2
)
: L2V(M)
λ−2
−→ H2V(M)
(
∆
j∗
)
−→
L2V(M)
⊕
H
3
2
W(Y )
id×λ
3
2
∂−→
L2V(M)
⊕
L2W(Y )
.
In particular the operator B = λ
3
2
∂ j
∗λ−2 : L2V(M) → L
2
W(Y ) has a right inverse which
we denote by C. We check that the operator C∗C is strictly positive:
‖v‖L2W
= ‖BCv‖L2W
≤ ‖B‖L(L2V ,L2W)
‖Cv‖L2V
hence ‖Cv‖ ≥ c‖v‖ for some c > 0. We set S := (C∗C)−
1
2 which is a 0-order W-
pseudodifferential operator on Y . By an abuse of notation we now use the same symbol
j∗ to denote the operator SC∗ and denote by j∗ the operator CS which furnishes the
desired generating pair. 
Remark 4.17. The proof shows in which sense j∗ is a microlocalization of the pullback
by j. Taking the pullback results in a loss of Sobolev regularity, which can be formulated
on a microlocal level by use of Sobolev wave front sets [22]. The order reductions, which
are elliptic pseudo-differential operators, do not move singularities, and are used to
restore this regularity. As such, j∗ is an operator with the same microlocally positioned
singularities as the pullback by j, but of a different Sobolev strength.
Definition 4.18. Given an embedding  ∈ EV we define the comparison algebra ΦV(j)
as the C∗-algebra generated by the set{(
0 j∗
0 0
)
,
(
0 0
0 S
)
: S ∈ ΨW(Y ), (j
∗, j∗) generating pair
}
.
The association EV ∋ j 7→ ΦV(j) ∈ C
∗
b yields a covariant functor which is characterized,
up to natural isomorphism, by certain universal properties. We specify next these
minimal properties expected of a functor which yields a microlocalization of a given
embedding in EV .
We fix the representation ∗-homomorphism ̺ : End
C∞c (G)⊕
C∞c (H)
 → End
C∞(M)⊕
C∞(Y )

which is characterized by the property(
̺(A) ◦
(
r
r∂
))(
f
g
)
= A
(
f ◦ r
g ◦ r∂
)
, f ∈ C∞(M), g ∈ C∞(Y ) (7)
where r : G → M, r∂ : H → Y denote the corresponding range maps. We denote
by ̺|H : End C
∞
c (H) → End C
∞
c (Y ) and by ̺|G : End C
∞
c (G) → End C
∞
c (M) the
representation homomorphisms corresponding to H and G respectively.
Definition 4.19. A non-commutative completion is a covariant functor from the cate-
gory of admissible C∞-embeddings EV into the category of C
∗-algebras and generalized
morphisms, C∗b .
Let ΦNC : EV → C
∗
b be a non-commutative completion. Then ΦNC is called quantized
if it satisfies the following three properties:
i) For each j : (Y,W) →֒ (M,V) in EV , the ∗-homomorphism ̺, restricted to ΦNC(j),
induces a natural C∗-subalgebra of the bounded operators over L2V(M)⊕ L
2
W(Y ).
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ii) For each j : (Y,W) →֒ (M,V) in EV there is a natural transformation liftqu : EV →
LGb associating to Y a Lie groupoid H ⇒ Y such that AW ∼= A(H) and to M a Lie
groupoid G ⇒M such that AV ∼= A(G) as well as a natural transformation liftcl : EV →
LAb associating to Y the Lie algebroid B ∼= AW and to M the Lie algebroid AV . In
addition the diagram
EV LAb
LGb
liftqu
liftcl
A∗
commutes and consists of functors preserving Morita equivalence.
iii) The representation ̺ induces a surjective natural transformation ̺ : ΦNC → ΦV
such that for each j : (Y,W) →֒ (M,V) and corresponding groupoids G ⇒ M, H ⇒ Y
obtained via lift from ii) the following diagram of generalized morphisms commutes:
C(H)
Φ(j)
//❴❴❴❴
̺|H

✤
✤
✤
C(G)
̺|G

✤
✤
✤
C(Y,W)
ΦV (j)
//❴❴❴ C(M,V)
where C(G), C(H) denote the associated C∗-algebras.
Let us explain the motivation for these three criteria and some implications:
The first property entails the continuity on the right class of Sobolev spaces, namely
we require the operators in our algebra to be L2-bounded. The second condition is a
factorization property over the category of Lie groupoids. This property is motivated
by the Muhly-Renault-Williams theorem, cf. 4.2, [26]. The third property means
that our algebra provides a solution to the Melrose quantization problem, cf. [35].
This problem is stated as follows: Given an arbitrary Lie structure V on a compact
manifold with corners M , construct a pseudodifferential calculus naturally extending
the algebra of differential operators generated by V, i.e. the universal enveloping algebra
Diff∗V(M). Ammann, Lauter and Nistor in [6] have constructed such a pseudodifferential
calculus (the calculus ΨV(M) for a Lie manifold (M,V)) and shown that there is a
∗-homomorphism from the pseudodifferential operators Ψ∗(G) onto Ψ∗V(M) which is
surjective if G is a Lie groupoid integrating the Lie structure V. Our condition three
generalizes their approach by solving the following problem: Given an embedding of Lie
manifolds (admissible, transverse) j : (Y,W) →֒ (M,V) obtain a calculus of operators
which yields a microlocalization of the embedding j extending the algebra of differential
operators Diff∗W(Y ) on the Lie manifold (Y,W). In the spirit of the Ammann, Lauter,
Nistor representation theorem we request there to be a representation which in our
case is most easily expressed in terms of a generalized morphism of Lie groupoids and
a calculus defined with regard to an embedding of Lie manifolds. This condition is
phrased succinctly in terms of axiom iii) for a noncommutative completion.
Remark 4.20. The category EV of admissible embeddings of Lie manifolds is a category
in two ways: The arrows consist of either the embeddings themselves j : Y →֒ M or
the corner correspondences ϕ : F(Y ) → F(M), which are bijective correspondences of
all the faces of Y and M . In the first case we obtain a semi-groupoid, i.e. a category
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internal to the category C∞ of C∞-manifolds with corners. This yields a bornological
category or semi-groupoid with the objects given by isomorphy classes of Lie manifolds
and the arrows given by transverse admissible embeddings of Lie manifolds. (Therefore
this is a highly non-transitive category.) In the second case we obtain a groupoid
structure with the objects given by OM = F(M), where M runs over all isomorphy
classes of Lie manifolds. Therefore in this second case we obtain a groupoid internal
to the category of sets. It is the second structure which is more interesting, since
a corner correspondence is preserved by the functor lift : EV → LGb which associates
to a given corner correspondence the Morita equivalent Lie groupoids, integrating the
corresponding Lie structures.
5. Examples: Lie structures
Before constructing explicitly a non-commutative completion we first give examples of
Lie structures and their integrating groupoids. There are several instances of manifolds
with geometric singularities which can be modelled by non-compact manifolds endowed
with a so-called Lie structure. Let (M,A,V) be a Lie manifold. By the results of Debord
[15] we can find an s-connected Lie groupoid G ⇒M such that A(G) ∼= A. Given a Lie
groupoid G ⇒ G(0) we denote by CsG the s-connected component of G, i.e. the smallest
groupoid with connected s-fibers which contains G as a subgroupoid. Alternatively,
CsG is the union of the connected components of the s-fibers of G. In general it is
not clear for which Lie structure V it is possible to find an integrating groupoid with
favorable properties, in particular Hausdorff and amenability properties. It is therefore
necessary to study particular cases of V and explicitely construct a suitable groupoid
and orbit foliation associated to the Lie structure. This program is still underway, it
has been solved for a few particular cases [16], [30], [38] and we also refer to [18] were a
general framework is developed which includes constructions of minimal integrating Lie
groupoids for many cases of Lie manifolds. We give below some examples for the case of
embeddings of Lie manifolds which include the appropriate groupoid correspondences.
Example 5.1 (The groupoid correspondence in the b-case). Let Y →֒ M be an ad-
missible, transverse embedding of Lie manifolds with the Lie structure Vb of b-vector
fields. Fix the boundary defining functions {pi}i∈I of M and {qi}i∈I boundary defining
functions of Y . Note that by admissibility of the embedding Y →֒ M we can assume
that I is a fixed (but finite) index set. Set N = |I| and define
Γb(M) = {(x, y, λ1, · · · , λN ) ∈M ×M × (R+)
N : pi(x) = λipi(y), ∀i ∈ I}. (8)
The structural maps are s(x, y, λ) = y, r(x, y, λ) = x, multiplication is given by
(x, y, λ) ◦ (y, z, µ) = (x, z, λ · µ) and inverse (x, y, λ)−1 = (y, x, λ−1) with entrywise
vector multiplication. Note that as a set Γb(M) is
M0 ×M0 ∪
⋃
i∈I
F 2i × (R+)
codim(Fi)
The topology of the groupoid Γb(M) can be described by specifying that interior se-
quences M0 ×M0 ∋ (xn, yn) converge towards a boundary element (x, y, λ) ∈ Γb(M) if
and only if xn → x, yn → y and
pi(yn)
pi(xn)
→ λi, i ∈ I, n→∞. The b-groupoid is defined
as the s-connected component of Γb(M), i.e. G(M) := CsΓb(M).
Fix the Lie algebroid AM →M such that Γ(AM ) ∼= Vb. Then by [38], [30] we know that
the b-groupoid G(M) integrates the Lie algebroid of the b-structure, i.e. A(G(M)) ∼=
AM .
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Define in the same way the corresponding b-groupoid G(Y ) = CsΓ(Y ) for the hypersur-
face Y and set Z := r−1(Y ) = GYM , where r is the range map of G(M). We describe in
detail the generalized morphism G(Y ) 99K G(M) implemented by Z. The right action
of G(M) on Z is given by right composition and the left action of G(Y ) is given by left
composition, i.e.
G(Y ) Z G(M)
Y M
	
p=r
q=s

It is immediate to check that the actions commute and by definition the charge map q
induced by the source map of G(M) is a surjective submersion. The action of G(M) on
its space of units is free and proper, hence the action of G(M) by right composition on
Z is free and proper. Here properness means that the map Z ∗G(M)→ Z×Z, (z, γ) 7→
(zγ, z) is a homeomorphism onto its image. Let zγ = z then q(z) = r(z) = r(γ) which
implies composability and s(γ) = q(zγ) = q(z). Hence γ = idq(z) which verifies that
the action is free. The same can be proved for the left action under our assumption,
but we do not need this fact. Finally, we need to check that we have a diffeomorphism
Z/G(M)
∼
−→ Y induced by the charge map p. We first check this for the groupoids
Γ(M) and Γ(Y ), then we take the s-connected components which proves the assertion
for the groupoid G(M) and G(Y ). We have to show that p(z) = p(w) for z, w ∈ Z
if and only if there is a necessarily unique η ∈ G(M) such that w = z · η. Let z =
(x′, y, (λi)i∈I), w = (x
′, y˜, (µi)i∈I) and set η =
(
y, y˜,
(
µi
λi
)
i∈I
)
. By definition of the
topology of the groupoids fix the sequences (x′n, yn) such that
qj(x
′
n)
pj(y˜n)
→ λj , j ∈ I, n→
∞ and (x′n, yn) such that
qj(x′n)
pj(yn)
→ µj , j ∈ I, n→∞. Then η ∈ Γ(M) since
pi(yn)
pi(y˜n)
=
qi(x
′
n)
pi(y˜n)
(
qi(x
′
n)
pi(yn)
)−1
→
µi
λi
, i ∈ I, n→∞.
This concludes the proof of the isomorphism Z/G(M) ∼= Y . Hence we indeed obtain a
generalized morphism G(Y ) 99K G(M).
Example 5.2 (Scattering Lie structure). LetM be a compact manifold with boundary
endowed with the Lie structure of scattering vector fields, i.e. the module of vector
fields Vsc = pVb where p is the boundary defining function. In local coordinates where
x1 = p the generators of these vector fields can be chosen as {x
2
1∂x1 , x1∂xj}, j > 1. An
integrating groupoid in this case is written as a set
Gsc = T∂MM ∪ (M0 ×M0)⇒M.
Here the tangent bundle restricted to ∂M is a viewed Lie groupoid which is glued to the
pair groupoid on the interior. If M is a compact manifold with corners the scattering
groupoid takes the form
Gsc =
 ⋃
F∈F1(M)
TFM
 ∪ (M0 ×M0)⇒M.
Example 5.3 (Generalized cusp Lie structure). On the compact manifold with corners
M we consider the Lie structure Vcn of generalized cusps for n ≥ 2, cf. [30]. The local
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generators of vector fields of Vcn are given by {x
n
1∂x1 , ∂x2 , · · · , ∂xn}. Then an integrating
groupoid is defined as
Γn(M) = {(x, y, λ) ∈M ×M × (R+)
I : λipi(x)
npi(y)
n = pi(x)
n − pi(y)
n, ∀ i ∈ I}.
With the structural maps defined in the same way as in the b-groupoid case. We
set Gn(M) := CsΓn(M), the s-connected component of the groupoid Γn(M). Setting
Z := Gn(M)
Y
M we define the right and left actions to obtain a generalized morphism
Gn(Y ) 99K Gn(M).
Example 5.4 (Fibered cusp Lie structure). Another interesting case is that of mani-
folds with iterated fibered boundary, in particular the following example is based on [32]
and the definitions are from [16]. For the construction of the integrating Lie groupoid
of a different type of fibered cusp Lie structure we refer to [20]. We assume again that
M is a compact manifold with corners, but this time the boundary strata are assumed
to be fibered in the following sense. Let {Fi}i∈I the boundary hyperfaces of M and
denote by π = (π1, · · · , πN ) an iterated boundary fibration structure: There is a partial
order defined on {Fi}i∈I , π : Fi → Bi are fibrations where Bi is the base, a compact
manifold with corners. Define the Lie structure
Vπ := {V ∈ Vb : V|Fi tangent to fibers of πi : Fi → Bi, V pi ∈ p
2
iC
∞(M)}
where {pi}i∈I denotes the boundary defining functions as usual. Then Vπ is a finitely
generated C∞(M)-module and a Lie sub-algebra of Γ∞(TM). The corresponding
groupoid is amenable [16, Lemma 4.6]; as a set it is defined as
Gπ(M) := (M0 ×M0) ∪
(
N⋃
i=1
(Fi ×πi T
πBi ×πi Fi)× R
)
,
where T πBi denotes the algebroid of Bi.
One may then prove that Z = Gπ(M)
Y
M implements a correspondence Gπ(Y ) 99K
Gπ(M).
6. Coste-Dazord-Weinstein groupoid
In this section we recall the definition of the Coste-Dazord-Weinstein groupoid, in short
CDW-groupoid, which is a groupoid structure on the cotangent bundle T ∗G of a given
Lie groupoid G. As such it is a natural space for microlocalization. For a detailed
introduction to CDW-groupoids we refer to the work of Coste-Dazord-Weinstein, [14]
and for a complementary definition to [33].
Definition 6.1. Let G ⇒ G(0) be a Lie groupoid. Then T ∗G ⇒ A∗G is defined as the
groupoid with range and source maps given by
s˜(γ, ξ) = (s(γ), dLγ(ξ)), r˜(γ, ξ) = (r(γ), dRγ(ξ)).
The inversion is given by
(γ, ξ)−1 = (γ−1,−(diγ)
tξ)
and composition
(γ1, ξ1) ◦ (γ2, ξ2) = (γ1γ2, ξ)
with ξ ∈ Tγ1γ2G such that
ξ(dm(t1, t2)) = ξ1(t1)+ξ2(t2), (t1, t2) ∈ TG
(2), ξ1 ∈ Tγ1G, ξ2 ∈ Tγ2G, (t1, t2) ∈ T(γ1,γ2)G
(2).
Whenever convenient we use from now on the notation Γ := T ∗G.
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Remark 6.2. We have a commuting diagram
T ∗G
π

s˜,r˜
// A∗(G)
π

G
s,r
// G(0)
Additionally, the multiplication m : G(2) → G is compatible with the multiplication
m˜ : Γ(2) → Γ, i.e. we have a commuting diagram
Γ(2)
π×π

m˜
// Γ
π

G(2)
m
// G
In particular
N∗G(2) ∼= ker m˜ ⊂ Γ(2)
cf. [29], Rem. 26. The groupoid T ∗G = Γ has the structure of a vector bundle groupoid,
in that all structural maps are also vector bundle maps, see chapter 11 of [33].
Theorem 6.3. The CDW-groupoid T ∗G ⇒ A∗(G) is a symplectic groupoid.
Proof. By the compatibility properties stated in Remark 6.2 the CDW-groupoid is a
Lie groupoid. Note that, as a cotangent bundle, the manifold Γ = T ∗G carries a
natural symplectic structure. This symplectic structure is compatible with the groupoid
structure of Γ which furnishes a symplectic groupoid, cf. [14]. Indeed, the graph Gr(m˜)
of m˜ is canonically isomorphic to the conormal space of the graph of Gr(m) of m
via Gr(m˜) ∋ (γ, ξ, γ1, ξ1, γ2, ξ2) 7→ (γ,−ξ, γ1, ξ1, γ2, ξ2) ∈ N
∗Gr(m). The symplectic
structure on T ∗G can be defined in such a way that Gr(m˜) is a Lagrangian submanifold
of Γ× Γ× Γ−, since N∗Gr(m) is a Lagrangian submanifold of Γ× Γ× Γ. 
Example 6.4. (a) Let M denote a smooth manifold and G = M ×M ⇒ M the pair
groupoid. Then A(M ×M) ∼= TM and the CDW-groupoid T ∗(M ×M) ⇒ T ∗M has
the following structure
(T ∗G)(0) = A∗(G) = {(x, x, ξ,−ξ) ∈ T ∗G}
with range and source maps given by
s˜(x, y, ξ, η) = (y, y,−η, η), r˜(x, y, ξ, η) = (x, x, ξ,−ξ)
composition
(x, z, ξ, ζ) ◦ (z, y,−ζ, η) = (x, y, ξ, η)
and inverse given by
(x, y, ξ, η)−1 = (y, x,−η,−ξ).
Note that the CDW-groupoid T ∗(M×M) is canonically isomorphic to the pair groupoid
T ∗M×T ∗M via the isomorphism pair : T ∗(M×M)
∼
−→ T ∗M×T ∗M given by (x, y, ξ, η) 7→
(x, ξ, y, η).
(b) Let M be a compact manifold with boundary. We denote by G := Gb ⇒ M the
corresponding b-groupoid from Example 5.1. Recall that G as a set has the form
G =M0 ×M0 ∪ ∂M × ∂M × R+.
Hence G is obtained by a glueing construction using a fixed boundary defining function
ρ : M → R+, where the pair groupoid on the interior is glued to the cylinder constructed
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out of the boundary ∂M of M . We have a pair groupoid structure on the interior and
on the boundary we have the pair groupoid ∂M×∂M and the multiplicative group(oid)
(R+, ·). The corresponding CDW-groupoid T
∗G ⇒ A∗(G) can be constructed with the
help of the pair groupoid isomorphism defined in the previous example, applied to the
interior and the boundary separately. We denote by p˜air the isomorphism of T ∗G and
the groupoid Γ˜⇒ A∗(G) which is as a set given by
Γ˜ = T ∗(M0)× T
∗(M0) ∪ T
∗(∂M)× T ∗(∂M) × T ∗(R+).
It is defined in the first set as the pair isomorphism applied to the interior cotangent
bundle T ∗(M0×M0). In the second set, it is the product of the pair isomorphism applied
to T ∗(∂M × ∂M) with the identity group homomorphism id: (T ∗R+, ·)→ (T
∗
R+, ·).
The CDW-groupoid T ∗G ∼= Γ˜⇒ A∗(G) has the following structure. Note that the group
(R+, ·) has the associated Lie algebroid A(R+) which is the Lie algebra T1R+ ∼= R+.
One obtains the space of units A∗(G) = {(x, x, ξ,−ξ, 1, λ−1) ∈ T ∗G}. The structural
maps are given by
s˜(x1, ξ1, x2, ξ2, λ1, λ2) = (x2, x2,−ξ2, ξ2, 1, λ2),
r˜(x1, ξ1, x2, ξ2, λ1, λ2) = (x1, x1, ξ1,−ξ1, λ1, 1),
with composition
(x1, ξ1, x2, ξ2, λ1, λ2) ◦ (x2,−ξ2, x3, ξ3, λ
−1
1 , λ3) = (x1, ξ1, x3, ξ3, 1, λ2λ3)
and inverse
(x1, ξ1, x2, ξ2, λ1, λ2)
−1 = (x2, ξ2, x1, ξ1, λ
−1
1 , λ
−1
2 ).
Induced symplectic actions. We recall how any action of a Lie groupoid on a space
induces canonically an action of the CDW-groupoid on the corresponding cotangent
space. Fix a Lie groupoid G ⇒ G(0) and a right principal G-space (Z,α, q). We set
Γ := T ∗G ⇒ A∗(G) for the Coste-Dazord-Weinstein groupoid and set Γmod := T
∗Z. In
the sequel we will endow Γmod with the structure of a Γ-space. To this end we define
the charge map q˜ : Γmod → A(G) as q˜(z, ξ) = (q(z), q(ξ)). In order to define q we let
ξ ∈ T ∗z Z, x = q(z). The extension of the linear form ξ ◦ d(Lz)x : TxGx → R by 0 on
the subspace TxG
(0) of TxG gives an element q(ξ) of A
∗
x(G) = (TxG/TxG
(0))∗. We also
obtain the induced action α˜ : Γmod ∗r˜ Γ→ Γmod. The following Theorem concerns the
functoriality of the association G 7→ T ∗G. A proof can be found in [27]. Nevertheless
we include some details to make the paper more self-contained.
Theorem 6.5. i) The triple (Γmod, α˜, q˜) as specified above furnishes a principal right-Γ
space, the charge map is given by q˜(z, ξ) = (q(z), q(ξ)).
ii) We have a canonical isomorphism (Γmod)α˜ ∼= N
∗Zα, i.e. Γmod has a symplectic
structure as a Γ-space.
Proof. Consider the natural pairing 〈·, ·〉 : A∗(G) × A(G) → C and rewrite the charge
map q˜ as follows: 〈q˜(θ),X〉 = 〈θ, ξRX〉 for θ ∈ T
∗
z Z, X ∈ A(G). Here ξ
R : A(G)→ TZ is
defined as
ξRX(z) := −z
dγ(t)−1
dt|0
, q(z) = x ∈ G(0)
for X given by X = dγ(t)dt|0 ∈ π
−1(x). Hence ξRX ∈ TzZ is well-defined with γ(0) ∈ G
(0)
and zγ(0) = z, by definition of the G-action on Z. The induced action α˜ : T ∗Z∗r˜T ∗G →
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T ∗Z can be written as follows. Let ξ ∈ T ∗γG, θ ∈ T
∗
z Z such that r˜(ξ) = q˜(θ). Then by
the definition of q˜ it follows that r(γ) = q(z). Then α˜(θ, ξ) = θ · ξ ∈ T ∗zγZ is given by〈
θ · ξ,
dw(t)
dt|0
〉
=
〈
θ,
w(t)dg(t)−1
dt|0
〉
+
〈
ξ,
dg(t)
dt|0
〉
where dw(t)dt|0 is in TzγZ. Then q(w(·)) is a curve in G
(0) such that g(0) = γ, s(g(t)) =
q(w(t)). We can check that q˜(θ · ξ) = r˜(ξ). Furthermore, the associativity property for
actions holds. To this end let ξ ∈ T ∗γG, ξ˜ ∈ T
∗
η G and θ ∈ T
∗
z Z. We have that〈
(θ · ξ) · ξ˜,
dw(t)
dt|0
〉
=
〈
θ · ξ,
w(t)dg(t)−1
dt|0
〉
+
〈
ξ˜,
dg(t)
dt|0
〉
=
〈
θ,
w(t)g(t)−1dh(t)−1
dt
〉
+
〈
ξ,
dh(t)
dt|0
〉
+
〈
ξ˜,
dg(t)
dt|0
〉
where the first line is obtained by definition of the multiplication in the CDW-groupoid
and the second line by definition of the induced action. We have h(0) = η, s(h(t)) =
q(w(t)g(t)−1). Set g˜(t) = g(t)h(t), then g˜ is the s-cover of w(t), i.e. g˜(0) = γη, s(g˜(t)) =
q(w(t)). In particular this yields the associativity, by the defining property of the
multiplication in the CDW-groupoid. Finally, we check that all structural maps of the
CDW-action are vector bundle maps. In fact, fixing the projections pr : T ∗Z → Z and
pr(0) : A∗(G)→ G(0), we have the following commuting diagram
N∗(Z ∗r G)
pr2

// // T ∗Z ∗r˜ T
∗G
pr2

α˜
// // T ∗Z
pr

Z ∗r G ❴❴❴❴❴ ❴❴❴❴❴ Z ∗r G
α
// // Z
Thus the action α˜ extends the action α to a vector bundle map. If Z = G with the
canonical self-action we recover m˜. Similarly, q˜ extends q to a vector bundle map and
the following diagram commutes
ker q˜
pr

// T ∗Z
pr

q˜
// A∗(G)
pr(0)

Z // // // Z
q
// // G(0).
Altogether, the induced action α˜ makes the following diagram commute
N∗(Z ∗r G) // // T
∗
|Z∗rG
(Z × G) // // T ∗(Z ∗r G)
ker α˜
(α,0)

OO
OOOO
// // T ∗Z ∗r˜ T
∗G
α˜

OO
OO
// // (ker dα)⊥
OO
(α,(dtα)−1)

Z × {0} // // T ∗Z // // // T ∗Z
ii) The graph of (θ, ξ) 7→ θ · ξ is coisotropic in T ∗G ×T ∗Z×T ∗Z− as can be checked by
a local computation. By a dimension count one can check that we obtain a Lagrangian
submanifold. Hence the induced action is in particular symplectic. 
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The association of a CDW groupoid to a Lie groupoid given above can therefore be
implemented as a covariant functor from the category of Lie groupoids LGb to the
category of symplectic groupoids SGb together with the generalized tensor product as
composition, as introduced in section 4.2. This functor preserves Morita equivalence, in
the sense that Morita equivalent Lie groupoids are sent to Morita equivalent symplectic
groupoids.
7. Fourier integral operators
As a last preparatory step we now introduce the class of Fourier integral operators
on Lie groupoids introduced by Lescure, Vassout and Manchon ([29],[31]). These will
provide an adequate framework for our microlocalization of an embedding. This is in
complete analogy to the fact that the kernels of the operators in [42] are regarded as
Fourier integral operators. In particular we present analogous notions of what is called
G FIO’s and G FFIO’s in [31] in the case of principal G-actions. We note that due to
the availability of Kohn-Nirenberg quantization, many of the usual challenges of the
theory can be circumvented by our choices of global phase functions “of Fourier type”.
However, we present the theory here in greater generality for sake of completeness and
comparability with the results available in the literature.
Besides the introduction of the convolvability conditions for Lagrangians, we also recall
the definition of the twisted product of symbols from [31] and extend it to groupoid
actions. We formulate the definition within the framework of the Maslov quantization
and the corresponding quantization of symbols. In the next section we specialize to the
case of the Kohn-Nirenberg quantization of symbol spaces which are contained in the
standard symbol spaces used in the present section.
7.1. Generalized morphisms. Let M be a compact manifold with corners and let
Y →֒ M be a codimension ν embedding of manifolds with corners in the category
EV . Fix a Lie groupoid G ⇒ M such that Y is transversal also with regard to G and
set H := GYY . There is a groupoid correspondence H 99K G which is implemented by
Z = GYM = r
−1(Y ). The corresponding actions are denoted as follows.
H G H
Z Zt
Y M Y
	  	 
p
f
q
pt
qt
Figure 2. The Lie groupoid actions associated to an embedding.
The left and right actions are given respectively by left and right composition. Note
that the left hand side yields a morphism in LGb and the right hand side a morphism
in the opposite category LGopb .
We have induced actions of the corresponding CDW groupoids using Proposition 6.5.
The left hand side is a morphism in SGb and the right hand side a morphism in the
opposite category SGopb .
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T ∗H T ∗G T ∗H
T ∗Z T ∗Zt
A∗(H) A∗(G) A∗(H)
	  	 
p˜
d f
q˜
p˜t
q˜t
Figure 3. The induced CDW-groupoid actions associated to an embedding.
We denote by O = (Ox)x∈M the orbits of the Lie groupoid G ⇒ M and by O
∂ =
{O∂y }y∈Y the orbits ofH⇒ Y . The fibers are defined byO
∂
y := r(s
−1(y)) = s(r−1(y)), y ∈
Y and Ox := r(s
−1(x)) = s(r−1(x)), x ∈M . We obtain a singular foliation FM →M
by the orbits of the groupoid G and a singular foliation FY → Y by the orbits of the
subgroupoid H. We can lift these foliations by use of the range / source map to ob-
tain a foliation FG → G and FH → H, see also [31]. Since H 99K G is a generalized
morphism, we have the identification of the quotient Z/G
∼
−→ Y via the anchor map p.
Fix the quotient map Q : Z → Z/G. The orbits O˜x := p(q
−1(x)) ⊂ Y, x ∈ M induce
a foliation F˜ → Y which can be lifted via the quotient map Q to a foliation FZ → Z
of Z. Given an admissible embedding j ∈ EV we have a natural lifting lift(j) which
yields a generalized morphism H 99K G of the corresponding s-connected integrating
Lie groupoids H of Y and G of M .
Lemma 7.1. Given an admissible embedding j ∈ EV , then lift(j) yields a Morita
equivalence between H and G. Furthermore, by functoriality we obtain the induced
Morita equivalence between T ∗H and T ∗G.
Proof. Since j is admissible the corresponding faces of Y and M are in one-to-one
correspondence. The faces of Y and M in turn correspond bijectively to the orbits
of the groupoid H and G respectively. Therefore the foliations FH(0) and FG(0) are
in one-to-one correspondence with the faces of Y and M respectively. Also the lifted
foliations FG and FH are in bijective correspondence with FZ . Hence the generalized
morphism lift(j) implemented by Z is a Morita equivalence. The combined structure
is displayed in Figure 4 where the last assertion follows since the functor CDW ◦ lift
induces a Morita equivalence between T ∗H and T ∗G. Here CDW associates to a given
Lie groupoid G the corresponding CDW-groupoid T ∗G on the level of objects of the
categories LGb and SGb. The induced map on the level of arrows is described by
Theorem 6.5. In particular, we obtain induced symplectic foliations FT ∗G and FT ∗H
that are in one-to-one correspondence with FT ∗Z . 
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H(0) G(0) H(0)
Z Zt
H G H
T ∗H T ∗G T ∗H
T ∗Z T ∗Zt
A∗(H) A∗(G) A∗(H)
p q
f
qt pt
π π
p˜ q˜
df
p˜t q˜t
Figure 4. Summarizing diagram.
7.2. Convolution of Lagrangians. Fourier integral operators on groupoids are equi-
variant families of operators whose kernels are associated to Lagrangian submanifolds.
Their composability is ensured by geometric assumptions on the involved Lagrangians,
see [31].
In order to obtain an algebra we therefore have to assure the composability of the
involved Lagrangians as in the classical theory outlined in Section 2. We start from
the setup in subsection 7.1, i.e. the bibundle correspondences of the Lie- and CDW-
groupoids. We fix Lagrangian submanifolds Λ1 ⊂ T
∗Z \0 and Λ2 ⊂ T
∗G \0. Note that
in our case the Lagrangians are embedded which avoids the technicality of immersed
(local) Lagrangians. Based on [31] a sufficient condition for convolution of Λ1 and Λ2
is that Λ˜ := Λ1 × Λ2 ⊂ Γmod × Γ is a local Lagrangian submanifold which intersects
Γmod ∗r˜ Γ cleanly. Then Λ := α˜(Λ˜∩Γmod ∗r˜ Γ) is a local Lagrangian submanifold. This
gives rise to the following definition.
Definition 7.2. The Lagrangians Λ1,Λ2 are cleanly convolvable if Λ1 × Λ2 cleanly
intersects Γmod ∗r˜ Γ. The convolution product in that case is defined by
Λ1 ◦ Λ2 = α˜(Λ1 × Λ2 ∩ Γmod ∗r˜ Γ).
The other condition which we impose is the following no-zero condition and called
admissibility in [31].
Definition 7.3. i) Let Λ ⊂ T ∗G \ 0 be a Lagrangian. Then Λ is called admissible if
Λ ∩ ker s˜ = Λ ∩ ker r˜ = ∅.
ii) Let Λ ⊂ T ∗Z \ 0 be a Lagrangian. Then Λ is called admissible if Λ ∩ ker q˜ = ∅.
Example 7.4. We verify these conditions for the Lagrangians from Section 2. Let
M be a compact manifold (without corners) and let j : Y →֒ M be an embedding.
Then, using the identifications from Example 6.4 (a), we note that the natural action
of the CDW groupoid T ∗(M ×M) on T ∗(Y ×M) yields that Λb and Λg are cleanly
convolvable. i.e. Λb×Λg ∩ T
∗(Y ×M) ∗r˜ T
∗(M ×M) is clean. Also Λb ∩ ker q˜ = ∅ and
hence Λb is admissible. Similarly, we check that Λg ⊂ T
∗(M ×M) \ 0 is admissible.
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Lemma 7.5. i) Λ1 is admissible if and only if α
∗
xΛ1 ⊂ (T
∗Zx \ 0) × (T
∗Gx \ 0) is a
Lagrangian submanifold for each x ∈ G(0).
ii) Λ2 is admissible if and only if m
∗
xΛ2 ⊂ (T
∗Gx \ 0) × (T
∗Gx \ 0) is a Lagrangian
submanifold for each x ∈ G(0).
Proof. By definition
α∗xΛ1 = {(z, ξ, γ, η) ∈ T
∗Zx × T
∗Gx : ∃(z˜,ξ˜) zγ = z˜, (dαx)
t
z,γ(ξ˜) = (ξ, η)}.
Where dα : T (Z ∗ G) → TZ and since α : Z ∗ G → Z is a submersion the assertion
follows as in the proof of Proposition 13 of [31]. 
We fix the projections p˜r : T ∗(Z ∗ G) → Z ∗ G and π˜ : Z ∗ G → Y . In the second case
we have the inclusion Y ∋ y 7→ (idy, idy) ∈ H
(2) ⊂ Z ∗ G and hence Y is an immersed
submanifold with regard to the identity inclusion. Similarly, we fix the projections
pr: T ∗G(2) → G(2) and π : G(2) → M . Where the second projection stems from the
identity inclusion M ∋ x 7→ (idx, idx) ∈ G
(2).
Definition 7.6. i) The Lagrangian Λ1 is transverse to π˜ : Z ∗ G → Y if π˜ ◦ p˜r|α∗(Λ1) is
a submersion.
ii) The Lagrangian Λ2 is transverse to π : G
(2) →M if π ◦ pr|m∗(Λ2) is a submersion.
Define cγ : Gx × G
x → Gy × G
y, γ ∈ Gxy by cγ(γ1, γ2) = (γ1γ
−1, γ−1γ2). Let (Λx)x∈G(0)
be a family of Lagrangians in T ∗Gx \ 0. Then this family is equivariant if (cγ)
∗Λy = Λx
we obtain the previous condition. Alternatively, this can be expressed in terms of the
commuting diagram
Gx × G
x
cγ

mx
// G
Gy × Gy
my
;;✇✇✇✇✇✇✇✇✇
Let now (Λx)x∈G(0) be a family of Lagrangians in T
∗Zx \ 0. Then define c˜γ : Zx×G
x →
Zy × G
y by c˜γ(z, η) = (zγ
−1, γ−1η). In analogy we obtain the equivariance condition
for the principal action of G on Z by (c˜γ)
∗Λy = Λx. We can express the equivariance
in terms of the diagram
Zx × G
x
c˜γ

αx
// Z
Zy × G
y
αy
;;✇✇✇✇✇✇✇✇✇
Definition 7.7. (1) Λ1 is a family G-relation if Λ1 is transverse to Z ∗ G → Y .
(2) Λ2 is a family G-relation if Λ2 is transverse to G
(2) →M .
Theorem 7.8. (1) Λ2 is a family G-relation if and only if there is an equivariant family
of Lagrangians (Λx)x∈G(0) such that m
∗
xΛ = Λx, x ∈ G
(0).
(2) Λ1 is a family G-relation if and only if there is an equivariant family of Lagrangians
(Λx)x∈G(0) such that α
∗
xΛ = Λx, x ∈ G
(0).
Proof. We refer to [31, Theorem 14] for the proof of (1). The argument in the case (2)
for groupoid actions goes along the same lines. We therefore omit the details. 
Given a local Lagrangian submanifold Λ ⊂ T ∗Z \ 0 in the setup of subsection 7.1, we
define the transpose by Λt := d f(Λ). In this setting we have the following result, cf. [31,
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Theorem 11] which guarantees the convolvability of Λb and Λc in the setup of Section
2.
Theorem 7.9. The Lagrangian Λ ⊂ T ∗Z \ 0 is convolvable with its transpose Λt.
Proof. Consider Λt ⊂ T ∗Zt \ 0, then p˜t : T ∗Zt → A∗(G) and the diagram
T ∗Zt
p˜t

// d f // // T ∗Z
q˜
{{✈✈
✈✈
✈✈
✈✈
✈
A∗(G)
commutes, i.e. p˜t = q˜ ◦ d f. Since q˜ is a local diffeomorphism, q˜ × p˜t|Λ×Λt : Λ × Λ
t →
A∗(G)×A∗(G) is a local diffeomorphism. It follows that
(Λ ∗ Λt) = (q˜ × p˜t)−1|Λ×Λt(∆A∗(G)) = (q˜ × p˜
t)−1(∆A∗(G)) ∩ (Λ× Λ
t)
is a submanifold of T ∗Z × T ∗Zt. We have that
T (Λ ∗ Λt) = T (T ∗Z ∗ T ∗Zt) ∩ T (Λ× Λt)
and hence the intersection (Λ × Λt) ∩ (T ∗Z ∗ T ∗Zt) is clean. Additionally, Λ × Λt ⊂
T ∗Z × T ∗Zt is also a local Lagrangian submanifold. Altogether it follows that Λ and
Λt are composable. 
Lagrangian distributions. We recall some properties of the class of Lagrangian dis-
tributions associated to a family G-relation. As a particular case of Fourier integral
operators we recover the definition of pseudodifferential operators on Lie groupoids and
G-equivariant pseudodifferential operators defined with regards to a Lie groupoid action.
We note that as usual, Lagrangian distributions are actually defined as distributional
half-densities, that is as distributional sections of the half-density bundle Ω
1
2 over some
manifold. Given a smooth fibration π : X → Y , denote by D′π(X) the space of distribu-
tions transversal to the fibers of π, see p.5 of [29]. If πi : X → Yi for i = 1, 2 are smooth
fibrations, then D′π1,π2(X) denotes the bi-transversal distributions, i.e. transversal to
the fibers of π1 as well as to π2. The Lagrangian distributions I
m(Z,Λ,Ω
1
2
Z) for a given
family G-relation Λ ⊂ T ∗Z \ 0 are subspaces of D′q(Z,Λ,Ω
1
2
Z). In the special case where
Z = G with the canonical action of G on itself, we recover the space Im(G,Λ,Ω
1
2
G ) which
is a subspace of the bi-transversal distributions D′r,s(G,Λ,Ω
1
2
G ). The space of transversal
distributions, endowed with the convolution product induced by the groupoid structure,
is in one-to-one correspondence with the space of G-operators. Also, the bi-transversal
distributions endowed with the convolution product are in one-to-one correspondence
with the adjointable G-operators, cf. [29]. Note that the map f in Fig. 7.1 induces the
canonical isomorphism D′q(Z,Λ;Ω
1
2
Z)
∼= D′pt(Z
t,Λ;Ω
1
2
Zt). Therefore, we focus in what
follows on the case of the action of G on Z, the other cases, i.e. Z = G or Zt, follow
from appropriate identifications.
Definition 7.10. Given a family G-relation Λ ⊂ T ∗Z \ 0 define Imc (Z,Λ,Ω
1
2
Z) as the
class of Lagrangian distributions on Z.
Lagrangian distributions are locally given as (families of) oscillatory integrals. Taking
the amplitude of the oscillatory integral, after a choice of phase function and some
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reductions, provides a local representation of the so-called principal symbol map which
is an isomorphism
Imc (Z,Λ,Ω
1
2
Z)→ S
m+n/4(Λ, IΛ ⊗ Ω
1
2 ⊗ Ω
− 1
2
Z ).
The Maslov bundle IΛ therein reflects the (non-equivalent) choices of phase function.
The inverse of this map, associating an operator to a (symbol) section of the Maslov
bundle is called Maslov quantization.
Theorem 7.11. Let Λ1 ⊂ T
∗Z \ 0 and Λ2 ⊂ T
∗G \ 0 be family G-relations that are
convolvable with excess e. Then we have the following rules of composition: Let A1 ∈
Im1c (Z,Λ1,Ω
1
2
Z), A2 ∈ I
m2
c (G,Λ2,Ω
1
2
G ) then
A1 ◦A2 ∈ I
m1+m2+
e
2
c (Z,Λ1 ◦ Λ2,Ω
1
2
Z).
On principal symbol level, this composition induces a symbol product which is covered
in the next section.
We recall the definition of pseudodifferential operators defined over the category of
principal G-spaces. Most of the material in this section is from [43] for the calculus of
pseudodifferential operators on Lie groupoids as well as from [44] for pseudodifferential
operators defined on fibered spaces with a groupoid action. In the pseudodifferential
setting, the symbol map is far simpler since the Maslov bundle of a conormal bundle
(in particular the diagonal) is canonically trivializable.
• Let Ω ⊂ G be an open subset, W ⊂ Rn be open, set Vs := s(Ω) and fix a
diffeomorphism ψs : Vs ×Ws → Ω. Then ψs is called s-fiber preserving if the
diagram
Ω
s

W × s(Ω)
ψs
oo
π2
yytt
tt
tt
tt
t
s(Ω)
commutes. In other words for each (w, x) ∈Ws×Vs we have s(ψs(w, x)) = x.
Fix the notation Ω ∼ W × s(Ω) ∼ W × V if there is such an s-fiber preserv-
ing diffeomorphism. Denote by ψ∗s : C
∞
c (W × V ) → C
∞
c (Ω) the pullback over
compactly supported smooth functions. Then P is called a smooth family or
C∞-family if for each fiber preserving diffeomorphism ψs as above the operator
(ψ−1s )
∗◦P ◦(ψs)
∗ : C∞c (W×V )→ C
∞
c (W×V ) is a family of properly supported
pseudodifferential operators, locally parametrized over s(Ω).
• Let Rγ : C
∞
c (Gs(γ))→ C
∞
c (Gr(γ)) denote the right-transform defined by (Rγf)(η) =
f(ηγ). If P = (Px)x∈G(0) is a family of continuous linear operators Px : C
∞
c (Gx)→
C∞c (Gx), then P is called right-invariant if RγPs(γ) = Pr(γ)Rγ holds for each
γ ∈ G. We call a right invariant operator P a G-operator.
• Support condition: Let µ : G ∗s G → G, (γ, η) 7→ γη
−1. Where we set G ∗s G :=
{(γ, η) ∈ G × G : s(γ) = s(η)}. Denote by supp(P ) =
⋃
x∈G(0) supp(kx) the
support of P , where kx denotes the Schwartz integral kernel of the operator
Px in the family P = (Px)x∈G(0) . Then suppµ(P ) := µ(supp(P )) will be called
reduced support. If suppµ(P ) ⊂ G is a compact subset (with regard to the locally
compact topology of G), then we call P uniformly supported.
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Definition 7.12. Let G ⇒ G(0) be a Lie groupoid. We define by Ψmu (G) the class of
smooth families P = (Px)x∈G(0) of pseudodifferential operators of order m ∈ R on the
s-fibers (Gx)x∈G(0) of G which are right invariant and uniformly supported.
Remark 7.13. i) By 3.3 in a Lie groupoid G ⇒ G(0) the source and range map
are tame submersions. Hence the fibers Gx are smooth manifolds without corners.
The uniform support property implies that the operator is properly supported when
considered as an operator acting on C∞c (G). We obtain by the right invariance property
of the family P = (Px)x∈G(0) a reduced kernel kP which is a compactly supported
distribution on G conormal to G(0). If P is a G-operator note that by right invariance
kr(γ)(γ1, γ2) = ks(γ)(γ1γ
−1, γ2γ
−1) for γ1, γ2 ∈ Gr(γ), γ ∈ G. It follows that ks(γ)(γ, η) =
kr(γ)(idr(γ), ηγ
−1) =: kP (ηγ
−1). In particular the reduced kernel kP (ηγ
−1) = ks(γ)(η, γ)
depends only on ηγ−1 ∈ G for each (η, γ−1) ∈ G(2) as can be shown by the right-
invariance of a given Haar system, cf. [43]. Thus the G-operator P : C∞c (G) → C
∞
c (G)
is defined as
Pu(γ) =
∫
Gs(γ)
kP (γη
−1)u(η) dµs(γ)(η)
for u ∈ C∞c (G) and (µx)x∈G(0) is a smooth right invariant system of Haar measures
which is uniquely determined up to Morita equivalence.
In the same vein we consider the right G-space Z and the left G-space Zt. For technical
reasons we need to consider also families of pseudodifferential operators defined on the
fibers of these spaces.
• We denote by Ψm(Z) families of operators S = (Sx)x∈G(0) with the following
properties. For each x ∈ G(0) we have Sx : C
∞
c (Zx) → C
∞
c (Zx) are continuous
linear operators contained in Ψmprop(Zx).
• Additionally, for each Ω ⊂ Z open such that there is a diffeomorphism pre-
serving the q-fibers Ω ∼ q(Ω) ×W . There is a function a : q(Ω) → Sm(T ∗W )
into the Ho¨rmander symbols class which is smooth and Sx|Ω∩Zx = ax(y,Dy) on
Ω ∩ Zx ∼=W .
• By abuse of notation we denote by Rγ : C
∞
c (Zs(γ)) → C
∞
c (Zr(γ)) the right-
transform acting on the fibers of Z, i.e. (Rγf)(z) = f(zγ), z ∈ Z. Then S ∈
Ψm(Z) is called right-invariant (with regard to the G-action) if Rγ−1Sr(γ)Rγ =
Ss(γ) holds for each γ ∈ G.
Definition 7.14. Let Z  G denote a principal right G-action, then we denote by
Ψ(Z)G the subclass of Ψ∗(Z) consisting of families which are right-invariant. The
corresponding notion
G
Ψ(Zt) for a principal left G-action G
	
Zt is defined in complete
analogy.
As shown in [31], the G-invariant pseudodifferential operators are a special case of
Fourier integral operators for the Lagrangian Λ = A∗(G). It is not hard to see that the
same is true for actions: IL(Z, (T qZ)∗) ∼= Ψm(Z)G , where L = m+ 14 (dimZ−2 dim(M)).
If m = 0 the operator A ∈ ILc (Z,Λ;Ω
1
2
Z) extends to an unbounded operator on the C
∗-
module C∗r (Z) := C
∞
c (Z). The appropriate version of the Egorov theorem for groupoid
actions reveals the module structure of the space of Lagrangian distributions in relation
to the pseudodifferential operators.
Theorem 7.15 (Egorov’s theorem for actions). Let Λ1 ⊂ T
∗Z \ 0, Λ2 ⊂ T
∗G \ 0 be
convolvable, closed (right-) G-relations such that Λ1◦Λ2 ⊂ (T qZ)∗ and Λ2◦Λt1 ⊂ (T
qZt)∗
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(where Λt1 = f
∗Λ1), then
Ic(G,Λ2,Ω
1
2
G ) ∗Ψ(Z,Ω
1
2
Z) ∗ I(G,Λ2,Ω
1
2
G ) ⊂ Ψ(Z,Ω
1
2
Z).
Note that a Haar system is unique only up to Morita equivalence of Lie groupoids. Haar
systems are constructed via half densities, cf. [28]. We implicitly fix a Haar system
here and in the next section.
7.3. Twisted product. We now recall the definition of the twisted product for stan-
dard symbol spaces from [31]. First we fix some notation. This twisted product is
defined in such a way such that the symbol of a convolution of two distributions is the
twisted product of their symbols.
For a given vector bundle p : E → G or p : E → Z we set Ê := (p|Λ)
∗(E|Λ). Set
ΣG := Ω
− 1
2
G ⊗ Ω
1
2 and ΣZ := Ω
− 1
2
Z ⊗ Ω
1
2 . We denote by IΛ the corresponding Maslov
bundle.
Proposition 7.16. The pairing
∗ : Sm1+
n
4 (Λ1, Σ̂
1
2
Z ⊗ IΛ1)× S
m2+
n
4 (Λ2, Σ̂
1
2
G ⊗ IΛ2)→ S
m1+m2+
e
2
+n
2 (Λ, Σ̂
1
2
Z ⊗ IΛ)
where Λ = Λ1 ◦ Λ2 for (z, ξ) ∈ Λ
a1 ∗ a2(x, ξ) :=
∫
α˜−1(z,ξ)∩Λ1×Λ2
a1 ⊠ a2
yields well-defined symbol referred to as the twisted product.
Proof. That this pairing is a well-defined symbol follows by the relation to the groupoid
structure of T ∗G; the corresponding identifications of Maslov bundles and densities:
Start with the natural map
IΛ1 ⊠ IΛ2 → α˜
∗IΛ ⊗ Ω
− 1
2 (ker dα)⊗ Ω(ker dα ∩ T (Λ1 × Λ2)) (9)
We have the identifications (cf. [31])
(Σ̂
1
2
Z ⊗ IΛ1)⊠ (Σ̂
1
2
G ⊗ IΛ2)
∼= Ω(ker dα˜)⊗ (IΛ1 ⊠ IΛ2)
∼= α˜∗(Σ̂Z)⊗ (IΛ1 ⊠ IΛ2), (10)
Ω(ker dα˜)
1
2 ∼= α˜∗(Σ̂
1
2
Z). (11)
Via (9), (10) and (11) we obtain that there is a natural homomorphism of vector bundles
over (Λ1 × Λ2) ∩ Γmod ∗ Γ:
(Σ̂
1
2
Z ⊗ IΛ1)⊠ (Σ̂
1
2
G ⊗ IΛ2)→ α˜
∗(IΛ ⊗ Σ̂
1
2
Z)⊗ Ω(ker dα˜ ∩ T (Λ1 × Λ2)). (12)
Therefore by (12) the twisted product is well-defined on the (standard) symbol spaces.

8. Relative quantization and compositions
We finally have assembled the machinery needed to define the microlocalization of the
embedding Y →֒M . As in Section 2 we realize our operators as matrices whose entries
are Fourier integral operators associated to certain Lagrangians, obtained from Kohn-
Nirenberg quantization of adapted symbol classes. We first define these symbol classes
and the Lagrangians. We then perform the quantization. Lastly, we check that we have
obtained a non-commutative completion.
QUANTIZATION ON MANIFOLDS WITH AN EMBEDDED SUBMANIFOLD 33
Langrangian submanifolds. For Y →֒M we consider the embeddings of Section 7.1
which are inclusions of submanifolds (with corners) ̺ : H →֒ Z and σ : Z →֒ G. Then
we fix the following normal bundles associated to these inclusions.
• The normal bundle N → Y to the inclusion Y →֒M .
• The normal bundle NZY with regard to the inclusion ̺ ◦ u∂ : Y →֒ Z where
u∂ : Y →֒ H denotes the unit inclusion in the groupoid H.
• The normal bundle N GY with regard to the inclusion σ ◦ ̺ ◦ u∂ : Y →֒ G.
We consider the following Lagrangians
ΛΨ := A
∗(G) ⊂ T ∗G \ 0,
Λ∂ := A
∗(H) ⊂ T ∗H \ 0,
Λg := (N
G∆Y )
∗ ⊂ T ∗G \ 0,
Λb := (N
Z∆Y )
∗ ⊂ T ∗Z \ 0,
Λc := (N
Zt∆Y )
∗ ⊂ T ∗Zt \ 0.
Lemma 8.1. The Lagrangians Λb,Λc = Λ
t
b and Λg are local admissible family G-
relations.
Proof. Note that locality and admissibility are immediate by the definition of the La-
grangians as conormal bundles. Consider the case Λb = (N
Z∆Y )
∗, then Λb is transverse
to the diagonal ∆Y ∼= Y and hence π˜ ◦ p˜r|α∗(Λb), as defined in the previous section, is a
submersion. Therefore Λb is a family G-relation by definition. The case Λc follows since
Λc = Λ
t
b. Next consider Λg = (N
G∆Y )
∗ which is transverse to the diagonal ∆Y ∼= Y
and hence π ◦ pr|m∗(Λg), as defined in the previous section, is a submersion. Therefore
Λg is a family G-relation. 
We equip these Lagrangians with symbol spaces which are a not the usual Ho¨rmander
classes, but behave slightly differently with respect to the natural groups of variables in
these Lagrangians, see Section 2. In order to define these non-standard symbol spaces
we first describe certain vector fields.
Note that we have the non-canonical decompositions, cf. Proposition 3.9
NZ∆Y ∼= A∂ ⊕N , (13)
NZ
t
∆Y ∼= A|Y ⊕N ∼= A∂ ⊕N ⊕N , . (14)
We call W = Γ(A(H)) the tangent vector fields, Γ(N )(1) transversal of the first kind
and Γ(N )(2) transversal of the second kind.
Fix n := dim(M), n − ν = dim(Y ) and let π1 : A
∗(H) × A∗ → A∗(H) be the first
projection.
Consider on (NZ∆Y )
∗ vector fields V such that π1∗(V ) = 0 which are called normal to
A∗(H) as well as vector fields V such that π1∗(V ) is well-defined vector field on A
∗(H)
which are called lifted from A∗(H).
Definition 8.2. Define the symbols space Sl,k(Λb) for k, l ∈ R, a ∈ C
∞(Λb) such that
if {V1, · · · , Vj} are vector fields on Λb, each Vi homogenous of degree 0 or 1 with
|V1 · · ·Vja(α)| ≤ C(1 + |α|)
l−j1(1 + |π1(α)|)
k−j2 .
Here j1 is the number of first degree homogenous vector fields which are normal to
A∗(H) and j2 denotes the number of first degree homogenous vector fields which are
lifted from A∗(H).
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Definition 8.3. Define Sm,k,l(Λg) for m,k, l ∈ R such that
|V1 · · ·Vja(α)| ≤ C(1 + |π1(α)|)
m−j1(1 + |pr(α)|)k−j2(1 + |π2(α)|)
l−j3 .
Here j1 denotes the number of first degree homogenous vector fields which are transver-
sals of the first kind, j2 denotes the number of first degree homogenous vector fields
which are tangent and j3 denotes the number of first degree homogenous vector fields
which are transversals of the second kind.
The classical symbols in these classes, namely those that admit polyhomogeneous ex-
pansions, have an invariant description which uses a radial compactification of the La-
grangian manifolds. We use here the notation for the corresponding boundary defining
functions and blow-down map β as specified in the appendix A.
Theorem 8.4. i) The classical symbols space of boundary operators identifies via the
radial blowup as
Sk,lcl (Λb)
∼= β∗
(
ρl−kρ−lffC
∞(Λˆb)
)
.
ii) The classical symbols space of Green operators identifies
Sm,k,lcl (Λg)
∼= β∗
(
ρl−kτ ρ
l−m
τ ′ ρ
−l
ffC
∞(Λˆg)
)
.
Remark 8.5. Since the embedding Y →֒ M is assumed to be admissible, by the
tubular neighborhood theorem [5] we have M ∼= Y ×Rν where ν is the codimension of
the embedding. Hence G locally takes the form G = GYY ×R
ν×Rν Similarly, Z ∼= GYY ×R
ν
and Zt ∼= Rν × GYY . Under this assumption we can locally identify the calculus Ψ(Z)
G
with Ψ(GYY ).
We define the algebra ΨNC(G,H) which depends on the generalized morphismH 99K G.
Definition 8.6. Let H 99K G be the generalized morphism of Lie groupoids which is
implemented by the groupoid actions on the fiberwise smooth spaces Z ∼= Zt, cf. Fig.
7.1. Fix the orders (mg, kg, kc, kb) ∈ R
4 and the codimension ν := codim(Y ). We set
lg = −mg − kg − k, lb = −kb −
ν
2 , mc = −kc −
ν
2 and we let kg > 0, kc > 0, kb >
0, mg < −
ν
2 , mg + kg > −
ν
2 .
Denote by A(mg, kg, kc, kb) the set of matrices of the form(
U C
B S
)
, U ∈ U
mg ,kg,lg
cl (G), C ∈ C
mc,kc
cl (Z
t), B ∈ Bkb,lbcl (Z), S ∈ Ψcl(H).
whose entries belong to the operator classes
(singular Green) U
mg ,kg,lg
cl (G) := I
mg ,kg,lg
cl (G,Λg)
(boundary) Bkb,lbcl (Z) := I
kb,lb
cl (Z,Λb)
(co-boundary) Cmc,kccl (Z
t) := Imc,kccl (Z
t,Λc)
(pseudodifferential) Ψ(Z)G := I0cl(Z, Λ˜∂)
here Icl denote the spaces obtained from application of Kohn-Nirenberg quantization
to the corresponding symbol classes. We finally define the algebra of Green operators
as
ΨNC(G,H) :=
∑
A(mg, kg, kc, kb)
where the sum is a non-direct sum over all tuples (mg, kg, kc, kb
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Theorem 8.7. Given the generalized morphism H 99K G then ΨNC(G,H) is an asso-
ciative ∗-algebra.
Proof. The proof of this theorem is based on the convolution of the corresponding
Lagrangians and the twisted product of the symbols. However, we cannot directly use
Theorem 7.11 because of the non-standard symbol classes employed. We first check the
conditions for convolvability, in particular Definition 7.2 as well as Theorem 7.9.
We refer to table 1 in section 2 for the compositions of the local Lagrangian submanifolds
as well as table 2 for the twisted products of the symbols.
In order to study the composition more clearly, we express the distributional kernels
of our operators using the Kohn-Nirenberg phase functions. These are obtained by
use of the appropriate normal fibrations and uniquely determined by that choice. Let
Φ: G → N G∆Y be the singular Green normal fibration associated to the embedding
∆Y →֒ G. Then U ∈ U(G) using Remark 8.5, ii) can be written in the form
(Uf)(γ′, γn) =
∫
Gs(γ)
∫
(NG∆Y )∗r∂ (γ′)
ei〈Φ(γη
−1),ξ〉u(r∂(γ
′), ξ)f(η) dξ dµs(γ)(η)
where f ∈ C∞c (G), γ = (γ
′, γn) ∈ G = H× R
ν ×Rν and with phase function ϕ(γ, θ) =
〈Φ(γ), θ〉. Let Ψ: Z → NZ∆Y be the normal fibration of the embedding ∆Y →֒ Z.
Then B ∈ B(Z) is given by
(Bf)(z) =
∫
Gq(z)
∫
(NZ∆Y )∗p(z)
ei〈Ψ(zγ
−1),ξ〉b(q(z), ξ)f(γ) dξ dµq(z)(γ)
with phase function ψ(z, θ) = 〈Ψ(z), θ〉. Analogously, C ∈ C(Zt) is given by
(Cf)(γ′, γn) =
∫
Zs(γ)
∫
(NZt∆Y )∗r∂ (γ′)
ei〈Ψ
t(γ−1z),ξ〉c(r∂(γ
′), ξ)f(z) dξ dλts(γ)(z)
where f ∈ C∞c (Z), γ = (γ
′, γn) ∈ G. We denote by Ψ
t : Zt → NZ
t
∆Y the correspond-
ing normal fibration with phase function given by ψt(z, θ) = 〈Ψt(z), θ〉. We have that
U(G) is a Ψ0(G)-module, since ΛΨ ◦Λg = Λg, Λg ◦ΛΨ = Λg and by the properties of the
twisted products. By explicit calculation on principal symbol level using the operator
representations above it is straight-forward to verify that the twisted symbol product
formula is also valid for the non-standard symbol classes.
Each element of U(G) can be put into the form C · B for a B ∈ B(G,H) and a
C ∈ C(G,H). In order to see this, note that with Λg = Λc ◦ Λb we have
Sm1,k1+k2,l2cl (Λg) = S
m1,k1
cl (Λc) ∗ S
k2,l2
cl (Λb).
Then by the explicit form of the phase functions and the quantization the same holds
on the level of operators. Hence
Um1,k1+k2,l2cl (G)
∼= C
m1,k1
cl (Z
t) ◦ Bk2,l2cl (Z).
The topology on Um1,k1+k2,l2cl (G) is defined by the Fre´chet topologies induced by the
semi-norm systems defined by the invariant estimates and the topology induced by the
homogenous components in the classical expansions of these operators. This shows
that a composition of coboundary and boundary operators results in a singular Green
operator. The other asssertion follows by observing that the assignment (a, b) 7→ a ∗ b
is a surjective map Sm1,k1cl (Λc) × S
k2,l2
cl (Λb) → S
m1,k1+k2,l2
cl (Λg). Again the same holds
on the level of operators by the explicit quantization. Let B ∈ B(Z) and C ∈ C(Zt),
then B · C is a pseudodifferential operator on the boundary, i.e. B · C ∈ Ψ(Z)G which
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follows by direct verification using the explicit form of these operators and their phase
functions. We also have Λb ◦ Λc = Λ∂ and the twisted products on the symbol spaces.
The previous discussion yields in particular that U(G) is closed under composition. For
each B ∈ B(Z) there is a C ∈ C(Zt) such that B = C∗ (formal adjoint) and vice versa.
In order to check that Λb = Λ
∗
c write the kernel of the operator B in the form
B(z) =
∫
e−iΨ(z,θ)b(z, θ) dθ. (15)
The formal adjoint is written C = B∗
C(z) =
∫
eiΨ
t(z,θ)c(z, θ) dθ. (16)
We note that c(z, θ) = b(f(z), d f f(z) θ) is the corresponding symbol. Additionally,
Ψt(z, θ) = −Ψ(f(z), d f f(z) θ) defines a non-degenerate phase function. The correspond-
ing Lagrangian is given by
ΛΨt = {(z, ξ) ∈ T
∗Z : (f(z),−(dt fz)(ξ)) ∈ ΛΨ}.
Note that (U(G), ∗) is an associative ∗-algebra. This follows since U∗ = (CB)∗ = B∗C∗.
The combination of these facts yields the closedness under composition. 
Note that it is not hard to show more: The collection of operators of the type
(
P + U C
B S
)
,
where U,C,B, S are Green operators as defined in the previous Theorem and P ∈ Ψ0(G)
is a pseudodifferential operator on G, also forms an algebra. To see this, observe that by
the rules of composition U(G), the class of singular Green operators, is a Ψ0(G)-module
and thus {P + U : P ∈ Ψ0(G), U ∈ U(G)} forms an algebra.
Lemma 8.8. 1) A singular Green operator U ∈ U(G) is a bounded linear operator
U : L2(G)→ L2(G).
2) A boundary operator B ∈ B(G,H) is a bounded linear operator B : L2(G)→ L2(Z).
3) A coboundary operator C ∈ C(G,H) is a bounded linear operator C : L2(Z)→ L2(G).
Proof. Since every element of U is a product of a boundary and coboundary operator,
by the proof of Theorem 8.7, we see that 2) and 3) imply 1).
Assertion 2) follows by an application of the proof of Theorem 8.7 as follows. Set
S = B · B∗ which is a pseudodifferential operator on the boundary and hence extends
to a bounded linear operator S : L2(Z)→ L2(Z). Let f ∈ L2(Z) then
〈B∗f,B∗f〉L2(G) = 〈f,BB
∗f〉L2(Z) ≤ C‖f‖
2.
Hence B∗ : L2(Z) → L2(G) is bounded. Since every coboundary operator can be put
in the form C = B∗ for a boundary operator B, by the proof of the Theorem, the
continuity of coboundary operators follows. The same argument proves the assertion
for boundary operators. 
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Table 2. Symbols
∗ Sm2∂ S
m2
Ψ S
k2,l2
b S
m2,k2
c S
m2,k2,l2
g
Sm1∂ S
m1+m2
∂ − S
m1+k2,l2
b S
m1+m2,k2
c −
Sm1Ψ − S
m1+m2
Ψ − S
m1+m2,k2
c S
m1+m2,k2,l2
g
Sk1,l1b S
k1+m2,l1
b S
k1,l1+m2
b − S
k1+l1+k2+m2+k
∂ S
k1+l1+k2+m2+k,l2
b
Sm1,k1c S
m1,k1+m2
c − S
m1,k1+k2,l2
g − −
Sm1,k1,l1g − S
m1,k1,l1+m2
g − S
m1,k1+l1+k2+m2+k
c S
m2,k1+l1+k2+m2+k,l2
g
9. Functoriality properties
Quantization scheme. The final task is to show that our construction furnishes a
quantized non-commutative completion of Y →֒M as defined in Section 4.6. We have
defined the following functors which preserve Morita equivalence, cf. Theorem 4.14 and
Theorem 6.5.
LAb LGb
SGb C
∗
b ,
Γ
A∗
C∗
CDW
given on the level of objects by the assignments
LGb ∋ G 7→ A
∗(G) ∈ LAb, (17)
LGb ∋ G 7→ C
∗(G) ∈ C∗b , (18)
LAb ∋ P 7→ Γ(P ) ∈ SGb, (19)
LGb ∋ G 7→ T
∗G ∈ SGb. (20)
Using the notation of section 4 our scheme for the construction of the operators for
relative elliptic problems can be summarized in the following diagram, Figure 5
Figure 5. Order 0 case
LAb EV LGb
C∗b SGb
KN
Γ
l˜ift
nc
lift
A∗
CDW
FIO
Where the designation KN stands for Kohn-Nirenberg quantization, by which we mean
the process of obtaining an operator from a symbol contained in the symbol spaces de-
fined below. The right arrow denoted lift is the lifting of an embedding to a generalized
morphism of appropriate Lie groupoids and the left arrow l˜ift is the corresponding
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classical lift, i.e. the lifting of the embedding to a generalized morphism of dual Lie al-
gebroids. We have commutativity in the upper part of the diagram, i.e.: A∗ ◦ lift = l˜ift.
The square on the right hand side refers to the construction of operators from the gen-
eralized morphism of Lie groupoids from which we obtain a generalized morphism of
symplectic (CDW ) groupoids. The designation FIO stands for the definition of Fourier
integral operators as recalled in Section 7. Finally, nc stands for the process of obtain-
ing a non-commutative completion of C∗-algebras from an embedding of manifolds with
corners.
For the pseudodifferential calculus on a Lie groupoid G we have Ψ−∞(G) ∼= C∞c (G)
and the L(L2)-completion of the latter convolution algebra yields: C∞c (G)
∼= C∗(G).
Hence for the case of residual operators (or smoothing operators) the functorial diagram
simplifies to Figure 6:
Figure 6. Smoothing operators
LAb EV LGb
C∗b
DQ=KN
l˜ift
nc
lift
A∗
C∗
The diagram commutes: nc = C∗ ◦ lift and A∗ ◦ lift = l˜ift. We recover the Kohn-
Nirenberg or right quantization DQ = KN , where DQ stands for deformation quanti-
zation as described in [28].
Representation. A representation of our calculus in order 0 is a ∗-homomorphism
̺Φ : Φ(G,H) → End
C∞(M)⊕
C∞(Y )
. The ∗-representation is defined in analogy to the
∗-representation for the calculus of pseudodifferential operators on Lie manifolds as
constructed in [6]. It is defined as the restriction of the homomorphism ̺ defined (7).
Recall that it is characterized by the defining property(
̺Φ(A) ◦
(
r
r∂
))(
f
g
)
= A
(
f ◦ r
g ◦ r∂
)
, f ∈ C∞(M), g ∈ C∞(Y ), A ∈ Ψ(G,H)
where r : G → M, r∂ : H → Y denote the corresponding range maps (local diffeomor-
phisms). Set ΦNC(j) := ΨNC(lift(j)), where lift denotes the natural transformation
associating to j the generalized morphism of Lie groupoids H 99K G. By the Sobolev
continuity of the operator calculus we can define the L2-completion ΦNC(j) →֒ Φ(j) ⊂
L
L2(G)⊕
L2(H)
. We show next that we obtain a non-commutative completion functor Φ
from EV into the category of ∗-algebras.
Theorem 9.1. The functor Φ furnishes a quantized non-commutative completion.
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Proof. We have to study the functor Φ: EV → C
∗
b . The interesting point is the map on
morphisms. Hence we have to show that for any given admissible embedding Y →֒M
the algebra Φ(j) implements a generalized morphism of C∗-algebras. Fix an admissible
embedding Y →֒M , i.e. a morphism in EV .
Consider the L2-completed order-0 algebra Φ(j) which can be written in terms of
the matrix
(
U C
B Ψ∂
)
. Here U denotes the L2-completion of the algebra of singular
Green operators and Ψ∂ denotes the L
2-completion of the algebra of pseudodifferential
operators on Y (the Lie calculus).
By the rules of composition for Φ(j) we have U · C ⊂ C and Ψ∂ · B ⊂ B. We can check
that C is a right-Hilbert U -module and B is a right Hilbert Ψ∂-module. Additionally,
we need to show that there is a ∗-homomorphism ϕ : U → LΨ∂(B) taking values in
the adjointable operators. There is a scalar product Ψ∂ 〈·, ·〉 : B × B → Ψ∂ such that
Ψ∂ 〈ϕ,ψ〉 =Ψ∂ 〈ψ,ϕ〉 and Ψ∂ 〈ϕ,ϕ〉 ≥ 0. Additionally ‖ϕ‖
2 = ‖Ψ∂ 〈ϕ,ϕ〉‖ defines a norm
with regard to which B is complete. In our case we define Ψ∂ 〈B1, B2〉 = B1 ◦ B
∗
2 ∈
Ψ∂ . Also ϕ : U → LΨ∂ (B) is given by ϕ(G) : B → B where G is a singular Green
operator. The latter is defined as ϕ(G)(B) = (G · B∗)∗ = B · G∗. Then check that
Ψ∂ 〈B1, ϕ(G)B2〉 =Ψ∂ 〈ϕ(G)
∗B1, B2〉 which holds since by definition
Ψ∂ 〈B1, ϕ(G)B2〉 = B1(ϕ(G)B2)
∗ = B1(B2G
∗)∗
= B1GB
∗
2 = (ϕ(G)
∗B1)B
∗
2
=Ψ∂ 〈ϕ(G)
∗B1, B2〉.
Secondly, ϕ is a homomorphism because ϕ(G1G2)B = BG
∗
2G
∗
1 = ϕ(G1)ϕ(G2)B. Also
we have that
Ψ∂ 〈ϕ(G)B1, B2〉 =Ψ∂ 〈B1, ϕ(G
∗)B2〉.
Note that the left hand side equals (B1G
∗)B∗2 while the right hand side equals B1(B2G)
∗ =
B1G
∗B∗2 . Hence ϕ is a well-defined ∗-homomorphism. This yields the desired general-
ized morphism in C∗ and we have shown that Φ is a noncommutative completion. The
condition i) follows by Lemma 8.8. Condition ii) follows via the generalized morphism
T ∗H 99K T ∗G obtained by functoriality and the corresponding construction of the oper-
ator classes. In order to check condition iii) we fix the embedding functor b̂ : C
∗ →֒ C∗b
from Proposition 4.12. Let j ∈ Mor(EV) be the admissible embedding j : Y →֒ M and
denote by W := {V|Y : V ∈ V, V|Y tangent to Y } the induced Lie structure of Y . Also
fix the ∗-homomorphisms ̺ : U(G) → UV(M,Y ) and ̺∂ : Ψ(H) → ΨW(Y ). We then
define the natural representation ̺Φ : Φ → ΦV and check that it is surjective natural
transformation. The following diagram of generalized morphisms in C∗ commutes
Ψ(H)
̺Φ|H

✤
✤
✤
Φ(j)
//❴❴❴❴❴ U(G)
̺Φ|G

✤
✤
✤
Ψ∗W(Y )
ΦV(j)
//❴❴❴ UV(M,Y ).
Where we define ̺Φ|G := b̂ ◦ ̺ and ̺Φ|H := b̂ ◦ ̺∂ . In particular the surjective
∗-homomorphism ̺∂ : Ψ(H) → ΨW(Y ) yields a Ψ
∗
W(Y ) − Ψ(H) bimodule. Also the
surjective ∗-homomorphism ̺ : U(G) → UV(M) yields a UV(M) − U(G) bimodule. By
definition ΦV(j) is a UV −ΨW bimodule and Φ(j) is a U − Φ(H) bimodule. Then
ΦV(j) ◦ ̺Φ|H = ΦV(j)⊗ˆΨŴ̺∂ ,
̺Φ|G ◦ Φ(j) = ̺̂⊗ˆU(G)Φ(j).
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Here ⊗ˆ denotes the Rieffel tensor product, cf. section 4.3 and [26]. The surjectivity of
̺Φ follows from the surjectivity of the strict morphisms ̺∂ , ̺. 
Corollary 9.2. Let Φ: EV → C
∗
b be a quantized non-commutative completion. Then
for each embedding j ∈ Mor(EV) the generalized morphism Φ(j) : U 99K Ψ∂ induces a
hereditary ∗-homomorphism Ψ∂ → U .
This follows by [3, Lem. 3]. We provide details for completeness.
Proof. Let j ∈ Mor(EV) be given. Then write Φ(j) in terms of the matrix of C
∗-algebras(
U C
B Ψ∂
)
. Let (j∗, j
∗) be a generating pair. Then if 0 ≤ U ≤ j∗Sj
∗ for S ∈ Ψ∂ we
have U = j∗j
∗Uj∗j
∗ = j∗(j
∗Uj∗)j
∗. Since Φ(j) is a bimodule correspondence it follows
that the term inside the brackets is contained in Ψ∂ . Hence U has the form j∗S˜j
∗ for
some S˜ ∈ Ψ∂ . This completes the proof that the ∗-homomorphism ΨW → U given by
S 7→ j∗Sj
∗ is a hereditary ∗-homomorphism. 
Universality. In order to address the universality property of non-commutative com-
pletions we now restrict attention to the subcategory EH ⊂ EV of those embeddings
j : Y →֒ M which have the additional property that there are corresponding Lie
groupoids, integrating the Lie structures of Y and M respectively, which are Haus-
dorff. Denote by LGHb the category consisting of Hausdorff Lie groupoids as objects
and generalized morphisms as arrows. Denote by LAHb the category consisting of Lie
algebroids associated to Hausdorff Lie groupoids and generalized morphisms as arrows.
Definition 9.3. A covariant functor Φ: EH → C∗b is calledH-quantized non-commutative
completion if it is the minimal covariant functor such that the conditions i) and iii)
of Definition 4.19 hold and H−ii) if in addition there are natural transformations
liftqu : E
H → LGHb and liftcl : E
H → LAHb such that the functorial diagram
E
H LAHb
LGHb
liftqu
liftcl
A∗
commutes and preserves Morita equivalences.
Remark 9.4. By minimality in the above definition we mean that given H-quantized
non-commutative completion Φ: EH → C∗b , if Φ˜ : E
H → C∗b is another covariant functor
such that properties i), H-ii) and iii) hold, then there is an essentially surjective natural
transformation F : Φ˜→ Φ.
Theorem 9.5 (Universality). Let Φ: EH → C∗b , Φ˜ : E
H → C∗b be H-quantized non-
commutative completions. Then there is a natural isomorphism θ : Φ→ Φ˜.
Proof. Given an H-quantized non-commutative completion Φ, let us compare Φ with
ΦNC := ΨNC ◦ lift. By property iii) and Theorem 9.1 there are surjective natural
transformations ̺ΦNC : ΦNC → ΦV and ̺Φ : Φ → ΦV , both compatible with the ∗-
homomorphisms ̺ and ̺∂ . We define next a natural transformation θ fitting into the
commuting diagram
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Φ ΦNC
ΦV
̺Φ
θ
̺ΦNC
Let j ∈ EH and using property H−ii) consider the commuting diagram in C∗b with the
associated C∗-algebras
C(H) C(G)
Ψ(H) U(G).
θ|H
Φ(j)
θ|G
ΦNC(j)
In particular we can assume that both H and G are Hausdorff Lie groupoids. By
[41] the ∗-homomorphism ̺∂ : Ψ(H)
∼
−→ ΨW(Y ) is an isomorphism. The same proof
can be applied to the representation homomorphism ̺ restricted to U(G). Again, by
the Hausdorff property this homomorphism is bijective. In particular we obtain a ∗-
isomorphism ̺ : U(G)
∼
−→ UV(M,Y ). Note that here condition i) of a non-commutative
completion enters in the proof. Using again Theorem 9.1 we obtain the commuting
diagram in C∗b
C(H) C(G)
ΨW(Y ) UV(M,Y )
Ψ(H) U(G)
θ|H
̺Φ|H
Φ(j)
̺Φ|G
θ|G
ΦV(j)
ΦNCH
ΦNC(j)
̺ΦNC|G
The ∗-isomorphisms ̺, ̺∂ furnish by Proposition 4.12 the bimodule isomorphisms
̺ΦNC|H = b̂ ◦ ̺∂ and ̺ΦNC|G = b̂ ◦ ̺ (apply the Proposition to the homomorphism
and its inverse separately to obtain the bimodule correspondence and the inverse bi-
module correspondence). Hence θ|H and θ|G are defined via the previous diagram by
inverting these isomorphisms and composition with ̺Φ|G and ̺Φ|H . Therefore θ is a
well-defined, essentially surjective natural transformation. This shows in particular
that ΦNC is an H-quantized non-commutative completion. By the minimality of Φ we
can now fix an essentially surjective natural transformation F : ΦNC → Φ. Consider
the following diagram in C∗b :
ΨW(Y ) UV(M,Y )
C(H) C(G)
Ψ(H) U(G)
ΦV(j)
̺Φ|H
Φ(j)
̺Φ|G
F|H
̺ΦNC|H
ΦNC(j)
F|G
̺ΦNC|G
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Since both ̺ΦNC and ̺Φ are defined via the ∗-homomorphisms ̺ and ̺∂ restricted to
their respective domains, we obtain by naturality of F that the left- and rightmost sub-
diagrams commute in C∗b , i.e. ̺ΦNC|G
= ̺Φ|G ◦ F|G and ̺ΦNC|H = ̺Φ|H ◦ F|H. Since by
definition θ = (̺ΦNC )
−1◦(̺Φ) we obtain that F is a right inverse natural transformation
to θ. Hence θ is natural isomorphism of Φ with ΦNC . 
10. Concluding remarks
1. Starting from a category of embeddings of a particular class of manifolds, in our
case compact manifolds with corners which arise as compactifications of certain com-
plete Riemannian manifolds, we have in this work described a functorial process (non-
commutative completion) to associate operator algebras to such embeddings. Then we
have shown that the axioms of a non-commutative completion yield that this functo-
rial process is universal, i.e. there is - in a precise categorical sense - only one way
to associate an operator algebra, fulfilling certain minimal properties. This suggests
generalizations of our scheme to other categories of embeddings. An obvious question
is whether we can extend our scheme to the entire category of compactifications of
complete Riemannian manifolds with bounded geometry.
2. In the case where the base geometry has no singularity consider a compact manifold
with boundary (X, ∂X) and take M to be the double of X at ∂X. Then the operator
algebra associated to the embedding ∂X →֒M is ∗-isomorphic to the Boutet de Mon-
vel algebra of operators, if these operators are extended (using the Seeley extension
operator in the normal direction) to the double M . We refer to [19], Section 2.4. for
the proof in this special case. In the case with singularities we consider a Lie manifold
(X,A+,V+) with boundary (Y,B,W) and take (M,V,A) as the double. Lie manifolds
with boundary and the doubling construction are described in [5]. In this case the
embedding of Lie manifolds j : Y →֒ M is transverse by definition and without loss
of generality assumed to be admissible. The associated non-commutative completion
ΦNC(j) is ∗-isomorphic to the Boutet de Monvel algebra (for order m ≤ 0), extended
to the double Lie manifold (M,A,V), as shown in [10]. As a consequence it follows
that Boutet de Monvel’s algebra is universal for manifolds with singularities.
Appendix A. Coordinate-free characterization of symbol spaces
In this appendix, we give a coordinate-free description of the symbol spaces used in
[42]. The symbol spaces are actually shown to correspond to spaces of smooth functions
multiplied by certain weights. The construction is outlined in Melrose and Rochon [36]
in the case of manifolds with fibred boundaries. We apply this general machinery in
some detail to the symbol spaces on Λ∂ , ΛΨ, Λb, Λc and Λg.
A.1. Radial compactification of Rd and classical symbols. As a model example,
we want to realize the space Smcl (R
d) of symbols in one variable as a space of smooth
functions.
We recall that the radial compactification of Rd may be constructed as follows: topo-
logically, we identify Rd with Bd = {η ∈ Rd | |η| ≤ 1}, the unit disk. We write
ι : Rd →֒ (Bd)o for an isomorphism that is given, near the boundary, by radial in-
version ξ 7→ ξ|ξ| .
We now equip Bd with a compatible smooth structure. In any open neighbourhood of
the origin, we equip (Bd)o with the C∞-structure it inherits from Bd ⊂ Rd. Near the
boundary |η| = 1 we say a function f is smooth if f( η|η|2 ) is smooth in polar coordinates,
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that is we choose ρ = 1−|η| and the angular variables ϕj ∈ S
d−1 as smooth coordinates.
The function ρ then also serves as a boundary defining function if smoothly continued
to a positive function into the interior.
The previous procedure thus serves precisely to make the vector fields r∂r and ∂ϕj into
smooth vector fields on all of Rd “up to infinity” in the sense that their image under
radial compactification, −ρ∂ρ and ∂ϕj are smooth vector fields near the boundary ∂B
d.
Then we have the following equivalence:
Lemma A.1. The space of symbols Scl(R
d) =
⋃
m S
m
cl (R
d) equipped with its usual LF-
topology is, as a filtered differential algebra, isomorphic to
⋃
m∈R ρ
−mC∞(Bd) with the
equivalence given by pullback with the radial compactification map ι.
Proof. We briefly recall the argument behind the equivalence: One first observes that
the weight ρ−m is under radial inversion equivalent to (1+ |ξ|)m and thus the image of
smooth functions up to the boundary under (ι−1)∗ are in particular bounded.
One then notices that the vector fields ρ∂ρ and ∂ϕj preserve ρ
−mC∞(Bd). However,
this implies for f ∈ ρ−mC∞(Bd) the estimate
(
1
ρ
∂ϕj )
β∂αρ f(ρ, ϕ) ∈ ρ
−m−|α|−|β|C∞(Bd).
The coordinate vector fields ∂ξi in the standard coordinates on R
d may be rewritten in
polar coordinates as ∂ξi =
1
rr∂r +
∑
cij
1
r∂ϕj . This implies the symbolic estimates
|∂αξ f(ι
−1(y))| . (1 + |ξ|)m−|α|.
Finally, the classical expansion of a symbol a = (ι−1)∗f into homogeneous functions
in |ξ| is nothing but a Taylor-expansion in ρ at ρ = 0, since ρ = |xi|−1 for |ξ| suitably
large.
Thus we may characterize Smcl (R
d) as a space of smooth functions. By nuclearity
we have for open sets U that C∞c (U) ⊗ S
m
cl (R
d) is isomorphic to the space of com-
pactly supported classical symbols in U and consequently Smcl,c(U × R
d) is isomorphic
to
⋃
m∈R ρ
−mC∞c (R
d × Bd)). 
Using a local trivialization by a partition of unity, we can thus characterize the classical
space on a given vector bundle. The previous construction thus yields a coordinate-
free description of Scl(Λ∂) and Scl(ΛΨ), since these are just classical symbols on vector
bundles.
A.1.1. Blow-up of submanifolds. We now want to mimic the preceding construction to
obtain the symbol spaces of Section 8. For that, we note that Smcl (ΛX) and S
m
cl (Λ∂) are
simply given as the classical symbols on the respective bundles. In order to realize the
remaining symbol spaces as above, we have to suitably compactify the fibres of Λb, Λc
and Λg. This is achieved by a blow-up construction, see [34] and [23, Chapter 18.3].
We recall some properties of the blow-up construction. Let X a C∞-manifold and
Y a C∞ submanifold. Then the blow-up of X at Y is [X,Y ] = (X \ Y ) ∪ (TYX \
TY )/(TY ) as a set which is then equipped with a particular differential structure. The
essential feature of this differential structure is that it coincides with the structure on
X outside of Y and is a coordinate-free way to introduce polar coordinates “around
Y ”. Furthermore, there is a natural map from [X,Y ] to X, the blow-down map β,
which reverses the changes into singular coordinates.
In coordinates, the situation is as follows: assume Y is locally given by (x1, . . . , xk) = 0
where X = (x1, . . . , xd). Then [X,Y ] can be modelled as [0,∞) × S
k−1 × Rn−k ∋
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(ρ, φ1 . . . φk, xk+1, . . . , xd). In a neighbourhood of a point where φj 6= 0, a function on
[X,Y ] is then called smooth if it is so in ρφj , φi/φj (j 6= i), and in (xk+1, . . . , xd).
This essentially means that the vector fields given on X \ Y which diverge as 1/ρ are
turned into smooth vector fields on the blow-up.
A.1.2. Coordinate-free description of S(Λb) and S(Λc). We now perform the construc-
tion in the case of Λb, see [36]. In local coordinates in some neighbourhood U , Λb is
given by
Λb = {(x, p, x
′, t′, p′, τ ′ |x = x′, t′ = 0, p = p′}
This means that Λb can be locally parametrized by {(x, p
′, τ ′} ∈ U×Rd1×Rd2 . We pass
to the joint radial compactification of Rd1 × Rd2 ∼= Rd1+d2 , that is Bd1+d2 , meaning to
the joint fibre-wise radial compactification Λb of Λb. Therein, we blow-up the boundary
B of the submanifold where p′ = 0, i.e. we blow up at “|τ ′| =∞ and p′ = 0”.
Remark A.2. Note that the submanifold with p′ = 0 is the submanifold T ∗Y ×N∗YM .
On the resulting space [Λb, B], we have two smooth boundary defining functions ρ and
ρff . In the old coordinates, these may be chosen as follows:
• ρ equals |p′|−1 for |p′| > c and is extended to a positive function in the interior
• ρff equals ρ
−1(|p′|2 + |τ |2)−2 for |p′|+ |τ | > c and smoothly extended.
This construction achieves that the image of the following vector fields, given in coor-
dinates on Λ as
p′j∂p′k τ
′
l∂τ ′i p
′
j∂τ ′i
with arbitrary indices j, k, i, l are smooth “up to infinity” on the blow-up space. Notice
that the first two collections of vector fields, p′j∂p′k and τ
′
l∂τ ′i were already smooth on
Λb, whereas p
′
j∂p′i is so because it may be written as
p′j
τl
(τl∂τi).
The fact that these vector fields leave ρm−kρ−mff C
∞([Λb, B]) invariant then implies the
following estimates
|∂αx ∂
β
p′∂
γ
τ ′a(x, p
′, τ ′)| . (1 + |p′|)k−|β|(1 + |p′|+ |τ ′|)l−|γ|.
as well as polyhomogeneous expansions. This means we can set
Sk,lcl (Λb) = β
∗
(
ρl−kρ−lffC
∞([Λb, B]
)
.
The space Sk,lcl (Λc) may be constructed in the same manner, starting from Λc.
A.1.3. Coordinate-free description of S(Λg). In the case of S
m,k,l
cl Λg, we only sketch the
construction. Locally, Sm,k,lcl Λg is given as
Λg = {(x, t, p, τ, x
′, t′, p′, τ ′ |x = x′, t = t′ = 0, p = p′},
the situation is similar. Here, we want to obtain the symbolic estimates
|∂αx ∂
β
p′∂
δ
τ ′∂
γ
τ a(x, p
′, τ, τ ′)| . (1 + |p′|)k−|β|(1 + |p′|+ |τ |)m−|γ|(1 + |p′|+ |τ ′|)l−|δ|.
Here, however, we first note that we have to treat τ and τ ′ independently. This means
we separately compactify the fibres Kτ = R
d
p′ × R
d1
τ as well as in Kτ ′ = R
d
p′ × R
d1
τ ′ .
This means that outside of suitable neighbourhoods of the origin we pass to polar
coordinates in
1√
|τ ′|2 + |p′|2
,
1√
|τ |2 + |p′|2
, +angular variables.
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We obtain a manifold with corners, Λg. In it, we then again blow up the subman-
ifold given by p′ = 0 at the respective boundaries B. Finally, we then obtain the
characterization
Sk,l,mcl (Λg) = β
∗
(
ρl−kτ ρ
l−m
τ ′ ρ
−l
ffC
∞([Λg, B]
)
.
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