Abstract-Fuzzy interpolative reasoning strengthens the power of fuzzy inference by the enhancement of the robustness of fuzzy systems and the reduction of the systems' complexity. However, after a series of interpolations, it is possible that multiple object values for a common variable are inferred, leading to inconsistency in interpolated results. Such inconsistencies may result from defective interpolated rules or incorrect interpolative transformations. This paper presents a novel approach for identification and correction of defective rules in interpolative transformations, thereby removing the inconsistencies. In particular, an assumption-based truth-maintenance system (ATMS) is used to record dependences between interpolations, and the underlying technique that the classical general diagnostic engine (GDE) employs for fault localization is adapted to isolate possible faulty interpolated rules and their associated interpolative transformations. From this, an algorithm is introduced to allow for the modification of the original linear interpolation to become first-order piecewise linear. The approach is applied to a realistic problem, which predicates the diarrheal disease rates in remote villages, to demonstrate the potential of this study.
of the inconsistent interpolative results that are recorded in an assumption-based truth-maintenance system (ATMS) [18] and 2) a corrective system that is developed from the fuzzy extension of the conventional numerical interpolation theory [17] and its application in approximate computation [46] , [50] .
In order to derive a logically consistent result, the reasoning machine must be able to 1) make assumptions and derive a result from these assumptions and 2) subsequently revise these assumptions and, accordingly, the results that are based on these assumptions, when a contradiction appears. The truthmaintenance system (TMS) aims to support reasoning machines to achieve this goal. Two primary approaches to TMS implementation have been proposed in the literature: the justificationbased TMS (JTMS) [23] and the ATMS [18] [19] [20] . The ATMS is capable of efficiently keeping track of all the dependent relations among logical deductions, while the JTMS only keeps track of one dependent relation for each logical deduction at a time. Especially, there is a specific logical deduction "false" in the ATMS that keeps track of all the inconsistent assumption sets.
The GDE is a system for isolation of multiple simultaneous faults, which was originally designed to find faults in physical domains, via the use of an ATMS. Each set of the multiple simultaneous faults in the GDE is called a candidate. The GDE generates all the possible candidates by the exploration of the dependences of the special logical deduction "false" recorded by the ATMS. Because all the possible candidates need to be addressed, i.e., every set of inconsistent assumptions needs to be explored, the ATMS is, therefore, utilized for efficiency purposes. By artificially viewing the interpolative inference procedure as a component with respect to each pair of rules that are used to perform the interpolation, possible candidates that may have led to detected inconsistencies can be generated by the adaptation of the GDE. Note that, theoretically, inconsistency may indicate contradictions of original observations or failure of rules. As an initial research in this area, this paper focuses on inconsistencies that are caused by interpolated rules while assuming that given observations and rules are true. In particular, the ATMS records the dependences between an interpolated value and its proceeding fuzzy interpolative reasoning components. From this, the GDE works out all possible candidates from those sets of contradictory dependent components. Finally, such located fault candidates are corrected by a dependence-guided modification algorithm, which modifies defective fuzzy reasoning components by means of refinement of these components from linear interpolation to piecewise linear interpolation. The overall approach is outlined in Fig. 1 .
The rest of this paper is structured as follows. Section II presents the relevant background, outlining the scale and move transformation-based fuzzy rule interpolation techniques. Section III describes how to represent fuzzy interpolative reasoning concepts in the framework of the ATMS and GDE to generate candidates for modification. Section IV proposes a modification mechanism for the generated candidates. While all the key concepts are illustrated by a running example throughout Sections III and IV, a realistic application is given in Section V, showing the potential to use this approach for the prediction of diarrheal diseases in remote villages. In Section VI, conclusion of the paper is given and possible further work is suggested.
II. TRANSFORMATION-BASED INTERPOLATION
Since the inception of the compositional rule of inference (CRI) [68] , many fuzzy inference methods have been proposed in the literature. However, the great majority of such methods are only applicable to problems, where a dense rule base is available. Fuzzy interpolative reasoning has been introduced to address this limitation [42] , [43] . In order to make the interpolated result interpretable, convexity is required [47] . Unfortunately, this is not always the case for the original method [65] . To eliminate this deficiency, various interpolation methods have been developed. Among these, the initial formulated approach works by the introduction of the concept of intermediate rules [62] . The approach first interpolates an intermediate rule, such that the antecedent of this rule is as "close" (given a fuzzy distance metric) to the observation as possible. Then, a conclusion is calculated from the given observation by firing the generated intermediate rule.
A variety of methods to generate an intermediate rule and to infer a conclusion from the given observation by the intermediate rule have been developed in the literature, e.g., [2] , [13] , and [37] [38] [39] . In particular, the scale and move transformationbased approach [37] [38] [39] has the following properties.
1) It can handle both interpolation and extrapolation, which involve multiple fuzzy rules, with each rule that consists of multiple antecedents. 2) It guarantees the uniqueness, as well as normality and convexity of the resulting interpolated fuzzy sets. 3) It preserves piecewise linearity, such that interpolation can be computed by the use of only characteristic points that describe a given polygonal fuzzy set, thereby ignoring any noncharacteristic points and saving computation effort. 4) It has been applied to problems, such as truck backerupper control and computer activity prediction [38] . Note that although many approaches to fuzzy interpolation have been developed with an aim to improve the interpretability of interpolated results (as indicated earlier), this paper will focus on the issue of maximization of the consistency of interpolated values throughout an interpolative reasoning process. Informally, consistency means that a variable's value should remain the same whether it is observed or interpolated at the different stages of the interpolation process. This is different from interpretability, which reflects the need for the reasoning results to be readily understandable in terms of their underlying semantics. Note also that the scale and move transformationbased approach will be adopted as the foundation for the proposed research in this paper, although the study is restricted to fuzzy interpolation with two rules only, with each rule involving multiple antecedents. For completeness, an outline of the restricted scale and move transformation-based approach is given later together with a brief overview of other relevant approaches.
A. Outline of the Scale and Move Transformation-Based Approach
For fuzzy rule interpolation, normal and convex fuzzy sets are of particular interest, which are shortened as fuzzy sets in this paper for simplicity. Let x and y be real variables, and A, B, C, . . . be fuzzy sets. Given a fuzzy set A, the α-cut of A is defined as (A) α = {x ∈ D x |μ A (x) ≥ α, α ∈ [0, 1]}, where D x is the domain of variable x. All variables that are involved in the reasoning process satisfy a partial ordering, which is denoted by [43] . For any two fuzzy sets A and A with respect to the same variable, A A if and only if inf{(
, where inf{(A) α } and sup{(A) α } are the infimum and supremum of (A) α , and inf{(A ) α } and sup{(A ) α } are the infimum and supremum of (A ) α . In particular, A ≺ A if and only if A A and the two fuzzy sets are not identical.
For simplicity, single-antecedent and single-consequent rules are considered first. Given an observation or a previously inferred result (with both hereafter being referred to as an observation)
O : x is A * (1) suppose that rules
are its two neighboring rules in a sparse rule base; then 1)
* of variable y can be derived through scale and move transformation-based fuzzy interpolation. The interpolation process is illustrated in Fig. 2 .
This process is outlined as follows with key concepts introduced after this overview. Given fuzzy sets A i , A j , and A * , it first uses real numbers a i , a j , and a * that are termed as representative values to represent the overall position of A i , A j , and A * , respectively, within the domain of variable x, mapped by the real function f 1 . Then, the relative placement relation between the observation A * and the antecedents A i and A j of the two neighboring rules for interpolation is obtained, which corresponds to λ that is termed as relative placement factor, and which is calculated by the real function f 2 . From this, an intermediate rule A * ⇒ B * can be interpolated by the application of the real function f 3 with the parameter λ that is applied to both the antecedents and consequents of the neighboring rules for interpolation. The representative value of the resulting antecedent A * is guaranteed to be equal to that of A * by the real functions f 2 and f 3 , though the two fuzzy sets are usually not identical. Next, the similarity degree between A * and A * is calculated by a predefined similarity measure. Specifically, scale rate s, scale ratio S, and move rate M are used in scale and move transformation-based interpolation to represent the similarity degree, which is achieved by the function f 4 . Finally, the consequence of the interpolated rule B * is computed by the application of the transformation function f 5 to B * , while imposing the same similarity degree.
B. Representative Value
The representative value of a fuzzy set captures its overall location in the underlying definition domain [37] . It provides a useful linkage between conventional numerical interpolation and fuzzy interpolation. When fuzzy sets are replaced by their representative values, fuzzy interpolation degenerates to numerical interpolation.
Consider a trapezoidal fuzzy set A, as illustrated in Fig. 3 , which can be concisely expressed as a quadruple A = (a, b, c, d) [53] . In particular, 
where w 0 and w 1 are the weights of the support and core of fuzzy set A, respectively. A simple weighting scheme is that the support and the core are assigned the same value (i.e., w 0 = w 1 = 1/2), which leads to the case of [13] Rep This may further degenerate to the case as introduced in [62] when the representative value is solely determined by its core:
The concept of the representative value can be generalized straightforwardly to any arbitrary polygonal fuzzy set. Given an arbitrary polygonal fuzzy set A with 2(n + 1) characteristic points, which is denoted as a set of level cuts
which is a generalization of (3). Similarly, (4) and (5) can also be generalized in the same manner. For simplicity, the rest of this paper is developed based on trapezoidal fuzzy sets only due to the following reasons: 1) An arbitrary polygonal fuzzy set can be seen as a collection of nested trapezoids (while triangles are special cases of trapezoids), and thus, the concepts about arbitrary polygonal fuzzy sets can be generalized straightforwardly from those about trapezoidal fuzzy sets; and 2) the scale and move transformation-based interpolation approach with arbitrary polygonal fuzzy sets is a generalization of that with trapezoidal fuzzy sets.
C. Relative Placement Factor
The relative placement factor λ of the observation A * , with respect to its corresponding two neighboring rule antecedents A i and A j , is defined as the ratio of d (A i 
where d(A, A ) is the distance between fuzzy sets A and A (measured by a certain distance metric). Such a factor reflects the relative location of the interpolated rule regarding the two neighboring rules. Thanks to the concept of representative value, the distance between two fuzzy sets A and A can be defined by
D. Generation of Intermediate Rule
From the calculated relative placement factor λ, the an-
* can be generated. In particular, the characteristic points of A * are computed as follows:
which are collectively abbreviated to
In doing so, the representative value of the calculated A * is guaranteed to be equal to that of the given observation A * (see [37] for details). Similarly, the consequence of the intermediate rule is generated by the usage of the same relative placement factor λ by analogy to the generation of the antecedent
Note that the interpolated intermediate rule is normal and convex.
E. Firing the Intermediate Rule
Having generated the intermediate rule, the next step is to execute the rule with the given observation, which is achieved by employing a similarity reasoning mechanism. Suppose that the interpolated intermediate rule is A * ⇒ B * and that the observation is A * . The conclusion B * is calculated with respect to the following intuition:
The more similar A * is to A * , the more similar B * is to B * . (12) Given two fuzzy sets with the same representative value, the similarity between them is assessed through a process of two transformation steps, namely, scale transformation and move transformation. In particular, three parameters, i.e., scale rate, scale ratio, and move rate are introduced to measure the scales of these two transformations. Scale rate and scale ratio measure the "fuzziness" difference of the two sets by the comparison of the lengths of a certain level cut, while move rate measures the "position" difference by the comparison of their shifts on the given level cut. From this, the consequence B * can be obtained by the modification of B * with the same scale and move parameters as used to transform A * into A * . For simplicity, the two transformation steps are jointly represented by an integrated transformation function such that
which ensures that the degree of the similarity between B * and B * is the same as that between A * and A * . Details of these transformations and the computation of the scale and move rates are omitted here due to limitations of space but can be found in [37] and [38] .
F. Multiple-Antecedent Rule Interpolation
Multiple-antecedent rule interpolation is a generalization of single-antecedent rule interpolation. Given A ki , ∀k ∈ {1, 2, . . . , m}; and 3) the distance between the antecedents of rules R i and R j is the smallest among those of all the rule pairs in the rule base satisfying 1) and 2) at the same time.
Knowing the distance between each pair of fuzzy sets A ki (1 ≤ k ≤ m) and A kj calculated by (8) , the distance between the antecedents of rules R i and R j can be defined as the Euclidean distance within the input space (though other alternative distance metrics may be used). However, the absolute distances within different dimensions may not be compatible because different attributes have different domains. In order to make them compatible, the normalized attribute distance is defined by
where max k and min k are the maximal and minimal values in the domain of attribute k, respectively. From this, the normalized distance d between the antecedents of rules R i and R j is calculated by
Then, the distance d between the antecedents of rules R i and R j is defined as the denormalization of d :
Note that if the neighboring rules of (15) degenerate to those of a single antecedent of (2), then (18) degenerates to (8) .
Having known the neighboring rules for interpolation, the process to derive the object value B * of the consequent variable y is illustrated in Fig. 4 , in which there are m repeated components, which are identical to the core of the single-antecedent rule interpolation (see Fig. 2 ). Each of these components does exactly the same as the common core of the single-antecedent situation. That is, the relative placement factor λ k , 1 ≤ k ≤ m, and similarity rates (s k , S k , M k ) are calculated from each term of the observation A * kx and the corresponding two fuzzy sets A ki and A kj . The function f 6 is introduced to combine all these λ k , k ∈ {1, 2, . . . , m}, into a single scale λ, as is f 7 to combine all the similarity rates (s k , S k , M k ) with (s, S, M). Various combination functions may be chosen for f 6 and f 7 [5] , [6] . For instance, the chosen function could be the weighted average operator or medium value operator. The simplest case is the arithmetic average operator
where r stands for similarity rates s, S, and M or relative placement factors λ. This operator will be used in the running example later. The combined similarity rate reflects the similarity degree between the observation and the antecedents of the intermediate rule. The conclusion B * can then be estimated by the transformation of the consequent B * of the intermediate rule via the application of the combined similarity rate, using the transformation function f 5 :
G. Other Implementations
The discussions throughout this paper focus on the scale and move transformation-based approach (due to its basic properties that are stated previously). However, the study is developed with an aim to suit a variety of intermediate rule-based interpolation approaches, including the following important implementations. The technique of [62] employs the same method for the generation of intermediate rules as outlined earlier, but the representative value is restricted to the middle point of core, i.e., (5) . The similarity degree is captured by the use of the so-called lower similarity and upper similarity. By reference to the middle point of the core, a normal and convex fuzzy set can be divided into two parts, namely, the lower part and the upper part. The lower similarity measures the difference of the lower parts of two fuzzy sets by comparing the lengths of a certain level cut, and upper similarity does that of the upper parts.
The approach of [13] ensures that the core of each fuzzy set of a created intermediate rule is equal to that of the corresponding fuzzy set of the resulting interpolated rule. In order to measure the similarity degree between two fuzzy sets with the same core, only their left slopes and right slopes need to be compared. Two transformations, i.e., increment transformation and ratio transformation are utilized for this purpose, with one aiming to increase the length of a certain level cut of a slope during the transformation, and the other to decrease the length. A group of intermediate rule generation and firing algorithms have also been reported in [2] by means of fuzzy relations and semantic relations. For details on these implementations, see the corresponding references given earlier.
III. MINIMAL CANDIDATE GENERATION
In fuzzy reasoning, including fuzzy interpolation, it is possible that more than one object value of a single variable is derived. This implies that certain inconsistencies have been reached. For example, variable x is used to illustrate a person's height. It is possible that "x is tall" is held in one situation and that "x is short" in another, while it is contradictory for "x is tall" and "x is short" to be held simultaneously in one single situation, knowing that tall and short represent two semantically different object values. Given such an inconsistency, for fuzzy interpolation, unless it is caused by contradictory observations, the method that is employed is the only cause of contradiction (if the used neighboring rules are presumed to be true). In this study, each pair of neighboring rules is seen as a fuzzy reasoning component, which takes a certain number of fuzzy sets as input and produces another fuzzy set as output, as illustrated in Fig. 5 . The input is an observation or a previously inferred result, which is of the form (1) or (14) . Rules i and j flank the given observation and are of the form (2) for single premise or form (15) for multiple premise. The result is inferred from the input observation by such two neighboring rules as explained earlier. Accordingly, a contradiction in this context means that at least one of the fuzzy reasoning components that it depends on is defective unless the original given observations are themselves inconsistent.
To efficiently record the dependences between a derived proposition and its preceding fuzzy interpolative reasoning components, including those which lead to contradictions, the ATMS is used here. The GDE, which is built on the basis of the ATMS, can then be employed to generate minimal faulty reasoning component candidates, with each explaining the entire set of current contradictions. A minimal candidate is a possible minimal set of defective components, which need to be corrected at one time in order to remove all the contradictions.
A. Contradictions in Interpolation
In classical reasoning, at a given time, if two unequal values are derived (or one derived and another observed) for one single variable, there is a contradiction. The situation is different in fuzzy reasoning, as "unequal" in fuzzy representation is a matter of degree. For fuzzy systems, the concept of contradiction is replaced by the concept of dissimilarity between the derived logical consequences for any given variable. The degree of matching is frequently used to express the extent of similarity between two fuzzy sets. Numerous methods have been proposed to calculate fuzzy matching degrees in the literature [15] , [69] , which can be typically categorized into two classes: geometric distance-based measures and set theory-based measures. The former are the extensions of the classical concept of metric space and the associated distance function, while the latter are built on the basis of set operators, such as t-norms and t-conorms.
1) Geometric Distance-Based Matching Degree:
This extends the Euclidean distance between two points to a fuzzy distance between two fuzzy sets to express the extent to which the fuzzy sets match. An extensive mathematical literature exists to compute such measures (e.g., [10] , [11] , [22] , [25] , [34] , [49] , and [51] ). Having defined the representative value of a fuzzy set, the matching degree between two fuzzy sets can be easily calculated. This is because the distance between two fuzzy sets degenerates to the geometric distance between their representative values. Thus, the matching degree between two fuzzy sets A i and A j , which is denoted as
of variable x can be defined by
where S k is the area of fuzzy set A k . Given a trapezoidal fuzzy set A k = (a, b, c, d), S k can be calculated by
The benefits of usage of this representative value-based matching measure are as follows: 1) a unitary representative value of each fuzzy set is used for both the fuzzy rule interpolation phase and the contradiction calculation phase and 2) the representative value for each fuzzy set only needs to be calculated once, which saves the computational effort.
2) Set Theory-Based Matching Degree: An alternative way to measure the similarity degree between two fuzzy sets is developed from the set theory. This approach is rooted in the assertion that the assessment of similarity may be better described as a comparison of features rather than as a computation of metric distance between points [58] . For instance, in case-based reasoning, the determination of the most relevant (or optimal) case that is to be retrieved is based on the similarity degrees, which are usually computed by comparison of the involved features [52] . In the area of pattern recognition, the similarity between an object and a pattern class can be identified also by comparison of features [4] . Similarity among objects is expressed as a linear combination of the measures of their common and distinct features, which degenerates to set operations when special parameters are chosen. A number of fuzzy distance measures have been proposed in the literature as the extensions or generalizations of this concept [14] , [27] , [28] . Particularly, the matching degree between two fuzzy sets A i and A j , which is denoted as
This is in accordance with the implication-based interpretation of fuzzy rules, as opposed to the conjunction-based interpretation [29] , [30] . Both similarity measures proposed earlier follow the properties of symmetry and reflexivity, which are necessary for any matching degree metric. Thus, a choice may be made according to the given application problem. In particular, the representative value-based similarity measure is sensitive among different pairs of disjoint fuzzy sets, while the set theory-based similarity measure is sensitive among different pairs of joint fuzzy sets.
3) Specification of Contradiction: Based on the concept of matching degree, the degree β of a contradiction with respect to two propositions P (x is A i ) and P (x is A j ) is specified by
A predefined threshold β 0 (0 ≤ β 0 ≤ 1) can be adopted in order to determine those values assigned to a common variable with an unacceptable contradictory degree. A contradiction is called a β 0 -contradiction if the corresponding degree of contradiction β > β 0 . In fuzzy interpolation, when two or more values of a common variable are obtained, the degree of contradiction between each pair of values is calculated as earlier. From this, the following interpretations will be adopted in this paper: 1) β = 0, i.e., M (A i , A j ) = 1, which means that the two propositions P and P are not contradictory at all. In other words, they are totally consistent.
that the two propositions P and P are slightly contradictory, and the degree of contradiction is tolerable in the computation. 3) β 0 < β < 1, i.e., 0 < M(A i , A j ) < 1 − β 0 , which means that the two propositions P and P are seriously contradictory, and the degree of contradiction is intolerable. 4) β = 1, i.e., M (A i , A j ) = 0, which means that the two propositions P and P are totally contradictory and not consistent at all.
B. Representation of Interpolation Concepts in the ATMS
In this study, the ATMS is used to record the dependence of the interpolated results, as well as the contradictions that are derived from those fuzzy reasoning components. That is, propositions, contradictions, and fuzzy interpolative reasoning components are all represented as ATMS nodes. In addition to the so-called datum field [18] , which trivially denotes a proposition (including the term "false" to represent inconsistency) or a fuzzy reasoning component, an ATMS node has two other fields: justification and label.
1) Justification: A justification describes how a node is derivable from other nodes. Each fuzzy reasoning component is assumed to be initially true and may be detected to be false later. For such a node (i.e., an assumption in classical ATMS terms [18] ), its justification just assumes itself to be true. For any given observation O (i.e., a premise [18] ), its corresponding ATMS node has a justification with no antecedent because it is supposed to hold universally, which can be represented as
Any ATMS node with an inferred proposition (i.e., a derived node [18] ), which is obtained through fuzzy interpolative reasoning, can be represented by an ATMS justification as
where R i R j stands for the fuzzy reasoning component with respect to the two neighboring rules R i and R j (i = j) that have been used to infer the outcome C from the observation O. More generally, a node N that is inferred by n other nodes M 1 , M 2 , . . . , M n (each of which may be itself a derived node or an observation) by interpolation through two neighboring rules R u and R v (u = v) is denoted by
In addition, as discussed previously, any two propositions P (x is A i ) and P (x is A j ) are considered contradictory if A i and A j are not identical. Due to fuzzy matching, such contradictions are to a certain degree β. When β is not higher than a given threshold β 0 , the contradictory degree is deemed acceptable, and the two considered propositions are treated as being consistent in the ATMS. Otherwise, a β 0 -contradiction is deduced, which is represented as
2) Label and Label Updating: A label is a set of environments each supporting the associated node. An environment contains a minimal set of fuzzy reasoning components that jointly entail the node from an observation, thereby describing how the node depends on those fuzzy reasoning components. An environment is said to be β 0 -inconsistent if β 0 -contradiction is derivable propositionally from the environment and a given justification. An environment is said to be
The label of each node is guaranteed to be (1 − β 0 )-consistent, sound, minimal, and complete, except that the label of the special "false" node is β 0 -inconsistent rather than (1 − β 0 )-consistent. The interpretation of these properties is summarized as follows.
1) (1 − β 0 )-consistency means that all environments in the label are at least (1 − β 0 )-consistent. 2) (1 − β 0 )-soundness indicates that the node is derivable from each environment in the label at least to the consistent degree of (1 − β 0 ). 3) (1 − β 0 )-minimality states that the removal of any element from any environment will cause the node to be underivable from that environment and, hence, violating the label's (1 − β 0 )-soundness. 4) (1 − β 0 )-completeness implies that every (1 − β 0 )-consistent environment, from which the node is derivable, is a superset of a certain environment in the label. In other words, all minimal (1 − β 0 )-consistent environments of the subject node are held within the label. The label-updating algorithm of the ATMS ensures that the four aforementioned properties are held. The extended algorithm for label updating in this study is exactly the same as the original that is given in [18] , except that the environments of a proposition are now at least (1 − β 0 )-consistent rather than 1-consistent and that the environments of a contradiction are at least β 0 -inconsistent rather than 1-inconsistent (i.e., a contradiction is at least β 0 -contradictory rather than 1-contradictory). In particular, the label of the special "false" node gathers all β 0 -inconsistent environments. Whenever a β 0 -contradiction is detected, each environment in its label is added into the label of the specific "false" node, and all such environments and their supersets are removed from the label of every other node. In addition, any such environment that is a superset of another is removed from the label of the node "false." Accordingly, the concept of an ATMS context with respect to a (1 − β 0 )-consistent environment is herein defined by the collection of both the assumptions that are contained within this environment and all those nodes that can be derived from these assumptions. Of course, these derived nodes cannot be β 0 -inconsistent because they are deduced from a (1 − β 0 )-consistent environment. Note that there are a number of fuzzy extensions of de Kleer's ATMS in the literature, such as [7] , [8] , [26] , and [55] . All these extensions introduce truth values into the ATMS. They may be of great significance when this study is extended to deal with truth values of propositions or rules but are beyond the scope of this paper.
Example 3.1: Suppose that the sparse rule base for a practical problem is given as follows:
In this example, trapezoids are used to represent fuzzy sets with representative values that are calculated by (4). For simplicity, the set-theory-based similarity measure that is given by (23) is used to calculate the contradictory degree. Given β 0 = 0.5 and four observations, i.e., In this figure, an arrowed line that is flanked by two rules R i and R i+1 , i ∈ {1, 3, 5, 7, 9, 11}, represents a fuzzy reasoning component, which is denoted as R i R i+1 , where R i and R i+1 are the neighboring rules used for interpolation. ATMS nodes and contradictions are represented by circles. Particularly, each of F j , j ∈ {1, 2, . . . , 6} is a node that denotes a fuzzy reasoning component; each of P k , k ∈ {1, 2, . . . , 15} is a node that denotes a proposition; and each of ⊥ l , l ∈ {1, 2, . . . , 8} denotes a β 0 -contradiction. For instance, node P 8 is inferred from nodes P 4 and P 6 by the fuzzy reasoning component F 4 , whose justification is, therefore, P 4 , P 6 , F 4 ⇒ P 8 , where P 4 is an observation, and P 6 is a previously interpolated result. The label of node P 8 ({{R 3 R 4 , R 7 R 8 }}) is derived from the labels of fuzzy reasoning component F 4 ({{R 7 R 8 }}), node P 4 ({{}}), and node P 6 ({{R 3 R 4 }}) by the ATMS label-updating algorithm. All these ATMS nodes and contradictions are listed as follows, with all justifications omitted:
By the label-updating algorithm, a specific ATMS node "false" that is denoted by P ⊥ , which collectively represents all the contradictions listed earlier from ⊥ 1 to ⊥ 8 , is given as follows:
There are just two minimal environments in the label of the "false" node. This is because all the others are the supersets of at least one of these, which are, therefore, removed. The label of P ⊥ means that at least one element of set {R 1 R 2 , R 3 R 4 , R 7 R 8 } and one element of set {R 3 R 4 , R 5 R 6 } are faulty simultaneously. In addition, the labels of nodes P i , i ∈ {7, 9, 10, 12, 13, 15}, become empty after the removal of those environments, which are the supersets of at least one environment of the "false" node. Fig. 7 summarizes the results that are obtained through the process described earlier, including the observations and the interpolated results.
C. Minimal Candidate Generation by the GDE
The GDE [21] generates minimal candidates by the manipulation of the label of the specific "false" node. A candidate is a particular set of assumptions, which may be responsible for the entire set of current contradictions. Because a β 0 -inconsistent environment indicates that at least one of its assumptions is faulty, a candidate must have a nonempty intersection with each β 0 -inconsistent environment. Thus, each candidate is constructed by taking one assumption from each environment in the label of the "false" node. Supersets removal, then, ensures such generated candidates to be minimal. In light of this, a successful correction of any single candidate will remove all the contradictions (which will be shown later in the text).
Example 3.2: Consider Example 3.1 further. Traditionally, the GDE is used to solve physical world problems, which are usually represented by component-based diagrams, by analog to which the previous reasoning procedures can also be represented (see Fig. 8 ). From this point, the GDE can be readily applied in order to identify and isolate those components, which have led to faulty interpolated results. According to the "false" node of the ATMS and its label
it is obvious that the following three minimal candidates can be generated:
which means that fuzzy reasoning component R 3 R 4 may be defective or that fuzzy reasoning components R 1 R 2 and R 5 R 6 or R 5 R 6 and R 7 R 8 may both be defective at the same time. This result can be better understood by examining the following.
1) By ⊥ 1 , at least one element of
} is faulty. What GDE deduces is that at least one of the following three sets of fuzzy reasoning components is faulty:
The set {R 3 R 4 } is considered as a candidate because R 3 R 4 belongs to every contradiction given earlier and if it is faulty, all these seven assertions are explained. Similarly, the set {R 1 R 2 , R 5 R 6 } is considered as a candidate because if R 1 R 2 and R 5 R 6 are faulty simultaneously, they jointly explain all these assertions due to at least one element of {R 1 R 2 , R 5 R 6 } belonging to each conflict listed earlier. The set {R 5 R 6 , R 7 R 8 } is also considered as a candidate for the same reason. Any other candidate is a superset of at least one of these three candidates and thus removed.
In terms of interpolation, the fuzzy reasoning component R 3 R 4 is defective means that any interpolated rule whose antecedent is flanked by the antecedents of R 3 and R 4 is faulty and needs to be modified. That fuzzy reasoning components R 1 R 2 and R 5 R 6 are defective at the same time means that those interpolated rules whose antecedents are flanked by the antecedents of R 1 and R 2 , and by those of R 5 and R 6 , are faulty and need to be modified simultaneously. A similar implication exists given that fuzzy reasoning components R 5 R 6 and R 7 R 8 are defective. This leads to the development of the following procedure for modification of the identified faulty fuzzy reasoning components.
IV. CANDIDATE MODIFICATION
Having described the method for minimal candidate generation, this section deals with how to correct such defective fuzzy reasoning components. It exploits the presumption that any observed inconsistencies are dependent upon the found faults. 
A. Consistency-Restoring Algorithm
Since each single candidate explains the entire set of current contradictions, consistency can be restored by the successful correction of any single candidate. A candidate of the smallest cardinality is the easiest to be modified. Therefore, the smallest candidate in cardinality is always the one to be modified first. However, there are still situations in which more than one candidate have the same size. In this case, the algorithm breaks the tie at random. An alternative way to prioritize the candidates is through the use of the degree of contradiction. Obviously, the higher the threshold taken to detect the contradictory degree, the less sensitive the candidate generation procedure and, thus, the fewer candidates that may be generated. In addition, the higher the degree of contradiction that is caused by a candidate, the more likely the candidate will be the actual culprit.
Given a set of ranked candidates, the consistency-restoring algorithm tries to correct the candidates one by one until a candidate succeeds (or all fail). For the current working candidate, the algorithm tries to correct each of its defective fuzzy reasoning components and propagate the modification to all the interpolated rules, which depend on this defective component by the method to be given in the next section. If the modification is successful, i.e., all the contradictions have been removed through the correction of all interpolated rules that are involved in the candidate, the algorithm terminates; otherwise, the algorithm tries the next highest ranked candidate. The flowchart of the algorithm is shown in Fig. 9 and the algorithm itself is outlined in Fig. 10 , where MODIFY(f) is the modification procedure for a single fuzzy reasoning component (f). As indicated earlier, the algorithm terminates under two situations. When the termination is caused by an empty candidate set, it means that the modification fails and the proposed modification method is not suitable for the given problem. This implies that the detected inconsistency may have been caused by incorrect observations or incorrect rules originally given, which have mistakenly been presumed to be true. Further modifications in this case remain for future research. However, when the termination is due to a successful modification, it means that consistency has been successfully restored and that there is no need to try any other candidate.
Example 4.1: For the running example, there are three candidates in the candidate set. For simplicity, the size-based ranking method is used in this example (with the set theory-based similarity measure that is used to calculate the contradictory degrees). Because candidate C 1 is smaller than C 2 and C 3 in cardinality, C 1 is chosen to be modified first. Two rules have been interpolated by the use of this fuzzy reasoning component, both of which therefore need to be modified:
B. Single-Premise-Based Defective Reasoning Component Correction
Inconsistencies result from the failure of interpolation (unless observations and/or original rules have been incorrectly given, which are beyond the scope of this paper). The reason for such a failure is that the same relative placement factor is used in both the antecedent and the consequent part of an interpolated rule. That is, the interpolation presumes that the relationship between the antecedent variable and the consequent variable is linear. An intuitive way to address this issue is to shift the representative value of the consequence of a culprit reasoning rule within the interval constructed by the representative values of the two consequences of the neighboring rules that were used for interpolation. This helps to explain all other propositions in the context. In doing so, the consequent value of the computed intermediate rule is changed with respect to the change of the representative value of the consequence of the culprit interpolated rule. However, both move and scale rates that are generated by the measurement of the transformation from the antecedent of the intermediate rule to the antecedent of the interpolated rule remain intact. 
1) Unique Correction Rate for Rules Interpolated From the Same Defective Reasoning Component:
There may be more than one interpolated rule that is dependent on the same defective fuzzy reasoning component. If an interpolated rule is altered because it depends on a defective fuzzy reasoning component, the same must also be applied to all other interpolated rules, which depend on the same fuzzy reasoning component.
In this research, all those rules initially provided in the sparse rule base for interpolation are assumed to be fixed and true and are referred to as base rules. Naturally, the more similar any two rules are to each other, the closer the values of the attributes involved in these rules. Therefore, the interpolated rule whose antecedent is located farthest from both antecedents of a pair of base neighboring rules is the one that is most dissimilar to these neighboring rules. Thus, this farthest rule should be chosen for initial modification. In other words, the rule antecedent that sits nearest the middle of the neighborhood of the two base rules is the one most likely to be wrong and needs to be modified the most. Any other interpolated rules that are dependent on the same fuzzy reasoning component can then be modified with reference to the modification of this one.
Suppose that the neighboring rules most one. It is interesting to observe that in computing the transformation-based interpolation, the relation between an antecedent variable and the corresponding consequent variable can be represented by a linear line in a coordinate plane (line P 0 P 7 in Fig. 11 ). The modification breaks this straight line segment P 0 P 7 into two connected straight line segments P 0 P 5 and P 5 P 7 as illustrated in Fig. 11 . That is, it uses a first-order piecewise linear approximation to replace the original linear method.
The effect of this proposed modification is to refine the defective fuzzy reasoning component by dividing it into two more accurate fuzzy reasoning components. In Fig. 11 , this corresponds to the replacement of the fuzzy reasoning component that is represented by P 0 P 7 with two fuzzy reasoning components that are represented by P 0 P 5 and P 5 P 7 . In doing so, a pair of correction rates c − and c + are introduced, which is denoted by (c − , c + ). Here, c − represents the modification rate of those interpolated rules whose antecedents are on the left side of the antecedent value of the original (to be modified) interpolated rule (those from A * 2 to A * j −1 in Fig. 11 ), while c + represents the same for those right located interpolated rules (those from A * j +1
to A * n −1 in Fig. 11 ). The method for computation of a correction rate pair is described later.
As illustrated in Fig. 11 
From (7) and (29), it follows that
For any given antecedent A * 
Similarly, for any antecedent A *
, which is on the right-hand side of A * j , the corresponding relative placement factor λ B * k of its modified consequence B * k satisfies
Example 4.2:
Continue the running example. Because fuzzy set B * 1 is located closer to the middle than B * , the culprit interpolated rule IR 1 will be modified first. Suppose that the relative placement factor of the modified consequence is λ C *
1
. Then, the correction rate pair are
Accordingly, IR 2 should be modified with respect to the generated correction rate pair (c
). The relative placement factor λ C * 2 of the modified consequence satisfies
The modified interpolated rule consequences C * 1 and C * 2 can thus be expressed as follows:
2) Consistency of Modified Propositions:
This requirement ensures that the consequence of each modified interpolated rule is at least (1 − β 0 )-consistent with the current context. In general, suppose that m object values A 1 , A 2 , . . . , A m are obtained for the variable x. If they are (1 − β 0 )-consistent, the matching degree between any pair of these object values is not higher than the given β 0 . In accordance with the concept of contradictory degree (as introduced previously), this requirement can be expressed as follows:
where i, j ∈ {1, 2, . . . , m} (i = j). Particularly, in the case of usage of the set theory-based similarity measure, if the intersection point between two fuzzy sets is lower than β 0 , the contradictory degree between them is higher than β 0 . There is an equivalent way to represent a β 0 -contradiction by the use of β 0 -cut due to the convexity of the fuzzy sets that are considered herein. If the intersection of β 0 -cuts of two fuzzy sets is empty, the contradictory degree between them is higher than β 0 . This indicates that the contradictory degree of fuzzy sets concerning a common variable can be calculated according to their membership functions. Therefore, (33) can be simplified as follows:
where (A i ) β 0 denotes the β 0 -cut of fuzzy set A i .
Example 4.3:
For the running example, fuzzy sets C * 1 and C * 2 must satisfy the following constraints with respect to this requirement:
Specifically, if the set theory-based similarity measure that is given by (23) is used for this example, the requirement can be expressed as follows:
3) Consistency Over Modified Proposition Propagation:
Every modified value of a given variable is propagated through all possible subsequent interpolations that depend on that variable, as dictated by the dependences recorded by the ATMS. The corresponding propositions of such updated values are required to be (1 − β 0 )-consistent. The propagation process follows the standard transformation-based interpolation approach strictly. 
. Specifically, if the set theory-based similarity measure that is given by (23) is used, this can be simplified as follows:
The discussion made earlier addresses the situation, where modified proposition propagation is restricted to singleantecedent rules. This can be readily generalized to multipleantecedent rules. 6 , and x 7 . Since the set theory-based similarity measure has been used in this example previously, the propagated object values of variable x 5 must satisfy the following equations simultaneously:
Similarly, for the object values of variable x 6 , they must satisfy
In addition, for the object values of variable x 7 , the following equations need to be satisfied:
4) Combination of Correction Requirement Criteria:
As described earlier, each requirement induces a set of constraining equations over the interpolation. For a detected inconsistency, all such induced equations must be satisfied simultaneously. If there exists at least one solution for these equations, the candidate has been modified successfully. Otherwise, this candidate is discarded and the next one of the smallest cardinality will be tried as indicated in the algorithm that is given in Section IV-A.
Example 4.5: For the running example, with respect to candidate C 1 , no solution is arrived at by solving all the equations that are listed earlier simultaneously, which means the modification to C 1 has failed. Therefore, candidate C 1 is discarded, and C 2 is then taken for tentative modification, but the modification to C 2 also fails. (The derivation of this is omitted here due to space limitations.) Thus, C 3 needs to be modified. Notice that there are multiple-premise rules that are involved in candidate C 3 , the modification of which is not covered by the approach that is introduced earlier. However, the present approach is readily extendable to deal with this, which is introduced in Section IV-C.
C. Multiple-Premise-Based Defective Reasoning Component Correction
The problem space of n-antecedent (n ≥ 1) rule interpolation is (n + 1)-dimensional. Without losing generality, for simplicity, two-antecedent rules are taken here to illustrate the underlying approach. Suppose that
n −1 ) are observations and that the neighboring rules A 1 , B 1 ⇒ C 1 and A n , B n ⇒ C n flank all these observations. Similar to the single-antecedent rule interpolation as illustrated in Fig. 11 , in computing interpolation that involves two antecedent variables, a linear relation is assumed between the antecedent variables and the corresponding consequent variable. This can be represented by a line in a three-dimensional (3-D) space (line P 0 P 1 in Fig. 12 ) if fuzzy sets are expressed by the use of their representative values. Line P 0 P 5 , i.e., the projection of line P 0 P 1 onto plane x 1 x 2 , provides a partial order among all possible antecedent value pairs of variables x 1 and x 2 . In particular, as shown in Assume that D j (2 ≤ j ≤ n − 1) sits in the location, which is the middle-most among all the observations on the line P 0 P 5 . Then, the interpolated rule (A * j , B * j ) ⇒ C * j will be modified first. The modification breaks the straight interpolation line P 0 P 1 into two connected straight line segments P 0 P 3 and P 3 P 1 as shown in Fig. 12 . The effect of this modification method is to refine the defective fuzzy reasoning component by dividing it into two more accurate fuzzy reasoning components. This corresponds to refining the fuzzy reasoning component that is represented by P 0 P 1 into two that are represented by P 0 P 3 and P 3 P 1 .
For consistency, all interpolated rules that are based on the original defective fuzzy reasoning component need to be modified by the two replacement fuzzy reasoning components. This can be done conveniently thanks to the correction rate pair that is defined in (29) . In particular, c − represents the modification rate of those interpolated rules whose antecedents are less than the antecedent of the first modified rule, i.e., (A * j , B * j ), by the partial order, and c + represents the same for the greater ones. That is, c − measures the difference of the interpolated results by interpolation lines P 0 P 2 and P 0 P 3 from those antecedent pairs, which are greater than (A 1 , B 1 ) and less than (A * j , B * j ), according to the partial order, while c + does the same but by interpolation lines P 2 P 1 and P 3 P 1 from those pairs, which are between (A * j , B * j ) and (A n , B n ). Having calculated the unique correction rate pair for each fuzzy reasoning component, a set of constraints can be set up in exactly the same way as that for single-premise situation that is outlined in Section IV-B. The modification result is then computed by solving these constraints simultaneously.
Several factors affect the complexity of these constraints: the maximal number of variables that are involved in a constraint is equal to the number of premises of rules; the number of constraints depends on the lengths of the reasoning chains that need to be modified; and the order of all these equations or inequations is the highest order of functions f i (i ∈ {1, 2, . . . , 7}), as illustrated in Fig. 4 . In particular, for the scale and move transformation-based approach, the highest order is 2, largely due to the complexity of the transformation functions f 4 and f 5 . Therefore, the complexity of the proposed modification algorithm is equivalent to the complexity of solving this set of inequations and equations. Because there is no standard algorithm to solve such problems, different methods may be applied. These include continuous constraint satisfaction problem techniques [59] and stochastic approaches [33] . Accordingly, the complexity varies significantly. However, for fuzzy reasoning applications (e.g., systems control and diagnosis), the interpolation chain is usually not very long, and (symmetric) fuzzy numbers are quite often used to specify quantity spaces. Therefore, the set of constraints can be reduced to a linear inequality problem. In this case, polynomial time complexity is guaranteed [1] . For a given candidate, the modification is a process to set up a set of simultaneous equations and inequations. The solution of these equations and inequations leads to the end result of the modification to the candidate (unless there is no solution for the set of equations). For candidate C 3 , both fuzzy reasoning components R 5 R 6 and R 7 R 8 need to be modified by setting up simultaneous equations and inequations jointly. Since the solution of a set of simultaneous equations is irrelevant to the order of its equations, the result of the modification for a candidate is irrelevant to the order of handling its fuzzy reasoning components. That is, either R 5 R 6 and R 7 R 8 can be taken for modification first. In this example, first, R 7 R 8 is arbitrarily taken. Following the requirement of Section IV-C, the modification starts from the interpolated rule IR 3 . Assume that the relative placement factor of the consequence of IR 3 is modified to λ E * 1 ; the correction rate pair (c − , c + ) for the culprit fuzzy reasoning component R 7 R 8 can be calculated as follows: 
As C * 2 is located nearer to the middle than C * 1 , the modification for fuzzy reasoning component R 5 R 6 starts from the interpolated rule IR 6 . Similarly, assume that the relative placement factor of the consequence of IR 6 is modified to λ F * 2 ; then, the following equations can be set for those interpolated rules, which are based on fuzzy reasoning component R 5 R 6 according to the requirement of Section IV-B1: Fig. 13 . Solution for the running example.
Requirements that are given in Sections IV-B2 and B3 ensure that the modified propositions and their propagation are (1 − β 0 )-consistent. Because of the use of the set theory-based similarity measure in the example, this can be expressed as
Solving these simultaneous equations and inequations leads to one solution, which is illustrated in Fig. 13 . It is clear from this result that there is no β 0 -contradiction any more, and thus, consistency has been restored. This means that the original inconsistent interpolation process has been corrected with consistent interpolated results throughout.
V. APPLICATION TO DIARRHEAL DISEASE PREDICTION
It is well known that environmental change influences disease burden [16] , [48] . In particular, intensive studies have been conducted in an effort to identify the logical relationship underlying such influences in order to build models that may predict the consequence of environmental change events. Such models can be used to predict the diarrheal disease rate in a village. The prediction is of policy importance. For example, when the World Bank makes decisions about whether to invest or how best to proceed in large-scale infrastructure projects, their impact assessments have begun to pay attention to variables associated with environmental, social, and health factors [61] .
Models built this way are often very complicated as there are many factors that affect the relationship, which are not linearly related, but typically interact with each other in a grid network. Consequently, problems in this domain may only be partially learned or comprehended, which implies that solutions to such problems are only derivable from a sparse knowledge base. In addition, the factors concerned are usually difficult, if not impossible, to be precisely measured or represented. Therefore, such problems provide a potentially suitable test bed for fuzzy interpolation techniques. Four existing fuzzy interpolation approaches and the adaptive fuzzy interpolation that are proposed earlier will be applied later to a specific problem in this area.
A. Problem Specification
The particular application problem that is considered here is based on the study of [32] . It addresses the issue to measure how the construction of a new road or railway in a previously roadless area may affect the epidemiology of infectious diseases in northern coastal Ecuador. A causal diagram has been developed, which captures the insight relationship between the key factors driven by road construction, as illustrated in Fig. 14. This causal diagram shows that the diarrheal disease rate of a village is affected by its remoteness in the following two ways. 1) Localized migration that is facilitated by roads can lead to a community whose residents have few social connections, which tends to lead to failure in creation of adequate water and sanitation infrastructure because the residents are unlikely to know one another well and share social norms [3] , [35] , [40] . 2) Road proximity can increase the contact between the residents within a village and those outside of the village, thereby increasing the rate of introduction of pathogens and raising the diarrheal disease rate.
As a demonstrative example, the object value of "remoteness" is herein reasonably assumed to be causally determined by two factors [32] : the distance to the closest town and the connectivity level to modern transportation systems. There are two kinds of land ways that are considered: railway and road. The connectivity level to modern transportation systems is, therefore, dependent on the connectivity situation to the nearest railway station and road. The overall causal network model that is used in this example is shown in Fig. 15 .
B. Knowledge Representation and Model Construction
All the factors that are considered in this example are represented as variables and each relation between any two directly connected factors is represented as a rule containing the relevant variables. Note that different variables are defined on different domains. To simplify knowledge representation, variable domains are mapped onto the real line and normalized. For instance, suppose that the maximum distance between any village among all the villages that are considered and its nearest town is 200 km, then the domain of variable "distance to the nearest town" is from 0 to 200 km. If there is a village, which is about 100 km away from its nearest town, the vague term "about 100 km" can be represented as a trapezoidal fuzzy set (94, 98, 102, and 106 km). After mapping this variable domain onto the The procedures to build the rule base and define the fuzzy sets (the object values of the domain variables) are omitted here to save space. There are 11 variables in the problem, which are denoted as x i , i ∈ {1, 2, . . . , 11}, and are listed in Table I . Note that only part of the constructed rule base is directly employed in this example, including those rules, which flank an observation or a previously interpolated result. These rules are given later, with those object values that are used within the rules all represented as trapezoidal fuzzy sets as well as listed in 
C. Application of Fuzzy Interpolation
Suppose that the diarrheal disease rate of a village needs to be estimated based on several pieces of information, which have been obtained by different agencies. These pieces of information are expressed as observations, which are Given the sparse rule base, none of these observations overlap with any rule antecedent. This means that the problem cannot be solved by ordinary fuzzy inference techniques. In such a situation, fuzzy rule interpolation has a natural appeal. In particular, four fuzzy rule interpolation methods are applied to the problem for comparison purposes, which are Kóczy and Hirotas' approach (KH) [44] , KH stabilized [57] , Huang and Shen's approach (HS) [37] , and the modified α-cut based interpolation approach (MACI) [56] . The interpolated object values for variables x 9 , x 10 , and x 11 by these approaches are shown in Figs. 16-19. They are generated by the use of the Fuzzy Rule Interpolation (FRI) Toolbox [41] and the in-house HS program. If the set-theory-based similarity measure that is given by (23) is utilized to calculate the contradictory degree and if we let β 0 = 0.5, it is obvious that β 0 -inconsistencies will result from all these interpolation methods.
D. Application of Adaptive Fuzzy Interpolation
In order to arrive at an consistent solution, the proposed adaptive fuzzy interpolation approach is then applied. The overhead is the requirement to define all the fuzzy reasoning components that are involved in the problem. Fortunately, this is made straightforward by mapping the causal network of Fig. 15 onto a component-based diagram. For the current problem, there are eight fuzzy reasoning components, which are linked as illustrated in Fig. 20 .
From the fuzzy reasoning components upon which the detected contradictions depend, which are recorded in the ATMS network, four minimal candidates are generated by the GDE: Fig. 21 .
From this figure, it can be seen that the interpolated result by the proposed adaptive approach is consistent, which demonstrates the potential of this study. Note that although the adaptive approach is built on the basis of the scale-and-move transformation-based fuzzy interpolation method in this paper, as argued earlier, it may also be utilized to support other intermediate rule-based interpolation approaches.
Of course, in real applications, such a result needs to be mapped back onto its original domain in order to retrieve the real meaning. In particular for this example, the interpolated result by the adaptive approach can be interpreted as about 0.55 in the real domain [0, 1] . Suppose that the original domain of variable x 11 is from 0% to 10%; then, the diarrheal disease rate is predicated as about 5.5% for the studied village.
VI. CONCLUSION
Inconsistency may result after a series of fuzzy interpolations. Popular symbolic AI tools, ATMS, and GDE to support fuzzy interpolation by means of efficiently finding and isolating possible faulty interpolated rules, which have caused the inconsistency, have been used in this paper. Dependences between interpolated rules and the neighboring rules that are employed for interpolation, while the GDE generates minimal candidates, with each explaining the entire set of contradictions in a given situation, have been recorded by using the ATMS. A method to modify the identified culprit interpolated rules in an effort to restore reasoning consistency has further been proposed in this paper. The method works, first, bythe extraction of the entire set of interpolated rules, which depend on the same pair of neighboring rules in the generated candidate list. Then, it imposes a group of equations and inequations, which not only constrain the modified propositions and ensure their propagation to be consistent but guarantee the original similarity-based reasoning in fuzzy interpolation to be followed as well. Finally, the approach corrects the culprit interpolated rules by solving the set of simultaneous equations and inequations.
The working of the adaptive approach has been illustrated with a practically significant example (running through Sections III and IV) to explain the relevant theoretical concepts. Furthermore, it has been applied to a realistic problem that predicts the diarrheal disease rates in roadless villages. This problem presents itself as a suitable test bed for evaluation of fuzzy interpolation techniques due to its nature of lacking detailed information and comprehensive knowledge-there is only a sparse and vague rule base that is available to model the problem. Four typical existing fuzzy interpolation approaches and the proposed adaptive approach have been applied to this problem, for which the proposed approach results in an improved consistency.
This application has illustrated the potential of the adaptive approach to produce more consistent interpolated results as compared with the original work. An interesting piece of further work is to identify and apply a set of data, which would support the comparison between the values that are interpolated by the use of this approach and the underlying ground truth of such data. This will help to better establish the correctness and stability of the current research.
Note that consistency-restoring problem has been addressed in the literature. For instance, the work of [24] has proposed an approach to transform potentially inconsistent rules by making their consequents more imprecise. Such a technique, particularly, aims at the type of inconsistency that has resulted from overtight domain partitions. This study differs from other consistency-restoring techniques in that the inconsistency is caused by imprecise modeling, which assumes linear relationships between premises and conclusions. However, it may be of great interest to compare this research with that of influence networks, especially when rules in a clique are taken into account. This remains as active research.
While the proposed study is promising, it relies upon the assumption that all rules for interpolation, which are provided in the initial rule base are totally true and fixed. This may not be always the case, despite the fact that it is a common assumption made in the literature of fuzzy interpolation. Thus, further development on the study that allows such rules to become themselves diagnosable and modifiable may be desirable. In addition, the study that is reported herein is applicable to cases where interpolation involves two multiantecedent rules only. How this may be extended to interpolation with multiple rules and to extrapolation remains an interesting area for further research. Note that initial investigation into such issues has recently been reported [67] . Finally, it is worthwhile to develop a unified inconsistency diagnosis and fault-correction mechanism on a fuzzy reasoning platform that implements both standard fuzzy inference and fuzzy interpolation.
