Introduction
Electrical synapses and their structural correlate, gap junctions, are a ubiquitous but scarcely investigated mediator of neuronal synchrony . Neuronal gap junctions appear to be particularly frequent in the forebrain of mammals and seem to be a common mechanism for inhibitory neurons to form networks Hestrin, 1999, 2001; Landisman et al., 2002) . Gap junctions made of Cx36 protein are the predominant type expressed in mammalian neurons of the central nervous system (Condorelli et al., 2000) . A fundamental feature of electrical synapses composed of Cx36 is plasticity (Gonzá -lez-Nieto et al., 2008; McCracken and Roberts, 2006; Pereda et al., 1998) . Like their chemical synaptic counterparts, these synapses can be modulated by neuronal activity (Haas et al., 2011; Haas and Landisman, 2012a; Kohmann et al., 2016; Landisman and Connors, 2005) . We propose that electrical synapses are modifiable, frequency-and activity-dependent determinants of brain function-in particular, in state regulation of the thalamocortical system. So far, most research on plasticity and modulation has focused on chemical synaptic transmission, whereas electrical synaptic transmission has barely been explored. The reason for this neglect, however, is probably primarily technological. Until recently, it was extremely hard to observe ''live'' gap junctional synapses in mammalian brain tissue, which requires whole-cell recordings in pairs of neurons of similar type (Buzsá ki, 2001) . Visualized brain slice preparations using long wavelength illumination has removed at least one hurdle, since it allows the experimentalist to selectively target neurons for whole-cell recordings. Nevertheless, studying the strength of electrical synaptic transmission in paired recordings over long time courses remains a technical challenge, since keeping both cells viable in the whole-cell configuration can be difficult. Additional challenges include the complication of studying in vivo properties of gap junctional channels. And while stability problems associated with movement artifacts can be overcome in anesthetized preparations, targeting electrically coupled pairs is made especially tough since it has to be done either blindly or near the surface with fluorescence microscopy in transgenic animals (see van Welie et al., 2016) . Finally, in brain regions with diverse cell types, just finding neurons that are coupled by gap junctionseven when using genetic markers-can be quite difficult.
Chemical and electrical synapses are radically different. The former uses chemical neurotransmitters released from a presynaptic axon when a neuron fires, and this transmitter may depolarize or hyperpolarize a postsynaptic neuron when the transmitter binds to its receptors. By contrast, electrical synapses are made up of clusters of gap junctional channels that locally connect the inside of one cell with the inside of its coupled partner, allowing the bidirectional exchange of charged ions and small signaling molecules. Recent Findings Despite these differences, however, it has recently become clear that electrical synapses have dynamic properties that allow them to fulfill roles similar to their chemical counterparts. Due to their simple structure and mechanism of transmission, it seems electrical synapses are an extremely fast and, by comparison, a metabolically ''cheap'' signaling tool. The latter, however, may be questioned in light of the fast (possibly phosphorylationbased) changes in coupling strength (Haas et al., 2011; Wang et al., 2015b) , and high rate of trafficking reported for gap junctions (Flores et al., 2012; Wang et al., 2015a) .
The signal transmitted through an electrical synapse never changes the sign of its polarity: a hyperpolarization in a presynaptic neuron will always cause an attenuated hyperpolarization in the postsynaptic neuron, and a depolarization will always cause an attenuated depolarization. However, since electrical synapses behave as low-pass filters, a presynaptic action potential with its fast depolarizing phase and slow after-hyperpolarization can become a hyperpolarizing signal in the electrically coupled neuron, depending on the form of the presynaptic action potential and thus on the state of the presynaptic neuron (Bennett and Zukin, 2004) . Despite the predominant assumption that the strength of an electrical synapse is static, multiple studies in the retina (both mammalian and non-mammalian) reported plasticity 25-30 years ago, first as a decrease of electrical synaptic strength (DeVries and Schwartz, 1989; Lasater, 1987; Lasater and Dowling, 1985; McMahon et al., 1989; Piccolino et al., 1984; Spray and Bennett, 1985) and subsequently also in the form of long-term potentiation comparable to that of chemical synaptic transmission (Wang et al., 2015b; Yang et al., 1990) .
The aim of this Review is to build a framework to show that neuroplasticity and state regulation of neuronal networks includes the plasticity of electrotonic coupling, in particular in networks of inhibitory neurons. We begin with a brief overview of state categories and associated rhythms and describe network and intrinsic properties of neurons that underlie state regulation. We then summarize chemical synaptic plasticity of inhibitory neurons that influences state regulation and go on to describe comparative mechanisms of electrical synaptic plasticity. Finally, we propose a physiological role of electrical synaptic plasticity in regulating network and behavioral states.
Distinction of State Categories and Associated Rhythms: Behaviors Correlated with Rhythmic Frequencies Brain Oscillations in the Electroencephalogram
State regulation and switching between sleep and wakefulness, or between inattentive and vigilant states, requires modulatory systems in sensory processing (Coulon et al., 2012; Lee and Dan, 2012; McCormick, 1992; Steriade and McCarley, 1990) . Neurons of the central nervous system encode sensory information and complex sensations, and the frequency in which these signals are generated carries information. This makes rhythmogenesis and oscillatory activity of neuronal networks vital to central nervous system function. In fact, changes in frequency of large-scale oscillations are a determinant of changes in states of behavior and awareness. Furthermore several studies have linked gap junctions to rhythmogenesis and have demonstrated that electrical synapses have the ability to synchronize oscillatory activity in extensive networks over great distances, in the case of neocortical interneurons, cerebellum, and the inferior olive (Beierlein et al., 2000; Leznik and Lliná s, 2005; Long et al., 2002; Placantonakis et al., 2006) . Oscillatory activity was originally compartmentalized into five basic groups ( Figure 1A ), based on its frequency in the electroencephalogram (EEG), and on its association with different states of arousal. EEGs record extracellular signals from the skull and are limited to summed information of frequency, amplitude, and synchrony from neurons in the upper cortical layers. Therefore, highly synchronized networks will provide high-amplitude EEG signals, and unsynchronized rhythmic activity of the same frequency will deliver a low-amplitude EEG signal of higher frequency.
Oscillations and Frequencies
The frequencies of action potential generation that comprise these oscillations determine regulation of states of arousal. These oscillations range from very slow (<1 Hz) (Crunelli et al., 2015; Weyand et al., 2001) in the case of thalamocortical slow waves, to extremely fast transient oscillatory patterns (200-600 Hz) (Buzsá ki, 2001; Ylinen et al., 1995) in the case of hippocampal and cortical neurons. To distinguish the oscillatory events in large-scale EEG recordings (Rechtschaffen and Kales, 1968) from the cellular basis of brain oscillatory patterns, a more detailed distinction of neuronal activity has been proposed ( Figure 1B ) (Buzsá ki and Draguhn, 2004; Buzsá ki and Watson, 2012) . These categories are briefly described below, in order to set the stage for the potential relationship between oscillatory (behavioral) states and plasticity of gap junctions. Note that the frequencies and types reported here do not necessarily match the classes depicted in Figure 1B , reflecting the lack of consensus in the literature.
''Ultra-slow'' and ''slow'' frequencies (<1 Hz) represent the slowest known brain activity (0.025 to 1 Hz). These oscillations contain components of the slow-wave sleep pattern (Achermann and Borbé ly, 1997; Steriade, 2006) and appear during anesthesia (Achermann and Borbé ly, 1997) .
''Delta'' frequencies, which occur at slightly faster frequencies, range from 1 to 4 Hz and are associated with deep relaxation and deep sleep. They tend to decrease with age and are thus more prevalent in infants and young children (Achermann and Borbé ly, 1997; Steriade, 2000 Steriade, , 2006 . They are also thought to occur during attentional shifts (Lakatos et al., 2008) . ''Theta'' rhythms occur between 4 and 8 Hz and are associated with daydreaming, REM sleep, learning, memory extinction, movement selection, as well as some limbic system functions (Heinbockel and Pape, 2000; Konopacki, 1998; Lesting et al., 2011; Leung, 1998; Oddie and Bland, 1998; Pike et al., 1999; Seidenbecher et al., 2003; Vinogradova, 1995; Vinogradova et al., 1998) . ''Alpha'' frequencies, which range from 8 to 12 Hz, were the first oscillations to be detected in the EEG (Berger, 1929) . They are particularly obvious during wakefulness with closed eyes and stage 1 sleep in the occipital regions (Evans, 2003) . Various psychopharmacological depressants, such as alcohol and THC, are known to increase alpha waves during states of euphoria (Lukas et al., 1986 (Lukas et al., , 1995 . ''Sleep spindles'' are slightly different from the categories discussed thus far, because they are characterized by a waxing and waning, or ''envelope frequency.'' Their faster frequency range within that envelope occurs between 12 and 14 Hz. Spindles have also been suggested to contribute to alpha oscillations in selective attention, and thus the generation of ''sleep spindles'' may also be important during wakefulness (Chen et al., 2016) . Nevertheless, spindles are particularly prevalent during stage 2 sleep and also occur during slow-wave sleep (De Gennaro and Ferrara, 2003) . As oscillatory frequencies increase, the brain moves into ''Beta'' and ''Gamma'' waves, which range from 12 to 40 Hz and from 40 to 100 Hz, respectively. Both were proposed to represent a substrate of episodic mental activity during normal attentive wakefulness, with gamma frequencies being associated with higher cognitive functions and tasks that require intense attentional focus and sensory gating (Buzsá ki and Draguhn, 2004; Steriade, 2006) . Fastspiking interneurons in the cortex have recently been demonstrated to not only induce gamma-frequency oscillations, but also to affect behavior by amplifying sensory input (Cardin et al., 2009; Sohal et al., 2009 ). These results suggest that gamma oscillations serve a specific function and are not merely an artifact of coordinated neuronal activity. Like theta, gamma oscillations are also common during REM sleep. Further, theta and gamma oscillations recorded in humans have been shown to couple during cognitive tasks (Canolty et al., 2006) . Finally, ''ultrafast'' frequencies, also known as ''ripples'' (100-600 Hz), were first identified in the hippocampus but have since been recorded in various regions of the cortex. Ripples are thought to be caused by coordinated firing of clusters of depolarized neurons and occur during immobile attention as well as REM sleep (Ylinen et al., 1995) .
Grouping versus Continuum of Oscillatory Frequencies
In general, brain oscillations can now be viewed as an interlocked frequency continuum, rather than distinct oscillatory types of activity. They seem to exist in parallel across large areas of the brain Szabadics et al., 2001) . In this context, electrical synapses could serve as a modifiable resonance feedback system that fine tunes such oscillations in neuronal networks of the thalamocortical system Szabadics et al., 2001 ).
Network Properties and Intrinsic Neuronal Properties
Underlying State Regulation in the Thalamocortical System The Thalamocortical Network Oscillations in the thalamocortical system are generated as the result of synaptic interactions between three major cell types (Coulon et al., 2012; Steriade et al., 1993) : inhibitory GABAergic neurons of the thalamic reticular nucleus (TRN neurons), thalamocortical relay neurons (TC neurons), and cortical pyramidal neurons ( Figure 2A ). Additionally, local inhibitory interneurons in the thalamus (Sherman, 2004) and several types of interneurons in the cortex (DeFelipe et al., 2013; Kilduff et al., 2011; Sohal et al., 2009; Szabadics et al., 2001 ) provide gain control, local inhibition, and form individual networks ( Figure 2B ). TC neurons project to cortical areas (e.g., sensory) in a topographical manner, and cortical pyramidal neurons project back to the dorsal thalamus. Both thalamocortical and corticothalamic projections form collaterals that terminate on TRN neurons (Crabtree et al., 1998; Jones, 1975; Landisman and Connors, 2007) . TRN neurons thus receive excitatory inputs from both the thalamus and the cortex, with the latter more numerous than the former (Liu and Jones, 1999) . TRN neurons project to the thalamus and also signal to other TRN neurons but not to the cortex (Fuentealba and Steriade, 2005; Ohara and Lieberman, 1985; Pinault, 2004) . In addition to the more obvious players in the thalamocortical system (TC neurons, TRN neurons, and cortical excitatory and inhibitory neurons), modulatory neurotransmitters from the brainstem play a crucial role in not only switching individual TC neurons and TRN neurons on and off but also in inducing changes in arousal states (Broicher et al., 2008; Coulon et al., 2010 Coulon et al., , 2012 . These brainstem modulators also cause plastic changes in their target neurons, a crucial component of state regulation. Firing State versus Behavioral State TC neurons, TRN neurons, low-threshold spiking (LTS) interneurons, and layer V pyramidal intrinsic bursting (IB) neurons (DeFelipe et al., 2013; Friedman and Gutnick, 1987; Huguenard, 1996) (Figure 3 ). For TC neurons, such bursts have been thought to interrupt the relay of sensory information during rhythmic sleep cycles (Jahnsen and Lliná s, 1984; Lliná s and Jahnsen, 1982; McCormick, 1992; Steriade et al., 1993) . Rhythmic bursting tends to be coordinated among inhibitory neurons. However, it should be noted that the inhibitory neurons are often out of phase to excitatory neurons, due to the push-pull effect of the excitatory-inhibitory volley (Hirsch, 2003; Wang et al., 2007 Wang et al., , 2011b , as well as effects of the inputs from the pedunculopontine nucleus, which depolarizes thalamocortical relay neurons while hyperpolarizing thalamic reticular neurons (Garcia-Rill, 1991; Garcia-Rill et al., 2008; Huguenard and McCormick, 2007; Rinzel et al., 1998; Wang and Rinzel, 1993 ).
More recently, however, bursts have also been demonstrated within the LGN in response to visual stimulation in vivo Denning and Reinagel, 2005; Guido et al., 1992; Guido and Weyand, 1995; Lesica and Stanley, 2004; Reinagel et al., 1999; Ruiz et al., 2006; Wang et al., 2007; Weyand et al., 2001) , and bursts in somatosensory thalamus (Swadlow and Gusev, 2001 ) and in the LGN (Guido and Weyand, 1995) have been shown to more reliably transmit stimulus information to their cortical targets in vitro. Additionally, evidence from awake monkeys shows that visual stimuli cause a barrage of activity in the visual sector of the TRN, which serves to hyperpolarize relay cells of the LGN (McAlonan et al., 2006 (McAlonan et al., , 2008 of LGN cells in response to visual stimuli. However, it should also be noted that LGN burst activity from receptive-field visual stimulation is actually extremely rare in alert monkeys (Ruiz et al., 2006) . (2) When thalamic neurons are depolarized (e.g., during wakefulness or attentive awareness), they show tonic activity of fast Na + /K + -mediated action potentials (Steriade et al., 1997) , which are associated with low-amplitude ''noisy'' EEG patterns. If burst activity is so effective at relaying information-more than tonic firing is (Guido and Weyand, 1995; Lesica and Stanley, 2004 )-then what is the need for tonic firing? Tonic spikes have been shown to more faithfully convey temporal coding and finer details of stimuli than burst firing (Guido et al., 1992 Ramcharan et al., 2000; Usrey et al., 1999; Weyand et al., 2001) . For TC neurons, this is considered the basis for a faithful relay of sensory information from the sensory organs through the thalamus to the primary sensory areas of the cortex. For TRN neurons, this could be a state that permits the transfer of information in an attentional focus.
More recent results show that tonic firing and burst firing may appear together in wakefulness, e.g., during pain Radhakrishnan et al., 1999) or in periods of inattention, drowsiness, or when attention is directed elsewhere (Sherman, 2005) . Furthermore, Hirsch and colleagues have found that stimulating different parts of visual receptive field of LGN neurons (center versus surround), and whether a stimulus is on or off, can be encoded in bursting versus tonic firing to differentiate between these states (Wang et al., , 2011a (Wang et al., , 2011b (also see . Thus, combining the two firing states increases the computational abilities of single neurons. A stereotypical ''role'' for tonic firing, therefore, seems inadequate. Special Role of the Thalamic Reticular Nucleus Thalamocortical relay (TC) neurons and TRN neurons are segregated into clusters for each sensory modality, except for taste and olfaction (Guillery et al., 1998; Jones, 2001; Lam et al., 2006; McAlonan et al., 2006 McAlonan et al., , 2008 Sherman, 2005; Yingling and Skinner, 1976) . The TC neurons' output is influenced by the inhibitory effects of local inhibitory interneurons and TRN neurons and by the excitatory feedback from the cortex (see Figure 2 ). Numerous dynamically changing intrinsic properties of TC neurons make their output signals significantly more than mere relays of their inputs (Coulon et al., 2012; Sherman, 2007) . Similarly, the network of TRN neurons seems to be more than just a sensory nucleus (McAlonan and Brown, 2002) . The TRN circuitry is reminiscent of an input filter for sensory information. This has two consequences: (1) in addition to the direct excitation of relay cells, corticothalamic projections can indirectly provide feedback inhibition of TC neurons via the TRN-collaterals and the resulting GABAergic inhibition of TC neurons by TRN neurons (Landisman and Connors, 2007) ; and (2) excitatory thalamocortical projections similarly cause TRN-governed feedforward inhibition of other TC neurons.
In the TRN, changes in the strength of electrotonic coupling can switch neurons between bursting and tonic modes of activity (Haas and Landisman, 2012a) . Interestingly, no direct GABAergic signaling was found between closely apposed TRN neurons (Landisman et al., 2002) . This supports the idea that electrical and chemical synapses in TRN neurons mediate different aspects of signaling: close range synchronous activity is mediated by electrical synapses, allowing a local intra-TRN (horizontal) spread of activity, causing inhibitory fields in TC neurons. Conversely, intra-TRN GABAergic synapses allow more distant and possibly cross-modal inhibition of TRN neurons (Deleuze and Huguenard, 2006) , causing a dis-inhibition of the connected TC neurons and thereby enhancing sensory contrast. Perhaps, within the TRN network, electrical and chemical synapses serve opposing roles, with chemical synapses synchronizing different brain regions during thalamocortical rhythms, and electrical synapses synchronizing relatively small clusters of activity. In conclusion, the TRN, which is rich in electrical synapses, participates in the regulation of cortical attention to sensory stimuli (McAlonan et al., 2006 (McAlonan et al., , 2008 and participates in shifts between arousal states (Bal et al., 2000; Coulon et al., 2012; McAlonan et al., 2006 McAlonan et al., , 2008 .
Ion Channels Defining Thalamocortical State
Thalamic neurons depend on their unique set of ion channels to establish, maintain, and switch their activity between firing states, which, in turn, regulates switching between states of arousal. Ion channels known to be involved in thalamocortical signaling include members of the voltage-gated Ca 2+ channels (VGCCs, for references see the following section), of the twopore-domain acid densing K + -channels (TASK) (Bista et al., 2015; Budde et al., 2008; Hervieu et al., 2001; Meuth et al., 2003 Meuth et al., , 2006 , several Ca 2016), and the hyperpolarization-activated, cyclic nucleotidegated cation channels (HCN, giving rise to I h ) (Budde et al., 2005 Kanyshkova et al., 2009; Meuth et al., 2006; Pape, 1996; Figure 4) . Recently, members of the voltage-gated K + channels (K V ) family have been added , as well as ion channels of the endoplasmic reticulum (ER) (Coulon et al., 2009; Neyer et al., 2016) .
Voltage-Gated Ca 2+ Channels Voltage-gated Ca 2+ channels that were shown to determine states of activity in the TC system are in particular the L-type Ca 2+ channel (Ca V 1.2), which belongs to the group of high voltage-activated (HVA) Ca 2+ channels, and the T-type Ca 2+ channels (Ca V 3.1-3.3), which are also named low voltageactivated (LVA). T-type Ca 2+ channels are the electrogenic . mGluR play a role in finetuning the slow (<1 Hz) oscillation (Blethyn et al., 2006) , cause subthreshold oscillations in hyperpolarized neurons , as well as long-term depression or potentiation of electrical synaptic strength (Wang et al., 2015b) . Again, intact intracellular Ca 2+ stores may thus allow a delayed action of released Ca 2+ on Ca 2+ -activated ion channels, dampening oscillatory activity. Modified from Neyer et al. (2016) .
basis of stereotypic low-threshold Ca 2+ spikes, which in turn are the key mechanism of burst firing (Broicher et al., 2007) ( Figure 4A ). The T-type Ca 2+ channels generally inactivate rather quickly and may be subdivided based on their inactivation kinetics into the fast channels Ca V 3.1 and 3.2 and the slower Ca V 3.3. The different subtypes are differentially expressed in thalamic neurons and in subcellular compartments, causing vastly different kinetic properties of I T , mainly determined by the amount of the a1I subunit expression (Chemin et al., 2002; Joksovic et al., 2005; Perez-Reyes, 2003) . Intracellular Ca 2+ Signaling Recently, evidence from several groups has accumulated demonstrating that activity in thalamic neurons is determined by complex intracellular Ca 2+ -signaling pathways (Budde et al., 2000 (Budde et al., , 2002 Chausson et al., 2013; Coulon et al., 2009 Coulon et al., , 2012 Cueni et al., 2009; Ehling et al., 2013; Rankovic et al., 2010) (see Figures 4B and 4C) .
Our work has shown that burst activity in TRN neurons can be dampened by Ca 2+ -induced Ca 2+ -release (CICR), which takes place via ryanodine receptors (RyR) in the ER (Coulon et al., 2009 ; Figure 4B ). Conversely, in TC neurons CICR was shown to stabilize the tonic mode of activity (Budde et al., 2000 ; Figure 4A ). It is still mostly unclear, however, which cellular mechanisms the released Ca 2+ targets in TRN neurons. For TC neurons, a mechanism termed Ca 2+ -dependent inactivation (CDI) was demonstrated to inhibit L-type Ca 2+ channels, making these ion channels possible downstream signaling targets for released Ca 2+ (Budde et al., 2002; Rankovic et al., 2010 ; see Figure 4A ).
Moreover, BK (''big potassium'') channels have been found to influence TC neurons' firing properties (Ehling et al., 2013) , affecting the number of action potentials fired in a burst and producing spike frequency adaptation during tonic activity. In the TRN, results point to the activation of SK 2 (small potassium, type 2) channels (Cueni et al., 2008) , as well as a Ca
2+
-activated nonselective cation current (I CAN ) that is activated via a pathway involving metabotropic glutamate receptors (mGluRs) in the plasmalemma and IP 3 receptors in the membrane of the ER (Neyer et al., 2016;  Figure 4C ).
Interplay of Ion Channels and Gap Junctions
When it comes to the interplay between neuronal ion channels and modulation of electrical synapses, three possible mechanisms are conceivable.
(1) Modulators, such as G-protein-coupled signaling molecules, may affect both cell membrane ion channels and electrical synapses (discussed below).
(2) Electrical synapses may influence ion channels by causing changes in membrane potential. This applies to all voltagedependent ion channels that may change their open probability in the range of membrane potential changes conveyed by electrical synapses.
(3) Ion channels may influence electrical synapses and their signaling by enabling changes in intracellular ion concentrations, intracellular metabolites, or changes in membrane potential. For example, voltage-gated Ca 2+ channels can substantially increase [Ca 2+ ] i , which in turn has been shown to reduce electrical synaptic strength in some neurons (D. Kohmann et al., 2014, FENS, abstract; Kohmann et al., 2016; Rose and Rick, 1978; Rozental et al., 2001 ). In addition, any ion channel type that has sufficient influence on the membrane potential may influence electrotonic coupling by affecting both the slow and fast gating mechanisms, i.e., not just by affecting the membrane potential, but also by affecting the transjunctional voltage (Bukauskas and Verselis, 2004 (Kothmann et al., 2012; Mathy et al., 2014; O'Brien, 2014) and indirectly (Kothmann et al., 2009; Wang et al., 2015b; Zsiros and Maccaferri, 2008 ] i uncouples gap junctions in crayfish (Peracchia, 1978) . In the 1980s and 1990s, Peracchia and colleagues showed that the signaling molecule calmodulin was involved in this effect (Peracchia et al., 1983 (Peracchia et al., , 1996 Peracchia and Bernardini, 1984; Peracchia and Girsch, 1985; Peracchia and Wang, 1997) . Later, the same author proposed a hypothesis that calmodulin co-assembles and co-localizes with connexins to form the Ca 2+ sensor and thus plays a direct role in channel gating of gap junctions (Peracchia et al., 2000; Sotkis et al., 2001) . Since then, Calmodulin has been shown to associate to neuronal connexins in a Ca 2+ -dependent manner (Burr et al., 2005; Zou et al., 2014) , and Ca 2+ /Calmodulin causes short-term depression (Kohmann et al., 2016) . In addition to this, a CaMKII and NMDA receptordependent potentiation of coupling was shown by O'Brien and colleagues (Kothmann et al., 2012; O'Brien, 2014) , a first in mammalian cells and the first example of non-synaptic receptors controlling an electrical synapse. Subsequently, regulation of electrical synaptic transmission by CaMKII/NMDA receptors was also reported in mammalian inferior olive neurons (Turecek et al., 2014) , having previously been reported in the goldfish Mauthner mixed synapse (Pereda et al., 1998) . Finally, a divalent cation-binding site has been identified on Cx36 and other connexins that directly blocks the gap junction channels. Although this site is usually referred to as a Mg 2+ binding site, other divalent cations can bind to it, and Ca 2+ has even higher efficacy than Mg 2+ in blocking these gap junction channels (Palacios-Prado et al., 2013 , 2014 . While studies in mammals do not directly show an effect of Ca 2+ , our recent work shows that repeated activation of TRN neurons results in a short-term-depression of electrotonic coupling (eSTD) in epileptic rats, which is dependent on intracellular Ca 2+ mechanisms and is inhibited by the presence of the Ca 2+ chelator BAPTA or the calmodulin inhibitor ophiobolin A (Kohmann et al., 2016) . An amplification of postsynaptic electrotonic transmission through gap junctions was shown to be caused by the persistent sodium current, I Na,P (Haas and Landisman, 2012b) . As neurons depolarize, more persistently active Na + channels open, thereby amplifying a continuous depolarization (Angstadt, 1999; Haas and Landisman, 2012b) . Conversely, as neurons hyperpolarize, the persistently active Na + channels close, thereby removing their depolarizing influence and effectively amplifying hyperpolarizing events. Because I Na,P is voltage dependent, a larger number of Na + channels are activated at more depolarized membrane potentials. In TRN neurons, the activation range of I Na,P parallels the voltage range of the observed coupling amplification, as well as the range of transition from burst to tonic activity in TRN neurons (Contreras et al., 1992) . The signals relayed by electrical synapses during these two firing states-burstlets and spikelets-are also amplified by depolarization (Haas and Landisman, 2012b) , causing a coupled pair of TRN neurons to fire at roughly matched frequencies with single millisecond precision in the tonic mode, whereas elimination of I Na,P amplification produced a consistent reduction in the synchrony of tonic spiking. Interestingly, burst firing appears to be independent of I Na,P , and delays between bursts in strongly coupled neurons were an order of magnitude higher (23 ms, on average).
Chemical Plasticity of GABAergic Neurons during Regulation of State
Brainstem inputs not only modulate the firing state of cortical neurons but also induce plasticity. In addition, both the modulation as well as the plastic changes can vary for different interneuron subtypes. These ascending inputs bathe the cortex in non-specific neuromodulators, including acetylcholine (ACh), serotonin, dopamine, and noradrenaline. The fact that these inputs are non-specific makes it clear that their primary function is to cause changes in entire networks, as one would expect for changes in states of arousal. For example, ACh is known to activate cortical neurons during states of active behavior; ACh causes LTS cells to fire tonically, via activation of their (ionotropic) nicotinic ACh receptors, but causes fast-spiking (FS) cells to hyperpolarize, via activation of their muscarinic (metabotropic) ACh receptors (Bacci et al., 2005; Xiang et al., 1998) . Somewhat similarly, dopamine reduces GABA release by FS neurons by activating their presynaptic D1 receptors and increases GABA release of non-FS neurons (Gao et al., 2003) .
Noradrenaline and serotonin are both released from the locus coeruleus, but they have different and complex effects on different subtypes of cortical interneurons. Noradrenaline has been shown to depolarize FS and LS cells, but not to threshold; other interneurons (somatostatin+) were depolarized past the threshold for action potential generation, and cholecystokinin (CCK+) neurons had a wide range of responses, including hyperpolarization, depolarization, or biphasic responses (Kawaguchi and Shindou, 1998) . Serotonin primarily inhibits LS interneurons by causing outward currents, but it has mixed effects, including inward currents, outward currents, and more rarely a combination of both, on LS and FS cells (Bacci et al., 2005; Xiang and Prince, 2003) . Based on this diversity, one might speculate that a similar diversity of cell-type-specific effects on gap junctional synapses exists between the different interneuronal subtypes.
Plasticity of Neuronal Gap Junctions Definitions and Principles of Gap Junction Plasticity
So far, the study of ways to modify electrotonic coupling strength can roughly be divided into two groups: (1) activity-induced plasticity, in which rhythmic oscillatory activity induces changes in electrical synaptic strength; this form of plasticity may depend on [Ca 2+ ] i , acidification, phosphorylation, or other downstream effects (see below); and (2) chemically induced changes: electrical synapses are known to be inhibited not only by experimental blockers, such as carbenoxolone, mefloquine, and 1-octanol, but also by volatile anesthetics Cruikshank et al., 2004; Johnston et al., 1980; Rozental et al., 2001 ). The psychostimulants modafinil (Beck et al., 2008; Liu et al., 2013) and trimethylamine (Nassiri-Asl et al., 2008) can increase the strength of electrical synapses, and these substances have been implicated in the modulation of states of arousal as well as in seizure models (see below). Gap junctional strength can, in principle, be altered in three ways (O'Brien, 2014) . (1) Changes in current flow through gap junctions that are caused by alterations of the cellular membrane properties of the coupled neurons, which in turn may be caused by synaptic input or spiking activity. Such shunting effects can occur on a millisecond timescale. (2) Changes in expression level of connexins causing their addition or removal from the membrane may alter coupling strength on a timescale of seconds (Flores et al., 2012; Wang et al., 2015a) . (3) Modification of gap junction channel conductance (e.g., by phosphorylation; Wang et al., 2015b) may change their coupling strength over a timescale of minutes. Any of these changes may be triggered by circadian rhythms, developmental changes, or in response to tissue injury (O'Brien, 2014) .
In order to distinguish between gap junctional plasticity versus a change of current flow through gap junctions by shunting effects, two central features of neuronal plasticity apply: (1) activity dependency, where the effects on synaptic strength are proportional to the frequency and/or duration of the underlying stimulus, and (2) persistence, where modifications induced during the stimulus phase continue to exist after the cessation of the stimuli that caused them. Moreover, it is important to distinguish between changes in coupling strength that are caused by alterations of the membrane properties of the coupled neurons versus changes in coupling strength that are caused by a modification of the gap junctional conductance itself. Along these lines, we stick to the standards set forth for chemical synapses and use the term ''modulation'' to refer to changes in electrical synaptic signals that are not directly due to changes in the actual gap junction channels and/or that are not directly caused by changes of the transmission of currents through these channels.
Comparative Mechanisms of Electrical Synaptic Plasticity across Brain Regions
Retina. The earliest suggestions of a use-dependent physiological modification of electrical synaptic conductance can be found in a study of retinal horizontal cells of the turtle (Piccolino et al., 1982) . Shortly afterward, dopamine was shown to cause a decrease of electrotonic coupling strength in the carp retina, as measured by a decrease in the diffusion of Lucifer yellow (Teranishi et al., 1983) , and an increase of coupling resistance in horizontal cells of the turtle retina in a manner that could be called use dependent (Piccolino et al., 1984) : light exposure activates dopaminergic signaling, which in turn reduces the electrotonic coupling strength of horizontal cells. This, in turn, caused a narrowing of the receptive field profile of the H1 horizontal cell axon terminals. Similar effects were obtained by increasing intracellular levels of cyclic AMP (cAMP), suggesting that cAMP may act as a second messenger in reducing the strength of electrotonic coupling. It was unclear whether this is achieved by a [Ca 2+ ] i increase, intracellular acidification, by phosphorylation of a protein involved in gap junctional permeability, or by phosphorylation of the gap junction channel proteins themselves.
In addition to the study of what might affect gap junctions, McMahon and colleagues studied the direct effects of the gap junction channel behavior, i.e., how the channels themselves were affected. They made whole-cell recordings from perch horizontal cells in cell culture (McMahon et al., 1989) , targeting cells with especially high input resistance. By doing this, they were able to observe very small events and provide relatively effective voltage clamp. Then they clamped one neuron at a very positive voltage, and the other one at a very negative voltage. By monitoring the channel-like activity in a way reminiscent of a cellattached mode, they were able to determine that events that were coordinated, but of opposite polarity, must be from current passing from one neuron to the other. The only feasible explanation for this is for the current to pass through gap junctions. In this way, they were able to isolate specific junctional events to study the single channel conductance, and the frequency and duration of channel open time. They determined that dopamine did not change the gap junctional channel conductance or the fre- 
. Dye Coupling in TRN Neurons
(A) A reconstruction of confocal optical sections obtained with a two-photon laser-scanning microscope. Left: of the two visible neurons, only the upper one was loaded with a fluorescent Ca 2+ indicator dye (Oregon green BAPTA-1, green) and a Ca 2+ -insensitive reference dye (Alexa 594, red) via a patch pipette, which combine to produce yellow. The area indicated by the white box was presumed to be an area of contact between the two neurons, and is shown at a higher magnification on the right, with increased signal gain applied to the green channel. Dendritic spines are visible (blue arrows), as well as sites of contact between the two neurons (white arrows). Note the reduced intensity of green fluorescence in the passively filled neuron. (B) An example of a discoid cluster from a mouse TC slice. The arrow points to the single neuron labeled with neurobiotin via whole-cell patch pipette. All other visible neurons were stained by diffusion of the tracer through gap junctions. (C) An example of a spherical cluster from a mouse TC slice, using the same techniques as in (B). Panels (B) and (C) are from Lee et al. (2014) .
quency of opening, but it did weaken electrotonic coupling by reducing the channel open time. More recently, it has been shown that protein kinases can affect junctional conductance, possibly by altering single channel properties, either by promoting formation of new junctions and/or channels (Flores et al., 2012; Pereda et al., 2013) , or by increasing internalization of existing junctions (Bennett and Zukin, 2004) .
Thalamic Reticular Nucleus. Recently, electrical synapses have been shown to undergo potentiation and depression by various mechanisms. As opposed to cortical clusters of electrically coupled interneurons, where coupled neurons can be as far apart as 200-300 mm, and the synchrony of membrane fluctuations can span >300 mm (Amitai et al., 2002; Beierlein et al., 2000) , TRN clusters of electrotonically coupled neurons appear to be connected more locally : using paired whole-cell recordings, we found that TRN gap junctional connections are limited to somatic distances of <40 mm. However, Lee and colleagues (2014) demonstrated dye coupling spanning >300 mm in the TRN of rats and >200 mm in mice ( Figure 5B and 5C), and we have observed dye coupling over a similar distance ( Figure 5A ). This discrepancy probably results from a combination of insufficient sampling inherent in paired recordings, as well as the reduction in coupling from mGluR activation (Landisman and Connors, 2005; Wang et al., 2015b) . In Long et al. (2004) , coupling strength was shown to increase with shorter distances between neurons and reached a maximum at intrasomatic distances of %5 mm. When activated by the nonspecific mGluR agonist ACPD, a subpopulation of TRN cells generated 5-15 Hz rhythms that were synchronized via electrical synapses. These rhythms were then used to assay the distance of electrical coupling.
Electrical synapses also undergo activity-induced changes in strength between neurons of the TRN (Haas et al., 2011; Landisman, 2012a, 2012b; D. Kohmann et al., 2014, FENS, abstract; Kohmann et al., 2016; Landisman and Connors, 2005) . We first demonstrated that tetanic stimulation of corticothalamic feedback fibers induced electrical long-term depression (eLTD) (Landisman and Connors, 2005) , and then we showed that coordinated burst firing at 2 Hz in pairs of coupled TRN neurons also caused eLTD (Haas et al., 2011) . After sustained bursting in one or both neurons, coupling coefficients were reduced by 12% to 15%, with no detectable changes in input resistance or membrane potential. These changes lasted for tens of minutes; hence, they were termed eLTD. The plasticity induced by slow burst firing of a single neuron is asymmetric, depending on the direction of use ( Figure 6A ; also see Kohmann et al., 2016) . Furthermore, bursts are able to trigger regenerative burst responses in coupled neurons, potentially allowing the lossless spread of activity throughout the TRN: a single burstlet (the postsynaptic voltage deflection caused by a presynaptic burst) is often large enough to drive bursts directly in a coupled neighbor (Haas et al., 2011; Haas and Landisman, 2012a) . The reduction in coupling strength from the induction of eLTD is sufficient to prevent such regenerative burst transmission. By preferentially diminishing coupling ''inbound'' to bursting cells ( Figure 6A ), activity-dependent eLTD could potentially decouple single quiescent neurons from a coupled network, or adjust input preference from intra-TRN electrical input to input from corticothalamic and thalamocortical chemical synapses. Thus, neurons can fine-tune the relative proportion of signals they send or receive to or from coupled neighbors by the effect of eLTD on coupling asymmetry, i.e., activity-dependent increases in asymmetry (Haas et al., 2011) . The underlying mechanism for this eLTD was speculated to be channel phosphorylation, which might reduce electrical synaptic strength (Del Corsso et al., 2012; Kothmann et al., 2009; Pereda et al., 1998 Pereda et al., , 2013 Urschel et al., 2006; Wang et al., 2015b) and could potentially cause asymmetric changes by modifying channel configuration on one side, but not the other. Another possibility is that these neuronal gap junction plaques are not homologously Cx36. In this case, addition or subtraction of hybrid gap junction channels that are intrinsically rectifying could shift the balance of asymmetry.
In addition, we have shown that activation of Group I metabotropic glutamate receptors (mGluRs) also induces eLTD, while activation of the Group II mGluR, mGluR3, induces eLTP in TRN neurons ( Figures 6B and 6C ) (Wang et al., 2015b) . Plasticity induced by both mGluR groups converges on the same signaling cascade, adenylyl cyclase to cAMP to protein kinase A, but with opposing effects. The magnitude of modification is inversely correlated to baseline coupling strength ( Figure 6B ), giving rise to the idea that a strongly coupled but static scaffolding network exists in TRN neurons ( Figure 6D ). Thus, electrical synapses, like their chemical counterparts, undergo both LTD and LTP. Mastoparan, a peptide activator of G i/o , mimicked the effect of mGluR3 activation, strongly suggesting G i/o and its associated signal cascade as the cause of induction of eLTP. Similarly, an activator of adenylyl cyclase, forskolin, reproduced the eLTD seen after activation of mGluR group I, as did the application of the cellpermeable cAMP analog 8-bromo-cAMP ( Figures 6B and 6C) . Finally, inhibition of PKA not only prevented eLTD, but also caused eLTP, suggesting that eLTD is dominant in TRN neurons and a default state under the slice experimental conditions. Finally, we have shown a form of Ca 2+ -and calmodulin-dependent short-term depression in TRN neurons of epileptic rats (Kohmann et al., 2016) , the first time a mechanism of electrical synaptic plasticity was shown to play a role in epileptogenesis. Rhythmic bursting resulted in a short-term depression of electrical synaptic strength (eSTD) between pairs of TRN neurons in epileptic rats, but not in a non-epileptic control strain. Gap junctions have previously been demonstrated to play a role in epileptogenesis and in sustaining epileptiform activity Gigout et al., 2006; Hempelmann et al., 2006; Nilsen et al., 2006; Perez Velazquez and Carlen, 2000; Proulx et al., 2006) . Pharmacological blockade of gap junctions in vivo by direct injections of antagonists into the TRN induced a depression of seizure activity that was just as effective as with the most commonly used clinical anti-absence drug ethosuximide (Kohmann et al., 2016) . We suggested that the eSTD represents a mechanism of Ca 2+ homeostasis aimed to counteract excessive synchronization, thus the eSTD observed in epileptic animals was considered a compensatory mechanism to dampen spike-and-wave discharges. It was previously demonstrated that TRN neurons critically influence rhythmic oscillations (Cueni et al., 2008; Fuentealba and Steriade, 2005; Long et al., 2004; Steriade et al., 1987) . Such rhythmic oscillations, cause an elevation in intracellular Ca 2+ concentration (Coulon et al., 2009; Cueni et al., 2008) , which in turn, has been found to weaken electrotonic coupling in neurons (Rose and Rick, 1978; Rozental et al., 2001; Srinivas et al., 1999) . It has been questioned whether this is physiologically relevant, since a very high [Ca 2+ ] i is needed for effective changes of coupling strength. Thus, it may be necessary for the involved Ca 2+ channels to be in close proximity to the gap junctions that form functional electrical synapses (Burr et al., 2005) .
Cortex. Several studies have characterized electrotonic coupling in subtypes of GABAergic cortical interneurons (Table 1 ; Figure 7 ). So far, the ability to characterize interneuronal physiological responses by their Ca 2+ binding protein expression has remained elusive Monyer and Markram, 2004) . The many studies of interneuronal behavior and their responses to different aspects of the thalamocortical circuit have made it difficult to compare across studies, since different studies use different criteria-some categorizing interneuron subtypes by Ca 2+ binding protein expression (DeFelipe, 1993 (DeFelipe, , 1997 del Río and DeFelipe, 1997) , some by morphological features (Cauli et al., 1997; DeFelipe, 1993 DeFelipe, , 1997 Houser et al., 1984; White, 1989) , some by physiological intrinsic properties (Beierlein et al., 2003; Gibson et al., 1999; Hill et al., 2001; Houser et al., 1984) , and very few by a combination of two or three (Gupta et al., 2000; Jiang et al., 2015; Kawaguchi, 1995; Kawaguchi and Kubota, 1997) . A consistent finding is that interneuronal subtypes only communicate via gap junctional synapses to cells with the same intrinsic physiological properties ( Figure 2B ; see Table 1 for references). Here, we use the results from these studies to compare their coupling coefficients (cc) and trans-junctional conductance (G j ). Because most of these publications do not report both of these values, we have estimated G j or cc by using the reported average input resistance (R in ) applied to the following equations: G j = 1/R in *cc/(1-cc) or cc = G j *R in *(1-G j *R in ), respectively. Electrical synapses established between inhibitory interneurons of the same subtype can have highly varying degrees of cc and G j (Table 1) . Electrotonic coupling across interneuronal types appears to be quite rare and weak among the subtypes studied thus far (fast spiking, FS; low-threshold spiking, LTS; late spiking, LS; multipolar bursting, MB; and irregular spiking, IS): FS-LTS 3 out of 32 recordings, 2 out of 3 weak, (Gibson et al., 1999) ; LS-to-non-LS: 2 of 93, (Chu et al., 2003) ; and FS to principal neurons, 5 out of 57, (Meyer et al., 2002) . Gap junctional plasticity has not yet been characterized for any of these interneuronal subtypes.
Inferior Olive. Gap junctions in the mammalian inferior olive (IO) have been studied more extensively than in other regions for two reasons: (1) the IO contains a very high density of neuronal gap junctions, and (2) it provides a good assay for the study of the interaction of chemical and electrical synapses because coupled dendritic spines receive inhibitory and excitatory synaptic inputs (De Gruijl et al., 2014; Turecek et al., 2014; Welsh and Turecek, 2017) . The olivo-cerebellar system is thought to coordinate timing of motor, sensory, and cognitive tasks (Jacobson et al., 2008; O'Brien, 2014; Welsh et al., 1995; Welsh and Lliná s, 1997; Welsh, 2002; Welsh and Turecek, 2017) . GABAergic projection neurons in the cerebellar nuclei innervate the inferior olive Calculated; values are mean ± SEM unless marked as ±SD (SD) and were shown to modulate both the strength and symmetry of electrotonic coupling between IO neurons. This innervation alters network activity, which is thought to provide rapid modifications of the spatio-temporal features of the coupled network in response to behavioral demands (Lefler et al., 2014) . Physiological activation of glutamatergic synapses at 1 Hz, a frequency similar to the firing of olivary neurons in awake animals, triggers eLTD between inferior olivary neurons, while maintaining the strength of their chemical synapses (Mathy et al., 2014) . This eLTD depends on NMDA receptor activation and an increase in postsynaptic [Ca 2+ ] i . Conversely, electrical synapses can also be strengthened, mainly between nonadjacent neurons, by activation of synaptic and extrasynaptic NMDA receptors (Turecek et al., 2014; Welsh and Turecek, 2017) . This strengthening occurred alongside a Ca 2+ -influx near dendritic spines and required the activation of Ca 2+ /calmodulin-dependent protein-kinase II. Postsynaptic bursts of action potentials by current injection did not cause electrical synaptic plasticity in olivary neurons, as opposed to TRN neurons. Notably, depolarization of either IO neuron in a coupled pair causes a reduction in coupling strength (Devor and Yarom, 2002) . Cerebellum. In Golgi cells of the cerebellar input layer, Cx36 forms functional gap junctions between apical dendrites of the molecular layer (Vervaeke et al., 2010) . These gap junctions propagate action potential after-hyperpolarizations (AHPs) better than spikes, due to their low-pass characteristics, which thus cause gap junctional inhibition in coupled neurons: when one cell receives excitatory input, two to three neighboring Golgi cells exhibit pauses in action potential firing. It is estimated that each Golgi cell is coupled to approximately ten neighboring neurons. Based on a network model, it is postulated that Cx36 effectively converts an excitatory synaptic signal into surround inhibition (Vervaeke et al., 2010) . Inhibitory gap junction potentials also cause phase delays of action potential firing and desynchronization of spontaneous firing between cells. Thus, Golgi cell networks exhibit action potential synchronization in the absence of correlated input and transiently desynchronize in the presence of sparse excitatory synaptic input (Dugué et al., 2009; Vervaeke et al., 2010) . In molecular-layer cerebellar interneurons, MannMetzer and Yarom (1999) found that depolarization of membrane potential causes amplification of electrical synaptic signals in the presence of the sodium-channel blocker TTX. Conversely, amplification of gap junction signals between coupled cerebellar Golgi interneurons has been shown to be QX-314 sensitive and thus mediated by sodium currents (Dugué et al., 2009) . It should be noted, however, that these types of amplification are forms of modulation, and gap junctional plasticity has not yet been characterized for cerebellar interneurons.
A Model of Modifiable Neuronal Gap Junctions
Taken together, the data show a necessity to reconsider the standard model of gap junctions as a single passive resistor.
We previously suggested a model to describe the channel (C) Thalamocortical circuit activation during rhythmic firing associated with sleep. In this scenario, a global, spatially non-specific transmitter release entrains a large area, both by glutamatergic activation of feedforward and feedback fibers between thalamic relay neurons and cortical pyramidal neurons, and by local activation of GABAergic interneurons. So far, we have determined three forms of plasticity (Haas et al., 2011; Kohmann et al., 2016; Wang et al., 2015b) . TRN coupling has yet to be evaluated in response to varying rhythmic bursting frequency or in response to varying tonic firing frequencies. Plasticity of cortical interneurons has not yet been evaluated in any fashion. Thalamocortical circuits correspond to rodent primary somatosensory cortex and the ventro-posteromedial nucleus of the thalamus (VPN). Within the circuit, whisker barrels are illustrated in layer 4 (blue squares), and whisker barreloids are shown in the VPN (colored patches in the ''Thalamic Relay Nucleus''). Barreloids from Bosman et al. (2011) , copyright Bosman, Houweling, Owens, Tanke, Shevchouk, Rahmati, Teunissen, Ju, Gong, Koekkoek, and De Zeeuw.
properties of a mammalian electrotonic synapse with two branches in parallel (Figure 6Ae ; Haas et al., 2011) : One branch carries the common maximum resistance, R C (= minimum of conductance, G C ) measured from both directions; a parallel branch consists of a resistor (R D ) in series with a diode, representing the increase in conductance (or decrease in resistance) observed as asymmetry. Neuronal gap junctions are not only able to synchronize network dynamics, they can also contribute to the generation of anti-phase, phase-locked, and bistable rhythms (Bem and Rinzel, 2004; Timofeeva et al., 2013) . Simulations of multi-compartmental models reveal that such network dynamics can be tuned by the location of the gap junction on the dendritic tree and by the strength of these connections (Saraga et al., 2006; Timofeeva et al., 2013; Traub et al., 2001 ).
The Proposed Interplay of Gap Junctional Plasticity and Regulation of State
It is possible that there are two network modes of glutamatergic activation of thalamic cells by cortical feedback: the first is defined by receptive field activation, is spatially focal, and probably serves to amplify salient sensory information requiring attention (Andolina et al., 2007; Cano et al., 2006; O'Connor et al., 2002; Przybyszewski et al., 2000; Temereanca and Simons, 2004 ) ( Figure 7A) ; the second mode is a rhythmic, nonspecific release of glutamate during thalamocortical oscillations (Bal et al., 2000; Destexhe et al., 1999a Destexhe et al., , 1999b Jones, 2002) ( Figure 7C ). However, it should be noted that these represent two extremes, since recent work has also indicated that feedforward and feedback activity could generate faster and slower rhythmic activity, respectively, in order to improve precision of stimulus prediction versus error correction (Bastos et al., 2014; Briggs and Usrey, 2009 ). Each of these states, as well as different frequency bands during rhythmic states, has the potential to differentially modulate gap junctional strength. Only cortical feedback fibers contact metabotropic glutamate receptors in addition to AMPA/kainate receptors, whereas relay cell feedforward projections, activating the cortex and the TRN, only terminate on AMPA/kainate receptors. Our previous work has demonstrated that either activation of mGluRs by the nonspecific agonist ACPD or by tetanic stimulation of cortical feedback fibers causes long-term depression of electrical synaptic strength (Landisman and Connors, 2005) . However, both of these methods are a mere starting point, as neither is particularly physiological.
More recently, as mentioned above, we have shown that this picture of long-term plasticity is actually more complex: specific mGluR activation and the associated G-protein-coupled signal cascades can cause either long-term depression or long-term potentiation of electrical synapses (eLTD or eLTP; Figure 6D ) (Wang et al., 2015b) . Also as mentioned, we have shown that low-frequency burst firing alone can cause eLTD among TRN neurons (Haas et al., 2011) . Extrapolating from these results, one might imagine that different rhythmic frequencies could potentially change the direction of plasticity-i.e., either depression or potentiation-as well as the degree. This differential regulation of gap junctional strength could, in turn, determine the spatial extent of gap junctional networks as well as whether electrical or chemical synapses will dominate the GABAergic output of the TRN. For example, in the case of tetanic stimulation, the potential overload of glutamate onto the TRN may reduce gap junctional strength in order to allow the TRN to more faithfully follow the chemical synaptic input of relay and cortical cells (Figures 7B and 7C) . Conversely, increases in gap junctional strength within the TRN might allow only the most salient sensory stimulation to ''break through'' the stronger and more spatially extensive inhibitory input on thalamic relay cells.
In addition to spatio-temporal diversity of effects within the TRN, one must also consider the possibility of diverse effects among different inhibitory cell types in different brain regions. Despite the first-pass indication that most mammalian neuronal gap junctions outside the retina are likely to have Cx36 as their structural basis, there are already indications that properties of electrical synapses vary by brain region. For example, different brain regions can have extremely different coupling strengths: the cc of inferior olivary neurons is quite weak, in the range of 0.01-0.015 (De Gruijl et al., 2014; Mathy et al., 2014; Turecek et al., 2014) ; the average coupling strength for Golgi cells of the cerebellum is somewhere in the middle with an average cc of 0.08 (Vervaeke et al., 2010) ; and two discernible populations of coupled neurons appear to exist in the TRN with coupling coefficients of approximately <0.1 (Haas et al., 2011; Kohmann et al., 2016; Landisman et al., 2002; Long et al., 2004) for the weaker, more plastic electrical synapses, and >$0.2 for electrical synapses that don't appear to be modifiable (Wang et al., 2015b) . We have proposed that the stronger, static gap junctional synapses serve as a ''scaffolding network'' and build a synchronous neuronal network; the more weakly coupled neighboring neurons may enter and exit this synchronous network, depending on whether their electrical synapses are potentiated or depressed (Figures 6B and 6D ; Wang et al., 2015b) .
Even within the somatosensory cortex, different subtypes of inhibitory neurons have differences in their coupling strength as well as in the spatial extent of their gap junctional networks, presumably to serve their different functions within the cortical network. As mentioned above, fast-spiking (FS) and low-threshold spiking (LTS) cells have fairly similar coupling conductances, on the order of 2 nS (Gibson et al., 1999 ; but see Table 1 ). The three other interneuron subtypes characterized so far, though, have quite variable coupling strengths that are significantly lower than the coupling conductance of FS and LTS cells. Late spiking (LS) cells have an average coupling conductance that is on the order of one-tenth of FS and LTS cells (LS G j z179 pS) (Chu et al., 2003) , irregular spiking cells (IS) have an average G j that is twice as large as that of LS cells (IS G j z427 pS) (Galarreta et al., 2004) , and multipolar bursting cells (MB) are almost twice as strongly coupled as IS cells (MB G j z783 pS, calculated from the average cc and R in ) (Blatow et al., 2003) . It should also be noted, however, that this variation could be due in part to the location of gap junctions on the dendritic tree (or even the axon: see Schmitz et al., 2001) , due to interactions with intrinsic membrane properties, or both. Nonetheless, it leaves open the possibility that the gap junctional plaques themselves have diversity of their configuration and/or the number of channels in a single plaque, or synapse. Indeed, heterogeneity of electrical coupling is a common finding (Hoge et al., 2011; Vervaeke et al., 2010) , and it was recently found to be correlated with the number of gap junction channels coupling cells in the cerebellum (Szoboszlay et al., 2016) .
Demonstrations of mechanisms involved in gap junctional plasticity have only just started to scratch the surface. Already interneurons in various brain regions, whose gap junctional synapses are based on Cx36, have diversity of their plastic mechanisms-due to interactions with different intracellular signaling cascades, or possibly due to differences in the channel compositions, or conformations of their gap junctional plaques. For example, neurons in the inferior olive do not undergo eLTD in response to 1-2 Hz activity of coupled neurons (Mathy et al., 2014) as TRN neurons do (Haas et al., 2011) . Instead, the eLTD observed in the inferior olive is due to activation of NMDA receptors.
Discussion
In this Review, we suggest that state regulation of neuronal networks includes the plasticity of electrotonic coupling, in particular in networks of inhibitory neurons. First, we briefly discussed the association of different frequencies of rhythmic oscillations with changes in state in order to set the stage for how neuronal networks respond during these different states. We then described some of the changes of intrinsic properties of neurons and their ion channels that underlie state regulation. We also addressed the relationship of chemical synaptic plasticity and regulation of state, particularly for inhibitory neurons. And finally we covered the comparative mechanisms of electrical synaptic plasticity, to demonstrate that a precedent for differential regulation of electrical synaptic plasticity dependent on brain region already exists. These mechanisms pave the way for a diversity of cell-type-specific gap junctional plasticity in relation to modulation of state. Thus, we propose a complex physiological role of electrical synaptic plasticity in regulating network and behavioral states.
For these reasons, it's not a stretch to postulate that different interneurons within a single cortical region might also utilize different mechanisms of gap junctional plasticity to further promote their unique roles in cortical processing-roles that change with changes in behavioral state (Figure 7 ). Our hypothesis of gap junctional plasticity influencing the regulation of state seems feasible in light of the described findings but remains to be tested. Direct links between behavioral states and gap junctional plasticity are not available at this time, and no one has investigated the role of gap junctional plasticity in any form of behavior. And while testing gap junctional plasticity during actual behaviors is probably a long way off, technically, there are a number of experiments that could at least shed light on, and point the way toward, these interactions. For example, since different frequencies of oscillations are correlated with different states of arousal, it would be fairly straightforward to test the usedependence of gap junctional plasticity strength and direction (i.e., potentiation versus depression) in response to stimulation at different frequencies. Another set of experiments that would be straightforward would be to test the effects on gap junction plasticity of neuromodulators associated with changes in state (discussed above). One might predict that subsets of cortical interneurons that are associated with particular changes in response to specific neuromodulators might have plasticity of their gap junctions. And once some of these properties of plasticity have been elucidated, experimentation could branch out to effects of actual behaviors, either brought on by environment-such as sleep deprivation, or by genetic deficits-such as animal models of ADHD or sleep irregularities.
Needless to say, testing these hypotheses requires extensive experimentation in order to tease apart the differential effects, and the data will be significantly harder to collect than the classic temporal relationships demonstrated for spike-timing-dependent plasticity that has previously been shown for excitatory and inhibitory chemical synapses. However, the payoff will yield not only a richer understanding of the complexity of gap junctional synapses within neuronal circuits, but also a deeper understanding of the regulation of states of arousal within the thalamocortical system and across the entire mammalian brain.
