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1. Introduction
The problem of existence of static stabilizing controllers, for a given system triplet (A, B, C) (where
A ∈ Cn×n, B ∈ Cn×m, C ∈ Cp×n), i.e. the existence of a matrix K such that A − BKC stable, is a
fundamental one (see [20] for a survey of the static output-feedback problem). No polynomial-time
algorithm is known for deciding this problem, and the problem becomes practically unsolvable for
systemswith large state-space. The problem becomes acute for systems that cannot use or cannot rely
on dynamic feedbacks (e.g. bridges and buildings at earthquake).
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This decision problem is known to be NP-hard if we impose norm bounds or structural constraints
on the static controllers (e.g. restricting their coefficient to be in some closed intervals in R or in
some closed rectangles inC, where the end points and the coefficients of the matrices are taken from
the subfield F = Q + iQ – see [5,19]), but with unknown classification, otherwise. In [19] it was
conjectured that the unconstrained problem is also NP-hard. Note that there exist K over F such that
A−BKC is stable if, and only if, there exist a stabilizing K overC, since the set of all stabilizingmatrices
K is open, and since F is dense inC.
The practical meaning of a problem being NP-hard is that probably no deterministic polynomial-
time algorithm exists to decide it, under the widespread belief that P = NP, and thus, one should
turn to approximation or to probabilistic algorithms, whenever tackling such a problem, since after
40 years (counting from the publication of Cook’s Theorem in 1971 stating that the SAT problem of
satisfiability of boolean formulas, is NP-complete), no polynomial-time algorithm was found for even
a single NP-complete problem, which is the subclass of the easiest NP-hard problems.
Generally, we assume that the coefficients of A, B, C are complex numbers, but when dealing with
computational-efficiency and real-world computations, where we are compelled to finite representa-
tions of the inputs to the algorithms, we assume that the coefficients of A, B, C has rational real and
imaginary parts, i.e. taken from the subfield F = Q + iQ. Thus, searching for a matrix K such that
A − BKC is stable, means practically that we search for K with coefficients from F as to satisfy the
following rather robust stabilization condition:
ForachosenK overF, letp (z) = zn+pn−1zn−1+· · ·+p0 be thecharacteristicpolynomialofA−BKC,
and let λ1, . . . , λk ∈ C be all its exact roots, with multiplicities r1, . . . , rk reps. Now, we can apply
some polynomial-time algorithm (see [12] and see also [13, p. 184], and references therein), in order to
find approximations λ˜1, . . . , λ˜k ∈ F satisfying
∣∣∣λj − λ˜j∣∣∣ <  for a given threshold 0 <  < 1,  ∈ Q
and, for j = 1, . . . , k. Then, the matrix A − BKC is considered as stable if λ˜1, . . . , λ˜k are inside the
open disk |z| < 1−, in the discrete-time case, and inside the open left-half-plane (z) < −, in the
continuous-time case. In this way, we can guarantee that the exact roots are inside the related stability
region. Note that the exact computation of the roots is impossible, during to the Abel’s Impossibility
Theorem, stating that for any n  5, there exist polynomials over F, such that their roots cannot be
computed by any finite set of radicals and field operations, on the coefficients.
The problem of guaranteed stability as mentioned above, differs essentially from the problem of
exact stability, wherewe are given A, B, C and K overF, andwe need to decidewhether E = A−BKC is
stable, i.e. whether the exact eigenvalues are inside the stability region. Note thatwe do not necessarily
need to compute the eigenvalues, since for example, we may do it by verifying (algorithmically) that
Ej → 0 as j → ∞, in the discrete-time case, and by verifying that eEt → 0 as t → +∞, in
the continuous-time case. Also, we may introduce P > 0 such that P − E∗PE = I in the discrete-
time case, and such that E∗P + PE = −I in the continuous-time case. Now, since we can efficiently
compute approximations to the eigenvalues, we may apply the above mentioned algorithms with the
sequence j = 12j+1 , j = 0, 1, . . . – stopping whenever all the approximated roots are inside the
related j stability region, but then, wemay have an exponential run-time, with respect to the bit-size
representation of the input, when some of the exact eigenvalues of E, rely very close to the boundary
of the exact stability region, orworse, to have an infinite-loop, when some of the exact eigenvalues of E
rely exactly on the boundary of the exact stability region. Similar problems arise with other methods,
such as the methods stated above.
The proof given in [19], to the fact that this problem is NP-hard, relies on their proof there, that
deciding whether there exists a stable matrix (exactly stable) with coefficients restricted to a pre-
specified family of closed intervals or rectangles as above, is NP-hard. It is proved there that the
PARTITION problem (for deciding whether a given set of integers can be divided into two subsets
of equal sum – known to be NP-complete problem) is reducible by a polynomial-time reduction, to
the problem of deciding whether there exist K , with restricted entries as above, such that A − BKC
is exactly stable (even when C = I, i.e. the static-state-feedback problem). It is worth mentioning
in this context, that the problem of exact pole-placement via static-output-feedback is also NP-hard
problem (see [14]). The immediate meaning of all this is that any decision method is doomed to fail in
supplying a universal efficient algorithm (unless one proves that P = NP, and even then it is doubtful).
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Nevertheless, different methods may efficiently cover different families of inputs, and thus we may
cover efficiently almost every reasonable input.
In what follows, we introduce several reductions of the problem to a similar problemwith reduced
order, andwe finally put our finger on the hard core of the problem.We start by fixing some definitions
and notations:
ByC− we denote the set of all complex numberswith negative real part, where byDwe denote the
open unit disc. We let be eitherC− orD, and we denote by Sn×n the set of all stable n× nmatrices,
i.e. the set of all n× nmatrices having all their eigenvalues in. We denote by (z) the real part of z,
while by (z)we denote its imaginary part. By Z+ we denote theMoore–Penrose pseudo-inverse of Z.
Let RZ = I−ZZ+ and LZ = I−Z+Z , and note that RZ, LZ are orthogonal projections satisfying RZZ = 0
and ZLZ = 0. For amatrix Z we denote by Z∗ its conjugate transpose. For a set ofmatricesZ , we denote
by Z∗ the set of all Z∗ such that Z ∈ Z . We say that Z and W are similar up to a permutation if there
exists a permutationmatrix such that Z = W∗. For a squarematrix Z , we denote by z = vec (Z),
the vector constructed from Z by rearranging all its columns into a one column. By Z = mat (z) we
denote the inverse function of vec. By Z ⊗ W we denote the Kroneker product, i.e. Z ⊗ W is a matrix
of blocks, where the (i, j)’th block is zi,jW . We use In to denote the unit n × nmatrix.
For a given system triplet (A, B, C) (where A ∈ Cn×n, B ∈ Cn×m, C ∈ Cp×n), we denote by
W (A, B, C) the set of all n × n matrices W (if any exists) such that A − BB+WC+C is stable, where
by K (A, B, C)we denote the set of all them × pmatrices K such that A − BKC is stable. We naturally
relate these two sets by: K = B+WC+ + LBY + ZRC , for a given W ∈ W (A, B, C) and Y, Z arbitrary,
and by: W = BKC + RBN + MLC , for a given K ∈ K (A, B, C) and arbitrary N,M. When only a pair
(A, B) (or (A, C)) is given, we write WR (A, B) for W (A, B, I), and KR (A, B) for K (A, B, I) (resp. we
writeWL (A, C) instead ofW (A, I, C) and KL (A, C) instead of K (A, I, C)).
Let T =
⎡⎣ T1,1 T1,2
T2,1 T2,2
⎤⎦ ∈ Cn×n partitioned such that T1,1 is k × k and 1  k  n. A solution
X ∈ Ck×(n−k) to the (generally, nonsymmetric) Riccati equation:
XT2,1X − XT2,2 + T1,1X − T1,2 = 0 (1)
is said to be simultaneously stabilizing solution, if T1,1 + XT2,1 and T2,2 − T2,1X are stable. Note that
whenT is stable, (1) implies the stability ofT1,1+XT2,1 andT2,2−T2,1X . Note also thatwhenT2,2−T2,1X
is invertible, Eq. (1) implies that X = − (T1,1X − T1,2) (T2,1X − T2,2)−1, and thus, X is a fixed-point of
the linear-fractional-transformation X 
→ − (T1,1X − T1,2) (T2,1X − T2,2)−1 (in the continuous-time
case, T2,2 − T2,1X stable implies its invertibility, while in the discrete-time case, T2,2 − T2,1X stable
may have the value 0 as eigenvalue).
For a comprehensive treatmentof theRiccati equationwesuggest consulting [18,10]. A related com-
plementarypaper toours is [4],where theparametrizationof all the solutionsof theaboveRiccati equa-
tion is given in terms of one specific solution X0 for which σ
(
T1,1 + X0T2,1) ∩ σ (T2,2 − T2,1X0) = ∅
(instead of having T1,1 + X0T2,1 and T2,2 − T2,1X0 stable) and the set of all solutions to some related
homogeneous Riccati equation. In [16] a bijection is introduced between the real symmetric solutions
of the algebraic Riccati equation A∗X + XA − XBB∗X + Q = 0 and the minimal-McMillan-degree
symmetric factorizations of φ (z) = I − B∗ (zI + A∗)−1 Q (zI − A)−1 B. In [3,1,2], a parametrization
of all the square minimal-McMillan-degree spectral-factors of a matrix-valued spectral function, is
given in terms of the symmetric solutions of a related algebraic Riccati homogeneous equation. This
parametrization has a great importance in Realization Theory (and practice), and in Identification The-
ory (and practice), as well as to other important fields of Control Theory. Moreover, the given bijection
in [2] is continuous with continuous inverse, which has the benefit of preserving approximations, and
moreover, preserving the whole topological structure.
Parameterizations of the set of all solutions, such that the feasible set is parameterized with free
parameters (ranging in the set of wanted solutions), has the great importance of the ability of splitting
the solution strategy into two stages, where the feasibility problem is solved first, and in the next
stage, the constraints or the optimization conditions are added to the free parameters. The linear-
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fractional-transformations free-parameterizationsmethod, is extensively used in Interpolation Theory
(see [11,7,8], to list a few).
Similar observation as in [2], leads to the following result:
Let X0 be a particular simultaneously stabilizing solution for (1). Now,
(X + X0) T2,1 (X + X0) − (X + X0) T2,2 + T1,1 (X + X0) − T1,2 = 0
is equivalent to:
XT2,1X − X (T2,2 − T2,1X0)+ (T1,1 + X0T2,1) X = 0 (2)
Next, since T1,1 + X0T2,1 and T2,2 − T2,1X0 are stable, and since:⎡⎣ I X
0 I
⎤⎦⎡⎣ T1,1 + X0T2,1 0
T2,1 T2,2 − T2,1X0
⎤⎦⎡⎣ I −X
0 I
⎤⎦
=
⎡⎣ T1,1 + (X + X0) T2,1 0
T2,1 T2,2 − T2,1 (X + X0)
⎤⎦
it follows that T1,1 + (X + X0) T2,1 and T2,2 − T2,1 (X + X0) are stable. Thus, X + X0 is simultaneously
stabilizing solution for (1) if, and only if X is a solution to the homogeneous Riccati equation (2). The
hard question is: how can one find X0 from a scratch? and, what are the necessary and sufficient
conditions on the coefficients T1,1, T1,2, T2,1, T2,2, for the existence of such X0?
Partial answers to these questions are to follow.
Motivated by the Youla–Kucera parametrization, of all the dynamic stabilizing controllers (again,
as a linear-fractional-transformation with coefficients gained from a co-prime factorization of the
transfer-function of the system – see [17, Theorem 10.5.1, p. 299]), the main concern of this article is
to characterizeW (A, B, C), or equivalently, to characterize K (A, B, C) – the set of all static feedbacks,
in a way that may lead to its complete parametrization.
In the next and Section 2,we dealwith a characterization ofWR (A, B), in terms of the coefficients of
some reduced order Riccati equation with simultaneously stabilizing solutions, where the pair (A, B)
is controllable, while in Section 3we use this result, in order to characterizeWR (A, B) for a stabilizable
pair (A, B), by means of some reduction to the controllable case. In Section 4 we fully characterize the
set W (A, B, C), by means of reductions and, in terms of the coefficients of a related reduced order
Riccati equation, with simultaneously stabilizing solutions, and with some structural constraints on
the coefficients. We conclude the article with a conjecture, which if can be proved, will lead to a direct
parametrization of W (A, B, C), in terms of two stable matrices with constraints (which are derived
from the solution of the related Riccati equation).
2. A characterization of all the static stabilizing controllers for a controllable pair
A pair (A, B) is controllable if, and only if rank
[
λIn − A B
]
= n for any λ ∈ C (see [15] for
example). Therefore, the pair (A, B) is controllable if and only if
(
A, BB+
)
is controllable. This is true
since B = BB+B. Thus, if (A, B) is controllable then, rank
[
λIn − A B
]
= n for any λ ∈ C. But,
[
λIn − A B
]
=
[
λIn − A BB+
] ⎡⎣ In 0
0 B
⎤⎦
and therefore rank
[
λIn − A BB+
]
= n, for any λ ∈ C, i.e. (A, BB+) is controllable. Conversely, if(
A, BB+
)
is controllable then,
[
λIn − A BB+
]
=
[
λIn − A B
] ⎡⎣ In 0
0 B+
⎤⎦
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Thus, rank
[
λIn − A B
]
= n, for any λ ∈ C, implying the controllability of (A, B). Note also that(
A, BB+
)
is controllable if, and only if for any invertible matrix T the pair
(
T−1AT, T−1BB+T
)
is con-
trollable.
It is a well known that for any controllable pair (A, B), there exists K for which A − BK is stable
(see [15]). In what follows, we give a new proof for this classical theorem, in which we fully charac-
terizeWR (A, B), exposing its recursive structure. The proof is constructive enabling the extraction of
static stabilizing controllers (even with some given structure), and is also more convenient from the
deductive point of view.
Let k = rank (B) = rank (BB+). Let U be a unitary matrix such that: Bˆ = U∗BB+U =
⎡⎣ Ik 0
0 0
⎤⎦. Let
Aˆ = U∗AU and divide Aˆ into four blocks:
⎡⎣ Aˆ1,1 Aˆ1,2
Aˆ2,1 Aˆ2,2
⎤⎦where Aˆ1,1 is of size k × k. LetW be any n× n
matrix and let Wˆ = U∗WU =
⎡⎣ Wˆ1,1 Wˆ1,2
Wˆ2,1 Wˆ2,2
⎤⎦. Let E = A− BB+W and let Eˆ = U∗EU =
⎡⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎦.
Then, Eˆ =
⎡⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎦ =
⎡⎣ Aˆ1,1 − Wˆ1,1 Aˆ1,2 − Wˆ1,2
Aˆ2,1 Aˆ2,2
⎤⎦.
Theorem 2.1. Assume that (A, B) is controllable. Then,WR (A, B) = ∅ or, equivalently, KR (A, B) = ∅.
Moreover, W ∈ WR (A, B) if, and only if there exists X ∈ Ck×(n−k) and a permutation matrix such that
the following conditions are satisfied:⎧⎪⎪⎨⎪⎪⎩
E˜ = Eˆ∗
XE˜2,1X − XE˜2,2 + E˜1,1X − E˜1,2 = 0
E˜1,1 + XE˜2,1 ∈ Sk×k, E˜2,2 − E˜2,1X ∈ S(n−k)×(n−k)
(3)
Proof. We start proving thatWR (A, B) = ∅ (equiv. KR (A, B) = ∅), by induction on n, n  1.
For n = 1, (a, b) controllable, implies that b = 0 and thus, bb+ = 1. Letw = a−e and let k = a−e
b
where e ∈ . Then, e = a − bk = a − bb+w and is stable.
Assume that there existM ∈ Cn0×n0 and H ∈ Cm0×n0 , such that F −GG+M and F −GH are stable,
for any controllable pair (F, G)with sizes n0 × n0, n0 × m0 resp., where n0 < n.
Let (A, B) be a controllable pair where A, B are of sizes n × n, n × m resp. Let U be a unitary
matrix which diagonalize BB+ into
⎡⎣ Ik 0
0 0
⎤⎦ (k  1 since (A, BB+) is controllable). Let Aˆ = U∗AU and
Bˆ = U∗BB+U. Divide Aˆ into four blocks
⎡⎣ Aˆ1,1 Aˆ1,2
Aˆ2,1 Aˆ2,2
⎤⎦where Aˆ1,1 is of size k × k.
Now, rank
⎡⎣ λIk − Aˆ1,1 −Aˆ1,2 Ik 0
−Aˆ2,1 λIn−k − Aˆ2,2 0 0
⎤⎦ = n implies that rank [−Aˆ2,1 λIn−k − Aˆ2,2 ] = n−k
since
n = rank
⎡⎣ λIk − Aˆ1,1 −Aˆ1,2 Ik 0
−Aˆ2,1 λIn−k − Aˆ2,2 0 0
⎤⎦
= rank
⎡⎣ 0 0 Ik
−Aˆ2,1 λIn−k − Aˆ2,2 0
⎤⎦
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Thus, the pair
(
Aˆ2,2, Aˆ2,1
)
is controllable. We now invoke the induction hypotheses (since n− k < n)
and use the fact that the pair
(
Aˆ2,2, Aˆ2,1
)
is controllable, in order to pinpoint X such that Aˆ2,2 − Aˆ2,1X
is stable (see Remark 2.1 and Example 2.1 below).
Let E = A − BB+W . Then, Eˆ = U∗EU = Aˆ − BˆWˆ =
⎡⎣ Aˆ1,1 − Wˆ1,1 Aˆ1,2 − Wˆ1,2
Aˆ2,1 Aˆ2,2
⎤⎦ where Wˆ =
U∗WU and Aˆ, Bˆ as above. Let P =
⎡⎣ Ik X
0 In−k
⎤⎦. Then,
PEˆP−1 =
⎡⎣ Ik X
0 In−k
⎤⎦⎡⎣ Aˆ1,1 − Wˆ1,1 Aˆ1,2 − Wˆ1,2
Aˆ2,1 Aˆ2,2
⎤⎦⎡⎣ Ik −X
0 In−k
⎤⎦
=
⎡⎣ Ik X
0 In−k
⎤⎦⎡⎣ Aˆ1,1 − Wˆ1,1 Aˆ1,2 − Wˆ1,2 − (Aˆ1,1 − Wˆ1,1) X
Aˆ2,1 Aˆ2,2 − Aˆ2,1X
⎤⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
Aˆ1,1 − Wˆ1,1 + XAˆ2,1 Aˆ1,2 − Wˆ1,2 −
(
Aˆ1,1 − Wˆ1,1
)
X+
+X
(
Aˆ2,2 − Aˆ2,1X
)
Aˆ2,1 Aˆ2,2 − Aˆ2,1X
⎤⎥⎥⎥⎥⎥⎥⎦
Let Wˆ1,1 be chosen such that Aˆ1,1−Wˆ1,1+XAˆ2,1 is stable (for example: Wˆ1,1 = Aˆ1,1+XAˆ2,1−wIk , for
somew ∈ Cwith |w| < 1 in the discrete-time case, andwith (w) < 0, in the continuous-time case)
and let Wˆ1,2 = Aˆ1,2 −
(
Aˆ1,1 − Wˆ1,1
)
X + X
(
Aˆ2,2 − Aˆ2,1X
)
(Wˆ2,1 and Wˆ2,2 are chosen arbitrarily).
Then:
PEˆP−1 =
⎡⎣ Aˆ1,1 − Wˆ1,1 + XAˆ2,1 0
Aˆ2,1 Aˆ2,2 − Aˆ2,1X
⎤⎦
is stable. Thus, E = A− BB+W is stable. We let K = B+W + LBY , with arbitrary Y , and we proved the
claim, showing thatWR (A, B) = ∅ or equivalently, that KR (A, B) = ∅.
Assume now that the conditions (3) are satisfied for someW ∈ Cn×n. Let P be as above, then:
PE˜P−1 =
⎡⎣ E˜1,1 + XE˜2,1 E˜1,2 − E˜1,1X + XE˜2,2 − XE˜2,1X
E˜2,1 E˜2,2 − E˜2,1X
⎤⎦
=
⎡⎣ E˜1,1 + XE˜2,1 0
E˜2,1 E˜2,2 − E˜2,1X
⎤⎦
Thus, the stability of E˜1,1+XE˜2,1 and E˜2,2− E˜2,1X implies the stability of E˜. Since Eˆ = ∗E˜, it follows
that Eˆ is stable. Now, A − BB+W = E = UEˆU∗ is stable, implying thatW ∈ WR (A, B).
Conversely, ifW ∈ WR (A, B) is given then, Eˆ is stable.
Let V be any unitary matrix such that:
Eˇ = V∗EˆV =
⎡⎣ Eˇ1,1 0
Eˇ2,1 Eˇ2,2
⎤⎦
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Then, Eˇ1,1 and Eˇ2,2 are stable. Let V =
⎡⎣ V1,1 V1,2
V2,1 V2,2
⎤⎦. Assume first that V2,2 is invertible. Then,
⎡⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎦⎡⎣ V1,1 V1,2
V2,1 V2,2
⎤⎦ =
⎡⎣ V1,1 V1,2
V2,1 V2,2
⎤⎦⎡⎣ Eˇ1,1 0
Eˇ2,1 Eˇ2,2
⎤⎦ (4)
implies that:⎧⎨⎩ Eˆ1,1V1,2 + Eˆ1,2V2,2 = V1,2Eˇ2,2Eˆ2,1V1,2 + Eˆ2,2V2,2 = V2,2Eˇ2,2
which is equivalent to:⎧⎨⎩ Eˆ1,1V1,2V
−1
2,2 + Eˆ1,2 = V1,2Eˇ2,2V−12,2
Eˆ2,1V1,2V
−1
2,2 + Eˆ2,2 = V2,2Eˇ2,2V−12,2
Let X = −V1,2V−12,2 . Then:
Eˆ1,2 − Eˆ1,1X = V1,2Eˇ2,2V−12,2
= V1,2V−12,2V2,2Eˇ2,2V−12,2
= −X
(
Eˆ2,2 − Eˆ2,1X
)
and thus, X is a solution of the Riccati equation:
XEˆ2,1X − XEˆ2,2 + Eˆ1,1X − Eˆ1,2 = 0 (5)
Let P be as above, then:
PEˆP−1 =
⎡⎣ Ik X
0 In−k
⎤⎦⎡⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎦⎡⎣ Ik −X
0 In−k
⎤⎦
=
⎡⎣ Eˆ1,1 + XEˆ2,1 Eˆ1,2 − Eˆ1,1X + XEˆ2,2 − XEˆ2,1X
Eˆ2,1 Eˆ2,2 − Eˆ2,1X
⎤⎦
=
⎡⎣ Eˆ1,1 + XEˆ2,1 0
Eˆ2,1 Eˆ2,2 − Eˆ2,1X
⎤⎦
implying that Eˆ1,1 + XEˆ2,1 and Eˆ2,2 − Eˆ2,1X are stable, since Eˆ is stable. We take  = I to be the
permutation matrix, and the claim is proved.
If V2,2 is not invertible (see Example 2.2 below) then, from Eq. (4) we have:⎡⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎦⎡⎣ V1,2
V2,2
⎤⎦ =
⎡⎣ V1,2
V2,2
⎤⎦ Eˇ2,2
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Since rank
⎛⎝⎡⎣ V1,2
V2,2
⎤⎦⎞⎠ = n − k, there exist a permutation matrix  such that:

⎡⎣ V1,2
V2,2
⎤⎦ =
⎡⎣ Vˆ1,2
Vˆ2,2
⎤⎦
where Vˆ2,2 is invertible. Let:
E˜ =
⎡⎢⎣ E˜1,1 E˜1,2
E˜2,1 E˜2,2
⎤⎥⎦ = 
⎡⎢⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎥⎦∗
Then,⎡⎣ E˜1,1 E˜1,2
E˜2,1 E˜2,2
⎤⎦⎡⎣ Vˆ1,2
Vˆ2,2
⎤⎦ = 
⎡⎣ Eˆ1,1 Eˆ1,2
Eˆ2,1 Eˆ2,2
⎤⎦∗
⎡⎣ V1,2
V2,2
⎤⎦ = 
⎡⎣ V1,2
V2,2
⎤⎦ Eˇ2,2 =
⎡⎣ Vˆ1,2
Vˆ2,2
⎤⎦ Eˇ2,2
Let X = −Vˆ1,2Vˆ−12,2 . Then, X is a solution of the Riccati equation:
XE˜2,1X − XE˜2,2 + E˜1,1X − E˜1,2 = 0 (6)
The proof that E˜1,1 + XE˜2,1 and E˜2,2 − E˜2,1X are stable is exactly as for the case where V2,2 is
invertible (note that Vˆ = V is unitary). 
Remark 2.1. If rank
(
Aˆ2,1
)
= n− k then, Aˆ2,1Aˆ+2,1 = In−k . Thus, X = Aˆ+2,1
(
Aˆ2,2 − S
)
+ L
Aˆ2,1
Y , where
S is any (n − k)× (n − k) stable matrix and Y is k× (n − k) arbitrarymatrix. In this case, we can stop
the search for X , and moreover, parameterize all such X through S and Y .
If rank
(
Aˆ2,1
)
< n− k then, there exists X such that Aˆ2,2 − Aˆ2,1X = S, where S is a given stablema-
trix if, and only if R
Aˆ2,1
(
Aˆ2,2 − S
)
= 0, which is equivalent to: S = Aˆ2,2− Aˆ2,1Aˆ+2,1Z , where Z is chosen
such that S is stable. This leads to X = Aˆ+2,1Z + LAˆ2,1Y with arbitrary Y . Now, characterizing the set of
all such Z , is equivalent to characterizing the set of all X as above, andwe are trapped in a closed circle.
In order to break this circularity, we take a unitary matrix V such that: V∗Aˆ2,1Aˆ+2,1V =
⎡⎣ Is 0
0 0
⎤⎦,
(where s = rank
(
Aˆ2,1
)
) and we define: V∗Aˆ2,2V =
⎡⎢⎣ ˆˆA2,2,1,1 ˆˆA2,2,1,2ˆˆ
A2,2,2,1
ˆˆ
A2,2,2,2
⎤⎥⎦. Now, if ˆˆA2,2,2,1 ˆˆA+2,2,2,1 =
In−k−s, we can stop and parameterize all the stabilizing solutions X as above, while if this condition
is not satisfied, we keep on in this manner. This algorithm must stop with a related unit matrix, since
again, the pair
( ˆˆ
A2,2,2,2,
ˆˆ
A2,2,2,1
)
is controllable, and for the base case of this recursion (i.e. where
n = 1), we had a unit matrix (namely: bb+ = 1).
Example 2.1. Let:
A =
⎡⎢⎢⎢⎢⎢⎢⎣
3 1 0 0
0 2 0 1
1 0 4 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ , B =
1
4
⎡⎢⎢⎢⎢⎢⎢⎣
1 1
1 −1
1 1
1 −1
⎤⎥⎥⎥⎥⎥⎥⎦
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and let  = D. Note that σ (A) = {1, 2, 3, 4}. Now, B+ =
⎡⎣ 1 1 1 1
1 −1 1 −1
⎤⎦ and:
U = 1√
2
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1
⎤⎥⎥⎥⎥⎥⎥⎦
As can be checked, the pair (A, B) is controllable and k = rank (B) = 2. Now:
Aˆ = U∗AU =
⎡⎢⎢⎢⎢⎢⎢⎣
4 1
2
0 1
2
0 2 0 0
−1 1
2
3 1
2
0 1 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
so that Aˆ1,1 =
⎡⎣ 4 12
0 2
⎤⎦ , Aˆ1,2 =
⎡⎣ 0 12
0 0
⎤⎦ and Aˆ2,1 =
⎡⎣−1 12
0 1
⎤⎦ , Aˆ2,2 =
⎡⎣ 3 12
0 1
⎤⎦. Since Aˆ−12,1 =
Aˆ
+
2,1 = Aˆ2,1, it follows that X = Aˆ+2,1
(
Aˆ2,2 − S
)
+ L
Aˆ2,1
Y , where S is any 2× 2 stable matrix (note that
L
Aˆ2,1
= 0). Let S =
⎡⎣ s1,1 s1,2
s2,1 s2,2
⎤⎦. Then, X =
⎡⎣−3 + s1,1 − 12 s2,1 s1,2 − 12 s2,2
−s2,1 1 − s2,2
⎤⎦.
Let T =
⎡⎣ t1,1 t1,2
t2,1 t2,2
⎤⎦ be any stable 2 × 2 matrix. Then:
Wˆ1,1 = Aˆ1,1 + XAˆ2,1 − T
=
⎡⎢⎣ 7 − s1,1 + 12 s2,1 − t1,1 −1 + 12 s1,1 + s1,2 − 14 s2,1 − 12 s2,2 − t1,2
s2,1 − t2,1 3 − 12 s2,1 − s2,2 − t2,2
⎤⎥⎦
and:
Wˆ1,2 = Aˆ1,2 + XAˆ2,2 − TX
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
3 − t1,1) (−3 + s1,1 − 12 s2,1)+ −1 + 12 s1,1 − 14 s2,1+
+t1,2s2,1 + (1 − t1,1) (s1,2 − 12 s2,2)+
−t1,2 (1 − s2,2)
−t2,1
(
−3 + s1,1 − 12 s2,1
)
+ − 1
2
s2,1 − t2,1
(
s1,2 − 12 s2,2
)
+
− (3 − t2,2) s2,1 + (1 − t2,2) (1 − s2,2)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Finally, let Wˆ2,1, Wˆ2,2 be any 2 × 2 matrices then,W = UWˆU∗ ∈ WR (A, B).
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As an example: with S =
⎡⎣ 12 1
0 1
2
⎤⎦ and T =
⎡⎣ 12 0
1 1
2
⎤⎦ and Wˆ2,1 = Wˆ2,2 = 0 we get:
W = 1
16
⎡⎢⎢⎢⎢⎢⎣
−2 −3 98 3
12 12 −28 20
−2 −3 98 3
12 12 −28 20
⎤⎥⎥⎥⎥⎥⎦ , K = B+W =
1
8
⎡⎣ 10 9 70 23
−14 −15 126 −17
⎤⎦
with closed loop:
E = A − BK = A − BB+W = 1
16
⎡⎢⎢⎢⎢⎢⎣
50 19 −98 −3
−12 20 28 −4
18 3 −34 −3
−12 −12 28 −4
⎤⎥⎥⎥⎥⎥⎦
and spectra σ (E) ≈
{
1431
2861
, 1430
2861
, 1
2
± i 10
57233
}
⊂ D.
With S = 0 = T and Wˆ2,1 = Wˆ2,2 = 0 we get:
W =
⎡⎢⎢⎢⎢⎢⎣
−1 −1 8 0
0 2 0 1
−1 −1 8 0
0 2 0 1
⎤⎥⎥⎥⎥⎥⎦ , K = B+W =
⎡⎣−2 2 16 2
−2 −6 16 −2
⎤⎦
with closed loop:
E = A − BK = A − BB+W =
⎡⎢⎢⎢⎢⎢⎣
4 2 −8 0
0 0 0 0
2 1 −4 0
0 2 0 0
⎤⎥⎥⎥⎥⎥⎦
and spectra σ (E) = {0} ⊂ D.
Note that if Conjecture 5.1 is true, the above parametrization would also be a complete and direct
parametrization ofWR (A, B), through the stable parameters S, T , without any other constraints.
Example 2.2. Let:
Eˆ =
⎡⎢⎢⎢⎣
1
2
0 1
0 1
4
0
0 1 0
⎤⎥⎥⎥⎦
where p = 3 and k = 2, and let:
V =
⎡⎢⎢⎢⎣
0 0 1
1√
5
−2√
5
0
2√
5
1√
5
0
⎤⎥⎥⎥⎦
Note that Eˆ is stable and
(
Aˆ2,2, Aˆ2,1
)
is controllable, where Eˆ2,1 = Aˆ2,1 =
[
0 1
]
and Eˆ2,2 = Aˆ2,2 = 0.
Now, V is unitary but V2,2 is not invertible. Let:
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 =
⎡⎢⎢⎢⎣
0 0 1
0 1 0
1 0 0
⎤⎥⎥⎥⎦
Then:
Vˆ = V =
⎡⎢⎢⎢⎢⎢⎣
2√
5
1√
5
0
1√
5
−2√
5
0
0 0 1
⎤⎥⎥⎥⎥⎥⎦ , E˜ = Eˆ∗ =
⎡⎢⎢⎢⎢⎣
0 1 0
0 1
4
0
1 0 1
2
⎤⎥⎥⎥⎥⎦
Let X = −Vˆ1,2Vˆ−12,2 =
⎡⎣ 0
0
⎤⎦. Then, XE˜2,1X − XE˜2,2 + E˜1,1X − E˜1,2 = 0 and E˜1,1 + XE˜2,1 =
⎡⎣ 0 1
0 1
4
⎤⎦
and E˜2,2 − E˜2,1X = 12 are stable.
The next corollary follows immediately from the proof of Theorem 2.1:
Corollary 2.1. Let T =
⎡⎣ T1,1 T1,2
T2,1 T2,2
⎤⎦ be a n × n matrix, where T1,1 is k × k. If T is stable and there
exists a unitary matrix V such that V∗TV =
⎡⎣ Tˆ1,1 0
Tˆ2,1 Tˆ2,2
⎤⎦, where V =
⎡⎣ V1,1 V1,2
V2,1 V2,2
⎤⎦ with V1,1 a k × k
matrix and V2,2 invertible then, there exists simultaneously stabilizing solutions to the Riccati equation:
XT2,1X − XT2,2 + T1,1X − T1,2 = 0, i.e. such that T1,1 + XT2,1 and T2,2 − T2,1X are stable (note that
necessarily,
(
T2,2, T2,1
)
and
(
T∗1,1, T∗2,1
)
are stabilizable).
Conversely, if there exists simultaneously stabilizing solutions to the Riccati equation: XT2,1X−XT2,2 +
T1,1X − T1,2 = 0 then, T is stable and (T2,2, T2,1) and (T∗1,1, T∗2,1) are stabilizable. Moreover, let: V =⎡⎣ (I + XX∗)− 12 L −X (I + X∗X)− 12 M
X∗ (I + XX∗)− 12 L (I + X∗X)− 12 M
⎤⎦ with arbitrary unitary matrices L,M with sizes: k × k and
(n − k) × (n − k) resp. Then, V is unitary with V2,2 = (I + X∗X)− 12 M invertible and:
V∗TV =
⎡⎣ Tˆ1,1 0
Tˆ2,1 Tˆ2,2
⎤⎦
where:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Tˆ1,1 = L∗ (I + XX∗)− 12 (T1,1 + XT2,1) (I + XX∗) 12 L
Tˆ2,1 = M∗ (I + X∗X)− 12 (T2,1 + T2,2X∗ − X∗T1,1 − X∗T1,2X∗)
· (I + XX∗)− 12 L
Tˆ2,2 = M∗ (I + X∗X) 12 (T2,2 − T2,1X) (I + X∗X)− 12 M
3. A characterization of all the static stabilizing controllers for a stabilizable pair
It is well known (see [15]) that a pair (A, B) is stabilizable if, and only if rank
([
λIn − A B
])
= n
for any λ ∈ ¯ = C \ .
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Since
[
λIn − A B
] ⎡⎣ In 0
0 B+
⎤⎦ = [ λIn − A BB+ ] and since [ λIn − A BB+ ]
⎡⎣ I 0
0 B
⎤⎦ =[
λIn − A B
]
, it follows that
(
A, BB+
)
is stabilizable if, and only if (A, B) is stabilizable.
Lemma 3.1. Assume that (A, B) is stabilizable. Then, there exists a unitary matrix U such that Aˆ =
U∗AU =
⎡⎣ Aˆ1,1 0
Aˆ2,1 Aˆ2,2
⎤⎦, where Aˆ1,1 is a lower-triangular stable matrix and Bˆ = U∗BB+U =
⎡⎣ 0 0
0 Bˆ2,2
⎤⎦,
where
(
Aˆ2,2, Bˆ2,2
)
is controllable.
Proof. The proof is by induction on n: For n = 1, the stabilizability of (a, bb+) implies that (a, bb+)
is controllable when bb+ = 1, and that a is stable when bb+ = 0. The claim is proved in either
case.
Let (A, B) be any stabilizable pair with sizes n × n, n × m resp. Since (A, B) is stabilizable,
rank
[
λIn − A BB+
]
= n for any λ ∈ ¯.
Thus, if there is no λ ∈  for which rank
[
λIn − A BB+
]
< n then, (A, B) is controllable, and the
claim is proved.
If there exist λ ∈  for which rank
[
λIn − A BB+
]
< n, let λ1, . . . , λs be all the different λ’s such
that rank
[
λjIn − A BB+
]
= n−pj , wherepj is thenumber of independent eigenvectors, related to the
eigenvalue λj (i.e. pj is the geometric multiplicity of λj). Now, there exist a unitary matrix U˜ for which
A˜ = U˜∗AU˜ has the form
⎡⎣ A˜1,1 0
A˜2,1 A˜2,2
⎤⎦ where A˜1,1 = diag (λ1, . . . , λ1, λ2, . . . , λ2, . . . , λs, . . . , λs),
with multiplicities: p1, p2, . . . , ps respectively, and B˜ = U˜∗BB+U˜ has the form
⎡⎣ 0 0
0 B˜2,2
⎤⎦, since
BB+v = 0 if and only if v∗BB+ = 0, for any vector v.
Now, rank
[
λIn − A BB+
]
= n for any λ ∈ ¯ implies that rank
[
λIn − A˜ B˜
]
= n for any
λ ∈ ¯. But, since λIt − A˜1,1 (where t = ∑sj=1 pj) is invertible for any λ ∈ ¯, we conclude that
rank
[
λIn−t − A˜2,2 B˜2,2
]
= n − t for any λ ∈ ¯, i.e.
(
A˜2,2, B˜2,2
)
is stabilizable. Thus, by the
induction hypotheses (and since n − t < n), there exist unitary matrix V˜ such that V˜∗A˜2,2V˜ =⎡⎣ ˜˜A2,2,1,1 0˜˜
A2,2,2,1
˜˜
A2,2,2,2
⎤⎦, and V˜∗B˜2,2V˜ =
⎡⎣ 0 0
0 ˜˜B2,2,2,2
⎤⎦, where ˜˜A2,2,1,1 is lower-triangular stable matrix
of size s × s, and
( ˜˜
A2,2,2,2,
˜˜B2,2,2,2
)
is controllable.
Let ˜˜U =
⎡⎢⎣ It 0
0 V˜
⎤⎥⎦, and let ˜˜A = ˜˜U∗A˜ ˜˜U and ˜˜B = ˜˜U∗B˜ ˜˜U. Let V˜∗A˜2,1 =
⎡⎢⎣ ˜˜A2,1,1˜˜
A2,1,2
⎤⎥⎦, where the
sizes of
˜˜
A2,1,1,
˜˜
A2,1,2 are s × t and (n − t − s) × t resp. Now, ˜˜A =
⎡⎢⎢⎢⎢⎣
A˜1,1 0 0
˜˜
A2,1,1
˜˜
A2,2,1,1 0
˜˜
A2,1,2
˜˜
A2,2,2,1
˜˜
A2,2,2,2
⎤⎥⎥⎥⎥⎦, and
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˜˜B =
⎡⎢⎢⎢⎢⎣
0 0 0
0 0 0
0 0 ˜˜B2,2,2,2
⎤⎥⎥⎥⎥⎦, where the sizes of the main-diagonal blocks are t × t, s × s and (n − t − s) ×
(n − t − s), resp. Since
⎡⎣ A˜1,1 0˜˜
A2,1,1
˜˜
A2,2,1,1
⎤⎦ is lower-triangular stable matrix and since
( ˜˜
A2,2,2,2,
˜˜B2,2,2,2
)
is controllable, the claim follows by letting U = ˜˜U · U˜, Aˆ1,1 =
⎡⎣ A˜1,1 0˜˜
A2,1,1
˜˜
A2,2,1,1
⎤⎦,
Aˆ2,1 =
[ ˜˜
A2,1,2
˜˜
A2,2,2,1
]
, Aˆ2,2 = ˜˜A2,2,2,2, and Bˆ2,2 = ˜˜B2,2,2,2. 
Remark 3.1. Note that Bˆ2,2 in the statement of Lemma 3.1 is self-adjoint, with eigenvalues in the
set {0, 1}. Let V be a unitary matrix such that: Bˆ2,2 = V∗
⎡⎣ Ik 0
0 0
⎤⎦ V . Then, Bˆ2,2 = Bˆ2Bˆ+2 , where
Bˆ2 = V∗
⎡⎣ Ik 0
0 0
⎤⎦ and (Aˆ2,2, Bˆ2Bˆ+2 ) is controllable.
Note also that using the Kalman controllability form, we can have an invertible matrix T such
that: T−1AT =
⎡⎣ Aˆ1,1 0
Aˆ2,1 Aˆ2,2
⎤⎦ and T−1BB+T =
⎡⎣ 0 0
Bˆ2,1 Bˆ2,2
⎤⎦with Aˆ1,1 stable and (Aˆ2,2, [ Bˆ2,1 Bˆ2,2 ])
controllable. The result of Lemma 3.1 shows that we can do more: we can have Bˆ2,1 = 0 and Bˆ2,2
self-adjoint with eigenvalues from the set {0, 1}, with a unitary map and not with just an invertible
map.
Example 3.1. Let:
A =
⎡⎢⎢⎢⎢⎢⎢⎣
1
2
1 1 1
0 1
3
1 1
0 0 4 1
0 0 0 1
4
⎤⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎦
and let  = D. Then, (A, B) is stabilizable but not controllable. Let:
U =
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
Then:
Aˆ = U∗AU =
⎡⎢⎢⎢⎢⎢⎢⎣
1
4
0 0 0
1 1
2
1 1
1 0 1
3
1
1 0 0 4
⎤⎥⎥⎥⎥⎥⎥⎦ , Bˆ = U
∗BB+U =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
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Thus:
Aˆ2,2 =
⎡⎢⎢⎣
1
2
1 1
0 1
3
1
0 0 4
⎤⎥⎥⎦ , Bˆ2,2 =
⎡⎢⎢⎣
0 0 0
0 0 0
0 0 1
⎤⎥⎥⎦
where
(
Aˆ2,2, Bˆ2,2
)
is controllable, and Aˆ1,1 = 14 is stable.
Theorem 3.1. Let (A, B) be a stabilizable pair. Let U be a unitary matrix as in Lemma 3.1 and let Aˆ =
U∗AU =
⎡⎣ Aˆ1,1 0
Aˆ2,1 Aˆ2,2
⎤⎦, where Aˆ1,1 is a t × t lower-triangular stable matrix and Bˆ = U∗BB+U =⎡⎣ 0 0
0 Bˆ2,2
⎤⎦, where (Aˆ2,2, Bˆ2,2) is controllable. Let V be a unitary matrix such that Bˆ2,2 = V∗
⎡⎣ Ik 0
0 0
⎤⎦ V
and let Bˆ2 = V∗
⎡⎣ Ik 0
0 0
⎤⎦. Let Wˆ = U∗WU =
⎡⎣ Wˆ1,1 Wˆ1,2
Wˆ2,1 Wˆ2,2
⎤⎦, where Wˆ1,1 is t × t. Then, W ∈ WR (A, B)
if, and only if Wˆ2,2 ∈ WR
(
Aˆ2,2, Bˆ2
)
.
Proof. Wehave:W ∈ WR (A, B) if, andonly ifE = A−BB+W is stable,which is equivalent to the stabil-
ity of Eˆ = Aˆ − BˆWˆ , i.e. to Wˆ ∈ WR
(
Aˆ, Bˆ
)
(since BˆBˆ+ = Bˆ). Now, Eˆ =⎡⎣ Aˆ1,1 0
Aˆ2,1 − Bˆ2,2Wˆ2,1 Aˆ2,2 − Bˆ2,2Wˆ2,2
⎤⎦. Since Aˆ1,1 is stable, it follows that Wˆ ∈ WR (Aˆ, Bˆ) if, and only
if Wˆ2,2 ∈ WR
(
Aˆ2,2, Bˆ2
)
. Note that we have a full characterization of WR
(
Aˆ2,2, Bˆ2
)
by Theorem 2.1,
since
(
Aˆ2,2, Bˆ2
)
is controllable. 
4. A characterization of all the static stabilizing controllers for a system triplet
Let (A, B, C)be a system triplet, and assume thenecessary condition for the triplet to be stabilizable,
i.e. that
(
A, BB+
)
and
(
A∗, C+C
)
are stabilizable pairs. LetU be a unitarymatrix such that Aˆ = U∗AU =⎡⎣ Aˆ1,1 0
Aˆ2,1 Aˆ2,2
⎤⎦, where Aˆ1,1 is a lower-triangular stable matrix and Bˆ = U∗BB+U =
⎡⎣ 0 0
0 Bˆ2,2
⎤⎦, where
(
Aˆ2,2, Bˆ2,2
)
is controllable. Let V be a unitary matrix such that: Bˆ2,2 = V∗
⎡⎣ Ik 0
0 0
⎤⎦ V . Then, Bˆ2,2 =
Bˆ2Bˆ
+
2 , where Bˆ2 = V∗
⎡⎣ Ik 0
0 0
⎤⎦. Let E = A−BB+WC+C and let Eˆ = U∗EU, Wˆ = U∗WU, Cˆ = U∗C+CU
and note that Cˆ+Cˆ = Cˆ. Let Wˆ =
⎡⎣ Wˆ1,1 Wˆ1,2
Wˆ2,1 Wˆ2,2
⎤⎦ and Cˆ =
⎡⎣ Cˆ1,1 Cˆ1,2
Cˆ2,1 Cˆ2,2
⎤⎦.
Then:
Eˆ = Aˆ − BˆWˆ Cˆ
=
⎡⎣ Aˆ1,1 0
Aˆ2,1 Aˆ2,2
⎤⎦−
⎡⎣ 0 0
0 Bˆ2,2
⎤⎦⎡⎣ Wˆ1,1 Wˆ1,2
Wˆ2,1 Wˆ2,2
⎤⎦⎡⎣ Cˆ1,1 Cˆ1,2
Cˆ2,1 Cˆ2,2
⎤⎦
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=
⎡⎣ Aˆ1,1 0
Aˆ2,1 Aˆ2,2
⎤⎦−
⎡⎣ 0 0
Bˆ2,2Wˆ2,1 Bˆ2,2Wˆ2,2
⎤⎦⎡⎣ Cˆ1,1 Cˆ1,2
Cˆ2,1 Cˆ2,2
⎤⎦
=
⎡⎢⎢⎢⎣
Aˆ1,1 0
Aˆ2,1 − Bˆ2,2Wˆ2,1Cˆ1,1+ Aˆ2,2 − Bˆ2,2Wˆ2,1Cˆ1,2+
−Bˆ2,2Wˆ2,2Cˆ2,1 −Bˆ2,2Wˆ2,2Cˆ2,2
⎤⎥⎥⎥⎦
Thus,W ∈ W (A, B, C) if, and only if the matrix:
Aˆ2,2 − Bˆ2,2Wˆ2,1Cˆ1,2 − Bˆ2,2Wˆ2,2Cˆ2,2 = Aˆ2,2 − Bˆ2,2
[
Wˆ2,1 Wˆ2,2
] ⎡⎣ Cˆ1,2
Cˆ2,2
⎤⎦
= Aˆ2,2 − Bˆ2Bˆ+2
[
Wˆ2,1 Wˆ2,2
] ⎡⎣ Cˆ1,2
Cˆ2,2
⎤⎦
is stable. Therefore, if the pair
(
Aˆ∗2,2, Cˆ∗2
)
, where Cˆ2 =
⎡⎣ Cˆ1,2
Cˆ2,2
⎤⎦, is not stabilizable, we immediately
conclude thatW (A, B, C) = ∅. Otherwise, E is stable if, and only if:
Aˆ2,2 − Bˆ2Bˆ+2 Wˆ2Cˆ+2 Cˆ2
is stable, where
(
Aˆ2,2, Bˆ2
)
is controllable and
(
Aˆ∗2,2, Cˆ∗2
)
is stabilizable. Thus,W ∈ W (A, B, C) if, and
only if Wˆ2 ∈ W
(
Aˆ2,2, Bˆ2, Cˆ2
)
. If such Wˆ2 exists, then
[
Wˆ2,1 Wˆ2,2
]
= Wˆ2Cˆ+2 +YLCˆ2 , and Wˆ1,1, Wˆ1,2, Y
are chosen arbitrarily. We thus have the next theorem:
Theorem 4.1. Let (A, B, C) be a system triplet, where
(
A, BB+
)
and
(
A∗, C+C
)
are stabilizable pairs. Then,
in the above notations, W ∈ W (A, B, C) if, and only if Wˆ2 ∈ W
(
Aˆ2,2, Bˆ2, Cˆ2
)
, where
(
Aˆ2,2, Bˆ2Bˆ
+
2
)
is
controllable and
(
Aˆ∗2,2, Cˆ+2 Cˆ2
)
is stabilizable.
Remark 4.1. If Bˆ2 has a full-rank then, Bˆ2Bˆ
+
2 = I, since Bˆ2 is square. Thus, Wˆ2 ∈ WL
(
Aˆ2,2, Cˆ2
)
=
WR
(
Aˆ∗2,2, Cˆ+2
)∗
, which is nonempty and fully characterized. Otherwise, we may act on the pair(
Aˆ∗2,2, Cˆ+2 Cˆ2
)
, as we did for the pair
(
A, BB+
)
in the first place, to get a reduced controllable pair (which
we keep denoting as
(
Aˆ∗2,2, Cˆ+2 Cˆ2
)
). Now, if the squarematrix Cˆ2 is full-rank then, Wˆ2 ∈ WR
(
Aˆ2,2, Bˆ2
)
,
which is nonempty and fully characterized.
This (reduction) algorithmmay stuck only when the pairs
(
Aˆ2,2, Bˆ2Bˆ
+
2
)
and
(
Aˆ∗2,2, Cˆ+2 Cˆ2
)
are con-
trollable, where Bˆ2 and Cˆ2 are square, none of which is a full-rank. In this case, we may use the
characterization through a Riccati equation with simultaneously stabilizing solutions and structural
constraints on the coefficients (as we show next). We conclude that the hard core of the problem, is
exactly in such matters.
In what follows, we assume that
(
A, BB+
)
and
(
A∗, C+C
)
are controllable pairs, where none of
BB+, C+C is a full-rank. Now, the characterization ofWR (A, B) leads directly to a characterization of
W (A, B, C), since that A − BB+WC+C is stable if, and only if WC+C ∈ WR (A, B) (or equivalently if,
and only if BB+W ∈ WL (A, C)).
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Note also thatWL (A, C) = WR (A∗, C+)∗, since (C+)+ = C, since (C+C)∗ = C+C and, since that
A∗ − C+CW∗ is stable if, and only if A − WC+C is stable.
Thus, A − BB+WC+C is stable if, and only if BB+WC+C ∈ WR (A, B) ∩ WL (A, C) = WR (A, B) ∩
WR
(
A∗, C+
)∗
.
Now, from Theorem 2.1 we have that: Z = WC+C ∈ WR (A, B) if, and only if there exists X ∈
Ck×(n−k) satisfying the Riccati equation:
XE˜2,1X − XE˜2,2 + E˜1,1X − E˜1,2 = 0
such that: E˜1,1+XE˜2,1 ∈ Sk×k and E˜2,2− E˜2,1X ∈ S(n−k)×(n−k), where E˜ is similar to Eˆ = Aˆ− BˆWˆCˆ =
Aˆ − BˆZˆ up to a permutation, where Bˆ = U∗BB+U =
⎡⎣ Ik 0
0 0
⎤⎦ and Aˆ = U∗AU, Wˆ = U∗WU, Cˆ =
U∗C+CU, Zˆ = U∗ZU. Let  =
⎡⎣1,1 1,2
2,1 2,2
⎤⎦ be an arbitrary permutation. Let A˜ = Aˆ∗, B˜ =
Bˆ∗, W˜ = Wˆ∗, C˜ = Cˆ∗, Z˜ = Zˆ∗, and note that Z = WC+C if, and only if ZLC = 0
(which is equivalent to ZˆL
Cˆ
= 0 or to Z˜LC˜ = 0, where Zˆ = U∗ZU and Z˜ = Zˆ∗). Note also that:
E˜ = A˜ − B˜W˜C˜ = A˜ − B˜Z˜ . The next theorem is a direct conclusion from the above discussion:
Theorem 4.2. Let (A, B, C) be a system triplet such that
(
A, BB+
)
and
(
A∗, C+C
)
are controllable, none
of which BB+, C+C is a full-rank. Then, W ∈ W (A, B, C) if, and only if there exists a permutation matrix
 and a matrix X satisfying:
XE˜2,1X − XE˜2,2 + E˜1,1X − E˜1,2 = 0 (7)
such that:{
E˜1,1 + XE˜2,1 ∈ Sk×k
E˜2,2 − E˜2,1X ∈ S(n−k)×(n−k)
(8)
where E˜ = A˜ − B˜W˜C˜.
Equivalently, there exists W ∈ W (A, B, C) if, and only if there exists a permutation matrix , and
matrices X and Z satisfying:{
XE˜2,1X − XE˜2,2 + E˜1,1X − E˜1,2 = 0
Z˜LC˜ = 0
(9)
such that:{
E˜1,1 + XE˜2,1 ∈ Sk×k
E˜2,2 − E˜2,1X ∈ S(n−k)×(n−k)
(10)
where E˜ = A˜ − B˜Z˜. In this case, W can be taken as any solution of the equation: WC+C = Z, i.e.
W = ZC+C + YLC = Z + YLC where Y is arbitrary.
Now:
B˜ = Bˆ∗ =
⎡⎣1,1 1,2
2,1 2,2
⎤⎦⎡⎣ Ik 0
0 0
⎤⎦⎡⎣∗1,1 ∗2,1
∗1,2 ∗2,2
⎤⎦
=
⎡⎣1,1∗1,1 1,1∗2,1
2,1
∗
1,1 2,1
∗
2,1
⎤⎦
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Thus, Eq. (9) and constraints (10) can be described as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
X
⎛⎝ A˜2,1 − 2,1∗1,1Z˜1,1+
−2,1∗2,1Z˜2,1
⎞⎠ X − X
⎛⎝ A˜2,2 − 2,1∗1,1Z˜1,2+
−2,1∗2,1Z˜2,2
⎞⎠
+
⎛⎝ A˜1,1 − 1,1∗1,1Z˜1,1+
−1,1∗2,1Z˜2,1
⎞⎠ X −
⎛⎝ A˜1,2 − 1,1∗1,1Z˜1,2+
−1,1∗2,1Z˜2,2
⎞⎠ = 0
⎛⎝ A˜2,2 − 2,1∗1,1Z˜1,2+
−2,1∗2,1Z˜2,2
⎞⎠−
⎛⎝ A˜2,1 − 2,1∗1,1Z˜1,1+
−2,1∗2,1Z˜2,1
⎞⎠ X = S
⎛⎝ A˜1,1 − 1,1∗1,1Z˜1,1+
−1,1∗2,1Z˜2,1
⎞⎠+ X
⎛⎝ A˜2,1 − 2,1∗1,1Z˜1,1+
−2,1∗2,1Z˜2,1
⎞⎠ = T
Z˜C˜ = Z˜
(11)
where S, T are stable matrices of compatible sizes (parameters). The equations and constraints (11)
can be simplified to the next Sylvester equations, with constraints as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎝ A˜1,1 − 1,1∗1,1Z˜1,1+
−1,1∗2,1Z˜2,1
⎞⎠ X − XS =
⎛⎝ A˜1,2 − 1,1∗1,1Z˜1,2+
−1,1∗2,1Z˜2,2
⎞⎠
TX − X
⎛⎝ A˜2,2 − 2,1∗1,1Z˜1,2+
−2,1∗2,1Z˜2,2
⎞⎠ =
⎛⎝ A˜1,2 − 1,1∗1,1Z˜1,2+
−1,1∗2,1Z˜2,2
⎞⎠
⎛⎝ A˜2,2 − 2,1∗1,1Z˜1,2+
−2,1∗2,1Z˜2,2
⎞⎠−
⎛⎝ A˜2,1 − 2,1∗1,1Z˜1,1+
−2,1∗2,1Z˜2,1
⎞⎠ X = S
⎛⎝ A˜1,1 − 1,1∗1,1Z˜1,1+
−1,1∗2,1Z˜2,1
⎞⎠+ X
⎛⎝ A˜2,1 − 2,1∗1,1Z˜1,1+
−2,1∗2,1Z˜2,1
⎞⎠ = T
Z˜C˜ = Z˜
(12)
Note that Eqs. (11) and (12) are polynomial equations of degree 2, which can be solved by the Tarski–
Seidenberg elimination method, now reduced using the specific information on the system in hand
(see [6]). We show the effectiveness of Eqs. (11) and (12) in the next example:
Example 4.1. Continuing Example 2.1 with C = 1
4
⎡⎣ 1 1 1 1
1 1 −1 −1
⎤⎦, we have:
C+C = 1
2
⎡⎢⎢⎢⎢⎢⎢⎣
1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎦
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One can check that
(
A∗, C+C
)
is controllable. Now,we have: n! = 4! = 24 permutations to consider.
We treat here only two of them.
For the family of controllers related to the permutation  = I, we need to solve:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
XAˆ2,1X − XAˆ2,2 +
(
Aˆ1,1 − Zˆ1,1
)
X −
(
Aˆ1,2 − Zˆ1,2
)
= 0
Aˆ2,2 − Aˆ2,1X = S
Aˆ1,1 − Zˆ1,1 + XAˆ2,1 = T
Zˆ = ZˆCˆ
where S, T are stable matrices. Solving the first three equations lead exactly to the solution given in
Example 2.1 for Zˆ = Wˆ . Plugging in, the fourth equation leads to the next constraints on the stable
parameters S, T:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
7 − s1,1 + 1
2
s2,1 − t1,1 = −1 + 1
2
s1,1 + s1,2 − 1
4
s2,1 − 1
2
s2,2 − t1,2
s2,1 − t2,1 = 3 − 1
2
s2,1 − s2,2 − t2,2
(
3 − t1,1) (−3 + s1,1 − 1
2
s2,1
)
+ t1,2s2,1
= −1 + 1
2
s1,1 − 1
4
s2,1 + (1 − t1,1) (s1,2 − 1
2
s2,2
)
− t1,2 (1 − s2,2)
− t2,1
(
−3 + s1,1 − 1
2
s2,1
)
− (3 − t2,2) s2,1
= −1
2
s2,1 − t2,1
(
s1,2 − 1
2
s2,2
)
+ (1 − t2,2) (1 − s2,2)
which are simplified to:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t1,2 = t1,1 − 8 + 3
2
s1,1 + s1,2 − 3
4
s2,1 − 1
2
s2,2
t2,1 = t2,2 − 3 + 3
2
s2,1 + s2,2
t1,1
(
4 − s1,1 + s1,2 + 3
2
s2,1 − 3
2
s2,2
)
= (s2,1 − s2,2) (8 − 3
2
s1,1 − s1,2 + 3
4
s2,1 + 1
2
s2,2
)
+ 16 − 4s1,1 + 2s2,1
t2,2
(
4 − s1,1 + s1,2 + 3
2
s2,1 − 3
2
s2,2
)
=
(
3
2
s2,1 + s2,2
)(
−3 + s1,1 − s1,2 − 1
2
s2,1 + 1
2
s2,2
)
+ 10 − 3s1,1 + 3s1,2 + 4s2,1 − 5
2
s2,2
(13)
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We end up with Zˆ given by: Zˆ1,1 = Wˆ1,1, Zˆ1,2 = Wˆ1,2, as in Example 2.1, but now with a stable
matrices S, T satisfying the set of constraints (13), where Zˆ2,1 =
⎡⎣ a a
b b
⎤⎦, Zˆ2,2 =
⎡⎣ c c
d d
⎤⎦, with
a, b, c, d arbitrary.
As an example: for the stable matrix S =
⎡⎢⎢⎢⎣
816
2753
131
225
− 1649
2739
547
370
⎤⎥⎥⎥⎦, we solve the constraints equations and
we get T =
⎡⎢⎢⎢⎣
− 838
653
− 7647
895
629
1152
811
273
⎤⎥⎥⎥⎦, which is found (posteriorly) to be stable. Now, Zˆ1,1 =
⎡⎢⎢⎢⎣
2667
347
2667
347
− 442
385
− 442
385
⎤⎥⎥⎥⎦
and Zˆ1,2 =
⎡⎢⎢⎢⎣
− 3361
653
− 3361
653
916
689
916
689
⎤⎥⎥⎥⎦. We take Zˆ2,1 = Zˆ2,2 = 0, and Wˆ = Zˆ . Then:
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1682
1325
1682
1325
2419
377
2419
377
122
1345
122
1345
− 1157
934
− 1157
934
1682
1325
1682
1325
2419
377
2419
377
122
1345
122
1345
− 1157
934
− 1157
934
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, K = B+WC+ =
⎡⎢⎢⎢⎣
3975
152
− 5482
395
4947
140
− 11839
457
⎤⎥⎥⎥⎦
The closed loop matrix is given by:
E = A − BKC =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2293
1325
− 357
1325
− 2419
377
− 2419
377
− 122
1345
863
452
1157
934
2091
934
− 357
1325
− 1682
1325
− 911
399
− 2419
377
− 122
1345
− 122
1345
1157
934
2091
934
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
with spectra: σ (E) ≈
{
475
563
± i 626
1667
, 1119
1261
± i 137
3862
}
⊂ D.
For the family of controllers related to the permutation:
 =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
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we need to solve the equations:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
X
(
A˜2,1 − Z˜2,1
)
X − X
(
A˜2,2 − Z˜2,2
)
+ A˜1,1X − A˜1,2 = 0
A˜2,2 − Z˜2,2 −
(
A˜2,1 − Z˜2,1
)
X = S
A˜1,1 + X
(
A˜2,1 − Z˜2,1
)
= T
Z˜ = Z˜C˜
(14)
where:
A˜ =
⎡⎢⎢⎢⎢⎢⎢⎣
3 1
2
−1 1
2
0 1 0 1
0 1
2
4 1
2
0 0 0 2
⎤⎥⎥⎥⎥⎥⎥⎦ , C˜ =
1
2
⎡⎢⎢⎢⎢⎢⎢⎣
1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎦
and S, T are stable.
From the first and second equations of (14), we have: A˜1,1X − XS = A˜1,2. Since S is stable and since
σ
(
A˜1,1
)
= {1, 3}, we have σ
(
A˜1,1
)
∩ σ (S) = ∅. Thus, the last equation has a unique solution, given
by:
x = vec (X) =
(
I2 ⊗ A˜1,1 − ST ⊗ I2
)−1
vec
(
A˜1,2
)
Explicitly, we have:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x2,1 = s2,1(
1 − s1,1) (1 − s2,2)− s1,2s2,1
x2,2 = 1 − s1,1(
1 − s1,1) (1 − s2,2)− s1,2s2,1
x1,1 = −
(
3 − s2,2) (2 + x2,1)+ s2,1 (1 − x2,2)
2
((
3 − s1,1) (3 − s2,2)− s1,2s2,1)
x1,2 = −s1,2
(
2 + x2,1)+ (3 − s2,2) (1 − x2,2)
2
((
3 − s1,1) (3 − s2,2)− s1,2s2,1)
From the fourth equation of (14), we have: Z˜2,1 =
⎡⎣ a a
b b
⎤⎦, while from the third one we have:
⎡⎣ x1,1 x1,2
x2,1 x2,2
⎤⎦⎡⎣ a a − 12
b b
⎤⎦ =
⎡⎣ 3 − t1,1 12 − t1,2
−t2,1 1 − t2,2
⎤⎦, which are equivalent to:
{
ax1,1 + bx1,2 = 3 − t1,1
ax2,1 + bx2,2 = −t2,1 (15)
with the constraints on S, T given by:⎧⎪⎪⎨⎪⎪⎩
t1,2 = t1,1 − 5
2
+ 1
2
x1,1
t2,1 = t2,2 − 1 − 1
2
x2,1
(16)
Solving (15) for a, bwe have 5 cases (where in some of the cases more constraints on S, T are added):
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Case I:  = x1,1x22 − x1,2x2,1 = 0:⎧⎪⎪⎪⎨⎪⎪⎪⎩
a =
(
3 − t1,1) x2,2 + t2,1x1,2

b =
(
t1,1 − 3) x2,1 − t2,1x1,1

Case II:  = 0, x1,1 = 0:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a = 3 − t1,1 − bx1,2
x1,1
t2,1 =
(
t1,1 − 3) x2,1
x1,1
and arbitrary b.
Case III:  = 0, x1,1 = 0, x1,2 = 0, x2,1 = 0:⎧⎪⎨⎪⎩ a =
−t2,1 − bx2,2
x2,1
t1,1 = 3
and arbitrary b.
Case IV:  = 0, x1,1 = 0, x1,2 = 0, x2,1 = 0:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
b = 3 − t1,1
x1,2
t2,1 =
(
t1,1 − 3) x2,2
x1,2
and arbitrary a.
Case V:  = 0, x1,1 = 0, x1,2 = 0, x2,1 = 0, x2,2 = 0:⎧⎪⎨⎪⎩ b =
−t2,1
x2,2
t1,1 = 3
and arbitrary a.
The case where also x2,2 = 0, leads to t1,1 = 3, t2,1 = 0 which is impossible, since T is stable.
Finally, from the fourth equation of (14), we have: Z˜2,2 =
⎡⎣ c c
d d
⎤⎦, while from the second one we
have: ⎡⎣ c c
d d
⎤⎦ =
⎡⎣ 4 − s1,1 12 − s1,2
−s2,1 2 − s2,2
⎤⎦+
⎡⎣ a a − 12
b b
⎤⎦⎡⎣ x1,1 x1,2
x2,1 x2,2
⎤⎦
which are equivalent to:⎧⎪⎨⎪⎩ c = 4 − s1,1 + a
(
x1,1 + x2,1)− 1
2
x2,1
d = −s2,1 + b (x1,1 + x2,1) (17)
with the additional constraints on S, T given by:⎧⎪⎨⎪⎩
7
2
− s1,1 + s1,2 + a (x1,1 − x1,2 + x2,1 − x2,2)+ 1
2
(
x2,2 − x2,1) = 0
− 2 + s2,2 − s2,1 + b (x1,1 − x1,2 + x2,1 − x2,2) = 0 (18)
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We end up with Z˜ , where Z˜2,1 =
⎡⎣ a a
b b
⎤⎦, Z˜2,2 =
⎡⎣ c c
d d
⎤⎦, where a, b, c, d depend on S, T with the
constraints as above, where Z˜1,1 =
⎡⎣ α α
β β
⎤⎦, Z˜1,2 =
⎡⎣ γ γ
δ δ
⎤⎦, with arbitrary α, β, γ, δ.
As an example: with the stable matrix S =
⎡⎢⎢⎢⎣
746
663
1247
1192
− 149
2747
889
1066
⎤⎥⎥⎥⎦, we fall into Case I. Solving the con-
straints equations with the related expressions for a, b, we get T =
⎡⎢⎢⎢⎣
1244
953
− 967
759
1075
4636
833
1744
⎤⎥⎥⎥⎦ (which
posteriorly found to be stable) and Z˜2,1 =
⎡⎢⎢⎢⎣
− 1117
393
− 1117
393
1141
879
1141
879
⎤⎥⎥⎥⎦. From the expressions for c, d, we get
Z˜2,2 =
⎡⎢⎢⎢⎣
2343
280
2343
280
− 211
100
− 211
100
⎤⎥⎥⎥⎦. We take Z˜1,1 = Z˜1,2 = 0 and W˜ = Z˜ , and we get:
W =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2318
839
2318
839
6883
1228
6883
1228
− 1075
2648
− 1075
2648
− 2113
1240
− 2113
1240
2318
839
2318
839
6883
1228
6883
1228
− 1075
2648
− 1075
2648
− 2113
1240
− 2113
1240
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, K = B+WC+ =
⎡⎢⎢⎢⎣
3980
159
− 1748
283
11358
271
− 10417
629
⎤⎥⎥⎥⎦
We end up with the closed loop matrix:
E = A − BKC =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
958
4039
− 1479
839
− 6883
1228
− 6883
1228
1075
2648
1855
771
2113
1240
3353
1240
− 1479
839
− 2318
839
− 1971
1228
− 6883
1228
1075
2648
1075
2648
2113
1240
3353
1240
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
which has the spectra: σ (E) ≈
{
2851
3198
± i 1643
4663
, 1103
1126
± i 381
2021
}
⊂ D.
One needs to do similar work, with each one of the 22 remaining permutations, in order to fully
cover W (A, B, C), with the 24 related families of controllers (with possibly empty or overlapping
families).
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5. Concluding remarks
While trying to obviate the need of the permutation matrix  in the proof of Theorem 2.1, in
order to characterize WR (A, B) through a Riccati equation having its coefficients from Eˆ only, we
could not find any example for which the use of it was necessary. We thus have the next
conjecture:
Conjecture 5.1. Let T =
⎡⎣ T1,1 T1,2
T2,1 T2,2
⎤⎦ be a n × n matrix, where T1,1 is k × k. If T is stable and the pair
(
T2,2, T2,1
)
is controllable then, there exist a unitary matrix V such that V∗TV =
⎡⎣ Tˆ1,1 0
Tˆ2,1 Tˆ2,2
⎤⎦, where
V =
⎡⎣ V1,1 V1,2
V2,1 V2,2
⎤⎦ with V1,1 a k × k matrix, and V2,2 invertible.
If the conjecture can be proved then, the stability of T and the controllability of
(
T2,2, T2,1
)
would
imply the existence of simultaneously stabilizing solutions to the Riccati equation: XT2,1X − XT2,2 +
T1,1X − T1,2 = 0, i.e. such that T1,1 + XT2,1 and T2,2 − T2,1X are stable (namely:
X = −V1,2V−12,2 ).
Moreover, a proof of the conjecture may finally lead to a proof that the decision problem:
Given a system triplet (A, B, C) such that the pairs:
(
A, BB+
)
and
(
A∗, C+C
)
are controllable: Is there
any W for which E = A − BB+WC+C is stable?
or, in the more familiar version:
Given a system triplet (A, B, C) such that the pairs: (A, B) and (A∗, C∗) are controllable: Is there any K
for which E = A − BKC is stable?
is actually in the P class of decision problems, i.e. can be decided by a polynomial-time determinis-
tic algorithm (that is, if we can solve the related single Riccati equation with parametric coefficients
and constraints, in time polynomial in n). On the other hand, if the passage on each one of the n!
permutation matrices  is necessary, one may prove that the problem is NP-hard (note that even
the feasibility of a single Riccati equation, does not seem to be decidable by a polynomial-time algo-
rithm, during to the fact that the problem QUAD of deciding the feasibility of a system of quadratic
equations is NP-hard, over any field, with respect to the unit-cost or to the bit-cost – see [13, Theo-
rem 1, p. 104]). Obviously, if one shows that the problem is NP-hard with respect to the unit-cost or
to the bit-cost, when the entries of the matrices are taken from the subfield F, it cannot be easier
overC.
Note that Example 2.2 does not contradict the conjecture since for:
V =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
287
2384
− 367
1674
704
727
287
298
1093
4167
− 44
727
287
1192
− 391
416
− 176
727
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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we get:
Eˇ = V∗EˆV =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2
0 0
− 660
727
0 0
367
8395
− 649
599
1
4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
with V2,2 = − 176727 = 0. In this case X = −V1,2V−12,2 =
⎡⎣ 4
− 1
4
⎤⎦ is a solution for XEˆ2,1X − XEˆ2,2 +
Eˆ1,1X − Eˆ1,2 = 0 where Eˆ1,1 + XEˆ2,1 =
⎡⎣ 12 4
0 0
⎤⎦ and Eˆ2,2 − Eˆ2,1X = 14 are stable.
The conjecturemaywell be true only for “almost every”matrix T as above (for the notion of “almost
every” matrix, and related equation, see [9]).
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