Convergence of jump processes with stochastic intensity to Brownian
  motion with inert drift by Barnes, Clayton
CONVERGENCE OF JUMP PROCESSES WITH STOCHASTIC
INTENSITY TO BROWNIAN MOTION WITH INERT DRIFT
CLAYTON BARNES
Abstract. Consider a random walker on the nonnegative lattice, moving in
continuous time, whose positive transition intensity is proportional to the time
the walker spends at the origin. In this way, the walker is a jump process with a
stochastic and adapted jump intensity. We show that, upon Brownian scaling,
the sequence of such processes converges to Brownian motion with inert drift
(BMID). BMID was introduced by Frank Knight in 2001 and generalized by
White in 2007. This confirms a conjecture of Burdzy and White in 2008 in the
one-dimensional setting.
1. Introduction
1.1. Description of Model. Brownian motion with inert drift (BMID) is a pro-
cess X that satisfies the SDE
dX = dB + dL+KLdt,(1.1)
where K ≥ 0 is a constant and L is the local time of X at zero. This process
behaves as a Brownian motion away from the origin but has a drift proportional to
its local time at zero. See Figure 1.1 for sample path comparisons between reflected
Brownian motion and Brownian motion with inert drift. BMID can be constructed
path-by-path from a standard Brownian motion via the employment of a Skorohod
map. This is discussed in more detail in Section 2. We consider continuous time
processes (Xn, Vn) on 2
−nN× R such that for K ≥ 0,
(i) Vn(t) := K2
n · Leb(0 < s < t : Xn(s) = 0) is the scaled time Xn spends at
the origin.
(ii) Xn is jump process with positive jump intensity 2
2n + 2nVn(t) and down-
ward jump intensity 22n, modified appropriately so Xn does not transition
below zero.
The existence of such a process and its rigorous definition is presented in the third
section. Intuitively, Xn is a random walker on the lattice 2
−nN whose transition
rates depend linearly on the amount of time the walker spends at zero. In other
words, the positive jump rate of Xn increases each time Xn reaches zero. We
show that as the lattice size shrinks to zero, i.e. as n → ∞, (Xn, Vn) converges in
distribution to (X,V ), where X is BMID and V = KL is its velocity. See Theorem
4.3 and Corollary 4.4. By setting K = 0 we recover the classical result that random
walk on the nonnegative lattice converges to reflected Brownian motion.
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Figure 1. The figure shows a path of reflected Brownian motion
and a path of BMID, each coming from the same Brownian sample
path. The drift of BMID becomes evident as its domination over
reflected Brownian motion grows with time. The drift of BMID
comes from its contact with zero, which, in this figure, occurs in
the beginning of the process.
1.2. Outline. In Section 2 we introduce BMID and its construction using Skorohod
maps. We also give an equivalent formulation of the process (X,V ). In Section 3
we introduce the necessary background on jump process with stochastic intensity
and introduce the setting used by Burdzy and White in [4]. Section 4 contains the
statement and proof of the main results, Theorem 4.3 and Corollary 4.4.
1.3. Background. The introduction of BMID began in 2001 with Knight [9]. In
2007, White constructed a multidimensional analog, see [11], whose stationary dis-
tribution was found by Bass, Burdzy, Chen and Hairer [1]. This multidimensional
analog is a pair of processes (Z,K) where Z is a diffusion reflecting inside a suffi-
ciently smooth domain D ⊂ Rn, and K is its drift. This drift is the inward normal
integrated against the local time Z spends on ∂D. That is,
Z(t) = B(t) +
∫ t
0
η(Z(s))dL(s) +
∫ t
0
K(s)ds,
K(t) = K0 +
∫ t
0
η(Z(s))dL(s).
(1.2)
Here η(x) is the inward unit normal for x ∈ ∂D and t → L(t) is a nondecreasing
continuous function flat off of ∂D. By this we mean L increases only on Z−1(∂D).
The authors show (Z,K) has a stationary distribution of µ × γ, where µ is the
uniform distribution on D and γ is the Gaussian distribution on Rn. This is in-
teresting in part because the stationary distribution of the drift is always Gaussian
and does not depend on D, and also because the stationary distribution is always
a product form. Notice the marginal processes of (Z,K) are not Markovian. This
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is clear for Z, since Z has a drift that is dependent on its past. When Z is one di-
mensional and D = [0,∞), the process Z is one dimensional reflected BMID which
is the process introduced by Knight. (Although Knight introduced BMID in an
equivalent, but different, formulation of Brownian motion reflecting from an inert
particle. See section 2.)
The Gaussian behavior of K, along with fact that Z and K are independent
in the stationary distribution, led Burdzy and White to study similar processes
from a discrete state point of view [4]. They consider a pair of processes (X,L)
with state space L × Rd. Here L is a finite set, so without loss of generality we
consider L = {1, . . . , N}. They consider such processes where the rate at which
X transitions between two states depends on L, the (scaled) time X has spent on
previous states. We call this class of processes C and describe it in more detail
in subsection 3.2. The authors find necessary and sufficient conditions for such
a process (X,L) to have stationary distribution µ × γ. In this situation µ is the
uniform measure on L and γ is the Gaussian distribution on Rd. The authors make
many conjectures involving approximating BMID, and its variants, by processes
in class C. The main result of this article confirms this in the one dimensional
setting. The authors suggest such a jump process approximation as one reason the
position and drift of BMID, and its variants, have a uniform × Gaussian invariant
distribution.
BMID is just one example where a process with memory has a Gaussian sta-
tionary distribution. See [6], where Gauthier studies diffusions whose drift is also
dependent on the diffusions past through a linear combination of sine and cosine
functions. He shows the average displacement across time obtains a Gaussian sta-
tionary distribution as time approaches infinity.
2. An equivalent formulation of BMID
In this section we describe the process (X,Y, V ), where X is Brownian motion
reflecting from the inert particle Y , and where Y has velocity V . We begin with
a probability space (Ω,P, (Ft)t≥0) with the filtration (Ft)t≥0, satisfying the usual
conditions, supporting a Brownian motion B.
Theorem 2.1 (Knight [9], White [11]). Choose K ≥ 0 and v ∈ R. There exists a
unique strong solution of continuous Ft adapted processes (X,Y, V ) satisfying:
X(t) = B(t) + L(t), for all t ≥ 0, almost surely,
X(t) ≥ Y (t), for all t ≥ 0, almost surely,
dY = V (t)dt := (v −KL(t))dt, for all t ≥ 0, almost surely,
L is nondecreasing, and is flat away from the set {s : X(s) = Y (s)}.
(2.1)
Remark 2.2. Flatness of L off {s : X(s) = Y (s)} means∫ ∞
0
1(X(s) 6= Y (s)) dL(s) = 0.
One can use the Ito-Tanaka formula to show that L is the local time of X − Y at
zero; see [11, Th. 2.7]. That is,
L(t) = lim
→0
1
2
∫ t
0
1(|X(s)− Y (s)|< ) ds,
where the right hand side is the local time of X − Y at zero.
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BMID together with its velocity is equivalent, in a certain sense, to the process
(X,Y, V ) whose existence is given in Theorem 2.1. We will refer to the following
result by Skorohod.
Lemma 2.3 (Skorohod, see [8]). Let f ∈ C([0, T ],R) with f(0) ≥ 0. There is a
unique, continuous, nondecreasing function mf (t) such that
xf (t) = f(t) +mf (t) ≥ 0,
mf (0) = 0, mf (t) is flat off {s : xf (s) = 0},
and is given by
mf (t) = sup
0<s<t
[−f(s)] ∨ 0.
Remark 2.4. The classical Le´vy’s theorem states that when f is replaced by a
Brownian motion, B. The corresponding process xB is distributed as |B|.
Consider the gap process G(t) = X(t)− Y (t). Obviously G ≥ 0, almost surely, and
from (2.1) one can see (when v = 0)
dG = dB + dL+KLdt,(2.2)
where L is continuous, nondecreasing, and flat off U−1(0). From the mention in
Remark 2.2 on local time, G is a reflected diffusion whose drift is proportional to
its local time at zero. (Consequently, the gap process G satisfies (1.1)).
Assume we have a pair of processes (U, V ) adapted to a continuous filtration Ft
that supports a Brownian motion B, and that for fixed K ≥ 0, v ∈ R
U(t) = B(t) +
∫ t
0
V (x)dx,
V (t) = −v +KMU (t),
MU (t) = sup
0<s<t
[−U(s)] ∨ 0.
(2.3)
In the system (2.3), it is clear from the definition of MU that U +MU ≥ 0 and it
follows from the Skorohod Lemma 2.3 thatMU is flat off the set {s : U(s)+MU (s) =
0}. Therefore
B(t) +MU ≥ −
∫ t
0
V (s)ds,
and MU is flat off of {s : B(t) +MU = − ∫ t
0
V (s)ds}. Consequently,(
B(t) +MU (t),−
∫ t
0
V (s)ds,−V (t)
)
satisfies the original equation (2.1) with respect to the filtration Ft. Similarly, one
can use the uniqueness statement in Skorohod’s Lemma to go from a solution of
(2.3) to (2.1). This demonstrates the equivalence of the two systems (2.1) and (2.3)
in the sense that if one solution exists for a given probability space (Ω,P,Ft), where
Ft supports a standard Brownian motion, then the other solution can be given by
a path-by-path transformation.
Existence of a solution to (2.1) first began by Knight in [9]. A strong solution
to a more general process was attained via the employment of a Skorohod map by
David White in [11] that we give below.
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Theorem 2.5 (White, [11]). For every f ∈ C([0, T ],R),K ≥ 0, v ∈ R there is a
unique pair of continuous functions (I, V ) such that
x(t) := f(t) + I(t),
V (t) = v +Km(t),
I(t) =
∫ t
0
V (s)ds,
m(t) = sup
0<s<t
[−x(s) ∨ 0].
(2.4)
Remark 2.6. In Remark 2.4 it is mentioned that replacing the function f in the
formulation of Skorohod’s Lemma 2.3 gives rise to a representation of reflected
Brownian motion. Similarly, when replacing f in Theorem 2.5 pathwise by Brow-
nian motion, the corresponding process (x,−I, V ) is a solution to (2.3). Note that
Skorohod’s Lemma 2.3 implies that m in Theorem 2.5 is the unique monotonically
increasing, continuous, function which is flat off of the level set {s : x(s)+m(s) = 0}
such that x+m is nonnegative.
Remark 2.7. One can also see from the above arguments that (U, V ) of (2.3)
solves
dU(t) = dB(t) + dL(t) + V (t)dt, dV (t) = KL(t)dt, V (0) = −v,
where L is the local time of U at zero.
3. Markov Processes with Memory
Before introducing the class of processes C that will approximate BMID, we
introduce common facts of Poisson processes and point process with stochastic
intensity. See Bre´maud’s description of a doubly-stochastic point process in [3,
Chapter 2]. In our description below, X has a stochastic intensity function adapted
to right continuous filtration generated by X.
3.1. Non-homogeneous Poisson processes. The Poisson distribution of mean
λ is a random variables Z with probability mass function
P(Z = n) = e−λ
λn
n!
, for n ∈ N.
A homogeneous Poisson process N(t), t ≥ 0 with state space N and intensity (or
rate) λ ∈ R+ is a process such that
(i) N(0) = 0,
(ii) N has independent increments,
(iii) The number of jumps in an interval (a, b) is Poisson r.v. with mean λ(b−a).
Typically we denote N(a, b] as the number of jumps in the interval (a, b]. A non-
homogeneous Poisson process with a nonnegative locally integrable rate (or inten-
sity) function λ(t) is defined similarly, with Λ(a, b) :=
∫ b
a
λ(s)ds and
(i) N(0) = 0, a.s.
(ii) N has independent increments,
(iii) N is RCLL, a.s.
(iv) N(a, b]
d
= Poisson(Λ(a, b)).
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If we let T = inf{t : N(t) > 0} be the first jump time, then
P(T > t) = P(N(t) = 0) = e−Λ(t) = e−
∫ t
0
λ(s)ds.
The following lemmas are classical, but we include a proof (or sketch) of the state-
ments.
Lemma 3.1. Let N1, N2 be two independent Poisson processes with rate functions
λ1, λ2. Then N1 +N2 is a Poisson process with rate λ1 + λ2.
Proof. Recall that the sum of two independent Poisson random variables of rates
a, b is itself a Poisson random variable of rate a+b. Using this fact, the items (i)-(iv)
are easily verified for N1 +N2 with a rate function of λ1 + λ2. 
Lemma 3.2. Let N1(t), N2(t), t ≥ 0 be two independent Poisson processes with rate
functions λ1, λ2, respectively. Let T1, T2 be the first jump time of N1, N2 respec-
tively. Then T1 ∧ T2 is the first jump time of a Poisson process with rate function
λ1 + λ2.
Proof. This follows from Lemma 3.1, because T1∧T2 is the first jump ofN1+N2. 
Lemma 3.3. Let λ1, λ2 be two rate functions such that λ1(t) ≤ λ2(t) for all t ≥ 0
and let T1, T2 be the first jump time of their corresponding Poisson process. Then
T1 stochastically dominates T2.
Sketch. One could prove this simply from the explicit expression of the tail distri-
bution. Another way is the use Lemma 3.2 above. Define λ0 = λ2 − λ1 and let
T0 be the first jump of a Poisson process with rate function λ0 independent from
T1. By the Lemma above, T0 ∧ T1 has the same distribution as T2. Hence there
is a coupling of (T1, T2) such that T1 ≥ T2 almost surely. Hence T1 stochastically
dominates T2. 
In [3, Chapter II], Bre´maud discusses the notion of point processes adapted to a
filtration Ft whose intensity λ(s) is not a deterministic function but rather a process
adapted to Ft with certain conditions.
Definition 3.4. [3, II] Let Nt be a point process adapted to the filtration Ft and
let λt be a nonnegative Ft-progressive process such that
∫ t
0
λsds <∞ almost surely
for each t ∈ [0, T ]. If
E
(∫ ∞
0
CsdNs
)
= E
(∫ ∞
0
Csλsds
)
,(3.1)
for all nonnegative Ft-predictable processes Ct then we say Nt has stochastic inten-
sity λt.
Remark 3.5. In the proofs of later results we will refer to point processes with a
given intensity or jump/step size. By a point process of jump/step size a > 0 and
(stochastic) intensity λ we mean a process aNt where Nt is a point process with
(stochastic) intensity λ. By positive and negative jump rate for a jump process we
mean the process aNt and −aNt, respectively. For example, a process with jump
size 2−n with positive jump rate λ1(t) and negative jump rate λ2(t), we mean the
process 2−n(N1−N2) where Ni is a (non-)homogeneous point process with rate λi.
In this context, we have the following extension of Lemmas 3.1 and 3.3 to processes
with stochastic intensities.
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Lemma 3.6. Let N1, N2 be two independent point processes with stochastic inten-
sities λ1, λ2 adapted to filtrations F1,F2 respectively. Then N1 + N2 is a point
process with stochastic intensity λ1 + λ2, adapted to Ft := σ
(F1t ,F2t ) .
Sketch. The fact that N1, N2 are independent implies the two processes do not have
common jumps, so that (N1, N2) is a multivariate point process. The result follows
from [3, T15, Chapter II.2]. 
Lemma 3.7. Let N1 be a point processes with stochastic intensity λ
1(t) ≥ λ,
almost surely, for some λ ∈ R+. Then we can enlarge the probability space to
support a Poisson point process N2 with constant intensity λ and a point process
N3 of stochastic intensity λ
3 = λ1 − λ such that N3 is independent of N2 and
N1
d
= N2 +N3 almost surely.
Remark 3.8. It is clear that one can generate a Poisson point process N2 with
constant intensity λ which is independent of N2. Lemma 3.7 could be generalized,
however, we don’t require this and sketch the proof only in the case when N2 has
constant intensity.
Sketch. Enlarge the probability space to support two independent processes N ′2, N
′
3
where N ′2 is a Poisson point process of rate λ and N
′
3 is a point process with
stochastic rate λ3 = λ1 − λ. By Lemma 3.6, N1 d= N2 +N3, and the processes are
adapted to the filtration generated by (N1, N2, N3). 
3.2. Class C of Markov Processes with Memory. As mentioned above, Burdzy
and White study continuous time Markov processes (X,L) on L ×Rd where L =
{1, 2, . . . , N} is a finite set. For each j ∈ L we associate a vector vj ∈ Rd and
define Lj(t) = Leb(0 < s < t : X(s) = j) as the time X has spent at location j
until time t. We also define
L(t) =
∑
j∈L
vjLj(t)
as the accumulated time X spends at each location. The transition rates of X will
depend on L(t). More precisely, we are given RCLL functions aij : Rd → R where
aij is the rate function for the Poisson process defining the transition of X from i
to j. Conditional on X(t0) = i, L(t0) = l, the jump rate of X transitioning from i
to j is aij(l+ [t− t0]vi) with t ≥ t0. In other words, for a fixed time t0 we condition
on L(t0) = l and X(t0) = i, let Nj(t) be a Poisson process with rate function
aij(l + [t− t0]vi), t ≥ t0 such that Nj are mutually independent for j 6= i. Let Ti,j
be the first jump time of Nj(t). By Section 3.1 above,
P(Ti,j > t+ t0|X(t0) = i, L(t0) = l) = exp
(
−
∫ t
0
aij(l + svi)ds
)
,(3.2)
for all t > 0. Pick j′ such that Ti,j′ = minj 6=i Ti,j , and define the first transition of
X after time t0 to be location j
′ and occur at time Ti,j′ .
These dynamics can be produced from a collection of independent exponential
random variables of rate one (Ei,j)i,j∈N. Set T0 = 0 and recursively define
T ji+1 = inf
(
t > Ti :
∫ t
0
aX(Ti)j(L(Ti) + vX(Ti)(s−Ti))ds > Ei,j
)
(3.3)
Ti+1 = min
j
T ji+1.(3.4)
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We have the convention inf ∅ =∞. Then set
L(s) = L(Ti) + vXn(Ti)(s− Ti), for s ∈ [Ti, Ti+1](3.5)
X(s) = X(Ti), for s ∈ [Ti, Ti+1)(3.6)
X(Ti+1) = argminjT
j
i+1.(3.7)
The pair (X,L) is a strong Markov process with generator
Af(j, l) = vj · ∇lf(j, l) +
∑
i 6=j
aji(l)[f(i, l)− f(j, l)], j = 1, . . . , N, l ∈ Rd.
Burdzy and White assume (X,L) is irreducible in the sense that there is some
{j0} × U ⊂ L × Rd such that
P((X(t), L(t)) ∈ {j0} × U |X(0) = i, L(0) = l) > 0, for all (i, l) ∈ L × Rd.
It should be noted that although they consider L to be a finite set, their main
results hold assuming supi|vi|<∞ and that supij aij(l) is bounded on compact sets
of l. We denote C as the class of such processes with these conditions to allow
L = N.
4. Discrete Approximation
4.1. Definition of Processes. The reflected diffusion (2.2) is a process whose drift
depends on the local time of the diffusion at zero. To approximate this diffusion
with a Markov process on a fine lattice 2−nN, intuitively, one would want the
“velocity” to depend on the accumulated time spent at zero. This is modeled
as a jump process whose intensity function is stochastic and depends linearly on
the accumulated time the process spends at zero. These jump processes need to
converge, as n→∞, to a process whose drift is the appropriate local time.
Jump processes whose intensity depends linearly on the accumulated time at zero
are of the setting described by the class C in subsection 3.2. Consider a process
(Xn, V
X
n ) on the lattice 2
−nN×R where we set vj = 0 for all j 6= 0, v0 = K2n. (We
may hide the dependence on n for convenience). For an initial “velocity” v ∈ R,
we define
V Xn (t) = −v +K2nLn(t) = −v +K2n · Leb(0 < s < t : Xn(s) = 0).
The rate functions aij : R→ R are
ai(i+sign(l)2−n)(l) = 2
2n + 2n|l|= 22n + 2n|V Xn (t)|,
ai(i−sign(l)2−n)(l) = 22n,
(4.1)
where l = V Xn (t), except when i = 0 where we do not allow a downward transition.
By Lemma 3.2 the point process Xn can be decomposed into a sum of independent
processes, Sn and Zn, whose rate functions sum to that of Xn. The following
definition will be used throughout the paper.
Definition 4.1. For a process Q(t) we define MQ(t) as the signed running mini-
mum below zero of Q. That is,
MQ(t) = sup
0<s<t
[−Q(s)] ∨ 0.
Consider the processes (Sn, Zn, Vn) on (2
−nZ)2 × R where
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(i) Sn is a continuous time simple random walk on 2
−nZ with positive/negative
jumps of size 2−n and rate 22n.
(ii) Zn is a point process with positive (resp. negative) stochastic and adapted
jump rate of 2n|Vn| when Vn > 0 (resp. Vn < 0), with jump sizes of 2−n.
(iii) We have
Vn(t) = −v +K2n · Leb(0 < s < t : Un(s) = −Mn(s)),
Un = Sn + Zn,
Mn(t) := M
Un(t).
As mentioned in Section 3, point processes with adapted intensity functions are
discussed in [3, Chapter 2].
Remark 4.2. In our situation Vn is adapted to the right continuous filtration Ft
generated by the pair (Sn, Zn). With these definitions (Un +Mn, Vn) has the same
law as (Xn, V
X
n ) in that it is of class C and satisfies (4.1). To see that this is the
case, first note that Un +Mn = Sn + Zn +Mn is a nonnegative process on 2
−nN.
By Lemma 3.2, Sn + Zn has a jump rate function of 2
2n + 2nVn(t) where
Vn(t) = −v +K2n · Leb{0 < s < t : Un(s) = −Mn(s)}
= −v +K2n · Leb{0 < s < t : Un(s) +Mn(s) = 0}.
Consequently, V Xn = Vn if we set Xn := Un + Mn. That is, (Un + Mn, Vn) is one
realization of the process (Xn, V
X
n ) given by (4.1).
We will work with (Sn, Zn, Vn) as an equivalent formulation of (Xn, V
X
n ) defined
by (4.1). Note the similarity to the equivalent formulation of BMID. Existence
of (Sn, Zn, Vn) follows from the fact that it is of class C, or, equivalently, one
can construct the processes via the dynamics given in (3.3) by using the intensity
functions (4.1).
4.2. Theorem Statement. Compare the equivalent formulation of BMID given
in (2.3) to the definition of the processes (Sn, Zn, Vn, Un) in (i)-(iii) of subsection
4.1. One would expect that (Sn, Vn, Zn, Un) converges in some appropriate sense
to (B, V,
∫ ·
0
V,U).
Theorem 4.3. For K ≥ 0 and v ∈ R, let (Sn, Zn, Vn, Un) be defined by (i)-(iii) in
subsection 4.1. Then
(Sn, Vn, Zn, Un)
d−→ (B, V,
∫ ·
0
V,U),
in the Skorohod topology on D([0, T ],R4), where (B, V,
∫ ·
0
V,U) is a quadruple of
continuous processes adapted to the Brownian filtration of the first coordinate B
with the following holding for all t ∈ [0, T ] almost surely:
U(t) = B(t) +
∫ t
0
V (x)dx,
V (t) = −v +KMU (t),
and where MU is the running minimum given in Definition 4.1.
Theorem 4.3 has the following corollary.
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Corollary 4.4. Let (Xn, V
X
n ) be the process defined by (4.1) in subsection 4.1.
Then
(Xn, V
X
n )
d−→ (X,V ),
in the Skorohod topology on D([0, T ],R). Here (X,V ) is BMID together with its
velocity. That is,
dX(t) = dB(t) + dL(t) + V (t)dt, dV (t) = KL(t)dt, V (0) = −v,(4.2)
where L is the local time of X at zero.
Proof. By Remark 4.2, we set Xn := Un +Mn and V
X
n := Vn. Applying Theorem
4.3 implies
(Xn, V
X
n )
d−→ (U,−v +KMU ),
and where (U,−v +KMU ) solves (4.2) as mentioned in Remark 2.7. 
Remark 4.5. Let D([0, T ],R) denote the space of RCLL paths equipped with
the Skorohod metric d [5, Chapter 3 Section 5]. If a process Wn with paths in
D([0, T ],R) converges weakly to W , then according to the Skorohod representation,
[5, Theorem 3.1.8], we can place Wn,W on the same probability space such that
d(Wn,W ) −→ 0,
almost surely. If the limiting process W is continuous almost surely, then
‖Wn −W‖[0,T ]:= sup
0<s<T
|Wn(s)−W (s)|−→ 0,
almost surely on this probability space, and, in fact, uniform convergence and
convergence in the Skorohod metric become equivalent. See Ethier and Kurtz, [5,
Chapter 3 Section 5] and [5, Chapter 3 Section 10], and Billingsley [2, Chapter 3].
4.3. Proof of Theorem 4.3. The rest of this section will be devoted to the proof
of Theorem 4.3. We split the proof into a number of lemmata. The first of which
involves tightness of the sequence.
Lemma 4.6. The collection of processes {(Sn, Zn, Vn) : n ∈ N} is tight in D([0, T ],R2)
×C[0, T ] ⊂ D([0, T ],R3). Because Un = Sn +Zn, it follows that {(Sn, Vn, Zn, Un) :
n ∈ N} is also tight in D([0, T ],R) × C[0, T ] × D([0, T ],R2). Furthermore, all
limiting processes are continuous.
Remark 4.7. In general, it is not true that if αn → α, βn → β in the Skorohod
topology, then αn + βn → α + β. However, this does hold if either α or β is
continuous. See Jacod and Shiryaev [7, Proposition VI.1.23]. Similarly, by Remark
4.5 one can assume a sequence (Snk , Znk , Vnk) that converges in distribution on
D([0, T ],R3) in fact converges almost surely to a continuous process, say (S′, Z ′, V ′)
in the uniform metric; at least on some probability space. This immediately implies
Unk = Snk + Znk converges almost surely to S
′ + Z ′.
We prove Lemma 4.6 at the end of this section. Assuming Lemma 4.6 holds, it
remains to show there is a unique limit.
Lemma 4.8. Consider a subsequence nk with processes (Snk , Znk , Vnk , Unk) con-
verging to (S,Z, V, U) in D([0, T ],R4) with the Skorohod topology. Then (S,Z, V, U)
is continuous and satisfies the equivalent formulation for BMID given in (2.3). That
is,
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(i) U(t) = S(t) + Z(t),
(ii) S(t) is a Brownian motion,
(iii) V (t) = KL(t)− v, where L(t) = max0<s<t[−U(s)] ∨ 0,
(iv) Z(t) =
t∫
0
V (s)ds.
Remark 4.9. Since this equivalent formulation of BMID is unique in law, Lemma
4.6 characterizes the subsequential limits of (Sn, Zn, Vn). See [11] where existence
(and uniqueness) of such a system is proved. Consequently, Lemma 4.8 shows
convergence of the entire sequence to this equivalent formulation of BMID.
4.4. Proof of Lemma 4.8. We prove items (i)-(iv) in Lemma 4.8 separately. The
proof of (iii) was inspired by the proof of Le´vy’s theorem given in [10, Chapter 6],
where the authors essentially note the equivalence of the processes (Un + Mn, Vn)
and (Xn, V
X
n ) described in subsection 4.1 for the case K = 0. Le´vy’s theorem
is the statement that (L, |B|) and (MB , B + MB) yield the same distribution on
C([0, T ],R2). Here L is the local time of |B| at zero. See [8, Chapter 3.6] for a
detailed statement.
Proof of (i): This follows trivially from the definition of Un = Sn+Zn. See Remark
4.7.
Proof of (ii): Recall Sn is a continuous time scaled simple random walk. Since Snk
converges to S, S is a Brownian motion by Donsker’s theorem.
Proof of (iii): First, we give a brief outline of the proof using heuristics. Recall
Ln = 2
n · Leb(0 < s < t : Un(s) = −Mn(s)) and Vn = −v + KLn. Each time Mn
increases, Un will make approximately a Geometric(1/2) number of visits to this
new minimum value before Mn increases again. Also, Un will spend approximately
an Exp(22n) amount of time at each one of these visits. Therefore, Ln, which is
the total amount of time Un spends on −Mn scaled by 2n, is approximately
2nMn∑
i=1
2n Exp(22n) =
2nMn∑
i=1
Exp(2n),
where Exp(2n) indicates independent exponential random variables of rate 2n. If
you suppose this sum is concentrated around its expectation, then Ln is approxi-
mately
2nMn∑
i=1
2−n = Mn.
Therefore, if Mn converges almost surely to a process M in the uniform norm, then
one expects Ln to converge to M as well.
We now begin the formal proof by making the above explanation rigorous. By
tightness, and without loss of generality, assume Lnk −→ L and Unk → U almost
surely in the uniform norm of continuous functions. See Remark 4.5. We will use a
localization argument to show that L = MU almost surely. For a positive constant
C > |v|, define
T
(nk)
C = inf{t > 0 : Lnk > C}.
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For each nk, consider a modification of (Snk , Znk , Unk), denoted (S
C
nk
, ZCnk , U
C
nk
),
solving the system (i)-(iii) in subsection 4.1 but replacing (iii) with
V Cn (t) = −v +K[2nLeb(0 < s < t : UCn (s) = −MCn (s)) ∧ C],
UCn = S
C
n + Z
C
n ,
MCn (t) := M
UCn (t).
Heuristically speaking we are stopping Ln when it reaches C while keeping the
other dynamics the same. Note that (SCnk , Z
C
nk
, UCnk) is the same as (Snk , Znk , Unk)
on the interval [0, T
(nk)
C ], while on [T
(nk)
C ,∞) we stop LCnk at C. Fix m ∈ 2−nkN
and let
τ
(nk)
m,0 = 0,
τ
(nk)
m,i = inf{t > τ (nk)m,i : UCnk(t) = −m = −MCnk},
be the consecutive times UCnk visits at −m when m is the current value of MCnk .
That is, the consecutive times UCnk visits its running minimum at −m. Let
z+m,j = inf{s > 0 : UCnk(τ
(nk)
m,j + s) > U
C
nk
(τ
(nk)
m,j )}
and
z−m,j = inf{s > 0 : UCnk(τ
(nk)
m,j + s) < U
C
nk
(τ
(nk)
m,j )}
denote the amount of time until the next positive and negative, respectively, jump
of UCnk after τ
(nk)
m,j . Then z
+
m,j∧z−m,j is the time UCnk spends on −m during its jth visit
to its signed running minimum MCnk = m. Since |LCn |≤ C, the stochastic intensity
of ZCnk is 2
nk |V Cnk |, which is bounded below by 22nk − v and above by 22nk +C2nk .
We set v = 0 in the remaining computations for convenience. Therefore the positive
jump times of UCnk = S
C
nk
+ ZCnk have intensity 2
2nk + 2nk |V Cnk | and the negative
jump times arrive with intensity 22nk . In other words, z−m,j
d
= Exp(22nk).
By Lemma 3.3 we assume the probability space contains two independent se-
quences of i.i.d. exponential random variables {νi,j}i,j∈N, {ei,j}i,j∈N that are also
independent of z−m,j , with rates 2
2nk and C2nk , respectively, and where
νm,j ∧ em,j ≤ z+m,j ≤ νm,j ,
almost surely. Consequently,
z−m,j ∧ νm,j ∧ em,j ≤ z−m,j ∧ z+m,j ≤ z−m,j ∧ νm,j , almost surely.(4.3)
Define
Amj := 1{z−m,j∧νm,j=νm,j}, B
m
j := 1{z−m,j∧z+m,j=z+m,j}, C
m
j := 1{z−m,j∧νm,j∧em,j=νm,j∧em,j}.
Note that Bmj is the indicator for whether U
C
nk
jumped in the positive direction
during its jth visit to its running minimum −m. By construction Amj , Bmj , Cmj are
Bernoulli random variables and are coupled so that
Amj ≤ Bmj ≤ Cmj , almost surely.
The definition of Amj , C
m
j depend on nk, which is hidden from notation. While the
sequence (Bmj : j ≥ 1) is not an i.i.d. sequence, and is not a sequence of independent
random variables since the jump rate changes with time, both (Amj : j ≥ 1) and
(Bmj : j ≥ 1) are i.i.d. sequences of Bernoulli(1/2), Bernoulli([1 + C2−nk ]/[2 +
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C2−nk ]), respectively. Consider the first index j such that Amj (resp. B
m
j ) is
zero. For each i ∈ N, denote Qi as the number of visits to −i2−nk by Unk while
MCnk = i2
−nk . This is the number of visits UCnk makes to −i2−nk when −i2−nk is
the running minimum. We will sandwich Qi above and below geometric random
variables. Denote mi = i2
−nk . We have
Qi = inf{j ≥ 1 : Bmij = 0}.
This is because the sequence Bmi1 , . . . , B
mi
Qi−1 represents the number of positive
jumps UCnk makes from its running minimum when the signed running minimum is
i2−nk . For each of these positive jumps UCnk must make another visit to the signed
running minimum −i2−nk . Hence, Qi is the number of visits UCnk makes to its
running minimum −i2−nk because once a negative jump occurs from −i2−nk , the
running minimum decreases to −(i+ 2−nk)2−nk . Consider
Wi = inf{j ≥ 1 : Amij = 0},
Vi = inf{j ≥ 1 : Cmij = 0}.
Because (Amij ), (C
mi
j ) are each i.i.d. sequences of Bernoulli random variables, Wi, Vi
are geometric random variables, and
Wi ≤ Qi ≤ Vi, almost surely,
P(Wi = k) =
(1
2
)k
,
P(Vi = k) =
( 1
2 + C/2nk
)(1 + C/2nk
2 + C/2nk
)k−1
.
That is, Wi, Vi are geometrically distributed with parameters 1/2, [1+C2
−nk ]/[2+
C2−nk ] respectively.
Notice that MCnk visits all sites between 0 and m up until time τ
(nk)
m,1 , the first
time UCnk reaches −m. (Also notice that Sn is identical to SCn since it is a continuous
time random walk not depending on Ln). Since the size of each step is 2
−nk , MCnk
has visited between 2nkm− 1 and 2nkm+ 1 sites up until time τ (nk)m,1 .
Let Ti be the time that M
C
nk
spends at that vertex i2−nk , for 0 ≤ i2−nk ≤MCnk(s)
and a given s ∈ [0, T ]. By definition of νm,j , em,j , zm,j and the inequality (4.3), for
0 ≤ i2−nk ≤MCnk(s) we have
Φ
′i
nk
:=
Wi∑
j=1
z−mi,j ∧ νmi,j ∧ emi,j ≤ Ti ≤
Wi∑
j=1
z−mi,j ∧ νmi,j +
Vi∑
j=Wi
z−mi,j ∧ νmi,j
=: Φink +
Vi∑
j=Wi
z−mi,j ∧ νmi,j ,
(4.4)
almost surely. Recall mi = −i2−nk . By Lemma 4.18, z−mi,j ∧νmi,j is an Exp(22n+1)
random variable independent from Amij . Because z
−
mi,j
∧νmi,j∧emi,j is a measurable
function of z−mi,j∧νmi,j and emi,j , both of which are independent from Amij , z−mi,j∧
νmi,j ∧ emi,j is independent from Amij as well. Consequently z−mi,j ∧ νmi,j ∧ emi,j is
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independent from Wj . Since by definition,
LCnk(s) =
2nkMCnk
(s)∑
i=1
2nkTi,
(4.4) implies we can sandwich LCnk(s) by summing these upper bounds and lower
bounds of times spend at each intermediate level. That is,
2nkMCnk
(s)−1∑
i=1
2nkΦ
′i
nk
≤ LCnk(s)
≤
2nkMCnk
(s)+1∑
i=1
2nkΦink +
2nkMCnk
(s)+1∑
i=1
Vi∑
j=Wi
z−j,i ∧ νj,i
=: Rnk(s).
(4.5)
The sum of a Geometric(p) number of independent exponentials of rate λ is expo-
nential with rate pλ. Since Wi, Vi are geometric and independent of µ
′
i, µi, it follows
that Φ
′i
nk
is distributed as an exponential of rate (22nk+1 + C2nk)/2, and similarly
Φink has exponential rate 2
2nk . We think of 2nkΦ
′i
nk
as an exponential random vari-
able with rate approximately 2nk , while in fact 2nkΦink is an exponential with rate
exactly 22nk . Because Φi
′
nk
is adapted to F
(τ
(nk)
mi,1
,τ
(nk)
mi+1,1
]
, the filtration generated by
(Unk , Vnk) between the stopping times, (Φ
i′
nk
: i ≥ 1) is a collection of independent
exponential random variables by the strong Markov property. Our assumption that
UCnk(·) converges uniformly on [0, T ] to a process UC , almost surely, implies MCnk(·)
converges uniformly on [0, T ] to MU
C
. We will show that the left and right hand
sides of (4.5) converge almost surely to MU
C
(s), for each fixed s ∈ [0, T ]. We go
through the details for the left hand side, and the right hand is similar. We see∣∣∣∣∣∣∣
2nkMCnk
(s)∑
i=1
2nkΦ
′i
nk
−
2nkMU
C
(s)∑
i=1
2nkΦ
′i
nk
∣∣∣∣∣∣∣
≤
2nk [MCnk
(s)∨MUC (s)]∑
i=2nk [MCnk
(s)∧MUC (s)]
2nkΦ
′i
nk
≤ 1
2nk
2nk |MCnk (s)−M
UC (s)|∑
i=1
ei,
(4.6)
almost surely, where ei are i.i.d. Exp(1) that are independent from M
C
nk
. The last
inequality comes from Lemma 3.3 and the fact that 2nkΦ
′i
nk
d
= exp(2nk + C/2) are
i.i.d. Since |MCnk(s)−MU
C
(s)|→ 0, almost surely, the strong law of large numbers
implies that
1
2nk
2nk |MCnk (s)−M
UC (s)|∑
i=1
ei −→ 0, almost surely.
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We can express 2nkΦ
′i
nk
as 2−nkuki where ui
d
= exp(1 + C2−(nk+1)) are i.i.d., so
2nkMU
C
(s)∑
i=1
2nkΦ
′i
nk
=
1
2nk
2nkMU
C
(s)∑
i=1
uki .
We condition on MU
C
(s) to compute
Var
 1
2nk
2nkMU
C
(s)∑
i=1
uki
∣∣∣MUC (s)
 = 1
22nk
2nkMU
C
(s)
1
(1 + C2−(nk+1))2
=
MU
C
(s)
2nk + C + C22−(nk+2)
,
which approaches zero. The expectation conditional on MU
C
(s) is
E
 1
2nk
2nkMU
C
(s)∑
i=1
uki
∣∣∣MUC (s)
 = MUC (s) 1
1 + C2−(nk+1)
.
Consequently,
2nkMU
C
(s)∑
i=1
2nkΦ
′i
nk
=
1
2nk
2nkMU
C
(s)∑
i=1
uki −→MU
C
(s),
almost surely, and by (4.6),
2nkMCnk
(s)∑
i=1
2nkΦ
′i
nk
−→MUC (s),(4.7)
in probability. Therefore we can find a subsequence n′k where
1
2nk
2nkMU
C
(s)∑
i=1
uki
converges almost surely. Similarly one can show
2nkMCnk
(s)∑
i=1
2nkΦink −→MU
C
(s),(4.8)
in probability. The right side of (4.5), denoted Rnk(s), will then converges to
MU
C
(s) after showing
2nkMCnk
(s)+1∑
i=1
Vi∑
j=Wi
z−mi,j ∧ νmi,j
converges to zero in probability. But this follows from two applications of Wald’s
equation, the second of which uses the filtration generated (for fixed i) by z−mi,j , νmi,j
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and emi,j to compute
E
 Vi∑
j=Wi
z−mi,j ∧ νmi,j
 = E(Vi −Wi)E(z−mi,j ∧ νmi,j)
=
(
2− 2 + C2
−nk
1 + C2−nk
)
· 1
22nk+1 + C2nk
=: ank ,
which clearly approaches zero. Using Lemma 4.17, the moment bound hypothesis
of Wald’s equation is satisfied and we can bound E(MCn (s)) uniformly with respect
to n. Thus
E
2
nkMCnk
(s)+1∑
i=1
Vi∑
j=Wi
z−mi,j ∧ νmi,j
 = E(2nkMCnk(s)) · ank ,
which approaches zero as nk →∞. Consequently,
2nkMCnk
(s)+1∑
i=1
Vi∑
j=Wi
z−mi,j ∧ νmi,j
converges to zero in probability as mentioned, and therefore Rnk(s) converges to
MU
C
(s) in probability.
Therefore we can find some common subsequence n′k where (4.7) and (4.8) both
occur almost surely, for fixed s. We relabel n′k as nk. By (4.5), and the squeeze
theorem, LCnk(s) = Lnk(T
(nk)
C ∧ s) converges almost surely to MU
C
(s) for this fixed
s ∈ [0, T ]. By a Cantor diagonalization one can find a subsequence nk such that
LCnk(s) −→ MU
C
(s) for each rational s ∈ [0, T ], almost surely. Since we assumed
LCnk converges uniformly to some continuous process L
C , it follows that LC = MU
C
almost surely.
We will now extend this to show the unlocalized processes L is equal to MU
almost surely. Notice that for any  > 0,
sup
0<s<T
|Lnk(s)−MU (s)|−→ 0
holds almost surely on the event {TC− > T}, where
TC = inf{s > 0 : MU (s) > C}
is the first time the limit function MU exceeds C−. To see this, recall the dynamics
of (SCnk , Z
C
nk
, UCnk), and that it is equal almost surely to (Snk , Znk , Unk) on [0, T
C
nk
].
Since Lnk −→ L by our assumption of tightness and L,Lnk are nondecreasing,
we know that TC− ≤ lim supnk TC−nk . Therefore MU
C
:= limnk L
C
nk
= MU on
[0, TC− ∧ T ] ⊂ [0, lim supnk TCnk ]. As C approaches infinity, we see that MU =
limnk Lnk uniformly on [0, T ], almost surely. This completes the proof of (iii).
Proof of (iv): As in the other proofs, Remark 4.5 and Lemma 4.6 allow us to assume
without loss of generality that for the subsequence (Snm , Znm , Vnm , Lnm),
(4.9) (Snm , Znm , Vnm , Lnm) −→ (S,Z, V, L)
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almost surely, in the uniform norm on C([0, T ],R); we have Unm → U on C([0, T ],R)
as well. In the previous proof we showed L(t) = MU (t) for each t ∈ [0, T ], almost
surely. Here, we wish to show
(4.10) Z(t) =
t∫
0
V (x) dx, for t ∈ [0, T ],
where V = KMU − v. We take v ≥ 0 for the time being and reduce to this case at
the end. It suffices to demonstrate that for each s ∈ [0, T ] there is a subsequence
n′m such that
Zn′m(s)−→
s∫
0
V (x) dx, almost surely.(4.11)
By a Cantor diagonalization Z(·) and
∫ ·
0
MU (s) ds will agree for all rationals in
[0, T ], almost surely. The two processes will then agree on [0, T ], almost surely,
because both processes are continuous. For a given n,
Z˜n(s) := 2
nZn(s)
counts the number of jumps of Zn by time s. Equivalently, this counts the number
of inter-arrival times {uk : k ≥ 1} between jumps by the process Zn. (We hide the
dependence of uk on n for convenience). For C > 0, let
τ
(n)
C = inf{s > 0 : Vn(s) > C},
αk = sup
s∈[uk,uk+1]
Vn(s),
αk = inf
s∈[uk,uk+1]
Vn(s).
Assume for the time being that for every fixed δ > 0,
sup{(ui+1 − ui) : Z˜nm(δ ∧ s) ≤ i ≤ Z˜nm(s)} −→ 0, in probability.(4.12)
Then there exists a subsequence n′m such that sup{(ui+1 − ui) : Z˜nm(δ ∧ s) ≤ i ≤
Z˜nm(s)} −→ 0, almost surely. We relabel n′m as nm. We use the time between
jumps, uk+1−uk, as the time step in a Riemann sum approximation of the integral
in (4.11). By the definition of αk, αk and the exponential representation of the gap
times given in (3.3), there is a sequence µk of i.i.d. Exp(2
n) random variables such
that
αk(uk+1 − uk) ≤ µk ≤ αk(uk+1 − uk),
almost surely. Therefore,
(4.13)
Z˜nm (s)∑
k=Z˜nm (δ∧s)
αk(uk+1 − uk) ≤
Z˜nm (s)∑
k=Z˜nm (δ∧s)
µk ≤
Z˜nm (s)∑
k=Z˜nm (δ∧s)
αk(uk+1 − uk)
where we define the left and right sums to be zero should the set of such indices
Z˜nm(δ ∧ s) ≤ k ≤ Z˜nm(s) be empty.
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From (4.12) together with (4.9) and Riemann integrability of the limiting func-
tion V ,
(4.14)
lim
n′m→∞
Z˜nm (s)∑
k=Z˜nm (δ∧s)
αk(uk+1 − uk) =
s∫
δ∧s
V (x)dx = lim
n′m→∞
Z˜nm (s)∑
k=Z˜nm (δ∧s)
αk(uk+1 − uk),
where convergence holds uniformly on [0, T ], almost surely. By the squeeze theorem,
(4.15)
Z˜nm (s)∑
k=Z˜nm (δ∧s)
µk −→
s∫
δ∧s
V (x)dx,
almost surely, as well. Since the µk are i.i.d. exponential of rate 2
nm and Z˜nm(s) =
2nmZnm(s) with Znm(·)→ Z(·) almost surely, the law of large numbers implies
Z˜nm (s)∑
k=Z˜nm (δ∧s)
µk
a.s.−→ Z(s)− Z(δ ∧ s),
for each s ∈ [0, T ]. Therefore
Z(s)− Z(δ ∧ s) =
s∫
δ∧s
V (x)dx(4.16)
for each s in [0, T ], almost surely. Hence (4.16) occurs with probability one. Since
Z(δ)→ 0 almost surely and ∫ δ
0
V (x)dx→ 0, as δ → 0, this gives
Z(s) =
∫ s
0
V (x)dx
as wanted.
To demonstrate (4.12), recall the jump process Zn determining its inter-arrival
times ui+1−ui has intensity process bounded below by /K on the interval [τ (nk) ,∞).
Heuristically, the intensity cannot be too small so the inter-arrival times are not
too large. By Lemma 3.3 there exists an i.i.d. sequence vi of exponential random
variables with rate µ = /K that stochastically dominate ui+1 − ui. As v ≥ 0, Vnm
and V are monotone, so
{τ (nm) > δ} = {Vnm(δ) ≤ }.(4.17)
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We first show sup{ui+1 − ui : Z˜nm(δ) ≤ i ≤ Z˜nm(t)} P→ 0. For 0 < η < 1, C > 0,
P(sup{(ui+1 − ui) : Z˜nm(δ) ≤ i ≤ Z˜nm(t)} > η)
≤ P(sup{(ui+1 − ui) : Z˜nm(τ (n) ) ≤ i ≤ Z˜nm(t)} > η, τ (nm) ≤ δ) + P(τ (nm) > δ)
≤ P(sup{vi : 1 ≤ i ≤ Z˜nm(t)} > η) + P(τ (nm) > δ)
≤ P(sup{vi, 1 ≤ i ≤ C2n} > η, Z˜nm(t) ≤ C2n) + P(Z˜nm(t) > C2n) + P(τ (nm) > δ)
≤ P(vi > η : some 1 ≤ i ≤ C2n) + P(Zn(t) > C) + P(τ (nm) > δ)
≤ C2nP(vi > η) + P(τ (nm) > δ)
≤ C2n exp(−ηµ2n) + P(Zn(t) > C) + P(τ (nm) > δ),
= C2n exp(−ηµ2n) + P(Zn(t) > C) + P(Vnm(δ) ≤ ), by (4.17).
Taking lim sup with respect to nm on both sides and applying the assumption that
Zn → Z, as well as Vn → V , almost surely,
lim sup
n→∞
P(sup{(ui+1 − ui) : Z˜nm(δ) ≤ i ≤ Z˜nm(t)} > η) ≤ P(Z(t) > C) + P(V (δ) ≤ ).
Since C,  > 0 are arbitrary
lim sup
n→∞
P(sup{(ui+1 − ui)Z˜nm(δ) ≤ i ≤ Z˜nm(t)} > η) = 0,
for every fixed δ > 0, proving (4.12).
To show the case v < 0 reduces to v = 0, notice that
T−3/2 ≤ lim inf
nm→∞
τ
(nm)
− ≤ lim sup
nm→∞
τ (nm) ≤ T3/2.
For almost each ω in our probability space there is an N(ω) such that Vnm is
monotone on the intervals [0, lim infnm→∞ τ
(nm)
− ] and [lim supnm→∞ τ
(nm)
 , T ] for
all nm ≥ N(ω). With this fact we can apply the above proof to show
Z(t) =
∫ t
0
V (x)dx for t ∈ [0, T−3/2 ∧ T ] ∪ [T3/2 ∧ T, T ].
In addition to this,∫ T3/2∧T
T−3/2∧T
|V (x)|dx ≤ (3/2)T, almost surely,
which goes to zero as → 0. It follows that Z(s) =
∫ s
0
V (x)dx for s ∈ [0, T ] in the
case v < 0 as well. 
4.5. Lemma 4.6: Tightness of (Sn, Zn, Vn). Recall that our process (Sn, Zn, Vn)
is in D([0, T ],R3), the space of RCLL paths with the Skorohod topology defined
by the product metric d× d× d where d is the Skorohod metric, see Billingsley [2].
The following definition is taken from Jacod and Shiryaev [7]. (Also, see notes by
Ruth Williams on tightness of stochastic process.)
Definition 4.10. [7, Definition VI.3.25] A sequence of processes {Xi : i ∈ N} in
D([0, T ],R) is said to be C-tight if {Xi : i ∈ N} is tight on D([0, T ],R) and all
limiting processes are continuous.
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See Remark 4.5, which mentions the Skorohod metric when the limit processes are
continuous. The proof that (Sn, Zn, Vn) is tight is broken into multiple lemmas.
Recall that Ln(t) = 2
nLeb(0 < s < t : Un(s) = −Mn(s)) where Un = Sn + Zn,
Mn = M
Un , and Vn = −v +KLn.
Definition 4.11. For f ∈ D([0, T ],R), let
ω(f, δ) := sup
0<s<t<T
|t−s|<δ
|f(t)− f(s)|.
be the modulus of continuity of f.
Recall that ‖f‖[a,b]= supa<x<b|f(x)|.
Lemma 4.12. [7, Proposition VI.3.26] A sequence of processes Xn in D([0, T ],R)
is C-tight if and only if for every  > 0,
(i) limC→∞ lim supn→∞ P(‖Xn‖[0,T ]≥ C) = 0,
(ii) limδ→0 lim supn→∞ P(ω(Xn, δ) > ) = 0.
Remark 4.13. Notice that (i) follows from (ii) and limC→∞ lim supn→∞ P(|Xn(0)|>
C) = 0. to see this, take δ = 1 and  = C/2 so that by definition of the modulus of
continuity
‖Xn‖[0,T ]≤ |Xn(0)|+
T∑
i=1
ω(Xn, 1).
Consequently, the triangle inequality gives
P(‖Xn‖[0,T ]> C) ≤ P(|Xn(0)|+dT eω(Xn, 1) > C)
≤ P(|Xn(0)|> C/2) + P(ω(Xn, 1) > C/(2dT e)),
from which it is clear that (ii) and limC→∞ lim supn→∞ P(|Xn(0)|> C) = 0, for any
C > 0, imply (i).
Lemma 4.14. Assume that the sequences of processes (Xn), (X
′
n), (X
′′
n) in D([0, T ],R)
satisfy
X ′n(t)−X ′n(s) ≤ Xn(t)−Xn(s) ≤ X ′′n(t)−X ′′n(s), 0 ≤ s ≤ t,
almost surely. If both (X
′
n) and (X
′′
n) are C-tight, then (Xn) is also C-tight.
Proof. For any C > 0, the triangle inequality gives
P(‖Xn‖[0,T ]> C) ≤ P(‖X ′n‖[0,T ]> C/2) + P(‖X ′′n‖[0,T ]> C/2),
which verifies condition (i) in the statement of Lemma 4.12 by taking limC→∞
lim supn→∞ of both sides. Similarly, for every δ,  > 0,
P(ω(Xn, δ) > ) ≤ P(ω(X ′n, δ) > /2) + P(ω(X ′′n , δ) > /2),
and taking limδ→0 lim supn→∞ on both sides verifies condition (ii) in the statement
of Lemma 4.12. 
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Lemma 4.15. There is a probability space (Ω,P) supporting (Sn, Zn, Vn) also sup-
porting processes (U ′n, Z
′
n, L
′
n) such that
U ′n = Sn + Z
′
n,
M ′n = M
U ′n ,
L′n(t) = 2
nLeb(0 < s < t : U ′n = −M ′n).
Here Z ′n is a Poisson point process Z
′
n of intensity |v2n| and jump size sign(v)2−n.
Furthermore,
Z ′n(t)− Z ′n(s) ≤ Zn(t)− Zn(s),(4.18)
for all 0 ≤ s ≤ t ≤ T , almost surely, and
0 ≤ Ln(t)− Ln(s) ≤ L′n(t)− L′n(s),(4.19)
for all 0 ≤ s ≤ t ≤ T , almost surely.
Proof. By definition Vn ≥ −v almost surely. Recall that Zn is a point process
with stochastic intensity |2nVn| and jump size sign(Vn)2−n, so by Lemma 3.7 we
assume the probability space included a process Z ′n with downward stochastic jump
intensity |v2n| and step size 2−n such that
Z ′n(t)− Z ′n(s) ≤ Zn(t)− Zn(s)
for all 0 ≤ s ≤ t ≤ T, almost surely. This is because the negative transitions of Z
will have a rate less than |v|2n, which is the negative transition rate of Z ′n. (And
by definition Z ′n makes negative jumps only.) This demonstrates (4.18). It follows
that
Un := Sn + Zn ≥ Sn + Z ′n =: U ′n,
almost surely. Notice both Un+M
U
n , U
′
n+M
U ′
n are equivalent to reflected continuous
time walks which may transition from zero to zero. For instance, a transition of
Un from its running minimum corresponds to a transition from zero for the walk
Un + Mn. Both nonnegative walks Un + Mn, U
′
n + M
′
n transition as a continuous
time (nonnegative) random walk but with an additional “drift” process of Zn, Z
′
n
respectively. By (4.18), the process Un + M
U
n dominates that of U
′
n + M
U ′
n . That
is,
(4.20) Un +Mn ≥ U ′n +M ′n ≥ 0, almost surely.
Hence, U ′n + M
′
n is zero whenever Un + Mn is zero. Consequently, {s < z < t :
U ′n(z) = −M ′n(z)} ⊂ {z : s < z < t, Un(z) = −Mn(z)} for every (s, t) ⊂ [0, T ],
almost surely. Therefore,
(4.21) 0 ≤ Ln(t)− Ln(s) ≤ L′n(t)− L′n(s),
for every (s, t) ⊂ [0, T ], almost surely, demonstrating (4.19). 
Lemma 4.16. Let C ≥ 0. For each n ∈ N, let Nn be a Poisson process with
intenstiy C2n. Then {2−nNn(t) : t ∈ [0, T ]} converges in distribution to the line
g(t) = Ct, in the space D([0, T ],R). In particular {2−nNn(t) : t ∈ [0, T ], n ∈ N} is
C-tight.
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Proof. This is in fact classical, but we give a proof. Nn(t) is a Poisson process
with rate C2n, so Nn(t) − C2nt = Nn(t) − 2ng(t) is a martingale. Consequently
2−n(Nn(t)− 2ng(t)) = 2−nNn(t)− g(t) is also a martingle. By Doob’s martingale
inequality and Cauchy-Schwarz, for any  > 0
P(‖2−nNn(t)− g(t)‖[0,T ]> ) ≤ −1E|2−nNn(T )− g(T )|
≤ −1
√
Var(2−nNn(T ))
= −1
√
2−2nC2n
−→ 0.
Thus 2−nNn(t) converges weakly in D([0, T ],R) to g because convergence in the
uniform norm implies convergence in the Skorohod topology on D([0, T ],R), [2]. 
Lemma 4.17. For every T > 0, E(Mn(T )) ≤ E(M ′n(T )) ≤ 2
√
2T + T |v|√2T + 2|v|T
where v is the initial value of Vn and M
′
n is defined in Lemma 4.15.
Proof. According to Lemma 4.15 we assume our probability space supports (Sn, Zn, Vn)
as well as the Z ′n given in that lemma’s statement. Consequently,
Un := Sn(t) + Zn(t) ≥ Sn(t) + Z ′n(t) =: U ′n,
for all t ∈ [0, T ], almost surely, implying
Mn(T ) := M
Un(T ) ≤MU ′n(T ) =: M ′n(T ),
almost surely. We can express the continuous time random walk Sn as 2
−n(N1(t)−
N2(t)) where Ni are independent Poisson processes of rate 2
2n, and consequently
E(Sn(T )2) = Var(Sn(T )2) = 2−2n(Var(N1(T )) + Var(N2(T ))) = 2T. This sec-
ond moment bound on Sn(T ) also gives, by Cauchy-Schwarz, E|Sn(T )|≤
√
2T .
By Doob’s Martingale inequality, and the fact that Z ′n(T ) is distributed as −2−n
Poisson(|v2nT |), we compute
E(Mn(T )) ≤ E(M ′n(T ))
≤ 2
√
E(|Sn(T ) + Z ′n(T )|2)
≤ 2
√
E(S2n(T )) + T |v|
√
2T + 2|v|T
≤ 2
√
2T + T |v|
√
2T + 2|v|T .

Lemma 4.18. Let X
d
= Exp(λ), Y
d
= Exp(µ) be independent. Then X ∧ Y d=
Exp(λ + µ) is independent from W = 1{X∧Y=X}. Furthermore P(W = 1) =
λ/(λ + µ). In other words, the minimum of two independent exponential random
variables is independent from which exponential r.v. occured first.
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Proof. Because X,Y are independent we can write their joint pdf as f(x, y) =
λµ exp(−λx− µy). With this, one can compute, for any z > 0,
P(X ∧ Y > z|W = 1) = P(X ∧ Y > z|X ∧ Y = X)
=
∫ ∞
z
∫ ∞
x
f(x, y)dydx · 1
P(X ∧ Y = X)
=
λ
µ+ λ
e−(λ+µ)z · µ+ λ
λ
= e−(λ+µ)z
= P(X ∧ Y > z).

Lemma 4.19. In the notation of Lemma 4.15, L′n converges in distribution to
MB
−v
in the space C([0, T ],R) with the uniform norm. Here, B−v(t) := B(t)− vt
where B is a Brownian motion. In particular, {L′n : n ∈ N} is C-tight. Further-
more, supn ELn(T ) ≤ supn EL′n(T ) <∞.
Proof of lemma. We begin by showing the weak convergence for which we used a
similar technique in the proof of Lemma 4.8 (iii). We record the amount of time
U ′n spends at each level of the running minimum, and express L
′
n(t) as the sum
of these times. By Lemma 4.16, Z ′n(t) = −2−nNn(t) converges in distribution
to g(t) = −vt in the space D([0, T ],R). By Donsker’s theorem, Sn converges in
distribution to a Brownian motion B and consequently U ′n := Sn + Z
′
n converges
in distribution to B + g =: U ′. This implies M ′n := M
U ′n converges to MU
′
in
distribution because f 7→ Mf is continuous in the Skorohod topology. Note that
2nM ′n(t) + 1 is the number of levels the running minimum of U
′
n has reached by
time t. Let τ (j) = inf{t > 0 : U ′n(t) = −j2−n}, so that τ (j) is the first time M ′n
reaches j2−n. Define
Tj := Leb(s ≥ τ (j) | −U ′n(s) = M ′n(s) = j2−n).
Then,
2n
2nM ′n(s)∑
j=0
Tj ≤ L′n(s) ≤ 2n
2nM ′n(s)+1∑
j=0
Tj ,(4.22)
for all s ∈ [0, T ], almost surely. When the process U ′n arrives at −j2−n for the kth
time, when M ′n = j2
−n, U ′n makes a positive jump upon the arrival of an Exp(2
2n)
random variable, call it µ
(j)
k , while it makes a negative jump upon the arrival of an
Exp(22n + |v2n|) random variable µ(j)′k . Consider the pair (µ(j)k ∧ µ(j)
′
k , Vj) where
Vj = 1{µ(j)k ∧µ
(j)′
k =µ
(j)
k }
. By Lemma 4.18, Vj is independent from the i.i.d. sequence
(µ
(j)
k ∧ µ(j)
′
k : k ≥ 1). Then, Wj := inf{k : Vk = 0} is the number of times U ′n visits
−j2−n while the signed running minimum M ′n is j2−n. Because Vj d= Bernoulli(p)
with
p =
22n
22n+1 + v2n
,
and Wj is the first time this sequence of Bernoulli random variables is zero, Lemma
4.18 states that Wj is a Geometric(p) random variable independent of µ
(j)
i , µ
(j)′
i .
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Thus,
Tj =
Wj∑
i=1
µ
(j)
i ∧ µ(j)
′
i
is a Geometric sum of i.i.d. exponential random variables of rate λ = 22n+1 + v2n
that are independent of the number of the sums. Such a sum is exponential of rate
pλ. That is, Tj
d
= Exp(pλ) = Exp(22n). Each Tj is adapted to σ{(U ′n(s),M ′n(s)) :
s ∈ (τ (j), τ (j+1)]}, so (Tj : j ≥ 1) is a sequence of i.i.d. Exp(22n) random variables.
We show the left hand side of (4.22) converges in probability to M ′(s) uniformly
for s ∈ [0, T ],, while the proof for the right hand side is essentially identical. Clearly
sup
s∈[0,T ]
∣∣∣∣∣∣
2nM ′n(s)∑
i=1
2−n −M ′n(s)
∣∣∣∣∣∣ ≤ 2−n.
Without loss of generality, we may assume M ′n converges almost surely to M
′ by
the Skorohod representation theorem and the fact shown above that M ′n converges
to M ′ in distribution. Therefore
sup
s∈[0,T ]
∣∣∣∣∣∣
2nM ′n(s)∑
i=1
2−n −M ′(s)
∣∣∣∣∣∣ −→ 0, almost surely.
To show 2n
2nM ′n(s)∑
i=1
Tj converges in probability to M
′(s) uniformly for s ∈ [0, T ], it
suffices to show
sup
s∈[0,T ]
∣∣∣∣∣∣2n
2nM ′n(s)∑
i=1
Tj −
2nM ′n(s)∑
i=1
2−n
∣∣∣∣∣∣ P−→ 0.
Because Tj
d
= Exp(22n), we know zj := 2
nTj
d
= Exp(2n). Then,
2n
2nM ′n(s)∑
i=1
Tj −
2nM ′n(s)∑
i=1
2−n =
2nM ′n(s)∑
i=1
(zj − 2−n).
Note that zj − 2−n are i.i.d. mean zero random variables with variance 2−2n. By
Kolmogorov’s maximal inequality, for each C,  > 0
P
 sup
s∈[0,T ]
∣∣∣∣∣∣
2nM ′n(s)∑
i=1
(zj − 2−n)
∣∣∣∣∣∣ > 

≤ P
(
sup
1≤k≤2nC
∣∣∣∣∣
k∑
i=1
(zj − 2−n)
∣∣∣∣∣ > 
)
+ P(M ′n(T ) > C)
≤ −2Var
(
2nC∑
i=1
(zj − 2−n)
)
+ P(M ′n(T ) > C)
≤ −22nC2−2n + P(M ′n(T ) > C).
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Because M ′n converges to M
′ almost surely, this implies
lim sup
n→∞
P
 sup
s∈[0,T ]
2nM ′n(s)∑
i=1
(zj − 2−n) > 

≤ lim sup
n→∞
P(M ′n(T ) > C)
= P(M ′(T ) > C),
where C > 0 is arbitrary. Because M ′ is a continuous process C can be chosen so
P(M ′(T ) > C) is arbitrarily small. Hence
sup
s∈[0,T ]
∣∣∣∣∣∣
2nM ′n(s)∑
i=1
(zj − 2−n)
∣∣∣∣∣∣ P−→ 0.
Consequently, left hand side of (4.22) converges in probability to M ′. That is,
sup
s∈[0,T ]
∣∣∣∣∣∣2n
2nM ′n(s)∑
j=0
Tj −M ′(s)
∣∣∣∣∣∣ P−→ 0.(4.23)
The convergence in probability for the right hand side is similar,
sup
s∈[0,T ]
∣∣∣∣∣∣2n
2nM ′n(s)+1∑
j=0
Tj −M ′(s)
∣∣∣∣∣∣ P−→ 0.(4.24)
Because (4.22) is an almost sure bound,
P
(
sup
s∈[0,T ]
|L′n(s)−M ′(s)|> 
)
≤ P
 sup
s∈[0,T ]
∣∣∣∣∣∣2n
2nM ′n(s)∑
j=0
Tj −M ′(s)
∣∣∣∣∣∣ > /2
+ P
 sup
s∈[0,T ]
∣∣∣∣∣∣2n
2nM ′n(s)+1∑
j=0
Tj −M ′(s)
∣∣∣∣∣∣ > /2
 ,
and taking lim supn→∞ on both sides, (4.23) and (4.24) imply
lim sup
n→∞
P
(
sup
s∈[0,T ]
|L′n(s)−M ′(s)|> 
)
= 0,
for every  > 0. This complete the proof that L′n converges in probability to M
′ in
the uniform norm. Since M ′ is a continuous process, the sequence {L′n : n ∈ N} is
C-tight.
To demonstrate the uniform moment bound, note that Ln(T ) ≤ L′n(T ), equation
(4.22), and Wald’s lemma imply
E(Ln(T )) ≤ E(L′n(T )) = E(M ′n(T )) + 2−n.
Applying the uniform moment bound on M ′n(T ) given in Lemma 4.17, we see
sup
n
E(Ln(T )) ≤ sup
n
E(L′n(T )) = sup
n
E(M ′n(T )) + 1 <∞.

Corollary 4.20. The collection of processes {Ln : n ∈ N} is C-tight.
Proof. This follows directly from (4.21), the fact that {L′n : n ∈ N} is C-tight by
Lemma 4.19 (and that the zero process is trivially C-tight), and Lemma 4.12. 
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Lemma 4.21. The collection of processes {Zn : n ∈ N} is C-tight.
Proof. We will use a localization argument by stopping the stochastic intensity of
Zn when it becomes large. Recall that |2nVn| is stochastic intensity of Zn. For
C > v ≥ 0 let
TnC = inf{t > 0 : Vn(t) > C} = inf
{
t > 0 : Ln(t) >
v + C
K
}
.
Define a process Z˜n such that Z˜n|[0,TnC ]= Zn|[0,TnC ], almost surely, while after time
TnC let Z˜n have positive jump intensity C2
n and jump size 2−n (and make only
positive jumps). By Lemma 3.7 we can stochastically dominate the number of
transitions made by Z˜n in a given time interval by the number of transitions made
by a point process Z1n(t) of intensity C2
n and jump size 2−n (in the same time
interval). More precisely, Z1n(t) = 2
−nN(C2nt) where N is Poisson process of unit
intensity, and
0 ≤ |Zn(t)− Zn(s)|≤ |Z1n(t)− Z1n(s)|(4.25)
for every interval (s, t) ⊂ [0, T (n)C ], almost surely. By monotonicity of Z1n and Doob’s
maximal inequality, for fixed , δ, C > 0 we have
P
(
sup
t∈[0,T−δ]
sup
t<u,v<t+δ
|Zn(u)− Zn(v)|> 
)
≤ P
(
sup
t∈[0,T−δ]
sup
t<u,v<t+δ
|Z˜n(u)− Z˜n(v)|> , T (n)C > T
)
+ P (T
(n)
C < T )
≤ P
(
sup
t∈[0,T−δ]
sup
t<u,v<t+δ
|Z1n(u)− Z1n(v)|> 
)
+ P (T
(n)
C < T )
= P
(
sup
t∈[0,T−δ]
|Z1n(t+ δ)− Z1n(t)|> 
)
+ P (Ln(T ) > C)
≤ P
(
sup
t∈[0,T−δ]
|Z1n(t+ δ)− Z1n(t)|> 
)
+
supn E(Ln(T ))
C
By Lemma 4.16 and Lemma 4.12 we know
lim
δ→0
lim sup
n→∞
P
(
sup
t∈[0,T−δ]
|Z1n(t+ δ)− Z1n(t)|> 
)
= 0.
By this and the uniform moment bound of supn E(Ln(T )) in Lemma 4.19, there
exists a constant A independent of C, , n such that
lim
δ→0
lim sup
n→∞
P
(
sup
t∈[0,T−δ]
sup
t<u,v<t+δ
|Zn(u)− Zn(v)|> 
)
≤ A
C
.
By choosing C arbitrarily large, we see
lim
δ→0
lim sup
n→∞
P
(
sup
t∈[0,T−δ]
sup
t<u,v<t+δ
|Zn(u)− Zn(v)|> 
)
= 0.
Hence Zn satisfies (ii) of Lemma 4.12. Condition (i) follows from Remark 4.13 and
the fact that Zn(0) = 0 almost surely, and completes our verification of conditions
(i)-(ii) of Lemma 4.12 sufficient for C-tightness of {Zn : n ∈ N}. 
Corollary 4.22. The collection of processes {(Sn, Zn, Vn) : n ∈ N} is C-tight in
D([0, T ],R3) with the Skorohod topology.
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Remark 4.23. As topological spaces, D([0, T ],Rd) with the Skorohod topology is
not equivalent to D([0, T ],R)d with the product topology. However, because the
marginals are C-tight this a non-issue essentially because uniform convergence to a
continuous function becomes the same in both spaces. See the comment in Jacod
and Shiryaev [7, VI.1.21].
Proof. Note that Sn is C-tight by Donsker’s theorem, while C-tightness of Vn =
v − KLn, and Zn, follow from Corollary 4.20, and Lemma 4.21, respectively. By
Skorohod’s representation theorem, every subsequence of (Sn, Zn, Vn) converging
to a limiting process (S,Z, V ) can be assumed to converge almost surely in the
product metric d × d × d, the product metric on D([0, T ],R)3. By C-tightness
of the marginals, S,Z, V are all continuous, so that (S,Z, V ) is a continuous pro-
cess. As in Remark 4.5, this implies the subsequence of (Sn, Zn, Vn) converges to
(S,Z, V ) almost surely in the uniform norm, which implies almost sure conver-
gence in D([0, T ],R3) under the Skorohod metric. Thus, (Sn, Zn, Vn) is C-tight as
a collection of processes with paths in D([0, T ],R3). 
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