Abstract. We give a cellular decomposition of the compact connected Lie group Spin(7). We also determine the L-S categories of Spin (7) and Spin(8).
Introduction
In this paper, we assume that a space has the homotopy type of a CW-complex. The Lusternik-Schnirelmann category cat X of a space X is the least integer n such that X is the union of (n + 1) open subsets, each of which is contractible in X. G. Whitehead [15] showed that cat X ≤ n if and only if the diagonal map ∆ n+1 : X → n+1 X is homotopic to some composition map
where T n+1 (X) is the fat wedge and T n+1 (X) → n+1 X is the inclusion map.
The weak Lusternik-Schnirelmann category wcat X is the least integer n such that the reduced diagonal map∆ n+1 : X → ∧ n+1 X is trivial. Then it is easy to see that wcat X ≤ cat X, since ∧ n+1 X = n+1 X/T n+1 (X).
The strong Lusternik-Schnirelmann category Cat X is the least integer n such that there exist a space X ′ which is homotopy equivalent to X and is covered by (n+ 1) open subsets contractible in themselves. Cat X is closely related with cat X, and Ganea and Takens [14] showed that cat X ≤ Cat X ≤ cat X + 1.
Ganea [3] showed that Cat X is equal to the invariant which is the least integer n such that there is a cofibre sequence
where X 0 is a point and X n is homotopy equivalent to X. The Lusternik-Schnirelmann category for some Lie groups are determined, such as cat(U (n)) = n and cat(SU (n)) = n − 1 by Singhof [11] , cat(Sp(2)) = 3 by Schweitzer [10] , cat(Sp(3)) = 5 by Fernández-Suárez, Gómez-Tato, Strom and Tanré [2] , and Iwase and Mimura [6] , cat(SO(2)) = 1, cat(SO(3)) = 3, cat(SO(4)) = 4, cat(SO(5)) = 8 by James and Singhof [7] . Some general argument about the Lusternik-Schnirel-mann category implies that cat(G 2 ) = 4 (see for example [6] ).
As is well-known, we have the following isomorphisms:
Thus Spin (7) is the first non-trivial case in determining the cellular decomposition and the Lusternik-Schnirelmann category as well; it is our purpose in this paper.
Theorem 1.1. We have wcat(Spin(7)) = cat(Spin(7)) = Cat(Spin(7)) = 5.
Since Spin(8) is homeomorphic to Spin(7)×S 7 , we obtain the following corollary.
The paper is organized as follows. In Section 2 we give a cellular decomposition of Spin(7) such that Spin(7) contains a subgroup SU (4), which turns out to be useful for determining the Lusternik-Schnirelmann category of Spin (7) . In Section 3 we give a cone-decomposition of SU (4), which gives rise to the Lusternik-Schnirelmann category of Spin (7) in Section 4.
The cellular decomposition of Spin(7)
In this section, we use the notation in [9] . Let C be the Cayley algebra. SO(8) acts on C naturally since C ∼ = R 8 as R-module. We regard SO(7) as the subgroup of SO(8) fixing e 0 , the unit of C. As is well known, the exceptional Lie group G 2 is defined by
According to [19] , the group Spin (7) is the set of the elementsg ∈ SO(8) such that g(x)g(y) =g(xy) for any x, y ∈ C, where g ∈ SO(7) is uniquely determined byg:
It is easy to see that G 2 is the subgroup of Spin (7). Observe that the algebra generated by e 1 in C is isomorphic to C. SU (4) acts on C naturally, since as Cmodule C ∼ = C 4 whose basis is {e 0 , e 2 , e 4 , e 6 }. We regard SU (3) as the subgroup of SU (4) fixing e 0 and also as the subgroup of G 2 fixing e 1 . Let D i be the i-dimensional disc. We define four maps:
as follows:
where we put for simplicity
Lemma 2.1. The elements A(x 1 , x 2 , x 3 ), B(y 1 , y 2 ), C(z 1 ) and D(w 1 , w 2 ) belong to Spin (7).
Proof. Apparently the elements A(x 1 , x 2 , x 3 ), B(y 1 , y 2 ) and C(z 1 ) belong to G 2 .
In the proof, we denote D(w 1 , w 2 ) simply by D. Let D ′ be the matrix
Then we can show by a tedious calculation that D ′ xDy = D(xy) for any x, y ∈ C, which gives us the result.
Let ϕ 3 , ϕ 5 , ϕ 6 and ϕ 7 be maps (7) respectively defined by the equalities
where x = (x 1 , x 2 , x 3 ), y = (y 1 , y 2 ), z = (z 1 ) and w = (w 1 , w 2 ). We define sixteen cells e j for j = 0, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18 , 21 respectively as follows: Let S 7 be the unit sphere of C. Then we have a principal bundle over it:
where p 0 (g) = ge 0 .
Proof. We express the map (p 0 ϕ 7 )| V 7 \∂V 7 as follows:
and hence we have
Since X > 0, Y > 0, W > 0 and 1 − a 0 > 0, an easy calculation as for the first component in the above equation gives the following equation:
from which we easily obtain (2.2)
Further we obtain three more equalities from the above equalities:
Using these three equalities, we obtain
It follows from (2.1), (2.3) and (2.4) that (2.5)
.
It follows also from (2.2) and (2.5) that
Since Y , W , X are positive, (2.3), (2.4), (2.5) imply respectively
Since the signs of x 1 and a 1 are the same, (2.6) implies that (2.10)
. Now we determine y 1 ; we have
Substituting the equations (2.1), (2.9) and (2.10) in the above equation, we obtain (2.11)
We determine y 2 ; we have
Substituting the equations (2.1), (2.9) and (2.10) in the above equation, we obtain (2.12)
We determine w 1 ; we have
Substituting the equations (2.1), (2.7), (2.9) and (2.10) in the above equation, we obtain (2.13)
Finally we determine w 2 ; we have
Substituting the equations (2.1), (2.7), (2.9) and (2.10) in the above equation, we obtain (2.14)
Thus we have expressed x 1 , x 2 , x 3 , y 1 , y 2 , w 1 , w 2 in terms of a 0 , · · · , a 7 , that is, the inverse map has been constructed, which completes the proof.
In a similar way to that of Section 3 of [9] , we can obtain the following theorem, which is essentially the same as Yokota's decomposition [17] . 
Next, we will check that the boundaries of the cells are included in the lower dimensional cells. In the proof of Proposition 3.2 [9] , it is proved that the boundarieṡ e 3 ,ė 5 andė 8 are included in the lower dimensional cells. Observe that the boundarẏ e 7 is the union of the following three sets:
The first set contains only the identity element, since A is the identity element. It is easy to see that the second set is contained in e 3 and that the third set is Finally, we will show that the inclusion map e 0 ∪e 3 ∪e 5 ∪e 7 ∪e 8 ∪e 10 ∪e 12 ∪e 15 → SU (4) is epic. Let g ∈ SU (4). If p 0 (g) = e 0 , then g is contained in SU (3) = e 0 ∪ e 3 ∪ e 5 ∪ e 8 . Suppose that p 0 (g) = e 0 . There is an element h ∈ e 7 such that
Therefore we have g ∈ h(e 0 ∪ e 3 ∪ e 5 ∪ e 8 ) ⊂ e 0 ∪ e 3 ∪ e 5 ∪ e 7 ∪ e 8 ∪ e 10 ∪ e 12 ∪ e 15 .
Remark 2.4. (1)
We regard SO(6) as the subgroup of SO (7) fixing e 1 . Let π : Spin(6) → SO(6) be the double covering. Then, according to the Proof of Lemma 2.1, π(SU (4)) ⊂ SO(6) so that π| SU(4) : SU (4) → SO(6) is the double covering.
(2) For 1 ≤ n ≤ 3, the subcomplex e 0 ∪ e 3 ∪ · · · ∪ e 2n+1 is homeomorphic to ΣCP n , which consists of the elements
for any elements A in SU (n+1). Moreover, according to Proposition 2.6 of Chapter IV of [13] , we have e 2i+1 e 2j+1 ⊂ e 2j+1 e 2i+1 for i < j; in fact we have e 2i+1 e 2j+1 = e 2j+1 e 2i+1 (see [19] ).
Let S 6 be the unit sphere of R 7 whose basis {e i | 1 ≤ i ≤ 7}. We consider the
where the horizontal lines are principal fibre bundles and p(g) = π(g)e 1 . Lemma 4.1 of [9] implies the following lemma immediately. 
) and p|e6 is monic. Then we have A 2 = A ′ 2 and the first case shows that i − 6 = j − 6, that is, i = j.
Next, we will check that the boundaries of the cells are included in the lower dimensional cells. In Proposition 2.3, it is proved that the boundaries of the cells of SU (4) [18] , [19] ). As will be seen later, it is effectively used to determine the Lusternik-Schnirelmann category.
It is easy to give a cellular decomposition of Spin(8) using a homeomorphism Spin(8) → Spin(7) × S 7 .
3. The cone-decomposition of SU (4)
Obviously there is a filtration F where y n is regarded as an element of the mod 2 cohomology. To give the cone decomposition of SU (4), we use the following homotopy fibration:
Without loss of generality, we may regard this as a Hurewicz fibration over F 
