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TOPOLOGICAL RECURSION IN THE RAMOND SECTOR
KENTO OSUGA
Abstract. We investigate supereigenvalue models in the Ramond sector and their recursive struc-
ture. We prove that the free energy truncates at quadratic order in Grassmann coupling constants,
and consider super loop equations of the models with the assumption that the 1/N expansion
makes sense. Subject to this assumption, we obtain the associated genus-zero algebraic curve with
two ramification points (one regular and the other irregular) and also the supersymmetric partner
polynomial equation. Starting with these polynomial equations, we present a recursive formalism
that computes all the correlation functions of these models. Somewhat surprisingly, correlation
functions obtained from the new recursion formalism have no poles at the irregular ramification
point due to a supersymmetric correction – the new recursion may lead us to a further development
of supersymmetric generalizations of the Eynard-Orantin topological recursion.
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1. Introduction
Hermitian matrix models are in some sense the simplest gauge quantum field theories, namely in
zero dimensions. Despite their simplicity, however, they give rise to a variety of rich applications
in both physics and mathematics. What particularly interesting is a recursive formalism called
topological recursion which was originally introduced in [15] as a technique that solves loop equa-
tions for Hermitian matrix models. Shortly after, it was significantly generalized by [3, 24, 25]
beyond matrix models and it has been applied in various contexts in mathematical physics such as
Gromov-Witten invariants, Hurwitz numbers, knot invariants in Chern-Simons theory, and more
(see [8, 9, 13, 21, 23, 26, 27, 28, 29, 33] and references therein). Such an abstract recursive formalism
has become known as the so-called Eynard-Orantin topological recursion1.
Another important property of Hermitian matrix models is that the partition function obeys
the so-called Virasoro constraint. From this perspective, we can consider super-generalized models,
known as supereigenvalue models, such that their partition function satisfies the super Virasoro
constraint (see [4, 5, 6, 7, 10, 16, 17, 32, 34, 35, 36, 37] for the Neveu-Schwarz (NS) sector and
[18] for the Ramond sector). Then one may ask whether a similar recursive structure also appears
in these models. And furthermore if so, can such a recursive formalism lead us to interesting
applications in mathematics?
For the NS sector, [10] showed that all correlation functions can be recursively computed by
the Eynard-Orantin topological recursion in conjunction with an auxiliary Grassmann-valued poly-
nomial equation, which can be thought of as the supersymmetric partner of the algebraic curve
for the Eynard-Orantin topological recursion. This is because of great simplification thanks to
Becker’s formula [7, 34] that gives an explicit relation to Hermitian matrix models. At the same
time, supereigenvalue models in the NS sector are so highly constrained by Becker’s formula that
there are only few hints to consider a supersymmetric generalization of topological recursion. As an
extension of their work, in this paper we investigate supereigenvalue models in the Ramond sector
introduced in [18] and uncover their recursive structure.
In fact, we find several interesting results in supereigenvalue models in the Ramond sector. First
of all, we prove that the free energy for the Ramond sector depends only on Grassmann couplings
up to quadratic order, similar to that for the NS sector. However, they do not seem to relate to
Hermitian matrix models, which causes trouble with justifying the 1/N expansion of the partition
function and the free energy. Therefore, we rather assume that the 1/N expansion makes sense in
those models, and derive their super loop equations. By analyzing the super loop equations, we
obtain an algebraic curve of genus zero where one of the ramification point is regular (Airy-like)
and the other is irregular (Bessel-like), and we also derive the supersymmetric partner which is
a Grassmann-valued polynomial equation defined on the ordinal algebraic curve (not on a super
Riemann surface). Starting with the two polynomial equations, we present a new recursive formal-
ism that computes all the correlation functions of supereigenvalue models in the Ramond sector
where some of corretaion functions are Grassmann-valued. Supersymmetric corrections contribute
to higher genus correlation functions, and most importantly, no correlation functions have a pole at
the irregular ramification point due to a supersymmetric correction. Hence, the recursive formalism
1Even though some methods of solving the loop equations were known before the formulation of Eynard and
Orantin, we refer to the universal recursive formalism that not only solves the loop equations but works beyond
matrix models as the Eynard-Orantin topological recursion.
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evidently differs from the Eynard-Orantin topological recursion unlike what is shown in [10] for the
NS sector. We summarize the results of this paper in Theorem 5.2.
We are working in a more abstract framework that potentially unifies both the NS sector and
Ramond sector into one package. However, since such abstraction is beyond the scope of this
paper, we leave more discussion to a paper in progress [11]. We also note that it is an open
question whether the new recursive formalism shown in this paper (or perhaps the more abstract
one in [11]) has interesting applications beyond the study of supereigenvalue models.
This paper is organized as follows. In Section 2, we briefly review a definition of supereigenvalue
models in the Ramond sector, and study the properties of the partition function and the free
energy. With the assumption of the 1/N expansion, the bosonic and fermionic loop equations
are derived in Section 3. Then in Section 4, we focus on the recursive structure of the loop
equations independent of Grassmann couplings, and present a recursive formalism that can be
thought of as a generalization of the Eynard-Orantin topological recursion. Section 5 is devoted to
correlation functions that depend on Grassmann couplings, and also to the role of a supersymmetric
partner polynomial equation. In Section 6, we outline a variety of open questions and future work,
particularly a recursive formalism potentially unifying both the NS sector and Ramond sector.
Acknowledgements
We would like to thank Vincent Bouchard for insightful discussions. We also acknowledge Nitin
Chidambaram, Don N. Page, and Piotr Su lkowski for helpful advice. This research was supported
by the Natural Sciences and Engineering Research Council of Canada, and also by the Engineering
and Physical Sciences Research Council under grant agreement ref. EP/S003657/1.
2. Supereigenvalue Models in the Ramond Sector
In this section, we define a formal supereigenvalue model in the Ramond sector. A general construc-
tion of such models are given in [18] which considers two distinct types of supereigenvalue models
in the Ramond sector. We are only interested in what in [18] is called the Ramond-NS eigenvalue
model, and leave the other type, the Ramond-Ramond eigenvalue model, for future work. Also,
we restrict our focus on models without α/β-deformation. Even such restricted models give rise
to interesting results as outlined in Section 1. Discussions and computations in the paper closely
follow the presentation of [10, 22].
2.1. Definitions
For nonnegative integers k, l ∈ Z≥0, let gk, ξl be formal bosonic and fermionic (Grassmann) coupling
constants. Then, we define power series V (x),Ψ(x), which we call the bosonic and fermionic
potential respectively, by
V (x) = Tx+
∑
k≥0
gkx
k, Ψ(x) =
∑
l≥0
ξlx
l, (2.1)
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where T ∈ R>0 is a new parameter. Then, the partition function Z of a formal supereigenvalue
model in the Ramond sector is defined as2
Z =
∏
k,l≥0
∑
nk,ml≥0
∫
dλdθ∆(λ, θ)
1
nk!ml!
(
−
N
t
2N∑
i=1
gkλ
2k
i
)nk (
−
N
t
2N∑
i=1
ξlθiλ
2l
i
)ml
e−
NT
2t
∑
2N
i=1 λ
2
i ,
(2.2)
dλ =
2N∏
i=1
dλi, dθ =
2N∏
i=1
dθi, (2.3)
where N ∈ N, t ∈ R>0 are also new parameters, and ∆(λ, θ) will be determined shortly. We
integrate every λi over R, and θi are Grassmann variables. Z depends on N, t, gk, ξl, T , but we
omit to explicitly denote those dependence for simplicity. In general summation and integral in
(2.2) do not commute. For convention, however, we often denote the partition function by
Z
formal
=
∫
dλdθ∆(λ, θ)e−
N
t
∑2N
i=1(V (λ
2
i )+Ψ(λ
2
i )θi), (2.4)
with the understanding that the summation is taken outside of the integral as originally defined in
(2.2).
Note that we will eventually require the bosonic and fermionic potentials V (x),Ψ(x) to be
polynomials of some degrees when we investigate a recursive structure of the models. However, it
is more convenient to leave them as power series for now.
2.1.1. Super Virasoro Constraints
We define super Virasoro differential operators Ln, Gm for n,m ∈ Z≥0 in terms of (gk, ξl) that
generate a super Virasoro subalgebra in the Ramond sector:
Ln =T
∂
∂gn+1
+
∑
k≥0
kgk
∂
∂gk+n
+
1
2
(
t
N
)2 n∑
k=0
∂
∂gk
∂
∂gn−j
+
1
16
δn,0
+
∑
k≥0
(n
2
+ k
)
ξk
∂
∂ξn+k
+
1
2
(
t
N
)2 n∑
k=0
(n
2
− k
) ∂
∂ξk
∂
∂ξn−k
−
n
4
(
t
N
)2 ∂
∂ξ0
∂
∂ξn
, (2.5)
Gn =T
∂
∂ξn+1
+
∑
k≥0
(
kgk
∂
∂ξn+k
+ ξk
∂
∂gn+k
)
−
(
t
2N
)2 ∂
∂ξ0
∂
∂gn
+
n∑
k=0
(
t
N
)2 ∂
∂ξk
∂
∂gn−k
, (2.6)
[Lm, Ln] = (m− n)Lm+n,
[Lm, Gr] =
m− 2r
2
Gm+r, (2.7)
{Gr, Gs} = 2Lr+s −
1
8
δr+s,0.
Note that we can obtain differential operators for the full super Virasoro algebra, but we only need
the subalgebra to define a formal supereigenvalue model in the Ramond sector.
Similar to supereigenvalue models in the NS sector, we would like to impose the partition function
(2.2) to be annihilated by the super Virasoro operators (2.5) and (2.6). In other words, the partition
2This integral representation (2.2) is slightly different from the original one given in [18]. We will explain why we
take this representation shortly.
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function can be viewed as a highest weight state in the Ramond sector:
GnZ = 0, (2.8)
LnZ = δn,0
1
16
Z, (2.9)
which is the so-called super Virasoro constraint. Note that the second equality is automatically
satisfied as a consequence of GnZ = 0 because of the super Virasoro subalgebra. Plugging the
definition of the partition function (2.2) into the super Virasoro constraint, it can be shown that
∆(λ, θ) is uniquely determined, up to an overall normalization, as
∆(λ, θ) =
2N∏
i<j
(
λ2i − λ
2
j −
θiθj
2
(λ2i + λ
2
j)
)
. (2.10)
Proof. We provide two approaches. The first one is simply by re-parametrization of integration
variables of the partition function given in Section 4, [18]. Explicitly, [18] showed that the partition
function is given in the form:
Z
formal
=
∫
dλdθ∆(λ, θ) exp

−N
t
2N∑
i=1
(V (λi) + Ψ(λi)
θi
λ
1
2
i
)

 , (2.11)
∆(λ, θ) =
2N∏
i<j

λi − λj − λi + λj
2λ
1
2
i λ
1
2
j
θiθj

 , (2.12)
where all λi’s are nonnegative real variables. If we re-parametrize them as follows
λi → λ
2
i , λ
− 1
2
i θi → θi, (2.13)
then the integrand depends only on even powers of λi. Thus, we can extend λi to be in R. This
derives (2.10).
We can directly prove (2.10) too. The super Virasoro constraint GnZ = 0 induces a set of
differential equations that ∆(λ, θ) should obey:
∀n ∈ Z≥0,
2N∑
i=1
λ2ni
(
λiθi
2
∂
∂λi
−
∂
∂θi
)
∆(λ, θ) = ∆(λ, θ)
∑
i 6=j
θi
2λ2n+2i − λ
2
iλ
2n
j − λ
2n+2
j
2(λ2i − λ
2
j )
. (2.14)
Then, one can show by induction in 2N ≥ 2 that (2.10) is a unique solution up to an overall
constant similar to the proof for supereigenvalue models in the NS sector. 
Remark 2.1. In contrast to the definition given in [18], our definition (2.2) is a Gaussian integral
representation, hence, several computational techniques developed for Hermitian matrix models can
be easily carried on. Therefore, we will proceed with the definition (2.2).
2.2. Truncation
From this section and below, we set T = 1. Let us define the free energy of a formal supereigenvalue
model in the Ramond sector as
F = logZ. (2.15)
[34] proved (see also Appendix A of [10]) that the free energy of those in the NS sector depends on
Grassmann couplings ξNS
l+ 1
2
only up to quadratic order. We now prove that this feature also holds
in the Ramond sector:
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Proposition 2.2. The free energy F depends on Grassmann couplings ξl only up to quadratic
order:
F = F (0) + F (2), (2.16)
where the superscript denotes the order of ξl-dependence.
Proof. The proof closely follows the analysis shown in [34] which involves careful permutation and
re-parametrization of λi, θi. In terms of Grassmann couplings ξl, we can expand the partition
function in the form
Z =
∑
K≥0
Z(2K), (2.17)
where the superscript (2K) denotes the order of ξl-dependence. Note that the possible highest
order is 2N no matter what the degree of the fermionic potential Ψ(x) is. Recall that Grassmann
integrals obey ∫
dθk = 0,
∫ 2N∏
i=1
dθiθσ(1) · · · θσ(2N) = sgn(σ), (2.18)
where σ ∈ S2N . Thus, we can express Z
(2K) as
Z(2K)
formal
=
(
N
t
)2K ∫
dλ
2N∏
i<j
(λ2i − λ
2
j )e
−N
t
∑2N
i=1 V (λ
2
i )
×

 1
2K!
∫
dθ
2N∏
i<j
(
1−
θiθj
2
λ2i + λ
2
l
λ2i − λ
2
j
)(
2N∑
i=1
Φ(λ2i )θi
)2K . (2.19)
The second line of (2.19), i.e., Grassmann integrals, can be computed as
1
2K!
∫
dθ
2N∏
i<j
(
1−
θiθj
2
λ2i + λ
2
l
λ2i − λ
2
j
)(
2N∑
i=1
Φ(λ2i )θi
)2K
=
1
(2K)!2N−K(N −K)!
(
N
t
)2K ∑
σ∈S2N
(−1)σ
2K∏
i=1
Φ(λ2σ(i))
N∏
j=K+1
1
2
λ2
σ(2j) + λ
2
σ(2j−1)
λ2
σ(2j) − λ
2
σ(2j−1)
. (2.20)
Also, the Vandermonde-like factor in the first line of (2.19) is expanded as
2N∏
i<j
(λ2i − λ
2
j ) = (−1)
N
∑
ρ∈S2N
(−1)ρ
2N∏
l=1
λ
2(ρ(l)−1)
l . (2.21)
Thus, by plugging these into (2.19), we have
Z(2K)
formal
=
(−1)N
(2K)!2N−K(N −K)!
(
N
t
)2K ∫
dλe−
N
t
∑
2N
i=1 V (λ
2
i )
∑
ρ,σ∈S2N
(−1)ρ+σ
×
2N∏
l=1
λ
2(ρ(l)−1)
l
2K∏
i=1
Φ(λ2σ(i))
N∏
j=K+1
1
2
λ2
σ(2j) + λ
2
σ(2j−1)
λ2
σ(2j) − λ
2
σ(2j−1)
. (2.22)
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We can further simplify the expression. Notice that since every λi is integrated, we can freely
rename λσ(i) → λi. As a result, the summation over σ simply gives (2N)! and Z
(2K) becomes
Z(2K)
formal
=
(−1)N (2N)!
(2K)!2N−K(N −K)!
(
N
t
)2K ∑
ρ∈S2N
(−1)ρ
2K∏
i=1
∫
dλie
−N
t
V (λ2i )λ
2(ρ(i)−1)
i Ψ(λ
2
i )
×
N∏
j=K+1
∫
dλ2j−1dλ2je
−N
t
(V (λ2
2j−1)+V (λ
2
2j))λ
2(ρ(2j−1)−1)
2j−1 λ
2(ρ(2j)−1)
2j
1
2
λ22j + λ
2
2j−1
λ22j − λ
2
2j−1
.
(2.23)
If we define an antisymmetric matrix A and a Grassmann-valued vector ζ as
Aij
formal
=
∫
dλdσe−
N
t
(V (λ2)+V (σ2))λ2(i−1)σ2(j−1)
1
2
λ2 + σ2
λ2 − σ2
, (2.24)
ζi
formal
=
N
t
∫
dλe−
N
t
V (λ2)λ2(i−1)Ψ(λ2). (2.25)
Then, we arrive at
Z(2K) =
(−1)N (2N)!
(2K)!2N−K(N −K)!
∑
λ∈S2N
(−1)λ
2K∏
i=1
ζλ(i)
N∏
j=K+1
Aλ(2j)λ(2j−1). (2.26)
If the partition function can be decomposed into this form, it is proven that by using the prop-
erties of Pfaffians, the free energy is written in the form:
F = logZ(0) +
1
2
ζTA−1ζ. (2.27)
We refer to [34], or Appendix A in [10], to fulfil the steps from (2.26) to (2.27). 
Remark 2.3. This is an interesting observation. The free energies in NS sector and the Ramond
sector both truncate at quadratic order in Grassmann couplings. It remains to be seen whether we
can conceptually understand why this feature is true in both sectors.
Remark 2.4. An analogous relation of Becker’s formula [7] has not been discovered yet. In Sec-
tion 4, however, we derive a recursive formalism that computes every correlation function of the
model even without such a powerful simplification.
2.3. Large N Expansion
The large N expansion is a common technique for matrix models, and it provides us a perturbative
expansion order by order in 1/N . It originates from ’t Hooft’s argument for ribbon graphs, each of
which we can assign the Euler characteristics. For Hermitian matrix models, one can show more
properties in terms of t’Hooft’s parameter t and coupling constants gHk for k ≥ 3 that become crucial
to derive the Eynard-Orantin topological recursion. We refer the readers to [22] and references
therein for more details, and we simply list those properties below:
• Let ZH , FH be the partition function and the free energy of a formal N × N 1-Hermitian
matrix model, then they possess the 1/N expansion:
ZH =
∑
g≥0
(
N
t
)2−2g
ZHg , F
H =
∑
g≥0
(
N
t
)2−2g
FHg , (2.28)
where ZHg , F
H
g are independent of N ,
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• For a fixed g, all ZHg , F
H
g are formal power series in t (if we set g
H
0 = g
H
1 = g
H
2 = 0),
• Order by order in t, ZHg and F
H
g are polynomials in g
H
k for k ≥ 3.
It seems difficult in general to show that supereigenvalue models also have these properties
because their partition functions are not written in terms of matrix integrals. Thanks to Becker’s
formula [7] and McArthur’s truncation formula [34], however, it can be proven that the partition
function and the free energy in the NS sector still enjoy these properties since they are related to
Hermitian matrix models. An analogous relation for the Ramond sector is still under investigation,
hence we do not have rigorous evidence whether the 1/N expansion makes sense in the Ramond
sector. In this section, therefore, we will see how the t-dependence and (gk, ξl)-dependence appear
in the Ramond sector by directly looking at Gaussian integral representations (2.2).
2.3.1. t-Dependence and (gk, ξl)-Dependence
Let us investigate the t-dependence and (gk, ξl)-dependence of the partition function Z and the
free energy F . To start with, recall that ∆(λ, θ) (2.10) is uniquely fixed by the super Virasoro
constraint up to an overall normalization which we denote by N . We now fix the normalization N
by the following condition:
NZ
∣∣
gk=ξl=0
= 1. (2.29)
After integrating all Grassmann variables θi in the partition function, we find
NZ
∣∣
gk=ξl=0
∝ N
(
2N∏
i=1
∫
dλiλ
2ni
i exp
(
−
N
2t
λ2i
))
, (2.30)
2N∑
i=1
ni = number of possible pairings = N(2N − 1), (2.31)
where the proportionality (2.30) holds up to some N -dependence. Then we operate the Gaussian
integrals in terms of λi to get
NZgk=ξl=0 ∝ N
2N∏
i=1
(
t
N
)ni+ 12
= N
(
t
N
)2N2
. (2.32)
This determines that the t-dependence of N is given by N ∝ t−2N
2
. From now on, whenever we
refer to the partition function, we mean the one normalized by the condition (2.29).
We next study the g0-dependence. It turns out that it is very simple because the summation
and the integral commute for g0, and we can write the partition function in the form
Z = e
−2N2
t
g0Zˆ, (2.33)
where Zˆ does not depend on g0. The free energy is then given by
F = N2
2g0
t
+ log Zˆ. (2.34)
Thus, F linearly depends on g0 and nowhere else. As one can see, the partition function and the
free energy cannot be formal series in t unless g0 = 0. Note that this feature also appears for
Hermitian matrix models; the partition function for Hermitian matrix models becomes a power
series in t and gHk after we set g
H
0 = g
H
1 = g
H
2 = 0. See [22] for more details.
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We now turn to investigate the gk-dependence of Zˆ
(0) for k ≥ 1. In this case, the Gaussian
integrals also pick contributions from nonzero couplings gk as
Zˆ(0) ∼ N
d∏
k≥1
∑
mk≥0
(
gk
N
t
)mk ∫ 2N∏
i=1
dλiλ
2ni
i
2N∑
ik=1
λ2kmkik exp

−N
2t
2N∑
j=1
λ2j


∼
∏
k≥1
∑
mk≥0
(
t
N
)(k−1)mk
gmkk , (2.35)
where ∼ only shows how Zˆ(0) depends on t and gk, but (2.35) does not tell the N -dependence.
This proves that Zˆ(0) is a power series in t. Also, for all k ≥ 2, (2.35) implies that order by order
in t, Zˆ(0) is a polynomial in gk≥2 which resembles to one of the key features of Hermitian matrix
models. The case for m = 1 is different; there can be power series of g1 at any order in t unlike any
other gk≥2
3. To put it another way, once we set g0 = g1 = 0, the partition function Zˆ
(0) is a power
series in t, and it is a polynomial in gk≥2 order by order in t.
Similar arguments can be applied for the ξl-dependent terms Z
(2K) for 1 ≤ K ≤ N . The only
irregular factor at t = 0 appears in Z(2) in the form
Z(2) ∼
ξ0ξ1
t
fˆ [[g1]](N), (2.36)
where fˆ [[g1]](N) is a power series in g1 with some unknown N -dependence. By counting the degree
of the Gaussian integral similar to (2.35), it is straightforward to see that all other terms in Z(2K)
are power series of t, and order by order in t they are polynomials in ξk≥0, gk≥2. Thus, we can
summarize the (t, gk, ξl)-dependence of Z as
Z = e
−2N2
t
g0

ξ0ξ1
t
fˆ [[g1]](N) +
∑
v≥0
tvZ˜v[[g1]][gk, ξl](N)

 , (2.37)
where Z˜v[[g1]][gk, ξl](N) are power series in g1 but polynomials in gk≥2 and ξl, and we do not know
their N -dependence. For v = 0, g1 = 0 they satisfy Z˜v[[g1]][gk, ξl](N) = 1 so that it is consistent
with the normalization condition (2.29)
Knowing the expansion (2.37) and the normalization condition (2.29), the free energy F can be
given by expanding logZ in terms of ξl, g1, and t. In summary, we can write it as
F = −N2
2g0
t
+
ξ0ξ1
t
hˆ[[g1]](N) +
∑
v≥0
tvF˜v[[g1]][gk, ξl](N), (2.38)
where hˆ[[g1]](N) are power series in g1, and F˜v [[g1]][gk, ξl](N) are power series in g1 but polynomials
in gk≥2 and ξl. Their N -dependence will be discussed shortly. For v = 0, g1 = 0 they satisfy
F˜v[[g1]][gk, ξl](N) = 0. Note that due to Proposition 2.2, F˜v [gk, ξl](N) truncate at quadratic order
in ξl, even though it is not evident in the expression (2.38).
2.3.2. Large N Assumption
We have discussed the t-dependence and the (gk, ξl)-dependence of the partition function and the
free energy, but their N -dependence is more complex. This is because the N -dependence would ap-
pear not only by Gaussian integrals, but also by nontrivial summation in ∆(λ, θ), summation from
3This is also not surprising. The g1-dependence of the partition function for the Ramond sector is analogous to
the gH2 -dependence for Hermitian matrix models.
TOPOLOGICAL RECURSION IN THE RAMOND SECTOR 10
coupling terms, and permutation of Grassmann integrals. Meanwhile, the definition of supereigen-
value models in the Ramond sector seems a natural analogue of that in the NS sector which indeed
enjoys the 1/N expansion. Therefore from now on, we rather assume that the 1/N expansion still
holds in the Ramond sector, and explore their recursive structure with the assumption:
Assumption 2.5. The partition function Z (2.2) and the free energy F (2.15) posses the 1/N
expansion. That is, we have
Z = Z¯
∑
g≥0
(
N
t
)2−2g
Zg, F
(0,2) = log Z¯ +
∑
g≥0
(
N
t
)2−2g
F (0,2)g , (2.39)
where Zg,F
(0,2)
g are independent of N , and Z¯ depends only on N .
Remark 2.6. Since this is strictly speaking the t/N expansion, Zg,Fg would potentially have nega-
tive powers of t, at most of degree 1−2g. This does not create any significant issue in computation,
though it is important to keep in mind that it is lower bounded for a fixed g. Note that F0 is a
genuine power series in t.
Remark 2.7. Every proposition and theorem shown below is subject to Assumption 2.5. It is under
investigation whether the 1/N expansion can be proven with mathematical rigour. We still note
that (2.37), (2.38), and Proposition 2.2 hold regardless.
3. Loop Equations
In this section we shall define correlation functions and derive loop equations for supereigenvalue
models in the Ramond sector. See [10, 16, 17] and references therein for analogous arguments in the
NS sector. [18] also discuss loop equations in the Ramond sector in the context of super quantum
curves.
3.1. Correlation Functions
For a supereigenvalue model in the Ramond sector, an expectation value 〈E(λ, θ)〉 of a function
E(λ, θ) of λi and θi is defined as
〈E(λ, θ)〉
formal
=
1
Z
∫
dλdθ∆(λ, θ)E(λ, θ)e−
N
t
∑2N
i=1(V (λ
2
i )+Ψ(λ
2
i )θi). (3.1)
Recall that the integrand of the partition function only depends on even powers of λi, hence any
odd power dependence of λ in E(λ, θ) vanishes. Also, since the integrand is symmetric in terms
of permutation of λi and anti-symmetric in terms of θi, we impose such symmetry on E(λ, θ) too.
Therefore, quantities of our interest are the following:
Tk1···kn|l1···lm =
2N∑
a1,··· ,an=1
2N∑
b1,··· ,bm=1
〈λ2k1a1 · · ·λ
2kn
an
θb1λ
2l1
b1
· · · θbnλ
2ln
bn
〉 , (3.2)
where ki, lj ∈ Z≥0. Similar to Hermitian matrix models and supereigenvalue models in the NS
sector, it turns out that it is more convenient to put them into one package as a set of generating
functions of connected parts of (3.2). However, we need to utilize a trick to define these generating
functions that are recursively computable.
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Let us define bosonic and fermionic loop insertion operators by
∂
∂V (x)
= −
∑
k≥0
1
xk+1
∂
∂gk
, (3.3)
∂
∂Ψ(X)
= −
∑
l≥0
1
X l+1
∂
∂ξl
+
1
2X
∂
∂ξ0
, (3.4)
where we will explain shortly why we inserted the last term in (3.4). Then, we define such generating
functions of connected parts of Tk1···kn|l1···lm by acting an arbitrary number of times with the bosonic
and fermionic loop insertion operators on F
Wn|m(J |K) =
(
t
N
)n+m n∏
i=1
m∏
j=1
∂
∂V (xi)
∂
∂Ψ(Xj)
F , (3.5)
where we introduced the notation J = (x1, ..., xn) and K = (X1, ...,Xm). We give a few remarks
here:
Remark 3.1.
• Suppose all Wn|m(J |K) are given, then, T
c
k1···kn|l1···lm
appear as coefficients of Wn|m(J |K)
after expanding them in terms of 1/xi, 1/Xj where we denote by the superscript c connected
parts of Tk1···kn|l1···lm . If one of lm were zero, we would need to multiply the coefficient by 2
to get the right T c
k1···kn|l1···lm
due to the last term in the fermionic insertion operator (3.4).
• In CFT, the Laurent expansion of the free fermion in the Ramond sector is normally give
in half-integers powers 1/Xn+
1
2 . (See [18].) However, in this paper we take the definition
(3.4) as a power series of 1/X because with we do not need to consider the ambiguity of
X
1
2 when we consider the correlation functions as meromorphic differentials on an algebraic
curve. We will discuss in [11] a more abstract framework which takes X
1
2 into account.
• The last term in the fermionic loop insertion operator (3.4) can be also explained from a
CFT perspective. Namely, the fermionic zero mode ψ0 obeys {ψ0, ψ0} = 1. This implies
that the zero mode ψ0 can be represented by a Grassmann coupling ξ0 as
ψ0 = ξ0 +
1
2
∂
∂ξ0
. (3.6)
The 12 factor in the second term explains why the last term in (3.4) is needed. Equivalently,
if we define the loop insertion operator without the last term in (3.4), then we should define
the fermionic potential Ψ(x) (2.1) with the factor of 1/2 in front of ξ0. It turns out that
without this adjustment of the 12 factor, the loop equations are not written by a combination
of the correlation functions and some polynomials of x,X any more.
3.1.1. The Large N Expansion of Correlation Functions
Let us present an important consequence of Assumption 2.5:
Lemma 3.2. For g ∈ Z≥0, t
1−2g · F
(0,2)
g are power series in g1 and t, and order by order in t, they
are polynomials in gk≥2, ξl≥0.
Proof. This is straightforward from (2.37) and (2.38) with Assumption 2.5. 
TOPOLOGICAL RECURSION IN THE RAMOND SECTOR 12
Assumption 2.5 allows us to expand Wn|m(J |K) in terms of power series in 1/N . Namely, we
define Wg,n|m by the 1/N expansion of Wn|m as follows
Wn|m(J |K) =
∑
g≥0
(
N
t
)2−2g−n−m
Wg,n|m, (3.7)
Wg,n|m(J |K) =
(
t
N
)n+m n∏
i=1
m∏
j=1
∂
∂V (xi)
∂
∂Ψ(Xj)
Fg. (3.8)
Furthermore, Proposition 2.2 implies that we can classify Wg,n|m into four types in terms of the
ξl-dependence:
• Pure bosonic type W
(0)
g,n|0(J |),
• Linear Grassman type W
(1)
g,n|1(J |X),
• Quadratic Grassman type W
(2)
g,n|0(J |),
• Two-fermion type W
(0)
g,n|2(J |X1,X2).
Note that in our notation, two-fermion type correlation functions are independent of Grassmann
couplings; two-fermion means that we act with two fermionic loop insertion operators on the free
energy. Finally, notice that whenever we act with a bosonic or fermionic loop insertion operator on
the free energy, it effectively replaces couplings gk or ξl with x
−k−1 or X−l−1. Therefore, Lemma 3.2
implies the following corollary
Corollary 3.3. For n,m, g ∈ Z≥0 with n + m ≥ 1, all Wg,n|m(J |K) are lower-bounded Laurent
formal series expansion in t whose lowest degree is at most t1−2g+n+m. Order by order in t,
Wg,n|m(J |K) are polynomials in 1/x, 1/X.
3.1.2. Linear and Quadratic Grassmann Types
We note that one can compute W
(1)
g,n|1(J |X) and W
(2)
g,n|0(J |) if we know all W
(0)
g,n|2(J |X1,X2). In
fact, if we expand W
(1)
g,n|1(J |X) as
W
(1)
g,n|1(J |X) =
∑
l≥0
ξlW
(1,l)
g,n|1(J |X), (3.9)
then we recover the coefficients by
W
(1,k)
g,n|1
(J |X) = (1 + δk,0) Res
X˜→∞
X˜kW
(0)
g,n|2
(J |X˜,X)dX˜. (3.10)
This is an immediate consequence by the definition of the fermionic loop insertion operators where
the δk,0 factor is the adjustment due to the last term in (3.29). Or equivalently, one can write
(3.10) with the fermionic potential Ψ(X) as
Res
X˜→∞
(
Ψ(X˜) + ξ0
) ∂
∂Ψ(X˜)
=
∑
l≥0
ξl
∂
∂ξl
, (3.11)
W
(1)
g,n|1(J |X) = Res
X˜→∞
(
Ψ(X˜) + ξ0
)
W
(0)
g,n|2(J |X˜,X)dX˜. (3.12)
Note that (3.11) is proportional to the identity operator for ξl-dependent correlation functions.
Similarly, W
(2)
g,n|0(J |) can be obtained by
W
(2)
g,n|0(J |) =
1
2
Res
X→∞
(Ψ(X) + ξ0)W
(1)
g,n|2(J |X)dX. (3.13)
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Therefore, every quantity of our interest (3.2) in the model can be computed as long as we have
all ξl-independent correlation functions W
(0)
g,n|0(J |) and W
(0)
g,n|2(J |X1,X2), and Ψ(X).
3.2. Super Loop Equations
Our aim for the rest of the paper is to explore recursive relations among these correlation functions.
The starting point is to derive the loop equations in the Ramond sector, and we try to uncover
the recursive structure from them. Recall that for the NS sector, the bosonic and fermionic loop
equations are derived based on the following two equations:∑
n≥−1
1
xn+2
LNSn ZNS = 0,
∑
r≥− 1
2
1
Xr+
3
2
GNSr ZNS = 0 (3.14)
After manipulating these equations in terms of the bosonic and fermionic loop insertion operators,
we arrive at the bosonic and fermionic loop equations for the NS sector. See Appendix B in [10]
for the detailed derivation.
3.2.1. Bosonic Loop Equation
For the Ramond sector, we are missing L−1Z = 0 unlike the NS sector. Also, the partition function
is not annihilated by L0 any more, but rather it is shifted by the term proportional to the central
charge. Thus, [18] derived the analogous loop equation for the Ramond sector from the following
equation4: ∑
n≥0
1
xn+2
LnZ =
Z
16x2
. (3.15)
After some manipulation, we can rewrite the above equation in terms of correlation functions which
we call the bosonic loop equation:
0 =−
N
t
V ′(x)W
(0,2)
1|0 (x|) +
1
2
W
(0,2)
2|0 (x, x|) +
1
2
W
(0,2)
1|0 (x|)
2 + P
(0,2)
1|0 (x|)
+
N
2t
((
Ψ(z)
x
−Ψ′(x)
)
W
(1)
0|1 (|x) + Ψ(x)
d
dx
W
(1)
0|1 (|x)
)
+Q
(2)
1|0(x|)
−
1
2
xW
(1)
0|1 (|x)
d
dx
W
(1)
0|1 (|x) −
1
2
x
d
dx˜
W
(0)
0|2 (|x, x˜)
∣∣∣∣
x=x˜
,
(3.16)
where
P
(0,2)
1|0 (x|) =−
∑
m≥0
xm−1
∑
k≥0
(m+ k + 1)(δm+k,0 + gm+k+1)
∂
∂gk
F (0,2), (3.17)
Q
(2)
1|0(x|) =−
1
2
∑
l≥0
xl−1

∑
m≥0
l + 2m+ 1
1 + δm,0
ξl+m+1
∂
∂ξm

F (2). (3.18)
See Appendix A for the derivation. The δm+k,0 factor in (3.17) is the remnant of T = 1 whereas
the δk,0 factor in (3.18) is a consequence of the fermionic loop insertion operator (3.4). Note that
(3.16) has ξl-independent terms, terms quadratic in ξl, and a quartic one in ξl where the quartic
4[18] showed that this equation is equivalent to the invariance of the partition function under transformations of
integration variables
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one simply gives W
(2)
1|0 (x|)
2 = 0. This is analogous to the one in the NS sector and a consequence
of the quadratic truncation of the free energy.
Furthermore, by acting an arbitrary number of times with the bosonic loop insertion operator
on the bosonic loop equation, we obtain the general bosonic loop equation
0 =−
N
t
V ′(x)W
(0,2)
n+1|0(x, J |) +
1
2
W
(0,2)
n+2|0(x, x, J |) +
1
2
∑
J1∪J2=J
W
(0,2)
n1+1|0
(x, J1|)W
(0,2)
n2+1|0
(x, J2|)
+
n∑
i=1
d
dxi
W
(0,2)
n|0 (x, J\xi|)−W
(0,2)
n|0 (J |)
x− xi
+
1
x
n∑
i=1
d
dxi
W(0,2)n (J |) + P
(0,2)
n+1|0(x, J |)
+
N
2t
((
Ψ(z)
x
−Ψ′(x)
)
W
(1)
n|1(J |x) + Ψ(x)
d
dx
W
(1)
n|1(J |x)
)
+Q
(2)
n+1|0(x, J |)
−
1
2
x
∑
J1∪J2=J
W
(1)
n1|1
(J1|x)
d
dx
W
(1)
n2|1
(J2|x)−
1
2
x
d
dx˜
W
(0)
n|2(J |x, x˜)
∣∣∣∣
x=x˜
,
(3.19)
where
P
(0,2)
n+1|0(x, J |) =−
(
t
N
)n ∑
m≥0
xm−1
∑
k≥0
(m+ k + 1)(δm+k,0 + gm+k+1)
∂
∂gk
n∏
i=1
∂
∂V (xi)
F (0,2).
(3.20)
Q
(2)
n+1|0(x, J |) =−
1
2
(
t
N
)n∑
l≥0
xl−1

∑
m≥0
l + 2m+ 1
1 + δm,0
ξl+m+1
∂
∂ξm

 n∏
i=1
∂
∂V (xi)
F (2). (3.21)
and we used the following identities in the derivation:
∂
∂V (xn+1)
V ′(x) =
d
dxn+1
1
x1 − x
, (3.22)
t
N
∂
∂V (xn+1)
P
(0,2)
n+1|0(x, J |) =−
d
dxn+1
xn+1
x
W
(0,2)
n+1|0(J, xn+1|)
x− xn+1
+ P
(0,2)
n+2|0(x, J, xn+1|)
=
1
x
d
dxn+1
W
(0,2)
n+1|0(J, xn+1|)−
d
dxn+1
W
(0,2)
n+1|0
(J, xn+1|)
x− xn+1
+ P
(0,2)
n+2|0(x, J, xn+1|).
(3.23)
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Finally, if we consider the 1/N expansion of (3.19), the coefficients of (N/t)2−2g−n gives the
following set of equations:
0 =− V ′(x)W
(0,2)
g,n+1|0(x, J |) +
1
2
W
(0,2)
g−1,n+2|0(x, x, J |) +
1
2
∑
g1+g2=g
J1∪J2=J
W
(0,2)
g1,n1+1|0
(x, J1|)W
(0,2)
g2,n2+1|0
(x, J2|)
+
n∑
i=1
d
dxi
W
(0,2)
g,n+1|0(x, J\xi|)−W
(0,2)
g,n+1|0(J |)
x− xi
+
1
x
n∑
i=1
d
dxi
W(0,2)g,n (J |) + P
(0,2)
g,n+1|0(x, J |)
+
1
2
((
Ψ(z)
x
−Ψ′(x)
)
W
(1)
g,n|1(J |x) + Ψ(x)
d
dx
W
(1)
g,n|1(J |x)
)
+Q
(2)
g,n+1|0(x, J |)
−
1
2
x
∑
g1+g2=g
J1∪J2=J
W
(1)
g1,n1|1
(J1|x)
d
dx
W
(1)
g2,n2|1
(J2|x)−
1
2
x
d
dx˜
W
(0)
g−1,n|2(J |x, x˜)
∣∣∣∣
x=x˜
,
(3.24)
where
P
(0,2)
g,n+1|0(x, J |) =−
(
t
N
)n ∑
m≥0
xm−1
∑
k≥0
(m+ k + 1)(δm+k,0 + gm+k+1)
∂
∂gk
n∏
i=1
∂
∂V (xi)
F (0,2)g .
(3.25)
Q
(2)
g,n+1|0(x, J |) =−
1
2
(
t
N
)n∑
l≥0
xl−1

∑
m≥0
l + 2m+ 1
1 + δm,0
ξl+m+1
∂
∂ξm

 n∏
i=1
∂
∂V (xi)
F (2)g . (3.26)
Hereafter, we refer to (3.24) the bosonic loop equations rather than (3.16) for simplicity.
3.2.2. Fermionic Loop Equation
For the fermionic loop equation, [18] showed that the fermionic loop equation can be derived from
the following half-integer power series ∑
m≥0
1
Xm+
3
2
GmZ = 0. (3.27)
However, as mentioned in Remark 3.1, X
1
2 does not get along well with known techniques developed
for the Eynard-Orantin topological recursion. Therefore, we instead consider an equation induced
by ∑
m≥0
1
Xm+1
GmZ = 0. (3.28)
That is, we simply multiply by X
1
2 (3.27) to make it a power series expansion in 1/X. As shown
in Appendix A, this power series yields:
0 =−
N
t
(
Ψ(X)W
(0,2)
1|0 (X|) +XV
′(X)W
(1)
0|1 (|X)
)
+X
(
W
(0,2)
1|0 (X|)W
(1)
0|1 (|X) +W
(1)
1|1 (X|X)
)
+R
(1,3)
0|1 (|X), (3.29)
where
R
(1,3)
0|1 (|X) = −
∑
m,l≥0
X l
(
ξl+m+1
∂
∂gm
+
(l +m+ 1)
1 + δm,0
(δl+m,0 + gl+m+1)
∂
∂ξm
)
F (0,2) (3.30)
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Similarly to the general bosonic loop equations, by acting an arbitrary number of times with the
bosonic loop insertion operator on the fermionic loop equation, we obtain the general fermionic
loop equations
0 =−
N
t
(
Ψ(X)W
(0,2)
n+1|0(X,J |) +XV
′(X)W
(1)
n|1(J |X)
)
+
n∑
i=1
d
dxi
XW
(1)
n−1|1(J\xi|X)− xn+1W
(1)
n−1|1(J\xi|xi)
X − xi
+X
( ∑
J1∪J2=J
W
(0,2)
n1+1|0
(X,J1|)W
(1)
n2|1
(J2|X) +W
(1)
n+1|1(X,J |X)
)
+R
(1,3)
n|1 (J |X), (3.31)
where
R
(1,3)
n|1 (J |X) =−
(
t
N
)n ∑
m,l≥0
X l
(
ξl+m+1
∂
∂gm
+
(l +m+ 1)
1 + δm,0
(δl+m,0 + gl+m+1)
∂
∂ξm
)
×
n∏
i=1
∂
∂V (xi)
F (0,2), (3.32)
and we used
t
N
∂
∂V (xn+1)
R
(1,3)
n|1 (J |X) = −
d
dxn+1
xn+1W
(1)
n|1(J |xn+1)
X − xn+1
+R
(1,3)
n+1|1(J, xn+1|X). (3.33)
The 1/N expansion then gives
0 =−Ψ(X)W
(0,2)
g,n+1|0(X,J |) −XV
′(X)W
(1)
g,n|1(J |X)
+
n∑
i=1
d
dxi
XW
(1)
g,n−1|1(J\xi|X)− xn+1W
(1)
g,n−1|1(J\xi|xi)
X − xi
+X
( ∑
g1+g2=g
J1∪J2=J
W
(0,2)
g1,n1+1|0
(X,J1|)W
(1)
g2,n2|1
(J2|X) +W
(1)
g−1,n+1|1(X,J |X)
)
+R
(1,3)
g,n|1(J |X), (3.34)
where
R
(1,3)
g,n|1(J |X) = −
(
t
N
)n ∑
m,l≥0
X l
(
ξl+m+1
∂
∂gm
+
(l +m+ 1)
1 + δm,0
(δl+m,0 + gl+m+1)
∂
∂ξm
)
×
n∏
i=1
∂
∂V (xi)
F (0,2)g (3.35)
Note that if we act with the fermionic loop insertion operator on the general fermionic loop
equation (3.31) and expand them in terms of both 1/N and ξl, then the ξl-independent coefficients
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order by order in 1/N gives the loop equation for W
(0)
g,n|2(J |X, X˜)
0 =−XV ′(X)W
(0)
g,n|2(J |X, X˜) +
W
(0)
g,n+1|0(X,J |) −W
(0)
g,n+1|0(X˜, J |)
X − X˜
+
W
(0)
g,n+1|0(X,J |)
2X˜
+
n∑
i=1
d
dxi
XW
(0)
g,n−1|2(J\xi|X, X˜)− xn+1W
(0)
g,n−1|2(J\xi|xi, X˜)
X − xi
+X
( ∑
g1+g2=g
J1∪J2=J
W
(0)
g1,n1+1|0
(X,J1|)W
(0)
g2,n2|2
(J2|X, X˜) +W
(0)
g−1,n+1|2(X,J |X, X˜)
)
+R
(0)
g,n|2(J |X, X˜),
(3.36)
where
R
(0)
g,n|2(J |X, X˜) = −
(
t
N
)n+1 ∑
m,l≥0
X l
(l +m+ 1)
1 + δm,0
(δl+m,0 + gl+m+1)
∂
∂ξm
∂
∂Ψ(X˜)
n∏
i=1
∂
∂V (xi)
F (2)g ,
(3.37)
and we used
∂
∂Ψ(X˜)
Ψ(X) =
1
X − X˜
+
1
2X˜
, (3.38)
−
t
N
∂
∂Ψ(X˜)
R
(1)
n|1(J |X) =−
W
(0)
n+1(X˜, J |)
X − X˜
+R
(0)
n|2(J |X, X˜). (3.39)
We abuse the terminology below and we often refer to (3.34) or (3.36) the fermionic loop equa-
tions, which should be clear from the context.
In the next section, we study recursive structures for W
(0)
g,n|0(J |) andW
(0)
g,n|2(J |X, X˜) by carefully
observing the bosonic and fermionic loop equations (3.24) and (3.36).
4. Recursion in the Ramond Sector
The bosonic and fermionic loop equations for the Ramond sector are complicated. For the NS sector,
[10] presented that all correlation functions can be computed by the Eynard-Orantin topological
recursion in conjunction with an auxiliary Grassmann-valued polynomial equation. However, their
arguments are not directly solving the loop equations, but rather they heavily depend on Becker’s
formula [7, 34]. With the lack of such a powerful simplification, we directly research the loop
equations, and present interesting phenomena in the Ramond sector.
4.1. Planar Limit
From now on, we set the potentials V (x),Ψ(x) to be polynomials of degree dV , dΨ respectively.
Explicitly, we impose
g0 = g1 = 0, gk≥dV +1 = 0, gdV =
1
dV
, ξl≥dΨ+1 = 0, (4.1)
where dV and dΨ can be chosen independently and gdV is just a convenient choice. In this setting,
all x · P
(0,2)
g,n+1|0(x, J |), x · Q
(2)
g,n+1|0(x, J |), R
(1,3)
g,n|1(J |X), and R
(0)
g,n|2(J |X, X˜) become polynomials in x
or X. In particular, x · P
(0)
g,n+1|0(x, J |) are of degree dV − 2 + δg,0δn,0, and R
(0)
g,n|2(J |X, X˜) are of
degree dV − 1.
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4.1.1. Spectral Curve
Let us consider the ξl-independent bosonic loop equation (3.24) for g = n = 0:
0 = −V ′(x)W
(0)
0,1|0(x|) +
1
2
(
W
(0)
0,1|0(x|)
)2
+ P
(0)
0,1|0(x|). (4.2)
Equivalently, if we define
y =W
(0)
0,1|0(x|)− V
′(x), (4.3)
then we can write (4.2) as
xy2 = x
(
V ′(x)
)2
− 2Pˆ
(0)
0,1|0(x|) (4.4)
where
Pˆ
(0)
0,1|0(x|) = −
∑
m≥0
xm
∑
k≥0
(m+ k + 1)(δm+k,0 + gm+k+1)
∂
∂gk
F
(0)
0 (4.5)
is a polynomial in x of degree dV − 1.
We can prove that (4.4) is indeed a genus-zero algebraic curve. More precisely, we shall prove
the following proposition:
Proposition 4.1. The algebraic curve (4.4) is factorized as
xy2 = (x− α0(t))
dV −1∏
i=1
(x− αi(t))
2, (4.6)
where {αµ} are formal power series in t such that α0(0) = 0 and αi(0) 6= 0.
Proof. We proceed by a similar technique used to derive the 1-cut Brown’s lemma [14, 30] for
Hermitian matrix models (See Lemma 3.1.1 in [22]).
Thanks to (2.38) and Assumption 2.5, the t-dependence of Pˆ
(0)
0,1|0(x|) is
Pˆ
(0)
0,1|0(x|) = 2tV
′(x) +O(t2). (4.7)
Thus, the t-expansion of the right-hand-side of (4.4) is given by
Pol(x) = x
(
V ′(x)
)2
− 4tV ′(x) +O(t2). (4.8)
Let {α0(t), α1(t), ..., α2d+1(t)} be the set of 2d + 1 roots of Pol(x). If we expand one of them as a
power series in tp, we have
α(t) = c0 + cpt
p + c2pt
2p + · · · ,
V ′(α(t)) = V ′(c0) + V
′′(c0)
(
cpt
p + c2pt
2p + · · ·
)
+
1
2!
V ′′′
(
cpt
p + c2pt
2p + · · ·
)2
+ · · ·(
V ′(α(t))
)2
=
(
V ′(c0)
)2
+ 2V ′(c0)V
′′(c0)cpt
p +
((
V ′′(c0)
)2
c2p + V
′(c0)V
′′(c0)c2p
)
t2p + · · ·
α(t)
(
V ′(α(t))
)2
=
(
V ′(c0)
)2
c0 +
((
V ′(c0)
)2
cp + 2V
′(c0)V
′′(c0)c0cp
)
tp
+
((
V ′(c0)
)2
c2p + 2V
′(c0)V
′′(c0)c
2
p
+
((
V ′′(c0)
)2
c2p + V
′(c0)V
′′(c0)c2p
)
c0
)
t2p + · · · ,
(4.9)
where cp 6= 0. By the assumption of α(t), (4.8) should vanish order by order in t
p, hence, we get(
V ′(c0)
)2
c0 = 0. (4.10)
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We note that V ′(0) 6= 0.
If c0 6= 0, V
′(c0) = 0 and the polynomial becomes
Pol(α(t)) =
((
V ′′(c0)
)2
c2p
)
t2p +O(t2, t3p) = 0. (4.11)
Let us assume V ′′(c0) 6= 0
5 Then since cp 6= 0 by construction, p = 1. Also, the coefficient of the t
2
term in (4.11) gives a quadratic equation in c1, hence they always appear as a pair c1+, c1−. Then
similar to the 1-cut Brown’s lemma, we can show that they must be identical otherwise W
(0)
0,1 (|x)
does not become a polynomial in 1/x order by order in t. (See Lemma 3.1.1 in [22].)
If c0 = 0,
Pol2d+1(X(t)) =
((
V ′(0)
)2
cp
)
tp − 4tV ′(0) +O(t2, t2p) = 0. (4.12)
Then, V ′(0) 6= 0 implies that p = 1 and
c1 =
4t
V ′(0)
. (4.13)
This means that there is only one root if c0 = 0, which is consistent with the argument that there
are 2dV − 1 roots and 2dV − 2 of them are pairwise as previously discussed in the case c0 6= 0. This
proves Proposition 4.1. 
4.1.2. Parametrization and Ramification Points
As similar to Hermitian matrix models, we now re-sum the power series (4.6), and we rather
interpret the coefficients in powers of t as Taylor expansions of actual functions of t. From this
point of view, we think of (4.6) as a t-dependent family of genus zero curves, and evaluate correlation
functions as living on the curve.
Since (4.6) is a genus-zero algebraic curve, we can parametrize x and y with rational functions.
Let z be a local coordinate on the Riemann sphere, then one such parametrization is
x(z) =
α0(t)
1− z2
, y(z) = z
n∏
i=1
(x(z)− αi(t)), (4.14)
The curve (4.6) possesses a natural involution σ : y(z) 7→ −y(z) and σ : x(z) 7→ x(z), which we call
the hyperelliptic involution. In terms of the local coordinate z, it is simply given by σ(z) = −z.
x(z) has a simple pole at z = ±1, and a double zero at z = ∞. Accordingly, dx(z) has a simple
zero at z = 0 and at z =∞ as one can see explicitly from
dx =
2α0(t)z
(1− z2)2
dz. (4.15)
Thus, the curve has ramification points at z = 0 and at z = ∞. Also, we define a differential on
the curve associated with y(z) as
ω
(0)
0,1|0(z|) =
1
2
y(z)dx(z). (4.16)
Remark 4.2. y(z) has a simple zero at z = 0 whereas it has a simple pole at z = ∞. Therefore,
unlike two ramification points for supereigenvalue models in the NS sector, the ramification point at
z = 0 are the Airy-like (regular ramification) point whereas the other one at z =∞ is the Bessel-like
(irregular ramification) point. See [19] for a Bessel-type topological recursion.
For simplicity, we omit the z-dependence of x(z), dx(z) with the understanding that they are a
meromorphic function and a differential on the curve (4.6).
5If V ′′(c0) = 0, we simply expand it to higher orders, similar to the 1-cut Brown’s lemma [14, 30].
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4.1.3. Bilinear Differentials of the Second Kind
We now upgrade correlation functionsW
(0)
g,n|m(J |K) to multilinear differentials defined on the spec-
tral curve (4.6) and uncover their pole structure.
To begin with, let us define a bilinear differential ω0,2|0(z1, z2|) as
ω
(0)
0,2|0(z1, z2|) = −
1
2
W
(0)
0,2|0(σ(z1), z2|)dx1dx2, (4.17)
where dxi = dx(zi) and the
1
2 is inserted just for convention. By this equality, we mean that the
Taylor expansion near t = 0 of the multilinear differential on the left hand side recovers the formal
series of the correlation functions on the right hand side. This concept should apply to every other
differentials that we shall define below. Then, we can rewrite the ξl-independent bosonic loop
equation (3.24) for g = 0, n = 1 in terms of ω
(0)
0,2|0(z1, z2|) as
ω
(0)
0,2(z, z1|) =
dxdx1
2y(σ(z))

 d
dx1
W
(0)
0,1|0(σ(z)|) −W
(0)
0,1|0(z1)|
x− x1
+
1
x
d
dx1
W
(0)
0,1|0(z1|) + P
(0)
0,2|0(x; z1|)

 ,
(4.18)
where σ(z) = −z. Then, the same argument used for Hermitian matrix models can be immediately
applied to investigate the pole structure of ω
(0)
0,2|0(z, z1|). See for example Section 2.3.2 of [10]. The
only difference is that the right hand side of (4.18) may have a pole at the zeros of x; the irregular
ramification point due to the last two terms in (4.18). However, as one can see, the combination
dx/y(z)x has no pole at z =∞. Therefore, we conclude that
ω
(0)
0,2|0(z, z1|) = B(z, z1) =
dzdz1
(z − z1)2
, (4.19)
ω
(0)
0,2|0(z, z1|) + ω
(0)
0,2|0(σ(z), z1|) =
dxdx1
(x− x1)2
. (4.20)
B(z, z1) is sometimes called the bilinear differential of the second kind or the Bergman kernel. It is
uniquely defined on the Riemann Sphere as explicitly given in (4.19), and we would need to specify
the holomorphic part for Riemann surfaces with nonzero genus.
Remark 4.3. Since we use this argument repetitively, let us show why there is no pole at x = αi.
From (4.18), if ω
(0)
0,2|0(z, z1|) had a pole at x = αi, it would be in the form 1/(x−αi(t)). Since αi(t)
is a power series in t with αi(0) 6= 0, if we Taylor-expand it around t→ 0, it gives
1
x− αi(t)
=
∑
k≥0
(αi(0))
j
xj+1
+O(t). (4.21)
This would contribute an infinite series in 1/x for any fixed power of t, which is in contradiction
to Corollary 3.3. Therefore, ω
(0)
0,2|0(z, z1|) has no pole at those points.
One can follow the argument given for Hermitian matrix models further for all otherW
(0)
0,n+1|0(z, J |).
Let us define multilinear differentials by
ω
(0)
0,n+1|0(z, J) =
1
2
W
(0)
0,n+1|0(z, J |)dxdx1 · · · dxn, (4.22)
again this equality means that after Taylor expanding the left hand side near t = 0 we recover
the formal series of the correlation functions on the right hand side. Then, we can show that by
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induction in n ≥ 2,
ω
(0)
0,n+1|0(z, J |) + ω
(0)
0,n+1|0(σ(z), J |) = 0, (4.23)
and ω
(0)
0,n+1|0(z, J) have poles only at the regular ramification point z = 0. Note that to prove these
results, we used the argument in Remark 4.3, the fact that the combination dx/y(z)x has no pole
at z =∞, and also the fact that P
(0)
0,n+1|0(x, J |) behaves as x
dV −3 in the limit x→∞. This implies
that the bosonic loop equation (3.24) with g = 0 and n ≥ 2 is simply written by
ω
(0)
0,n+1|0(z, J |) =
1
2ω
(0)
0,1|0(z|)
∗∑
J1∪J2=J
ω
(0)
0,n1+1|0
(z, J1|)ω
(0)
0,n2+1|0
(σ(z), J2|) + (regular at z = 0),
(4.24)
where
∑∗ excludes the term involving ω(0)
0,1|0
(z|). Therefore, we arrive at the g = 0 Eynard-Orantin
topological recursion
ω
(0)
0,n+1|0(z, J |) = Resq→0
K(z, q, σ(q))
∗∑
J1∪J2=J
ω
(0)
0,n1+1|0
(q, J1|)ω
(0)
0,n2+1|0
(σ(q), J2|), (4.25)
K(z, q, σ(q)) =
∫ q
σ(q) ω
(0)
0,2|0(·, z)
2(ω
(0)
0,1|0(q|)− ω
(0)
0,1|0(σ(q)|))
, (4.26)
where to derive (4.26) we used the fact that the sum of all residues is zero on the Riemann sphere.
Note that the non-recursive polynomial terms P
(0)
0,n+1|0(x, J |) do not appear in the formula, which is
a main benefit of the Eynard-Orantin topological recursion in terms of solving the loop equations
of matrix models.
Remark 4.4. The absence of poles at z = ∞ is not a surprise. Poles at Bessel-like points would
appear in ωg,n+1(z, J) for g ≥ 1 in the framework of the Eynard-Orantin topological recursion.
4.2. Differentials From Fermionic Loop Equations
We now study the fermionic loop equations and investigate the pole structure. This part is new
compared to what is discussed in [10], and we find a recursive structure without the simplification
of Becker’s formula.
4.2.1. Supersymmetric Partner
To begin with, let us derive a supersymmetric partner of (4.6). The fermionic loop equation (3.34)
for g = n = 0 can be written as an Grassmann-valued equation on the curve (4.6) as
0 = −Ψ(x)V ′(x) + y(z)
(
xW
(1)
0,0|1(|z) −Ψ(x)
)
+R
(1)
0,0|1(|x). (4.27)
Equivalently, one may define γ(z) by
γ(z) =W
(1)
0,0|1(|z)−
Ψ(x)
x
, (4.28)
then we obtain a Grassmann-valued polynomial equation among y, x, γ as
xy(z)γ(z) = Ψ(x)V ′(x)−R
(1)
0,0|1(|x). (4.29)
This can be thought of as a supersymmetric partner of the spectral curve (4.6). This resembles
to what is discussed in [10] for the NS sector. Similar to (4.16), we define a Grassmann-valued
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differential
ω
(1)
0,0|1(|z) =
1
2
γ(z)dx (4.30)
Remark 4.5. In this paper, we define γ(z) as a Grassmann-valued meromorphic function defined
on the ordinal Riemann sphere associated with the algebraic curve (4.6). We leave to future work
a potential interpretation in terms of a super Riemann surface.
As we will use later for the pole structure of W
(0)
0,0|2(|z, z˜), let us look at the ξ0-dependence of
W
(1)
0,0|1(|z). If we take the derivative of (4.27) with respect to ξ0, we have
6
∂
∂ξ0
W
(1)
0,0|1(|z)dx =
dx
xy(z)
(
y(z) + V ′(x)−
∂
∂ξ0
R
(1)
0,0|1(|x)
)
. (4.31)
The first term can be simply written as dx/x. It has no pole at the zeros of y(z) = 0 due to the
same reason as Remark 4.3; otherwise it contradicts to Corollary 3.3 that it is a polynomial of 1/x
order by order in t. The last term in (4.31) is a polynomial in x of degree dV − 2, not dV − 1 due
to the derivative with respect to ξ0, hence it does not give a pole at x = ∞. Therefore, this term
has no contribution to the pole structure. Note that the last term on its own has poles at the zeros
of y(z), but they are precisely cancelled by the other terms in (4.31). The second term has a pair
of simple poles at z = 1, and another pole at the opposite sign at z = σ(1). Also, it would have
another pair of the same simple poles at z = σ(−1),−1. Therefore, we obtain
∂
∂ξ0
W
(1)
0,0|1(|z)dx =
dx
x
+ ω1−1(z) =
2zdz
1− z2
+
2dz
(z − 1)(z + 1)
, (4.32)
where ωab (z) is the fundamental differential of the third kind, that is, it is a differential that has a
simple pole at z = a and another pole with the opposite sign at z = b. Note that if a, b are the
poles of x, i.e., a = 1, b = −1 then it obeys an additional property
ω1−1(σ(z)) = −ω
1
−1(z). (4.33)
Remark 4.6. Note that the pole structure of (4.32) is independent of the degree of the curve (4.6).
Therefore, (4.32) holds for any choice of V (x),Ψ(x).
4.2.2. Antisymmetric Bilinear Differentials
We now turn to probe the pole structure of W
(0)
0,0|2(|z, z1). We define an antisymmetric bilinear
differential
ω
(0)
0,0|2(|z, z˜) = −
1
2
W
(0)
0,0|2(|σ(z), z˜)dxdx˜ (4.34)
Then, if we substitute g = n = 0 for (3.36), we get
ω
(0)
0,0|2(|z, z˜) =
dxdx˜
2xy(σ(z))

W(0)0,1|0(σ(z)|) −W(0)0,1|0(z˜|)
x− x˜
+
W
(0)
0,01|0(σ(z)|)
2x˜
+R
(0)
0,0|2(|x, z˜)

 . (4.35)
It is straightforward to see
ω
(0)
0,0|2(|z, z˜) + ω
(0)
0,0|2(|σ(z), z˜) =
x+ x˜
2xx˜(x− x˜)
dxdx˜. (4.36)
6Strictly speaking, we need to act the derivative with respect to ξ0 on the fermionic loop equation (3.29) as a
power series of the couplings before we fix the potentials as in (4.1). Thus, (4.31) is nonzero even if we set ξ0 = 0.
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Recall that y(z) ∼ ±V ′(x) at z → ±1 (x→∞), and also that R
(0)
0,0|2(|z, z˜) is a polynomial in x of
degree dV − 1 whose coefficient of x
dV−1 is precisely (4.32) divided by -2. Then, the pole structure
of the antisymmetric bilinear differential ω
(0)
0,0|2(|z, z˜) is summarized as follows:
ω
(0)
0,0|2(|z, z˜) ∼


dz
z−z˜
dx˜
x˜
z → z˜
dz
z∓1
(
−dx˜4x˜ ±
1
4ω
1
−1(z˜)
)
z → ±1
dz
z−σ(±1)
(
−dx˜4x˜ ∓
1
4ω
1
−1(z˜)
)
z → σ(±1)
dz
z
(
−dx˜2x˜
)
z →∞, σ(∞)
. (4.37)
Note that since x has a double zero at z = ∞, the pole at x → 0 in terms of the local coordinate
z →∞ is not −dx˜/4x˜, but −dx˜/2x˜. With the parametrization (4.14), we can write ω
(0)
0,0|2(|z, z˜) in
the form
ω
(0)
0,0|2(|z, z˜) =
(z + z˜)(1− zz˜)
(z − z˜)(1− z2)(1− z˜2)
dzdz˜. (4.38)
One can explicitly check that (4.38) reproduces all the pole structure listed in (4.37). Note that
after some simplification, we can write it in the following expression:
ω
(0)
0,0|2(|z, z˜) =
x2 − x˜2
2xx˜
B(z, z˜) +
1
8
α0(t)
x− x˜
xx˜
ω1−1(z)ω
1
−1(z˜), (4.39)
where the α0(t) is inserted in the second term so that it is independent of the choice of the curve
(4.6). This expression becomes helpful to see how a supersymmetric correction appears for g = 1
loop equations.
Remark 4.7. One way of deriving (4.38) is the following. Notice that the pole structure on the
list (4.37) is independent of the choice of the potentials V (x),Ψ(x). Thus, ω
(0)
0,0|2(|z, z˜) should
have the same expression in terms of the local coordinate z no matter what the degrees of spectral
curve (4.6) and its super-partner (4.29) are. In particular, we can find the explicit representation
of ω
(0)
0,0|2
(|z, z˜) by the simplest example where all gk = 0. In this case, V
′(x) = 1, y = z, and
R
(0)
0,0|2(|X, X˜) precisely corresponds to (4.32) divided by −2. Then, we obtain (4.38) from directly
calculating the loop equation (4.35).
We indeed have obtained all the initail data required for the recursion of all other correlation
functions, namely:
• the algebraic curve (4.6),
• the Grassmann-valued polynomial equation (4.29),
• the symmetric bilinear differential ω0,2|0(z1, z2|) defined in (4.19),
• the antisymmetric bilinear differential ω0,0|2(|z, z˜) defined in (4.38).
In the following sections, we will propose a new recursive formalism that compute all other corre-
lation functions by these initial data.
4.2.3. Multilinear Differentials in the Planar Limit
We next study the pole structure of W
(0)
0,n|2(J |z, z˜). We show a few observations and computational
techniques that do not appear in the context of Hermitian matrix models. It turns out that all
such techniques can be repeatedly used by induction for other genus zero and higher differentials,
hence we present all of them in detail below. A summary is given in Proposition 4.8 at the end of
the section.
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Let us define for n ≥ 1
ω
(0)
0,n|2(J |z, z˜) =
1
2
W
(0)
0,n|2(J |z, z˜)dxdx˜
n∏
i=1
dxi. (4.40)
The fermionic loop equation (3.36) for g = 0, n = 1 gives the equation for ω
(0)
0,1|2(z1|z, z˜) as
− ω
(0)
0,1|2(z1|z, z˜)
=
dxdx˜dx1
2xy(z)
(W(0)0,2|0(z, J |) −W(0)0,2|0(z˜, J |)
x− x˜
+
W
(0)
0,2|0(z, J |)
2x˜
+
d
dx1
xW
(0)
0,0|2(|z, z˜)− x1W
(0)
0,0|2(|zi, z˜)
x− x1
+ xW
(0)
0,2|0(z, z1|)W
(0)
0,0|2(|z, z˜) +R
(0)
0,n|2(z1|x, z˜)
)
(4.41)
= −
1
2ω
(0)
0,1|0(z|)
(
ω
(0)
0,2|0(z, z1|)ω
(0)
0,0|2(|σ(z), z˜) + ω
(0)
0,2|0(σ(z), z1|)ω
(0)
0,0|2(|z, z˜)
)
+
F
(0)
0,1|2(z1|x, z˜)dxdx˜dx1
2xy(z)
,
(4.42)
where we used (4.20) and (4.36) at the second equality and F
(0)
0,1|2(x) is a function of x given by
F
(0)
0,1|2(z1|x, z˜) = −
W
(0)
0,2|0(z˜, z1|)
x− x˜
−
d
dx1
x1W
(0)
0,0|2(|z1, z˜)
x− x1
+R
(0)
0,1|2(z1|x, z˜). (4.43)
In particular, F (x) is regular at x = 0 and F (x) ∼ xdV −1 in the limit x→∞. In terms of the local
coordinate z, the loop equation shows that ω
(0)
0,1|2(z1|z, z˜) may have poles at z = z˜, σ(z˜), z1, σ(z1),
and x = 0,∞, αi, and further the regular ramification point (the irregular ramification point cor-
responds to x = 0). We will show below that it only have a pole at the regular ramification
point.
First of all, we apply the same argument as Remark 4.3 to find that it has no pole at x = αi
thanks to Corollary 3.3. Notice that the last term involving F
(0)
0,1|2(x) has no pole at x = 0 because
the combination dx/xy(z) has no pole there. Also, ω
(0)
0,0|2(|z, z˜) has a simple pole at x = 0, but
ω
(0)
0,1|0(z|) in the determinant has a double pole there, thus this ensures that ω
(0)
0,1|2(z1|z, z˜) has no
pole at x = 0. A key point is that the last term in (4.41) contributes to a simple pole at z = ±1,
the poles of x, which includes the non-recursive polynomial R
(0)
0,1|2(z1|x, z˜) in x. Thus, the recursion
does not seem to work.
We can indeed still proceed the recursion with the following trick. Notice in the expression (4.42)
that the right hand side is odd under the hyperelliptic involution, which implies
ω
(0)
0,1|2(z1|z, z˜) + ω
(0)
0,1|2(z1|σ(z), z˜) = 0. (4.44)
This is similar to (4.23). It is clear from (4.41) that ω
(0)
0,1|2(z1|z, z˜) has no pole at z → z˜ and at
z → z1. Now (4.44) shows that ω
(0)
0,1|2(z1|z, z˜) has no pole either at z → σ(z˜) nor at z → σ(z1).
More importantly, since z and z˜ should be antisymmetric by definition, ω
(0)
0,1|2(z1|z, z˜) has simple
zeros at z → z˜ and σ(z˜). As a consequence, if we define another multilinear differential
ωˆ
(0)
0,1|2(z1|z, z˜) =
ω
(0)
0,1|2(z1|z, z˜)
x− x˜
, (4.45)
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then ωˆ
(0)
0,1|2(z1|z, z˜) is still regular at z → z˜, σ(z˜). Furthermore, the denominator practically de-
creases the order of poles of ω
(0)
0,1|2(z1|z, z˜) at x → ∞ by 1. In conclusion, we have shown that
ωˆ
(0)
0,1|2(z1|z, z˜) has poles only at the regular ramification point in terms of z, and z˜.
In summary, (4.42) can be written in terms of ωˆ
(0)
0,1|2(z1|z, z˜) and ωˆ
(0)
0,0|2(|z, z˜) as
ωˆ
(0)
0,1|2(z1|z, z˜) =
1
2ω
(0)
0,1|0
(z|)
(
ω
(0)
0,2|0(z, z1|)ωˆ
(0)
0,0|2(|σ(z), z˜) + ω
(0)
0,2|0(σ(z), z1|)ωˆ
(0)
0,0|2(|z, z˜)
)
+ (regular at z = 0) (4.46)
where
ωˆ
(0)
0,0|2(|z, z˜) =
ω
(0)
0,0|2(|z, z˜)
x− x˜
. (4.47)
Then, we apply the recursion kernel and the residue formula to (4.46), and we obtain:
ωˆ
(0)
0,1|2(z1|z, z˜) = Resq→0
K(z, q, σ(q))
(
ω
(0)
0,2|0(q, z1|)ωˆ
(0)
0,0|2(|σ(q), z˜) + ω
(0)
0,2|0(σ(q), z1|)ωˆ
(0)
0,0|2(|q, z˜)
)
.
(4.48)
A bonus is that we can use (4.48) to investigate the pole structure in terms of z1. Since
ω
(0)
0,2|0(σ(q), z1|) can only have a double pole at z1 = 0, we learn from (4.48) that the only pos-
sible pole of ωˆ
(0)
0,1|2(z1|z, z˜) in terms of the variable z1 is also at z1 = 0. Furthermore, recall from
(4.19) and (4.39) that
ω
(0)
0,2|0(σ(q), z0|) = ω
(0)
0,2|0(q, σ(z0)|), ω
(0)
0,2|0(q, z0|) = ω
(0)
0,2|0(σ(q), σ(z0)|), (4.49)
ω
(0)
0,0|2(|σ(q), z˜) = ω
(0)
0,0|2(|q, σ(z˜)), ω
(0)
0,0|2(|q, z˜) = ω
(0)
0,0|2(|σ(q), σ(z˜)). (4.50)
Then (4.48) tells us that it satisfies
ωˆ
(0)
0,1|2(σ(z0)|z, z˜) = ωˆ
(0)
0,1|2(z0|z, σ(z˜)) = −ωˆ
(0)
0,1|2(z0|z, z˜). (4.51)
Let us now define for n ≥ 1,
ωˆ
(0)
0,n|2(J |z, z˜) =
ω
(0)
0,n|2(J |z, z˜)
x− x˜
. (4.52)
Repeating the same steps, we can show by induction that ωˆ
(0)
0,n|2(J |z, z˜) satisfies
ωˆ
(0)
0,n|2(J |z, z˜) + ωˆ
(0)
0,n|2(J |σ(z), z˜) = 0, (4.53)
and these differentials have poles only at the regular ramification point.
Proposition 4.8. For n ≥ 1, ωˆ
(0)
0,n|2(J |z, z˜) is obtained by
ωˆ
(0)
0,n|2(J |z, z˜) =Resq→0
K(z, q, σ(q))
∗∑
J1∪J2=J
(
ω
(0)
0,n1+1|0
(q, J1|)ωˆ
(0)
0,n2|2
(J2|σ(q), z˜)
+ ω
(0)
0,n1+1|0
(σ(q), J1|)ωˆ
(0)
0,n2|2
(J2|q, z˜)
)
, (4.54)
where
∑∗ excludes the term involving ω(0)0,1|0(z|). Moreover, ωˆ(0)0,n|2(J |z, z˜) are odd under the hyper-
elliptic involution σ in terms of every variable in (J, z, z˜)
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Proof. For ωˆ
(0)
0,1|2(z0|z, z˜), we have already proved that the proposition and corollary are correct.
Then suppose both of them hold for ωˆ
(0)
0,n+1|2(z0, J |z, z˜) up to some n. Then repeating the argument
presented for ωˆ
(0)
0,1|2(z0|z, z˜), we can easily clarify the proposition and corollary from their loop
equations. 
4.3. Higher Genus: Departure from the Eynard-Orantin Topological Recursion
All multilinear differentials ω
(0)
0,n+1|0(z, J |) are obtained by the Eynard-Orantin topological recursion
with the curve (4.6). For differentials with g ≥ 1, however, this does not hold anymore and we are in
need of modifying the recursion formula. Let us first summarize the procedure how we investigated
the pole structures for planar differentials ω
(0)
0,n+1|0(z, J |) and ω
(0)
0,n|2(J |z, z˜):
Remark 4.9 (Procedure of Pole Structure Analysis).
(1) Choose a differential ω
(0)
0,n+1|0(z, J |) or ω
(0)
0,n|2(J |z, z˜) and write down the associated loop
equation from either (3.24) or (3.36),
(2) Confirm with Corollary 3.3 that the differential of interest has no pole at x = αi following
the argument in Remark 4.3,
(3) Show that the differential is odd under the hyperelliptic involution as extension of (4.23) and
(4.51). This implies that the differential has no pole at the coinciding points of variables,
(4) Clarify that the differential has no pole at x = 0 with the care for the terms involving
ω
(0)
0,0|2(|z, z˜) and dx/xy(z),
(5) Justify that ω
(0)
0,n+1|0(z, J |) or ωˆ
(0)
0,n|2(J |z, z˜) have no pole at x→∞ by looking at the behaviour
of P
(0)
g,n+1|0(x, J |) and R
(0)
g,n|2(J |x, z˜). Note that ω
(0)
0,n|2(J |z, z˜) do have poles at the poles of x,
(6) Conclude that ω
(0)
0,n+1|0(z, J |) and ωˆ
(0)
0,n|2(J |z, z˜) only have poles at the regular ramification
point z = 0,
(7) Obtain the recursive formulae by applying the recursion kernel K(z, q, σ(q)) and by picking
the residues as in Proposition 4.8,
(8) Check that ωˆ
(0)
0,n+1|2(z0, J |z, z˜) has poles only at z0 = 0 by the recursive formula, and also
that it is odd under the hyperelliptic involution in terms of z0 as in Proposition 4.8.
(9) Repeat these steps inductively.
We proceed with the study of pole structures for higher genus differentials following the list above.
Thus, we will only present computational key points which have not appeared in the analysis of
planar differentials, and skip the rest which should be easy to follow.
4.3.1. Supersymmetric Corrections
It turns out that for higher genus differentials, we only need to be careful for ω
(0)
1,1|0(z|) because a
supersymmetric correction appears for it. The loop equation for ω
(0)
1,1|0(z|) becomes
− ω
(0)
1,1|0
(z|) =
1
2ω
(0)
0,1|0(z|)
(
−
1
2
ω
(0)
0,2|0
(z, σ(z)|) −
x
2
ωˆ
(0)
0,0|2
(|z, σ(z)) + P
(0)
1,1|0
(x|)
)
. (4.55)
Corollary 3.3 ensures that there is no pole at x = αi(t). The first two terms have poles both at z =
0,∞, and it is easy to show that P
(0)
1,1|0(x|) does not contribute to any pole. Also, xω
(0)
0,0|2(|z, σ(z))
gives no pole at x = ∞ with ω
(0)
0,1|0(z|) in the denominator. Unlike the genus zero differentials,
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however, each of the first two terms has a pole at z =∞. Therefore, one might infer at first glance
that the residue formula would look like
ω
(0)
1,1|0(z|) = Resq→0,∞
K(z, q, σ(q))
(
1
2
ω
(0)
0,2|0(q, σ(q)|) +
x(z)
2
ωˆ
(0)
0,0|2(|q, σ(q))
)
. (4.56)
In particular, if we substitute (4.39) in the above equation, we get
ω
(0)
1,1|0(z|) = Resq→0,∞
K(z, q, σ(q))
(
ω
(0)
0,2|0(z, σ(z)|) −
α0(t)
16x
(
ω1−1(z)
)2)
. (4.57)
The first term is precisely the same as the Eynard-Orantin topological recursion and the second
term can be thought of as a supersymmetric correction. Note that in the NS sector the second
term vanishes due to Becker’s formula, but this is not the case any more in the Ramond sector.
Now let us probe carefully the pole at z =∞. The ω
(0)
0,1|0(z|) and ω
(0)
0,2|0(z, σ(z)|) at p = 1/z → 0
would behave as
1
ω
(0)
0,1|0(p|)
∼
1
dp
, ω
(0)
0,2|0(p, σ(p)|) ∼
dpdp
p2
. (4.58)
Thus, their product has a double pole at p → 0, and as a result, ω
(0)
1,1|0(z|) would have a double
pole at z →∞ (p → 0) if there were no second term in (4.57). This is what happens if we do the
Eynard-Orantin topological recursion at any Bessel-like (irregular) ramification point.
However, it turns out that the second term in (4.57) precisely cancels the pole at z =∞ coming
from the first term. In fact if we explicitly use the parametrization (4.14), we can show that
ω
(0)
0,2|0(z, σ(z)|) −
α0(t)
16x
(
ω1−1(z)
)2
= −
dzdz
4z2
+
dzdz
4(z2 − 1)
=
1
4z2(1− z2)
dzdz. (4.59)
In particular, in the limit p = 1/z → 0, it becomes regular
1
2
ω
(0)
0,2|0(z, σ(z)|) +
x(z)
2
ωˆ
(0)
0,0|2(|z, σ(z)) ∼ dpdp. (4.60)
Therefore, ω
(0)
1,1|0(z|) has no pole at z = ∞. Note that it still has a pole at z = 0, and the second
term in (4.57) also contribute to the pole. In conclusion, the recursive formula for ω
(0)
1,1|0(z|) is
ω
(0)
1,1|0(z|) = Resq→0
K(z, q, σ(q))
(
ω
(0)
0,2|0(z, σ(z)|) −
α0(t)
16x
(
ω1−1(z)
)2)
. (4.61)
4.3.2. Formula for Higher Genus
For any other ω
(0)
1,n+1|0
(z, J |), the pole structure can be investigated by mostly following the proce-
dure listed in Remark 4.9. The terms that do not appear for g = 0 differentials are
1
2
ω
(0)
0,n+2|0(z, σ(z), J |)
ω
(0)
0,1|0(u|)
+
x
2
ωˆ
(0)
0,n|2(J |z, σ(z))
ω
(0)
0,1|0(u|)
. (4.62)
We have shown in the previous section that all ω
(0)
0,n+2|0(z, yz, J |) and ωˆ
(0)
0,n|2(J |z, z˜) for n ≥ 1 have
poles only at z = 0. This implies that (4.62) does not have poles at z = ∞. Thus, by induction
in n, we can show that all ω
(0)
1,n+1|0(z, J |) have poles only at z = 0 following Remark 4.9. We thus
TOPOLOGICAL RECURSION IN THE RAMOND SECTOR 28
apply the recursion kernel and get
ω
(0)
1,n+1|0(z, J |) =Resq→0
K(z, q, σ(q))
(
1
2
ω
(0)
0,n+2|0(q, σ(q), J |) +
x(q)
2
ωˆ
(0)
0,n|2(J |q, σ(q))
+
∗∑
g1+g2=1
J1∪J2=J
ω
(0)
g1,n1+1|0
(q, J1|)ω
(0)
g2,n2+1|0
(σ(q), J2|).
)
(4.63)
To compute ωˆ
(0)
1,n|2(J |z, σ(z)), one might wonder that terms with ωˆ
(0)
0,2|0(z, σ(z)|) would contribute
to a simple pole at z → ±1 (x → ∞) and also at z = ∞ (x → 0). However, since ω
(0)
0,1|0(z|) in
the denominator gives a simple zero at z = ±1 and a double zero at z = ∞, such terms do not
contribute to poles at z = ±1,∞. Also, Proposition 4.8 implies that ωˆ
(0)
0,n+1|2(σ(q), J |q, z˜) has a
pole only at q = 0. Thus, if we follow Remark 4.9, we can show from the fermionic loop equation
(3.36) that ωˆ
(0)
1,n|2(J |z, σ(z)) has poles only at z = 0, and the recursive formula can be written in
terms of the residue at z = 0 as
ωˆ
(0)
1,n|2(J |z, z˜) =Resq→0
K(z, q, σ(q))
(
ωˆ
(0)
0,n+1|2(σ(q), J |q, z˜)
+
∗∑
g1+g2=1
J1∪J2=J
(
ω
(0)
g1,n1+1|0
(q, J1|)ωˆ
(0)
g2,n2|2
(J |σ(q), z˜)
+ ω
(0)
g1,n1+1|0
(σ(q), J1|)ωˆ
(0)
g2,n2|2
(J |q, z˜)
))
. (4.64)
The discussion above can be easily extended to differentials for all g ≥ 1 without any trouble by
induction in 2g + n. Thus, one can indeed obtain the recursive formula for all ω
(0)
g,n+1|0(z, J |) and
ωˆ
(0)
g,n|2(J |z, z˜). We summarize the formulae below:
ω
(0)
g,n+1|0(z, J |) =Resq→0
K(z, q, σ(q))
(
1
2
ω
(0)
g−1,n+2|0(q, σ(q), J |) +
x(q)
2
ωˆ
(0)
g−1,n|2(J |q, σ(q))
+
∗∑
g1+g2=g
J1∪J2=J
ω
(0)
g1,n1+1|0
(q, J1|)ω
(0)
g2,n2+1|0
(σ(q), J2|)
)
, (4.65)
ωˆ
(0)
g,n|2(J |z, z˜) =Resq→0
K(z, q, σ(q))
(
ωˆ
(0)
g−1,n+1|2(σ(q), J |q, z˜)
+
∗∑
g1+g2=g
J1∪J2=J
(
ω
(0)
g1,n1+1|0
(q, J1|)ωˆ
(0)
g2,n2|2
(J |σ(q), z˜)
+ ω
(0)
g1,n1+1|0
(σ(q), J1|)ωˆ
(0)
g2,n2|2
(J |q, z˜)
))
(4.66)
Also, they are all odd under the hyperelliptic involution in terms of any variable as the extension
of Proposition 4.8.
Remark 4.10. (4.65) is different from the Eynard-Orantin topological recursion, hence this can be
thought of as its generalization. A more abstract framework will be introduced in [11].
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5. ξl-Dependent Differentials
We have shown that all ξl-independent correlation functions can be recursively computed. However,
they are defined not as power series in 1/x, but as meromorphic differentials on the curve (4.6). As
a result, the formulae (3.12) and (3.13) cannot be immediately applied. They are written as the
residue in terms of X, hence we need to rewrite them in a way that we can pull them back to the
curve similar to what is discussed in [10].
5.1. Supersymmetric Partner: Revisited
[10] presented a set of equations to compute the ξl-dependent differentials utilizing the super-
symmetric curve for the NS sector (see Theorem 4.1 in [10]). An interesting question is whether
analogous equations for the Ramond sector also exist. That is, we would like to find a Grassmann-
valued meromorphic function γˆ such that y, x, γˆ satisfy a polynomial equation, and furthermore it
computes the ξl-dependent differentials as follows
ω
(1)
g,n|1(J |z)
?
=
1
2
Res
z˜→0
γˆ(z˜)ω
(0)
g,n|2(J |z˜, z), (5.1)
ω
(2)
g,n|0(J |)
?
=
1
4
Res
z˜→0
γˆ(z˜)γˆ(z)ω
(0)
g,n|2(J |z, z˜). (5.2)
A candidate of such γˆ(z) is γ(z) or xγ(z), defined in (4.29) as the super partner of the curve
(4.6). However, it turns out that these do not serve quite well. This is because in terms of a power
series in x and 1/x, xγ(x) obeys
Res
x→∞
xγ(x)
∂
∂Ψ(x)
dx = Res
x→∞
(
xW
(1)
0,0|1(|x)−Ψ(x)
) ∂
∂Ψ(x)
dx = −
∑
k≥0
ξl
∂
∂ξl
− η
∂
∂ξ0
, (5.3)
η = −
1
2
(
ξ0 −
∂F
(2)
0
∂ξ0
)
. (5.4)
The first term on the right hand side of (5.3) is proportional to the identity operator for the ξl-
dependent functions and differentials, which is what we would like to have as we disucssed in (3.11).
Our task is to modify xγ(z) to get rid of the term proportional to Grassmann constant η.
5.1.1. A Conservative Modification
Let us consider non-radical conditions that we impose on such a modification. First, we require
that the modified Grassmann-valued meromorphic function on the curve (4.6),
γˆ(z) = xγ(z)− ζ(z), (5.5)
still satisfies a Grassmann-valued polynomial equation with y and x. This means that a simple
choice for ζ(z) is in the form
ζ(z) =
Pol(1)(x)
y(z)
, (5.6)
where Pol(1)(x) is some Grassmann-valued polynomial of x. In particular, ζ(z) is odd under the
hyperelliptic involution. Furthermore, we would like to have formulae in terms of the residue only
at z → 0 as in (5.1) and (5.2), which suggests that ζ(z) has poles only at z = 0. These conditions
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restrict ζ(z) to be in the form
ζ(z) =
2ζ0
y(z)
dV −1∏
i=1
(x− αi) =
2ζ0
z
, (5.7)
where ζ0 is a Grassmann constant and we have
y(z)γˆ(z) = V ′(x)Ψ(x)−R
(1)
0,0|1(|x) + 2ζ0
dV −1∏
i=1
(x− αi). (5.8)
In fact, if we take the residue at x =∞ as a power series in 1/x by substituting (4.3) into y,
− Res
x→∞
2ζ0
y(x)
dV −1∏
i=1
(x− αi)
∂
∂Ψ(x)
= ζ0
∂
∂ξ0
(5.9)
This implies that if we choose ζ0 = η, then we have
Res
x→∞
γˆ(x)
∂
∂Ψ(x)
dx = −
∑
k≥0
ξl
∂
∂ξl
. (5.10)
This is proportional to the identity operator for ξl-dependent differentials.
Let us apply (5.10) to the ξl-dependent differentials. First, let us consider for 2g + n ≥ 1,
Res
x(z˜)→∞
γˆ(z˜)ω
(0)
g,n|2(J |z˜, z) = −ω
(1)
g,n|1(J |z). (5.11)
This is equivalent to (3.12). Note that since both γˆ(z˜) and ω
(0)
g,n|2(J |z˜, z) are odd under the hyper-
bolic involution, we can pull it back to the curve and evaluate the residues at z = ±1:
1
2
(
Res
z˜→1
+ Res
z˜→−1
)
γˆ(z˜)ω
(0)
g,n|2(J |z˜, z) = −ω
(1)
g,n|1(J |z). (5.12)
Finally, recall that the sum of all residues vanishes on any compact Riemann surface and both γˆ(z˜)
and ω
(0)
g,n|2(J |z˜, z) have poles only at z = 0,±1. Thus, we get
ω
(1)
g,n|1(J |z) =
1
2
Res
z˜→0
γˆ(z˜)ω
(0)
g,n|2(J |z˜, z). (5.13)
Similarly, we have
ω
(2)
g,n|1(J |z) =
1
8
Res
z→0
γˆ(z)ω
(1)
g,n|1(J |z). (5.14)
5.1.2. Relation Between γ(z) and γˆ(z)
From the fermionic loop equation perspective, γ(z) seems a fundamental meromorphic function
as a super partner of y(z). On the other hand, γˆ(z) is crucial to compute all the ξl-dependent
differentials. Even though their relation is explicitly given in (5.4) and (5.5), it would be helpful to
find a more geometric understanding between them.
We would like to maintain the two conditions on γˆ(z), namely, (i) yγˆ gives a Grassmann-valued
polynomial, and (ii) γˆ(z) has poles only at z = 0. Therefore, with these constraints, the remaining
question is how to geometrically obtain the constant ζ0. Then, motivated by (4.29) and (4.36), we
consider the following equation as a power series in x, 1/x
Res
x˜→∞
γˆ(x˜)
(
1
2
W
(0)
0,0|2(|x, x˜)−
x+ x˜
4xx˜(x− x˜)
)
dxdx˜ =
1
2
(
W
(1)
0,0|1(|x)−
Ψ(x)
x
)
dx, (5.15)
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where we used
Res
x˜→∞
x˜l
x+ x˜
2xx˜(x− x˜)
dx˜ = −Res
x˜→∞
x˜l
1
x

− 1
2x˜
+
∑
k≥0
xk
x˜k+1

 dx˜ = xl−1
1 + δl,0
. (5.16)
If we manipulate this result with (4.29) and (4.36), we end up with
− Res
x(z)→∞
γˆ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
= γ(z˜)dx˜. (5.17)
Recall from (4.37) that ω
(0)
0,0|2(|z, z˜) has simple poles at z = ±1,∞, z˜, σ(z˜). Also, γˆ(z) has a
simple pole at z = 0, accordingly it has a simple zero at z = ∞. Then, since the integrand is
even under the hyperelliptic involution, we pull the residue formula (5.17) back to the curve and
evaluate it as:
γ(z˜)dx˜ = −
1
2
(
Res
z→1
+ Res
z→−1
)
γˆ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
=
1
2
(
Res
z→z˜
+ Res
z→σ(z˜)
+Res
z→0
)
γˆ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
= γˆ(z˜)
dx˜
x˜
+
1
2
Res
z→0
γˆ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
= γ(z˜)dx˜− ζ(z˜)
dx˜
x˜
+
1
2
Res
z→0
γˆ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
. (5.18)
Since ζ(z) is defined as (5.9), we simply have
−
1
2
Res
z→0
ζ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
=
1
2
ζ(z˜)
dx˜
x˜
. (5.19)
Thus, we arrive at the following equation
ζ(z˜)
dx˜
x˜
= Res
z→0
x(z)γ(z)
(
ω
(0)
0,0|2(|z, z˜)− ω
(0)
0,0|2(|σ(z), z˜)
)
. (5.20)
5.2. Recursion in the Ramond Sector
Let us summarize what we have shown so far. We first recall the initial data for the recursion.
Definition 5.1 (Initial data for the recursion). Given a choice of polynomial potentials V (x),Ψ(x)
with a parameter t, we define a quintuple S = {x, y, γ, ω
(0)
0,2|0, ω
(0)
0,0|2} where:
• x, y defines an algebraic curve of genus zero as in (4.6),
• x, y, γ satisfies a Grassmann-valued polynomial relation as in (4.29),
• We parametrize x and y as (4.14),
• ω
(0)
0,2|0 is the bilinear differential of the second kind, that is,
ω
(0)
0,2|0(z1, z2|) = B(z1, z2) =
dz1dz2
(z1 − z2)2
. (5.21)
• ω
(0)
0,0|2 is given by
ω
(0)
0,0|2(|z, z˜) =
(z + z˜)(1− zz˜)
(z − z˜)(1− z2)(1− z˜2)
dzdz˜. (5.22)
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Starting with S, let us define an infinite sequence of multilinear differentials on the algebraic
curve (4.6) in terms of correlation functions of a supereigenvalue model in the Ramond sector by
ω
(0)
0,1|0(z|) =
1
2
y(z)dx =
1
2
(
W
(0)
0,1|0(z|)− V
′(x)
)
dx, (5.23)
ω
(0)
0,0|1(|z) =
1
2
γ(z)dx =
1
2
(
W
(1)
0,0|1(|z) −Ψ(x)
)
dx, (5.24)
ω
(0)
0,2|0(z1, z2|) =
1
2
(
W
(0)
0,2|0(z1, z2|)−
1
(x1 − x2)2
)
dx1dx2, (5.25)
ω
(0)
0,0|2(|z, z˜) =
1
2
(
W
(0)
0,0|2(|z, z˜)−
x+ x˜
xx˜(x− x˜)
)
dxdx˜, (5.26)
ω
(a)
g,n|m(J |K) =
1
2
W
(a)
g,n|m(J |K)
n+m∏
i=1
dxi (2g + n+m+ a ≥ 3). (5.27)
We mean by this equality that the differentials reproduces the right hand side as power series
in 1/x after Taylor expansion around t = 0. The superscript (a) denotes the dependence of
fermionic couplings, hence those with nonzero (a) are Grassmann-valued. In addition, we define
the recursion kernel K(z, q, σ(q)), a set of multilinear differentials ωˆ
(0)
g,n|2(J |z, z˜), and a Grassmann-
valued meromorphic function γˆ as follows
K(z, q, σ(q)) =
1
2
∫ q
σ(q) ω
(0)
0,2|0(z, ·|)
ω
(0)
0,1|0(z|) − ω
(0)
0,1|0(σ(z)|)
, (5.28)
ωˆ
(0)
g,n|2(J |z, z˜) =
ω
(0)
g,n|2
(J |z, z˜)
x− x˜
, (5.29)
γˆ(z) = xγ(z) −
x
dx
Res
z˜→0
x γ(z˜)
(
ω
(0)
0,0|2(|z˜, z) − ω
(0)
0,0|2(|σ(z˜), z)
)
. (5.30)
Note that y · γˆ also satisfies a polynomial equation as in (5.8).
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Theorem 5.2. All the differentials ω
(a)
g,n|m(J |K) with 2g + n + m + a ≥ 3 are obtained by the
following set of formulae:
ω
(0)
g,n+1|0(z, J |) =Resq→0
K(z, q, σ(q))
(
1
2
ω
(0)
g−1,n+2|0(q, σ(q), J |) +
x(q)
2
ωˆ
(0)
g−1,n|2(J |q, σ(q))
+
∗∑
g1+g2=g
J1∪J2=J
ω
(0)
g1,n1+1|0
(q, J1|)ω
(0)
g2,n2+1|0
(σ(q), J2|)
)
, (5.31)
ωˆ
(0)
g,n|2(J |z, z˜) =Resq→0
K(z, q, σ(q))
(
ωˆ
(0)
g−1,n+1|2(σ(q), J |q, z˜)
+
∗∑
g1+g2=g
J1∪J2=J
(
ω
(0)
g1,n1+1|0
(q, J1|)ωˆ
(0)
g2,n2|2
(J |σ(q), z˜)
+ ω
(0)
g1,n1+1|0
(σ(q), J1|)ωˆ
(0)
g2,n2|2
(J |q, z˜)
))
, (5.32)
ω
(0)
g,n|2(J |z, z˜) = (x− x˜) ωˆ
(0)
g,n|2(J |z, z˜), (5.33)
ω
(1)
g,n|1(J |z) =
1
2
Res
z˜→0
γˆ(z˜)ω
(0)
g,n|2(J |z˜, z), (5.34)
ω
(2)
g,n|0(J |) =
1
4
Res
z→0
γˆ(z)ω
(1)
g,n|1(J |z). (5.35)
Moreover, all of them are odd under the hyperelliptic involution σ in terms of every variable.
6. Discussion and Future Work
In the paper, we investigated various properties of supereigenvalue models in the Ramond sector.
First, we proved that the free energy depends on Grassmann couplings only up to quadratic order.
Then, with the assumption that the partition function and the free energy enjoy the 1/N expansion
(Assumption 2.5), we derived bosonic and fermionic loop equations. We probed the pole structures
of correlation functions by analyzing the loop equations, and in particular we found the associated
genus-zero algebraic curve (Proposition 4.1) whose ramification points are one Airy-like, and one
Bessel-like. Finally starting with a quintuple S (Definition 5.1), we obtained a set of recursive
formulae that solves the loop equations of supereigenvalue models in the Ramond sector (Theo-
rem 5.2). Note that no differentials have a pole at the Bessel-like ramification point, unlike the
Eynard-Orantin topological recursion, which can be thought of as a supersymmetric correction.
There are several interesting open questions; hence, let us summarize them in the same order as
the outline of the paper.
Truncation: It is an interesting consequence that both supereigenvalue models in the NS
sector and Ramond sector hold this feature as proved in Proposition 2.2. The technique
used in the proof closely follows the one used for the NS sector originally shown in [34]. This
requires careful permutations of indices of integration variables as well as the properties of
the Pfaffian, but it has nothing to do with any supersymmetric algebra in the computation.
Therefore, one may ask:
• Can we prove the truncation from a different point of view such that it conceptually
relates to super Virasoro constraints?
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• What if we consider multi-cut or multi-covered supereigenvalue models (if such models
exist)? Does the number of cuts or coverings relate to the degree of the truncation?
Following a similar spirit, is it possible to construct supereigenvalue models with more
than one supersymmetries (N = 2 or N = 4)? How does the truncation of their free
energy appear?
1/N Assumption: This is a crucial assumption we made in the paper, and some propositions
and theorems hold only subject to this assumption. Note that strictly speaking, all we need
for Theorem 5.2 is the 1/N expansion for the free energy, but not necessarily for the partition
function. Our justification for this assumption was initially only the fact that the models are
analogous to those in the NS sector. However, since it has been proven with the assumption
that all correlation functions can be recursively computed, it also enhances the plausibility
of the assumption. The remaining questions towards this direction are:
• Can we rigorously prove the 1/N expansion of the partition function and the free en-
ergy?
• If possible, can we further relate these models to some matrix models, and can we
understand combinatoric perspectives?
Correlation Functions: Recall that we defined the fermionic loop insertion operator (3.4)
as a power series in 1/X. This is because we wanted to evaluate all correlation functions
as meromorphic multilinear differentials on S. In particular, X
1
2 (z) is not a meromorphic
function, which does not work well with many known techniques to derive topological
recursion.
However, what if we naively defined the fermionic loop insertion operator as the expan-
sion of 1/Xn+
1
2 for n ≥ 0? This modification would explain the somewhat bizarre x(q)
factor in (5.31). More explicitly, let us consider non-meromorphic multi-valued differentials
Ω
(1)
g,n|1(J |z), Ω
(0)
g,n|2(J |z, z˜), and Ωˆ
(0)
g,n|2(J |z, z˜) by
Ω
(1)
g,n|1(J |z) = x
1
2ω
(0)
g,n|1(J |z), (6.1)
Ω
(0)
g,n|2(J |z, z˜) = x
1
2 x˜
1
2ω
(0)
g,n|2(J |z, z˜), (6.2)
Ωˆ
(0)
g,n|2(J |z, z˜) = x
1
2 x˜
1
2 ωˆ
(0)
g,n|2(J |z, z˜). (6.3)
Then, (5.30) and (5.31) would be schematically rewritten in a more symmetric form:
ω
(0)
g,n+1|0
(z, J |) =Res
q→0
K(z, q, σ(q))
(
1
2
ω
(0)
g−1,n+2|0
(q, σ(q), J |) +
1
2
Ωˆ
(0)
g−1,n|2
(J |q, σ(q))
+
∗∑
g1+g2=g
J1∪J2=J
ω
(0)
g1,n1+1|0
(q, J1|)ω
(0)
g2,n2+1|0
(σ(q), J2|)
)
, (6.4)
Γˆ(z) = Γ(z)−
1
2dx
Res
z˜→0
Γ(z˜)
(
Ω
(0)
0,0|2(|z˜, z)− Ω
(0)
0,0|2(|σ(z˜), z)
)
, (6.5)
where Γ(z) = x
1
2 γ(z), Γˆ(z) = x−
1
2 γˆ(z). We note that (5.34) and (5.35) still precisely hold
by replacing γˆ(z) and ω
(a)
g,n|m(J |K) with Γˆ(z) and Ω
(a)
g,n|m(J |K). In contrast, the recursion for
Ωˆ
(0)
g,n|2(J |z, z˜) will be modified from (5.32) to get the correct non-meromorphic differentials,
which we shall discuss shortly.
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Besides the question of how to make sense of the multi-valued function x
1
2 and differentials
(6.1)-(6.3), one may also ask:
• Since fermionic fields are normally interpreted as sections on a spin bundle in physics,
would it make the formalism simpler if we define half-order differentials instead of
standard differentials for ω
(0)
g,n|2(J |z, z˜)?
Antisymmetric Bilinear Differentials: Relating to the previous discussion, let us ignore
the ambiguity of x
1
2 for now and naively consider the antisymmetric bilinear differential
Ω
(0)
0,0|2(|z, z˜) as in (6.2). First of all, in terms of the local coordinate z, Ωˆ
(0)
0,0|2(|z, z˜) is written
as
Ωˆ
(0)
0,0|2(|z, z˜) =
1− zz˜
(z − z˜)2(1− z2)
1
2 (1− z˜2)
1
2
dzdz˜. (6.6)
Note that in the limit z → z˜, we have
Ωˆ
(0)
0,0|2(|z, z˜) =
dzdz˜
(z − z˜)2
+ reg. at z → z˜. (6.7)
Thus, it behaves analogously to the Bergman kernel.
Let us point out one more aspect which motivates us to consider a formalism with x
1
2 .
Notice that
Ωˆ
(0)
0,0|2(|z, v) =
dz
(1− z2)
1
2
dv
d
dv
(1− v2)
1
2
z − v
. (6.8)
By using this relation, one can explicitly check the following∫ q
σ(q)
Ωˆ
(0)
0,0|2(|z, ·) =
x(z)
1
2
x(q)
1
2
∫ q
σ(q)
ω
(0)
0,2|0(z, ·|). (6.9)
The right hand side is precisely what appears if we rewrite the recursion (5.32) in terms of
Ωˆ
(0)
g,n|2(J |z, z˜). Therefore, let us naively define another recursion kernel Kˆ(z, q, σ(q)) by
Kˆ(z, q, σ(q)) =
1
2
∫ q
σ(q) Ωˆ
(0)
0,0|2(|z, ·)
ω
(0)
0,1|0(z|) − ω
(0)
0,1|0(σ(z)|)
, (6.10)
then the recursive formula for Ωˆ
(0)
g,n|2(J |z, z˜) would be schematically given by
Ωˆ
(0)
g,n|2(J |z, z˜) =Resq→0
Kˆ(z, q, σ(q))
(
Ωˆ
(0)
g−1,n+1|2(σ(q), J |q, z˜)
+
∗∑
g1+g2=g
J1∪J2=J
(
ω
(0)
g1,n1+1|0
(q, J1|)Ωˆ
(0)
g2,n2|2
(J |σ(q), z˜)
+ ω
(0)
g1,n1+1|0
(σ(q), J1|)Ωˆ
(0)
g2,n2|2
(J |q, z˜)
))
. (6.11)
It is worth mentioning that the product of Kˆ(z, q, σ(q)) and Ωˆ
(0)
g,n|2(J |q, z˜) is well-defined
meromorphic differentials in terms of q so that the residue formula can still make sense.
A bonus is that we could view supereigenvalue models in the NS sector and the Ramond
sector from one single recursive formalism. Namely, we take (6.4), (6.5), and (6.11) as the
universal recursive formulae, and what we choose is the initial condition. For example, if
we choose Ωˆ
(0)
0,0|2(|z1, z2) = B(z1, z2) in S as the initial condition instead of (6.6), and if we
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apply these new formulae (6.4) and (6.11), then we recursively find that Ωˆ
(0)
g,n|2(J, |z, z˜) =
ω
(0)
g,n+2|0(z, z˜, J |), which is a consequence of Becker’s formula. In particular, (6.4) reduces
down to the Eynard-Orantin topological recursion as discussed in [10]. Furthermore, if we
consider an analogous equation of (6.5) in the NS sector, we find that the second term
vanishes and it gives ΓNS(z) = ΓˆNS(z). Therefore, we exactly recover Theorem 4.1 in [10]
for the NS sector from the same recursive formulae with a different initial condition.
• Is there any formalism that naturally unifies the recursion for both the NS and Ramond
sector?
• What are geometric characteristics of Ωˆ
(0)
0,0|2(|z, z˜)?
All of the above arguments suggest that the definitions (6.1)-(6.3) seem to serve better
for unification of the NS and Ramond sector. One way of dealing with x
1
2 is to re-evaluate
Theorem 5.2 on a different algebraic curve which is defined by y and s where s2 = x, so
that s“ = ”x
1
2 becomes a meromorphic function on the new curve. Accordingly, we find
another natural involution ρ that didn’t appear in the previous formalism, namely ρ sends
s 7→ −s and Γ 7→ −Γ but keeps y and x = s2 invariant. Moreover, if we denote by u a
local coordinate of the new curve and by B(u1, u2) the Bergman kernel defined on the new
curve, then ω
(0)
0,2|0(u1, u2|) and Ωˆ
(0)
0,0|2(|u1, u2) are written in a nice form as:
ω
(0)
0,2|0(u1, u2|) =B(u1, u2) +B(ρ(u1), u2), (6.12)
Ωˆ
(0)
0,0|2(|u1, u2) =B(u1, u2)−B(ρ(u1), u2). (6.13)
Motivated from this observation, we are currently constructing an abstract recursive
framework which answers some of the questions raised above for unification. Since, however,
this is quite different from the scope of this paper, we leave further discussions to a paper
[11].
Super Partner Polynomial Equation: Let us come back to Theorem 5.2 in terms of mero-
morphic differentials on S. The super partner (4.29) of the algebraic curve (4.6) is utilized
for computing the ξl-dependent differentials, though it is not as simple as the one for the
NS sector. We note that the recursive formulae (5.31) and (5.32) hold without knowing
any data of the super partner (4.29). Therefore, the ξl-independent differentials are the
same for any choice of Ψ(x). This leads us to a question what the super partner equation
and ξl-dependent differentials are computing if we apply this formalism to examples beyond
supereigenvalue models.
Also, our formalism is based on an ordinal algebraic curve of genus zero, and consider
Grassmann-valued differentials on the curve. However, since the super partner curve is
discovered in both the NS sector and the R sector, one may try to reformulate them with
a super Riemann surface as the underlying geometry. For example, [38] discusses that
supertori are algebraic curves. We do not have a clear understanding in this aspect at the
moment:
• What is the meaning of the super partner polynomial equation beyond supereigenvalue
models?
• Can we reformulate the recursive equations with the concept of super Riemann sur-
faces?
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Super Airy Structures: Recently, [12] proposed another supersymmetric topological re-
cursion from an algebraic point of view, what the authors call super Airy structures, as
a generalization of [31, 1]. Their starting point is a super Virasoro-like constraint acting
on a partition function, and they prove that there exists a unique partition function for
a given set of super-Virasoro operators, and such a partition function can be recursively
computed. Note that their super Virasoro-like constraint is essentially different from that
for supereigenvalue models introduced in Section 2. In the context of super Airy structures,
supersymmetric corrections also appear only for genus one or higher, in a similar way to
(5.31). It deserves further investigation to see whether their recursion is related to the
recursion presented in this paper. [11] will discuss more about this.
Even without supersymmetry, it is an interesting question whether we can consider the
standard Airy structure that captures the ξl-independent recursive formulae (5.31) and
(5.32). However, note that the differentials obtained from (5.32) are not fully symmetric
among thier variables, hence we need a more generalized formalism than Airy structures.
Potentially geometric recursion recently proposed in [2] can be useful for realizing this
recursion from a categorical perspective:
• Is it possible to interpret the recursion for the Ramond sector as an example of super
Airy structures?
• Is geometric recursion helpful to understand the recursive formalism presented in The-
orem 5.2?
Besides the open questions above, there are a few more that we can pursue. First of all, it is
interesting to see how the recursive structure appears in the Ramond-R type models introduced in
[18]. Since the explicit definition is given, similar computational techniques described in this paper
might be applicable to these models. Also, [16, 17, 18] discussed supereigenvalue models in length
in the context of super quantum curves. It is certainly worth investigating more on those aspects.
A bit differently, Theorem 5.2 shows that two systems of multilinear differentials mix up in their
recursion. Since it is known that differentials obtained by the Eynard-Orantin topological recursion
have some enumerative interpretation, we suspect that the differentials from Theorem 5.2 can be
also realized in terms of curve counting. Interesting discussions of behaviours of higher genus super
Riemann surfaces and their moduli spaces can be found in [20, 40, 41, 42, 43]. It remains to be seen
further investigation to see whether these arguments have relations to the new recursion shown in
this paper (or perhaps the more abstract one in [11]).
Finally, [39] recently considered a supersymmetric recursion for super JT gravity. Then a natural
question is whether supereigenvalue models can realize 2d supergravity, presumably after taking
some limit as analogous to the double scaling limit in Hermitian matrix models.
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Appendix A. Derivation of (3.16)
We derive the bosonic and fermionic loop equation in this section. The computational technique
shown here closely follows Appendix B in [10]. For simplicity, we redefine g1 + T → g1 in this
section. One can simply shift the explicit dependence of g1 in the loop equation by g1 → g1 + T to
recover the T dependence.
A.1. Bosonic Loop Equation
As shown in Appendix B in [10], the contribution from the first line of (2.5) is
−
N
t
V ′(x)W
(0,2)
1|0 (x|) +
1
2
W
(0,2)
2|0 (x, x|) +
1
2
W
(0,2)
1|0 (x|)
2 + P
(0,2)
1|0 (x|) (A.1)
where
P
(0,2)
1|0
(x|) = −
∑
m≥0
xm−1
∑
k≥0
(m+ k + 1)gm+k+1
∂
∂gk
F (0,2). (A.2)
To evaluate the second line of (2.5), notice that we can manipulate∑
k,n≥0
1
xn+2
(n
2
+ k
)
ξk∂ξn+k =
1
2
∑
k,n≥0
(
−
d
dx
1
xn+1
+
2k − 1
xn+2
)
ξk∂ξn+k
=
1
2
∑
m≥0
m∑
k=0
(
−
d
dx
xk
xm+1
+
(2k − 1)xk−1
xm+1
)
ξk
∂
∂ξm
=
1
2

 ∑
m,k≥0
−
∑
m≥0
∑
k≥m+1

(− d
dx
xk
xm+1
+
(2k − 1)xk−1
xm+1
)
ξk
∂
∂ξm
=
1
2
d
dx
Ψ(x)
(
∂
∂Ψ(x)
−
1
2x
∂
∂ξ0
)
+
1
2
(
2Ψ′(x)−
Ψ(x)
x
)(
−
∂
∂Ψ(x)
+
1
2x
∂
∂ξ0
)
−
∑
l,m≥0
l + 2m+ 1
2
xl−1ξl+m+1
∂
∂ξm
=
1
2
(
Ψ(x)
d
dx
∂
∂Ψ(x)
−Ψ′(x)
∂
∂Ψ(x)
+
Ψ(x)
x
∂
∂Ψ(x)
)
−
1
2
∑
l,m≥0
l + 2m+ 1
1 + δm,0
xl−1ξl+m+1
∂
∂ξm
. (A.3)
Also, we have
∂
∂Ψ(x)
d
dx
∂
∂Ψ(x)
=
1
2
∑
k≥0
(
k + 1
xk+3
∂
∂ξ0
∂
∂ξk
+
1
xk+3
∂
∂ξk
∂
∂ξ0
)
−
∑
k,l≥0
l + 1
xk+l+3
∂
∂ξk
∂
∂ξl
=
1
2
∑
k≥0
k
xk+3
∂
∂ξ0
∂
∂ξl
−
∑
n≥0
n∑
l=0
n− l + 1
xn+3
∂
∂ξl
∂
∂ξn−l
=
2
x
∑
n≥0
1
xn+2
(
n
4
∂
∂ξ0
∂
∂ξn
−
1
2
n∑
l=0
(n
2
− l
) ∂
∂ξl
∂
∂ξn−l
)
. (A.4)
Putting all of them together, we arrive at the bosonic loop equation (3.16).
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A.2. Fermionic Loop Equation
Similarly, we can have ∑
m,k≥0
(
ξk
Xm+1
∂
∂gr+k
+
kgk
Xm+1
∂
∂ξm+k
)
=
∑
m,k≥0
(
ξkx
k
Xm+k+1
∂
∂gm+k
+
kgkx
k
Xm+k+1
∂
∂ξm+k
)
=
∑
n≥0
n∑
k=0
(
ξkX
k
Xn+1
∂
∂gn
+
kgkX
k
Xn+1
∂
∂ξn
)
=

∑
n,k≥0
−
∑
n≥0
∑
k≥n+1

( ξkXk
Xn+1
∂
∂gn
+
kgkX
k
Xn+1
∂
∂ξn
)
= −Ψ(x)
∂
∂V (X)
−XV ′(X)
(
∂
∂Ψ(X)
−
1
2X
∂
∂ξ0
)
−
∑
n,l≥0
X l
(
ξl+n+1
∂
∂gn
+ (l + n+ 1)gl+n+1
∂
∂ξn
)
. (A.5)
Also,
∂
∂Ψ(X)
∂
∂V (X)
=
∑
k,l≥0
1
Xk+l+2
∂
∂ξl
∂
∂gk
−
1
2
∑
k≥0
1
Xk+2
∂
∂gk
∂
∂ξ0
=
1
X
∑
m≥0
1
Xm+1
(
m∑
k=0
∂
∂ξk
∂
∂gm−k
−
1
2
∂
∂gm
∂
∂ξ0
)
(A.6)
Thus, (3.29) indeed holds.
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