I The map equation for overlapping communities
Here we provide the detail of the map equation for overlapping communities 1, 2 . Define a cover M of a network N as a set of communities such that each node is assigned to at least one community. The map equation L(M) gives the average number of bits per step that it takes to describe an infinite random walk on the network with cover M:
where k is the index of community (note that we also use k denote the k-th community for simplification), i the index of node, and c the number of communities; is the probability of using the second level codebook and the exit code for community k, and p i k is the probability of node i being visited as a number of community k, which is equal to the probability of using the second level code for node i in community k. H(Q) is the average description length of the first level codebook:
while H(P k ) is the description length of the second level codebook for community k:
In order to compute the map equation for overlapping communities, we need to calculate the visit rates p i k for all communities k ∈ M i which a node i is assigned to, and the exit probabilities k out q of all communities. Here M i denotes the set of community indexes of some node i. The switches between multiply assigned nodes and overlapping communities are straightforward. Whenever the random walk arrives at a node that is assigned to multiple communities, it remains in the same community if possible or switches to one of the other communities randomly otherwise. For example, assuming that the walk is at a node j in community s, it remains in community s when moving to node i if node i is assigned to community s, s ∈ M i . But if node i is not assigned to community s, s ∉ M i , it switches with equal probability 1/|M i | to any of the communities to which node i is assigned. If the transition function is defined as 
the visit rates can then be written as 
Using (5) and (6), the map equation in (1) can be derived.
II The proof of Theorem 1
We adopt the auxiliary function approach used in Expectation-Maximization and Nonnegative Matrix Factorization. The basic idea is to construct an auxiliary function ( , ) Then , satisfies the conditions of being an auxiliary function for ( ). We can define the series of updating rules as: So we have the update rule for as in Eq. (14) in the main text.
