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Pre´sente´ par5
Re´sume´. Nous pre´sentons une approche structurelle de re´sultats de sauts
dans le comportement du profil de classes he´re´ditaires de structures finies.
Nous partons de la notion suivante due a` N.Thie´ry et au second auteur. Une
de´composition monomorphe d’une structure relationnelle R est une partition
de son domaine V (R) en une famille de parties (Vx)x∈X telles que les res-
trictions de R a` deux parties finies A et A′ de V (R) sont isomorphes pourvu
que les traces A ∩ Vx et A′ ∩ Vx aient meˆme cardinalite´ pour tout x ∈ X.
Soit Sµ la classe des structures relationnelles de signature µ qui n’ont pas
de de´composition monomorphe finie. Nous montrons que si une sous classe
he´re´ditaire D de Sµ est forme´e de structures relationnelles ordonne´es elle
contient un ensemble fini A tel que tout e´le´ment de D abrite un e´le´ment de
A. En outre, pour chaque R ∈ A, le profil de l’aˆge A(R) de R (consistant en
les sous-structures finies de R) est au moins exponentiel. Il en re´sulte que, si
le profil d’une classe he´re´ditaire de structures ordonne´es n’est pas borne´ par
un polynoˆme, il est au moins exponentiel. Un re´sultat faisant partie d’une
classification obtenue par Balogh, Bolloba´s et Morris en 2006 pour les graphes
ordonne´s. Pour citer cet article : Djamila Oudrar, Maurice Pouzet, C. R.
Acad. Sci. Paris, Ser. I.
Abstract
Monomorphic decomposition of relational structures. Application
to the profile of hereditary classes. We present a structural approach
of some results about jumps in the behavior of the profile (alias generating
function) of hereditary classes of finite structures. We start with the following
notion due to N.Thie´ry and the second author. A monomorphic decomposition
of a relational structure R is a partition of its domain V (R) into a family of
sets (Vx)x∈X such that the restrictions of R to two finite subsets A and A
′
of V (R) are isomorphic provided that the traces A ∩ Vx and A′ ∩ Vx have
the same size for each x ∈ X. Let Sµ be the class of relational structures of
signature µ which do not have a finite monomorphic decomposition. We show
that if a hereditary subclass D of Sµ is made of ordered relational structures
then it contains a finite subset A such that every member of D embeds some
member of A. Furthermore, for each R ∈ A the profile of the age A(R) of R
(made of finite substructures of R) is at least exponential. We deduce that if
the profile of a hereditary class of finite ordered structures is not bounded by a
polynomial then it is at least exponential. This result is a part of classification
obtained by Balogh, Bolloba´s and Morris (2006) for ordered graphs. To cite
this article: Djamila Oudrar, Maurice Pouzet, C. R. Acad. Sci. Paris, Ser.
I.
Les auteurs de´dient ce texte a` la me´moire de Roland Fra¨ısse´ et Claude Frasnay.
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Abridged English version6
Let us call profile of a class C of finite relational structures the integer function7
ϕC which counts for each non negative integer n the number of members of C on8
n elements, isomorphic structures being identified. Numerous papers discuss the9
behavior of this function when C is hereditary (that is contains every substructure10
of a member of C ) and is made of graphs (directed or not), of tournaments, of11
ordered sets, of ordered graphs, of ordered hypergraphs. Futhermore, thanks to12
a result of Cameron [8], it turns out that the line of study about permutations13
(see [1]) originating in the Stanley-Wilf conjecture, solved by Marcus and Tardos14
(2004) [17], falls under the frame of the profile of hereditary classes of relational15
structures (see [19]). The results show that the profile cannot be arbitrary: there16
are jumps in its possible growth rate. Typically, its growth is polynomial or faster17
than every polynomial ([21] for ages, see [23] for a survey) and for several classes of18
structures, either at least exponential (e.g. for tournaments [4, 6], ordered graphs19
and hypergraphs [2, 3, 14] and permutations [13]) or at least with the growth of20
the partition function (e.g. for graphs [5]). For more, see the survey of Klazar [15].21
A structural approach of jump results, at least from polynomial growth to faster22
growth seems to be possible in view of the following result.23
Theorem 0.1. If the profile of a hereditary class C of finite relational structures24
(with a finite signature µ) is not bounded by a polynomial then it contains a hered-25
itary class A with this property which is minimal w.r.t. inclusion.26
Indeed, according to Theorem 0.1, the jumps in the profile are given by the27
growth rate of the profile of these minimal classes. Trivially, these classes are up-28
directed w.r.t. embeddability, hence, according to an old and well know result of29
Fra¨ısse´, each one is the age A(R) of some relational structure R (the collection of30
finite structures which are embeddable into R). A description of these R would31
allow to evaluate the profile of A(R). We partially do it when they are ordered.32
Theorem 0.1 appears in a somewhat equivalent form as Theorem 0.1 of [24]. It33
is not trivial, the main argument relies on a result going back to the thesis of the34
second author [21], namely Lemma 4.1 p. 23 of [24]. We give below an outline of35
proof in the case of ordered structures.36
Our first result is this:37
Theorem 0.2. (a) If an ordered relational structure R with a finite signature µ, has38
a finite monomorphic decomposition then the profile of A(R) is eventually a quasi39
polynomial, otherwise, it is exponential. More generally, (b) if C is a hereditary40
class of finite ordered relational structures with a finite signature µ, then either41
there is finite bound on the number of monomorphic components of each member42
of C and the profile is eventually a quasi-polynomial, or the profile of C is at least43
exponential.44
The proof of Theorem 0.1 follows from (a). Indeed, let C with a non polynomially45
bounded profile. If C has no infinite antichain then the collection of its hereditary46
subclasses is well-founded. And we are done. If it contains an infinite antichain47
then it contains an age A(R) with infinitely many bounds which contains no infinite48
antichain (this is standard, see the mention made p.23, line 9 of [24]). Thanks to a49
result of Higman on words [11], the age of a structure having a finite monomorphic50
decomposition is hereditary well quasi ordered, hence by the main result of [20] it51
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has finitely many bounds. Thus R cannot have a finite decomposition and hence by52
(a) its profile grows exponentially. Since this age has no infinite antichain, we are53
back to the first case. The proof of (b) follows from (a) by the same considerations.54
Let Sµ be the class of all relational structures of signature µ, µ finite, without55
any finite monomorphic decomposition.56
Conjecture 1. There is a finite subset A made of incomparable structures of Sµ57
such that every member of Sµ embeds some member of A.58
If we replace Sµ by the hereditary class D made of bichains then A has twenty59
elements [18]. If D is made of tournaments then A has twelve elements [6]. Our60
second result is this:61
Theorem 0.3. (a) Conjecture 1 holds if we replace Sµ by the hereditary class D62
made of ordered relational structures of arity µ. (b) If D is made of undirected63
graphs, A has ten elements. (c) If D is made of ordered reflexive (or irreflexive)64
directed graphs, A contains two hundred and thirteen elements such that the linear65
order is isomorphic to ω. In this last item A is made of members whose profile66
grows exponentially, in fact as fast as the Fibonacci sequence.67
Our tools are Ramsey’s theorem and the notion of monomorphic decomposition68
of a relational structure. It was introduced in [24] in the sequel of R. Fra¨ısse´ who69
invented the notion of monomorphy and C. Frasnay who proved the central result70
about this notion [10].71
1. Notions de base et re´sultats principaux72
Notre terminologie est celle de Fra¨ısse´ [9]. Une structure relationnelle est une73
paire R := (V, (ρi)i∈I) forme´e d’une famille de relations ni-aires ρi sur V ; l’en-74
semble V est le domaine, note´ V (R), la famille µ := (ni)i∈I est la signature. Une75
structure relationnelle binaire, simplement structure binaire, est forme´e uniquement76
de relations binaires. Elle est ordonne´e si une des ses relations ρi, disons par exemple77
ρ1, est un ordre line´aire. Une structure relationnelle R s’abrite dans une structure78
relationnelle R′, fait note´ R ≤ R′, si R est isomorphe a` une sous-structure in-79
duite de R′. Une classe C de structures est dite he´re´ditaire si elle contient toute80
structure relationnelle qui s’abrite dans un membre de C . La classe des structures81
relationnelles finies de signature µ est de´signe´e par Ωµ. Elle est pre´ordonne´e par82
la relation d’abritement. Si B est un sous-ensemble de Ωµ alors Forb(B) est la83
sous-classe des membres de Ωµ qui n’abritent aucun membre de B. Clairement,84
Forb(B) est une classe he´re´ditaire. Pour la re´ciproque, notons qu’une borne d’une85
classe he´re´ditaire C de structures relationnelles finies est toute R qui n’appartient86
pas a` C telle que toute R′ qui s’abrite strictement dans R appartient a` C . Claire-87
ment, chaque borne de C est finie et si B(C ) de´signe la collection des bornes de C88
alors C = Forb(B(C )). Si C est contenue dans Ωµ et A est un ensemble ordonne´,89
nous posons C .A := {(R, f) : R ∈ C , f : V (R)→ A} et (R, f) ≤ (R′, f ′) si il existe90
un abritement h de R dans R′ tel que f(x) ≤ f ′(h(x)) pour tout x ∈ V (R). Nous91
rappelons que A est belordonne´ (wqo) si A ne contient ni antichaˆıne infinie ni chaˆıne92
infinie strictement de´croissante. Nous disons que C est he´re´ditairement belordonne´e93
si C .A est belordonne´e pour tout ensemble belordonne´ A. Nous rappelons que si94
la signature est finie, une sous-classe de Ωµ qui est he´re´ditaire et he´re´ditairement95
belordonne´e posse`de un nombre fini de bornes ([20]).96
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Soit R une structure relationnelle. Un sous-ensemble V ′ de V (R) est un bloc97
monomorphe de R si pour tout entier k et pour toute paire A, A′ de sous-ensembles98
a` k e´le´ments de V (R), les structures induites par A et A′ sont isomorphes de`s que99
A\V ′ = A′\V ′. Une de´composition monomorphe de R est une partition P de V (R)100
en blocs monomorphes. Un bloc monomorphe qui est maximal pour l’inclusion est101
une composante monomorphe de R. Les composantes monomorphes de R forment102
une de´composition monomorphe de R et toute autre de´composition monomorphe103
de R est plus fine qu’elle (Proposition 2.12 of [24]). Si une structure relationnelle104
infinie a une de´composition monomorphe finie en k+1 blocs, alors trivialement son105
profil est borne´ par un polynoˆme de degre´ k. En fait, et c’est le re´sultat principal106
de [24], c’est e´ventuellement un quasi-polynoˆme dont le degre´ est le nombre de107
composantes monomorphes infinies moins 1 (a` partir d’un certain rang, c’est une108
somme ak(n)n
k+ · · ·+a0(n) dont les coefficients ak(n), . . . , a0(n) sont des fonctions109
pe´riodiques). La re´ciproque est fausse, sauf si la structure est ordonne´e. C’est une110
conse´quence de notre premier re´sultat :111
The´ore`me 1.1. (a) Si une structure ordonne´e R d’arite´ finie µ a une de´composition112
monomorphe finie alors le profil de son age A(R) est e´ventuellement un quasi-113
polynoˆme, autrement ce profil est au moins exponentiel. Plus ge´ne´ralement, (b) si114
C est une classe he´re´ditaire de structures finies (et l’arite´ µ est finie) alors soit il115
existe une borne sur le nombre de composantes monomorphes de chaque membre116
de C et le profil est e´ventuellement un quasi-polynoˆme, soit le profil est au moins117
exponentiel.118
Le cas d’une classe he´re´ditaire se rame`ne au cas d’un aˆge. C’est clair si C est119
une union finie d’aˆge. Sinon, C contient une antichaˆıne infinie et par suite un aˆge120
belordonne´ ayant une infinite´ de bornes. Cet age ne peut eˆtre celui d’une structure R121
ayant une de´composition monomorphe finie. En effet, graˆce a` un re´sultat d’Higman122
sur les mots [11], l’aˆge d’une structure ayant une de´composition monomorphe finie123
est he´re´ditairement belordonne´, et donc d’apre`s le re´sultat de [20] mentionne´ ci-124
dessus nous avons :125
Lemme 1.2. L’aˆge d’une structure ayant une de´composition monomorphe finie a126
un nombre fini de bornes.127
Ainsi, d’apre`s (a) la croissance du profil de A(R) et donc celle du profil de128
C est au moins exponentiel. Notons pour le (a) que R := (V,≤, (ρi)i<m) a une129
de´composition monomorphe finie si et seulement si chaque Ri := (V,≤, ρi) en a130
une, ou encore s’il existe une partition de V en un nombre fini d’intervalles de ≤131
tels que les injections partielles qui les pre´servent sont des isomorphismes locaux132
de R.133
Soit Sµ la classe de toutes les structures relationnelles de signature µ qui n’ont134
pas de de´composition monomorphe finie.135
Conjecture 1. Il existe un sous-ensemble fini A forme´ de structures incomparables136
de Sµ tel que tout e´le´ment de Sµ abrite un e´le´ment de A.137
Si nous remplac¸ons Sµ par la classe D forme´e des bichaˆınes, A posse`de vingt138
e´le´ments [18], tandis que si D est forme´e de tournois, A posse`de douze e´le´ments [6].139
Notre second resultat est le suivant :140
The´ore`me 1.3. (a) Cette conjecture est vraie si Sµ est remplace´e par la classe141
D forme´e des structures ordonne´es d’arite´ µ. (b) Si D est forme´e de graphes (non142
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dirige´s), A posse`de dix e´le´ments. (c) Si D est forme´e des graphes (dirige´s) ordonne´s143
re´flexifs (ou irre´flexifs), A posse`de deux cent treize e´le´ments si l’ordre line´aire est144
isomorphe a` ω. Dans ce dernier cas A est forme´ de membres dont le profil a une145
croissance exponentielle, au moins e´gale a` la croissance de la suite de Fibonacci.146
La conclusion de (c) est contenue dans le the´ore`me 1.1 de Balogh, Bolloba´s et147
Morris (2006) [3]. Dans le cas (b), les dix e´le´ments Gi, 1 ≤ i ≤ 10, de A ont le meˆme148
ensemble de sommets V (Gi) := N × {0, 1}. Soient A := N × {0} et B := N× {1}.149
Pour i := 1, 2, 3, les sous-ensembles A et B sont des inde´pendants et une paire150
{(n, 0), (m, 1)} pour n,m ∈ N est une areˆte de G1 si n = m, une areˆte de G2 si151
n ≤ m et une areˆte de G3 si n 6= m. Ainsi, G1 est la somme directe d’une infinite´152
de copies de K2 (le graphe complet a` deux sommets) et G2 est le demi-biparti153
complet de Schmerl et Trotter. Pour 4 ≤ i ≤ 7, l’un des sous-ensembles A, B est154
une clique et l’autre un inde´pendant. Ainsi, l’ensemble E(G4) des areˆtes de G4 est155
E(G1) ∪ {{(n, 0), (m, 0)}, n 6= m ∈ N}, E(G5) := E(G2) ∪ {{(n, 0), (m, 0)}, n 6=156
m ∈ N}, E(G6) := E(G2) ∪ {{(n, 1), (m, 1)}, n 6= m ∈ N} et E(G7) := E(G3) ∪157
{{(n, 0), (m, 0)}, n 6= m ∈ N}. Les graphes Gi, i = 8, 9, 10, sont tels que les sous-158
ensembles A et B sont tous les deux des cliques avec E(G8) ∩ E(G1) = E(G1),159
E(G9)∩E(G2) = E(G2) et E(G10)∩E(G3) = E(G3). Le graphe G8 est le dual de160
G3, le graphe G7 le dual de G4 et le graphe G10 le dual de G1.161
Dans le cas (a), chaque graphe G ∈ A a un ensemble de sommets e´gal a` N×{0, 1}162
ou a` {0} ∪ N× {0, 1}. Si ≤ est isomorphe a` ω, on obtient deux cent treize graphes163
re´flexifs (ou irre´flexifs) et si ≤ est isomorphe a` ω∗, on obtient deux cent treize164
autres graphes (les meˆmes que le cas pre´ce´dent, seul l’ordre ≤ change). Parmi ces165
exemples se trouvent les douze bichaˆınes B := (V,≤,≤′) de [18] pour lesquelles ≤166
est isomorphe a` ω ou a` ω∗ (pour les huit autres, l’ordre ≤ est de type α + β avec167
α, β ∈ {ω, ω∗}).168
2. Outils169
Nous de´finissons la partition en composantes monomorphes d’une structure R170
comme suit.171
Soient x et y deux e´le´ments de V (R) et F un sous-ensemble fini de V (R) \172
{x, y}. Nous disons que x et y sont F -e´quivalents et notons ce fait x ≃F,R y si les173
restrictions de R a` {x} ∪F et {y}∪F sont isomorphes. Pour un entier non ne´gatif174
k, posons x ≃k,R y si x ≃F,R y pour toute partie F a` k e´le´ments de V (R) \ {x, y}.175
Nous posons x ≃≤k,R y si x ≃k′,R y pour tout k
′ ≤ k et x ≃R y si x ≃k,R y pour176
tout k. Ceci de´finit trois relations d’e´quivalence sur V (R). Nous avons :177
Lemme 2.1. Les classes d’e´quivalence de ≃R sont les composantes monomorphes178
de R.179
Lemme 2.2. Les relations d’equivalence ≃k,R et ≃≤k,R co¨ıncident de`s que |V (R)| ≥180
2k + 1. Les relations d’e´quivalence ≃≤6,R et ≃R co¨ıncident pour toute structure181
binaire R. Si R est un graphe dirige´, resp. un graphe ordonne´, nous pouvons rem-182
placer 6 par 3, resp. par 2. Si T est un tournoi, le nombre de classes d’e´quivalence183
de ≃≤3,T est fini si le nombre de classes d’e´quivalence de ≃≤2,T est fini. Il existe184
un entier i(m) tel que pour une structure ordonne´e d’arite´ au plus m les relations185
d’e´quivalence ≃≤i(m),R et ≃R co¨ıncident.186
6 D.OUDRAR AND M.POUZET
La premie`re affirmation s’ensuit d’un re´sultat de Gottlieb et Kantor sur les ma-187
trices d’incidence. Le cas des structures binaires de´coule du re´sultat de reconstruc-188
tion duˆ a` Lopez [16]. Le cas des graphes dirige´s a e´te´ obtenu inde´pendamment par189
Boudabbous [7]. Le cas des structures ordonne´es de´coule d’un re´sultat duˆ a` Ille [12].190
En utilisant le re´sultat de [22] on peut montrer qu’il n’existe aucun seuil pour les191
relations ternaires.192
Dans le cas d’une structure binaire ordonne´e R := (E,≤, (ρi)i∈I) la relation193
d’e´quivalence ≃R a les proprie´te´s suivantes :194
Lemme 2.3. Toute classe d’e´quivalence ayant au moins trois e´le´ments est un in-195
tervalle de R (au sens de Fra¨ısse´) donc un intervalle de ≤. Re´ciproquement, un196
intervalle de R n’est pas ne´cessairement, une classe de 1-e´quivalence, mais tout197
intervalle qui est contenu dans une classe de 1-e´quivalence est contenu dans une198
classe d’e´quivalence.199
Lemme 2.4. Si deux classes d’e´quivalence sont telles que leur re´union est un200
intervalle de ≤ alors elles ne font pas parties d’une meˆme classe de 1-e´quivalence.201
Dans le cas particulier des graphes ordonne´s dirige´s re´flexifs (ou irre´flexifs), le202
re´sultat principal qui permet de de´terminer les e´le´ments de A est le lemme suivant :203
Lemme 2.5. Si un graphe ordonne´ dirige´ G := (V,≤, ρ) posse`de une infinite´ de204
classes d’e´quivalence alors ou bien V contient un sous-ensemble infini A tel que205
deux sommets distincts de A sont 0-e´quivalents mais non 1-e´quivalents, ou bien206
V contient deux sous-ensembles infinis disjoints A1 et A2 tels que deux sommets207
distincts de Ai, i = 1, 2, sont 1-e´quivalents mais non e´quivalents et pour tout x, y ∈208
Ai, i 6= j ∈ {1, 2}, la trace de l’intervalle I≤(x, y) sur Aj est non vide .209
Si une structure R posse`de une infinite´ de classes de k-e´quivalence alors il existe210
une famille de fonctions f : N → V (R), gi : [N]
2 → V (R) pour i < k − 1 telles que211
pour tout n < n′ ∈ N, f(n) et f(n′) ne sont pas {gi(n, n
′) : i < k − 1}-e´quivalents.212
La restriction de R a` la re´union des images de cette collection de fonctions a une213
infinite´ de classes d’e´quivalence. Le the´ore`me de Ramsey permet de trouver un sous-214
ensemble infini X ⊆ N sur lequel les fonctions de cette collection sont ”invariantes”215
pour R (la notion d’invariance est explique´e dans 2.2 de [6]). Supposons X = N,216
soit F l’application de N × {0, . . . k} dans V (R) de´finie par F (n, 0) := f(n) et217
F (n, i + 1) := gi(n, n + 1). Il s’ave`re que si R est ordonne´e, la restriction de R a`218
l’image de F a une infinite´ de classes d’e´quivalence et en outre son profil est au moins219
exponentiel. De ceci on de´duit la preuve du The´ore`me 1.1 et le (a) du The´ore`me220
1.3. La meˆme approche avec plus de soin et les lemmes ci-dessus conduisent aux221
(b) et (c) de ce re´sultat.222
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