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GLOBAL EXISTENCE OF THE SOLUTION TO EINSTEIN-MAXWELL
EQUATIONS WITH SMALL INITIAL DATA
ZONGLIN JIA BOLING GUO
Abstract. We study the global existence of Einstein-Maxwell(EM) equations on R4.
We use the method, which relies on wave and Lorentzian gauge conditions, to obtain
some exquisite estimates. Our main conclusion is that if the initial data is small enough,
then the EM system has a global in time solution.
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1. Introduction
Over the years, the relativistic theories of gravitation and electromagnetism have ex-
perienced an intensive and rapidly developing research activity. The system that unifies
these two theories consists of the EM equations. Most researches on EM equations are
performed under special metrics. However, we study this system in a general metric and
get global existence with small initial data.
Before stating our main result, let us explain the problem to be solved. First of all,
we make the following agreement. Throughout the paper, the same indices appearing
twice means summing it. Besides, we also appoint that, when denoting superscripts or
subscripts without special statements, the Greek letters such as α, β, γ, · · · belong to
{0, 1, 2, · · · , n}, while the Latin letters i, j, k, · · · are in {1, 2, · · · , n}.
A Lorentzian manifold (V, g) is an n + 1-dimensional smooth manifold V admitting
a symmetric 2-tensor g with signature (−,+, · · · ,+︸ ︷︷ ︸
n-times
). In this paper, we consider the
following Einstein-Maxwell(EM) equations on (V, g)

Ricαβ − 12R · gαβ = Tαβ (Einstein equation)
dF˜ = 0 (the first set of Maxwell equation)
divgF˜ = 0, (the second set of Maxwell equation)
where Ric and R are Ricci tensor and scalar curvature of g respectively. Let (xα) be
a local coordinate chart of V . Sometimes, we write ∂
∂xα
as ∂α. Furthermore, F˜ :=
1
2
F˜αβdx
α ∧ dxβ(we have assume that F˜αβ = −F˜βα) is a 2-form and Tαβ is given by
Tαβ := F˜
λ
α F˜βλ −
1
4
gαβF˜
λµF˜λµ,(1.1)
where we have raised the indices by (gαβ) which is the inverse of the metric matrix (gαβ).
From (10.2) of Chapter 6 of [1] it follows that the Einstein equation is equivalent to a
1
2simpler one
Ricαβ = F˜
λ
α F˜βλ −
1
2(n− 1)gαβF˜
λµF˜λµ.(1.2)
This paper mainly focuses on EM equations on R3 × R ≡ R4, which is a simply
connected manifold. Hence the first set of Maxwell equation is equivalent to F˜ = dA for
some one-form A.
Let h := g −m, where m is the Minkowski metric of R4, and set
L := {∂α, Ωαβ := −xα∂β + xβ∂α, S˜ := t∂t + r∂r |α, β = 0, 1, 2, 3}.
This family of vector fields plays a critical role in the study of the wave equation in
Minkowski space-time. We denote the above vector fields by Zι with an 11-dimensional
integer index ι = (0, · · · , 1, · · · , 0). Let I := (ι1, · · · , ιk), where |ιi| = 1 for 1 6 i 6 k, be a
multi-index of length |I| = k and let ZI := Zι1 · · ·Zιk denote a product of k vector fields
from the family L. By a sum I1+I2 = I we mean a sum over all possible order preserving
partitions of the multi-index I into two multi-indices I1 and I2, i.e. if I = (ι1, · · · , ιk),
then I1 = (ιi1 , · · · , ιin) and I2 = (ιin+1 , · · · , ιik), where i1, · · · , ik is any reordering of the
integers 1, · · · , k such that i1 < · · · < in and in+1 < · · · < ik. With this convention the
Leibnitz rule becomes
ZI(f · g) =
∑
I1+I2=I
(ZI1f) · (ZI2g).
Let ✷ := mαβ∂α∂β(where α, β ∈ {0, 1, 2, 3}). From Section 2 of [7] it follows that we have
the next commutation properties:
[✷, ∂α] = 0, [✷,Ωαβ ] = 0 and [✷, S˜] = 2✷,
where [X, Y ] := XY − Y X is the commutator. For Z ∈ L, denote [Z,✷] := cZ · ✷, i.e.
cZ = 2, if Z = S˜, and 0, otherwise. Moreover, set
EN(t) :=
∑
|I|6N,Z∈L
(||√w∂ZIh(·, t)||L2 + ||√w∂ZIA(·, t)||L2) ,(1.3)
where
w(q) :=
{
1 + (1 + |q|)1+2γ when q > 0,
1 + (1 + |q|)−2µ when q < 0.
with q := |x| − t and two constants γ ∈ (0, 1/2), µ ∈ (0, 1/2) being fixed.
Now we state the main result of this paper.
Theorem 1.1. Given an integer N > 4, there exists a constant ε0 > 0 such that if ε 6 ε0
and the initial datum h|t=0, ∂th|t=0, A|t=0 and ∂tA|t=0 obey EN(0) 6 ε, then the solution
of EM equations (g(t) = h(t) +m,A(t)) belongs to the space E˜N+1(∞).
Remark 1.2. The definition of E˜N+1(∞) is given in Subsection 2.7. Moreover, at this
time we take M := R3 and let e be the standard Euclidean metric in that subsection.
3Let us recall some previous results about Einstein equations. It is well known that
these equations are quasilinear wave equations in wave coordinates. In general, to en-
sure such a system to have global solutions for small initial data there must be “null
condition”. Unfortunately, the condition does not hold for Einstein equations. Hence,
in [5], H. Lindblad and I. Rodnianski brought in the notion of “weak null condition”
and demonstrated that the Einstein equations in harmonic gauges satisfy this condition.
In [6], they used the weak null condition to prove the global existence for the Einstein
vacuum equations in wave coordinates, which contradicts beliefs that wave coordinates
are “unstable in the large”. The outstanding global problem, which for a long time re-
mained open, was firstly solved by D. Christodoulou and S. Klainerman in [3]. In [7],
Lindblad and Rodnianski used their ingenious approach to show that Einstein-scalar field
equations admit global stability. And the idea of our present article does come from [7].
Applying different methods, in [13] N. Zipser got the conclusion that the trivial solution
of Einstein-Maxwell equations admits global nonlinear stability. His way is not to use
wave gauge conditions. Instead, he considered generalized energy inequalities associated
with Bel-Robinson energy-momentum tensor, designed to mimic the rotation and the
conformal Morawetz vector fields of the Minkowski space-time.
Except for the above cases, people also care about Einstein equations coupling with
other systems of physical significance in special metrics. In [8], M. Sango and C. Tadmon
analyze the Einstein-Maxwell-Euler equations for an irrotational stiff fluid. Under the
spherical symmetry assumption on the space-time, in Bondi coordinates, the considered
model is reduced to a nonlinear evolution system of partial integrodifferential equations.
In [2], D. Chae proved the global unique existence of classical solutions to the Einstein-
Maxwell-Higgs(EMH) systems for small initial data under spherical symmetry. He also
obtained the decay estimates of the solutions and found that the corresponding space-time
is time-like and null geodesically complete toward the future. In [10], C. Tadmon and S.B.
Tchapnda revisited and generalized, to the Einstein-Yang-Mills-Higgs system, previous
results of Christodoulou and Chae concerning global solutions for the Einstein-scalar field
and the EMH equations. In [4], M. Dafermos considered a trapped characteristic initial
value problem for the spherically symmetric Einstein-Maxwell-scalar field equations. For
an open set of initial data whose closure contains in particular Reissner-Nordstro¨m data,
the future boundary of the maximal domain of development is found to be a light-like
surface along which the curvature blow up, and yet the metric can be continuously ex-
tended beyond it. His result is related to the strong cosmic censorship conjecture of
Roger Penrose. In [9], J.A. Smoller and A.G. Wasserman proved that any solution to the
spherically symmetric SU(2) Einstein-Yang-Mills equations, which is defined in the far
field and is asymptotically flat, is globally defined. Their result applies in particular to
the interior of colored black holes.
Furthermore, the Maxwell equation in non-relativistic situations is very important. In
[11], Yang presented a new approach to study the asymptotic behavior of the global
solutions of the Maxwell-Klein-Gordon(MKG) equations. This is the first result to give a
complete and precise description of such behavior of large nonlinear charged scalar fields.
And it is conjectured that the solutions of the MKG equations disperse as linear waves
and enjoy peeling properties for pointwise estimates. In [12], Yang and Yu provided a
gauge independent proof of this conjecture.
4Now let us briefly introduce the method we use. At the beginning, in the process of
getting local well-posedness, we brought in wave and Lorentzian gauges to transform the
EM equations into hyperbolic systems called the reduced EM systems. In order to show
that the solution to the reduced EM systems also solves the full set of EM equations, we
have to require that the initial datum sets satisfy Einstein-Maxwell constraints. For the
details of the above concepts readers may refer to Section 2 of this paper. Secondly, as
soon as we get a local solution, it is natural to consider the maximal existence time T
and assume it to be finite. In the next, we define T ∗ to be
T ∗ := sup{T0 : ∃C = C(T ), s.t. ∀t ∈ [0, T0), EN(t) 6 2Cε}(1.4)
and suppose that T ∗ < T . We will show that if ε > 0 is small enough, then the inequality
in (1.4) implies the same inequality with 2C replaced by C for all t < T ∗. This contradicts
the maximality of T ∗ and it follows that the inequality holds for all t < T . Moreover,
since the energy EN(t) is now finite at t = T , we can extend the solution beyond T thus
contradicting maximality of T and showing that T = ∞. Thirdly, we must get several
decay estimates to ensure the smooth implementation of the above process. The critical
part is Theorem 5.1 and this involves some techniques of controlling the inhomogeneous
terms on the right hand side of the reduced EM equations. At last, our task is to get
energy estimates. Noting the definition of EN , we compute ∼✷gZIh and ∼✷gZIA where
∼
✷g := g
αβ∂α∂β and α, β ∈ {0, 1, 2, 3}. Applying Proposition 6.2 of [7] and Gronwall
inequality leads to the needed results.
This paper is organized as follows. We devote Section 2 to some notations and prelim-
inaries. In Section 3, we reduce the EM equations to a hyperbolic system and obtain the
local well-posedness. In Section 4, we focus on the EM system of (h = g −m,A) on R4.
Finally, the decay estimates and energy estimates are presented in Section 5 and Section
6 respectively.
2. Notations and Preliminaries
In this article, the symbol “Q1 . Q2” means that there exists a constant C such that
Q1 6 C ·Q2 for two given quantities Q1 and Q2. Throughout our paper, the constant C
may depend upon the maximal existence time T .
2.1. Wave gauges. Let W be a smooth manifold and eˆ and g are two Riemannian or
pseudo Riemannian metric on W . We say that g is in wave gauge with respect to eˆ if the
identity map id : W −→W is a wave map from (W, g) into (W, eˆ), i.e.
Fˆ := trg(Γ− Γˆ) ≡ gαβ(Γλαβ − Γˆλαβ)∂λ = 0,
where Γλαβ and Γˆ
λ
αβ are the connection coefficients of g and eˆ respectively.
2.2. Sobolev space on Riemannian manifold. Given a smooth Riemannian manifold
(M, e), the Sobolev space W ps (M, e) orW
p
s for short(1 6 p 6∞) is the space of functions,
or tensor fields of some given type, on (M, e) with Lp integrable generalized derivatives
of order not bigger than s in the metric e. More precisely, it is a Banach space with the
norm
||f ||p
W ps
:=
∑
06k6s
∫
M
|D˜kf |p µe, for 1 6 p <∞;(2.1)
5and
||f ||W∞s := max06k6s ||D˜
kf ||L∞(2.2)
with | · | the pointwise norm of tensors in the metric e, where D˜ is the covariant derivative
and µe is volume element with respect to e.
The Sobolev spaces
0
W ps ⊆W ps on (M, e) are defined as the closures with respect to the
norms (2.1) or (2.2) of spaces of C∞-functions, or tensor fields of some given type, with
compact support in M . For simplicity, we usually denote W 2s by Hs and
0
W 2s by
0
Hs.
We use C¯k to denote the space of functions, or tensor fields of some given type, which
admit k-derivatives and the k-th derivative is continuous and bounded.
2.3. Sobolev regularity. We say that the smooth Riemannian manifold (M, e) is Sobolev
regular if the spacesW ps defined on (M, e) satisfy the embedding and multiplication prop-
erties. For the details of the above two properties the readers can refer to Proposition 2.1
and 2.3 of Appendix 1 of [1].
Theorem 2.1. Complete Riemannian manifolds, or Riemannian manifolds with Lip-
shitzian boundary, are Sobolev regular.
Proof. We refer to Theorem 2.5 of Appendix 1 of [1] for the details. ✷
2.4. Uniform equivalence of Riemannian metric. Given two Riemannian metric e1
and e2 on a smooth manifold M , we say they are uniformly equivalent to each other if
there exist two constants 0 < A < B <∞ such that for all X ∈ TM , the following holds
true
A · e1(X,X) 6 e2(X,X) 6 B · e1(X,X).
2.5. Sliced spacetime. A Lorentzian spacetime (VT , g) with VT := M×(−T, T ) is called
sliced if there exists a time-dependent vector β(x, t) := βi(x, t) ∂
∂xi
(x), which is called the
shift, tangent to the space slice Mt :=M ×{t}((xi) is a local coordinate chart of M) such
that
(1) ~n(·, t) := ∂
∂t
(·, t) − β(·, t) is a normal vector to Mt for all t ∈ (−T, T ). That is to
say, given Xt ∈ T (Mt)(T (Mt) is the tangent bundle of Mt), we have
g(~n(·, t), Xt) = 0.(2.3)
It is easy to check that (2.3) is equivalent to g0i = gijβ
j;
(2) ~n is timelike, namely,
g(~n, ~n) < 0.(2.4)
Combining (2.3) and (2.4) we arrive at gijβ
iβj > g00.
Using the above inequality we define a positive function N called the lapse which is
given by N :=
√
gijβiβj − g00. Then we can write g as
g = −N2dt⊗ dt+ gij(dxi + βidt)⊗ (dxj + βjdt).(2.5)
6Because g is Lorentzian, (gij) is positive definite. In order to represent (g
αβ) via (N, β, gij),
we denote the inverse of (gij) by (g
ij
∗ ). It is easy to check
g00 = −N−2, g0i = N−2βi and gij = gij∗ −N−2βiβj.
Thanks to the above discussion, now we can give the following lemma without proof.
Lemma 2.2. A spacetime (VT , g) is sliced and Lorentzian if and only if gt := i
∗
t g, which
is induced by the embedding it :M −→ VT , x 7→ (x, t), is positive definite and
g0i · gij∗ · g0j > g00.
Remark 2.3. Lemma 2.2 tells us that determining a sliced Lorentzian metric g on VT is
equivalent to determining the following quantities:
(1) a Riemannian metric gt on Mt;
(2) a positive function N on Mt;
(3) a tangent vector field β to Mt.
Remark 2.4. In case gt is positive definite, the inverse of (gt)ij which is denoted by (gt)
ij
is just gij∗ . Hence, throughout this article we always use the symbol g
ij
∗ .
2.6. Regular sliced spacetime. Given a Riemannian metric e onM , a sliced spacetime
(VT , g, β) is called regular with respect to e if
(1) The metrics gt are uniformly equivalent to e, i.e. there exist continuous strictly
positive functions B1(t), B2(t) such that for all t ∈ (−T, T ) and each tangent vector X
to M it holds true on M
B1(t) · e(X,X) 6 gt(X,X) 6 B2(t) · e(X,X);
(2) The lapse N is such that there exist continuous strictly positive functions C1(t),
C2(t) on (−T, T ) such that on each Mt it holds true
C1(t) 6 N(x, t) 6 C2(t) ∀x ∈M ;
(3) The shift β is uniformly bounded in e-norm on each Mt by a number b(t).
2.7. Sobolev space on VT . We denote by C
s
0(T ) the restriction to VT of C
s-functions
or tensor fields with compact support in V :=M ×R and by Es(T ) the following Banach
space
Es(T ) :=
⋂
06k6s
Cs−k((−T, T ), Hk(M, e)).
Besides, the next Banach space is important:
0
Es(T ) :=
⋂
06k6s
Cs−k((−T, T ),
0
Hk(M, e)).
It is the completion of Cs0(T ) in the Es(T ) norm:
||u||Es(T ) := sup
t∈(−T,T )
max
06k6s
||(∂s−kt u)(·, t)||Hk(M,e).
For more details we refer to Definition 2.23 of Appendix 3 of [1].
The Sobolev space E˜s(T ) is the space of functions or tensor fields u, such that u ∈
C¯(VT ), space of continuous and bounded tensor fields or functions on VT , while ∂tu, D˜u ∈
0
Es−1(T ), where D˜ is the Levi-Civita connection of (M, e).
72.8. Einstein-Maxwell initial data set. An Einstein-Maxwell initial data set is a
seven-tuple (M ; g¯, K, F¯ , E¯, β¯, N¯), where (M, g¯) is an n-dimensional Riemannian mani-
fold with Riemannian metric g¯. K is a symmetric 2-tensor on M . Meanwhile, F¯ is a
2-form and E¯ and β¯ are two vector fields on M . Moreover, N¯ is a positive function on
M .
2.9. Einstein-Maxwell development. The development of the initial data set (M ; g¯, K, F¯ )
is a triplet (VT , g, F˜ ) with VT := M × (−T, T ) for some T > 0, a Lorentzian metric g and
a 2-form F˜ on VT , such that the embedding i0 of M into VT (Recall that i0(x) := (x, 0)
for all x ∈M) enjoys the following properties:
(a) The metric g¯ is the pullback of g by i0, i.e. g¯ = i
∗
0g;
(b) K is the second fundamental form of i0(M) as a submanifold (VT , g);
(c) The 2-form F¯ is the pullback of F˜ by i0, i.e. F¯ = i
∗
0F˜ .
Furthermore, (g, F˜ ) satisfies on VT the Einstein-Maxwell equations and (VT , g) is a
sliced spacetime.
2.10. Einstein-Maxwell constraints. Restricting EM equations to the initial data set
(M ; g¯, K, F¯ ), which is embedded into VT , leads to the following identities called the
constraints
R¯− |K|2g¯ + (trg¯K)2 = 2N¯−2 · T (∂t − β, ∂t − β)|t=0,(2.6)
(divg¯K)i − ∂i(trg¯K) = −N¯−1 · T (∂t − β, ∂i)|t=0,(2.7)
∇¯hF¯ij + ∇¯jF¯hi + ∇¯iF¯jh = 0,(2.8)
F˜0i|t=0 := N¯ · E¯j · g¯ji(2.9)
and
∇¯iE¯i = 0,(2.10)
where ∇¯ and R¯ are the Levi-Civita connection and the scalar curvature of (M, g¯) re-
spectively. The details of the above constraints can be found in Section 4.1 and 10.1 of
Chapter 6 in [1].
Remark 2.5. Unless we give (2.9), one can not determine the values on the right hand
side of (2.6) and (2.7). In the next, we are going to write their specific expressions via
(g¯, N¯ , F¯ , E¯, β¯):
2N¯−2 · T (∂t − β, ∂t − β)|t=0 = g¯ij(β¯kF¯ki − N¯E¯lg¯li)(β¯kF¯kj − N¯E¯lg¯lj)/N¯2
+g¯ikg¯jlF¯ijF¯kl/2 + 2g¯ijE¯
iE¯j
and
−N¯−1 · T (∂t − β, ∂i)|t=0 = E¯lF¯li + N¯−1β¯kg¯pqF¯pkF¯qi.
82.11. The null frame. At each point x ∈ R4, we introduce a pair of null vectors (L, L)
with
L := ∂t + ∂r and L := ∂t − ∂r,
where x := (x0, x1, x2, x3), t := x0 and r :=
√
(x1)2 + (x2)2 + (x3)2. Sometimes, we also
denote xi by xi(i = 1, 2, 3) and L by ∂¯0. Let S1 and S2 be two orthonormal smooth tangent
vector fields to the unit sphere S2, where the orthogonality is in the sense of the standard
metric of S2. For convenience A,B,C,D, · · · means any of the vectors S1 and S2 at times.
Given a 1-tensor π := πβdx
β and a 2-tensor p := pαβdx
α ⊗ dxβ(α, β ∈ {0, 1, 2, 3}), we
define πX := π(X) and pXY := p(X, Y ), provided X, Y are two vector fields.
Suppose that
eu := dt⊗ dt+
3∑
i=1
dxi ⊗ dxi
is the standard Euclidean metric of R4. Then we have
euLL = euLA = euLA = 0, euLL = euLL = 2
and
euAB = δAB :=
{
0 A 6= B
1 A = B.
The inverse of eu is
euLL = euLA = euLA = 0, euLL = euLL = 1/2, euAB = δAB.
Noting that S˜1 and S˜2 are defined only locally on S
2, we replace them with the projec-
tions
∂¯i := ∂i − ωi · ∂r, ωi := xi/r and i = 1, 2, 3.
It is nor hard to see that {∂¯1, ∂¯2, ∂¯3} gives a set of global and linear dependent vector
fields on S2. Moreover, one can also represent {∂¯i|i = 1, 2, 3} by S˜1 and S˜2, i.e.
∂¯i = S˜
i
1 · S˜1 + S˜i2 · S˜2,(2.11)
where S˜j := S˜
i
j · ∂i and j = 1, 2.
We call {L, L, S˜1, S˜2} the null frame and introduce the coming notation. Let T :=
{L, S˜1, S˜2}, U := {L, L, S˜1, S˜2}, L := {L} and S := {S˜1, S˜2}. For any l of these families
V1, · · · ,Vl(namely, V1, · · · ,Vl ∈ {T ,U ,L,S}) and an arbitrary k-tensor p := pα1···αkdxα1⊗
· · ·⊗dxαk(αj ∈ {0, 1, 2, 3} and 1 6 j 6 k) with k > l, we define two norms |p| and |p|V1···Vl
as
|p|2 :=
3∑
α1,··· ,αk=0
(pα1···αk)
2
and
|p|2V1···Vl : =
∑
V1,V ′1∈V1
· · ·
∑
Vl,V
′
l
∈Vl
3∑
αl+1,··· ,αk=0
euV1V
′
1 · · · euVlV ′l
·p(V1, · · · , Vl, ∂αl+1 , · · · , ∂αk) · p(V ′1 , · · · , V ′l , ∂αl+1 , · · · , ∂αk)
9It is not difficult to check that |p|V1···Vl is independent of the choice of {S˜1, S˜2} on S2.
2.12. The Minkowski metric. The Minkowski metric m of R4 is given by
m := −dt⊗ dt+
3∑
i=1
dxi ⊗ dxi.
From Section 4 of [7] it follows that
mLL = mLL = mLA = mLA = 0, mLL = mLL = −2 mAB = δAB
The inverse of the metric has the form
mLL = mLL = mLA = mLA = 0, mLL = mLL = −1/2, mAB = δAB.
Let ∂ be the Levi-Civita connection of (R4, m). We shall use it to define a new dif-
ferential operator ∂¯ as follows. Provided p is a k-tensor and q := r − t, ∂¯p is given
by
∂¯p := ∂p− ∂∂rp⊗ dq,
where we recall ∂r :=
∂
∂r
. Easily, the readers, reviewing the definition of {∂¯β|β = 0, 1, 2, 3}
in Subsection 2.11, can check that
∂¯p = ∂¯β (pα1···αk) · dxα1 ⊗ · · · ⊗ dxαk ⊗ dxβ .
Lemma 2.6. At a point (x, t) ∈ R4, we have
|∂¯p|2 = |∂Lp|2 + |∂S˜1p|2 + |∂S˜2p|2.
Proof. By the definitions, the following calculation is trival
|∂¯p|2 =
∑
α1,··· ,αk,β
|∂¯β(pα1···αk)|2
=
∑
α1,··· ,αk
|L(pα1···αk)|2 +
∑
α1,··· ,αk
3∑
i=1
|∂¯i(pα1···αk)|2.
From (2.11) it follows that
3∑
i=1
|∂¯i(pα1···αk)|2 =
3∑
i=1
|(S˜i1 · S˜1 + S˜i2 · S˜2)(pα1···αk)|2
=
3∑
i=1
(S˜i1)
2 · |S˜1(pα1···αk)|2 + 2
3∑
i=1
S˜i1 · S˜i2 · S˜1(pα1···αk) · S˜2(pα1···αk)
+
3∑
i=1
(S˜i2)
2 · |S˜1(pα1···αk)|2.
Then the result follows from
3∑
i=1
S˜ik · S˜il = δkl for k, l ∈ {1, 2}. ✷
Remark 2.7. Because of Lemma 2.6, now we can say that for any 2-tensor p and V,W ∈
{T ,U ,L,S}, the quantity |∂¯p|VW is equivalent to that of (4.5) in [7]. Moreover, |p|VW
and |∂p|VW are all equivalent to those of (4.3) and (4.4) in [7].
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3. Local well-posedness
From now on, we always assume that M is simply connected. It is easy to check that
so is VT :=M × (−T, T ) with T ∈ (0,∞]. In such case, the first set of Maxwell equations
dF˜ = 0 is equivalent to F˜ = dA for some 1-form A, i.e. F˜αβ = ∂αAβ − ∂βAα, where
x0 := t and (xi, x0) is a natural coordinate chart of VT ((x
i) is a local natural coordinate
of M). Given two Riemannian or pseudo Riemannian metric g and eˆ on VT , we suppose
that g is in wave gauge with respect to eˆ. Dˆ and ∇ are the Levi-Civita connections of
(VT , eˆ) and (VT , g) respectively. It is not hard to check that F˜αβ = DˆαAβ − DˆβAα. For
simplicity, we decompose A as
A := Atime + Aspace,
where
Atime(x, t) := A0(x, t)dt and A
space(x, t) := Ai(x, t)dx
i.
3.1. Einstein-Maxwell initial data set on simply connected manifold. In case M
is simply connected, the concept of Einstein-Maxwell initial data set should be modified a
little. Namely, it is a eight-tuple (M, g¯,K, A¯space, A¯0, E¯, β¯, N¯), where A¯
space := A¯i · dxi
is a one form on M and A¯0 is a function on M . All the others are the same as that in
Subsection 2.8. At this time, F¯ in (2.8) should be given by F¯ = dA¯space.
3.2. The second set of Maxwell equations in wave and Lorentzian gauges. The
following computation is obvious
DˆλDˆαAβ − DˆλDˆβAα = ∂λ∂αAβ − ∂λ∂βAα + Γˆθλα(∂βAθ − ∂θAβ) + Γˆθλβ(∂θAα − ∂αAθ),
which implies
∇αF˜αβ = gαλ(DˆλDˆαAβ − DˆλDˆβAα) + gαλ(Γˆθλβ − Γθλβ) · (DˆαAθ − DˆθAα),(3.1)
where Γ and Γˆ are the Christoffel symbols of g and eˆ respectively. Here we have used the
wave gauge condition.
From Ricci identity it follows that
DˆλDˆβAα = DˆβDˆλAα + Aθ · Rˆθαβλ
with
Rˆθαβλ := ∂βΓˆ
θ
λα − ∂λΓˆθβα + Γˆµλα · Γˆθβµ − Γˆµβα · Γˆθλµ.
By elementary manipulations (3.1) becomes
∇αF˜αβ = gαλDˆλDˆαAβ − gαλDˆβDˆλAα −Aθ · Rˆθαβλ · gαλ
+gαλ(Γˆθλβ − Γθλβ) · (DˆαAθ − DˆθAα),(3.2)
= gαλDˆλDˆαAβ − Dˆβ(gαλDˆλAα) + Dˆβgαλ · DˆλAα −Aθ · Rˆθαβλ · gαλ
+gαλ(Γˆθλβ − Γθλβ) · (DˆαAθ − DˆθAα).
We can transform (3.2) into
∇αF˜αβ = gαλDˆλDˆαAβ + Dˆβgαλ · DˆλAα −Aθ · Rˆθαβλ · gαλ + gαλ(Γˆθλβ − Γθλβ) · (DˆαAθ − DˆθAα),
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if we assume that gαλDˆλAα = 0, which is equivalent to divgA ≡ gαλ∇λAα = 0 called the
Lorentz gauge condition(the equivalence follows from the wave gauge condition).
It is easy to see
Γλθβ − Γˆλθβ =
1
2
gλµ · (Dˆθgµβ + Dˆβgθµ − Dˆµgθβ)
and
Dˆβg
αλ = −gαθ · Dˆβgθµ · gµλ.
Therefore, the second set of Maxwell equation in wave and Lorentzian gauges can be
written as
gαλDˆλDˆαAβ + fβ(g, A, Dˆg, DˆA) = 0,(3.3)
where
fβ(g, A, Dˆg, DˆA) := −gαθ · Dˆβgθµ · gµλ · DˆλAα − Aθ · Rˆθαβλ · gαλ
−1
2
gαλgθµ · (Dˆλgµβ + Dˆβgλµ − Dˆµgλβ) · (DˆαAθ − DˆθAα).
3.3. Einstein equation in wave gauge. Referring to Section 7.4 of Chapter 6 in [1]
we get the coming formula
Ricαβ = −1
2
gλµDˆλDˆµgαβ + hαβ(g, Dˆg) +
1
2
(gαλDˆβFˆ
λ + gβλDˆαFˆ
λ)
with
hαβ(g, Dˆg) := P
ρσγδλµ
αβ (g, g
−1) · Dˆρgγδ · Dˆσgλµ + 1
2
gλµ · (gαρ · Rˆρλβµ + gβρ · Rˆρλαµ),
where Ric is the Ricci tensor of g and the tensor P is a polynomial in g and g−1.
Hence, (1.2) can be reduced to
gλµDˆλDˆµgαβ + f˜αβ(g, A, Dˆg, DˆA) = 0,
where
f˜αβ(g, A, Dˆg, DˆA) := 2g
λµ · (DˆλAα − DˆαAλ) · (DˆµAβ − DˆβAµ)− 2hαβ(g, Dˆg)
− 1
n− 1gαβg
λρgµσ · (DˆλAµ − DˆµAλ) · (DˆρAσ − DˆσAρ)
−gαλDˆβFˆ λ − gβλDˆαFˆ λ.
The wave gauge conditions tell us that Fˆ = 0. Hence we have
f˜αβ(g, A, Dˆg, DˆA) := 2g
λµ · (DˆλAα − DˆαAλ) · (DˆµAβ − DˆβAµ)− 2hαβ(g, Dˆg)
− 1
n− 1gαβg
λρgµσ · (DˆλAµ − DˆµAλ) · (DˆρAσ − DˆσAρ).
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3.4. Reducing EM equations to quasi-linear systems on a new bundle over
(VT , eˆ). Firstly, we want to construct a new vector bundle BU over (VT , eˆ). It is given by
BU := (T ∗VT ⊗ T ∗VT )× T ∗VT
endowed with a metric 〈·, ·〉, where the symbol “×” means the Cartesian product of
two vector bundles and T ∗VT is the cotangent bundle of VT . More precisely, for any
(gi, Ai) ∈ BU(i = 1, 2), we define
〈(g1, A1), (g2, A2)〉 := ((g1, g2)) + 〈〈A1, A2〉〉,
where
((g1, g2)) := (eˆ)
αβ · (eˆ)θγ · (g1)αθ · (g2)βγ
and
〈〈A1, A2〉〉 := (eˆ)αβ ·Aα · Aβ
with (eˆ)αβ being the inverse of eˆαβ . Furthermore, we define a connection D on BU by
the following identity
D(g, A) := (Dˆg, DˆA) for any (g, A) ∈ BU .
It is not difficult to check that D is compatible to the metric 〈·, ·〉.
From the discussion in Subsection 3.2 and 3.3 we infer that if u := (g, A) ∈ BU satisfies
EM equations in wave and Lorentzian gauges, then it is also a solution of the following
quasi-linear system
hλµ(u) ·DλDµu+ l(u,Du) = 0,(3.4)
where
hλµ(u) := gλµ and l(u,Du) :=
(
f˜αβ(u,Du)dx
α ⊗ dxβ, fθ(u,Du)dxθ
)
.
3.5. Fixing eˆ and determining the initial value of D0u on M0. In order to deter-
mining D0u|t=0, we must give the values of (Dˆ0gij, Dˆ0βi, Dˆ0N ≡ ∂tN, Dˆ0Aα)|t=0. From
now on, we fix eˆ := dt⊗dt+e with e a Sobolev regular Riemannian metric onM . Hence,
we get
Γˆβ0α = 0, Γˆ
0
αβ = 0 and Γˆ
k
ij = Γ˜
k
ij(Γ˜ is the Christoffel symbol of (M, e)),
and our goal turns to be determining (∂tgij, ∂tβ
i, ∂tN, ∂tAα) on M0. From Chapter 6 of
[1] it follows that they can not be chosen arbitrarily; they should satisfy some restrictions.
By (6.1) of Section 6.1 of Chapter 6 of [1] we know
∂tgij|t=0 = −2N¯Kij + g¯jh∇¯iβ¯h + g¯ih∇¯jβ¯h.(3.5)
From Lorentzian gauge condition divgA = 0 and wave gauge condition we infer that
g0α∂tAα = −giαDˆiAα,
implying
−N−2∂tA0 +N−2βi∂tAi = −N−2βi∂iA0 − (gij∗ −N−2βiβj)DˆiAj .
Restricting the above identity to M0 yields
(∂tA0)|t=0 = β¯i(∂tAi)|t=0 + β¯i∂iA¯0 + (N¯2g¯ij − β¯iβ¯j)D˜iA¯j ,(3.6)
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where A¯ := Aspace|t=0, A¯0 := Atime(∂t)|t=0 and D˜ is the Levi-Civita connection of
(M, e). Now the problem turns to be how to determine (∂tAi)|t=0. Easily, from (2.9) it
follows that
(Dˆ0Ai − DˆiA0)|t=0 = N¯ · E¯j · g¯ji,
which means
(∂tAi)|t=0 = ∂iA¯0 + N¯ · E¯j · g¯ji.(3.7)
Substituting (3.7) into (3.6) yields
(∂tA0)|t=0 = 2β¯(A¯0) + N¯ · g¯(E¯, β¯) + (N¯2g¯ij − β¯iβ¯j)D˜iA¯j .(3.8)
In other words, if A¯0 and A¯ are given, then (∂tA0)|t=0 and (∂tAi)|t=0 can be specified via
(3.6) and (3.7).
By wave gauge condition trg(Γ− Γˆ) = 0 we obtain
gαβΓ0αβ = 0 and g
αβΓkαβ = g
ijΓ˜kij ,
which are equivalent to
∂tN =
1
2
Ngij∗ ∂tgij −Ndivgtβ + β(N)(3.9)
and
∂tβ
k = (N2gij∗ − βiβj)(tΓkij − Γ˜kij)−
1
2
βk · ∂tgij · gij∗ +
1
2
βk · (Lβg)ij · gij∗
+N−1∂tNβ
k +
1
2
gkh∗ ∂h{g(β, β)−N2} −N−1βkβ(N)(3.10)
+βi · (t∇iβk)− βighk∗ gip · (t∇hβp) .
Here, t∇ is the Levi-Civita connection of (Mt, gt) and tΓkij is its coefficients, while Lβ is
the Lie derivative with respect to β. Substituting (3.9) into (3.10) yields
∂tβ
k = (N2gij∗ − βiβj)(tΓkij − Γ˜kij) +
1
2
βk · (Lβg)ij · gij∗ − βkdivgtβ
+
1
2
gkh∗ ∂h{g(β, β)−N2}+ βi ·
(
t∇iβk
)− βighk∗ gip · (t∇hβp) .(3.11)
Restricting (3.9) and (3.10) to M0 and then substituting (3.5) into them lead to
∂tN |t=0 = −N¯2 · trg¯K + β¯(N¯)(3.12)
and
∂tβ
k|t=0 = (N¯2g¯ij − β¯iβ¯j)(Γ¯kij − Γ˜kij) +
1
2
β¯k · trg¯(Lβ¯ g¯)− β¯kdivg¯β¯(3.13)
+
1
2
g¯kh∂h{g¯(β¯, β¯)− N¯2}+ β¯i · ∇¯iβ¯k − β¯ig¯hkg¯ip · ∇¯hβ¯p,
where Γ¯kij is the connection coefficient of (M, g¯).
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3.6. Local in time existence and uniqueness in the wave and Lorentzian gauges.
Thanks to Subsection 3.4 and 3.5, we have formulated the intrinsic Cauchy problem for
Einstein-Maxwell equations in the form of standard PDE analyses. Hence, one can now
use the results in Appendix 3 of [1] to obtain a local in time, global in space, existence
and uniqueness theorem in the eˆ-wave and Lorentzian gauges. The methods we rely on
are almost the same as those of Section 7 and 8 of Chapter 6 of [1].
Theorem 3.1. We take eˆ := dt ⊗ dt + e with e a smooth, Sobolev regular metric on a
simply connected n-dimensional manifold M , used to define the Sobolev spaces Hs and
0
Hs.
Hypotheses on the initial datum sets (M, g¯,K, A¯0, A¯
space, E¯, β¯, N¯) and
(∂tgij|t=0, ∂tA0|t=0, ∂tAi|t=0, ∂tβk|t=0, ∂tN |t=0):
1. g¯ is a Riemannian metric on M uniformly equivalent to e and such that
D˜g¯ ∈
0
Hs−1 and g¯ ∈ C¯0 with s ∈ Z ∩
(n
2
+ 1,∞
)
,
where Z is the set of all the integers and D˜ is the Levi-Civita connection of (M, e).
Furthermore, (∂tgij)|t=0 is given by (3.5).
2. K is a symmetric 2-tensor on M such that K ∈
0
Hs−1.
3. A¯0 belongs to C¯
0 and ∂A¯0 ∈
0
Hs−1. And (∂tA0)|t=0 is given by (3.8).
4. A¯space ∈ C¯0 and D˜(A¯space) ∈
0
Hs−1. Moreover, (∂tAi)|t=0 is given by (3.7).
5. β¯ ∈ C¯0 and D˜β¯ ∈
0
Hs−1. Moreover, there exists a positive constant b such that
e(β¯, β¯) 6 b. And ∂tβ
k|t=0 is given by (3.13).
6. N¯ ∈ C¯0 and ∂N¯ ∈
0
Hs−1. Moreover, there exist two positive constants C1 and C2
such that C1 6 N¯ 6 C2. Besides, ∂tN |t=0 is given by (3.12).
7. E¯ ∈
0
Hs−1.
8. (M, g¯,K, A¯0, A¯
space, E¯, β¯, N¯) satisfies the Einstein-Maxwell constraints.
Conclusions:
The initial datum sets admit a development (VT , g, A) for some T > 0, such that
A ∈ E˜s(T ), the spacetime metric g is a regular sliced Lorentzian metric in E˜s(T ) and
(g, A) satisfies on VT the Einstein-Maxwell equations. Furthermore, (g, A) meets the eˆ-
wave and Lorentzian gauge conditions.
Two such developments in the eˆ-wave gauge and Lorentzian gauge (VT , g1, A1) and
(VT , g2, A2), which are in E˜s(T ), and which take the same initial values
(g¯, K, A¯0, A¯
space, E¯, β¯, N¯) on M , coincide on VT .
Sketch of the proof. Note that (3.4) are quasi-diagonal, hyperquasi-linear(i.e. hλµ
depends on u but not on Du), second-order systems of the type treated in Appendix 3
of [1]. They satisfies the hypotheses enunciated in that appendix. So the existence and
uniqueness theorem for (3.4) then follows.
By Lemma 10.2 of Chapter 6 in [1] we know that, since the initial datum satisfy the
Einstein-Maxwell constraints and
Fˆ λ|t=0 = 0, (divgA)|t=0 = 0,(3.14)
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the following identities hold true
∂tFˆ
λ|t=0 = 0 and ∂t(divgA)|t=0 = 0,
where it is obvious that the conditions (3.7), (3.8), (3.5), (3.12) and (3.13) lead to (3.14).
Furthermore, Lemma 10.1 of Chapter 6 in [1] tells us that, if (g, A) satisfies (3.4), then
Fˆ and divgA satisfy a quasi-diagonal system of linear homogeneous differential equations
with principal terms the wave equation in the metric g. Combining the above two lemmas
we arrive at that
Fˆ λ = 0 and divgA = 0,
provided the initial datum satisfy the Einstein-Maxwell constraints and (3.14). Hence,
a solution for (3.4), with initial datum satisfying the Einstein-Maxwell constraints and
(3.14), is a solution for the full EM system. ✷
4. The EM equations on R4
In the sequel, we always assume that M = R3(i.e. n = 3) and e is the standard
Euclidean metric of R3. It is well known that in this case, Hk =
0
Hk for all the natural
number k. Given the initial data set (R3; g¯, K, A¯space, A¯0, E¯, β¯ ≡ 0, N¯) satisfying the
Einstein-Maxwell constraints:
R¯− |K|2g¯ + (trg¯K)2 = g¯ikg¯jlF¯ijF¯kl/2 + 3g¯ijE¯iE¯j with F¯ := dA¯space,
(divg¯K)i − ∂i(trg¯K) = E¯lF¯li,
∇¯hF¯ij + ∇¯jF¯hi + ∇¯iF¯jh = 0,
and
∇¯iE¯i = 0,
we are going to get a solution for the EM equations. Suppose
g¯ ∈ HN+1, K ∈ HN+1, E¯ ∈ HN+1, A¯space ∈ HN+1, A¯0 ∈ HN+1, N¯ ∈ HN+1,
where the “N” in “HN+1” is the same as that in “EN” and is an integer not smaller than
4. Furthermore, we have to assume that g¯ is uniformly equivalent to e and N¯ is bounded
above and below by some positive constants.
In order to satisfy the wave and Lorentzian gauge conditions, we define the initial
datum gµν |t=0, ∂tgµν |t=0, Aα|t=0, and ∂tAα|t=0 as follows:
gij|t=0 := g¯ij, g00|t=0 := −N¯2, g0i|t=0 := 0,(4.1)
Aspace|t=0 := A¯space, Atime|t=0 := A¯0dt|t=0,(4.2)
∂tgij|t=0 := −2N¯Kij , ∂tg00|t=0 := 2N¯3 · trg¯K,(4.3)
∂tg0l|t=0 := N¯2g¯ij∂j g¯il − 1
2
N¯2g¯ij∂lg¯ij − N¯∂lN¯ ,(4.4)
16
∂tA0|t=0 := N¯2g¯ij∂iA¯spacej , ∂tAi|t=0 := ∂iA¯0 + N¯ · E¯j · g¯ji.(4.5)
From (2.5) it follows that giving ∂tg0l|t=0 and ∂tg00|t=0 is equivalent to giving ∂tβk|t=0 and
∂tN |t=0.
Now we obtain a solution (g, A) ∈ E˜N+1(T ) to the EM equations for some T > 0, which
also satisfies the wave and Lorentzian gauge conditions. In this case, (3.3) becomes
∼
✷gAβ = g
αθgµλ · ∂βgθµ · ∂λAα − 1
2
gαλgθµ · (∂λgµβ + ∂βgµλ − ∂µgλβ) · (∂αAθ − ∂θAα)
with
∼
✷g := g
αλ∂λ∂α. And (1.2) turns to be
Ricµν = g
αβ · (∂αAµ − ∂µAα) · (∂βAν − ∂νAβ)
−1
4
gµν ·
{
gαρgβσ · (∂αAβ − ∂βAα) · (∂ρAσ − ∂σAρ)
}
.(4.6)
From (3.17) of [6] it follows that
Ricµν = −1
2
∼
✷ggµν +
1
2
P˜ (∂µg, ∂νg) +
1
2
Q˜µν(∂g, ∂g),
where
P˜ (∂µg, ∂νg) := g
αα′gββ
′ ·
(
1
4
∂µgββ′∂νgαα′ − 1
2
∂νgαβ∂µgα′β′
)
and
Q˜µν(∂g, ∂g) := g
αα′gββ
′
∂αgβµ∂α′gβ′ν − gαα′gββ′ (∂αgβµ∂β′gα′ν − ∂β′gβµ∂αgα′ν)
+gαα
′
gββ
′
(∂µgα′β′∂αgβν − ∂αgα′β′∂µgβν) + gαα′gββ′(∂νgα′β′∂αgβµ − ∂αgα′β′∂νgβµ)
+
1
2
gαα
′
gββ
′
(∂β′gαα′∂µgβν − ∂µgαα′∂β′gβν) + 1
2
gαα
′
gββ
′
(∂β′gαα′∂νgβµ − ∂νgαα′∂β′gβµ).
Hence, (4.6) is equivalent to
∼
✷ggµν = P˜ (∂µg, ∂νg) + Q˜µν(∂g, ∂g)− 2gαβ · (∂αAµ − ∂µAα) · (∂βAν − ∂νAβ)
+
1
2
gµν ·
{
gαρgβσ · (∂αAβ − ∂βAα) · (∂ρAσ − ∂σAρ)
}
.(4.7)
Define two 2-tensors
hµν := gµν −mµν and Hµν := gµν −mµν ,
where mµν and gµν are the inverses of mµν and gµν respectively(Recall that mµν is the
Minkowski metric of R4). We want to obtain the equation of hµν . To this end, the
following lemma is necessary.
Lemma 4.1. For small h, we have
Hµν = −hµν +Oµν(h2),
where hµν := mµµ
′
mνν
′
hµ′ν′ and O
µν(h2) means a 2-tensor vanishing to the second order
at h = 0.
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Proof. Hereafter, we always raise and pull down indices via mµν and mµν . Since
gµν = mµν + hµν , regarding it as a matrix yields
gµν = mµα · (δαν + hαν ),
which implies
(gµν)
−1 = (δαν + h
α
ν )
−1 · (mµα)−1.
This means
gµν = (δαν + h
α
ν )
−1 ·mµα.
It is easy to check that, if h is small,
(δαν + h
α
ν )
−1 = δνα − hνα +
∞∑
i=0
(−1)i · hνκ0 · hκ0κ1 · · ·hκi−1κi · hκiα .
Denoting
Oµν(h2) := mµα ·
∞∑
i=0
(−1)i · hνκ0 · hκ0κ1 · · ·hκi−1κi · hκiα
leads to the result of this lemma. ✷
Remark 4.2. By similar way, we can also get that for small H,
hµν = −Hµν +Oµν(H2),
where Hµν := H
αβmαµmβν and Oµν(H
2) means a 2-tensor vanishing to the second order
at H = 0.
By Lemma 3.2 of [6] we know that if h is small, (4.7) is equivalent to
∼
✷ghµν = P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h)
+2(hαβ −mαβ)(∂αAµ − ∂µAα)(∂βAν − ∂νAβ)(4.8)
−2Oαβ(h2) · (∂αAµ − ∂µAα)(∂βAν − ∂νAβ)
+
1
2
{mαρmβσhµν +mαρmβσmµν − hαρmβσmµν −mαρhβσmµν
+Oαρβσµν (h
2)}(∂αAβ − ∂βAα)(∂ρAσ − ∂σAρ),
:= Fµν
where Oαρβσµν (h
2) vanishes to the second order at h = 0,
P (∂µh, ∂νh) := m
αα′mββ
′ ·
(
1
4
∂µhββ′∂νhαα′ − 1
2
∂νhαβ∂µhα′β′
)
and
Qµν(∂h, ∂h) := m
αα′mββ
′
∂αhβµ∂α′hβ′ν −mαα′mββ′ (∂αhβµ∂β′hα′ν − ∂β′hβµ∂αhα′ν)
+mαα
′
mββ
′
(∂µhα′β′∂αhβν − ∂αhα′β′∂µhβν) +mαα′mββ′(∂νhα′β′∂αhβµ − ∂αhα′β′∂νhβµ)
+
1
2
mαα
′
mββ
′
(∂β′hαα′∂µhβν − ∂µhαα′∂β′hβν) + 1
2
mαα
′
mββ
′
(∂β′hαα′∂νhβµ − ∂νhαα′∂β′hβµ),
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is a null form and Gµν(h)(∂h, ∂h) is a quadratic form in ∂h with coefficients smoothly
dependent on h and vanishing when h vanishes, i.e. Gµν(0)(∂h, ∂h) = 0.
Using Lemma 4.1 again we get
∼
✷gAβ = {−mαθhµλ − hαθmµλ +mαθmµλ +Oαθµλ(h2)}∂βhθµ∂λAα(4.9)
+
1
2
{−mαλhθµ − hαλmθµ +mαλmθµ +Oαλθµ(h2)}
×(∂λhµβ + ∂βhµλ − ∂µhλβ)(∂αAθ − ∂θAα)
:= Jβ,
provided h is sufficiently small.
5. Beginning of the proof of Theorem 1.1
As described in the introduction, T is the maximal existence time of the solution (g, A)
and assumed to be finite. We have defined the time T ∗ to be
T ∗ := sup{T0 : ∃C = C(T ), s.t. ∀t ∈ [0, T0), EN(t) 6 2Cε},(5.1)
where EN is given by (1.3). Our goal is to show that if ε > 0 is small enough, then the
inequality in (5.1) implies the same inequality with 2C replaced by C for all t < T ∗.
The first step is to derive the preliminary decay estimates for h and A under the
assumption (5.1). In order to make readers easy to understand the proof, we first let t
appear in the inequalities below.
Theorem 5.1. Let h and A verify the inequality in (5.1). Then
(5.2)
|∂ZIh(x, t)| + |∂ZIA(x, t)| .
{
ε(1 + t+ |q|)−1(1 + |q|)−1−γ q > 0,
ε(1 + t + |q|)−1(1 + |q|)−1/2 q < 0, |I| 6 N − 3.
Furthermore
(5.3) |ZIh(x, t)| + |ZIA(x, t)| .
{
ε(1 + t + |q|)−1(1 + |q|)−γ q > 0,
ε(1 + t+ |q|)−1(1 + |q|)1/2 q < 0, |I| 6 N − 3.
And
(5.4) |∂¯ZIh(x, t)|+ |∂¯ZIA(x, t)| .
{
ε(1 + t + |q|)−2(1 + |q|)−γ q > 0,
ε(1 + t+ |q|)−2(1 + |q|)1/2 q < 0, |I| 6 N − 4.
Proof. Estimate (5.2) follows from the weighted Sobolev inequality of Proposition 14.1
of [7]. In particular,
|∂ZIh(x, 0)|+ |∂ZIA(x, 0)| . ε · (1 + |x|)−2−γ for all |I| 6 N − 3.
Of course, we have the following
|∂ZIh(x, 0)|+ |∂ZIA(x, 0)| . ε · (1 + |x|)−2−γ for all |I| 6 N − 4.
Since |Zφ| . (1 + t + |x|)|∂φ| for any smooth function φ, we say
|ZIh(x, 0)|+ |ZIA(x, 0)| . ε · (1 + |x|)−1−γ for all |I| 6 N − 3.
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The estimate (5.3) for q > 0 follows by integrating (5.2) from the hyperplane t = 0 along
the lines with t+ r and ω := x/|x| fixed:
|ZIA(rω, t)|+ |ZIh(rω, t)| 6
∫ t+r
r
{|∂ZIh(ρω, t+ r − ρ)| + |∂ZIA(ρω, t+ r − ρ)|}dρ
+|ZIh((t + r)ω, 0)|+ |ZIA((t+ r)ω, 0)|
.
∫ t+r
r
εdρ
(1 + t + r)(1 + |2ρ− t− r|)1+γ +
ε
(1 + t+ r)1+γ
.
ε
1 + t+ r
∫ ∞
r
dρ
(1 + |ρ− t|)1+γ +
ε
(1 + t + |q|)1+γ
. ε(1 + t+ |q|)−1(1 + |q|)−γ.
A similar argument yields (5.3) for q < 0. Inequality (5.4) follows from (5.3) using (5.5)
of [7]. ✷
Recall that in this article, the constant C depends upon T . Hence, we give the following
theorem which is equivalent to Theorem 5.1.
Theorem 5.2. Let h and A verify the inequality in (5.1). Then
(5.5) |∂ZIh(x, t)|+ |∂ZIA(x, t)| .
{
ε(1 + |q|)−2−γ q > 0,
ε(1 + |q|)−3/2 q < 0, |I| 6 N − 3.
Furthermore
(5.6) |ZIh(x, t)|+ |ZIA(x, t)| .
{
ε(1 + |q|)−1−γ q > 0,
ε(1 + |q|)−1/2 q < 0, |I| 6 N − 3.
And
(5.7) |∂¯ZIh(x, t)|+ |∂¯ZIA(x, t)| .
{
ε(1 + |q|)−2−γ q > 0,
ε(1 + |q|)−3/2 q < 0, |I| 6 N − 4.
5.1. Estimates for the inhomogeneous terms Fµν and Jβ. (5.6) tells us that |ZIh|+
|ZIA| 6 1/2, provided ε is small enough and |I| 6 N − 3. The smallness play a key role
in the sequel.
Proposition 5.3. Assume that h = g −m and A satisfy the inequality in (5.1). Let Fµν
and Jβ be as in (4.8) and (4.9) respectively. Then we have
|ZIF | .
∑
|J |+|K|6|I|
(|∂ZJh|T U · |∂ZKh|T U + |∂¯ZJh| · |∂ZKh|)
+
∑
|J |+|K|6|I|−1
|∂ZJh|LT · |∂ZKh|+
∑
|J |+|K|6|I|−2
|∂ZJh| · |∂ZKh|(5.8)
+
∑
|J1|+|J2|+|J3|6|I|
|ZJ3h| · |∂ZJ2h| · |∂ZJ1h|+
∑
|J1|+|J2|6|I|
|∂ZJ1A| · |∂ZJ2A|
and
|ZIJ | .
∑
|I1|+|I2|6|I|
|∂ZI1h| · |∂ZI2A|,(5.9)
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provided |ZJh| 6 C˜ < 1 for all multi-indices |J | 6 |I| and vector fields Z ∈ L. Here the
“J” in (5.9) is the same as that in (4.9).
Proof. For simplicity, we only show (5.8). Another estimate follows from the same
approach.
Reviewing the definition of F gives
ZIFµν = Z
I{P (∂µh, ∂νh) +Qµν(∂h, ∂h) +Gµν(h)(∂h, ∂h)}
+Term1 + Term2 + Term3 + Term4,
where
Term1 := 2Z
I{(hαβ −mαβ)(∂αAµ − ∂µAα)(∂βAν − ∂νAβ)},
Term2 := −2ZI{Oαβ(h2) · (∂αAµ − ∂µAα)(∂βAν − ∂νAβ)},
Term3 :=
1
2
ZI
{
(mαρmβσhµν +m
αρmβσmµν
−hαρmβσmµν −mαρhβσmµν)(∂αAβ − ∂βAα)(∂ρAσ − ∂σAρ)
}
,
and
Term4 := Z
I
{
Oαρβσµν (h
2)(∂αAβ − ∂βAα)(∂ρAσ − ∂σAρ)
}
.
(9.28) of [7] tells us that, if |ZJh| 6 C˜ < 1 for all multi-indices |J | 6 |I| and vector
fields Z ∈ L, one will obtain
|ZI(P +Q+G)| .
∑
|J |+|K|6|I|
(|∂ZJh|T U · |∂ZKh|T U + |∂¯ZJh| · |∂ZKh|)
+
∑
|J |+|K|6|I|−1
|∂ZJh|LT · |∂ZKh|+
∑
|J |+|K|6|I|−2
|∂ZJh| · |∂ZKh|(5.10)
+
∑
|J1|+|J2|+|J3|6|I|
|ZJ3h| · |∂ZJ2h| · |∂ZJ1h|.
Moreover, it is easy to get
|Term1| .
∑
|J1|+|J2|6|I|
|ZJ1∂A| · |ZJ2∂A|.
From induction argument it follows that for any multi-index I, there exist a set of universal
constants {CJ : 0 6 |J | 6 |I|} such that
ZI∂α =
∑
06|J |6|I|
CJ · ∂αZJ ,(5.11)
implying
|Term1| .
∑
|J1|+|J2|6|I|
|∂ZJ1A| · |∂ZJ2A|.
The same methods leads to
|Term2| .
∑
|J1|+|J2|6|I|
|∂ZJ1A| · |∂ZJ2A|,
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|Term3| .
∑
|J1|+|J2|6|I|
|∂ZJ1A| · |∂ZJ2A|
and
|Term4| .
∑
|J1|+|J2|6|I|
|∂ZJ1A| · |∂ZJ2A|.
Then the result of this proposition follows. ✷
6. Energy estimates for EM equations
In this section we prove the following result.
Theorem 6.1. Let hµν = gµν −mµν and Aβ be a local in time solution to (4.8) and (4.9)
respectively satisfying the wave and Lorentzian gauge conditions on the interval [0, T ∗).
Suppose also that we have fixed some constants γ ∈ (0, 1/2) and µ ∈ (0, 1/2). Assume
that we have the following estimates for t ∈ [0, T ∗) and all multi-indices |I| 6 N − 4:
|∂H|T U + |H|LT
1 + |q| +
|ZH|LL
1 + |q| . ε,(6.1)
|∂ZIh|+ |Z
Ih|
1 + |q| + |∂¯Z
Ih| 6
{
Cε(1 + |q|)−2−γ when q > 0,
Cε(1 + |q|)−3/2 when q < 0,(6.2)
|∂ZIA|+ |Z
IA|
1 + |q| + |∂¯Z
IA| 6
{
Cε(1 + |q|)−2−γ when q > 0,
Cε(1 + |q|)−3/2 when q < 0(6.3)
and
EN(0) 6 ε.(6.4)
Then there is a positive constant C ′ dependent of T such that we have the energy estimate
EN(t) 6 C ′ε2,
for all t ∈ [0, T ∗).
Assuming the conclusions of Theorem 6.1 for a moment we finish the proof of the main
Theorem 1.1.
6.1. End of the proof of Theorem 1.1. Recall that T ∗ was defined as the maximal
time with the property that the bound
EN(t) 6 2Cε
holds for all t ∈ [0, T ∗). Direct check shows that the estimates of Theorem 5.2 imply the
assumption (6.1)-(6.3). The conclusion of Theorem 6.1 states that the energy
EN(t) 6 C ′ε2, ∀t ∈ [0, T ∗).
Thus choosing a sufficiently small ε > 0 we can show that EN(t) 6 Cε thus contracting
the maximality of T ∗ and consequently proving that (g, A) is a global solution. Therefore,
it remains to prove Theorem 6.1.
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6.2. Proof of Theorem 6.1. Recall that hµν and Aβ satisfy the wave equations
∼
✷ghµν =
Fµν and
∼
✷gAβ = Jβ respectively. Our goal is to compute the energy norms of Z
Ih and
ZIA, where Z ∈ L.
From (11.10) of [7] it follows that
∼
✷gZ
Ihµν = F
I
µν ,
where
F I := ZˆIF −DI , DI := ZˆI ∼✷gh1 − ∼✷gZIh1, Zˆ := Z + cZ .
Similarly, we also have
∼
✷gZ
IA = ZˆIJ −W I ,
where W I := ZˆI
∼
✷gA− ∼✷gZIA. (11.13) of [7] tells us∫
Σt
|∂ZIh|2w +
∫ t
0
∫
Στ
|∂¯ZIh|2w′(6.5)
.
∫
Σ0
|∂ZIh|2w +
∫ t
0
∫
Στ
{ε|∂ZIh|2
1 + τ
w +
w · (1 + τ)
ε
(|ZˆIF |2 + |DI |2)
}
,
.
∫
Σ0
|∂ZIh|2w +
∫ t
0
∫
Στ
{
ε|∂ZIh|2w + w
ε
(|ZˆIF |2 + |DI |2)
}
,
where Σt := R
3 × {t}. Applying the same methods yields∫
Σt
|∂ZIA|2w +
∫ t
0
∫
Στ
|∂¯ZIA|2w′(6.6)
.
∫
Σ0
|∂ZIA|2w +
∫ t
0
∫
Στ
{
ε|∂ZIA|2w + w
ε
(|ZˆIJ |2 + |W I |2)
}
.
We begin with the following estimates on the inhomogeneous terms F and J .
Lemma 6.2. Under the assumptions of Theorem 6.1, we have
|ZIF | .
∑
|K|6|I|
{
ε|∂ZKh|+ ε(1 + |q|)−3/2|∂¯ZKh|+ ε2 |Z
Kh|
(1 + |q|)3
}
+ε(1 + |q|)−1
∑
|K|6|I|
|∂ZKA|(6.7)
and
(6.8) |ZIJ | .
∑
|K|6|I|
|∂ZKh| · ε(1 + |q|)−1.
Proof. According to Proposition 5.3
|ZIF | . Term +
∑
|J1|+|J2|6|I|
|∂ZJ1A| · |∂ZJ2A|,
where
Term :=
∑
|J |+|K|6|I|
(|∂ZJh|T U · |∂ZKh|T U + |∂¯ZJh| · |∂ZKh|)
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+
∑
|J |+|K|6|I|−1
|∂ZJh|LT · |∂ZKh|+
∑
|J |+|K|6|I|−2
|∂ZJh| · |∂ZKh|
+
∑
|J1|+|J2|+|J3|6|I|
|ZJ3h| · |∂ZJ2h| · |∂ZJ1h|,
and
|ZIJ | .
∑
|I1|+|I2|6|I|
|∂ZI1h| · |∂ZI2A|.
From (6.2) it follows that
(6.9) Term .
∑
|K|6|I|
{
ε|∂ZKh|+ ε(1 + |q|)−3/2|∂¯ZKh|+ ε2 |Z
Kh|
(1 + |q|)3
}
.
In addition, (6.3) implies
|∂ZKA| . ε(1 + |q|)−1 ∀|k| 6 |I|.(6.10)
This means ∑
|I1|+|I2|6|I|
|∂ZI1A| · |∂ZI2A| . ε(1 + |q|)−1
∑
|K|6|I|
|∂ZKA|.(6.11)
Combining (6.9) with (6.11) yields (6.7).
Note that
|ZIJ | .
∑
|I1|+|I2|6|I|
|∂ZI1h| · |∂ZI2A|.(6.12)
Hence (6.8) follows from (6.10) immediately. ✷
Lemma 6.3. Under the assumptions of Theorem 6.1, one can get
ε−1
∫ t
0
∫
|ZIF |2wdxdτ
.
∑
|K|6|I|
ε
∫ t
0
∫ {|∂ZKh|2w + |∂¯ZKh|2w′} dxdτ + ε ∑
|K|6|I|
∫ t
0
∫
|∂ZKA|2wdxdτ,
and
ε−1
∫ t
0
∫
|ZIJ |2wdxdτ .
∑
|K|6|I|
ε
∫ t
0
∫
|∂ZKh|2wdxdτ
Proof. The above estimates are straightforward application of Corollary 13.3 of [7]
and our Lemma 6.2. ✷
Now we deal with DI and W I .
Lemma 6.4. Under the assumptions of Theorem 6.1, we have
ε−1
∫ t
0
∫
|DI |2wdxdτ . ε
∑
|K|6|I|
∫ t
0
∫ (|∂ZKh|2w + |∂¯ZKh|2w′) dxdτ + ε3(6.13)
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and
ε−1
∫ t
0
∫
|W I |2wdxdτ . ε
∑
|K|6|I|
∫ t
0
∫ (|∂ZKh|2w + |∂¯ZKh|2w′) dxdτ(6.14)
+ε3 + ε
∑
|K|6|I|
∫ t
0
∫
|∂ZKA|2w dxdτ
Proof. We only prove (6.14) since (6.13) follows from the same approach. According
to Proposition 5.3 of [7] we arrive at
|∼✷gZIA− ZˆI ∼✷gA|(6.15)
.
∑
|K|6|I|
∑
|J |+(|K|−1)+6|I|
( |ZJH|
1 + |q| +
|ZJH|LL
1 + |q|
)
|∂ZKA|
+
∑
|K|6|I|

 ∑
|J |+(|K|−1)+6|I|−1
|ZJH|LT
1 + |q| +
∑
|J |+(|K|−1)+6|I|−2
|ZJH|
1 + |q|

 |∂ZKA|.
Our goal is to obtain the estimate for the quantity
∑
|I|6N
∫ t
0
∫
|∼✷gZIA− ZˆI ∼✷gA|2w dxdτ.
Let us first deal with the terms in (6.15) with |K| 6 N − 4. In this case we use the decay
estimate (6.3). It is clear that now we only have to consider the expression
(6.16) ∑
|J |6|I|
|J ′|6|I|−1
|K|6|I|−2
∫ t
0
∫ { |ZJH|2
(1 + |q|)2 +
|ZJH|2LL + |ZJ ′H|2LT + |ZKH|2
(1 + |q|)2
}
ε2(1 + |q|)−3w dxdτ
=
∑
|J |6|I|
|J ′|6|I|−1
|K|6|I|−2
∫ t
0
∫
{|ZJH|2 + |ZJH|2LL + |ZJ
′
H|2LT + |ZKH|2}ε2(1 + |q|)−1w dxdτ.
From the proof of Lemma 11.5 in [7] it follows that (6.16) is bounded by
Cε2
∑
|K|6|I|
∫ t
0
∫ ( |∂ZKh|2
1 + τ
w + |∂¯ZKh|2w′
)
dxdτ
+Cε2
∑
|K|6|I|−1
∫ t
0
∫ |∂ZKh|2
(1 + τ)1−2Cε
wdxdτ + Cε4
which is equivalent to
Cε2
∑
|K|6|I|
∫ t
0
∫ (|∂ZKh|2w + |∂¯ZKh|2w′) dxdτ + Cε4,
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where we let the parameter M in the expression Hµν0 := −χ(r/t)χ(r)Mδµν/r equal to
0(the expression can be found at the beginning of the proof of Lemma 11.5 in [7]). For
more details we refer to the last inequality on page 1460 of [7].
Returning to (6.15) we now deal with the case |K| > N − 3, which implies |J | 6 4.
By the same way of proving Lemma 11.5 of [7] we arrive at that the contribution of the
terms with |K| > N − 3 to |∼✷gZIA− ZˆI ∼✷gA| can be bounded by
ε
∑
|K|=|I|
|∂ZKA|
1 + τ
+ ε
∑
|K|<|I|
|∂ZKA|
(1 + τ)1−Cε
,
which is equivalent to
ε
∑
|K|6|I|
|∂ZKA|.
✷
Now let us finish the proof of Theorem 6.1. Applying (6.5) and (6.6) together with
Lemma 6.3 and Lemma 6.4 yields∫
Σt
(|∂ZIh|2 + |∂ZIA|2)w +
∫ t
0
∫
Στ
(|∂¯ZIh|2 + |∂¯ZIA|2)w′(6.17)
.
∫
Σ0
(|∂ZIh|2 + |∂ZIA|2)w + ε
∑
|K|6|I|
∫ t
0
∫
(|∂ZKh|2 + |∂ZKA|2)w
+ε
∑
|K|6|I|
∫ t
0
∫
(|∂¯ZKh|2 + |∂¯ZKA|2)w′ + ε3.
Denote
E˜k(t) := sup
06τ6t
∑
Z∈L
|I|6k
∫
Στ
(|∂ZIh|2 + |∂ZIA|2)w dx
and
Sk(t) :=
∑
Z∈L
|I|6k
∫ t
0
∫
Στ
(|∂¯ZIh|2 + |∂¯ZIA|2)w′ dx.
Then we get
E˜k(t) + Sk(t) . E˜k(0) + ε
∫ t
0
E˜k(τ)dτ + εSk(t) + ε3,(6.18)
which implies
E˜k(t) 6 C(T )ε2.
✷
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