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Abstract
Computer-aided design (CAD) models play a crucial role in the design, manufacturing
and maintenance of products. Therefore, the mesh-based finite element descriptions
common in structural optimisation must be first translated into CAD models. Currently,
this translation either can be performed semi-manually or fails to reserve the structural
optimality found by the structural optimisation due to the intrinsic difference in
geometric representation between finite element mesh and CAD model.
This thesis propose a fully automated and topologically accurate approach to
synthesise structurally sound parametric CAD models from topology-optimised finite
element models to fill the long-existing gap between structural optimisation and CAD
systems. This approach successfully preserves the optimal structural performance
during the mesh-CAD conversion.
The solution provided in this thesis is to first convert the topology-optimised
structure into a spatial frame structure and then to regenerate it in a CAD system
using standard constructive solid geometry (CSG) operations. The obtained parametric
CAD models are compact, that is, have as few as possible geometric parameters, which
makes them ideal for editing and further processing within a CAD system. The critical
task of converting the topology-optimised structure into an optimal spatial frame
structure is accomplished in several steps. The first step is to generate a one-voxel-wide
voxel chain model from the topology-optimised voxel model using a topology-preserving
skeletonisation algorithm from digital topology. The undirected graph defined by the
voxel chain model yields a spatial frame structure after processing it with the proposed
graph algorithms. Subsequently, the cross-sections and layout of the frame members
are optimised to recover its optimality, which may have been compromised during the
conversion process. At last, the obtained frame structure is generated in a CAD system
by repeatedly combining primitive solids, like cylinders and spheres, using boolean
operations. The resulting solid model is a boundary representation (B-Rep) consisting
of trimmed non-uniform rational B-spline (NURBS) curves and surfaces.
The numerical studies in this thesis clarify that the converted spatial frame structures
are with equivalent structural performance. Moreover, CAD models generated from the
spatial frame structures have significantly fewer geometric degree of freedom compared
to the topology-optimised structures. Though the numerical studies use topology-
optimised structures as input and compact CSG models as output, this thesis also
provides the way to extend the proposed generation process to taking other optimised
meshes and producing outputs of various geometric representations. This offers a
wide range of possible applications and brings new thoughts to industrial design and
manufacturing.
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Keywords: Topology Optimisation, Computer-Aided Design, Mesh Reconstruction,
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CHAPTER 1
Introduction
1.1 Motivation
Structural optimisation has become an important tool in the industrial design for
the past few decades. It allows to find geometries with minimal stress, weight or
compliance for a given amount of material and constraints. These optimised geometries
are usually the starting point for further detailed design. Therefore, they need to
be first converted into compact Computer-Aided Design (CAD) models. This is
necessary because CAD systems are today an integral part of most industrial product
development processes. The prevalent parametric CAD systems are based on Boundary
Representation (B-rep)1 techniques and trimmed Non-Uniform Rational B-splines
(NURBSs)2, which are constructed using Constructive Solid Geometry (CSG) trees3.
These geometric representations are dramatically different from the finite element
meshes used in structural optimisation.
Although the input to most structural optimisation is a CAD geometry, its output
is usually a finite element mesh of the optimised geometry. The finite element meshes
consist of too many elements to be suitable for processing and editing in a CAD
system. For a geometry to be editable in a CAD system, a compact representation
in the form of a CSG tree is essential. The need to edit the optimised geometry
1B-rep is a method for representing solid as a collection of connected surface elements, the
boundary between solid and non-solid [1].
2NURBS, constructed by combination of polynomial basis functions, is a mathematical model
commonly used in computer graphics for generating and representing curves and surfaces. Details of
NURBS are clearly written in [2].
3CSG tree is a technique commonly used in CAD modelling. It allows a modeller to create a
complex surface or solid object by using Boolean operators, e.g. union, subtraction, etc., to combine
simpler objects [3].
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arises when, for instance, additional geometric features have to be added or when the
part is to be combined with other components into a functional product. Moreover,
often in industrial practice many not explicitly quantified design requirements, in
addition to structural efficiency and robustness, require the geometry to be edited after
optimisation.
There are only a very limited number of structural optimisation approaches which
arrive at a geometry in the form of a compact parametric CAD model. The difficulties
in the mesh-CAD conversion mainly come from the intrinsic difference in geometric
representation between finite element models and CAD models. As illustrated in
Figure 1.1, in order to achieve an integrated smooth industrial design process, the
key challenge is how to convert the optimised shape to a compact CAD model in an
automated and robust way. Unfortunately, current solutions proposed in research
literature and techniques in engineering software are inefficient and not sufficiently
robust and automated, as to be discussed in the next section. Thus, converting mesh-
based optimised geometries to compact CAD models demands tedious manual editing
and enormous time during industrial design. This strongly necessitates the research on
robust as well as automated methods to fill the gap between structural optimisation
software and CAD systems.
Design domain Structural optimised 
shape
CAD
model
A robust, 
automated and
optimality-preserving 
process
?
Fig. 1.1 Missing link between structural optimisation and CAD systems. The ideal
workflow is, from left to right, receiving design input, then getting optimised structure
and finally outputting compact CAD model.
1.2 Background
Structural optimisation is the subject of making an assemblage of materials sustain loads
in the best way [4]. Dependant on which optimisation variables are used, structural
optimisation can be presented into three types: (i) sizing optimisation, e.g. optimising
the cross-sectional area of a beam, (ii) shape optimisation, e.g. optimising shape of
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a thin-shell, and (iii) topology optimisation that optimises the material distribution
in the design domain. Among these three, topology optimisation is the most general
form of structural optimisation; with proper problem definitions, topology optimisation
can also solve sizing and shape optimisation problems [4]. All structural optimisation
techniques are based on the iterative finite element analysis.
However, the inherent differences between the geometric representations used in
CAD systems and conventional finite element analysis induce compatibility issues
when reimporting optimised results to CAD systems [5]. There are efforts made
in directly using CAD geometric representations for structural optimisation. Such
approaches are primarily restricted to shape optimisation. For instance, it is quite
common to use the parameters of a CAD or a reconstructed CAD-like spline model as
geometric design variables in shape optimisation, see e.g. [6–9]. These techniques are
especially appealing in an isogeometric analysis context when the same basis functions
are used for geometry description and finite element analysis [10–15]. Several research
[16–18] reveal the possibility to combine the topology optimisation and isogeometric
shape optimisation to achieve the isogeometric topology optimisation. However, these
methods are fundamentally challenged by the discontinuous nature of changing the
topology in a mechanical model. Moreover, the crisp description of the structural
boundaries used in these methods may lead to an abrupt change of the structural
behaviour as geometric features merge or separate [19]. As a result, the topology
optimisation based on conventional finite element analysis are currently the most
widely accepted one by the research community as well as the industry. Since most
structural optimisation techniques cannot directly produce CAD-compatible results,
one promising way is to reconstruct optimised meshes as parametric CAD models.
Reconstruction of a CAD model from a mesh is still an open problem in engineering
and computational geometry. It is well understood that directly applying common
surface mesh smoothing and simplification algorithms do not yield compact geometric
representations. This is because most mesh smoothing and simplification algorithms
rely heavily on the positions of mesh nodes and the orientations of mesh patches,
e.g. Laplacian smoothing [20] smooths a mesh by averaging the coordinates of the
nodes within a given region and the cutting results of marching cube [21] grids majorly
depend on the normal directions of mesh patches. As a result, these algorithms do not
function well on a jagged mesh. For example, the volume mesh in Figure 1.2a is a
topology-optimised cantilever that is commonly seen in topology optimisation literature
[22]. The results of using aforementioned algorithms, shown in Figures 1.2b and 1.2c,
still contain large numbers of elements, and their boundary surfaces are not sufficiently
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smooth. The mesh in Figure 1.2d shows better compactness and smoothness than its
two previous counterparts, but the edition on this mesh is far from trivial, e.g. even
increasing the size of the bottom plate requires numerous manual operations.
(a) (b) (c) (d)
Fig. 1.2 Volume mesh is simplified using common mesh algorithms. (a) is the input
mesh. Directly applying cluster decimation [23] on (a) gives (b). (c) is obtained by
using cluster decimation on Laplacian smoothed (a). (d) comes from smoothing (a)
using the marching cube method then gets simplified using quadratic edge collapse
decimation [23].
Current solutions to tackle the conversion problem of structural-optimised meshes
to compact CAD models are grouped into two major types, namely the spline patches
approach and the medial axis approach.
1.2.1 The spline patches approach
The first group creates a compact spline representation of the optimised geometry to
be imported into a CAD system. The spline representation reconstruction methods
can be referred to as reverse engineering of existing physical objects. Such methods
can reconstruct CAD models from the acquired geometry and geometric features
representing the geometry of a physical part, see the comprehensive reviews [24, 25].
Some work of this approach focuses on reconstructing compact spline surfaces
from meshes. In particular, meshes are first partitioned using, for instance, watershed
segmentation proposed by Mangan and Whitaker [26] (based on local surface curvature
minima) or hierarchical clustering by Garland et al. [27] (clustering method with
a bias on surface normal directions). From the partitioned mesh, a more compact
mesh can be generated by approximating each partition with a coarse mesh using,
e.g. variational shape approximation by Cohen-Steiner et al. [28], quadric surface
fitting by Yan et al. [29], B-spline fitting by Eck and Hoppe [30], or the implicit surface
reconstruction by Rouhani et al. [31]. Evidently, the surface fitting is performed
on individual partitions, since fitting surfaces for the whole mesh is not possible for
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structural and mechanical geometries with non-trivial topologies [32]. However, it is
worth emphasising that these methods still require significant manual interactions. The
very recent automated method developed by Marinov et al. [32] achieves a smooth and
compact reconstruction using B-spline patch fitting and contact boundary smoothing
starting from an already partitioned mesh. Though their method changes the shape
and geometric representation (solid to surface), they did not consider whether the
optimality in mechanical performance of the generated model is preserved.
For the non-smooth meshes, which are commonly obtained from topology optimi-
sation, most partitioning methods will not function well due to the sudden changes
in the boundary face normal vectors. In order to make use of existing CAD model
reconstruction techniques, a common approach is to obtain sufficiently smooth surface
meshes from topology-optimised shapes using density isocontours; density isocontours
are used to segment voxels according to the optimal element densities determined with
topology optimisation. Spline curves in two dimensions (2D) or spline surfaces in three
dimensions (3D) [33–35] are subsequently fitted to the segmented mesh parts. However,
these techniques are not robust, especially in 3D, as they may require the solution
of a non-linear least squares problem and are difficult to automate due to the need
to manually position the control vertices of the splines. As a result, they have had
no noteworthy impact on commercial software despite being developed around two
decades ago.
1.2.2 The medial axis approach
The second group of methods is to use medial axis of mesh-based models to construct
compact CAD models. The essential component in these methods is skeletonisationm
which is applied to obtain the medial axis. Skeletonisation is an active research area
with applications in computer graphics, animation and volumetric image processing,
see the reviews [36–39]. The medial axis, also referred to as curve skeleton, of a 3D
object is closely related to its medial surface, or surface skeleton. In finite elements,
medial surfaces are known from mesh generation applications, see e.g. [40]. Informally,
the medial surface is the set of all points that have two or more closest points on
a 3D object’s surface. That is, a sphere centred on the medial surface touches the
object’s surface at two or more points. In contrast to the medial surface, the skeleton
of a 3D object has no rigorous definition. It is expected that the skeleton captures
the essential topology of the object and is centred, i.e. lies on or close to the medial
surface. There are many algorithms for determining the skeleton of an object starting
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from different types of geometry representations, such as implicit signed distances, or
polygonal surfaces etc.
In the context of structural engineering, mesh reconstruction based on medial
axes has been originally pioneered in Bremicker et al. [41] for 2D. The skeletonisation
technique used in their methods is proposed by Arcelli et al. [42], which is the early
stage of the so-called thinning algorithm. Thinning algorithm specialises in efficient
and robust skeletonising volume meshes. The mathematical basis of thinning algorithm
is digital topology, which has been extensively researched in the few decades [39, 43–
45]. In topology optimisation, it is expedient to assume that the object is given as a
voxelised binary image consisting of solid and void voxels. Digital topology provides
a rigorous basis to study the topology of binary images [46]. Crucially, the entire
skeletonisation process does not rely on any floating point operations, which makes
the thinning algorithm exceedingly robust. These make the thinning algorithm the
best choice in skeletonising topology-optimised meshes. While in [41] the aim is not
to arrive at a parametric CAD model, the thinning algorithm used to extract a pin-
jointed truss structure, which is subsequently size and layout optimised. Homotopic
skeletonisation in 3D is substantially more challenging than in 2D, and elimination of
possible mechanisms in a spatial truss structure is far from trivial [47]. And so, in this
thesis, a skeleton obtained from thinning algorithm is converted into a spatial frame
structure (with rigidly connected joints) that intrinsically does not exhibit mechanisms.
And so, in this thesis, the skeleton is converted into a spatial frame structure (with
rigidly connected joints) that intrinsically does not exhibit mechanisms.
Very recently, Cuillière et al. [48] used a skeleton extraction method based on surface
mesh collapse proposed by Au et al. [49] to extract a curve skeleton from the surface
mesh representing the density isocontour of the optimised geometry. This specific
extraction technique is rather elaborate as it builds on the successive contraction of a
given surface mesh using Laplacian smoothing. The obtained skeleton and estimated
cross-sections are used to generate a CAD model with no further post-processing.
However, besides, Cuillière et al. do not account for the fact that skeletonisation may
have impaired the optimality of the structure.
1.3 Contributions
The primary contribution of this thesis is a novel, versatile and robust compact CAD
model generation process for structural optimisation applications. This generation
process is fully automated and can robustly generate a compact CSG tree representation
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of topology-optimised geometries and convert them to CAD models. The process
establishes an important link between finite element mesh and compact CAD model and
solves the long-existing incompatibility issues between structural optimisation software
and CAD systems. Importantly, this process preserves the optimality discovered by
topology optimisation, while other existing methods do not consider the optimality in
structural performance after the mesh-CAD conversion [32, 41, 48, 50]. Furthermore,
this process can be expanded to taking other optimised mesh-based geometry inputs
and producing outputs of various geometric representations in a straightforward way.
An overview of the approach is provided in the next section.
Other contributions of this thesis are as follows:
• Validate the robustness of the proposed sequential frame size and layout optimisation
proposed in this thesis in the context of CAD model generation. The enforcement of
geometric constraints using implicit representations enables the frame optimisation
on complex domains. This ensures the compatibility of the frame optimisation
process with other structural optimisation methods.
• Introduce techniques for maintaining user-defined features during the skeletonisation
process. These are necessary to apply the skeletonisation algorithm in engineering
design problems. Skeletonisation on geometries with prescribed features has been
tested, and the resulting skeletons of those models show that both curve and surface
skeleton will grow to reach user-defined features in a homotopic way.
• Provide algorithms for extracting a graph model from a voxel chain model. The
connectivity of the graph model can be conveniently adjusted using graph algorithms
to fit structural and manufacturing requirements. Several tools are developed for
post-processing the graph model into a well-conditioned frame model.
Until the submission of this thesis, the research work of this thesis has been summarised
as a preprint [51] and presented in Conference of UK Association of Computational
Mechanics 2019 (UKACM2019) and 15th U.S. National Congress on Computational
Mechanics (USNCCM15).
1.4 Overview of the proposed approach
For clarity, this section presents an overview of the proposed robust, automated and
optimality-preserving process for converting meshes into compact CAD models for
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structural optimisation applications. As an example, the complete workflow of the
topology optimisation of a robot arm is illustrated in Figure 1.3. The input is a
CAD model (e.g. a B-rep consisting of trimmed NURBS surfaces) along with design
requirements (loadings, boundary conditions, volume reduction), and the output is a
structurally optimised shape in the form of a compact parametric CAD representation.
Here topology optimisation uses a standard density-based modified Solid Isotropic
Material with Penalisation (SIMP) approach1 on a structured hexahedral finite element
mesh, referred to as a voxel mesh, see e.g. [22, 55, 56]. The optimised density field, as
shown in Figure 1.3b, splits the set of voxels, after thresholding into the two subsets
solid and void, which gives a 3D binary picture with two grey levels. Subsequently, from
the binary image a voxel chain skeleton is extracted, see Figure 1.3c, using a homotopic,
i.e. topology-preserving, skeletonisation algorithm from digital topology [44]. The
skeleton has the same number of connected components, handles and cavities as the
three-dimensional voxel model. Evidently, topology preservation is critical in structural
applications because a change in topology may disrupt the load paths discovered during
optimisation. The voxel chain model defines a weighted undirected graph which is
processed with graph algorithms to obtain a spatial frame structure, see Figure 1.3d.
Each of the members of the frame structure is a beam and the beams are rigidly
connected at the joints. During the conversion of the voxel model to the spatial frame
structure, the optimality of the structure is usually compromised. However, this can
be recovered by applying a few steps of size and layout optimisation to the spatial
frame structure. Size optimisation adjusts the cross-sections of the members and layout
optimisation adjusts the coordinates of the joints. The very compact representation
that is generated from the original voxel model consists of the connectivity of the
frame structure, its joint coordinates and the member cross-sections. These are used
to create a binary CSG tree and a solid model of the spatial frame structure in a CAD
system. Figures 1.3e and 1.3f show two different solid models generated in a CAD
system. In the first model, the cylindrical members are connected to spherical joints,
while in the second model, the members are smoothly blended at the joints. With the
CAD model generation process presented in this thesis, the first model is generated in
a fully automated fashion, while the second requires some user intervention2.
1Although here the approach uses a density-based approach for topology optimisation, it is
straightforward to apply the proposed approach to the more recent level-set based methods [52, 53] or
the historical homogenisation method [54].
2Here surfaces are first connected using blend surfaces then the NURBS patch edges are smoothed
using the edge fillet. These operations are available in most CAD software. But they require carefully
choosing operation parameters, which are completely shape-dependant. Thus it is not trivial to
automate these operations.
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(a) Design space and loading
(b) Topology-optimised ge-
ometry
(c) Homotopically thinned
voxel chain model
(d) Spatial frame model
(e) CAD model generated by recursively com-
bining primitive solids
(f) CAD model generated by combining prim-
itive solids and blended surfaces
Fig. 1.3 CAD model generation workflow for a topology-optimised robot arm. The
robot arm is a lever mechanism which pivots around the bottom cylindrical hole
shown in (a) when forces and torsions are applied at the top. Due to non-structural
constraints, only the middle part can be optimised. The topology-optimised geometry
(b) is skeletonised into voxel chain (c), then the voxel chain is converted in to a spatial
frame model. Finally, in (e) and (f), the optimised frame has been merged with top
and bottom parts in a CAD system.
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1.5 Outline
The outline of this thesis is as follows.
Chapter 2 introduces the theoretical basis for topology optimisation and structural
frame optimisation. The chapter first reviews the different formulations with a particular
focus on the density-based approach of topology optimisation, followed by the sensitivity
analysis used for the gradient-based optimisation algorithm. Next, the structural frame
optimisation is discussed with the formulation and its derivatives. This is followed by
a discussion on the enforcement of implicitly defined geometric constraints so that the
structure remains within a given design domain.
Chapter 3 explains the relevant aspects of digital topology and provides the technical
details of the skeletonisation algorithm. The topological invariant, known as the Euler
characteristic, is introduced and explained. Then, the criteria for preserving global
and local topology are clarified. Such criteria are fundamental to the homotopic
skeletonisation algorithm. The robustness and efficiency of the skeletonisation algorithm
are studied using several skeletonisation examples.
Chapter 4 covers the post-processing of the obtained medial axis given in the form
of a voxel chain. Details are given on extracting an weighted undirected graph model
from a voxel chain model. Subsequently, the rules for manipulating graph models using
incidence matrices are provided. With the frame model at hand, the chapter considers
two different types of CAD models as the output options, i.e. subdivision surfaces and
NURBS-based B-rep model. Then the methods to generate compact CAD models in
either of these two forms are elaborated.
Chapter 5 presents several numerical studies of the proposed approach. At the
beginning, the entire workflow consisting of optimisation and geometry conversion
processes is summarised. Next, the proposed CAD model generation process is used to
various examples ranging from a standard topology optimisation benchmark example
to complex geometries. For these examples, studies are conducted in particular on the
change in cost function during the conversion of the optimised voxel model to a CAD
model to demonstrate that the proposed approach is optimality-preserving.
Chapter 6 concludes the thesis with a summary of the presented topologically robust
CAD model generation approach and provides an outlook for future research.
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Review of structural
optimisation
Structural optimisation offers improvement of structural design by reducing material
usage, achieving better performance and shortening manufacturing time [57]. Chap-
ter,covers the three commonly used structural optimisation methods: (i) topology
optimisation, (ii) frame size optimisation and (iii) frame layout optimisation. First, a
brief tour is given of the underlying formulations and relevant numerical techniques
of topology optimisation in Section 2.1. Next, Section 2.2 provides the fundamentals
of frame size and layout optimisation. Then Section 2.2.4 gives a new idea of using
implicit geometric representation as frame optimisation constraints. Several numerical
examples for frame size and layout optimisation are presented in Section 2.2.5. The
limitations of frame optimisation, specifically layout optimisation, are discussed in
Section 2.2.6.
2.1 Review of Topology optimisation
Topology optimisation originates from the field of structural optimisation and optimises
the material distribution within a design domain for a given set of loadings and boundary
conditions [58]. Topology optimisation aids the development of new products by
finding the best possible layouts in the conceptual design stage. Topology optimisation
techniques were first developed by Bendsøe and Kikuchi [54], who resorted to artificial
material densities to solve structural optimisation problems. Later this concept was
extended by Sigmund [59] to optimising compliant structures consisting of multiple
materials. Comprehensive reviews can be found in [60–64].
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In topology optimisation the density is the optimisation variable, which represents
the amount of material at each point in the design domain. Topology optimisation
was initially considered as a binary optimisation problem with the density of 1 and
0 representing solid and void, respectively. Discrete search for solving such binary
problem is so expensive (indeed a NP hard problem) [65] that current approaches
optimise the continuous problem, such as the homogenisation approach [54, 66–68],
level-set approach [53, 69] and the density-based approach [56]. This thesis uses the
density-based approach primarily because of its computational simplicity, but also
because the homogenisation approach exhibits poor manufacturability whereas the
level set approach requires expensive sensitivity analysis [65].
The density-based approach is an Eulerian approach whereby the design domain is
discretised into finite elements [65]. The density-based approach is also a continuous
approach employing the Solid Isotropic Material with Penalisation (SIMP) method
[56]. However, representing the density continuously means that intermediate density
values can exist. In order to achieve a close-to-binary solution (i.e. solid and void), the
Young’s modulus of each finite element is penalised according to a power-law density.
The modified SIMP method [70] introduces a small non-zero number as the Young’s
modulus for void elements to ease the singularity caused by zero Young’s modulus.
The density-based approach is known to exhibit numerical issues, namely checker-
boarding and mesh-dependency [71]. Checkerboarding refers to the periodic-like pattern
of solid and void elements, arranged in a fashion of a checkerboard [71–73]. Meanwhile,
mesh-dependency refers to the dependence of the optimisation results on the finite
element mesh. Evidently, both checkerboarding and mesh-dependency are undesirable
from a practical viewpoint. Therefore, regularisation techniques have been introduced,
such as sensitivity filtering [73] and density filtering [74]. As the names suggest, they
filter, i.e. smooth, either element sensitivities or densities. It has been shown that
both filters suppress checkboarding and produce mesh-independent designs [22]. In
general, the optimal shapes given by these two filters are slightly different. In this
thesis, density filtering is used.
Gradient-based optimisers are commonly used in solving topology optimisation
problem due to their high efficiency, while non-gradient methods become prohibitively
expensive for large systems [65]. There are three major gradient-based algorithms:
Sequential Quadratic Programming (SQP) [75], Method of Moving Asymptotes (MMA)
[76] and Optimality Criteria (OC) method [70, 77]. Compared to the SQP and MMA,
the OC method stands out with its extreme efficiency and ease of implementation
[4, 78]. In the numerical experiments [22, 77] involving models with large number of
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degrees of freedom, the OC method shows better convergence rate than other two
methods. For the interested reader, Appendices C.1 and C.2 give the introduction on
the SQP and MMA, respectively.
2.1.1 Optimisation formulation
The topology optimisation problem for finite element discretised solids reads
min
0≤ρ≤1
J(ρ) = fT u = uTKu (2.1a)
subject to Ku = f (2.1b)
V (ρ)
V
≤ Vf , (2.1c)
where J(ρ) is the compliance cost function, ρ is the vector of relative element densities,
u is the global displacement vector, K is the global stiffness matrix, f is the global
external force vector, V (ρ) is the material volume, V is the design domain volume
and Vf is the scalar prescribed volume fraction. In this thesis, the design domain is
always discretised with a structured grid and hexahedral linear elements. As usual, the
global stiffness matrix K, vector u and vector f are assembled from the nele element
contributions Ki ∈ R24×24, ui ∈ R24×1 and f i ∈ R24×1 in the mesh respectively, i.e.
K = Anelei=1 Ki, u = Anelei=1 ui and f = Anelei=1 f i. The relative density of each element is
constrained to be 0 ≤ ρi ≤ 1 with i = 1, 2, . . . , nele, where nele is the number of elements.
The boundary conditions are applied using Lagrange multipliers [79].
2.1.2 Modified SIMP method
In each element i the material is isotropic and homogeneous, and the Young’s modulus
E is penalised depending on the relative density ρi with
E(ρi) = Emin + ρpi (E − Emin) , (2.2)
where E is the prescribed Young’s modulus of the solid material, p and Emin are two
algorithmic parameters. When no penalisation power is applied, i.e. p = 1, there is
a large fraction of elements with intermediate density values, i.e. 0 < ρi < 1; such
elements can be seen in the yellow region in Figure 2.2a. These intermediate densities
describe a structure which is very different from the sought layout with only solid
and void elements. Once the penalisation power is introduced, see Figure 2.1, the
contrast between the solid elements and void elements becomes distinct. As illustrated
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Emin
0.0
p =
 1
p =
 2
p =
 3
p =
 4
Fig. 2.1 Penalised density. As the penalisation increases, the penalised density ρp
becomes closer to either ρ = 1 or ρ = 0.
(a) Densities are penalised with p = 1,
minimum reached after 33 iterations,
J(ρˆ) = 16.128.
(b) Densities are penalised with p = 2,
minimum reached after 143 iterations,
J(ρˆ) = 17.454.
(c) Densities are penalised with p = 3,
minimum reached after 56 iterations,
J(ρˆ) = 18.522.
(d) Densities are penalised with p = 4,
minimum reached after 30 iterations,
J(ρˆ) = 20.263.
Fig. 2.2 Topology optimisation using various penalisation powers p. In the plots green
denotes ρ = 1 and red ρ = 0. The Young’s modulus for solid elements is E = 105 and
for void elements is Emin = 10−9, and Poisson ratio is ν = 0.3; the cantilever is fixed
on the left edge and has a downward force of 100 on the right bottom corner. The
cost function values of the shape of 150× 50 unit elements are shown in the legends.
Except for the penalisation power, the rest of optimisation parameters, element sizes
and design systems used for these four optimisations are identical. All optimisations
here proceed without any filters and the volume fraction Vf = 0.5.
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in Figures 2.2b to 2.2d, in contrast to Figure 2.2a, the intermediate densities are no
longer observed, and instead, the solid elements (in green) can be easily extracted from
the optimised layout. Along with the increase of penalisation power the optimality
of the optimised layout drops. For example, the cost function value of the optimised
layout in Figure 2.2a is less than its three counterparts in Figures 2.2b to 2.2d. This
is a trade-off between optimality and manufacturability. As suggested in [56], the
penalisation parameter p ≥ 3 ensures that elements with densities close to ρi = 0 (void)
and ρi = 1 (solid) are preferred. Besides, the small Young’s modulus Emin ≈ 10−9 of
the void material prevents ill-conditioning of the global stiffness matrix when ρi = 0.
Let Ki ∈ R24×24 denote the element stiffness matrix corresponding to the prescribed
Young’s modulus of the solid material E. During topology optimisation, Ki remains
constant, so it is commonly precomputed and stored in the process. Accordingly, the
element stiffness matrix Ki can be expressed using Ki as
Ki(ρi) =
E(ρi)
E
Ki . (2.3)
Details of solid element stiffness matrix Ki can be found in Appendix A.1.
2.1.3 Density filtering
After the introduction of the penalisation power p, the optimised layout is still far from
satisfactory. For instance, the checkerboarding is observed in the optimised geometry.
In As can be seen in Figures 2.2b, 2.2c, and 2.2d, a large amount of solid elements
connected to each other with only one node. The checkboarding commonly occurs in
the region that has intermediate densities if a lower penalisation power is applied [56].
In order to prevent checkerboarding instabilities, the solution to the optimisation
problem (2.1) can be regularised by filtering the element densities ρi [73, 74]. This is
accomplished by convolving the element densities with the kernel function
H(i, j) =
R− dist(i, j) if dist(i, j) < R0 otherwise , (2.4)
where dist(i, j) gives the Euclidean distance between the centroids of elements i and j,
and R is the prescribed filter radius. With H(i, j), the filtered densities are given by
ρˆi =
∑
j H(i, j) ρj vj∑
j H(i, j) vj
, (2.5)
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(a) Densities are filtered with R = 1,
minimum reached after 56 iterations,
J(ρˆ) = 18.522.
(b) Densities are filtered with R = 3,
minimum reached after 181 iterations
J(ρˆ) = 20.546.
(c) Densities are filtered with R = 6,
minimum reached after 510 iterations,
J(ρˆ) = 24.688.
(d) Densities are filtered with R = 8,
minimum reached after 549 iterations,
J(ρˆ) = 26.691.
Fig. 2.3 Topology optimisation using various filter radii R. The design problem and
material settings are the same as in Figure 2.2. Except for the filter radii, the rest of
optimisation parameters and element sizes are identical in the four optimisations. The
penalisation parameter is p = 3 and the volume fraction is Vf = 0.5.
(a) Mesh 60× 20, element size 2.5× 2.5,
minimum reached after 115 iterations,
J(ρˆ) = 24.286.
(b) Mesh 75× 25, element size 2× 2,
minimum reached after 260 iterations,
J(ρˆ) = 24.360.
(c) Mesh 150× 50, element size 1× 1,
minimum reached after 510 iterations,
J(ρˆ) = 24.688.
(d) Mesh 300× 100, element size 0.5× 0.5,
minimum reached after 1824 iterations,
J(ρˆ) = 24.931.
Fig. 2.4 Topology optimisation on various mesh resolutions. The design system and
material settings are the same as in Figure 2.2. The design domains for all four are
150× 50, and different mesh resolutions use different element sizes. Four optimisations
here run using filter radius R = 6 and penalisation power p = 3.
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where vj is the volume of element j and the summations are over the elements within
the filter radius of element i.
As can be seen in Figure 2.3, filtering of the densities significantly changes the
optimised layout. For R > 1, see Figures 2.3b, 2.3c and 2.3d, the checkerboarding is
suppressed. As expected, the higher the filter radius is, the less small features exist
in the optimised layout. In general, a wider filter range leads to a higher structural
compliance of the final shape, which is not preferred. The filter range is also a trade-off
between the structural performance and manufacturability of the optimised layout.
Another purpose of filtering the densities is to reduce the mesh-dependency of the
solution. As shown in Figure 2.4, four different mesh resolutions are used to optimise
the same design domain. The filter radius is set to 6 for all four optimisations. Visually
the optimised layout in Figures 2.4a, 2.4b, 2.4c and 2.4d are all similar to each other.
Moreover, the cost functions and structural compliances of the displayed four optimal
shapes are very similar up to minor differences.
2.1.4 Choice of volume fraction
(a) Volume fraction Vf = 0.3,
minimum reached after 428 iterations,
J(ρˆ) = 56.620.
(b) Volume fraction Vf = 0.5,
minimum reached after 181 iterations,
J(ρˆ) = 24.688.
(c) Volume fraction Vf = 0.7,
minimum reached after 2495 iterations,
J(ρˆ) = 16.062.
(d) Volume fraction Vf = 0.9,
minimum reached after 259 iterations,
J(ρˆ) = 13.048.
Fig. 2.5 Topology optimisation with various prescribed volume fractions Vf . The design
system and material settings the same as in Figure 2.2. In all cases the filter radius is
R = 6 and penalisation power is p = 3. The case of Vf = 0.1 is not shown here because
the optimisation process does not converge.
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The choice of volume fraction directly affects how much reduction of material is to
be achieved during topology optimisation. As shown in Figure 2.5, it is clear that the
topology optimisation process produces qualitatively different optimised layouts for
different prescribed volume fractions.
As the volume fraction increases, the optimised layout is more like a plate structure
than a frame structure. Note that, very low volume fractions may cause the optimisation
process not to converge. For example, for the case in Figure 2.5, the optimisation
process cannot proceed if Vf ≤ 0.1, since there is not sufficient material to establish a
distinctive load path from the applied loadings to the boundary. For the user pursuing
large volume reductions, reducing the filter radius is recommended.
2.1.5 Sensitivity analysis
For gradient-based optimisation the derivatives of the cost and constraint functions
in (2.1) with respect to the relative densities ρi are needed. In the following the relative
densities ρi in the topology optimisation problem (2.1) are replaced with the filtered
relative densities ρˆi. The derivative, or sensitivity, of the compliance cost function (2.1a)
according to the chain rule reads
∂J(ρˆ)
∂ρi
= ∂J(ρˆ)
∂ρˆj
∂ρˆj
∂ρi
, (2.6)
with
∂J(ρˆ)
∂ρˆj
= fT ∂u(ρˆ)
∂ρˆj
. (2.7)
Differentiating and rearranging the equilibrium constraint (2.1b) gives
∂u(ρˆ)
∂ρˆj
= −K−1 ∂K(ρˆ)
∂ρˆj
u . (2.8)
Introducing (2.3) and (2.8) into (2.7) yields
∂J(ρˆ)
∂ρˆj
= −uT ∂K(ρˆ)
∂ρˆj
u
= −
nele∑
l=1
uTl
∂Kl(ρˆ)
∂ρˆj
ul
= −p ρp−1j
E − Emin
E
uTj Kj uj .
(2.9)
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The derivative of the filtered densities (2.5) is
∂ρˆj
∂ρi
= H(j, i) vi∑
kH(j, k) vk
, (2.10)
where the summation in the denominator is over the elements within the filter radius
of element j. Substituting (2.9) and (2.10) into (2.6) gives the sensitivity of the cost
function with respect to the optimisation variable, i.e. unfiltered density, as
∂J(ρˆ)
∂ρi
=
nele∑
j
(
−p ρp−1j
E − Emin
E
uTj Kj uj
H(j, i) vi∑
kH(j, k) vk
)
. (2.11)
Since the volume constraint can be written as
V (ρˆ) =
∑
i
ρˆi vi ≤ Vf V , (2.12)
the derivative of the volume constraint (2.1c) is obtained analogously with
∂V (ρˆ)
∂ρi
= ∂V (ρˆ)
∂ρˆj
∂ρˆj
∂ρi
= vi
nele∑
j
H(j, i) vj∑
kH(j, k) vk
. (2.13)
2.1.6 Optimality Criteria (OC) method
The OC method is formulated on the grounds that if the constraint 0 ≤ ρˆ ≤ 1 is
inactive, then convergence is achieved when the Karush–Kuhn–Tucker (KKT) [80]
condition
∂J(ρˆ)
ρi
+ λ V (ρˆ)
ρi
= 0 (2.14)
is satisfied for i = 1, . . . , nele, where λ is the Lagrange multiplier associated with the
volume constraint V (ρˆ). This optimality condition can be expressed as Bi = 1, and
Bi = −∂J(ρˆ)
ρi
(
λ
V (ρˆ)
ρi
)−1
. (2.15)
The densities are updated based on the scheme
ρnewi =

max(0, ρi −m) if ρiBηi ≤ max(0, ρi −m)
min(1, ρi +m) if ρiBηi ≥ min(1, ρi −m)
ρiB
η
i otherwise ,
(2.16)
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where ρnewi is the updated density in element i, m is a positive move limit, and η is a
numerical damping coefficient; m = 0.2 and η = 0.5 are recommended for minimum
compliance problem [56]. The Lagrange multiplier λ can be found by solving
V (ρˆ) = 0 , (2.17)
where ρˆ = ρˆ(ρnew(λ)). With the obtained derivative of the compliance cost func-
tion (2.11) and the volume constraint (2.13), the optimised density distribution is
determined iteratively with the OC method. The commonly used termination criterion
for topology optimisation is
max(|ρnewi − ρi|) < ϵtop, i = 1, 2, . . . , nele . (2.18)
Normally ϵtop is recommended as 0.01 [77], which ensures that the topology converges
sufficiently.
In most problems the convergence of cost function J(ρˆ) is somewhat similar to
the one shown in Figure 2.6, with the density contour plots at specific steps. From
Fig. 2.6 Convergence plot of the cost function for a representative topology op-
timisation problem. The optimised structure is a cantilever using a mesh with
150 × 100 elements. The optimisation parameters are chosen as p = 3, R = 6,
Vf = 0.5. Red points mark where the optimisation terminate under different torler-
ances ϵtop = 0.01, 0.02, 0.03, 0.04, 0.05, and the corresponding termination iterations
are 147, 308, 465, 465, 1376, 1824 respectively. J0 = 100.18 is the cost function value of
the initial shape with all elements of ρi = 0.5.
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step 50 until the optimisation terminates at step 1824, the optimised layout remains
the same and the cost function value reduces by a negligible amount (J(ρˆ)/J0 from
0.25215 to 0.24885, with a decrease of 1.3%). The main reason for such difficulties
in convergence (visually as a long flat region in the convergence plot) comes from
the SIMP method, as claimed by Andreassen et al. [77]. As far as the density-based
approach is concerned, there is yet still no effective solution to such issues [62]. Since
the frame optimisation will recover the loss in compliance, less emphasis is addressed
on pursuing a highly accurate topology optimised shape. Therefore, there is no need
to exhaust the topology optimisation to find the layout with the global minimum
cost function value. It is recommended to terminate the topology optimisation at a
reasonable number of iterations or to set the tolerance higher in Equation (2.18) when
using the proposed approach. For instance, in this thesis, maximum iteration of the
OC method solver is 100.
2.2 Review of Frame optimisation
The frame size and layout optimisation can be efficiently performed using gradient-based
optimisation techniques, since the derivatives of the cost functions (e.g. structural
compliance and maximum stress) and the constraints (e.g. material volume and node
positions) are relatively easy to compute. In cases where there is a large number
of complex constraints, one can formulate the optimisation problem using Gener-
alised Geometric Programming (GPP) [81, 82], Duffin’s condensation formula [83], or
Kreisselmeier-Steinhauser aggregation (KS) function [84, 85], see Appendix B. More
options can be found in [86] by Ohsaki, who reviewed a large number of practical truss
and frame optimisation methods.
2.2.1 Optimisation formulation
Here spatial frame structures consist of straight beam members connected by joints
that can transfer forces and moments. The members can deform by stretching, bending
and torsion and are modelled as classical Timoshenko beams, see Appendix A.2.
Without loss of generality, combined size and layout optimisation can be posed as an
iterative sequential optimisation problem. In each optimisation step, either the size,
i.e. cross-section areas, or layout, i.e. joint coordinates, of the members are optimised.
For size optimisation, the optimisation variable can be cross-section area or any
other parameters describing the cross-section. The cross-section area is considered
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here, which is denoted as
A = (A1, A2, . . . , Anele) ∈ Rnele×1 , (2.19)
where a component Ai is the cross-section area of member i and the number of members
in the mesh is denoted with nele as in the previous section. In layout optimisation, the
optimisation variable is the frame joint coordinate component, which is given as
s = (x1, y1, z1, x2, y2, z2, . . . , xnnod , ynnod , znnod) ∈ R3nnod×1 , (2.20)
where xi, yi, zi form the frame joint coordinate in the global coordinate system of node
i, and nnod is the number of nodes in the finite element model. Therefore, (2.20) can
be equivalently expressed as
s = (x1,x2, . . . ,xnod) ∈ R3nnod×1 , (2.21)
where xi = (xi, yi, zi) is the coordinate of node i.
The size optimisation problem has the same structure as the topology optimisation
problem (2.1), namely,
min
Al≤A≤Au
J(A, s) = fT u = uTKu (2.22a)
subject to Ku = f (2.22b)
V (A, s)
V
≤ Vf . (2.22c)
The two bounds, Al and Au, for cross-section areas constrain the member sizes to fit the
manufacturing requirements. Similarly, the layout optimisation with the optimisation
variable s reads
min
sl≤s≤su
J(A, s) = fT u = uTKu (2.23a)
subject to Ku = f (2.23b)
V (A, s)
V
≤ Vf . (2.23c)
The lower and upper bounds for coordinate components, sl and su, are used for keeping
the nodes inside a prescribed domain.
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The frame consists of nele beam elements with the element stiffness matrix Ki ∈
R12×12 and vector f i ∈ R12×1. Each element stiffness matrix Ki is obtained from a local
stiffness matrix Kli ∈ R12×12 formulated in a coordinate system attached to the element
with the index i. The local matrix Kli with the displacements and rotations of the two
end nodes of the beam element as degrees of freedom is given in A.2. In the local xli,
yli, and zli coordinate system the beam axis is assumed to be aligned with the xli axis.
The matrix Kli is transformed to the global x, y and z coordinate system according to
Ki = ΛiKli ΛTi (2.24)
with the block-diagonal transformation matrix
Λi = diag(λi, λi, λi, λi) ∈ R12×12 . (2.25)
The rotation matrix λi ∈ R3×3 can be chosen with
λi =

cosαi cos βi − sinαi cosαi sin βi
sinαi cos βi cosαi sinαi sin βi
− sin βi 0 cos βi
 , (2.26)
which is composed of the two elemental rotations αi around the zli axis and βi around yli
axis. The details of these two spatial angles can be found in Appendix A.2. Note that
the element stiffness matrix Ki is a function of both cross-section areas and coordinate
components, while the transformation matrix Λi is a function of only coordinate
components.
2.2.2 Sensitivity analysis
In size optimisation, similar as in topology optimisation, the derivative, or sensitivity,
of the compliance cost function (2.22a) is needed, which reads
∂J(A, s)
∂Ai
= −uT ∂K(A, s)
∂Ai
u = −
nele∑
j=1
uTj
∂Kj(A, s)
∂Ai
uj . (2.27)
Substituting (2.24) into (2.27) gives
∂J(A, s)
∂Ai
= −
nele∑
j=1
uTj
(
Λj
∂Klj(A, s)
∂Ai
ΛTj
)
uj , (2.28)
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where i, j = 1, 2, . . . , nele are element indices and uj is the vector of nodal displacements
and rotation of element j. Note that ∂Klj(A, s)/∂Ai vanishes when j ̸= i.
The sensitivity of the cost function in layout optimisation is derived with respect
to a nodal coordinate component as
∂J(A, s)
∂si
= −uT ∂K(A, s)
∂si
u = −
nele∑
j=1
uTj
∂Kj(A, s)
∂si
uj
= −
nele∑
j=1
uTj
(
∂Λj
∂si
Klj ΛTj + Λj
∂Klj
∂si
ΛTj + Λj Klj
∂ΛTj
∂si
)
uj ,
(2.29)
where i = 1, 2, . . . , 3nnod. Note that ∂Λj/∂si and ∂Klj/∂si vanish when si is not the
coordinate component of the node on element j.
The volume constraint can be interpreted as
V (A, s) =
nele∑
i
AiLi ≤ VfV , (2.30)
where Li is the length of the member i. Therefore, in size optimisation, the derivative
of the volume constraint with respect to a cross-section area is
∂V (A, s)
∂Ai
= Li , (2.31)
where i = 1, 2, . . . , nele is the element index.
In layout optimisation the derivative of volume constraint with respect to a nodal
coordinate component is
∂V (A, s)
∂si
=
nele∑
j=1
Aj
∂Lj(s)
∂si
, (2.32)
where i = 1, 2, . . . , 3nnod. ∂Lj(s)/∂si vanishes when si is not the coordinate component
of the node on element j. With Equations (A.8), (A.9), (A.6) and (A.7), the derivatives
above can be determined in a straightforward way.
2.2.3 Sequential size and layout optimisation
In order to obtain a frame structure with both member cross-section sizes and layouts
optimised, sequential size and layout optimisation is used. The frame optimisation starts
with size optimisation, and once the current optimisation converges, the optimisation
proceeds to the next step, layout optimisation; then the optimisation takes another
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size optimisation after the layout optimisation terminates and this process is repeated
until the sequential optimisation converges. Iterations inside individual size and layout
optimisation are called as sub-steps to distinguish from the aforementioned step, and
the structural compliance of one step is referred to as the minimised compliance in
such step. The termination criterion for sub-step/step i is given as
0 ≤ Ji−1 − Ji
Ji
< ϵframe, (2.33)
where Ji is the structural compliance at the i sub-step/step, and ϵframe is the user-
defined tolerance. In this thesis, ϵframe = 10−4 is used. As for the optimisation solver,
one of the gradient-based methods can be chosen, such as the SQP or MMA, see
Appendices C.1 and C.2.
During the layout optimisation, the zero-stress (overall stress < 10−6) members
are removed. Besides, nodes may move close to other nodes, which leads to short
members. A member shorter than a fraction ζ of the total length of all members
sharing the same node is considered as a short member, and its two end nodes are
merged. This user-defined ratio ζ is named as merge ratio, and in this thesis ζ = 1/20
is used. The volume of the removed short member is uniformly redistributed and added
to its adjacent members.
2.2.4 Geometric constraints
The loading and boundary conditions in topology optimisation are equivalently applied
to frame optimisation. In most cases, besides the volume constraint (2.23c), there
are also geometric constraints. In topology optimisation, the elements with Young’s
modulus of Emin are used to represent the regions outside design domains. In frame
layout optimisation, if the design domain has no straightforward shape, using only the
upper/lower bounds for nodal coordinates as geometric constraints is insufficient.
a. Level-set function
Here the geometric constraints are described using level-set functions. Level-set function
is an implicit geometric representation. Complex shapes, which cannot be easily
described in an explicit form, can be conveniently described using an implicit geometric
representation. Frequently, the level-set function is defined on a grid and it returns
for a point on the grid its distance to the nearest point on the boundary; the sign of
the level-set function value indicates whether the point is inside (positive), outside the
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shape (negative) or right on the boundary surface (zero). The level-set function LΩ(x)
for a given domain Ω has the following properties
LΩ(x) =

miny∈∂Ω(∥x− y∥) if x ∈ Ω
0 if x ∈ ∂Ω
−miny∈∂Ω(∥x− y∥) otherwise ,
(2.34)
where x and y (y is on the boundary ∂Ω) are coordinate vectors, and ∥x− y∥ gives
the Euclidean distance between x and y. In this thesis, the value of a level-set function
gives the Euclidean distance, but it can also be an user-defined distance-like value.
For instance, the level-set function for a planar circular domain
Ωcircle(x) = {x = (x, y, z) | (x− 50)2 + (y − 50)2 − 202 ≤ 0, z = 0} ,
on a 2D grid of 100× 100 cells is shown using a contour plot in Figure 2.7b, and the
corresponding grid is shown in Figure 2.7a. Any point x inside the circular domain
has a non-negative level-set function value, i.e. LΩcircle(x) ≥ 0, and LΩcircle(x) < 0 for
any point x outside the domain.
In some cases, a level-set function may have singular points, where the gradient of
the level-set function is not well-defined or is infinite. Singular points can be found
(a) Domain defined on a grid
0 20 40 60 80 100
0
20
40
60
80
100
−50
−40
−30
−20
−10
0
10
20
(b) Level-set function value
Fig. 2.7 Level-set representation of a circular domain. (a) shows the object of a blue
circle with radius of 20 centred at (50, 50) on a 2D grid with 100× 100 cells. (b) gives
the contour plot of the level-set function (2.34) for the circular domain. The maximum
level-set function value of 20 (its magnitude equals the radius of the circle) is at the
centre of the circle, while points at four grid corners have the minima of −50.711 (the
distance between the corner points and the circle centre).
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at the tangent points/lines between domain edges [87]. For example, the domain, as
shown in Figure 2.8 is a rectangle subtracting two circles. This domain is defined as
Ω0(x) = {x = (x, y, z) | 10 ≤ x ≤ 90, 20 ≤ y ≤ 80, z = 0,
(x− 30)2 + (y − 60)2 − 102 ≥ 0,
(x− 60)2 + (y − 40)2 − 202 ≥ 0} .
In Figure 2.7b, the singular point in the level-set function LΩ0 is highlighted in the red
window. Such singular point lies where the circle edge is tangent to the rectangle edge.
Most structural optimisation methods are gradient-based, which require valid gradients
of constraint functions. When using a level-set function to formulate the geometric
constraints, singular points with infinite gradients may lead to numerical instabilities.
In this case the shapes can be considered separately, e.g. a point inside domain Ω0
can be also described as this point is inside the rectangle as shown in Figure 2.9a and
outside two circles as shown in Figures 2.9b and 2.9c.
Note that domains that are described with a parametric polygon mesh can be
converted into an level-set function using scan conversion method [88]. Scan conversion
generates the signs of grid vertices by first intersecting the parametric geometry with
planes that coincide with each grid point along a coordinate direction. The resulting
intersection curve is used to decide on the sign of the grid points in the plane of the
curve. Then the acquired signs are assigned to the minimum distance of grid vertices
(a) Domain defined on a grid
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(b) Level-set function value
Fig. 2.8 Level-set representation of the domain Ω0. The 2D grid consists of 100× 100
cells. The domain is highlighted in blue in (a), and the position of the singular point of
the level-set function is indicated with the red dashed box in (b). At the singular point
the gradient is infinite. Corresponding level-set function values are displayed in (b).
27
Review of structural optimisation
(a) (b) (c)
Fig. 2.9 Three simple shapes used for defining the domain Ω0. The 2D grid consists of
100× 100 cells. The three domains are defined as (a): Ωa(x) = {x = (x, y, z) | 10 ≤
x ≤ 90, 20 ≤ y ≤ 80, z = 0}, (b): Ωb(x) = {x = (x, y, z) | (x− 30)2 + (y− 60)2− 10 ≤
0, z = 0} and (c): Ωc(x) = {x = (x, y, z) | (x− 60)2 + (y − 40)2 − 20 ≤ 0, z = 0}.
to the ones on the boundary surfaces; this gives the level-set function on the given
domain.
b. Geometric constraint formulation
For limiting a frame joint i within a design domain Ω during the optimisation, the
constraint function can be formulated as
gnod(xi) = −LΩ(xi) ≤ 0 , (2.35)
where LΩ(·) is the level-set function for the design domain Ω, xi is the coordinate of
the node i = 1, 2, . . . , nnod and nnod is the total number of frame joints. For the sake of
clarity, uppercase subscripts are used for element indices, whereas lowercase subscripts
are used for nodal indices.
However, nodal position constraints (2.35) cannot ensure that the frame members
protrude the design domain. It is quite common that two nodes are inside the
domain, while part of the beam connecting these two nodes is outside the domain, see
Figure 2.10a. The volumes of beams need to be considered when applying constraints.
As shown in Figure 2.10b, the medial axis of the beam is outside the hole, but part
of the beam volume is inside the hole. As a result, for a straight frame member I,
consisting of two joints i and j, the geometric constraint is described as
gele(xi,xj) = −LΩ((1− t)xi + txj) + rI ≤ 0 , (2.36)
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xj
xi
(a)
xj
xi
rI
(b)
Fig. 2.10 Two cases of a frame member protruding the design domain. The design
domain is coloured in blue, and the beam axis is defined by the segment (1− t)xi+ txj
with t ∈ (0, 1). (a) shows even when the beam nodes are in the domain, the centreline
of the beam penetrates the hole. The red transparent region in (b) with the offset rI
presents the volume of the beam, part of which protrudes the domain.
where xi and xj are coordinate of joint i and j respectively, t ∈ (0, 1) is a scalar for
defining the points on the beam, and rI is an offset assigning a thickness to the element
I. For example, for beams using circular cross-sections, as assumed in this thesis, the
offset in (2.36) can be the radius of the circular cross-section
rI =
√
AI
π
, (2.37)
where AI is the cross-section area of element I. In practice, one beam member is
divided into 20 segments to check the level-set function values at the middle 19 points
along the frame member. In this case, in total nnod + 19nele constraints are considered.
When the number of geometric constraint functions become very large, it may induce
numerical difficulties to the optimisation process [85]. This problem can be overcome by
using constraint aggregation methods, e.g. Kreisselmeier-Steinhauser (KS) aggregation
function, see Appendix B. Note that if along a beam the sign of the level-set function
gradient component changes several times, it is recommended to increase the number
of segments.
c. Sensitivity analysis of implicit geometric constraints
In order to embed the geometric constraints (2.35) into the optimisation formula-
tion (2.22) and (2.23), gradient of the constraint functions are required. The first order
derivative of the geometric constraint at the node i with respect to a cross-section area
is
∂gnod(xi)
∂AJ
= −∂LΩ(xi)
∂AJ
= 0 , (2.38)
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and the derivative with respect to a nodal coordinate is
∂gnod(xi)
∂xk
=
−∇LΩ(xi) if k = i0 otherwise . (2.39)
The first order derivative of the geometric constraint at the element I consisting of two
nodes i with coordinate xi and j with coordinate xj, with respect to a cross-section
area is
∂gele(xi,xj)
∂AJ
=

1
2
√
1
πAI
if J = I
0 otherwise ;
(2.40)
and the derivative with respect to a nodal coordinate using the chain rule gives
∂geleI (xi,xj)
∂xk
=

−(1− t)∇LΩ((1− t)xi + txj) if k = i
−t∇LΩ((1− t)xi + txj) if k = j
0 otherwise .
(2.41)
2.2.5 Frame optimisation examples
Three examples are provided to investigate the convergence and robustness of the
proposed optimisation process. Table 2.1 gives the material properties used in these
examples.
Table 2.1 Material properties for frame optimisation
Young’s modulus Poisson ratio
E ν
2.1× 105 0.3
a. Two-dimensional cantilever
The first example is a cantilever with frame nodes poorly positioned. The geometry
and coordinates of the beam nodes can be seen in Table 2.2. The cantilever has a
vertical force at the right bottom corner of 100, and the left side is fixed.
Here, only the first two steps (one size and one layout optimisation) of the frame
optimisation process are presented to study particularly the effects of the optimisation
on the member. The frame optimisation is expected to redistribute the stress more
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evenly and make the bending effects less dominant. Without any prior knowledge of the
cross-section sizes, all frame members are initialised with a uniform cross-section area
of 15.545 giving the target volume of 9000. It is assumed that circular cross-sections for
all members for simplicity, but one can easily extend the presented idea into arbitrary
cross-sections. The material properties and optimisation parameters are listed in
Tables 2.1 and 2.3.
Table 2.2 Node coordinates of the initial 2D cantilever
2
3 4 5 6 7
8 9
14
10
11
12 16
1
y
x
15
F=100
13
Node x y Node x y
1 0.0 0.0 9 92.5 32.5
2 11.0 4.5 10 96.5 35.5
3 55.5 5.5 11 141.0 16.5
4 63.0 4.5 12 0.0 46.5
5 111.5 3.5 13 11.5 45.5
6 120.5 3.5 14 49.5 46.5
7 150.0 0.0 15 69.0 45.5
8 38.5 26.5 16 101.0 45.5
Table 2.3 Optimisation parameters for 2D frame optimisations in Section 2.2.5
Minimum area Maximum area Merge ratio Tolerance Volume
Amin Amax ζ ϵframe constraint
1.52π − 1/20 10−4 V ≤ 9000
As cen be seen in Figure 2.11c and 2.11b, due to the flawed design of the cantilever,
the member stresses in the initial frame are relatively high. Both the maximum bending
stress of 29.314 and maximum axial stress of 21.479 occur in the short beam on the
left bottom corner as highlighted in the left red window in Figure 2.11a. The stress
values used here are referred as the absolute magnitudes of maximum stresses along
beams. Note that the member bending stresses have a similar magnitude like the
axial stresses, and there is a large spread in the stress magnitudes, i.e. bending stress
is 11.890(mean)±8.786(variance) and axial stress is 8.960± 5.819, see Figures 2.11b
and 2.11c.
Next, the material distribution in the frame structure is optimised using size
optimisation. This helps to adjust member sizes according to the member stresses. For
instance, the cross-sections of members in the red windows in Figure 2.11a, which have
relatively high stress levels, are enlarged as shown in the red windows in Figure 2.12a.
In contrast, due to the volume constraint, the members bearing relatively low stresses
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(a) Frame model
Maximum bending stress magnitude
0.0 30.010.0 20.0
(b) Bending stress
Maximum stretch stress magnitude
0.0 30.010.0 20.0
(c) Axial stress
Fig. 2.11 Geometry and stresses of the initial cantilever frame. The structural compli-
ance is 5.5217. Model (a) shows the actual cross-sectional sizes. (b) Bending stress has
mean 11.890, variance 8.786 and maximum 29.314. (c) Axial stress has mean 8.9654,
variance 5.8139 and maximum 21.479.
(a) Frame model
Maximum bending stress magnitude
0.0 30.010.0 20.0
(b) Bending stress
Maximum stretch stress magnitude
0.0 30.010.0 20.0
(c) Axial stress
Fig. 2.12 Geometry and stresses of the size optimised cantilever frame. The structural
compliance reduces to 3.9746. Model (a) shows the actual cross-sectional sizes. (b)
Bending stress has mean 9.6691, variance 4.8068 and maximum 18.7272. (c) Axial
stress has mean 8.3985, variance 1.4511 and maximum 10.169.
become thinner, e.g. the one in the blue windows in Figures 2.11a and 2.12a. The
size optimised frame has the stresses depicted in Figures 2.12b and 2.12c with a
stress distribution that is more even (bending stress: 9.6691 ± 4.8068, axial stress:
8.3985± 1.4511) compared to Figures 2.11b and 2.11c.
After the size optimisation converges, the member cross-sectional areas are kept
and the layout optimisation starts. Size optimisation can efficiently optimise the axial
stress among members, but it has its limitation in optimising bending stresses, since the
magnitudes of bending moments are closely related to the frame layout. As is visually
evident in Figure 2.13a, the layout optimisation especially makes the top and bottom
beams horizontally aligned, as shown in the blue window, which significantly reduces
the bending moments in these beams. This can be further validated in Table 2.4, i.e.
node 1, 2, 3, 4 and 5 lie on a flat line, and node 9 and 10 lie on another flat line.
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Figure 2.13b demonstrates a dramatic drop in the bending stresses, with the bending
stress distribution reducing to 1.6508 ± 1.6275. As can be seen in Figure 2.13c the
layout optimisation affects the axial stresses less. After the layout optimisation, the
frame becomes stretch dominant.
(a) Frame model
Maximum bending stress magnitude
0.0 30.010.0 20.0
(b) Bending stress
Maximum stretch stress magnitude
0.0 30.010.0 20.0
(c) Axial stress
Fig. 2.13 Geometry and stresses of the layout optimised cantilever frame. The structural
compliance is 2.9575. Model (a) shows the actual cross-sectional sizes. (b) Bending
stress has mean 1.6508, variance 1.6275 and maximum 5.4598. (c) Axial stress has
mean 7.9405, variance 1.2609 and maximum 10.049.
Table 2.4 Node coordinates of the optimal 2D cantilever
2 3 4
6 7
8
F=100
9 10 11
1
y
x 5
Node x y Node x y
1 0.0 0.0 7 90.54 23.55
2 8.24 0.0 8 137.32 22.02
3 54.41 0.0 9 0.0 46.5
4 103.23 0.0 10 54.74 46.5
5 150.0 0.0 11 102.64 43.17
6 42.29 22.96
Altering the merge ratio ζ for short beams lead to different layout-optimised shape.
Normally the choice of ζ is in the user’s hand, and it directly reflects the user’s
acceptance level of short beams. Note that a too low or too high merge ratio may
adversely change the topology of the frame, and based on the examples in this thesis,
ζ = 1/20 is recommended.
b. Two-dimensional simply-supported frame
In the previous example, first two steps are used to demonstrate that axial stresses are
reduced mainly by size optimisation and bending stresses mainly by layout optimisation.
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A 2D simply-supported frame is used here to demonstrate a complete sequential
optimisation approach.
The initial layout of the frame is shown in Table 2.5, which is intentionally chosen
not to be strictly symmetric, e.g. see node 9 and 11. A vertical force of 100 is applied
at the mid-span. Material properties and optimisation parameters are identical to the
ones in Tables 2.1 and 2.3.
The optimisation starts with the initial frame with uniform cross-section areas
of 17.064 to give the volume of 9000, see Figure 2.14a. After 41 iterations of size
optimisation (S), 136 iterations of layout optimisation (L), 27 iterations of S, 108
iterations of L and 29 iterations of S, the optimisation gives the optimal frame structure
shown in Figure 2.15. During the optimisation, as expected, the stress distribution is
optimised and symmetry of the frame is recovered. Comparing Figures 2.15b and 2.15c
with Figures 2.14b and 2.14c, it is evident that the optimisation reduces the variations
of both bending stresses and axial stresses. Moreover, the stress distribution in the
final frame is stretch dominant, with axial stresses of 2.7841± 0.075846 and bending
stresses of 0.51343± 0.25604. In terms of the frame layout, the node coordinates of
Table 2.5 Node coordinates of the initial 2D simply-supported frame
1 2 3 4 5 6
7
8
9 14
10
11
12
13
y
x
F=100
Node x y Node x y
1 0.00 0.00 8 22.00 26.00
2 28.00 4.00 9 68.00 41.00
3 41.00 4.50 10 75.00 42.00
4 109.00 4.50 11 82.50 42.50
5 122.50 4.00 12 129.0 26.00
6 150.00 0.00 13 139.50 16.50
7 10.00 16.00 14 75.0 49.50
(a) Frame model
Maximum bending stress magnitude
0.0 10.05.0
(b) Bending stress
Maximum axial stress magnitude
0.0 10.05.0
(c) Axial stress
Fig. 2.14 Geometry and stresses of the initial simply-supported frame. Model (a) shows
the actual cross-sectional sizes. (b) Bending stress has mean 2.3301, variance 2.5907
and maximum 10.545. (c) Axial stress has mean 3.3287, variance 1.5689 and maximum
5.8602.
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(a) Frame model
Maximum bending stress magnitude
0.0 10.05.0
(b) Bending stress
Maximum axial stress magnitude
0.0 10.05.0
(c) Axial stress
Fig. 2.15 Geometry and stresses of the final optimised simply-supported frame. Model
(a) shows the actual cross-sectional sizes. (b) Bending stress has mean 0.51343, variance
0.25604 and maximum 1.0627. (c) Axial stress has mean 2.7841, variance 0.075846 and
maximum 2.9219.
Table 2.6 Node coordinates of the optimal 2D simply-supported frame
1 2 3 4
5
6
9
7
8y
x
F=100 Node x y Node x y
1 0.00 0.00 6 18.38 24.19
2 45.38 0.00 7 132.61 23.49
3 103.62 0.00 8 143.20 12.74
4 150.00 0.00 9 75.0 49.50
5 7.60 13.77
the optimal frame listed in Table 2.6 confirm the symmetry of the frame, e.g. node
2, 5 and 6 are symmetric to node 3, 8 and 7 about the line x = 75.00, respectively.
Note that, the layout optimisation also adjusts all bottom members to lie on a flat line,
i.e. node 1, 2, 3 and 4 are now on the line y = 0.0. This establishes an efficient load
path connecting the supports at the node 1 and 4, and largely increases the horizontal
stiffness of the frame.
Figure 2.16 shows the change in compliance during the optimisation along with the
intermediate layouts and corresponding member cross-sectional areas. The compliance
continues reducing until it converges at the value of 0.33399; the compliance dropping
from 0.63310 to 0.33399 achieves a reduction of 47.25%. The small jump in the
convergence curve at iteration 177 (termination sub-step in the second step) is due
to the short edge merges. The merging changes the connectivity of the frame, and
the cross-sectional areas become sub-optimal after the merging. But the subsequent
size optimisation (the third step) recovers the optimality. The entire optimisation
terminates when the compliance in fifth step is sufficiently close to the compliance in
fourth step, i.e. criterion (2.33) is satisfied.
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Cross-sectional area
7.0 50.020.0 30.0 40.0
Fig. 2.16 Convergence of the compliance during the sequential size (S) and layout
(L) optimisation of the simply-supported frame. The optimisation contains five sub-
steps: 41(S), 136(L), 27(S), 108(L) and 29(S). The layouts and cross-sectional areas of
intermediate structures during the optimisation are shown on the sides.
c. Three-dimensional frame with implicit geometric constraints
Besides the 2D examples, a 3D frame is considered here with its four corners fixed and
an applied downward force of 1000 at its mid-span, as shown in Table 2.8. Again, the
frame is not strictly symmetric, e.g. either node 2 and 6 are not symmetric about the
line y = 20.0, or node 9 and 11 are not symmetric about the line x = 60.0. The material
properties are shown in Table 2.1 and optimisation parameters are in Table 2.7.
Table 2.7 Optimisation parameters for 3D frame optimisation
Minimum area Maximum area Merge ratio Tolerance Volume
Amin Amax ζ ϵframe constraint
22π 42π 1/20 10−4 V ≤ 20000
The 3D frame is constrained to lie within the design domain given in Figure 2.17a,
which consists of a cuboid of size 120× 40× 60 and two cylindrical holes of radius of
10 centred at (30, 20, 30) and (90, 20, 30). A level-set function is used to enforce the
geometric constraints in this example. The level-set function for the design domain
is computed as shown in Figure 2.17b using openVDB [89]. During optimisation the
level-set function evaluated along each of the members of the frame is required to be
non-negative, i.e. conditions (2.35) and (2.36) must be satisfied.
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The initial frame layout is given in Table 2.8, with each member having a uniform
cross-section area of 25.757 giving the volume of 20000. All members initially lie within
the given design domain. The two cylindrical holes are highlighted using transparent
blue cylinders in Figures 2.18a and 2.19a. Due to the asymmetry of the frame structure,
there are torsional stresses with a distribution of 4.1508 ± 2.3121, and the bending
and axial stresses are not evenly distributed. Especially the member on the back-left
bottom (shown in the blue windows in Figures 2.18c and 2.18d) bears the maximum
(a) Design domain
Level set function value
-10.0 20.00.0 10.0
A B
C
D
(b) Level-set function values on the domain
(c) Slice A (d) Slice B (e) Slice C (f) Slice D
Fig. 2.17 Design domain and the isocontours of its level set function. (c), (d), (e) and
(f) show the level-set function values on the indicated slices.
Table 2.8 Node coordinates of the initial 3D frame
1
y
x
z
2
3
4
5 6
7
9
10
11
F=1000
8
Node x y z Node x y z
1 0.00 0.00 0.00 7 69.93 30.65 18.28
2 51.99 11.17 19.11 8 120.00 40.00 0.00
3 71.72 8.67 21.80 9 11.51 19.82 44.82
4 120.00 0.00 0.00 10 60.00 20.00 60.00
5 0.00 40.00 0.00 11 108.01 20.05 46.64
6 48.56 28.91 20.28
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bending stress of 22.121 as well as the maximum axial stress of 39.5428, both of which
are far from the mean of 11.243 and 9.7061 respectively.
After three size optimisation and two layout optimisation steps, the frame shown in
Figure 2.19a is obtained. Note that with the implicitly defined geometric constraints,
all members in the final optimal frame are strictly constrained within the given design
domain. Similar to the previous examples, the symmetry is recovered, e.g. node 2 and
6 are now symmetric about the line y = 20.0. This significantly reduces the magnitude
and variance of the member stresses, especially torsional stresses. The torsion stresses in
the final model become negligible, with a distribution of only 0.085628± 0.061505. The
bending stresses are also significantly reduced, and their distribution is 1.9325± 2.0381
compared to their distribution in the initial frame of 11.243± 4.2349. As expected, the
frame becomes stretch dominant with the axial stress distribution of 6.8794± 5.2755.
(a) Frame model
Maximum torsional stress magnitude
0.0 40.010.0 20.0 30.0
(b) Torsional stress
Maximum bending stress magnitude
0.0 40.010.0 20.0 30.0
(c) Bending stress
Maximum stretch stress magnitude
0.0 40.010.0 20.0 30.0
(d) Axial stress
Fig. 2.18 Geometry and stresses of the initial 3D frame. Model (a) shows the actual
cross-sectional sizes and blue transparent cylinders highlight the holes. (b) Torsional
stress has mean 4.1508, variance 2.3121 and maximum 7.5895. (c) Bending stress has
mean 11.243, variance 4.2349 and maximum 22.121. (d) Axial stress has mean 9.7061,
variance 10.9358 and maximum 39.5428.
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(a) Frame model
Maximum torsional stress magnitude
0.0 40.010.0 20.0 30.0
(b) Torsional stress
Maximum bending stress magnitude
0.0 40.010.0 20.0 30.0
(c) Bending stress
Maximum axial stress magnitude
0.0 40.010.0 20.0 30.0
(d) Axial stress
Fig. 2.19 Geometry and stresses of the final optimised 3D frame model. Model (a)
shows the actual cross-sectional sizes and blue transparent cylinders highlight the holes.
(b) Torsional stress has mean 0.085628, variance 0.061505 and maximum 0.23705. (c)
Bending stress has mean 1.9325, variance 2.0381 and maximum 7.3246. (d) Axial stress
has mean 6.8794, variance 5.2755 and maximum 12.055.
Table 2.9 Node coordinates of the optimal 3D frame
1
y
x
z 2
3
4
5 6 7
9
10
11
F=1000
8
Node x y z Node x y z
1 0.00 0.00 0.00 7 71.29 28.82 23.73
2 50.28 10.89 24.28 8 120.00 40.00 0.00
3 71.29 11.40 23.73 9 12.78 19.85 41.36
4 120.00 0.00 0.00 10 60.00 20.00 60.00
5 0.00 40.00 0.00 11 106.75 20.04 43.10
6 48.58 28.75 23.69
The convergence of the optimisation along with the intermediate shapes are demon-
strated in Figure 2.20. After five steps consisting of in total 164 sub-steps, the
compliance starts from 21.281 and converges at 10.475 achieving a reduction of 50.78%.
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Cross-sectional area
12.6 50.320.0 30.0 40.0
Fig. 2.20 Convergence of the compliance during the sequential size (S) and layout (L)
optimisation of the 3D frame. It takes five steps to reach the minimum compliance
and the numbers of sub-steps are 27(S), 84(L), 37(S), 4(L) and 15(S). The layouts and
member cross-sectional areas of intermediate structures during the optimisation are
shown beside the convergence graph.
2.2.6 Limitations
It is worth mentioning that the final shape of the proposed frame optimisation process
largely depends on the topology of the initial frame. The layout optimisation proposed
here cannot add new members to the existing structure, i.e. it can only remove the
short members. But if the initial frame has a structurally sound topology, the frame
optimisation in this section can produce a faithful optimal shape with converged optimal
compliance. In the overall approach proposed in this thesis, the frame model comes
from the skeletonised topology-optimised geometry, which is usually a structurally
sound model with all the critical load-paths present.
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CHAPTER 3
Digital topology and homotopic
skeletonisation
This chapter introduces skeletonisation techniques and the concept of digital topology
underlying them. Skeletonisation works as the essential component of the proposed
CAD model generation process, which can significantly reduce the complexity of the
geometric representation of the topology-optimised mesh while preserving the critical
load path revealed by topology optimisation. The hexahedron meshes from topology
optimisation are considered as 3D images so that mathematical and algorithmic tools
in digital topology can be applied to analyse them. In order to understand the
digital topology, Section 3.1 starts with an introduction of the core invariant in digital
topology, named as Euler characteristic, in Section 3.1.1. Then Section 3.1.2 elaborates
the mathematical foundation of topology conservation using Euler characteristic. A
topology-preserving, or homotopic, skeletonisation technique is introduced in Section 3.2.
Section 3.2.1 reviews related skeletonisation techniques and Section 3.2.2 details the use
of the skeletonisation algorithm in structural and mechanical engineering applications.
Lastly, in Section 3.3, several skeletonisation examples and a discussion of robustness
and efficiency are provided.
3.1 Review of digital topology
Digital topology aims to classify a given 3D grid consisting of a set of voxels. A voxel,
denoted as v, is the basic element in digital topology with the centroid (xv, yv, zv). The
volume mesh can be seen as a subset M in 3D integer space Z3. It consists of the
corresponding topological entities (vertices, edges, faces and hexahedrons) belonging to
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solid voxels. Solid voxels, in this thesis, are the hexahedrons in thresholded topology-
optimised geometries. Accordingly, the voxels not in the volume mesh are void voxels.
For example, as illustrated in Figure 3.1a, the volume meshM has 8 vertices, 12 edges,
6 faces and 1 hexahedron. These belong to the one solid voxel in the image, whereas
the M in Figure 3.1b has 32 vertices, 60 edges, 32 faces and 7 hexahedrons, and M in
Figure 3.1c has 32 vertices, 64 edges, 40 faces and 8 hexahedrons.
M
(a)
M
(b)
M
(c)
Fig. 3.1 Volume meshes are seen as objects in 3D binary images. The 3D space is
bounded with the black lines and the solid voxels are in grey. The objectM in (a) has
1 voxel, the object M in (a) has 7 voxels and the object M in (a) has 8 voxels.
3.1.1 Euler characteristic
As a topological invariant, the Euler characteristic is the number that describes a
shape or geometry regardless of the way it is bent [45]. Understanding of a volume
mesh’s topology is mainly acquired through tracing its Euler characteristic. The Euler
characteristic of the volume mesh M can be determined as
χ(M) = n0(M)− n1(M) + n2(M)− n3(M) , (3.1)
and the Euler characteristic of a surface is
χ(∂M) = n0(∂M)− n1(∂M) + n2(∂M) , (3.2)
where ∂M is the bounded surface of the volume mesh M, n0(·), n1(·), n2(·) and n3(·)
denote the number of vertices, edges, faces and hexahedrons respectively in M and
∂M.
For instance, for the volume mesh shown in Figure 3.1a, the Euler characteristic
of it can be determined as χ(M) = 8− 12 + 6− 1 = 1 using (3.1), and its bounded
surface as χ(∂M) = 8 − 12 + 6 = 2 using (3.2). The Euler characteristic of this
volume mesh is the same as that of a sphere. Therefore, topologically, the volume
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mesh in Figure 3.1a is the same as, or homeomorphic to, a sphere. The volume mesh
in Figure 3.1b is also homeomorphic to a sphere, which has the Euler characteristics
χ(M) = 32−60+36−7 = 1 and χ(∂M) = 32−60+30 = 2. The Euler characteristics
of the volume mesh in Figure 3.1c are calculated as χ(M) = 32− 64 + 40− 8 = 0 and
χ(∂M) = 32− 64 + 32 = 0, which means it is homeomorphic to a 1-torus. Note that
the relation
χ(M) = 12χ(∂M) (3.3)
is always true in digital topology as proven by Lee et al. [44]. Because the Euler
characteristic of a surface and a volume mesh can easily be converted to each other
using relation (3.3), in the following discussion, only the Euler characteristic of volume
mesh is considered.
a. Vertex window
Since the Euler characteristic is additive [90], the Euler characteristic of a volume
mesh can also be determined by summing local Euler characteristic contributions. As
illustrated in Figure 3.2a, a one-voxel sized window, bounded by blue lines, is centred
at a vertex named vert; here this window is called as the vertex window of vert. The
volume mesh in this window is denoted as M(vert), which is the pink object shown in
Figure 3.2a. The Euler characteristic of a volume mesh can be determined by summing
the Euler characteristic contributions of the objects in all vertex windows in this volume
vert
vert
(a) The volume mesh and the vertex window
(b) Vertices (c) Edges
(d) Faces (e) Hexahedrons
Fig. 3.2 The local Euler characteristic contribution from the vertex window. In The
volume mesh in (a) consists of one voxel. The vertex window of vert is highlighted
in blue in (a) and the objects in this window are in pink. Topological entities in
M(vert) are one vertex in (b), three half-edges in (c), three quarter-faces in (d) and one
one-eighth-hexahedron in (e).
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mesh, which reads
χ(M) = ∑
vert∈M
χ(M(vert)) . (3.4)
In order to determine the Euler characteristic of M(vert) all topological entities
in the vertex window should be correctly counted. In Figure 3.2a the counting of
topological entities in the vertex window gives: one vertex, three half-edges, three
quarter-faces and one one-eighth-hexahedron, see Figures 3.2b to 3.2e. As a result the
Euler characteristic of M(vert) contributed from these entities using (3.1) is calculated
as χ(M(vert)) = 1 − 32 + 34 − 18 = 18 . When summing the local contributions from
all 8 vertex windows, the Euler characteristic of the volume mesh in Figure 3.2a is
χ(M) = 18 × 8 = 1, which is identical to the result if the Euler characteristic is
computed on the whole volume mesh. In general, the Euler characteristic of a volume
mesh M is determined as
χ(M) = ∑
vert∈M
(
n
(vert)
0 −
n
(vert)
1
2 +
n
(vert)
2
4 −
n
(vert)
3
8
)
, (3.5)
where n(vert)0 , n
(vert)
1 , n
(vert)
2 and n
(vert)
3 are the number of vertices, half-edges, quarter-
faces and one-eighth-hexahedrons in M(vert).
b. Neighbourhood
Considering the case where M(vert) is associated with more than one voxel, the
connectivity of voxels needs to be considered. A volume mesh containing two voxels is
shown in Figure 3.3a. If these two voxels are regarded as two separate objects shown
in 3.3b, then the topological entities in M(vert) are two vertices, six half-edges, six
quarter-faces and two one-eighth-hexahedrons, see Figure 3.4. This leads to the Euler
characteristic of the objects in the vertex window being 2− 62 + 64 − 28 = 14 using (3.5).
(a) (b) (c)
Fig. 3.3 Different neighbourhood definitions lead to different topological entries. The
two voxels of the object can be visualised in (b) as separate or in (c) as connected.
The gap between two separate voxels in (b) is exaggerated.
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(a) Vertex entities (b) Edge entities (c) Face entities (d) Volume entities
Fig. 3.4 Topological entries for two voxels regarded as separated
(a) Vertex entities (b) Edge entities (c) Face entities (d) Volume entities
Fig. 3.5 Topological entries for two voxels regarded as connected
Otherwise, in Figure 3.3c, if these two voxels are connected, then the topological
entities in the vertex window are one vertex, five half-edges, six quarter-faces and two
one-eighth-hexahedrons, see Figure 3.5. As a result, the Euler characteristic of the
objects in the vertex window is calculated as 1 − 52 + 64 − 28 = −14 . Evidently, this
Euler characteristic is different from that determined when considering two voxels
are connected. Therefore, the use of (3.5) requires an unambiguous definition of the
neighbourhood. The neighbourhood of a voxel v is a set of voxels connected to v. Three
widely-used neighbourhoods in digital topology are 6-neighbourhood, 18-neighbourhood
and 26-neighbourhood respectively [45, 43]. With the voxel size of h ∈ Z+, these three
neighbourhoods of the voxel v centred at (xv, yv, zv) are defined as
(i) 6-neighbourhood (see Figure 3.6a):
N6(v) = {w | |xv − xw|+ |yv − yw|+ |zv − zw| ≤ h} , (3.6)
(ii) 18-neighbourhood (see Figure 3.6b):
N18(v) = {w | |xv − xw|+ |yv − yw|+ |zv − zw| ≤ 2h} , and (3.7)
(iii) 26-neighbourhood (see Figure 3.6c):
N26(v) = {w |max(|xv − xw|, |yv − yw|, |zv − zw|) ≤ h}. (3.8)
In this thesis, solid voxels are considered in 26-neighbourhood, whereas any two void
voxels are considered to be neighbours when they are 6-neighbours. It is important to
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(a) 6-neighbourhood (b) 18-neighbourhood (c) 26-neighbourhood
Fig. 3.6 Three neighbourhood definitions of voxels on uniform grids. All possible
positions of neighboured voxels to the centred opaque grey voxel are coloured in
transparent grey.
use compatible neighbourhood definitions for both the solid and void voxels. The use of
a single neighbourhood definition leads to ambiguities, for instance, in the planar case
to the violation of the Jordan curve theorem [46]. The Jordan curve theorem states
that a simple closed curve divides the plane into an interior and an exterior region.
Note that the neighbourhoods (3.6), (3.7) and (3.8) are not suitable for non-uniform
grids. In this thesis, only consider uniform grids are considered. For the interested
reader, the neighbourhood defined on non-uniform grids can be found in [91].
Considering the volume mesh in Figure 3.7a as an example, if 26-neighbourhood is
used, the Euler characteristics of the objects in the vertex windows of vert1, vert2 and
vert3 can be calculated as: χ(M(vert1)) = 1−42+54−28 = 0, χ(M(vert2)) = 1−32+34−18 = 18
and χ(M(vert3)) = 1− 52+ 74− 38 = −18 respectively. Considering the symmetry, 16 vertex
windows contain the same objects asM(vert1), 8 vertex windows asM(vert2) and 8 vertex
windows as M(vert3). Therefore, the Euler characteristic of the volume mesh in Figure
vert2vert1
vert3
(a)
vert1
vert3
vert2
(b)
Fig. 3.7 Vertex-wise approach to determine Euler characteristics of two meshes. The
vertex windows are highlighted in blue. Based on the Euler characteristics, (a) is
homeomorphic to a 1-torus, whereas (b) is homeomorphic to a 2-torus.
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3.7a is χ(M) = 16χ(M(vert1))+8χ(M(vert2))+8χ(M(vert3)) = 16×0+8×18+8×(−18) = 0.
Similarly, the Euler characteristic of the volume mesh in Figure 3.7b is χ(M) =
20χ(M(vert1)) + 8χ(M(vert2)) + 16χ(M(vert3)) = 20× 0 + 8× 18 + 16× (−18) = −1.
c. Octant
The contribution of the object in a vertex window is always associated with eight
voxels. As shown in Figure 3.8a, the vertex window of the black point overlaps eight
voxels. The set of these 2×2×2 voxels is an octant centred at the vertex vert, denoted
as Oct(vert). Note that even though for convenience the configuration of a octant is
described using the solid-void states of the associated eight voxels, the objects included
in Oct(vert) are identical to the objects in M(vert).
The contribution of each octant, χ(Oct(vert)), can be precomputed and stored
in a look-up table. The eight voxels in an octant have 28 = 256 possible solid-void
states and considering symmetries this reduces to only 22 distinct cases. Tables with
contributions of octants to the Euler characteristic can be found, for instance, in
[44, 43] and also in Table D.1. When using these tables, one needs an 8-bit binary
code for the configuration, such as 00001001 for the octant shown in Figure 3.8c with
the numbering illustrated in Figure 3.8b. The 1s in this binary code mark the position
indices of the solid voxels.
(a)
5 6
7 8
1 2
3 4
(b)
1
4
(c)
Fig. 3.8 Octant and its binary configuration code. The blue window in (a) represents
the domain of the vertex window of the black point. (b) gives the numbering for the
eight associated voxels in the vertex window. The vertex window in (c) has the binary
code of 00001001, which has χ = −14 according to Table D.1.
d. Voxel window
The Euler characteristic of the volume mesh may change when new topological entities
are introduced or current ones are removed. Determining the Euler characteristic of the
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volume mesh to trace these changes is computationally expensive. Instead, as suggested
in [46, 44], the effects on the Euler characteristic of a volume mesh corresponding to its
topological entity change can be investigated within a voxel window. A voxel window,
denoted asM(N26(v)), is centred at v and of a size 1.5 times the voxel size. The voxels
overlapping it are considered in 26-neighbourhoods. As illustrated in Figure 3.9a, the
blue window is the voxel window of the green voxel. The objects inM(N26(v)) are the
union of the octants centred at eight vertices of v, see Figures 3.9b to 3.9i, which reads
M(N26(v)) =
⋃
vert∈v
Oct(vert) . (3.9)
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 3.9 The eight octants associated with the green voxel v. The objects in the blue
window in (a) are M(N26(v)). From (b) to (i), M(N26(v)) is split into eight octants
highlighted in red bounded boxes. These eight octants overlap voxel v and each of them
centres at one of the eight vertices of the green voxel. They have Euler characteristics
of (b) −14 , (c) 18 , (d) 18 , (e) −38 , (f) −34 , (g) −34 , (h) −18 and (i) −38 respectively.
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Accordingly, the Euler characteristic ofM(N26(v)) is the sum of the Euler characteristic
contributions from the eight octants as
χ(M(N26(v))) =
∑
vert∈v
χ(Oct(vert)) . (3.10)
When using (3.10), one can simply refer to the look-up table, e.g. Table D.1,
to obtain the Euler characteristic of each octant. Normally, the voxel of interest
is placed at position 1 in the numbering, see Figure 3.8b. As illustrated in Figure
3.9, adding together the Euler characteristics of 8 octants associated with the green
voxel v, from Figure 3.9b to 3.9i, gives the Euler characteristics of the union of
objects in the blue window. The Euler characteristic of each octant can be easily
found according to its binary configuration code in the look-up table. As a result,
the Euler characteristic contribution from objects in M(N26(v)) is calculated as
−14 + 18 + 18 − 38 − 34 − 34 + 18 − 38 = −178 , where v is the green voxel of interest.
3.1.2 Topology preservation
The Euler characteristic of a more complex voxel model is related to the total number
of separate objects (connected components) O(M), holes (handles) H(M) and cavities
C(M) in the entire model
χ(M) = O(M)−H(M) + C(M). (3.11)
The Euler characteristic is critical in determining the voxels at the boundary of the solid
mesh that can be deleted without changing its topology. These can-be-deleted voxels
are simple points. The simple point is the voxel such that the deletion of this voxel does
not lead to a change in topology [46]. As evident from (3.11) simply conserving the
Euler characteristic χ(M) of the entire or a portion of the mesh does not ensure that
the topology, or the number of objects, tunnels and cavities, remains the same. As a
result, for a solid border voxel v to be classified as simple, its deletion must not change
the number of objects and holes for bothM and its complement set [46]. According to
Lee et al. [44], these conditions can be checked by examining the state of the voxels in
the 26-neigbourhood N26(v) of a voxel v, which contains all the octants overlapping v.
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That is, a border voxel v is a simple point if and only if
∆χ(M(N26(v))) = 0 and (3.12a)
∆O(M(N26(v))) = 0 or (3.12b)
∆H(M(N26(v))) = 0 , (3.12c)
where ∆ denotes the change in the respective quantities with and without voxel v
present. Note that the Euler invariant is the voxel such that deleting this voxel does
not change the Euler characteristic of the volume mesh, i.e. (3.12a) is held.
a. Check for the change in Euler characteristic
It is evidently straightforward to compute the change in Euler characteristic (3.12a)
using (3.10) and Table D.1. In each octant, the change in Euler characteristic can be
determined by subtracting χ(M(N26(v))) from χ(M(N26(v)) \ v). The sum of these
changes gives the change in Euler characteristic, caused by deleting v, of the objects in
the voxel window of v, which reads
∆χ(M(N26(v))) = χ(M(N26(v) \ v))− χ(M(N26(v)))
=
∑
vert∈v
(χ(Oct(vert) \ v)− χ(Oct(vert))). (3.13)
For instance, as shown in Figure 3.10a, the change in Euler characteristic due to
the deletion of the green voxel v1 is given using (3.13) as
∆χ(M(N26(v1))) =
∑
vert∈v1
(χ(Oct(vert) \ v1)− χ(Oct(vert)))
=
(1
8 − (−
3
4)
)
+
(
0− 18
)
+
(
−18 − (−
1
4)
)
+
(
−18 − (−
1
4)
)
+
(
−18 − (−
1
4)
)
+
(
−18 − (−
1
4)
)
+
(
0− 18
)
+
(
0− 18
)
=1 ̸= 0 .
With ∆χ(M(N26(v1))) ̸= 0, deleting voxel v1 changes the topology of the volume mesh.
For convenience, a table of change in Euler characteristic ∆χ(Oct(vert)) and the
corresponding configuration of Oct(vert) is recorded in [44, 43] and Table D.2. The
voxel-to-delete is placed at the last digit of the binary code, i.e. the position 1 in
Figure 3.8b.
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1
8−34
1
8
1
8 −14
−14
−14
−14
v1
(a) N26(v1)
01
8
0
0 −18
−18
−18
−18
(b) N26(v1) \ v1
Fig. 3.10 Octants and their Euler characteristics in N26(v1) and N26(v1) \ v1. (a) shows
the eight octants associated with v1 before the removal of v1, and the deletion of v1
changes them into eight octants in (b). The Euler characteristic of each octant is
shown around the octant. Visually the topology changes due to the deletion, i.e. there
are two objects in (b) while only one object in (a); this is further confirmed by the
change in Euler characteristics between N26(v1) and N26(v1) \ v1.
1
8−34
1
8
1
8 −18
−18
−18
−18
v2
(a) N26(v2)
01
8
0
0 −14
−14
−14
−14
(b) N26(v2) \ v2
Fig. 3.11 Octants and their Euler characteristics in N26(v2) and N26(v2) \ v2. (a) shows
the eight octants associated with v2 before the removal of v2, and eight octants without
v2 are shown in (b). The Euler characteristic of each octant is shown around the
octant. As visually evident, the deletion causes the change in topology; M(N26(v2))
has one object whileM(N26(v2))\v2 has two objects and one hole. However, according
to (3.11), the Euler characteristic will remain the same.
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As another example shown in Figure 3.11, the change in Euler characteristic reads
∆χ(M(N26(v2))) =
∑
vert∈v2
(χ(Oct(vert) \ v2)− χ(Oct(vert)))
=
(1
8 − (−
3
4)
)
+
(
0− 18
)
+
(
−14 − (−
1
8)
)
+
(
−14 − (−
1
8)
)
+
(
−14 − (−
1
8)
)
+
(
−14 − (−
1
8)
)
+
(
0− 18
)
+
(
0− 18
)
=0.
The calculation above shows the deletion of the green voxel v2 does not change the
Euler characteristic of the volume mesh, i.e. v2 is an Euler invariant. However, the
removal of v2 leads to breaking one connected object into two separate objects, which
violates the condition (3.12b) for topology preservation.
b. Check for the number of connected objects
The example in Figure 3.11b shows the necessity of checking (3.12b) or (3.12c) in
topology preservation. It is relatively easier to determine the number of objects
using (3.12b) in M(N26(v)) than the number of holes in (3.12c). Lee et al. [44] state
that for a solid voxel v, ∆O(M(N26(v))) = 0 is held if and only if O(M(N26(v))\v) = 1.
One can use a recursive algorithm and an octree data structure introduced in [44] to
determine the number of the objects in M(N26(v)) \ v. As an alternative, one can
convert the connected voxels in their 26-neighbourhood into a undirected graph1 and
simply use breadth first search (BFS) or depth first search (DFS) [92] to count the
number of connected components.
The green voxel v2 shown in Figure 3.11a, despite being checked as an Euler
invariant, cannot be deleted because the connected objects in the configuration after
the deletion is 2, see Figure 3.11b. In this case, v2 in Figure 3.11a is not a simple
point2.
3.2 Skeletonisation algorithm
Topological skeletons include curve skeletons and surface skeletons. These are also
known as medial axis and medial surface, respectively. The process of determining a
topological skeleton is called skeletonisation. Curve and surface skeletonisation are
1Not to be confused with the graph model used in the skeleton-frame conversion.
2See (3.12).
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also referred to as Media Axis Transform (MAT) and Media Surface Transform (MST)
respectively. The skeletonisation process can take either surface or volume meshes as
inputs, and reduces their dimensionality into curve and surface skeleton as output.
3.2.1 Review of skeletonisation approaches
Skeletonisation techniques are widely used in object identification, shape analysis,
pattern recognition and image segmentation [39]. The relevant research is active in the
fields of medical imaging, animation industry, structural and mechanical engineering.
a. Definition of topological skeleton
The definition of topological skeleton varies in the different skeletonisation approaches.
For instance, Blum [93] gave the definition of a topological skeleton as the locus of
the centres of all maximal inscribed hyper-spheres, while in grassfire analogy [94],
the skeleton can also be the loci where the fire fronts meet and quench each other.
Summarising early years of research [36–38, 95, 96], the topological skeleton is defined
using its major properties as listed below.
• Homotopy The skeleton is homeomorphic to its formal counterpart.
• Thinness The curve skeleton is one-dimensional, and the surface skeleton is
two-dimensional.
• Centredness The curve skeleton lies on the medial surface, and the surface
skeleton is centred within the object. Instead of exact centredness, an approximate
centredness is sufficient for many applications.
Along with the properties above, researchers also consider other properties, e.g. the
reliability, constructibility and invariance under isometric transformations; the reader
can refer to [37, 38] for details.
b. Skeletonisation of surface meshes
For surface meshes, Ogniewicz [97] used Voronoi diagrams to compute their polygonal
skeletons. However, because the skeleton is sensitive to mesh boundary, early-stage of
Voronoi diagram approaches are not suitable for skeletonising objects with complex
boundaries [98]. Later research developed less boundary-sensitive skeletonisation
processes using Voronoi diagrams [98–101]. Among these methods, those using Voronoi
balls, or known as Power Crust [102, 103], generally give better skeletons.
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In parallel with the Voronoi diagram families, edge/mesh collapse is also a promising
approach to skeletonising the surface meshes. This contraction-based skeletonisation
technique was first developed in [104] by Li et al., who were inspired by the shape
decomposition used in computer vision. They [104] claimed that in order to understand
the topology and to acquire a sufficiently smooth skeleton, the geometric features of the
mesh need to be well studied before the skeletonisation. Follow-up works focused on
feature recognition, e.g. Katz and Tal [105] started the skeletonisation with clustering
segmentations, Mortara et al. [106] firstly recognised different features of objects
(tube or body) then used sphere sweeping to skeletonise the tube parts, and other
related works can be seen in [49, 107, 108]. Researchers [109–113] also explored the
possibility in skeletonising point clouds, since point clouds can be reconstructed as
surface meshes. As mesh skeletonisation started to be considered for larger scale meshes,
some supportive studies [110] have been conducted on speeding up the skeletonisation
process using parallel computing techniques and GPUs.
c. Skeletonisation of volume meshes
For volumetric implicit representations, skeleton can be extracted using the distance-
field map approaches. In these approaches, the pixels/voxels are assigned values
which represent their Euclidean distances or other user-defined distances to the closest
boundary surfaces. Such grid of cells with values is called the distance-field map. The
method seeks the skeleton through singularities of borders in distance-field map, which
are later identified as the joints of the curve skeleton [114]. Research has also been
carried out in improving the robustness and smoothness of the resulting skeleton from
distance-field maps [95, 115–120]. In general, distance-field map approaches produce a
skeleton showing reliable centredness, but they cannot guarantee topology preservation
during the process. Malandain and Fernández-Vidal [116] combined the distance-field
map and the concept of simple point (as introduced in Section 3.1.2), to secure the
homotopy of the process. There are also studies on skeletonisation particularly for
level-set geometries [121, 122].
Researchers suggested the values assigned to pixels/voxels are not limited to
Euclidean distances. Ahuja and Chuang [123] introduced 2D potential field. They
assume the border carries electric charges, and the minima in the corresponding
potential field within the domain gives the skeleton. This idea is extended into the 3D
potential field by Ma and Wu [124]. Inspired by this, researchers started to use other
physical systems to find medial axis, such as force vector method [125] and gradient
flow vector method [126].
54
3.2 Skeletonisation algorithm
Another approach is the 3D thinning algorithm. This approach was first developed
by Rosenfeld [90], who was inspired by very early research on pattern recognition [127].
He gave the framework of thinning algorithm for 2D images, and he also provided the
insight of using symmetric removal of voxels to enforce the remaining voxels to locate
in the centre of geometry. Later, Lee et al. [43] developed the 3D digital topology
based on 2D studies conducted by Rosenfeld. The key to topology preservation is
the identification of simple points. Discussion of the simple point can be found in
the literature [44, 117, 128–130]. There are also supplementaries to the definition of
simple point, such as simple cell [131], which extends the concept of simple point to
non-hexahedrons.
In general, the 3D thinning algorithm proceeds through layer by layer erosion, and
at each removal, only the border simple points are deleted. The homotopy of the
process is guaranteed by checking Euler characteristics and connected objects. The
centredness is enforced by sequential symmetric removals on border surfaces. The 3D
thinning algorithm is chosen in this thesis because its superior robustness merits the
solid fundamentals of digital topology and its high computational efficiency (there is a
large number of libraries for 3D thinning algorithm designed using parallel computing).
In the following context, skeletonisation is specifically referred to as the skeletonisa-
tion process using 3D thinning algorithm.
3.2.2 Implementation details
The 3D thinning algorithm proceeds by removing the voxel which does not change the
topology of the model based on the topology preservation criteria (3.12). Additionally,
one removal step is split into six sub-steps and in each sub-step only the voxels
approaching from one of the six grid directions are removed. This is necessary to
preserve the geometric symmetry.
a. Curve skeletonisation
To start with, the 3D thinning algorithm for extracting the medial axis is given in
Algorithm 3.1. The terminologies used in the Algorithm 3.1 is explained as follows.
1Deletion direction ensures that the skeleton can be extracted by symmetric dele-
tions. Besides, there are many situations where simultaneously removal will cause
complete elimination of the original object [44]. Each step of the skeletonisation process
is divided into six sub-steps according to six grid directions, or principle coordinate
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Algorithm 3.1: 3D thinning algorithm
Input : (M), the volume mesh
Output :Sk(M): the skeleton of M
1 D: list of deletable candidates
2 while D ≠ ∅ in any one of the six deletion directions 1 do
3 foreach deletion direction ∈ {+x,−x,+y,−y,+z,−z} do
4 D ← ∅ ▷ initialise the deletion list
/* First loop over the whole mesh to seek the deletable voxels */
5 for v ∈M do
6 if v is border voxel 2 and v is not tagged voxel 3 and v is not end
voxel 4 and v is simple point 5 then
7 insert v into D ▷ v is checked as untagged non-end border simple point
/* Second loop over deletable voxel list to do the double check */
8 if D ≠ ∅ then
9 for w ∈ D do
10 if w is simple point then
11 delete w from M
12 returnM as Sk(M)
directions. In this thesis, the sequence of {+x,−x,+y,−y,+z,−z} is used, see Fig-
ure 3.12. The geometry of the resulting skeleton depends somewhat on the sequencing
of these sub-steps, especially when the shape is simple. Here, the order of the sequence
is not critical because (i) normally structural optimisation does not give simple shapes
and (ii) tagged voxels are sued to secure the preservation of important features.
2Border voxel is the voxel on the outer boundary against a specific deletion direction.
For example, in Figure 3.12a, where all border voxels corresponding to the deletion
direction +x are coloured in green, these border voxels are the ones with no neighboured
voxels on −x direction.
3Tagged voxel is user-defined. It is straightforward to tag voxels as non-removable
if required. For instance, in finite element methods and structural optimisations, the
voxels at Dirichlet and non-homogeneous Neumann boundaries are tagged as non-
removable to preserve the structural meanings of certain voxels; or in order to keep
specific geometric features, the voxels related to those features can also be set as tagged.
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Fig. 3.12 The six deletion directions and corresponding border voxels. The border
voxels are highlighted in green.
4End voxel is the voxel with only one neighboured voxel. It also marks the position
where the one-voxel thick medial axis starts or ends .
5Simple point is the voxel such that the removal of this voxel does not change the
number of connected objects, cavities, and holes, i.e. (3.12) is held [132, 116, 128, 133].
The 3D thinning algorithm first detects and stores all simple untagged non-end border
voxels into a candidate list D. A sequential re-checking method is then used to
ensure that connectivity is preserved even after the deletion of neighboured voxels, as
suggested in [44, 134]. The recheck is necessary because the removal of voxels changes
the mesh, albeit some simple points become ‘non-simple’. The skeletonisation terminates
when none of the remaining voxels is removable without violating condition (3.12)
consecutively in all six deletion directions.
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b. Surface skeletonisation
In some cases, medial surfaces rather than medial axes are desired to be kept, such as
in shell and plate structures. Similar to curve skeletonisation, surface skeletonisation is
adopted to acquire surfaces that are approximately located at the centre of the objects.
To do so, one just simply alters the condition in line 6 of Algorithm 3.1 to ‘v is border
voxel and v is not tagged voxel and v is not surface point and v is simple point’. In the
medial axis extraction, the end voxel is detected as the end of the voxel chain to ensure
the mesh can be thinned into a one-voxel-thick chain. Similarly, the definition of a
surface point is needed to detect the voxels on the edges of medial surfaces, so that the
algorithm is able to skeletonise a given volume mesh to a one-voxel-thick skeleton in at
least one of the three principal directions.
To define a surface point, two kinds of octants, see Figures 3.13a and 3.13d, and
their symmetric rotations are considered, see Figures 3.13b, 3.13c, 3.13e and 3.13f.
Using these configurations, voxels on a complete thin plane can be detected. Within
one octant, a complete plane indicates the one-voxel thick plane formed by four voxels
aligned as a one-voxel-thick plane. As can be seen in Figure 3.14a, 3.14b and 3.14c, all
eight octants associated with the green voxel fall into one out of the six configurations
in Figures 3.14a to 3.14f. As suggested in [44], in order to preserve the shape of the
medial surface, the green voxels in Figures 3.14d, 3.14e and 3.14f on incomplete surface
edges should also be preserved.
(a) 00001111 (b) 00110011 (c) 01010101
(d) 11000011 (e) 10011001 (f) 10100101
Fig. 3.13 Octant configurations for a voxel on a complete plane. The configuration
codes are given using the numbering in Figure 3.8b.
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(a) (b) (c)
(d) (e) (f)
Fig. 3.14 Examples of surface points highlighted in green. If just using the configurations
in Figure 3.14 as criteria for surface point, only the green voxels in (a), (b) and (c) can
be detected as on the medial surface and surface points in (d), (e) and (f) are missed.
The above discussion leads to the definition: a solid voxel v is a surface point if
and only if ∀vert ∈ v
configuration of Oct(vert) ∈
{00001111, 00110011, 01010101, 11000011, 10011001, 10100101} or
(3.14a)
n
(vert)
3 < 3. (3.14b)
where Oct(vert) is the octant associated with vertex vert and n(vert)3 is the number
of hexahedrons overlapping Oct(vert), see Section 3.1.1. Condition (3.14a) detects
whether the voxel has octants lying on complete surfaces and (3.14b) covers the cases
where some octants of the voxel have incomplete surfaces.
Replacing the ‘end voxel’ with the ‘surface point’ defined in (3.14), Algorithm 3.1
can yield surface skeletons instead of curve skeletons.
3.3 Skeletonisation examples
This section checks the correctness, robustness and efficiency of the skeletonisation
algorithm 3.1 on various geometries from simple geometric primitives to non-trivial
shapes.
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3.3.1 Simple geometries
To start with, eight simple geometries are considered, of which four are with Euler
characteristics of 1, two with 0 and last two with −1. In this section, χ is referred as the
Euler characteristic of a volume mesh. The real medial axes and medial surfaces of these
geometries are straightforward to determine, and to compare with the skeletonisation
results.
a. Volume mesh with χ = 1
A cube on the grid of 20× 20× 20 as shown in Figure 3.15a is skeletonised into curve
skeleton using 11 steps shown in Figure 3.15b and surface skeleton using 11 steps in
Figure 3.15c. To recap, there are six sub-steps in one removal step. Judging by (3.11),
the Euler characteristics of the objects in Figures 3.15a, 3.15b and 3.15c are all equal
to 1. So the homotopy of the thinning process is validated. Moreover, both the curve
and surface skeleton are one-voxel thick. The real medial axis of a cube consists of the
four diagonals of the cube, as displayed as red lines in Figure 3.15b, and the thinning
outcome is the centre voxel, which lies on the medial axis. The medial surfaces of a
cube consists of 12 triangles with one vertex at the centre and one edge at the cube
edge, shown as the red transparent triangular planes in Figure 3.15c. The obtained
surface skeleton (the centre voxel) is precisely on the medial surface.
Another χ = 1 volume mesh, a 20× 10× 5-sized cuboid, is shown in Figure 3.15d.
The real medial axis is shown as red lines in Figure 3.15e, where the curve skeleton with
χ = 1 is on. The Surface skeleton with χ = 1 lies on the medial surface (red surfaces
in Figure 3.15c) that consists of four triangles, eight trapeziums and one rectangular
plane. To obtain the curve and surface skeleton, 4 and 3 removal steps are needed
respectively.
The skeletonisation results of a sphere (on the grid of 40× 40× 40) are shown in
Figures 3.15h and 3.15i, and the results of an ellipsoid (on the grid of 80× 20× 20) are
in Figures 3.15k and 3.15l. These skeletons are homeomorphic to their before-removal
counterparts in Figures 3.15g and 3.15j. The number of removal steps for skeletonising
the sphere to curve and surface skeleton are 13 and 13 respectively, and for ellipsoid
are 8 and 8 respectively.
Note that the asymmetry of the skeletons are caused by the sequential layer-by-
layer deletion used in the thinning algorithm. As stated in Section 3.2.2, such deletion
may cause the resulting skeleton to be at most one-voxel-thick offset from the exact
position [44], which is acceptable in most cases.
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(a) Cube: 20× 20× 20 (b) Curve skeleton of (a) (c) Surface skeleton of (a)
(d) Cuboid: 20× 10× 5 (e) Curve skeleton of (d) (f) Surface skeleton of (d)
(g) Sphere: 40× 40× 40 (h) Curve skeleton of (g) (i) Surface skeleton of (g)
(j) Ellipsoid: 80× 20× 20 (k) Curve skeleton of (j) (l) Surface skeleton of (j)
Fig. 3.15 Skeletonisation on simple geometries with χ = 1. The black solid lines mark
the shape of the object before the thinning. Red lines in (b) and (e) show the real
medial axis, and red surfaces in (c) and (f) are real medial surfaces.
b. Volume mesh with χ = 0
Two meshes with χ = 0 are shown in Figures 3.16a and 3.16d. They are homeomorphic
to a 1-torus.
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The model in Figure 3.16a is a cube on the grid of 20 × 20 × 20 subtracting an
elliptic cylinder centred in the cube with radii of 8 and 5. Skeletonisation algorithm
takes 6 removal steps to obtain the curve skeleton shown in Figure 3.16b and 4 steps
for the surface skeleton shown in Figure 3.16c. Both the curve and surface skeleton
preserve the topology of the original geometry, and they lie approximately in the middle
between the elliptic cylindrical hole and the bounded faces of the cuboid.
A sphere on the grid of 40 × 40 × 40 with a cuboid hole of size 10 × 10 × 40 is
shown in Figure 3.16d. The numbers of removal steps required for curve and surface
skeletonisation are 8 and 7 respectively. The result skeletons are also with χ = 0.
(a) Grid: 20× 20× 20 (b) Curve skeleton of (a) (c) Surface skeleton of (a)
(d) Grid: 40× 40× 40 (e) Curve skeleton of (d) (f) Surface skeleton of (d)
Fig. 3.16 Skeletonisation on simple geometries with χ = 0. The black solid lines mark
the shape of the object before the thinning.
c. Volume mesh with χ = −1
The volume meshes shown in Figures 3.17a and 3.17d are homeomorphic to a 2-torus,
i.e. the object with two holes.
The object in Figure 3.17a is a 20× 10× 5-sized cuboid with two cylindrical holes
which have the circular cross-sections with radii of 3 and 2. 6 and 4 removal steps are
required to obtain the curve skeleton shown in Figure 3.16e and the surface skeleton in
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Figure 3.16f respectively. As is visually evident, both of the curve and surface skeleton
have χ = −1.
Another object shown in Figure 3.17d is an ellipsoid on the grid of 60× 20× 20
subtracting two cuboids with cross-section of 10×10 along their longitudinal directions.
For determining curve (see Figure 3.17e) and surface (see Figure 3.17f) skeleton, 8 and
7 removal steps are needed.
(a) Grid: 20× 10× 5 (b) Curve skeleton of (a) (c) Surface skeleton of (a)
(d) Grid: 60× 20× 20 (e) Curve skeleton of (d) (f) Surface skeleton of (d)
Fig. 3.17 Skeletonisation on simple geometries with χ = −1. The black solid lines mark
the shape of the object before the thinning.
3.3.2 Models with various resolutions
The results of Algorithm 3.1 on simple geometries are mesh-dependant. The models in
Figures 3.18a, 3.18d and 3.18g are cuboids with the same length to width to height
ratio of 4 to 2 to 1, while the grids for these three models are 20× 10× 5, 40× 20× 10
and 60 × 30 × 15 respectively. As shown in Figure 3.18, the thinning algorithm on
the same shape of three resolutions yields various results, especially in the case of
curve skeletonisation process. In Figure 3.18b, the obtained curve skeleton is a voxel
chain, while in Figures 3.18e and 3.18h, only one voxel is left, though these curve
skeletons preserve the topology of their previous counterparts and lie close to the
real medial axes. There are two reasons for the mesh-dependency: (i) The algorithm
uses a sequence of symmetric layer removals, and the final results rely heavily on the
number of layers of solid voxels along the deletion directions. (ii) If the shape is not
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complex, the skeletonisation results can give voxels anywhere close to the real medial
axes/surfaces. Once the geometry has a complex shape, the skeletonisation process
yields much less mesh-dependant results. However, in most applications, the input
geometry for skeletonisation is not as simple as those shown in Section 3.3.1.
(a) Grid: 20× 10× 5 (b) Curve skeleton of (a) (c) Surface skeleton of (a)
(d) Grid: 40× 20× 10 (e) Curve skeleton of (d) (f) Surface skeleton of (d)
(g) Grid: 60× 30× 15 (h) Curve skeleton of (g) (i) Surface skeleton of (g)
Fig. 3.18 Skeletonisation on Cuboid on three grid resolutions. The black solid lines
mark the shape of the object before the thinning. Through curve skeletons in (b), (e)
and (h) are different, the surface skeleton results are much less mesh-dependent, see
(c), (f) and (i).
Figure 3.19 shows an X-shape geometry with a relatively more complex shape than
a cuboid. This X-shape is modelled using three grids: 20× 10× 20, 30× 15× 30 and
40×20×40, as shown in Figures 3.19a, 3.19d and 3.19g respectively. Despite of different
grid resolutions, all the curve skeletons shown in Figures 3.19b, 3.19e and 3.19h give
the X-shape voxel chains. As the resolution increases, the surface skeleton more closely
resembles the real medial surface, see Figures 3.19c, 3.19f and 3.19i.
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(a) Grid: 20× 10× 5 (b) Curve skeleton of (a) (c) Surface skeleton of (a)
(d) Grid: 40× 20× 10 (e) Curve skeleton of (d) (f) Surface skeleton of (d)
(g) Grid: 60× 30× 15 (h) Curve skeleton of (g) (i) Surface skeleton of (g)
Fig. 3.19 Skeletonisation on X-shapes on three grid resolutions. The black solid lines
mark the shape of the object before the thinning. The shapes of curve skeletons in (b),
(e) and (h) are with slight difference. There is also not much difference between the
shapes of surface skeletons, see (c), (f) and (i). Zoom-in windows in (c) and (f) are
used to clarify there are no holes in the shape.
3.3.3 Horse geometry
Here Algorithm 3.1 is tested on a horse mesh model shown in Figure 3.20. The mesh has
1107 triangles. This example is used to show the mesh-independency of the thinning
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algorithm on complicated shapes as well as how tagged voxels affect the skeletonisation
process.
Fig. 3.20 The triangular mesh of the horse. The mesh consists of 1107 triangles and is
obtained from GrabCAD [135].
a. Voxelisation
The conversion of a mesh into a binary image is as called in this thesis as voxelisation.
First, openVDB [89] is used to compute the level-set function for the horse mesh, see
Section 2.2.4, which is on a grid encompassing the size of the bounding box of the horse
mesh. Then voxels with the given voxel size are generated to fill the entire grid. A
voxel is identified as solid if the level set function value at its centroid is non-negative;
otherwise, the voxel is set as void.
The four models voxelised using various grids are shown in Figures 3.21a, 3.21b, 3.21c
and 3.21d with the grid of 42× 41× 16, 83× 81× 32, 124× 122× 48 and 165× 162× 64
respectively; details of voxelisations are in Table 3.1.
Table 3.1 Grid parameters used for voxelising the horse mesh
Voxel grid
#voxels Voxel size
Voxel model
#voxels
Grid 1 42× 41× 16 1 3237
Grid 2 83× 81× 32 0.5 25806
Grid 3 124× 122× 48 0.33 87152
Grid 4 165× 162× 64 0.25 206463
The voxel model on Grid 1 is very coarse with only 3237, which cannot capture the
features such as the ear and head shape. By contrast, the model on Grid 4 with 206463
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(a) Voxel model on Grid 1: 42× 41× 16 (b) Voxel model on Grid 2: 83× 81× 32
(c) Voxel model on Grid 3: 124× 122× 48 (d) Voxel model on Grid 4: 165× 162× 64
Fig. 3.21 Voxelised models of the horse mesh on four grid resolutions. Voxel model on
Grid 1/Grid 2/Grid 3/Grid 4 has 3237/25806/87152/206463 voxels.
voxels is nearly 60 times finer than the model on Grid 1. Besides these two models,
the models on Grid 2 and Grid 3 consist of 25806 and 87152 voxels respectively.
b. Curve skeletonisation
With the voxel models at hand, the curve skeletonisation algorithm is applied on the
horse models. As shown in Figure 3.22, the curve skeletons contain much fewer voxels,
but store the essential topological and geometric features of the horse. Just looking at
the four curve skeletons in Figure 3.22, one can see the shape and the pose of the horse.
It can also be visually confirmed that the skeletons, despite of resolutions, appear to
have the same topology as their non-skeletonised counterparts.
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Table 3.2 Comparison of curve skeletonisations of the horse mesh on four grids
Curve skeleton
#voxels
Removal
steps
Time
per step
Time†
in total
Grid 1 134 5 0.90 s 4.51 s
Grid 2 282 8 7.74 s 61.89 s
Grid 3 445 11 26.18 s 288.04 s
Grid 4 606 15 58.53 s 882.45 s
† The time cost used here is taken as the average time cost of three simulations.
All simulations run on a MacOS machine with 6GB RAM and one thread
of 2.5GHz Intel Core i7-4870HQ.
(a) Curve skeleton of the model on Grid 1 (b) Curve skeleton of the model on Grid 2
(c) Curve skeleton of the model on Grid 3 (d) Curve skeleton of the model on Grid 4
Fig. 3.22 Curve skeletons of the horse mesh on four grids. The curve skeleton of the
model on Grid 1/Grid 2/Grid 3/Grid 4 contains 134/282/445/606 voxels. The parts
highlighted in red windows show the geometric features have been captured by the
high-resolution grids.
Table 3.2 records the result voxel number, removal steps and proceeding time of the
skeletonisation process. As can be seen in Table 3.2, both the number of solid voxels
in the voxel model and the number of removal steps increase when the grid becomes
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finer. This is because there are more voxels covering the medial axis in the finer mesh.
The number of skeleton voxels increases mainly because the smaller voxels can better
capture the topology of the horse mesh. The reported extremely short runtimes include
only skeletonisation (no implicitisation or voxelisation) and confirm the efficiency of
the skeletonisation algorithm. The time consumed per step on these four models shows
its linear relationship to the voxel number of the non-skeletonised model, which shall
be discussed in detail in the next example.
Comparison of the skeletons on Grid 3 and Grid 4 in Figures 3.22c and 3.22d to
those on Grid 1 and 2 in Figures 3.22a and 3.22b shows the former two contain more
short branches. These short branches are highlighted in red windows in Figures 3.22c
and 3.22d, which extend to the end of the horse mane and ears. In general, the skeleton
of finer mesh can more easily capture the geometric features such as sharp edges
and narrow corners, but it becomes more sensitive to boundary surface noise. The
undesired short branches of curve skeleton can be pruned using the method introduced
in Section 4.1.5.
c. Surface skeletonisation
These four voxel-based horse models are also skeletonised into surface skeletons, and the
parameters associated with the surface skeletonisation process are given in Table 3.3.
The resulting surface skeletons are shown in Figures 3.23a, 3.23b, 3.23c and 3.23d.
The torso, legs and tail of the horse have the shapes similar to tubes, so large thin
surfaces are expected to appear on the surface skeleton at these parts. However, horse
manes are modelled in somewhat thin plates, see Figures 3.21 and 3.23, which lead to
a relatively thin surface at the horse mane positions of the surface skeletons, as marked
in the red windows in Figure 3.23.
Table 3.3 Comparison of surface skeletonisations of the horse mesh on four grids
Surface skeleton
#voxels
Removal
steps
Time
per step
Time†
in total
Grid 1 194 4 0.96 s 3.86 s
Grid 2 522 8 7.60 s 60.80 s
Grid 3 1031 11 27.67 s 304.42 s
Grid 4 1641 15 56.57 s 848.55 s
† The time cost used here is taken as the average time cost of three simulations.
All simulations run on a MacOS machine with 6GB RAM and one thread of
2.5GHz Intel Core i7-4870HQ.
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(a) Surface skeleton of the model on Grid 1 (b) Surface skeleton of the model on Grid 2
(c) Surface skeleton of the model on Grid 3 (d) Surface skeleton of the model on Grid 4
Fig. 3.23 Surface skeletons of the horse mesh on four grids. The surface skeleton of the
model on Grid 1/Grid 2/Grid 3/Grid 4 contains 194/522/1031/1641 voxels. The parts
highlighted in the dash red window show the thin surfaces represent the medial surface
of the horse mane.
d. Skeletons of the model with tagged voxels
This part studies whether the introduction of irremovable tagged voxels will negatively
affect the skeletonisation process. First, one voxel at the middle of the horse’s back is
tagged. Note that, the choice of tagged voxels is just for illustration. The resulting
curve and surface skeletons on four grids are given in Figure 3.24. Comparison of
Figure 3.24 to Figures 3.22 and 3.23 shows that the curve and surface skeletons of
the model without tagged voxels extend to connect the tagged voxel. The resulting
skeletons are still being one object. Next, voxels on the horse’s bottom belly are tagged.
As can be seen in Figure 3.25, the original curve and surface skeletons also extend to
reach the centre of the tagged voxel group.
Because of the deletion directions in the skeletonisation process are given in a
symmetric sequence, the voxel on such extending path from the original curve skeleton
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(a) Grid 1:
Curve skeleton
(b) Grid 2:
Curve skeleton
(c) Grid 3:
Curve skeleton
(d) Grid 4:
Curve skeleton
(e) Grid 1:
Surface skeleton
(f) Grid 2:
Surface skeleton
(g) Grid 3:
Surface skeleton
(h) Grid 4:
Surface skeleton
Fig. 3.24 Curve and surface skeletons of the horse mesh with one voxel tagged on four
grids. The tagged voxel on the horseback is coloured in blue.
(a) Grid 1:
Curve skeleton
(b) Grid 2:
Curve skeleton
(c) Grid 3:
Curve skeleton
(d) Grid 4:
Curve skeleton
(e) Grid 1:
Surface skeleton
(f) Grid 2:
Surface skeleton
(g) Grid 3:
Surface skeleton
(h) Grid 4:
Surface skeleton
Fig. 3.25 Curve and surface skeletons of the horse mesh with voxel group tagged on
four grids. The tagged voxels on the bottom belly are coloured in blue.
71
Digital topology and homotopic skeletonisation
to the tagged one is guaranteed to have the approximate same distance to all closest
boundary surfaces, as shown in Figures 3.24a to 3.24d, 3.25a to 3.25d. Such symmetry
can also be observed in the generated surface skeletons in Figures 3.24e to 3.24h, 3.25e
to 3.25h.
Therefore, the introduction of tagged voxels into skeletonisation process does not
damage the homotopy of the skeletonisation process, and in the mean time, a connecting
path between the original skeleton and the tagged voxels can be established. The
computing time of thinning process on models with tagged voxels is also checked. It
turns out that the process is not burdened by the tagged voxels.
3.3.4 Quadcopter geometry
A CAD model of a quadcopter is considered here to display the robustness and efficiency
of the skeletonisation algorithm. The CAD quadcopter model shown in Figure 3.26a
has a non-trivial topology and has been designed in a CAD system. The geometry of
the quadcopter is approximated with the STL1 mesh shown in Figure 3.26b. This STL
mesh consists of 1086791 triangles having about 1000 times more triangles than the
horse mesh.
(a) CAD model (b) STL mesh
Fig. 3.26 CAD model of the quadcopter. The quadcopter is designed in a CAD
system as in (a). Its approximated STL mesh using 1086791 triangles is shown in
(b). The quadcopter CAD model is obtained from open source CAD model library,
GrabCAD [135].
1STL file uses piece-wise triangulated surfaces to approximate the trimmed NUBRS surfaces on a
CAD model.
72
3.3 Skeletonisation examples
a. Voxelisation
To investigate the efficiency and scaling of the introduced skeletonisation algorithms,
four grids are deployed to extract the skeletons from the model. The voxelisation is
conducted using the same method as used in the horse example. The voxel models of
the quadcopter model in Figures 3.27a, 3.27b, 3.27c and 3.27d are obtained with the
Table 3.4 Grid parameters used for Voxelising the quadcopter mesh
Voxel grid
#voxels Voxel size
Voxel model
#voxels
Grid 1 142× 14× 142 0.966 20142
Grid 2 178× 18× 178 0.770 39813
Grid 3 208× 21× 208 0.660 60320
Grid 4 227× 23× 227 0.604 80048
(a) Grid 1: 142× 14× 142 (b) Grid 2: 178× 18× 178
(c) Grid 3: 208× 21× 208 (d) Grid 4: 227× 23× 227
Fig. 3.27 Voxelised models of the quadcopter mesh on four grid resolutions. Voxel
model on Grid 1/Grid 2/Grid 3/Grid 4 has 20142/39813/60320/80048 voxels.
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grid size of 0.966, 0.770, 0.660 and 0.604 respectively, as given in Table 3.4. With the
decrease in voxel size the grid becomes finer and the number of voxels in the model
increases from 20142 via 39813 and 60320 to 80048.
Intentionally the Grid 2 is set to have double the number of voxels as on Grid 1,
and the number of voxels on Grid 1 is tripled in Grid 3 and quadrupled in Grid 4; this
is to highlight the linear time complexity of the thinning algorithm later.
b. Curve skeletonisation
Skeletonisations of four voxelised models with the introduced thinning algorithm yield
the voxel chain skeletons in Figures 3.28a, 3.28b, 3.28c and 3.28d respectively. It can
be visually confirmed that the skeletons, despite of different resolutions, appear to
have the same topology as the former voxel models in Figure 3.27, and for exact Euler
characteristics of these skeletons, they are given at the end of this example.
To recap, the recorded short runtimes include only skeletonisation, and the efficiency
of the skeletonisation algorithm is again confirmed. Moreover, note that the average
time per removal step is approximately linear with respect to the number of the voxels
in the voxel model, i.e. the number of voxels in Grid 2 doubles the number in Grid 1.
The average time for one removal step in skeletonisation on Grid 2, 11.79s, is roughly
two times longer than it on Grid 1, 6.00s. Similarly, the curve skeletonisation on Grid
3 and Grid 4 consume 17.22s and 21.93s per step, which are three times and four times
than the time cost of each step on Grid 1. It is as expected that Algorithm 3.1 is with
linear complexity [44].
Table 3.5 Comparison of curve skeletonisations of the quadcopter mesh on four grids
Curve skeleton
# voxels
Removal
steps
Time
per step
Time†
in total
Grid 1 1322 5 6.00 s 29.98 s
Grid 2 1770 5 11.79 s 58.96 s
Grid 3 2135 6 17.22 s 103.30 s
Grid 4 2364 6 21.93 s 131.58 s
† The time cost used here is taken as the average time cost of three simulations.
All simulations run on a MacOS machine with 6GB RAM and one thread
of 2.5GHz Intel Core i7-4870HQ.
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(a) Grid 1 (b) Grid 2
(c) Grid 3 (d) Grid 4
Fig. 3.28 Curve skeletons of the quadcopter mesh on four grids. The curve skeleton-
isation of 20142-/39813-/60320-/80048-voxels model on Grid 1/Grid 2/Grid 3/Grid
4 takes 5/5/6/6 steps to thin a model into a 1322-/1770-/2135-/2364-voxels curve
skeleton. Red windows highlight missing parts of the curve skeletons in (a) and (b)
compared to finer grids in (c) and (d).
c. Surface skeletonisation
The medial surfaces are extracted as in Figure 3.29. The well-preserved topologies
during the medial surface skeletonisations are validated with the Euler characteristics
given at the end of this example. With the condition stated as (3.14), these voxel
models have been skeletonised into one-voxel thick surfaces.
The average time per removal step also proves to be closely linearly related to the
number of voxels in the original model. For example, time per step in the models on Grid
2, Grid 3 and Grid 4 are 11.32s, 15.66s and 21.95s respectively, which approximately
doubles, triples and quadruples the time per one step in skeletonising the model on
Grid 1. For a thin shape like this quadcopter one can barely see the difference in total
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time consumption between curve skeletonisation and surface skeletonisation, while for
Table 3.6 Comparison of surface skeletonisations of the quadcopter mesh on four grids
Surface skeleton
# voxels
Removal
steps
Time
per step
Time†
in total
Grid 1 5413 4 6.51 s 26.82 s
Grid 2 8960 5 11.32 s 56.60 s
Grid 3 12413 6 15.66 s 93.94 s
Grid 4 14416 6 21.95 s 131.72 s
† The time cost used here is taken as the average time cost of three simulations.
All simulations run on a MacOS machine with 6GB RAM and one thread of
2.5GHz Intel Core i7-4870HQ.
(a) Grid 1 (b) Grid 2
(c) Grid 3 (d) Grid 4
Fig. 3.29 Surface skeletons of the quadcopter mesh on four grids. The curve skeletoni-
sation of 20142-/39813-/60320-/80048-voxels model on Grid 1/Grid 2/Grid 3/Grid 4
takes 4/5/6/6 steps to thin a model into a 5413-/8960-/12413-/14416-voxels surface
skeleton.
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thicker shapes, larger difference can be expected, and surface skeletonisation normally
uses fewer steps than the curve skeletonisation.
Note that the quadcopter is designed normally using shell structures. In this case,
the surface skeleton represents the model more intuitively than the curve skeleton. The
surface skeleton of the quadcopter can be visually segmented into shell/plate parts
and the frame-like parts. Then designers can gain understandings of the mechanical
behaviour of each segment, i.e. it performs more like a shell or a beam. This can be
useful in assigning semantics to the segments of this quadcopter, which can be a part
of the future work for this thesis, see Section 6.2.
d. Euler characteristics of the objects during the thinning process
Different from the previous examples, the Euler characteristics of the quadcopter model
or its skeletons cannot be easily determined by eyes. Accordingly relation (3.1) is
used to compute the Euler characteristics. All Euler characteristics and corresponding
topological entities of the mesh are listed in Table 3.7.
As validated by the Euler characteristics listed in Table 3.7, both the curve and
surface skeletonisation preserve the topology of the quadcopter mesh, i.e. Euler
characteristics are identical for the voxel model, skeletons on the same grid. The
Table 3.7 Topological entities and Euler characteristics of models on different
grids
#vertex
n0
#edge
n1
#face
n2
#volume
n3
χ
Grid 1
Model
Curve†
Surface‡
33517
6639
15641
86292
12658
34814
72852
7276
24521
20142
1322
5413
−65
−65
−65
Grid 2
Model
Curve
Surface
60871
8797
25050
160389
16791
56530
139264
9697
40373
39813
1770
8960
−67
−67
−67
Grid 3
Model
Curve
Surface
89060
10802
33664
237010
20520
76709
208201
11784
55389
60320
2135
12413
−69
−69
−69
Grid 4
Model
Curve
Surface
114324
11934
38743
307073
22649
88498
272728
13010
64102
80048
2364
14416
−69
−69
−69
† Curve skeleton.
‡ Surface skeleton.
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difference in Euler characteristics between different grids is due to the different accuracy
of the voxelisation process. With the voxel model on Grid 1, four slim horizontal
links are missing since the precision of the grid is not sufficient to capture them. This
leads to the missing horizontal members on the corresponding skeleton, as shown
in the red windows in Figure 3.28a. Thus the skeletons on Grid 1 have four fewer
holes than the skeletons on the Grid 3 and Grid 4, which causes the difference of 4 in
their Euler characteristics. The voxelisation on Grid 2 misses two vertical members
of the quadcopter mesh, which occur in the place highlighted in the red window in
Figure 3.28b. As a result, the Euler characteristic of the model on Grid 2 is 2 more
than those on Grid 3 and Grid 4, since models on Grid 3 and Grid 4 have 2 more holes.
Careful counting the holes on the quadcopter mesh gives 10 holes on the bottom
plate, 4 holes on the side plate connected to the bottom plate, and 14 holes on each
wings of the four. so in total 10 + 4 + 14× 4 = 70 holes. The Euler characteristics of
quadcopter model is χ = 1− 70 = −69 using relation (3.11). Therefore, the resolution
of Grid 3 with size of 0.660 are already precise enough to capture all topological features
of the quadcopte model.
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CHAPTER 4
Frame extraction and CAD
model generation
This chapter presents the method based on graph algorithms to process topology-
preserved skeleton models into structural frame models then reconstruct the frame to
compact CAD model. To represent the voxel chain obtained through skeletonisation,
using nodes and edges rather than voxels can give not only a simpler geometric
representation but also better understanding of structural semantics of the chain
branches. Hence this chapter starts with the conversion of a topology-preserved voxel
chain to a frame model in Section 4.1 which begins with an introduction to graph
models. The conversion of voxel chain models to graph models is based on the principles
stated in Sections 4.1.2 for graph nodes and 4.1.3 for graph edges. Useful tools are
also provided to process graph models to produce more structurally sound frames in
Section 4.1.4 and 4.1.5. Next, Section 4.2 elaborates the CAD model regeneration from
graph models. The output models can either be subdivision surfaces as introduced in
Section 4.2.1 or B-rep models in Section 4.2.2. Finally, Section 4.3 gives an example to
illustrate the whole process to reconstruct a voxel model into a compact CAD model.
4.1 Frame extraction
The skeleton provides both the connectivity and the geometry of the frame. Although
it is feasible to obtain the member cross-sections from the voxel model, in the imple-
mentation used in this thesis, cross-sections are obtained from size optimisation of the
frame, as will be discussed in Section 5.1. In conversion of the voxel chain skeleton to
a frame model, Graph model is used to represent the frame model.
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Graph is a well-proven tool used in mathematics, computer science and operations
research, which in particular is developed to treat problems having network character-
istics such as frame connectivities [136]. Though similar idea of representing frames
using graphs can be found in [137, 138], currently there is no research giving a clear
guidance of converting voxel chains into graph models. Hence this section aims at
providing algorithms and tools to enable such conversion. Here, the curve skeleton is
treated as a weighted undirected graph to make use of its incidence matrix. The frame
model provides a very compact representation of the optimised structure, which can
be used to generate a subdivision surface model, or a parametric solid model using the
scripting interface or Application Programming Interface (API) of a CAD system.
4.1.1 Graph model
Before getting into details, a simple and direct way to convert a one-voxel thick curve
skeleton into a graph is discussed first. The graph consists of nodes and edges, denoted
as G = (Sk(M), E). Here M is the topologically optimised hexahedral mesh, Sk(M)
is a set of voxels on the curve skeleton of M. For simplicity, skeleton is referred to as
curve skeleton in this chapter. The edges E are 2-element subsets of M. One edge is
associated with two voxels in a 26-neighbourhood. Each of the nodes has an associated
coordinate which is initially equal to the centroid of the corresponding voxel.
For example, the voxel model in Figure 4.1a is skeletonised using Algorithm 3.1
into a voxel chain shown in Figure 4.1b. It is assumed that there are two tags used in
the voxel model, and the tagged voxels are coloured half in black for tag1 and purple
for tag2. For structural and mechanical engineering applications, tags are used to
represent the locations of loadings and boundary conditions. Then the voxel chain is
(a) Voxel model (b) Voxel chain from (a) (c) Graph model from (b)
Fig. 4.1 An example of a simple way of converting a voxel chain to a graph model.
Voxel model (a) is skeletonised into skeleton (b). Graph (c) is generated by connecting
the edges between 26-neighboured voxels (b).
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expressed as the graph model in Figure 4.1c. This graph model contains 16 voxels and
16 edges. It is predictable that the number of voxels and edges will significantly increase
when the model has greater complexity. Therefore, directly converting the edges in
Figure 4.1c into frame members is neither feasible nor practical, since these short
beams are ineffective in transferring loads as well as burden the frame optimisation.
As a result a more compact graph is needed, which consists of only ‘important’ voxels
instead of all voxels and the edges linking these ‘important’ voxels. Hence the types of
voxels are required to be identified to locate these ‘important’ voxels.
4.1.2 Type classification
In order to identify the ‘important’ voxels mentioned in the previous section, the voxel
and node types are defined based on their topological and user-defined features.
a. Voxel types
Topologically, the voxels on a skeleton are classified into three types of voxels [44]:
• A regular voxel has two 26-neighboured voxels.
• An end voxel has only one 26-neighboured voxels.
• A joint voxel has more than two 26-neighboured voxels.
Here the definition of an end voxel is the same as in Algorithm 3.1. Both end voxels
and joint voxels represent topological and geometric features of the skeleton model [44],
which are the ‘important’ voxels to be sought. In addition to preserving the topology,
(a) Voxels types are identified (b) Node types are identified
Fig. 4.2 Voxel and node type identification. (a) shows the type classification for voxels
in a voxel chain. (b) shows the type classification for nodes in a graph. The end, regular,
joint voxels/nodes are in blue, grey and green respectively, the tagged voxels/nodes
are half coloured in black or purple.
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the tagged voxels in the skeletonisation process are also kept as graph nodes for
preserving user-defined features. As illustrated in Figure 4.2a, all voxels are classified
as regular (grey), end (blue) or joint voxels (green). The voxels half coloured with
black/purple are the tagged voxels (assuming there are two tags applied).
Through voxel type classification of the skeleton model, a more compact node set
V ⊂ Sk(M) is found, which is a set of featured voxels (end, joint and tagged voxels).
b. Node types
The operations on graph models may change the connectivity of voxels. In order to
maintain the graph model in its accurate form, the node types in the graph require
subsequent rechecks. Similarly, the node types in graphs can be defined as:
• A regular node is shared by two edges.
• An end node is connected to only one edge.
• A joint voxel is shared by more than two nodes.
For example, Figure 4.2b shows the node type identification of a graph model, using
similar colouring fashion as in Figure 4.2a.
4.1.3 Graph construction from voxel chain
Here, an edge consists of two voxels in V , and these two voxels are connected through a
path consisting of untagged regular voxels. The number of voxels between the beginning
voxel and the ending voxel (including these two voxels themselves) of one edge is also
recorded as the edge weight. This weighted undirected graph can be described using
an incidence matrix : its rows correspond to the nodes of the graph and the columns to
the edges. Each edge has two identical non-zero entries corresponding to the weight of
the edge in voxel units1.
Once all voxel types are identified, starting from the joint voxels, the voxel chains
and their lengths are determined by marching along their 26-neighbours until a featured
voxel is reached. During this process, the duplicate edges are ignored, i.e. edges with the
same nodes. The obtained graph model is stored associated with an incidence matrix,
as illustrated in Figures 4.3a and 4.3b. The corresponding algorithm is described in
Algorithm 4.1.
1Alternatively, the weight of an edge can also be the Euclidean distance between two edge nodes.
When using Euclidean distances as the weights, after every operation that changes node positions or
edge connections, weights require to be updated by calculating the distance between new nodes.
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1v 2v
3v 4v
5v
6v
1e 2e
3e
4e 5e
6e
(a) Graph (b) Incidence matrix
Fig. 4.3 Graph extracted from the voxel chain in Figure 4.2a
Algorithm 4.1: Graph construction from the skeleton
input :V ⊂ Sk(M), set of featured voxels†
T = {tag1, tag2, ...}, the tags defined by the user
output :G = {V , E}, graph generated from Sk(M)
B(G), incidence matrix of graph G
1 E : list of edges
2 P : list of visited regular voxels
3 W : list of weights
4 forall voxel v ∈ V do
5 if v is joint voxel then
6 forall voxel s ∈ N26(v) do
7 w ← 1 ▷ initialise the length of the edge as 1
8 while s is untagged regular voxel and s /∈ P do
9 insert s into P ▷ mark s as visited
10 t: the only unvisited neighboured voxel to s
11 s← t ▷ procedure keeps marching along the regular voxels
12 w ← w + 1
13 if {v, s} /∈ E then
14 insert edge {v, s} into E ▷ only the unique edge is stored
15 w ← w + 1
16 insert w into W
17 G ← (V , E) ▷ construct the graph
18 B(G) ∈ R#node×#edge: initialise incidence matrix
19 forall edge ei = {vj, vk} ∈ E do
20 B(G)vjei ← wi ▷ edge weight wi is assigned to row vj column ei in B(G)
21 B(G)vkei ← wi ▷ edge weight wi is assigned to row vk column ei in B(G)
22 return (G), B(G)
† Featured voxels are referred to the ones which are not untagged regular voxels, see Section 4.1.2.
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Since all tagged voxels are kept during the skeletonisation process, clusters of tagged
voxels remain. These clusters occur, for example, when the structure has loadings or
boundary conditions applied on areas. In the case of determining a structural frame
from a graph model, these clusters confuse Algorithm 4.1 and cause two issues: (i)
These tagged voxels in clusters will be identified as joint voxels if they have more than
two neighbours, and enormous short edges will be constructed linking these tagged
voxels, see the region A in Figure 4.4c. These short edges come from clusters of tagged
voxels gathered in the left part of the voxel chain in Figure 4.4a with their types
identified in 4.4b. (ii) Any regular voxel neighboured to these tagged voxel clusters
may be incorrectly identified as a joint voxel, e.g. voxels in region B in Figure 4.4c.
These lead to a graph model with unnecessarily many nodes and edges, as shown in
Figure 4.4c.
In order to eliminate the confusion caused by these clusters of tagged voxels, the
representative tagged voxels are used. The positions of representative tagged voxels mark
where the untagged voxel chains touch the tagged voxel clusters. The tagged voxels
which are not identified as representative are regarded as redundant. Algorithm 4.2 are
(a) Voxel model
(b) Voxel chain of (a)
A
B
(c) Graph built from (b)
(d) Simplified (b) (e) Graph built from (e)
Fig. 4.4 Clusters of tagged voxels may confuse the graph construction algorithm. Joint,
end and regular voxels/nodes are coloured in green, blue and grey respectively. Black
and purple are used for marking tagged voxels/nodes. Voxel chain (b) has two large
clusters of tagged joint voxels, so graph (c) generates many short edges between these
joints. Algorithm 4.2 simplifies (b) into (d) that leads to a desired graph model (e).
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Algorithm 4.2: Identification of representative tagged voxels
input :Sk(M), the voxel chain containing redundant tagged voxels
T = {tag1, tag2, ...}, the tags defined by the user
update :Sk(M): the simplified skeleton without redundant tagged voxels
1 forall tagi ∈ T do
2 P : list of visited voxels with tagi
3 R: list of representative tagged voxels of tagi
4 forall v with tagi do
5 while ∃s, (s ∈ N26(v) and s /∈ P and s is not with tagi) do
6 insert s into P ▷ mark the neighboured untagged-as-tagi voxel as visited
7 r ← argmin(dist†(s, t), t ∈ N26(s) and t with tagi)
8 insert r into R ▷ the one with minimum distance becomes representative
9 forall v with tagi do
10 if v /∈ P then
11 delete v from Sk(M) ▷ remove redundant tagged voxels from skeleton
† dist(s, t) is Euclidean distance between the centroids of the two voxels: s and t
given below to detect the representative tagged voxels and to delete the redundant ones.
The outer loop of Algorithm 4.2 successively checks tags. Its inner loop is over voxels
with the same tag, for example, tagi. Once the algorithm locates a tagged-as-tagi
voxel v with the untagged-as-tagi neighboured voxel s, it turns to search tagged-as-tagi
neighboured voxels of s. Then the voxel, tagged as tagi, with the shortest distance
among other tagged-as-tagi voxels in N26(s) is identified as the representative tagged
voxel of tagi. When all voxels with tagi have been visited, the non-representative
tagged voxels are deleted from the skeleton Sk(M) and then move to the next tag
until all tags are processed. This process ensures that every voxel is neighboured to
at most one voxel with one certain tag that differs from the tag of the voxel being
processed. Algorithm 4.2 can be used as a pre-process to Algorithm 4.1 if needed.
Applying Algorithm 4.2 on the skeleton in Figure 4.4b to simplify the skeleton into
the voxel chain shown in Figure 4.4d. Then this voxel chain model can be converted
using Algorithm 4.1 into a compact graph model in Figure 4.4e. One can directly use
the graph model as a frame model by assigning cross-sectional parameters to the edges
and applying the loadings and boundary conditions to tagged nodes. However, the
frame model from a voxel chain possibly contains short members or zero-stress beams.
In order to post-process the graph model, useful optional operations on incidence
matrices are discussed in the following sections; the user can make use of them as one
sees fit.
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4.1.4 Edge collapse
In general, a skeletonisation result may have clusters of joint voxels. The joint voxels in
close proximity to each other are connected by very short edges. It is not expedient to
deduce from every joint voxel a graph node for the frame model because this will lead
to acutely short members and impractical joint designs. In order to remove these short
edges caused by clustered joint voxels without damaging the load path, edge collapse
is used to merge graph nodes connected by short edges. Merging can be achieved by
performing row and column removals on the incidence matrix of the graph, and short
edges can be detected if they have weights of 2 (only two voxels in the edge). The edge
collapse is divided into three distinct cases as follows:
• If both nodes are tagged, edge collapse is not allowed.
• If only one node is tagged, the edge can be deleted, and the remaining node keeps
the coordinate and the tag of the tagged one.
• If no node is tagged, the edge can be deleted, and the coordinate of the remaining
node uses the average of coordinates of the two nodes.
The graph model in Figure 4.3a is used to illustrate the edge collapse. In Figure 4.5,
the edge e3 coloured as red is detected as a short edge because of w3 = 2. The edge
e3 is collapsed by merging row v4 to row v3 and removing column e3 in the incidence
matrix B(G).
As shown in Figure 4.6, the duplicated edge pair e4 and e5 is detected because
they have non-zero weights on the two same rows: row v3 and v4. In Figure 4.7, e5 is
removed by deleting the column e5 and keeping the lesser weight for the remaining
edge, i.e. the updated weight of e4 is assigned as min(w4, w5) = 3.
After the short edge collapses and duplicate edge removals, the node types in the
updated graph model may change. According to the definition stated in Section 4.1.2,
the untagged node v5 in Figure 4.8 becomes a regular node since there are only two
edges connected to it. Changes of node type only appear on the nodes connected to
the newly-merged node. These new regular nodes in the graph can be removed using
the same way, e.g. v5 is merged to v3 and e4 are deleted. The graph G is processed as
shown in Figure 4.9 into the graph in Figure 4.10.
Note that the topology of a graph may change due to edge collapse. This may leave
duplicate edges oriented from the remaining node after the edge collapse. Deleting one
edge of the duplicate pair by crossing its corresponding column, and the weight of the
remaining one is updated using the lesser value between the weights of the two edges in
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the pair. Furthermore, the deletion of untagged regular voxels may also cause changes
in connectivity and duplicate edges may appear again. Thus sequential checks for
duplicated edges and untagged regular nodes are adopted to process the graph model
until the graph model consists only of unique edges and is free of untagged regular
nodes. These checks are systematised as one function, RecheckGraph, in Algorithm 4.3.
Function RecheckGraph loops over edges to search for duplicates and delete them. If
there is deletion of edge, thereafter the function immediately goes through nodes to
check whether there is any regular node existing. Algorithm 4.3 merges the untagged
regular nodes to other nearby nodes if necessary.
To end this section, Algorithm 4.4 is given to describe the approach of merging
all short edges in a graph model. In this thesis, the edge collapses are for eliminating
edges constructed by close joint voxels to generate a more structurally sound frame
model input for frame optimisation. The method of removing edges by manipulating
the rows and columns in incidence matrices can be easily generalised for all kinds of
short edge.
Algorithm 4.3: Removal of duplicate edges and regular nodes
Input :G = {V , E}, graph containing duplicate edges or regular nodes
B(G), incidence matrix of G
update :G = {V , E}, graph model free of duplicate edges or regular nodes
B(G), incidence matrix of the updated G
1 Function RecheckGraph(G, B(G)):
/* Check if the graph has duplicate edges */
2 while ∃ em, en ∈ G, (em = en = {vi, vj}) do
3 wm: weight of edge em
4 wn: weight of edge en
5 B(G)viem ← min(wm, wn)
6 B(G)vjem ← min(wm, wn)
7 delete column en from B(G) and en from G
/* Check if the graph has regular nodes after removing edge en */
8 while ∃vr ∈ G, (vr is untagged regular node) do
9 et = {vr, vs}: one of the only two edges connected to vr
10 vs: the other node of edge et than vr
11 row vs ← row vs + row vr and update connectivities in G
12 delete column et from B(G) and edge et from E
13 delete row vr from B(G) and node vr from V
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Algorithm 4.4: Edge collapse using incidence matrix
input :G = {V , E}, graph containing short edges
B(G), the associated incidence matrix
update :G = {V , E}, graph free of short edges
B(G), incidence matrix of the updated G
1 forall edge ei = {vj, vk} ∈ G do
2 if vj is joint node and vk is joint node then
3 wi: weight of edge ei ▷ can be assigned as either B(G)vjei or B(G)vkei
4 if wi = 2 then
5 if vj without tags or vk without tags then
6 row vj ← row vj + row vk and update corresponding
connectivities in G
7 delete column ei from B(G) and edge ei from E
8 delete row vk from B(G) and node vk from V
9 if vj without tags and vk without tags then
10 coordinate of vj ← (coordinate of vj+coordinate of vk)/2
11 if vj without tags and vk with tagm then
12 coordinate of vj ← coordinate of vk
13 tag of vj ← tagm
/* Ensure the graph contains only unique edges and no regular node */
14 RecheckGraph(G,B(G)) ▷ call function in Algorithm 4.3
4.1.5 Pruning
In general, the simplified graph model coming from the skeleton consists of redundant
branches due to the asymmetry and small-scale noise on the boundary surface of the
thresholded model, as discussed in [44, 119, 139–141]. One can preprocess the voxel
chain to clean the noise branches. Extensive research provides efficient skeleton pruning
methods, e.g. skeleton filtering [141, 142], geodesic function approaches [97, 143],
continuity based approaches [144] and local features focused methods [103, 119, 122,
145, 146]. The literature provides abundant choices in skeleton pre-processing for
various applications. Since this thesis focuses on the case where the graph model is
used to establish a structural frame, only the useful frame members in load transmission
are considered to be kept. Instead of editing the voxel chain, a novel and straightforward
way is proposed to prune to-be-frame graph models using incidence matrix.
First the ‘useless’ branches are located. The branches which lead to structural
frame members with zero stress can be safely pruned. Zero-stress frame members can
be detected as these are not directly connected to a homogeneous Neumann boundary.
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Thus, the edges with at least one end voxel that is not tagged as being loaded nor on
such boundary conditions make no contribution to load path are zero-stress members.
Their pruning is again implemented with the incidence matrix. As illustrated in
Figures 4.11 and 4.12, untagged end node v1 and its attached edge e1 can be deleted.
Deletion is performed simply by removing the corresponding rows and columns. There
is no need to do the row addition to pass the connectivity, since the edge connected to
the node-to-delete is also to be deleted.
The pruning may cause changes in graph topology, see Figure 4.12, v3 turns out to
be a untagged regular node when loosing edge e1. As shown in Figure 4.13 shows that
v3 is processed in the same way as stated in Section 4.1.4, i.e. removing the row v3 and
column e2 from the incidence matrix in Figure 4.13. Sequential checks for duplicate
edges and untagged regular nodes are also required. Figure 4.14 demonstrates the final
graph model, which preserves the positions of tagged nodes, v2 and v6, and consists of
no zero stress members.
The pruning process is described as in Algorithm 4.5. It searches all untagged end
nodes. The algorithm then deletes the found ones along with the edges connected to
them. Pruning is an optional tool for the user who desires the frame free of zero-stress
members. The zero-stress members can also be detected and removed through the
frame layout optimisation, but pruning before the optimisation will give a compact
frame model with fewer geometric degrees of freedom to be optimised.
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Fig. 4.11 Deleting zero-
stress member e1
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Fig. 4.12 Node v3 is a reg-
ular node
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Fig. 4.14 Final graph
Algorithm 4.5: Pruning using incidence matrix
input :G, graph model with possible zero-stress members
B(G), incidence matrix of G
update :G, graph model without zero-stress members
B(G), incidence matrix of the updated G
1 forall node vj ∈ G do
2 if vj is untagged end node then
3 ei = {vj, vk}: the only edge connected to vj
4 vk: the other node of edge ei than vj
5 delete column ei from B(G) and edge ei from G
6 delete row vj from B(G) and node vj from G
/* Ensures the graph contains only unique edges and no regular node */
7 RecheckGraph(G,B(G)) ▷ call function in Algorithm 4.3
Appendix E covers more frame extraction examples. In these examples, the graph
models are with more tags.
4.2 CAD models generation
The graph model supplemented by the node coordinates and member cross-sections
provides sufficient information to generate a compact structural frame model. It is
more straightforward to create a parametric solid CAD model from a structural frame
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model than from a solid voxel model. Once an optimal frame model is obtained,
there exist various ways to convert the frame model into a compact CAD model. For
instance, one can use a subdivision surface model [147] or Boundary representation
(B-rep) model. The shapes of these two geometric representations can be conveniently
edited by manipulating control points. Both are popular geometric representations in
CAD systems [148]. When using either of these as desired CAD output, one should be
aware of three cases, listed below, which may lead to problematic models.
Case 1: Joints are close to each other while the cross-sectional areas of the members
between these joints are relatively large. This will cause the intersections between the
spline patches or meshes generated around these two joints. Removing short members
in advance using edge collapse techniques, see Sections 4.1.4 and 2.2.3, can avoid this
intersection issues.
Cases 2: The edges collide with each other, or even the edges are not in contact, the
volumes of the members collide. Considering the CAD output of the proposed approach
in this thesis will be handed back to designers and engineers, such collision-related
problems are left to them. With the CAD model, one can edit shapes in straightforward
ways. Alternatively, one can also introduce penalisation contact forces into frame
optimisation process to avoid beam collisions [149, 150]. Note that this method can
not detect the collision between two closely parallel beams.
Case 3: A large number of edges are connected at one joint. This issue, particularly
when subdivision surfaces are the output, can cause unnecessarily fine spline patches or
meshes to approximate the high-order shape generated around the joint. One possible
solution is to optimise the number of members linking at the same joint, e.g. by
splitting the joint into two or more and spreading the connected members to these
split joints. Another solution is to use QUADOR proposed by Gupta et al. [151, 152],
which gives exact analytical lower-order (quadratic) solutions of intersection curves to
generate coarse spline patches/meshes. For the one pursuing fillet around the joint (for
better manufacturability and ease of stress concentration), please refer to the improved
QUADOR developed by Cirak and Sabin [153].
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4.2.1 Reconstruction as structured surface meshes
The surface mesh is desired to be as coarse as possible when being imported into CAD
systems or used as the mesh for isogeometric shell analysis and shape optimisation
[154, 13].
Here a method is proposed to generate the coarse triangular surface mesh based on
the topology and member sizes of the frame. As illustrated in Figure 4.15, It is assumed
that a frame has one joint node v1 which reaches nodes v2, v3 and v4 through edges e1,
e2 and e3 respectively. The frame members are described with arbitrary cross-section
shapes and such cross-sections are acquired by offsetting the edges through vectors
from the beam node to vertices of the cross-section. These vectors are user-defined, and
they reflect the user’s expectation of the alignments of cross-sections and their shapes.
e1
e3
v2
e2
v3
v4
v1
(a) Graph model
Rsv1
a1 a2v2
b1 b2v3
c1
c2 v4
e1
e3
e2a3a4
b3
c3
c4c5
(b) Intersecting offset lines
with sphere
(c) Triangular mesh
Rs
e1
e3
v1
a1 a2v2 e2
b1 b2v3
c1
c2
v4
a4 a3 b4 b3
c4
c3
(d) Intersecting offset lines
with sphere
(e) Triangular mesh
Fig. 4.15 Generating triangular mesh using convex hull. For beams using arbitrary
cross-section shapes, the intersection points between the sphere and offset lines are
shown on the sphere in (b). Then the triangular mesh is generated for the convex hull
of these intersections at the node v1. Such mesh is stitched to the meshes of the frame
members in (c). (d) and (e) show a simple case where cross-sections are rectangles.
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For example, in Figure 4.15d, four red lines are generated by offsetting red edge e1
along vectors a1, a2, a3 and a4, since e1 has a quadrilateral cross-section. Similarly the
other two edges e2 in blue and e3 in green are offset. Doing this gives 12 intersection
points (shown as points on the sphere in Figure 4.15d) of the offset lines and the sphere
with a given radius of Rs. Rs is also a user-defined parameter which interprets the
scale of the joint design. The proper radius Rs can avoid the generated meshes to
be self-intersected. The sphere is convex, which indicates there is always one unique
convex hull containing all these intersection points on the spherical surface [155]. The
convex hull and its triangular mesh can be seen in Figures 4.15c and 4.15e. Such mesh
around the joint can be easily connected to the meshes of frame members. An example
of using the proposed surface generation method is shown below in Figure 4.16. The
resulting mesh is a compact triangular surface mesh shown in Figure 4.16b.
(a) Graph model with spheres of given radii (b) Triangular mesh generated from (a)
(c) Refined (a) with one iteration (d) Refined (b) with two iterations
Fig. 4.16 An example to illustrate the triangular mesh generation using convex hull.
All members are assumed to have rectangular cross-sections. The blue spheres in (a)
are centred at the frame joints with the given radii. Stitching the frame meshes to
triangular meshes of convex hulls at joints gives the mesh in (b). Using Loop subdivision
scheme to refine (b) leads to (c) with one iteration and (d) with two iterations.
There are similar methods of generating quadrilateral meshes. For instance, B-mesh,
implemented by Li et al. [156], is a modelling approach which begins with the input of
curve skeleton and spheres centred at the joints with given radii. The B-mesh method
then interpolates spheres along the edges between two corresponding spheres at the
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nodes. The intersection points between these spheres are consequently used to generate
the quadrilateral meshes also using convex hull. Current work on B-mesh can only
generate manifold mesh from a tree graph. Simple structural frames without self-loops
can be constructed as a compact structured mesh using this approach. Similarly, the
concept of skeleton scaffolding proposed by Panotopoulou et al. [157] is to generate a as
coarse structured quadrilateral mesh as possible. It is also based on the curve skeleton
and given spheres at the curve skeleton joints. They partition the joint sphere into
quadrangles and construct sleeves around skeleton edges. The resulting coarse mesh
is then constructed with the minimum twisting. This approach can work on a graph
model with self-loops. These two approaches, along with the proposed triangular mesh
generation method, are recommended for the user who expects a coarse structured
mesh as the output.
4.2.2 Reconstruction as solid using CSG tree
Binary CSG tree, or briefly CSG tree, is a technique used to generate solid models.
It models solids even of complicated shape based on iterative boolean operations of
simple geometric primitives [158]. The generation of geometric primitives is in B-rep.
Figure 4.17 shows a CSG tree, which yields a tri-tubular shape solid model. The
construction begins with the generation of one sphere and one cylinder, followed by a
union operation of the cylinder and the sphere, then the unionised shape is further
added to another cylinder. The process continues until the target shape is achieved.
U
U
U
Fig. 4.17 Illustration of the CSG tree to generate a tri-tubular CAD model. The CAD
model is generated by successively combining cylinders with spheres using boolean
union operations.
In this thesis, it is assumed that there is a one-to-one correspondence between
nodes and edges of the graph model and joints and members of the frame model.
Besides, members are assumed to be only subjected to end forces and moments, i.e.
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no distributed loads, so that they can be straight and have uniform cross-sections
along their lengths. For simplicity, all cross-sections are assumed to be circular. Note
that these assumptions are fully justified if there is no distributed loading in topology
optimisation. These restrictions can mostly be relaxed if necessary. Thus, the beam
members can be modelled using cylinder primitives with beam central axes as cylinder
central axes and beam cross-sectional radii as cylinder cross-section radii. Spheres are
placed at the frame joints to achieve watertight connections between cylinders in the
CSG tree. The radius of the sphere is chosen as the maximum radius of all cylinders
connected to the joint. In order to avoid trimming errors, a factor of 1.05 is used to
multiply to the maximum radius.
Alternatively, a somewhat similar approach was used by Smith et al. [159, 160] to
generate CAD models for optimised truss structures. In their method, the idea is to
connect two of the most stressed members continuously across a joint or to add fillets
to reduce stress concentrations.
4.3 CAD generation example: MBB beam
In this section, an MBB beam example is used to illustrate the process of frame
extraction and CAD model generation. It is assumed that the MBB beam has been
topology-optimised and thresholded to the voxel model shown in Figure 4.18a. Its
skeleton is shown in Figure 4.18b.
The voxel types are identified and coloured in the same fashion as in previous
sections, i.e. joint voxels/nodes are marked with green, end voxels/nodes with blue
and regular nodes/voxels with grey, and those with tags are half-coloured in black for
voxels/nodes with loadings or purple for voxels/nodes with boundary conditions. As
can be seen in the blue window in Figure 4.18b, the clustered tagged voxels are all
identified as tagged joint voxels. Using Algorithm 4.2 can simplify the cluster of tagged
voxels to one representative tagged voxel as shown in the blue window in Figure 4.18c.
The voxel chain model, without the confusion caused by the clusters of tagged
voxels, is converted into the graph model in Figure 4.18d where nodes (v1, v2, v3, v4, v5)
and edges (e1, e2, e3, e4) are used to illustrate the CSG tree; R1, R2, R3, R4 are the
cross-section radii of the corresponding edges. As can be seen in the red window in
Figure 4.18c, six joint voxels are in close proximity. Thus short edges are constructed
from these voxels. Algorithm 4.4 is used to remove all these two-voxel-long edges. Edge
collapses for these short edges produce the graph model shown in Figure 4.18d with
critical load path presented. In the red window in Figure 4.18d, only one joint voxel
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(a) Voxel model
(b) Skeleton model (c) Removed redundant tagged voxels
v5
v1 v2
v3
v4
e1,R1
e4,R4e3,R3
e2,R2
(d) Graph model extracted from (c) (e) CAD construction using CSG tree
Fig. 4.18 CAD model generation for a topology-optimised MBB beam. The topology-
optimised model (a) is skeletonised into the voxel model (b). Removing redundant
tagged voxels in (b) gives (c), then a frame model from (c) is constructed in (d).
Final CAD model constructed using the CSG tree with the frame model and the
corresponding cross-sectional information.
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remains. There are three end voxels in the graph, and they are all tagged as either
loaded or with boundary conditions. Therefore, no zero-stress member is detected and
no pruning is needed.
The first 11 steps of the CSG tree are listed in Table 4.1. With these 11 steps, all
edges connected to v0 and v1 are constructed as cylinders and unionised with joint
spheres as a CAD model. The steps in the rest of the CSG tree follow the same styles,
i.e. generating spheres, cylinders and the unions of them. The CAD model constructed
by the CSG tree in Table 4.1 can be seen in Figure 4.18e. To this end, the CAD
system Rhino3D [161] or FreeCAD [162] is used in this thesis. However, the proposed
approach can be realised in any CAD system which provides a scripting interface or
API (Application Programming Interface).
Table 4.1 Procedure of CSG tree for CAD model generation of the MBB beam
Step Operation
Step 1 Generate object 1
as a sphere with the centre = v1 and radius = max{R1}
Step 2 Generate object 2
as a cylinder with the centre axis = e1 = {v1, v2} and radius = R1
Step 3 Generate object 3
as the union of object 1 and object 2
Step 4 Generate object 4
as a sphere with the centre = v2 and radius = max{R1, R2, R3, R4}
Step 5 Generate object 5
as the union of object 3 and object 4
Step 6 Generate object 6
as a cylinder with the centre axis = e2 = {v2, v3} and radius = R2
Step 7 Generate object 7
as the union of object 5 and object 6
Step 8 Generate object 8
as a cylinder with the centre axis = e3 = {v2, v4} and radius = R3
Step 9 Generate object 9
as the union of object 7 and object 8
Step 10 Generate object 10
as a cylinder with the centre axis = e4 = {v2, v5} and radius = R4
Step 11 Generate object 11
as the union of object 9 and object 10
... ...
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Applications
This chapter provides the numerical studies of the proposed approach. To begin with,
Section 5.1 reviews the sequence of steps from the definition of a topology optimisation
problem to obtaining a structurally sound parametric CAD geometry. It is followed
by additional detail for each step and the interplay between steps. Accordingly, in
order to test the proposed workflow, Section 5.2 gives four examples including one 2D
topology optimisation benchmark in Section 5.2.1, and three 3D cases to illustrate the
automated process of the proposed approach in Sections 5.2.2, 5.2.3, and 5.2.4. These
four examples illustrate the entire work flow from a topology-optimised geometry, to
a skeleton model, then to a size and layout optimised frame model and finally to a
compact CAD model.
5.1 Overall workflow
From the input of design requirements to the output of a compact parametric CAD
model, the five steps of the proposed approach are listed as follows:
Step 1: Topology optimisation
It is assumed that the finite element mesh for the optimisation problem (2.1) is
a structured hexahedral grid. In most optimisation problems, the design domain
is a parallelepiped which can be discretised with a structured grid. Other more
complex design domains can be considered by computing their implicit, or level set,
representation and embedding them in a structured hexahedral grid, see the horse mesh
and quadcopter CAD model examples in Figures 3.20 and 3.26a. From the outset, the
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voxels outside the design domain are chosen as void by setting their Young’s modulus
with Emin.
Step 2: Skeletonisation
The input to the homotopic skeletonisation algorithm is a binary image defined on
a hexahedral structured grid. The binary image is obtained by thresholding the
topology-optimised geometry. The threshold value η is chosen so that the prescribed
material volume constraint (2.1c) in topology optimisation is satisfied. The output of
the skeletonisation described in Algorithm 3.1 is a curve skeleton in the form of a voxel
chain with the same topology as the topology-optimised geometry.
Step 3: Structural frame model generation
The topology and joint coordinates of the frame model are extracted from the voxel
chain model. It is assumed that all the members are straight, have a circular cross-
section with the same diameter and their total volume is equal to the prescribed material
volume VfV in topology optimisation. It is possible to obtain frame models with more
complex geometries and non-uniform cross-sections. This appears to be, however,
usually to be undesirable from an ease and cost of manufacturability viewpoint.
Step 4: Frame size and layout optimisation
The structural frame model extracted from the skeleton is usually suboptimal. That is,
the compliance of the structural frame is larger than that of the topology-optimised
geometry. This is unavoidable given that skeletonisation does not involve any structural
design considerations. The boundary conditions and loadings applied on the frame are
identical to those in topology optimisation. Subsequently several steps of sequential
size (2.22) and layout optimisation (2.23) are applied to recover the optimality of the
frame structure. In size optimisation the cross-section area Ai of the circular member
cross-sections and in layout optimisation the coordinate components sm of the joints are
updated. Both optimisation problems are solved with the SQP (sequential quadratic
programming) method [163]. Throughout optimisation, the volume of the frame is
constrained to be equal to the prescribed material volume in topology optimisation VfV .
It is straightforward to consider additional constraints pertaining to the member cross-
sections, the positions of the joints, or positions and orientations of the members. The
first step is always size optimisation on the frame with the uniform cross-sectional
area, attempting to achieve a shape similar to the thresholded topology-optimised
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solid model, which is followed by as many as necessary alternating layout and size
optimisation steps until the compliance cost function is converged. If the length of
any member reduces to unnecessarily small during shape optimisation, the member is
removed, its end nodes are merged, and the iteration continues.
Step 5: CAD model generation
A compact CAD model of the structural frame can essentially be generated in any
parametric CAD system using a fully automated process. The members are represented
by cylinders and the joints by spheres which are combined by boolean operations. The
underlying binary CSG tree representation makes it easy to edit further and to refine
the optimised design.
5.2 Examples
All four examples in this section use the same material with properties listed in Table 5.1.
Table 5.1 Material properties for frame optimisations
Solid Young’s modulus Void Young’s modulus Poisson ratio
E Emin ν
2.1× 105 10−9 0.3
5.2.1 Cantilever
To start with, a relatively simple example is considered here, which is a cantilever plate.
The cantilever plate shown in Figure 5.1 is one of the most widely studied benchmark
examples in topology optimisation, see e.g. [56].
Problem description
The size of the design domain is 150× 50× 4. The left face of the domain is clamped
while all other faces are free. A point force with a value of F = 100 is applied at the
centre of the mid-right face.
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150
50
F=100
Fig. 5.1 Cantilever: geometry, boundary conditions and loadings. The design domain
is in blue and is fixed to the edge in grey.
Step 1: Topology optimisation
The finite element discretisation consists of 150× 40× 4 linear hexahedral elements.
The cost function to be minimised is the compliance J(ρˆ). The parameters for the
topology optimisation are listed in Table 5.2. The topology optimisation starts with
the initial shape of uniform density of 0.3.
Table 5.2 Cantilever: topology optimisation parameters
Penalisation power Filter radius Volume fraction Maximum
p R Vf iterations
3 3 0.3 100
The cost function J(ρˆ) drops from 57.9482 to 5.04330 during the topology opti-
misation. After the optimisation, penalisation power is set to p = 1 in (2.2) to make
cost function turn into structural compliance to be compared with the compliance of
the frame structure. Hereinafter, for the sake of clarity, the value of J(ρˆ) with the
user-defined penalisation power is referred as cost function value, whereas the value
of J(ρˆ) with p = 1 is referred as compliance. The final shape gives the compliance
J(ρˆ) = 3.40900. Figure 5.2a depicts the optimised cantilever structure with only the
voxels above a relative density η = 0.5 shown. Since the model after thresholding will
be regarded as a binary image, all voxels on such model are regraded as solid voxels.
The value η = 0.5 suggested here gives a thresholded mesh with 9348 voxels, which
is approximately the volume constraint V = VfV = 9000. The shape in Figure 5.2a
gives the user an intuitive expectation of the sizes of the final frame model. One can
iteratively determine η to threshold the voxel model to a geometry with volume even
closer to VfV , but doing such is not recommended due to the expensive computing.
Since the frame optimisation will recover the loss in compliance and the aim of this
thesis is to introduce the proposed CAD model generation work flow, less interest is
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Density
0.7 1.00.5 0.6 0.90.8
(a) Thresholded geometry with η = 0.5 (b) Convergence
Fig. 5.2 Cantilever: topology optimisation. Thresholded model (a) has 9348 voxels.
The table in (b) gives the initial and final structural compliances (J(ρˆ), p = 1).
laid in pursuing highly accurate topology-optimised shape. In this case, there is no
need to exhaust the topology optimisation to get the shape with global minimum cost
function value. Thus, the topology optimisation is terminated at the 100th iteration.
Further proof of the propriety of doing this can be viewed in Figure 5.2b. The cost
function value merely changes after the 50th iteration. The reason for the difficulty in
cost function converging is discussed in Section 2.1.6.
Step 2: Skeletonisation
In this chapter, for convenience, skeletonisation and skeleton are referred to as curve
skeletonisation and curve skeleton respectively.
As the first step in obtaining the structural frame model from the voxel model in
Figure 5.2a, the homotopic skeletonisation algorithm is employed. The skeletonisation
algorithm yields after 5 voxel removal steps the voxel chain model shown in Figure
5.3. Note that one removal step consists of six sub-steps of six deletion directions, see
Section 3.2.2. The number of voxels on voxel chain is 523, which is 5.6% of the voxel
number of the topology-optimised model. As is visually evident, the voxel model in
Fig. 5.3 Cantilever: structural skeleton. The skeleton has 523 voxels.
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Figure 5.2a and the voxel chain model in Figure 5.3 have the same topology, i.e. both
of them have one connected object and six holes. Besides, with the voxels on the left
edge and mid-right edge tagged, the skeletonisation keeps the locations of boundary
conditions and loadings.
Step 3: Frame model generation
The voxel chain model is converted to the structure depicted in Figure 5.4a by first
identifying the 16 joints which are featured voxels1 using the definition stated in Section
4.1.2 and then connecting them with 21 members.
Step 4: Frame size and layout optimisaiton
The parameters for the frame optimisation are given in Table 5.3. There is no
lower/upper bound for cross-section areas in this example. To recap, the termination
criterion of sequential size and layout optimisation is introduced in 2.2.3. During the
layout optimisation, a member shorter than merge ratio ζ of the total length of all
members sharing the same node is considered to be a short member, and its two end
nodes are merged.
Table 5.3 Cantilever: frame optimisation parameters
Minimum area Maximum area Merge ratio Tolerance Volume
Amin Amax ζ ϵframe constraint
− − 1/20 10−4 V ≤ 9000
Initially all members are assumed to have the same cross-section areas of A = 16.240
giving the total volume V = 0.3V = 9000. In determining the total volume, only the
cross-section areas of beams and their lengths between the joints are considered as
stated in (2.30). As is evident from Figure 5.4a, during the conversion to the frame
model the optimality of the voxel model is, as expected, compromised; for instance, the
non-straight top and bottom members. As seen in Figure 5.4c, this compromise leads
to the frame consisting of beams with uniform cross-section areas having compliance
J(A, s) = 4.59841, which is higher than the compliance of the topology-optimised
geometry of J(ρˆ) = 3.40900. The stretch strain energy and the bending strain energy
of the uniform frame are 2.02202 and 0.494215. The minimum and maximum axial
1Featured voxels, as defined in Section 4.1.2, are neither regular voxels (with only two 26-neighbours)
nor being tagged.
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6.67 35.6610 20 30
Cross-sectional area
(a) Size optimised frame (initial)
6.72 45.2920 30 40
Cross-sectional area
10
(b) Size and layout optimised frame (final)
(c) Convergence
Fig. 5.4 Cantilever: frame size and layout optimisation. The initially size-optimised
frame model (a) has 16 joints and 21 members while the final frame model (b) has
11 joints and 16 members. Red dashed line in (c) shows the structural compliance
(3.40900) of the topology-optimised shape.
stress in the cantilever are 0 and 20.9274 respectively. The average axial stress is
8.04859 with a variance of 39.2004.
The loss of optimality can however be recovered by optimising the joint positions, i.e.
layout optimisation, and the cross-sectional areas, i.e. size optimisation, of the frame.
After the first size optimisation step, the compliance is reduced to J(A, s) = 3.59948 and
the subsequent layout optimisation step to J(A, s) = 2.95264, see Figure 5.4c. Several
more steps of size and layout optimisations do not lead to a significant reduction in
compliance. Note that the obtained final compliance J(A, s) = 2.90323 is significantly
lower than the compliance J(ρˆ) = 3.40900 of the topology-optimised voxel model. The
stretch strain energy and the bending strain energy of the final frame structure are
1.42114 and 0.0190822 respectively. The minimum and maximum axial stress in the
cantilever are 7.00854 and 8.46234 respectively. The average axial stress is 8.09638
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with a variance of 0.199892. As a result, in the final optimised cantilever the total
strain energy is reduced, i.e. the structure becomes stiffer, and the frame becomes
stretch-dominant. In addition, the stresses are distributed more uniformly in the frame,
as happens in the examples in Section 2.2.5.
The cantilever converges at the shape containing 11 joints and 16 beam members.
During the layout optimisation, five edges are collapsed. These are the five shortest
edges in Figure 5.4a.
Step 5: CAD mode generation
Finally, in Figure 5.5 the solid CAD model of the frame and a faceted triangular STL
mesh exported from FreeCAD [162] are shown. To recall, STL file uses piece-wise
triangulated surfaces to approximate the trimmed NUBRS surfaces in a CAD model.
The lines in the CAD model show the control meshes of the trimmed NURBS patches.
To some extent, the shapes of the CAD models in Figure 5.5 generated from the
optimal frame are similar to that of the topology-optimised model in Figure 5.2a.
(a) IGES model (b) STL model
Fig. 5.5 Cantilever: parametric CAD model. IGES model (a) is the union of 11 spheres
and 16 cylinders. STL mesh (b) has 3430 triangular facets.
Summary
In order to summarise the results in this example, the changes in the number of
necessary geometric parameters and compliances during the workflow are illustrated in
Figure 5.6.
As can be seen in Figure 5.6a, the topology-optimised solid model contains 9348
voxels, then the skeletonisation simplifies the solid model into a voxel chain model with
523 voxels. The frame extracted from the voxel chain includes only 16 nodes and 21
beams and the final frame can be defined using even fewer parameters: 11 nodes and
106
5.2 Examples
16 beams, which has 0.29% of the number of geometric parameters to represent the
topology-optimised model (9348 voxels).
Moreover, in the meantime, the proposed workflow preserves the optimality discov-
ered by the topology-optimisation. Figure 5.6b shows that the final optimal spatial
frame with the compliance of 2.90323 which arrives at a similar level of the compliance
of the topology-optimised model with the compliance of 3.40900. This cantilever exam-
ple confirms that the proposed workflow not only significantly simplifies the geometry
but also preserves the optimality.
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Fig. 5.6 Cantilever: the change in the number of geometric parameters (a) and
compliance (b) during the workflow. The abbreviations In (b) are Initial: the initial
model with uniformly distributed density, T: topology optimisation, T∗: the frame
with uniform-sized beams, S: frame size optimisation and L: frame layout optimisation.
5.2.2 Pipe bracket
As a structure with a truly three-dimensional load path, the pipe bracket shown in
Figure 5.7 is considered. The design domain of the cantilever plate in Section 5.2.1 is
a cuboid, therefore the upper and lower bound for the frame joint coordinates can be
prescribed in a straight forward way, i.e. the joints are constrained to move within a
bounding box. For this example, ithe design domain is prescribed with two cylindrical
holes (for pipes passing through) using implicit geometric representation, i.e. the
level-set function as discussed in Section 2.2.4.
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Problem description
The design domain has the size of 120× 40× 60 and contains two openings. These
openings, each with radius of 18, are for two pipes passing through the domain. Within
the openings each pipe is supported at four points, applying at each support a vertical
force of F = 100 to the domain. The four vertical outer edges of the design domain are
chosen to be fixed. The same material properties as in the cantilever plate example
are used.
120 40
28 16 32
16 28
R=18
4836
60 34
12
16
Fig. 5.7 Pipe bracket: geometry, boundary conditions and loadings. The design domain
is in blue and fixed to the four vertical grey columns.
Step 1: Topology optimisation
The finite element discretisation consists of 120× 40× 60 linear hexahedral elements.
Topology optimisation parameters are provided in Table 5.4. To represent the two
openings in the finite element model the Young’s modulus of the elements within the
void cylindrical regions are prescribed with Emin.
Table 5.4 Pipe bracket: topology optimisation parameters
Penalisation power Filter radius Volume fraction Maximum
p R Vf iterations
3 3 0.1 100
As can be seen in Figure 5.8b, the cost function value of the initial shape, with
all element densities of 0.1, is 983.704. The high initial cost function value is due
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to the small initial density. After the topology optimisation, the cost function value
decreases to 5.09862. The final structural compliance of the optimised voxel model
is J(ρˆ) = 2.47602. Figure 5.8a shows the optimised structure with only the voxels
above a relative density η = 0.5 and the thresholded voxel model has the volume of
26940 ≈ 28800 = VfV .
As easily recognisable from Figure 5.8a, the optimised structure is a combination
of an arch-like and a cable-like structure with nearly vertical tension members between
the two. In previous example of cantilever, the topology-optimised shape is truss-like,
see Figure 5.2a.
(a) Thresholded geometry with η = 0.5 (b) Convergence
Fig. 5.8 Pipe bracket: topology optimisation. Thresholded model (a) has 26940 voxels.
The table in (b) gives the initial and final structural compliances (J(ρˆ), p = 1).
Step 2: Skeletonisation
The skeletonisation algorithm uses 6 removal steps to skeletonise the model of 26940
voxels in Figure 5.8a to a voxel chain model of 937 voxels.
The plate-like parts on the top and bottom of the voxel model are also skeletonised
into one-voxel thick chains, which confirms that the skeletonisation algorithm can work
not only with the truss-like or frame-like shapes, but also plate-like shapes. Eight tiny
branches stretching upwards from the bottom part of the chain connect to the tagged
voxels, where concentrated point forces are applied. The voxel chain model has the
topology identical to the voxel model and provides a faithful representation of all the
load paths that are present in the optimised structure.
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Fig. 5.9 Pipe bracket: structural skeleton. The skeleton has 937 voxels.
Step 3: Frame model generation
As can be seen in Figure 5.9, different from the skeleton in the cantilever example, most
skeleton branches, especially the four longest branches, are rather curved than straight.
Thus, alternatively, the 50 members can be represented with curves, e.g. polynomials
or Bézier curves, which would lead to a structural frame with curved beam members.
Although curves resemble closer to the shape of the structural skeleton, this has not
been accepted in the proposed approach because such members usually lead to an
increase in manufacturing costs and are not preferred by manufacturers. To illustrate
this, the Bézier curve fitted frame1 is shown in Figure 5.10. Manufacturing such curved
frame is not practical. As a result, the voxel chain model is converted to the frame
structure in Figure 5.11a with 50 straight members and 42 joints.
Fig. 5.10 Pipe bracket: Bézier curve fitted structural skeleton.
1The Bézier curves connected to the joints are generated with the minimum least square root
error of distances of the voxels to the Bézier curve [164, 165].
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Step 4: Frame size and layout optimisation
Frame optimisation is undertaken using the parameters in Table 5.5. The geometric
constraint is formulated using the level set function, computed using openVDB [89],
for the design domain.
Table 5.5 Pipe bracket: frame optimisation parameters
Minimum area Maximum area Merge ratio Tolerance Volume
Amin Amax ζ ϵframe constraint
1.52π 42π 1/20 10−4 V ≤ 28800
31.87 36.41
Cross-sectional area
34
(a) size optimised frame (initial)
7.07 50.2720 40
Cross-sectional area
(b) Size and layout optimised (final)
(c) Convergence
Fig. 5.11 Pipe bracket: frame size and layout optimisation. The initially size-optimised
frame model (a) has 42 joints and 50 members while the final frame model (b) has
36 joints and 44 members. Red dashed line in (c) shows the structural compliance
(2.47602) of the topology-optimised shape.
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Initially all members are assumed to have the uniform cross-section areas of A =
31.133, giving the total volume V = 0.1V . As can be seen in Figure 5.11c, the frame
consisting of uniform beams has the compliance J(A, s) = 4.69409, which is higher
than the topology-optimised geometry’s compliance J(ρˆ) = 2.47602. After the first size
optimisation step the compliance is reduced to J(A, s) = 3.0355 and the subsequent
layout optimisation step to J(A, s) = 2.26858, which is already lower than J(ρˆ), see
Figure 5.11c.
After two more steps, the final compliance is obtained as J(A, s) = 2.26683, which
is lower than the compliance J(ρˆ) = 2.47602. The final optimised pipe bracket contains
36 joints and 44 members . Six edges are removed from the initial frame. Same as
the in cantilever plate example, a member shorter than 1/20 of the total length of
all members sharing the same node is considered as a short member, and its two end
nodes are merged.
Step 5: CAD model generation
At the end of this example, Figure 5.12b shows the IGES model and a faceted triangular
STL mesh of the frame structure.
The pipes that this bracket is designed to support are coloured in transparent red.
With the geometric constrains embedded in the frame optimisation, the pipes fit in
the optimised bracket without any intersections with the frame, which can be visually
confirmed in Figure 5.12.
(a) IGES model (b) STL model
Fig. 5.12 Pipe bracket: parametric CAD model. IGES model (a) is the union of 36
spheres and 44 cylinders. STL mesh (b) has 8067 triangular facets.
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Summary
The changes in the number of necessary geometric parameters and compliance are
shown in Figure 5.13. In order to represent the final geometry, the optimal frame model
uses 50 nodes and 44 beams, which is 0.35% of the number of geometric parameters
used for topology-optimised model (26940 voxels). Moreover, the compliance of optimal
frame has the compliance of 2.47602, which is similar to the compliance of the topology-
optimised model, 2.26683.
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(b) Structural compliance
Fig. 5.13 Pipe bracket: the change in the number of geometric parameters (a) and
compliance (b) during the workflow. The abbreviations In (b) are Initial: the initial
model with uniformly distributed density, T: topology optimisation, T∗: the frame
with uniform-sized beams, S: frame size optimisation and L: frame layout optimisation.
5.2.3 Rocker arm
The rocker arm is a mechanical part that is commonly found in vehicles, motorcycles
and vessels. The rocker arm is designed to be lightweight hence a low volume constraint
is chosen for the optimisation.
Problem description
The design domain of this rocker arm is given in Figure 5.14, which has a bounding
box of size of 75× 60× 12. The opening in the front rocker arm is left for motors and
pumps. Several symmetric concentrated forces are applied to the mechanical joints,
whose magnitudes and directions are displayed in Figure 5.14. The reel mechanical
joints are clamped and front mechanical joints restricted not to move along the height
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direction. Concentrated forces are applied on the mechanical joints on the top and the
front, with the directions and magnitudes shown in Figure 5.14.
100
100200
200
100
65
100 65
12
75
15
30
60
15
7
15
15
Fig. 5.14 Rocker arm: geometry, boundary conditions and loadings.
Step 1: Topology optimisation
The design domain is discretised into 75 × 60 × 12 linear hexahedral elements.The
topology optimisation parameters are shown in Table 5.6.
Table 5.6 Rocker arm: topology optimisation parameters
Penalisation power Filter radius Volume fraction Maximum
p R Vf iterations
3 3 0.085 100
Since a very small volume fraction is chosen, the topology-optimised shape is
with maximum density of around 0.7. This volume fraction does not allow sufficient
materials to be filled in fully solid elements to present the load path. However, this
is not an issue, as is visually evident in Figure 5.15a where the final shape gives a
structurally sound geometry. With the initial density of 0.085, the initial cost function
value is expected to be high, which is 8136.71, see Figure 5.15b. This value is reduced
to 80.2425 and the optimised model is shown in Figure 5.15b. The final structural
compliance is J(ρˆ) = 18.5633 with a reduction of 31.6% compared with the initial
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compliance of 58.7877. The thresholded geometry with the threshold η = 0.23 in
Figure 5.15a has the volume of 4666 ≈ VfV = 4590.
0.3
Density
0.5 0.70.23 0.4 0.6
(a) Thresholded geometry with η = 0.23 (b) Convergence
Fig. 5.15 Rocker arm: topology optimisation. Thresholded model (a) has 4666 voxels.
The table in (b) gives the initial and final structural compliances (J(ρˆ), p = 1).
Step 2: Skeletonisation
Fig. 5.16 Rocker arm: structural skeleton. The skeleton has 584 voxels.
During the skeletonisation, 3 steps are required to skeletonise the model in Figure 5.15a
of 4666 voxels to a voxel chain model in Figure 5.16 of 584 voxels, with a reduction in
voxel number of 87.5%.
Step 3: Frame model generation
The frame in Figure 5.17a converted from the skeleton has 34 joints and 50 members.
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Step 4: Frame size and layout optimisation
The frame optimisation has parameters given in Table 5.7.
Table 5.7 Rocker arm: frame optimisation parameters
Minimum area Maximum area Merge ratio Tolerance Volume
Amin Amax ζ ϵframe constraint
0.62π − 1/20 10−4 V ≤ 4590
4
Cross-sectional area
8 14.512.80 6 10 12
(a) Sized optimised frame (initial)
2
Cross-sectional area
8 14.211.13 6 10 124
(b) Size and layout optimised (final)
(c) Convergence
Fig. 5.17 Rocker arm: frame size and layout optimisation. The initially size-optimised
frame model (a) has 34 joints and 50 members while the final frame model (b) has
24 joints and 40 members. Red dashed line in (c) shows the structural compliance
(18.5633) of the topology-optimised shape.
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Similar to the pipe bracket example, level-set function is also used for geometric
constraints here. The initial frame with volume of VfV = 4590 has uniform circular
cross-sections with areas of A = 7.8228. The structural compliance of the initial frame
is J(A, s) = 22.8881 > J(ρˆ) = 18.5633.
When sequential frame optimisation converges, the frame reaches the optimal shape
having the compliance J(A, s) = 10.8223 < J(ρˆ) = 18.5633. Thus optimality has been
recovered. The convergence of the compliance is shown in Figure 5.17c. The optimal
frame has 24 joints and 40 members, as can be seen in Figure 5.17b; 10 members are
removed during the optimisation.
Step 5: CAD model generation
As the final step of this example, CAD models are generated from the optimal frame
in Figure 5.17b. Figure 5.18 shows the optimal rocker arm in IGES format and its
STL mesh. As mentioned in Section 1.3, with several manual operations one can also
use blend surfaces and filleted edges to generate the CAD model as shown in Figure
5.18b. The details of the trimmed curves of these two CAD models are highlighted in
the blue zoom-in windows.
To smooth the edges of NURBS patches in Figure 5.18a, in Figure 5.18b, the fillet
radius is set as 0.5 for simple joints that have less than 4 cylinders connected at the
joint while 0.2 for relatively complicated joints that have not less than 4 cylinders
connected at the joint. Note that the fillet operations cannot be completely automated,
since the choice of fillet radii is entirely shape-dependant.
(a) IGES model (b) IGES model with filleted edges
Fig. 5.18 Rocker arm: parametric CAD models. IGES model (a) is the union of 24
spheres and 40 cylinders. (b) combines primitive solids and blended surfaces.
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Summary
Again, the changes in the number of necessary geometric parameters and compliance
are shown in Figure 5.19. The optimal frame model has 50 nodes and 44 beams using
1.37% of the number of geometric parameters for the topology-optimised model (4666
voxels). The compliance of optimal frame has the compliance of 18.5663 similar to the
topology-optimised model (10.8175).
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(b) Structural compliance
Fig. 5.19 Rocker arm: the change in the number of geometric parameters (a) and
compliance (b) during the workflow. The abbreviations In (b) are Initial: the initial
model with uniformly distributed density, T: topology optimisation, T∗: the frame
with uniform-sized beams, S: frame size optimisation and L: frame layout optimisation.
5.2.4 Frame-supported plate
In Section 5.2.2, there are two plate-like parts on the top and bottom of the optimised
model in Figure 5.8a, and the skeletonisation algorithm skeletonise these two plates
into chains. However, in structural design it is very common to combine a plate- or
shell-like skin structure with a frame-like support structure and such plates are to be
kept. Accordingly this example of a frame-supported plate is used to demonstrate how
to couple the frame and plate in the optimisation process.
Problem description
The design domain shown in Figure 5.20 combines a thin plate-like skin with a solid
bottom part to be optimised. The entire domain is of size 120× 80× 20 and contains
a small opening of size 40× 40× 6. The plate is of thickness 3 and is subjected to a
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uniform pressure load of 1. In such composite structures the skin can be modelled
as a standard plate or shell structure, and topology optimisation is applied only in
the remaining part of the design domain. The four corners of the design domain are
vertically supported.
80
120
58
6
40
40
20
3
8
5
Fig. 5.20 Frame-supported plate: geometry, boundary conditions and loadings. The
design domain is the entire cuboid, but in order to show the details inside, only a
quarter of the domain is coloured in blue.
Step 1: Topology optimisation
The finite element discretisation consists of 120 × 80 × 23 linear hexahedral finite
elements. Across the height of the design domain there are 6 elements of size 1×1×0.5
in the plate-like top part and 17 unit elements in the bottom part. A lower thickness
is chosen for the elements of the plate to avoid the plate to be unnecessarily stiff
to avoid the shear locking1 caused by using thick elements in modelling a thin plate
[166]. Topology optimisations are conducted using even smaller thicknesses for the top
plate elements, however there are negligible differences in initial and final cost function
values. The topology optimisation parameters are shown in Table 5.8. Note that the
density of these elements are fixed at 1 during the topology optimisation.
The maximum volume fraction is prescribed to be Vf = 0.25. The plate on the top
with volume of 0.15V = 28800 is set to be always solid. Therefore the optimisation on
the frame below the plate has the volume constraint of 0.1V = 19200.
1Shear locking is an error that occurs in finite element analysis due to the linear nature of 2D/3D
elements. The linear elements do not accurately model the curvature present in the actual material
under bending, and a shear stress is introduced. The additional shear stress in the element causes
the element to reach equilibrium with smaller displacements, i.e., it makes the element appear to be
stiffer than it actually is and gives bending displacements smaller than they should be.
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Table 5.8 Frame-supported plate: topology optimisation parameters
Penalisation power Filter radius Volume fraction Maximum
p R Vf iterations
3 1.5 0.25 100
0.6
Density
0.8 1.00.55 0.7 0.9
(a) Thresholded geometry with η = 0.55 (b) Convergence
Fig. 5.21 Frame-supported plate: topology optimisation. Thresholded model (a) has
22704 voxels and the plate is hidden for clarity. The table in (b) gives the initial and
final structural compliances (J(ρˆ), p = 1).
During the topology optimisation the cost function value reduces from 8111.28
of the initial shape to 478.320. The optimal structural compliance is 364.596. The
optimised structure with only the voxels above a relative density η = 0.55 is shown in
Figure 5.21a which gives a thresholded model including frame part plus the top plate
with the volume of 22704 ≈ 19200 = 0.1V .
Step 2: Skeletonisation
Before the skeletonisation, two things need to be clarified. (i) The voxels in the top part
of the design domain are tagged as non-removable to keep the skin of this composite
structure. (ii) Though the elements of the top plate have a different size from that of
the voxels on the bottom frame, the mesh of the design domain is still structured; so all
voxels are treated of the same size when determining their 26-neighbourhoods. In doing
so, the checks for simple points can still use the definition provided in Section 3.2.2.
For unstructured mesh, the definition of simple points should be referred to [91].
The skeletonisation algorithm uses 16 steps to skeletonise the voxel model of 22856
voxels into a voxel chain of 976 voxels.
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Fig. 5.22 Frame-supported plate: structural skeleton. The skeleton has 976 voxels.
Step 3: Frame model generation
The voxel chain skeleton is converted to the frame structure shown in Figure 5.23a.
The frame has 124 joints and 136 members.
Step 4: Frame size and layout optimisation
The structural model also contains a top plate not shown in Figure 5.23. The plate is
modelled as a Kirchhoff–Love plate and is discretised with 4× 4 quadrilateral elements
and Catmull-Clark subdivision basis functions. The finite element analysis conducted
here couples the shell and frame. The coupling between the plate and the frame is
achieved with Lagrange multipliers as described in [167]. The joints between the plate
and frame can transfer forces but not moments and the positions of the joints between
the frame and plate are fixed during the optimisation.
The frame optimisation uses parameters in Table 5.9. Initially all the members
are assumed to have the same cross-section area of A = 19.710 giving the total frame
volume of V = 19200. According to Figure 5.23c, the compliance of the frame-supported
plate of members with uniform cross-section areas is J(A, s) = 1210.01. After the first
step of size and layout optimisation, the structural compliance reduces to 391.283,
which is close to the compliance of the topology-optimised model. Compliance keeps
decreasing during the sequential size and layout optimisation steps and converges at
Table 5.9 Frame-supported plate: frame optimisation parameters
Minimum area Maximum area Merge ratio Tolerance Volume
Amin Amax ζ ϵframe constraint
12π 42π 1/20 10−4 V ≤ 19200
121
Applications
J(A, s) = 322.967 < J(ρˆ) = 364.596. Thus, the optimality has been recovered. The
final optimised frame structure contains 56 joints and 64 members, see Figure 5.23b.
The increase in stiffness due to optimisation is also evident from the deflected shapes
shown in Figure 5.24. The size and layout optimisations make the top plate deform
less, especially the displacements on the parts without frames to support, e.g. the
mid-span of the shell. In this thesis, the connecting joints of the frame to the shell are
fixed. Thus it is expected that the compliance of the frame can decrease even further
if the coordinates of these connecting joints are optimised. Unfortunately, relevant
optimisation techniques for connecting joints have not been explored by researchers.
Since the optimal frame provides a structural performance similar to that of the
10
Cross-sectional area
30 40 50.273.14 20
(a) Sized optimised frame (initial)
10
Cross-sectional area
30 40 50.273.14 20
(b) Size and layout optimised frame (final)
(c) Convergence
Fig. 5.23 Frame-supported plate: frame size and layout optimisation. The initially
size-optimised frame model (a) has 124 joints and 136 members while the final frame
model (b) has 56 joints and 64 members. Red dashed line in (c) shows the structural
compliance (364.596) of the topology-optimised shape.
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topology-optimised geometry, the positions of connecting joints are considered to be
fixed at the current stage.
Vertical displacement
-Max Max0.0
(a) The frame below the plate is size opti-
mised (initial)
Vertical displacement
-Max Max0.0
(b) The frame below the plate is size and
layout optimised (final)
Fig. 5.24 Frame-supported plate: deformation distribution of the top plate. The value
of deformation from lowest to highest is coloured from blue to red. The displacement
distribution in (b) is lower than the on in (a), which gives an intuitive of the increase
of the stiffness of the plate after size and layout optimisation.
The optimal frame has 56 joints and 64 members. 72 members are deleted from
the initial frame.
Step 5: CAD model generation
The solid CAD model of this frame-supported plate and its faceted triangular STL
mesh are shown in Figure 5.25. The top plate is transparent for clarity.
(a) IGES model (b) STL model
Fig. 5.25 Frame-supported plate: parametric CAD model. IGES model (a) is the union
of 56 spheres, 64 cylinders and 1 plate. STL mesh (b) has 11154 triangular facets.
123
Applications
Summary
In the case where frame and shell are coupled, the proposed workflow can simplify the
frame-like structure beneath the plate as well as preserve its optimality. As shown
in Figure 5.26a, the complexity of the geometry drops from 22704 voxels (topology-
optimised model) to 56 nodes plus 64 beams (final optimal frame). In Figure 5.26b,
the final model has the compliance of 322.967 which is modelled using the optimal
frame and the thin-shell. This is close to the solid topology-optimised model with
the compliance of 364.596. Thus, optimality found by topology optimisation has been
preserved.
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Fig. 5.26 Frame-supported plate: the change in the number of geometric parameters
(a) and compliance (b) during the workflow. The abbreviations In (b) are Initial:
the initial model with uniformly distributed density, T: topology optimisation, T∗:
the frame with uniform-sized beams, S: frame size optimisation and L: frame layout
optimisation.
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CHAPTER 6
Conclusions and future work
6.1 Conclusions
The automated and optimality-preserving conversion of topology-optimised geometries
to compact parametric CAD models is a missing link in the wide-scale industrial adop-
tion of optimisation. This thesis introduces a fully automated workflow to synthesise a
structurally sound parametric CAD model from a voxelised solid-void binary image
obtained with topology optimisation. Currently, there is no commercial design system,
such as Altair Inspire [168], Abaqus CAE [169] or similar, which offers such a fully
automated CAD model generation capability.
The performed research and the achievements of this thesis are as follows.
• Homotopic skeletonisation extracts the curve skeleton from the topology optimised
model. In this thesis, the skeletonisation of three-dimensional images is a key
component of the proposed workflow, which is an extensively studied topic
in digital topology. The solid mathematical foundation of the skeletonisation
process ensures its robustness. This thesis introduces the concept of tagging
voxels to preserve important structural and geometric features, and extend the
skeletonisation algorithm in industrial design. The topology-preserving and
feature-preserving skeletonisation provides a faithful load path of the structural-
optimised structure.
• Graph algorithms edit the curve skeleton. The resulting voxel chain skeleton
is interpreted as a weighted undirected graph and processed with the proposed
graph algorithms to yield a structurally sound frame model. The ill-performing
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frame members such as short beams and zero-stress members can easily be
detected and deleted using the proposed graph algorithms in this thesis. The
graph algorithms operate on topology rather than geometry and are not subject
to floating-point errors, which makes them exceedingly robust and efficient.
• Frame optimisation recovers optimality. The obtained structural frame models
are not optimal because the skeletonisation and graph algorithms do not take
into account any mechanical consideration. However, as shown in the numerical
examples in Chapter 5, after several alternating steps of size and layout opti-
misation, the structural frames can achieve a structural compliance similar to
that of the original topology-optimised geometry. Moreover, with the implicitly
represented geometric constraints introduced in this thesis, the frame optimisa-
tion can proceed within complex design domains, which are commonly seen in
industrial design.
• CSG tree constructs compact CAD solid models. The frame model is converted
into a compact CAD solid model by recursively combining primitive shapes using
boolean operations. Although in this thesis only cylinders and spheres are used
as shape primitives, it is straightforward to use other primitives.
The generated parametric CAD solid model and its compact CSG tree representation
can be edited to refine the optimised design or to combine it with other components
in a product. It is worth reminding that in industrial practice, as supported by user
studies [170], geometries obtained from optimisation are often the starting point for
design exploration and not the endpoint. This usually requires the ability to edit
the optimised geometries in a CAD system. A high-level compact representation is
also useful in taking into account geometric manufacturing constraints, like minimum
thickness, slope or length of the members [171]. Beyond geometry editing, the frame
model may also have advantages in structural analysis of the CAD model. The frame
model makes it, for instance, easier to check the structure for buckling and inelastic
deformations. As a low-order model, it can be analysed orders of magnitude faster
than a three-dimensional solid model. This opens up the possibility of instant analysis
of CAD models as it has become recently available in, e.g., Ansys Discovery Live [172]
or Creo Simulation Live [173].
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6.2 Future work
In closing, the direct extensions to the proposed CAD generation process are listed as
follows:
• In the proposed approach, it is assumed that the topology-optimised geometry
can be approximated with tubular members. However, in three-dimensional
optimisation problems, large flat or curved surfaces may also appear during
optimisation. The skeletonisation algorithm introduced in Section 3.2 will reduce
even those to a network of one voxel thick chains. The surface skeletonisation
discussed in Section 3.2.2 preserves one-voxel thick surfaces. In Figure 6.1
the topology-optimised pipe bracket has been skeletonised with the surface
skeletonisation algorithm. The curved surface at the bottom is preserved. In the
structural model, this surface can be modelled as a thin-shell and in the CAD
model it can be easily converted to a solid by providing a thickness. Currently,
there is no automated process to extract a shell surface from the skeletonised
voxel model, but this seems to be possible and is a promising direction for future
research.
• Straight frame members are used in the workflow in this thesis. This has the
assumption that loadings are applied on the frame nodes/joints. Since approaches
with the concept of isogemetric analysis flourishing these days, CAD compatible
geometry representations, such as B-spline or NURBS, can also be used to model
(a) Voxel chain skeleton from surface-
preserving skeletonisation
(b) IGES model with bottom plate con-
structed based on the blue voxels in (a)
Fig. 6.1 CAD model generated from surface skeleton. The topology-optimised pipe
bracket comes from the voxel model in Figure 5.8a.
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the frame members in finite element. This needs the frame optimisation to be
adjusted to B-spline or NURBS basis functions.
• In the frame-supported plate example in Section 5.2.4, the thickness and shape of
the plate modelled as a thin-shell were fixed and only the frame beneath the plate
was optimised. However, it is promising that coupling shell and frame optimisation
in the proposed approach can provide an automated, optimality-preserving CAD
generation workflow for lattice structures and composite structures.
• From a optimal frame model, one can also generate a structured surface mesh, as
mentioned in Section 4.2.1. In terms of the shape, this surface mesh is similar to a
hollowed topology optimised model. Moreover, this mesh is coarse and represents
all essential topological features of the topology-optimised geometry. In the case
where shell structures are desired, one can conduct shape optimisation on this
mesh using existing techniques, e.g. [13]. With the booming knowledge of mesh
and CAD model reconstruction, more immediate future work can be carried on
based on the optimal frame model.
• The workflow can be further developed to take the input from the topology
optimisation with multi-phase materials. This is to help the design of multi-
phase material products. In this case, one possible way is to first segment the
topology-optimised volume mesh according to different material settings. Then
the skeletonisation algorithm is applied on each segmentation and these skeletons
are connected at the borders of segmentations. After converting the skeleton
model in to frame models, different materials are assigned to the corresponding
frame members. The rest of the workflow are identical to the one described in
this thesis.
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APPENDIX A
Member stiffness matrix
A.1 Linear hexahedron element stiffness matrix
For a solid linear hexahedron element, the constitutive matrix C is computed using
the solid Young’s modulus E with the density ρ = 1. According to generalised Hooke’s
Law, the constitutive matrix C is given as
C = E(1 + ν)(1− 2ν)×
1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 1−2ν2 0 0
0 0 0 0 1−2ν2 0
0 0 0 0 0 1−2ν2

,
(A.1)
where ν is the Poisson ratio of the material used in the element. The element stiffness
matrix Ki of element i can be computed by integrating with respect to the element
domain Ω as
Ki =
∫
Ω
BTCB dΩ (A.2)
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Where B is the strain-displacement matrix relating the strain ϵ and the nodal displace-
ment u, ϵ = Bu, which reads
B =

∂N1
∂x
0 0 . . . ∂N8
∂x
0 0
0 ∂N1
∂y
0 . . . 0 ∂N8
∂y
0
0 0 ∂N1
∂z
. . . 0 0 ∂N8
∂z
∂N1
∂x
∂N1
∂y
0 . . . ∂N8
∂x
∂N8
∂y
0
0 ∂N1
∂y
∂N1
∂z
. . . 0 ∂N8
∂y
∂N8
∂z
∂N1
∂x
0 ∂N1
∂z
. . . ∂N8
∂x
0 ∂N8
∂z

, (A.3)
where Ni,i = 1, . . . , 8 are shape functions associated with the eight nodes of one
hexahedral element, and x, y, z are the global coordinates. The result stiffness matrix
is symmetric and with 64 entries.
Especially for a unit linear hexahedral element, which is commonly seen in most
topology optimisation packages due to its simplicity, (A.2) is written as
Ki =
E
(1 + ν)(1− 2ν)

K1 K2 K3 K4
K5 K6 K4
sym. K5 K2
K1
 , (A.4)
where the six blocks in (A.4) are 6× 6 symmetric matrices, which read
K1 =

k1 k2 k2 k3 k5 k5
k1 k2 k4 k6 k7
k1 k4 k7 k6
k1 k8 k8
sym. k1 k2
k1

, K2 =

k9 k8 k12 k6 k4 k7
k9 k12 k5 k3 k5
k13 k7 k4 k6
k9 k2 k10
sym. k9 k12
k13

,
K3 =

k6 k7 k4 k9 k12 k8
k6 k4 k10 k13 k10
k3 k8 k12 k9
k6 k11 k5
sym. k6 k4
k3

, K4 =

k14 k11 k11 k13 k10 k10
k14 k11 k12 k9 k8
k14 k12 k8 k9
k14 k7 k7
sym. k14 k11
k14

,
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K5 =

k1 k2 k8 k3 k5 k4
k1 k8 k4 k6 k11
k1 k5 k11 k6
k1 k8 k2
sym. k1 k8
k1

, K6 =

k14 k11 k7 k13 k10 k12
k14 k7 k12 k9 k2
k14 k10 k2 k9
k14 k7 k11
sym. k14 k7
k14

,
and
k1 = −6ν − 49 , k2 =
1
12 , k3 = −
1
9 , k4 = −
4ν − 1
12 , k5 =
4ν − 1
12 ,
k6 =
1
18 , k7 =
1
24 , k8 = −
1
12 , k9 =
6ν − 5
36 , k10 = −
4ν − 1
24 ,
k11 = − 124 , k12 =
4ν − 1
24 , k13 = −
3ν − 1
18 , k14 =
3ν − 2
18 .
A.2 Timoshenko beam element stiffness matrix
The members of the structural frame are modelled as Timoshenko beams. As mentioned,
the members are assumed to be straight and have uniform cross-sections along their
lengths. Hence, each member can be approximated with a single beam finite element
and its stiffness matrix can be derived with standard structural analysis techniques
from undergraduate textbooks, see e.g. [174]. The stiffness matrix used here takes
into account axial stretch, transversal shear, bending and torsion effects. The local
stiffness matrix Kli of a beam i is derived in a local coordinate system in which the
beam axis is aligned with the xli axis. Each of the two end nodes of the beam have
three displacement and three rotation degrees of freedom, see Figure A.1. To ease the
notation, here writes in the following for the local coordinate axes only x, y and z.
The element stiffness matrix of the beam is composed out of independent axial,
bending and torsion stiffness matrices. The axial stiffness matrix corresponding to the
(a) Displacement degrees of freedom (b) Rotation degrees of freedom
Fig. A.1 Degrees of freedom of a Timoshenko beam element. Coupled degrees of
freedom are depicted in the same colours.
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displacement degrees of freedom u(1)x and u(2)x is given by
EA
L
 1 −1
−1 1
 , (A.5)
where E, A and L denote the Young’s modulus, cross-sectional area and length.
The bending stiffness matrix corresponding to the displacement degrees of freedom
u(1)y , u(1)z , u(2)y and u(2)z and the rotational degrees of freedom θ(1)y , θ(1)z , θ(2)y and θ(2)z is
given by

12EIz
(1+bz)L3 0 0
6EIz
(1+bz)L2 − 12EIz(1+bz)L3 0 0 6EIz(1+bz)L2
12EIy
(1+by)L3 −
6EIy
(1+by)L2 0 0 −
12EIy
(1+by)L3 −
6EIy
(1+by)L2 0
(4+by)EIy
(1+by)L 0 0
6EIy
(1+by)L2
(2−by)EIy
(1+by)L 0
(4+bz)EIz
(1+bz)L − 6EIz(1+bz)L2 0 0
(2−bz)EIz
(1+bz)L
12EIz
(1+bz)L3 0 0 − 6EIz(1+bz)L2
sym. 12EIy(1+by)L3
6EIy
(1+by)L2 0
(4+by)EIy
(1+by)L 0
(4+bz)EIz
(1+bz)L

,
(A.6)
where Iy and Iz are the second moments of area about the y and z axis. The two
dimensionless factors by and bz take into account the transversal shear and are defined
according to b = 12EI/(κGAL2), with G the shear modulus and κ the shear correction
factor. In case of a circular cross section, Iy = Iz = I, by = bz = b and κ = 0.9. Note
that setting by = bz = 0 in (A.6) gives the stiffness matrix of an Euler-Bernoulli beam.
Finally, the torsional stiffness matrix corresponding to the rotational degrees of
freedom θ(1)x and θ(2)x is given by
GJ
L
 1 −1
−1 1
 , (A.7)
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where J is the torsion constant of the cross section.
The local stiffness matrix Kli of an element i is obtained by suitably assembling the
three stiffness matrices (A.5), (A.6) and (A.7) into a 12× 12 matrix. This matrix in
the local coordinate system xli, yli and zli is transformed into a stiffness matrix Ki in
the global coordinate system x, y and z according to (2.24).
The local coordinate system is transformed into global system using two elemental
rotation angles, αi around the zli axis and βi around yli axis. These two spatial angles are
illustrated in Figure A.2. Thus, two spacial angles αi and βi in (2.26) are determined
as
αi = atan
y(2)i − y(1)i
x
(2)
i − x(1)i
 , and (A.8a)
βi = atan
 z(2)i − z(1)i√
(x(2)i − x(1)i )2 + (y(2)i − y(1)i )2
 , (A.8b)
where xI , y(1)i , z
(1)
i and x
(2)
i , y
(2)
i , z
(2)
i are global coordinates of the two nodes of the
beam element i, and the beam has length of
Li =
√
(x(2)i − x(1)i )2 + (y(2)i − y(1)i )2 + (z(2)i − z(1)i )2 . (A.9)
(xi(2), yi(2), zi(2))
(xi(1), yi(1), zi(1))
yi(2) _ yi(1)
xi(2) _ xi(1)
zi(2) _ zi(1)
y
x
z
Element i
Fig. A.2 Spatial angles αi and βi. The beam element i coloured in dark blue lies in a
global coordinate system x, y, z; it starts from node with coordinate of (x(1)i , y
(1)
i , z
(1)
i )
and ends at (x(2)i , y
(2)
i , z
(2)
i ). A x− y plane is drawn passing through the starting node
of the beam. The black solid line on the plane is the projectile of beam onto the x-y
plane.
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APPENDIX B
Kreisselmeier-Steinhauser
aggregation function
Presented by Kreisselmeier and Steinhauser [84], KS function is a widely-used constraint
aggregation method for gradient-based optimization [85, 175]. KS function can wrap
the constraint into a explicit function with explicit derivatives in order to deal with
the constraints that cannot be explicitly or simply expressed. In this thesis, the cost
function of frame optimisation is always only the structural compliance, thus here
the KS function aggregation in optimisation with only one cost function is discussed.
But to notice, KS function can be used for multiple cost function optimisations, for
example, the optimisation under multiple loading cases. Without losing generality,
assume there is a optimisation problem
minimise F (x) (B.1a)
subject to gi(x) ≤ 0 , i ∈ {1, . . . , n} (B.1b)
x ∈ Rm, (B.1c)
Where F (x) is the cost function associated with constraints of gi(x) ≤ 0, i = 1, . . . , n
and optimisation variable x = {x1, . . . , xm}. Constraints gi(x) are wrapped into KS
function as
KS(gi(x)) =
1
τ
ln
n∑
i
eτgi(x), (B.2)
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where τ is the aggregation variable (typically 5 < τ < 200). The first derivative of KS
function (B.2) with respect to optimisation variable can be derived as
∂KS(gi(x))
∂xj
=
∑n
i
(
eτgi(x) ∂gi(x)
∂xj
)
∑n
i e
τgi(x)
(B.3)
Alternatively there is a modified version of Equation (B.2) for better numerical stability
if the maximum constraint function value, gmax, is known, which reads
KS(gi(x)) = gmax +
1
τ
ln
i∑
n
eτ(gi(x)−gmax). (B.4)
The first derivative of Equation (B.4) with respect to optimisation variable is
∂KS(gi(x))
∂xj
=
∑n
i
(
eτ(gi(x)−gmax) ∂gi(x)
∂xj
)
∑n
i e
τ(gi(x)−gmax) . (B.5)
Then, the optimisation problem (B.1) becomes
minimise F (x) (B.6a)
subject to KS(gi(x)) ≤ 0 , i ∈ {1, . . . , n} (B.6b)
x ∈ Rm. (B.6c)
The previous optimisation problem (B.1) has n constraint functions, whereas in simpli-
fied optimisation problem (B.6), all n constraint functions are wrapped into one KS
function.
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Gradient-based optimisation
algorithms
C.1 Sequential quadratic programming
The basic idea of sequential quadratic programming (SQP) is to approximate the
nonlinear optimisation problem at each iteration with a quadratic programming sub-
problem and get a better approximation based on the solution to this subproblem. This
process leads to a sequence of quadratic programming subproblems, and the iteration
continues until some termination condition is satisfied.
Consider that {x(k),λ(k),ϕ(k)} is the solution at the k-th iteration, and it is as-
sumed that the solution in the next iteration {x(k+1),λ(k+1),ϕ(k+1)} is closer to the
local minimum {x∗,λ∗,ϕ∗}. The quadratic Taylor series approximation in x for the
Lagrangian at the (k + 1)-th iteration is
L
(
x(k+1),λ(k),ϕ(k)
)
≈ L
(
x(k),λ(k),ϕ(k)
)
+ δTx∇xL
(
x(k),λ(k),ϕ(k)
)
+ 12δ
T
x∇2xL
(
x(k),λ(k),ϕ(k)
)
δx .
(C.1)
It is reasonable to consider (C.1) as the objective function in the quadratic sub-
problem for the next iteration. Since L
(
x(k),λ(k),ϕ(k)
)
is a constant at the (k + 1)-th
iteration, the second and the third terms in the Taylor approximation (C.1) can then
be considered as the objective function, i.e.
δTx∇xL
(
x(k),λ(k),ϕ(k)
)
+ 12δ
T
x∇2xL
(
x(k),λ(k),ϕ(k)
)
δx . (C.2)
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In practice, the Hessian of the Lagrangian ∇2xL
(
x(k),λ(k),ϕ(k)
)
is approximated
by the Hessian of the original objective function ∇2xJ
(
x(k)
)
in order to be able to solve
the quadratic subproblem at any x(k) and easier for a global convergence analysis [75].
However, the Hessian is not easy to compute in general as it involves the second
derivatives of the objective and constraint functions. To cope with this issue, the exact
Hessian is usually replaced with a quasi-Newton approximation [176]. In addition,
∇xL
(
x(k),λ(k),ϕ(k)
)
is replaced by ∇xJ
(
x(k)
)
. As a matter of fact, this replacement
leads to an equivalent subproblem when only equality constraints and their linearised
approximations are considered. If inequality constraints exist, the replacement is not
quite equivalent though it leads to an equivalent subproblems when the slack-variable
formulation of the original optimisation problem is considered [75].
The linearised approximations of the constraints are considered with the first term
of the Taylor series in x
Gi
(
x(k+1),λ(k),ϕ(k)
)
≈ Gi
(
x(k),λ(k),ϕ(k)
)
+ δTx∇xGi
(
x(k),λ(k),ϕ(k)
)
, (C.3)
Hj
(
x(k+1),λ(k),ϕ(k)
)
≈ Hj
(
x(k),λ(k),ϕ(k)
)
+ δTx∇xHj
(
x(k),λ(k),ϕ(k)
)
. (C.4)
Therefore, the quadratic subproblem at the (k + 1)-th iteration is of the form
minimise δTx∇xJ
(
x(k)
)
+ 12δ
T
x∇2xJ
(
x(k)
)
δx (C.5a)
subject to Gi
(
x(k)
)
+ δTx∇xGi
(
x(k)
)
= 0, i = 1, · · · , np (C.5b)
Hj
(
x(k)
)
+ δTx∇xHj
(
x(k)
)
≤ 0, j = 1, · · · , nq (C.5c)
The solution δ∗x of the quadratic subproblem (C.5) can be used to calculate the
next iterate x(k+1) by updating x(k) in the direction of δ∗x. For the new iterates of
multipliers, one possible set of candidates are the corresponding optimal multipliers of
(C.5). The validity of using the optimal multipliers of the quadratic subproblem can
be seen from the following analysis.
Considering the linear approximation of the KKT condition [80] yields,
∇xL
(
x(k+1),λ(k+1),ϕ(k+1)
)
≈∇xL
(
x(k),λ(k),ϕ(k)
)
+ δTx∇2xL
(
x(k),λ(k),ϕ(k)
)
+ δTλ∇2λxL
(
x(k),λ(k),ϕ(k)
)
+ δTϕ∇2ϕxL
(
x(k),λ(k),ϕ(k)
)
(C.6)
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with
∇xL
(
x(k),λ(k),ϕ(k)
)
= ∇xJ
(
x(k)
)
+
np∑
i=1
λ
(k)
i ∇xGi
(
x(k)
)
+
nq∑
j=1
ϕ
(k)
j ∇xHj
(
x(k)
)
,
(C.7)
∇2xL
(
x(k),λ(k),ϕ(k)
)
= ∇2xJ
(
x(k)
)
+
np∑
i=1
λ
(k)
i ∇2xGi
(
x(k)
)
+
nq∑
j=1
ϕ
(k)
j ∇2xHj
(
x(k)
)
,
(C.8)
∇2λxL
(
x(k),λ(k),ϕ(k)
)
= ∇xG
(
x(k)
)
=
(
∇xG1(x(k))∇xG2(x(k)) · · · ∇xGnp(x(k))
)T
,
(C.9)
∇2ϕxL
(
x(k),λ(k),ϕ(k)
)
= ∇xH
(
x(k)
)
=
(
∇xH1(x(k))∇xH2(x(k)) · · · ∇xHnq(x(k))
)T
.
(C.10)
Substituting (C.7), (C.8), (C.9) and (C.10) into (C.6) yields
∇xJ
(
x(k)
)
+ δTx∇2xL
(
x(k),λ(k),ϕ(k)
)
+ λTk+1∇xG
(
x(k)
)
+ ϕTk+1∇xH
(
x(k)
)
= 0 .
(C.11)
Given
(
x(k),λ(k),ϕ(k)
)
, (C.11) is exactly the first derivative condition of the
quadratic subproblem (C.5) at a local minimum δ∗x when the Hessian of the La-
grangian is approximated with the Hessian of the original objective function. Therefore,
the optimal multipliers {λ∗k+1,ϕ∗k+1} obtained from (C.5) is an appropriate choice for
the next iterates of multipliers λ(k+1) and ϕ(k+1). A modification of the next iterates
{x(k+1),λ(k+1),ϕ(k+1)} would be a line search along the directions {δx, δλ, δϕ} where
δx = δ∗x, δλ = λ∗k+1 − λ(k), δϕ = ϕ∗k+1 − ϕ(k) . (C.12)
Therefore, the next iterates at (k + 1)-th iteration are
x(k+1) = x(k) + ε(k)δx, λ(k+1) = λ(k) + ε(k)δλ, ϕ(k+1) = ϕ(k) + ε(k)δϕ , (C.13)
where ε(k) is the step length which can be obtained by a line search.
One advantage of using SQP to solve nonlinear optimisation problems is that
neither the initial point x0 nor the iterates x(k) need to be feasible. In addition,
SQP decomposes the nonlinear problem into a sequence of quadratic programming
subproblems with linear constraints, which are relatively easier to solve as there are
some good algorithms for the quadratic programming problems [176].
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C.2 Method of moving asymptotes
The method of moving asymptotes (MMA) was first proposed by Svanberg [76]. It can
be seen as a generalisation of the convex linearisation method developed by Fleury
et al. [177]. In the MMA, each function at every iteration is linearised in terms
of the intervening variables 1/
(
xj − xLj
)
or 1/
(
xUj − xj
)
, where xLj and xUj are the
moving asymptotes that can be used to control the conservation and stability of the
optimisation process. The linearisation of functions in the MMA is as follows.
Given an iterate x(k) at the k-th iteration, the values of moving asymptotes xL(k)j
and xU(k)j are chosen such that
x
L(k)
j < x
(k)
j < x
U(k)
j , j = 1, · · · , n . (C.14)
The linear approximation f (k) of a function f at the k-th iteration can be defined as
f (k)(x) = f
(
x(k)
)
−
n∑
j=1
( fU(k)j
x
U(k)
j − x(k)j
+
f
L(k)
j
x
(k)
j − xL(k)j
)
+
n∑
j=1
( fU(k)j
x
U(k)
j − xj
+
f
L(k)
j
xj − fL(k)j
)
= f
(
x(k)
)
+
n∑
j=1
f
U(k)
j
( 1
x
U(k)
j − xj
− 1
x
U(k)
j − x(k)j
)
+
n∑
j=1
f
L(k)
j
( 1
xj − xL(k)j
− 1
x
(k)
j − xL(k)j
)
, (C.15)
where f can be either the objective function or constraint functions in the optimisation
problem, and
f
U(k)
j =

(
x
U(k)
j − x(k)j
)2 ∂f
∂xj
, if ∂f
∂xj
> 0 ;
0, otherwise ;
(C.16)
f
L(k)
j =

−
(
x
(k)
j − xL(k)j
)2 ∂f
∂xj
, if ∂f
∂xj
< 0 ;
0, otherwise .
(C.17)
After substituting (C.16) and (C.17) into (C.15), the linear approximation in MMA
becomes
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f (k)(x) =

f
(
x(k)
)
+
n∑
j=1
f
U(k)
j − x(k)j
f
U(k)
j − xj
∂f
∂xj
(
xj − x(k)j
)
, if ∂f
∂xj
> 0
f
(
x(k)
)
+
n∑
j=1
x
(k)
j − fL(k)j
xj − fL(k)j
∂f
∂xj
(
xj − x(k)j
)
, if ∂f
∂xj
< 0
f
(
x(k)
)
, if ∂f
∂xj
= 0
(C.18)
It can be observed from (C.18) that f (k) is a linear approximation of f at x(k).
Specifically, f (k)
(
x(k)
)
= f
(
x(k)
)
and ∂f (k)/∂xj = ∂f/∂xj at x = x(k). The second
derivatives of the approximation function f (k) are
∂2f (k)
∂x2j
=
2fU(k)j(
x
U(k)
j − xj
)3 + 2fL(k)j(
xj − xL(k)j
)3 , (C.19)
∂2f (k)
∂xj∂xk
= 0, if j ̸= k . (C.20)
As can be seen, the second derivatives of f (k) are always nonnegative, which indicates
that it is a convex function. Furthermore, the second derivatives at x(k) become larger
when the moving asymptotes xL(k)j and x
U(k)
j are closer to x(k), indicating a larger
curvature of the approximating function f (k) in the neighbourhood of x(k). On the
other hand, if xL(k)j and x
U(k)
j move far away from x(k), f (k) becomes more linear
around x(k). For example in the extreme case where xL(k)j = −∞ and xU(k)j = ∞,
the approximating function f (k) becomes a linear function that is identical to the one
adopted in the sequential linear programming.
The effect of the moving asymptotes xL(k)j and x
U(k)
j on the optimisation process
is examined as follows. Consider two sets of moving asymptotes {xL(k)j , xU(k)j } and
{x˜L(k)j , x˜U(k)j } satisfying
x
L(k)
j ≤ x˜L(k)j < x(k)j < x˜U(k)j ≤ xU(k)j , (C.21)
the difference of the approximating functions f (k) and f˜ (k) defined in terms of {xL(k)j , xU(k)j }
and {x˜L(k)j , x˜U(k)j } respectively is
∆f (k) = f˜ (k) − f (k) . (C.22)
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It can be shown that ∆f (k)(x(k)j ) = 0 and ∂∆f (k)/∂xj = 0 at xj = x
(k)
j . Recall
that ∂f (k)/∂xj = ∂f/∂xj at x = x(k). Hence, ∂f (k)/∂xj = ∂f˜ (k)/∂xj at x = x(k). The
second derivative of ∆f (k) with respect to xj is
∂2∆f (k)
∂x2j
∣∣∣∣
xj=x(k)j
=

2
x˜
U(k)
j − x(k)j
∂f
∂xj
− 2
x
U(k)
j − x(k)j
∂f
∂xj
, if ∂f
∂xj
≥ 0
− 2
x
(k)
j − x˜L(k)j
∂f
∂xj
+ 2
x
(k)
j − xL(k)j
∂f
∂xj
, if ∂f
∂xj
< 0
. (C.23)
Since ∂2∆f (k)/∂x2j is always nonnegative at xj = x
(k)
j , x(k) is a local minimum of
∆f (k). Hence, ∆f (k) ≥ 0, i.e. the function value approximated with f (k) is larger than
the one approximated with f˜ (k). Therefore, using moving asymptotes closer to the
iterate x(k) leads to a more conservative approximation of the original function. This
can be used to control the conservation and stability during the optimisation process
by adjusting the values of moving asymptotes. If the optimisation process appears
some oscillation, some closer moving asymptotes can be chosen; in the case of a slow
convergence of the optimisation process, the asymptotes can be moved away from the
current iterate.
The effect of moving asymptotes is illustrated in Figure C.1 plotting the function
f = x2 and its approximations fM at x = 1 in the MMA considering different moving
asymptote xU = 1.2, 1.5, 2 and 10. It is shown that with a larger value of xU , the
approximation is more linear; on the other hand, the curvature of the approximation
function is larger with a smaller value of xU .
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.00.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
f = x2
fM with xU = 1.2
fM with xU = 1.5
fM with xU = 2
fM with xU = 10
Fig. C.1 Approximating functions in MMA with different upper moving asymptote values
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Euler characteristic look-up
tables
The Euler characteristics look up table below are based on 26-neighbourhood. First,
Table D.1 records the Euler characteristics of octants χ(Oct(vert)) with the voxels
numbering given on the left of the table, where vert is the centre vertex of the octant
as shown as a black point below. The binary codes used in the table represent the
configuration, and 1s indicate solid voxels while 0s mark where the empty voxels are.
5 6
7 8
1 2
3 4
Table D.1 Look up table for Euler characteristics of octants
Binary code
8765 4321 χ(Oct)
Binary code
8765 4321 χ(Oct)
0000 0000 0 0001 1011 −1/4
0000 0001 1/8 0010 1011 −1/4
0000 0011 0 0000 1111 0
0000 1001 −1/4 0110 1011 3/8
1000 0001 −3/4 1011 0101 1/8
0000 0111 −1/8 0001 1111 −1/8
1010 0001 −3/8 1011 1101 1/4
0110 0001 −1/8 0101 1111 1/4
0110 1001 1/2 0011 1111 0
1100 0011 0 0111 1111 1/8
1110 0001 0 1111 1111 0
Second, Table D.2 stores the change in Euler characteristics when the voxel at
position 1 is to be deleted. The change is denoted as ▽χ = ▽χ(Oct(vert)) =
χ(Oct(vert) \ v)− χ(Oct(vert)), where v is the voxel to delete and vertex vert ∈ v.
157
Euler characteristic look-up tables
Ta
bl
e
D
.2
Lo
ok
up
ta
bl
e
fo
r
ch
an
ge
s
in
Eu
le
r
ch
ar
ac
te
ris
tic
s
of
oc
ta
nt
s
Bi
na
ry
co
de
▽
χ
Bi
na
ry
co
de
▽
χ
Bi
na
ry
co
de
▽
χ
Bi
na
ry
co
de
▽
χ
Bi
na
ry
co
de
▽
χ
00
00
00
01
−1
/8
00
11
01
01
−1
/8
01
10
10
01
−5
/8
10
01
11
01
−1
/8
11
01
00
01
1/
8
00
00
00
11
1/
8
00
11
01
11
1/
8
01
10
10
11
−3
/8
10
01
11
11
1/
8
11
01
00
11
−1
/8
00
00
01
01
1/
8
00
11
10
01
−3
/8
01
10
11
01
−3
/8
10
10
00
01
3/
8
11
01
01
01
−1
/8
00
00
01
11
−1
/8
00
11
10
11
−1
/8
01
10
11
11
−1
/8
10
10
00
11
1/
8
11
01
01
11
1/
8
00
00
10
01
3/
8
00
11
11
01
−1
/8
01
11
00
01
1/
8
10
10
01
01
−3
/8
11
01
10
01
−3
/8
00
00
10
11
1/
8
00
11
11
11
1/
8
01
11
00
11
−1
/8
10
10
01
11
−1
/8
11
01
10
11
−1
/8
00
00
11
01
1/
8
01
00
00
01
3/
8
01
11
01
01
−1
/8
10
10
10
01
−1
/8
11
01
11
01
−1
/8
00
00
11
11
−1
/8
01
00
00
11
−3
/8
01
11
01
11
1/
8
10
10
10
11
1/
8
11
01
11
11
1/
8
00
01
00
01
−1
/8
01
00
01
01
1/
8
01
11
10
01
−3
/8
10
10
11
01
−3
/8
11
10
00
01
−1
/8
00
01
00
11
−1
/8
01
00
01
11
−1
/8
01
11
10
11
−1
/8
10
10
11
11
−1
/8
11
10
00
11
−3
/8
00
01
01
01
−1
/8
01
00
10
01
−1
/8
01
11
11
01
−1
/8
10
11
00
01
1/
8
11
10
01
01
−3
/8
00
01
01
11
1/
8
01
00
10
11
−3
/8
01
11
11
11
1/
8
10
11
00
11
−1
/8
11
10
01
11
−1
/8
00
01
10
01
−3
/8
01
00
11
01
1/
8
10
00
00
01
7/
8
10
11
01
01
−1
/8
11
10
10
01
−5
/8
00
01
10
11
−1
/8
01
00
11
11
−1
/8
10
00
00
11
1/
8
10
11
01
11
1/
8
11
10
10
11
−3
/8
00
01
11
01
−1
/8
01
01
00
01
1/
8
10
00
01
01
1/
8
10
11
10
01
−3
/8
11
10
11
01
−3
/8
00
01
11
11
1/
8
01
01
00
11
−1
/8
10
00
01
11
−1
/8
10
11
10
11
−1
/8
11
10
11
11
−1
/8
00
10
00
01
3/
8
01
01
01
01
−1
/8
10
00
10
01
3/
8
10
11
11
01
−1
/8
11
11
00
01
1/
8
00
10
00
11
1/
8
01
01
01
11
1/
8
10
00
10
11
1/
8
10
11
11
11
1/
8
11
11
00
11
−1
/8
00
10
01
01
−3
/8
01
01
10
01
−3
/8
10
00
11
01
1/
8
11
00
00
01
3/
8
11
11
01
01
−1
/8
00
10
01
11
−1
/8
01
01
10
11
−1
/8
10
00
11
11
−1
/8
11
00
00
11
−3
/8
11
11
01
11
1/
8
00
10
10
01
−1
/8
01
01
11
01
−1
/8
10
01
00
01
1/
8
11
00
01
01
1/
8
11
11
10
01
−3
/8
00
10
10
11
1/
8
01
01
11
11
1/
8
10
01
00
11
−1
/8
11
00
01
11
−1
/8
11
11
10
11
−1
/8
00
10
11
01
−3
/8
01
10
00
01
−1
/8
10
01
01
01
−1
/8
11
00
10
01
−1
/8
11
11
11
01
−1
/8
00
10
11
11
−1
/8
01
10
00
11
−3
/8
10
01
01
11
1/
8
11
00
10
11
−3
/8
11
11
11
11
1/
8
00
11
00
01
1/
8
01
10
01
01
−3
/8
10
01
10
01
−3
/8
11
00
11
01
1/
8
00
11
00
11
−1
/8
01
10
01
11
−1
/8
10
01
10
11
−1
/8
11
00
11
11
−1
/8
158
APPENDIX E
Frame extraction examples
Extracting graph models from given skeletons consists of four steps, which are type
identification, graph construction, edge collapse and pruning. All these steps are used
to extract graph model from the skeleton in Figure 4.1 back in Section 4.1. Here two
more examples are given for clarity.
E.1 Graph G1
Graph G1 with all node types identified comes from the voxel chain shown in Figure E.1b.
The mesh leading to G1 is identical to the mesh in Figure 4.1b, but in G1, one of the
joint node is tagged.
As can be seen in Figure E.2, the edge e3 ∈ G1, connected to the tagged joint node
v3 ∈ G1, has weight of 2. Using Algorithm 4.4 to remove short edge e3 ∈ G1 yields
a slightly different result from deleting e3 ∈ G1, because the merged node after the
removal acquires the coordinate and tag of the tagged node. e3 ∈ G1 is removed by
(a) Voxel model (b) Voxel chain from (a)
1v 2v
3v 4v
5v
6v
1e 2e
3e
4e 5e
6e
(c) Graph G1 from (b)
Fig. E.1 G1: graph extracted from the voxel chain
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merging row v4 to row v3 then crossing column e3 and row v4 in B(G1), as can be
seen in Figure E.2. The tagged node v3 ∈ G1 remains its position and tag. After the
1v 2v
3v 4v
5v
6v
1e 2e
3e
4e 5e
6e
(a) G1
(b) B(G1)
Fig. E.2 G1: remove short
edge e3
1v 2v
3v
5v
6v
1e 2e
4e 5e
6e
(a) G1
(b) B(G1)
Fig. E.3 G1: detecting the
duplicate edges e4 and e5
6
1v 2v
3v
5v
6v
1e 2e
4e 5e
6e
(a) G1
(b) B(G1)
Fig. E.4 G1: delete edge e5
1v 2v
3v
5v
6v
1e 2e
4e
6e
(a) G1
(b) B(G1)
Fig. E.5 G1: node v5 turns
out to be a regular node
1v 2v
3v
5v
6v
1e 2e
4e
6e
(a) G1
(b) B(G1)
Fig. E.6 G1: merge node v5
to node v3
1v 2v
3v
6v
1e 2e
6e
(a) G1
(b) B(G1)
Fig. E.7 G1: regular node
v5 is removed
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E.2 Graph G2
1v 2v
3v
6v
1e 2e
6e
(a) G1
(b) B(G1)
Fig. E.8 G1: remove regular
node v3
2v
3v
6v
2e
6e
(a) G1
(b) B(G1)
Fig. E.9 G1: final graph
edge collapse, a duplicate edge pair e4 ∈ G1 and e5 ∈ G1 occurs as in Figure E.3. The
duplicate edge e5 ∈ G1 is removed in Figure E.4 by crossing column e5 in B(G1).
Losing edge e5 ∈ G1, node v5 ∈ G1 becomes untagged regular node. The function in
Algorithm 4.3 will merge v5 ∈ G1 to v3 ∈ G1 and collapse edge e4 ∈ G1. This can be
seen in Figure E.5 and E.6. The graph in Figure E.7 is free of untagged regular nodes
or duplicate edges.
The last step is graph pruning. Algorithm 4.5 finds there exists one regular node
v1 ∈ G1 in Figure E.7a. Thus the zero-stress member e1 ∈ G1 is removed by crossing
column e1 and row v1 in B(G1), see Figure E.8.
The final graph is shown in Figure E.9. G1 in Figure E.9 and G1 in Figure 4.14
come from the voxel chain with identical topology, but different positions of tags lead
to difference in their final graphs. In the approach proposed in Section 4.1, the graph
always alters itself in order to preserve the positions of tagged nodes given by the user
to mark the important features.
E.2 Graph G2
Similar to the previous example, the voxel model in Figure E.10, which is used to
generate G2, also has the identical mesh to that in Figure 4.1. Instead, two joint voxels
are tagged.
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(a) Voxel model (b) Voxel chain from (a)
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3v 4v
5v
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1e 2e
3e
4e 5e
6e
(c) Graph from (b)
Fig. E.10 G2: graph extracted from the voxel chain
Though the weight of e3 ∈ G2 is 2, it cannot be collapsed, since both of the nodes
v3 ∈ G2 and v4 ∈ G2 are tagged. Algorithm 4.4 skips e3 ∈ G2 and continues to check
other possible short edges in G2. It turns out that the graph in Figure E.10c is free of
removable short edges. Next, the pruning algorithm, Algorithm 4.5, finds the zero-stress
member e1 ∈ G2 (with one regular end node v1 ∈ G2). This zero-stress member is
removed in Figure E.11 by deleting column e1 and row v1 in B(G2), which yields the
final graph presented in Figure E.12.
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(a) G2
(b) B(G2)
Fig. E.11 G2: zero-stress
member e1 is to be deleted
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(a) G2
(b) B(G2)
Fig. E.12 G2: final graph
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