Abstract. We formulate and prove reguralized double shu¿e and derivation relations for multiple L-values. A description of principal part of a multiple L-function is also given.
The set of functions fj a g a A R constitute a basis of the space FðR; CÞ. The expression of an element f A FðR; CÞ by this basis is the Fourier expansion of f : f 1 ðm 1 þÁÁÁþm n Þ f 2 ðm 2 þÁÁÁþm n ÞÁÁÁ f n ðm n Þ ðm 1 þÁÁÁþm n Þ k 1 ðm 2 þÁÁÁþm n Þ k 2 ÁÁÁðm n Þ k n
:
If n ¼ 1, the two series coincide. When k 1 b 2, these infinite series are absolutely convergent. When k 1 ¼ 1, the series are understood to be the limits 2 ÁÁÁm k n n ; provided they are convergent. As for the convergence, we have the following criterion.
Proposition 1.1. Suppose k 1 ¼ 1. The series L [ ð1; k 2 ; ...; k n ; f 1 ; ...; f n Þ and L Ã ð1; k 2 ; ...; k n ; f 1 ; ...; f n Þ are convergent if and only iff f 1 ð0Þ¼0, (i.e., P y A R f 1 ð yÞ¼0). Proof. We give a proof based on the standard method of Abel's summation for L [ . The other case is similar or can be deduced from this using the next proposition. Put SðnÞ :¼ P n m¼1 f 1 ðmÞ, Sð0Þ¼0, and Both sums on the right converge as R ! y and so LðRÞ converges. Iff f 1 ð0Þ 0 0, then SðnÞ is unbounded and the sum LðRÞ obviously diverges. r
From here on until we consider the regularization of divergent series, we always assumê f f 1 ð0Þ¼0i fk 1 ¼ 1. Each of the two types of MLV's (2) and (3) is expressed as a linear combination of the other type of MLV's. Proposition 1.2. We have L Ã ðk 1 ; ...; k n ; f 1 ; ...; f n Þ ¼ X a 1 ;...; a n A Rf f 1 ða 1 ÞÁÁÁf f n ða n ÞL [ ðk 1 ; ...; k n ; j a 1 ; j a 1 þa 2 ; ...; j a 1 þÁÁÁþa n Þ and L [ ðk 1 ; ...; k n ; f 1 ; ...; f n Þ ¼ X a 1 ;...; a n A Rf f 1 ða 1 ÞÁÁÁf f n ða n ÞL Ã ðk 1 ; ...; k n ; j a 1 ; j a 2 Àa 1 ; ...; j a n Àa nÀ1 Þ:
In particular, for a 1 ; ...; a n A R with a 1 0 0, we have L Ã ðk 1 ; ...; k n ; j a 1 ; ...; j a n Þ¼L [ ðk 1 ; ...; k n ; j a 1 ; j a 1 þa 2 ; ...; j a 1 þÁÁÁþa n Þ; ð4Þ L [ ðk 1 ; ...; k n ; j a 1 ; ...; j a n Þ¼L Ã ðk 1 ; ...; k n ; j a 1 ; j a 2 Àa 1 ; ...; j a n Àa nÀ1 Þ:
Proof. This is an immediate consequence of (1), the special case being obtained by setting f j ¼ j a j and notingĵ j a ðxÞ¼1 for x ¼ a and 0 otherwise. r
For the sake of simplicity we write L # ðk 1 ; ...; k n ; a 1 ; ...; a n Þ or L # ðk; aÞ with ðk; aÞ¼ðk 1 ; ...; k n ; a 1 ; ...; a n Þ for L # ðk 1 ; ...; k n ; j a 1 ; ...; j a n Þð # ¼ [ or ÃÞ. The index set ðk; aÞ¼ðk 1 ; ...; k n ; a 1 ; ...; a n Þ for which the series L # ðk; aÞ is convergent is called admissible. This is the case when k 1 b 2, or k 1 ¼ 1 and a 1 0 0i nR m as Proposition (1.1) shows. We also note that if a 1 ¼ÁÁÁ¼a n ¼ 0i nR m both of our MLV's coincide with the multiple zeta value and the index set is admissible if and only if k 1 b 2:
...; k n ; 0; ...; 0Þ¼L Ã ðk 1 ; ...; k n ; 0; ...; 0Þ¼zðk 1 ; ...; k n Þ:
In the theory of multiple zeta values, the iterated integral expression (the Drinfeld integral) played an important role. The series L [ ðk 1 ; ...; k n ; a 1 ; ...; a n Þ has a similar integral expression as follows. Let
where e j ð1 a j a kÞ are complex numbers with je j j a 1 and A 0 ðtÞ¼ 1 t and A e ðtÞ¼ e 1 À et ðe 0 0; jej a 1Þ:
We assume e 1 0 1 and e k 0 0, which ensures the convergence of the integral.
For positive integers k 1 ; ...; k n and a 1 ; ...; a n A R m , we see by expanding z=ð1 À ztÞ into the geometric series and performing the integral repeatedly the identity I ð 0; ...; 0 |fflfflffl ffl{zfflfflffl ffl}
; z a 1 ; 0; ...; 0 |fflfflffl ffl{zfflfflffl ffl}
; z a 2 ; ...; 0; ...; 0 |fflfflffl ffl{zfflfflffl ffl}
which is nothing but the multiple L-value L [ ðk 1 ; ...; k n ; a 1 ; ...; a n Þ. Written as an iterated integral, we have
1.2. Algebraic setup.
To formulate the various relations of MLV's, we adopt an algebraic setup developed by Ho¤man [H] and used in [IKZ] . Consider the non-commutative polynomial algebra A :¼ Qhx; y a ; a A R m i in m þ 1 indeterminates x; y a ða A R m Þ. We should remark that it is sometimes necessary to enlarge the field of coe‰cients to a certain extension of Q, depending on the class of functions f i involved in the definitions of L [ or L Ã . For our purpose, however, the field Q is su‰cient. We also define subalgebras A 1 and A 0 of A by
For an integer k b 1 and a A R m , put z k; a ¼ x kÀ1 y a . Then the algebra A 1 is freely generated by z k; a for all k b 1 and a A R m . We write A m ; A 0 m , and A 1 m for A; A 0 , and A 1 respectively, if the index m should be specified.
y a 2 ÁÁÁx k n À1 y a n Þ¼L Ã ðk 1 ; ...; k n ; a 1 ; ...; a n Þ and
...; k n ; a 1 ; ...; a n Þ;
both of which being extended Q-linearly. We define the harmonic product Ã on A 1 inductively by
for all k; l b 1, a; b A R m , and any words w 1 ; w 2 A A 1 , together with Q-bilinearity. In a similar manner as in [H] , the space A 1 equipped with this product is shown to become a commutative algebra and A 0 a subalgebra. We denote these algebras by A 1 Ã and A 0 Ã . As in the case of multiple zeta values, the multiplication law of the series L Ã ðk; aÞ is stated as the evaluation map L Ã on A 0 is an algebra homomorphism with respect to the harmonic product Ã:
For instance, the harmonic product
for admissible index sets ðk 1 ; a 1 Þ and ðk 2 ; a 2 Þ. The other product corresponding to the multiplication of the series L [ ðk; aÞ (via its iterated integral expression) is the shu¿e product, defined on all of A inductively by setting
for any words w; w 1 ; w 2 A A and u; v A fx; y a ða A RÞg, together with Q-bilinearity. This product gives A the structure of a commutative Q-algebra which we denote by A [ . 
for all w 1 ; w 2 A A 0 . As an example of the shu¿e product, we give, for any admissible index sets ðk 1 ; a 1 Þ; ðk 2 ; a 2 Þ,
which corresponds to
2. Finite and extended double shu¿e relations.
Finite double shu¿e relation.
To connect the two algebra homomorphisms (6) and (7), we define a Q-linear endomorphism I of A 1 . First we set
for any index set ðk; aÞ¼ðk 1 ; ...; k n ; a 1 ; ...; a n Þ, and then extend this to A 1 by Qlinearity. In terms of the map I, the relation (4) in Proposition 1.2 is stated as
Then the finite double shu¿e relation for MLV is stated as Proposition 2.1 (Finite double shu¿e relation). For any w 1 ; w 2 A A 0 , we have
Remark. When m ¼ 1, the map I is the identity and this relation is nothing but the finite double shu¿e relation of the multiple zeta values.
Proof. By (6), (9) and (7), we have
On the other hand, the left-hand side equals L [ ðIðw 1 Ã w 2 ÞÞ by (9) and hence the proposition holds. r 2.2. Extension of the evaluation maps L Ã and L [ . In the next two subsections, we extend the double shu¿e relations by taking the divergent series into the picture, namely by regularizing the divergent series. Since the arguments involved are similar to those developed in [IKZ] , all the proofs are sketchy except where the map I plays a role.
Algebraically, the regularizations are the following extensions of homomorphisms
½ y 0 (the product of y 0 and elements in A 0 being Ã and [ respectively), the latter of which is standard and the former can be shown in a similar way as in [H] , we have, for # ¼Ã or [, the following mapL
is an algebra homomorphism with respect to the product #.
Examples. For a 0 0, we have y 0 y a ¼ y a Ã y 0 À y a y 0 À xy a and thuŝ L L Ã ðy 0 y a Þ¼L Ã ð1; aÞT À L Ã ð1; 1; a; 0ÞÀL Ã ð2; aÞ;
As examples of degree 2, we have
and hencê
; 2; a; 0ÞþL Ã ð1; 1; 1; a; 0; 0Þ:
On the other hand, the equation
givesL
1; 1; a; 0; 0Þ:
Analytically, these maps have the following interpretations. For R > 0 and an index set ðk; aÞ¼ðk 1 ; ...; k n ; a 1 ; ...; a n Þ, put
If ðk; aÞ is admissible, then L R Ã ðk; aÞ converges to L Ã ðk; aÞ as R ! y. Let L Ã k; a ðTÞ A C½T denote the polynomialL L Ã ðwÞ for the word w ¼ x k 1 À1 y a 1 ÁÁÁx k n À1 y a n A A 1 corresponding to the (not necessarily admissible) index set ðk; aÞ. Then, in a similar manner as in [IKZ, §2] , we see that L Ã k; a ðTÞ is the unique polynomial in C½T such that lim More precisely, we can show also by induction that the coe‰cient of T i is in the Qvector space spanned by the L-values of weight k À i, k being the weight of k.
On the other hand, the polynomialL L [ ðwÞ measures the divergence of the integral (5). More precisely, for an index set ðk; aÞ¼ðk 1 ; ...; k n ; a 1 ; ...; a n Þ, define a multilogarithmic function by
which is absolutely convergent for jtj < 1. This is equal to the integral (5) with the endpoint 1 of the outer integral replaced by t. Let L [ k; a ðTÞ A C½T denote the poly- where k 0 ; a 0 and s have the same meaning as above, and the coe‰cient of T i is in the Q-vector space spanned by the L-values of weight k À i, k being the weight of k. Proofs of these facts are again similar to the case of multiple zeta values.
The key identity of Zagier in [IKZ] , which relates the two types of regularizations, holds true for our setting, if modified by taking the map I into account. Define a C-linear map r : C½T!C½T by rðT n Þ¼P n ðTÞ ð n ¼ 0; 1; 2; ...Þ where
G ð jÞ ðsÞ being the jth derivative of the gamma function GðsÞ. By using generating functions, the definition amounts to saying that the image of r of each monomials T n is given by (the identity in C½T½½u)
Proof. For a ¼ða 1 ; a 2 ; ...; a n Þ, putã a ¼ða 1 ; a 2 À a 1 ; ...; a n À a nÀ1 Þ. Noting the identities
the argument in [IKZ] works almost literally and we obtain the identity
Replacing w by IðwÞ, we obtain the desired identity. r
Note that the identity (15) restricts to (9) on A 0 .
Regularized double shu¿e relation.
With the help of Theorem 2.2 we can generalize the double shu¿e relation (Proposition 2.1). The case for m ¼ 1 has been treated in [IKZ] . Let reg
½T which sends y 0 to T and is identity on A 
Moreover we define reg [ ðwÞ to be the constant term of reg we have
When w 1 A A 0 , this becomes (10).
Proof. By Theorem 2.2 we havê (9)) on both sides and using the C-linearity of r, we have
The left-hand side equalsL L [ ðIðw 0 Þ[Iðw 1 ÞÞ and hence we obtain 
Moreover, we may deduce Theorem 2.2 from these relations. In other words, each of Theorem 2.2, Theorem 2.3, and the current theorem give (together with Proposition 2.1) the same set of linear relations of MLV's.
Proof. The identity is readily shown by specializing w 1 ¼ y r 0 in Theorem 2.3, as indicated above. The proof of the latter half is carried out in the next section after giving some algebraic preparations necessary.
Example. Let r ¼ 2 and w 0 ¼ y a ða 0 0Þ in the theorem. We compute the harmonic product as We extend to our A or A 1 various derivations and automorphisms used in [IKZ] , which played a vital role in the proof of the extended (regularized) double shu¿e relations. Again, we omit the details when the argument is identical to the one given in [IKZ] .
Recall that we have set 
We observe that d z is a derivation which commutes with one another, and moreover that d z extends to a derivation of the non-commutative algebra A whose action on generators is given by
It is convenient to define a multiplication on Z with which the space Z becomes a commutative and associative algebra:
For instance, we simply have
Here, c A 1 A 1 is the completion of A 1 , i.e., the closure of A 1 in the non-commutative power series ringÂ A, and we denote the element 1 þ z þ z 2 þ z 3 þÁÁÁ in c Note that, because the d t is a derivation ofÂ A which raises degree, its exponential
is an automorphism of non-commutative algebraÂ A, as is seen from the Leibniz rule. The identity (18) then shows that the F z extends to an automorphism of noncommutative algebraÂ A. We know from [IKZ] that
We shall compute F z ðx þ y a Þð a A R m Þ in the following.
Lemma 2.5. For z A Z and a A R m , we have
Proof. Set t ¼ log ð1 þ zÞ. Since t Ã y a ¼ ty a þ y a t þ t y a , we have
We can easily prove by induction on n that 
We have, by (18) and (19),
and by (20) This is a derivation on A and its exponential is given by (an identity in A½½u)
where w 0 A A 0 and the identity is in C½T½½u, the mapL L being extended coe‰cient-wise.
We now give a proof of Theorem 2.4. Set
where u is a formal parameter (the symbol here denotes the composition of Q-linear mappings). We should stress that, unlike the case of multiple zeta values, the map D u is not an algebra homomorphism because of the insertion of I, but only a Q-linear map. Replacing w with D u ðwÞ in (21), we have
Here the left-hand side equals (24) and taking reg [ of both hand sides, we have
Replacing w 0 with IðF y 0 u ðw 0 ÞÞ in (22), we get reg
This yieldsL
On the other hand, we have the identity (the equation (5.7) in [IKZ] )
Therefore by using (26), (27) and (25),
Note that we have derived this identity in purely algebraic way. Therefore, since the last term on the right vanishes by (9) and since y r Applying (9) to the second formula in the last equalities, we obtain the following corollary which we will need later. Corollary 2.6. For w 0 A A 0 we have
3. Derivation relations.
In this section z denotes x þ y 0 ; z ¼ x þ y 0 . For an element f A X Q½½X , let q f be the derivation on A defined by We often use the formula
Let q n ðn ¼ 1; 2; ...Þ be the particular derivation corresponding to f ¼ X n : q n ¼ q X n . The action on the algebra generators is given by
( Now we state the derivation relations of MLV's*. To prove the theorem, we introduce the corresponding automorphisms. For h A 1 þ X Q½½X , letD D h denote the automorphism of the non-commutative completed Q-algebraÂ A defined byD
As in [IKZ, §7] , the derivation q f and the automorphismD D h are related bŷ
Consider the specific automorphismD D 1þuX (u being a parameter). By the identity logð1 þ uX Þ¼ P y n¼1 ðÀ1Þ nÀ1 u n X n =n, the automorphismD D 1þuX and the derivations fq n g are related by * The case n ¼ 1 and a part of n ¼ 2 were established by T. Koura [Ko] .
The key identity that enables us to connect the double shu¿e story in the last section to the derivations q n is the following. Recall the definition (23) Here, the map I is extended to A by
Proof. As remarked before, this is not an identity of homomorphisms and so we have to check the images of general monomials in A on both sides coincide. The identity for w ¼ x holds true since we have D u ðxÞ¼xð1 þ uy 0 Þ À1 as in [IKZ] . Let a A R m . Lemma 2.5 implies
Then,
By the definition of D u , we find
It is easily shown from the identities d
Since expðÀd [ uÞ is an automorphism of the non-commutative algebraÂ A, we have
Here the last expression coincides withD D 1þuX ðx þ y a Þ. Therefore we have
y a n x lÀ1 be a monomial in A with k 1 ; ...; k n ; l positive integers and a 1 ; ...; a n A R m . Then, taking the identities 
For simplicity write Y a ¼ð1 þ uxÞy a ð1 À uy a Þ À1 for a A R m . Using this notation, we have
Proof of Theorem 3.1. By Proposition 3.2 and (28), we have
nÀ1 n u n q n ! I and hence
Corollary 2.6 gives ðk 1 ; k 2 ; ...; k n ; a 1 ; a 2 ; ...; a n Þ ¼ l
(when each L-value converges). The authors do not know whether there is some exact relationship between these and the relations discussed in our paper or not.
Applications.

Principal part of multiple L-functions.
For any index set ðk; aÞ¼ðk 1 ; ...; k n ; a 1 ; ...; a n Þ not necessarily admissible, we define ''multiple L-functions ' 
The series are absolutely convergent for ReðsÞ > 0 and can be extended to a meromorphic function of s in a similar fashion as in [AK] . where I is the bijection on the set R n m defined by I ða 1 ; a 2 ; ...; a n Þ¼ ða 1 ; a 1 þ a 2 ; ...; a 1 þ a 2 þÁÁÁþa n Þ. I f a ¼ð0; 0; ...; 0 |fflfflfflfflfflffl{zfflfflfflfflfflffl} give the same function which is denoted by zðk 1 þ s; k 2 ; ...; k n Þ.
In the following, we show that the principal parts at s ¼ 0o fL 
Some examples of relations among multiple L-values.
We restrict ourselves to the cases m ¼ 3 and 4 and give results having a flavor of ''sum formula''. Let w 3 and w 4 be the unique non-trivial Dirichlet characters mod 3 and mod 4 respectively. The following result was first proved by M. Nishi [N] by a method of manipulating the defining series.
Proposition 4.2 (Nishi) . For any integer n b 2, we have
Proof. We give a proof of the second identity, the first being obtained similarly. First we note that from the shu¿e product identity similar to (8), we have
and by summing up
for any f 1 ; f 2 withf f 1 ð0Þ¼f f 2 ð0Þ¼0. By this we find
The product on the right is rewritten by the harmonic product as (8) As for a general ''sum formula'', only we could show is the following relation, which can be deduced by applying shu¿e product identity on the right-hand side. For any f withf f ð0Þ¼0, we abbreviate L [ ðk 1 ; k 2 ; ...; k n ; f ; f ; ...; f Þ as L [ ðk 1 ; k 2 ; ...; k n ; f Þ.
Proposition 4.3. Let k; n be positive integers with 1 a n a k. Then we have ; k þ 1 À n; f Þ;
where the summation on the left is taken over all positive integers k 1 ; ...; k n with k 1 þÁÁÁþk n ¼ k.
A connection to the Drinfeld associator.
As is fairly known, the regularized multiple zeta values are closely related to the so-called Drinfeld KZ associator. We recall briefly the definition of the Drinfeld KZ associator [D] . For more detail, see e.g., [ Ka, Chapter XIX] . Consider the linear
