Detection of spin entanglement via spin-charge separation in crossed
  Tomonaga-Luttinger liquids by Schroer, Alexander et al.
Detection of Spin Entanglement via Spin-Charge Separation in Crossed
Tomonaga-Luttinger Liquids
Alexander Schroer,1 Bernd Braunecker,2 Alfredo Levy Yeyati,3 and Patrik Recher1, 4
1Institut fu¨r Mathematische Physik, Technische Universita¨t Braunschweig, D-38106 Braunschweig, Germany
2Scottish Universities Physics Alliance, School of Physics and Astronomy,
University of St Andrews, North Haugh, St Andrews KY16 9SS, United Kingdom
3Departamento de F´ısica Teo´rica de la Materia Condensada, Condensed Matter Physics Center (IFIMAC),
and Instituto Nicola´s Cabrera, Universidad Auto´noma de Madrid, E-28049 Madrid, Spain
4Interactive Research Center of Science, Tokyo Institute of Technology, 2-12-1 Ookayama, Meguro, Tokyo 152-8551, Japan
We investigate tunneling between two spinful Tomonaga-Luttinger liquids (TLLs) realized, e.g.,
as two crossed nanowires or quantum Hall edge states. When injecting into each TLL one electron of
opposite spin, the dc current measured after the crossing differs for singlet, triplet, or product states.
This is a striking new non-Fermi liquid feature because the (mean) current in a noninteracting beam
splitter is insensitive to spin entanglement. It can be understood in terms of collective excitations
subject to spin-charge separation. This behavior may offer an easier alternative to traditional
entanglement detection schemes based on current noise, which we show to be suppressed by the
interactions.
PACS numbers: 71.10.Pm, 03.65.Ud, 73.40.Gk, 73.63.Nm
Entanglement is a necessary prerequisite for universal
quantum computation and certain quantum communica-
tion protocols like quantum teleportation or dense cod-
ing [1]. The creation of nonlocal pairwise entangled par-
ticles has been successfully demonstrated with photons
[2–4] by violating a Bell inequality [5, 6]. The same has
not yet been demonstrated in transport experiments in a
solid state device. In particular, spin-entangled electrons
are important candidates, because the electron spin in
quantum dots could be used as a qubit [7], with proven
promising spin-coherence times [8]. From the theoreti-
cal side, Cooper-pair splitters (CPSs) [9–16] were pro-
posed as a potential source of mobile and nonlocal spin-
entangled pairs, using the process of crossed Andreev re-
flection [17, 18]. Experimentally, such CPSs have been
built successfully [19–21] with high efficiency [22]. How-
ever, the spin entanglement of these correlated pairs has
not been demonstrated so far. Several detection schemes
for entangled states were proposed based on a violation of
a Bell inequality using cross-correlation (noise) measure-
ments [23–29], current measurements in a CPS with spin-
filter properties [30], or exploiting beam splitters [31–39]
where a bunching or an antibunching behavior in the two-
electron scattering process depends on the orbital wave
function of the entangled pairs, distinguishing singlets
from triplets or product states. The latter is an effect of
statistics and holds already for noninteracting electrons.
The average current does not carry a signature of entan-
glement in Fermi-liquid systems [31].
In this Letter we show that the situation is radically
different in the case of a beam splitter made of one-
dimensional interacting nanowires [40, 41], or, almost
equivalently, integer quantum Hall (QH) edge states [42–
46]. In these systems, which can conveniently be de-
scribed as Tomonaga-Luttinger liquids (TLLs) [47, 48],
the average current is sensitive to spin entanglement
due to the property of spin-charge separation. This
is a desirable feature because the current is generally
much easier to measure than noise or higher-order corre-
lation functions. An interpretation of the current noise
in terms of (anti-)bunching [31] still applies, although
Coulomb repulsion reduces the signal. The TLL system
allows for an entangler [11, 12, 16] and detector scheme
without the need of magnetic elements (spin filters) nor
noise-correlation measurements. Experimentally, trans-
port through crossed 1-D conductors has already been
demonstrated, including TLL effects [49–52]. We focus
on the slightly more general case of nanowires and give
details about a QH implementation in the Supplemental
Material.
Model.—We consider two long nanowires (wire 1 and
wire 2), which are connected through a weak tunnel junc-
tion at x = 0 (Fig. 1). To the left of the junction, at
x1, x2 < 0, electrons are injected pairwise from an en-
tangler, biased with a voltage V . The temperature is
assumed smaller than the bias voltage and can be set to
zero for convenience. The rate of injection is sufficiently
low that there are no correlations between subsequent
electron pairs.
In the TLL left- and right-moving electron modes are
expressed as bosonic fluctuations described by the Hamil-
tonian [53–55]
H0 =
∑
jα
∫
dx
h¯vα
2
[
gα
(∂φjα
∂x
)2
+
1
gα
(∂θjα
∂x
)2]
, (1)
with φ and θ dual phase fields obeying
[θjα(x, t), φj′α′(x
′, t)] = (i/2)δjj′δαα′sgn(x − x′). In
this notation, ∂xφjα is proportional to the charge
current (α = ρ) or the spin current (α = σ) in wire
j ∈ {1, 2} and ∂xθjα to the corresponding density.
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2FIG. 1. (Color online) Tunnel junction with amplitude T at
x = 0 between two interacting one-dimensional wires. Via an
entangler biased with a voltage V , two spin-entangled elec-
trons are injected simultaneously at x1 in wire 1 and at x2
in wire 2 with an amplitude I, and subsequently decay into
collective spin and charge excitations. The current expecta-
tion values I1,2 measured at x, x˜ at the far opposite side of
the junction and their cross correlations are influenced by the
entanglement of the original electrons.
Assuming SU(2) spin invariance, the interaction pa-
rameter in the spin sector is gσ = 1, and in the charge
sector, gρ ≡ g < 1. With vF the Fermi velocity,
vρ = vF /gρ and vσ = vF are the velocities of spin
and charge excitations. The physical electron field
with spin s ∈ {↑, ↓} is ψjs = ψjRs + ψjLs with the
right(R)- and left(L)-moving contribution ψjR/Ls(x, t) =
(2pia)−1/2FjR/Ls exp[±ikFx + 2piiΦjR/Ls(x, t)] and Φ
a linear combination of φ and θ [54, 55]. The Klein
factors F are unitary, anticommuting operators ensur-
ing fermionic commutation relations [54]. The cutoff
parameter of the wires, a, corresponds to their inverse
bandwidth.
The tunnel junction at x = 0 is described by the Hamil-
tonian
HT = T
∑
ν,ν′∈{R,L}
s∈{↑,↓}
(
ψ†1ν′s(0)ψ2νs(0) + ψ
†
2ν′s(0)ψ1νs(0)
)
. (2)
Initial state approach.—First, we include the entangled
electron pair as a suitably chosen initial state at time t0
with one electron in each wire at x1 and x2, respectively,
on top of the many-particle ground state |〉
|ϕ〉 = pia√
2
(
ψ†2↓(x2)ψ
†
1↑(x1) + e
iϕψ†2↑(x2)ψ
†
1↓(x1)
)
|〉
:= 2−1/2
∑
ν1,ν2
(
|ν1 ↑, ν2 ↓〉+ eiϕ |ν1 ↓, ν2 ↑〉
)
. (3)
The relative phase ϕ is the rotation angle between the
pure triplet state (ϕ = 0) and the pure singlet state (ϕ =
pi). We choose |x1,2|  a to avoid initial overlap between
the injected electrons and the tunnel contact. Later, we
will show that the results of this model carry over to the
case of an applied bias voltage V by essentially replacing
the wave-packet width a of the state |ϕ〉 by h¯vF /eV ,
where e is the electron charge.
Every expectation value of an operator O
with respect to these states can be written as
〈ϕ| O |ϕ〉 = Odir + cos(ϕ)Oexc, where the direct
term Odir = ∑ν1ν2 〈ν1 ↑, ν2 ↓|O |ν1 ↑, ν2 ↓〉 is the
product state contribution, and the exchange term
Oexc = ∑ν1ν2 〈ν1 ↑, ν2 ↓|O |ν1 ↓, ν2 ↑〉 is a distinctive
indicator of entanglement [31]. Varying ϕ is a pow-
erful way to identify the exchange contribution in a
measurement, which will be discussed later on.
Within this approach, the current expectation value in
wire 1 after the injection is given by
I1 = eΓ2e
∫ ∞
t0
dt 〈ϕ| I1(x, t) |ϕ〉 , (4)
with x  a, Γ2e  vFa−1 the rate of injection,
and the bosonized current operator [55] Ij(x, t) =
−√2/pi∂tθj(x, t). Similarly, the zero-frequency cross-
correlations between the two wires are
S12 =
e2Γ2e
2
∫ ∞
t0
dtdt′ 〈ϕ|
{
δI1(x, t), δI2(x˜, t
′)
}
|ϕ〉 , (5)
where δIj = Ij − 〈ϕ| Ij |ϕ〉.
Treating HT as a perturbation [56], the expressions
Eqs. (4) and (5) can be evaluated with a standard
Keldysh nonequilibrium generating functional approach
[57–59]. Besides the zeroth-order contributions (no tun-
nel processes) I
(0)
1 = −eΓ2e2 and S(0)12 = 0 they yield sec-
ond order in T direct and exchange corrections. The for-
mer contain effects due to interactions and spin-charge
separation, which are further discussed in the Supple-
mental Material, but they are not sensitive to entangle-
ment. The latter are
I
(2)exc
1 = eΓ2e
1 + g
2
(6)
×
[
〈R ↑, R ↓|U (1)↑†1R→2RU (1)↓1R→2R |R ↓, R ↑〉
− 〈R ↑, R ↓|U (1)↓†2R→1RU (1)↑2R→1R |R ↓, R ↑〉
]
,
S
(2)exc
12 = −e2Γ2e
(1 + g
2
)2
(7)
×Re
[
〈R ↑, R ↓|U (1)↑†1R→2RU (1)↓1R→2R |R ↓, R ↑〉
+ 〈R ↑, R ↓|U (1)↓†2R→1RU (1)↑2R→1R |R ↓, R ↑〉
]
.
Here, U
(1)s
jR→kR = −ih¯−1
∫∞
t0
dt′ HT (t′)|sjR→kR is the
first-order contribution of the time evolution operator
which connects the initial state to a final state in the dis-
tant future, including only the parts of the tunnel Hamil-
tonian HT which describe tunneling of right-moving spin
s electrons from wire j into wire k. In this way we can
3distinguish two events: an electron tunnels out of wire 1
(1 → 2), and an electron tunnels into wire 1 (2 → 1).
One increases and the other decreases the current, but
both add to the noise. Their strength is given by the
overlap of the corresponding final state U (1)s |↓↑〉 with
its spin-flipped counterpart 〈↑↓|U (1)−s†; i.e., a process
has a large rate if the final state after one tunnel event
is mostly invariant under spin flip. This will be a key
observation to interpret the results. The factor 1+g2 is
caused by charge fractionalization [60]. When measuring
the current or noise not in the TLL, but in Fermi liquid
reservoirs to the right of the beam splitter, the complete
charge will be detected [58, 59, 61–65]. Formally, this
corresponds to setting g → 1 in the prefactors (but not
in the correlation functions) of Eqs. (6) and (7). This,
however, only leads to minor quantitative changes, so we
will not make the distinction in the following.
In the noninteracting (g = 1) and in the symmetric
(x1 = x2) cases, the time integrals in Eqs. (6) and (7)
can be solved analytically. At g = 1, the exchange noise
is a Lorentzian of d = x2 − x1,
S
(2)exc
12 = e
2 Γ2e
2
∣∣∣ T
h¯vF
∣∣∣2 1
4 + (d/a)2
, (8)
meaning that there can only be an exchange process if
the spins meet at the tunnel junction. Like in earlier non-
interacting results in energy [31, 34, 35] and time domain
[66], nonzero exchange noise requires orbital overlap. In-
teractions decrease the exchange signal. At x1 = x2 the
power law S
(2)exc
12 ∝ ((1 + g)/2)2(2g−1 + 1)−(g
−1+g)/2 is
obtained.
As expected, the exchange current vanishes exactly
without interactions, since the two amplitudes in Eq. (6)
cancel. This is already true when spin-charge separation
is neglected, i.e., when setting vρ = vσ. For vρ 6= vσ, how-
ever, a numerical integration of Eq. (6) demonstrates that
I
(2)exc
1 is nonzero in general (Fig. 2). This confirms that
entanglement can be detected in the many-body system
by current measurements only and that the phenomenon
of spin-charge separation is essential. It induces a crucial
asymmetry between the two competing processes, which
goes unnoticed if both are summed up (current noise),
but is relevant if they are subtracted (mean current).
The behavior of the exchange current in Fig. 2
can be qualitatively understood in the following way:
In the nanowires, the two injected electrons de-
cay each into a collective charge density excitation
〈R ↑| ∂xθiρ(x, t) |R ↑〉 = 1+g2 δa(x − xi − vρ(t − t0)) +
1−g
2 δa(x − xi + vρ(t − t0)) and a collective spin density
excitation 〈R ↑| ∂xθiσ(x, t) |R ↑〉 = δa(x−xi−vσ(t− t0)),
where δa(x) =
1
pi
a
a2+x2 [11, 58]. They propagate with dif-
ferent velocities vρ,σ and have a nonzero spatial extent a
due to the finite bandwidth. When one of them reaches
the tunnel point at x = 0, there is a charge or spin im-
balance across the junction, which is compensated by a
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FIG. 2. (Color online) Exchange contributions to the tun-
nel current in wire 1 and the zero-frequency current cross-
correlations between wire 1 and wire 2 (right inset) for
different interaction parameters g and injection distances.
(x1 + x2)/2 = −15a is fixed. The exchange contribution to
the tunnel current is nonzero if x1 ≈ x2 because spin-charge
separation induces an asymmetry between the two directions
of tunneling. The arrow tips indicate the expected positions
of the maxima, cf. Eq. (9). Gray lines represent equidistant
intermediate g values. The exchange part of the current noise
is finite only if the spins meet at the junction. Left inset:
analytic approximation, Eq. (11).
tunneling event: when the spin-down excitation in wire 1
arrives at the junction, either a spin-down electron can
tunnel out of wire 1, or a spin-up electron can tunnel into
wire 1. So, quite intuitively, spin excitations alone do not
create a charge current on average [67]. When, however,
the charge excitation in wire 1 arrives at the tunnel con-
tact, the charge imbalance induces only tunneling from
wire 1 into wire 2 [first term in Eq. (6)]. It suffices to
consider the case in which a spin-down electron tunnels
[68]. As illustrated in Fig. 3(a), an additional charge and
an additional spin-down excitation are created in wire 2,
and a spin-down hole is left behind in wire 1. This fi-
nal state is invariant under spin flip if the two opposite
spin excitations now present in each wire compensate. In
wire 1, the spin hole must be compensated by the spin-
down excitation from the injection. Because it is created
at the position of the charge excitation, spin-charge sep-
aration makes this compensation impossible, unless the
injection point in wire 1 is near the tunnel junction, so
that both excitations are still close. In wire 2, the spin-
down excitation produced by tunneling needs to coincide
with the spin-up excitation created at injection, so the
process is strong if x1/vρ = x2/vσ. Following the same
reasoning, the competing process 2 → 1 is strongest if
x2/vρ = x1/vσ. Unless vρ = vσ these conditions can-
not be fulfilled simultaneously, so the two processes do
not cancel and the exchange current becomes nonzero
[Fig. 3(b)]. Using gvρ = vσ, the two conditions can be
4FIG. 3. (Color online) Exchange process. (a) x1  x2. When
the charge excitation of electron 1 (dashed line) reaches the
tunnel junction at x = 0, the charge imbalance can trigger
a tunnel event. This creates a new charge and a new spin
excitation in wire 2 and leaves behind a spin hole in wire 1
(all marked by stars). Spin and charge excitations are drawn
with different height for better visibility. (b) For suitable
injection points x1/vρ = x2/vσ the new spin excitations com-
pensate the one already present in each wire, leading to a
strong exchange process. The competing process cannot have
spin compensation at the same time and is weak. This asym-
metry caused by spin-charge separation gives rise to a finite
exchange current.
combined as
x2 − x1
x2 + x1
= ±g − 1
g + 1
(9)
and become manifest as extrema in the exchange current
(indicated by arrows in Fig. 2). Similar peaks reflecting
spin-charge separation are already present in the direct
terms (cf. Supplemental Material).
Quantitatively, the final state 1→ 2 is
|1→ 2〉 :=
∑
t
ψ†2↓(0, t)ψ1↓(0, t)ψ
†
1↓(x1, t0)ψ
†
2↑(x2, t0) |〉 ,
(10)
where t ∈ {x1/vρ, x1/vσ, x2/vσ} is summed over all pos-
sible tunnel times (including the spin-induced events to
allow for interference effects). The corresponding process
strength is P1→2 := 〈 ˜1→ 2|1→ 2〉, where | ˜1→ 2〉 is the
spin-flipped final state, obtained by flipping all spin in-
dices in Eq. (10). Constructing P2→1 analogously, the
exchange current becomes
I
(2)exc
1 ≈ eΓ2e
∣∣∣ T
h¯vF
∣∣∣2 1 + g
2
(
P2→1 − P1→2
)
. (11)
All features of the numerics are reproduced by this ex-
pression (Fig. 2, left inset). From the explicit form
of Pi→j , which is calculated in the Supplemental Ma-
terial, we extract that the exchange current decays as
I(2)exc ∝ |x1 + x2|−3.
Biased injection.—Time controlled pointlike pair injec-
tion into QH edge states has recently been demonstrated
with charge pumps [69]. A CPS operated at a constant
voltage, on the other hand, can be modeled by a pair-
tunneling Hamiltonian which takes into account a volt-
age induced phase difference [70] instead of the initial
state approach. The voltage gives rise to a length scale
∼ h¯vF /eV . At large bias, eV → h¯vFa−1, the injection
becomes as pointlike as allowed by the bandwidth and we
recover the results of the initial state approach. At low
voltages, it follows from standard renormalization group
arguments that physical quantities like the current de-
pend on the ratio of x1,2 and the length scale set by the
voltage (Supplemental Material). In particular, the ex-
change currents at two voltages V , V ′ are related through
Iexc1 x1,x2(V ) ≈
( V
V ′
)g−1+g−1
Iexc
1 V
V ′ x1,
V
V ′ x2
(V ′). (12)
This means that in order to access the x1,2 dependency
illustrated in Fig. 2 experimentally, it is not necessary to
actually move the injection points. Rather, varying volt-
ages can be applied to a fixed geometry sample (cf. Sup-
plemental Material). In a QH realization, the length of
different edges can be fine-tuned by appropriate gating,
which additionally gives direct access to x1,2.
To estimate the signal strength, we assume that the
distance between the tunnel junction and the injection
points is on the order of the length set by the bias voltage,
x1 = h¯vF /eV and x2 = 3h¯vF /eV . At smaller distances
injection and tunneling cannot be regarded as distinct
events. While not changing the physics, this considerably
complicates quantitative predictions. At much larger dis-
tances, disorder and spin decoherence may become rele-
vant. Employing the scaling relation [Eq. (12)], we ob-
tain Iexc1 x1,x2(V ) ≈ e2h¯−1V Iexc,init1 x1=a,x2=3a/(evF /a), where
Iexc,init1 is the exchange current obtained in the initial
state approach. To remove the explicit dependency on
the cutoff we have used g−1 + g − 1 ≈ 1, a valid approx-
imation for a common nanowire interaction parameter
g = 0.8. A CPS is operated at voltages below the super-
conducting energy gap of about 1 meV (Nb), such as V ∼
0.1 mV. For a total transmission |I|2|T |2 ∼ 10−2h¯4v4F ,
with I the injection amplitude, the exchange current is
on the order of a few pA, a well-accessible value in ex-
periments. With vF = 10
5 m/s, the injection distances
become |x1| ∼ 500 nm and |x2| ∼ 1500 nm.
The primary challenge when designing an entangle-
ment detection scheme which is not based on the vio-
lation of a Bell-type inequality is to isolate the exchange
contribution from the background given by the direct
contributions and measurement noise. This is particu-
larly true for the exchange current, which is 2 to 3 or-
ders of magnitude smaller than the background. When
changing the phase angle ϕ linearly, the exchange con-
tribution oscillates and can be isolated easily via lock-in
5amplification from the direct signal, which remains unaf-
fected, cf. Eq. (3). All other parameters can then remain
fixed. One way to influence ϕ is given by the Rashba
spin-orbit interaction [71] present in nanowires: when
applying a transversal electric field E (illustrated by the
gray back gates in Fig. 1), spin-up and spin-down elec-
trons acquire different Fermi vectors kF ± kR [32] where
kR = 2pi/λR ∝ E is tunable via back gates [72, 73]. In
this way, until reaching the tunnel junction a relative
phase ϕ = 4pi(x1 − x2)/λR ∝ E is collected. Recent ex-
periments on InAs wires show that the Rashba length
λR can become as short as 150 nm [74] which allows for
several oscillation periods at the beam splitter size as es-
timated above. When ramping the electric field E up and
down in a triangular fashion, the exchange current oscil-
lates continuously. Entanglement can thus be detected
without any magnetic element or correlation measure-
ment.
To conclude, we have demonstrated how, due to spin-
charge separation, the hallmark of TLLs, spin entangle-
ment affects the average charge current in an electronic
beam splitter. The underlying mechanism can be fully
understood in terms of collective excitations. In addi-
tion to traditional entanglement detection schemes based
on spin filters and correlation measurements, which have
proven to be notoriously difficult to implement, this effect
allows for a promising new approach.
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SUPPLEMENTAL MATERIAL
We give further details about the construction of the
generating functional and the nonequilibrium perturba-
tive expansion within the initial state approximation.
The direct tunnel contributions to the current and to
the current noise are discussed with a special focus on
features induced by spin-charge separation. We give the
full analytic approximation of the exchange current dis-
cussed in the main text and confirm the validity of the
initial state approximation and the bias-dependent scal-
ing behavior numerically. The I(V ) and G(V ) behav-
iors implied by the scaling behavior are plotted. An al-
ternative implementation using a quantum Hall sample
of Corbino geometry is discussed. For brevity we set
a = e = h¯ = vF = 1 in intermediate results.
GENERATING FUNCTIONAL AND
PERTURBATION THEORY
It is convenient to introduce a contour-ordered gener-
ating functional
Zϕx1,x2 = 〈ϕ|TCe
∫
dx
∫
C dt
∑
iνs jiνs(x,t)Φiνs(x,t) |ϕ〉
= Zdirx1,x2 + cos(ϕ)Z
exc
x1,x2 , (S1)
where i ∈ {1, 2} labels the wire, ν ∈ {R,L} ≡ {1,−1}
distinguishes left and right-movers, s ∈ {↑, ↓} ≡ {1,−1}
is the spin index and j a source field. Time-ordering TC
and the integral in the exponential are performed along
the Keldysh contour from t0 to ∞ (+ branch) and back
again (− branch). The relation between the different
phase fields reads
Φiνs =
(
φiρ + sφiσ + ν(θiρ + sθiσ)
)
. (S2)
We can rewrite the current as
I1 = −Γ2e
∫
dt
∑
νs
ν∂t
δZϕx1,x2
δj1νs(x, t+)
∣∣∣
j=0
, (S3)
and the current noise as
S12 = Γ2eRe
∫
dtdt˜
∑
νν˜ss˜
νν˜∂t∂t˜
( δ2Zϕx1,x2
δj1νs(x, t−)δj2ν˜s˜(x˜, t˜+)
− δZ
ϕ
x1,x2
δj1νs(x, t−)
δZϕx1,x2
δj2ν˜s˜(x˜, t˜+)
)∣∣∣
j=0
. (S4)
Like any expectation value, the generating functional
can be written as a direct and an exchange term. Explic-
itly, they read in the interaction picture with respect to
H0
Zdir/excx1,x2 =
1
4
∑
ν1ν′1ν2ν
′
2
〈TCF1ν1↑F2ν2↓F †2ν′2↓/↑F
†
1ν′1↑/↓
exp
[ ∫
dx
∫
C
dt
∑
iνs
jiνs(x, t)Φiνs(x, t)
+ 2pii(Φ1ν1↑(x1, t
−
0 )− Φ1ν′1↑/↓(x1, t+0 ))
+ 2pii(Φ2ν2↓(x2, t
−
0 )− Φ2ν′2↓/↑(x2, t+0 ))
− i
∫
C
dt HT
]
〉0 (S5)
with the ground state expectation value 〈·〉0 of the un-
perturbed system. To express all quantities of interest we
will use the contour time-ordered correlation functions,
6following ref. [53],
Cνν
′
ss′ (x, t;x
′, t′) = 〈TCΦiνs(x, t)Φiν′s′(x′, t′)〉
= − 1
32pi2
(
(g−1ρ + ν + ν
′ + νν′gρ) log(
2pi
L
fρ+)
+(g−1ρ − ν − ν′ + νν′gρ) log(
2pi
L
fρ−)
+ss′(ρ→ σ)
)
, (S6)
where
fα± := −isgnC(t− t′)(±(x− x′)− vα(t− t′)) + a. (S7)
The contour sign function sgnC(t− t′) is 1 whenever t is
later on the Keldysh contour than t′, and −1 otherwise.
When expanding Z in the tunnel amplitude, the ad-
ditional Klein factors from the tunnel Hamiltonian im-
pose strong constraints on the internal quantum numbers
of the tunnel events. Using the Debye-Waller identity
〈e
∑
xi〉 = e 12 〈(
∑
xi)
2〉 we arrive at
Z(0)dirx1,x2 =
1
4
∑
ν1ν2
exp
[1
2
∫
dxdx′
∫
C
dtdt′
∑
iνν′ss′
jiνs(x, t)jiν′s′(x
′, t′)Cνν
′
ss′ (x, t;x
′, t′)
+ 2pii
∫
dx
∫
C
dt
∑
νs
[
j1νs(x, t)
(
Cνν1s↑ (x, t;x1, t
−
0 )− Cνν1s↑ (x, t;x1, t+0 )
)
+ j2νs(x, t)
(
Cνν2s↓ (x, t;x2, t
−
0 )− Cνν2s↓ (x, t;x2, t+0 )
)]]
, (S8)
Z(2)dirx1,x2 = −|T |2
∫
C
dt′dt′′
∑
ν1ν2
exp
[1
2
∫
dxdx′
∫
C
dtdt′
∑
iνν′ss′
jiνs(x, t)jiν′s′(x
′, t′)Cνν
′
ss′ (x, t;x
′, t′)
]
×
[ ∑
ν′ν′′s′
exp
[
+ 2pii
∫
dx
∫
C
dt
∑
νs
[
j1νs(x, t)
(
Cνν1s↑ (x, t;x1, t
−
0 )− Cνν1s↑ (x, t;x1, t+0 )
+ Cνν
′
ss′ (x, t; 0, t
′)− Cνν′ss′ (x, t; 0, t′′)
)
+ j2νs(x, t)
(
Cνν2s↓ (x, t;x2, t
−
0 )− Cνν2s↓ (x, t;x2, t+0 )
− Cνν′′ss′ (x, t; 0, t′) + Cνν
′′
ss′ (x, t; 0, t
′′)
)]]
×〈ν1 ↑, ν2 ↓|TCHTs′1ν′→2ν′′(t′)HTs
′
2ν′′→1ν′(t
′′) |ν1 ↑, ν2 ↓〉
+
∑
ν′
exp
[
+ 2pii
∫
dx
∫
C
dt
∑
νs
[
j1νs(x, t)
(
Cνν1s↑ (x, t;x1, t
−
0 )− Cν,−ν1s↑ (x, t;x1, t+0 )
+ Cν,−ν1ss′ (x, t; 0, t
′)− Cν,−ν1ss′ (x, t; 0, t′′)
)
+ j2νs(x, t)
(
Cνν2s↓ (x, t;x2, t
−
0 )− Cνν2s↓ (x, t;x2, t+0 )
− Cνν′ss′ (x, t; 0, t′) + Cνν
′
ss′ (x, t; 0, t
′′)
)]]
×〈ν1 ↑, ν2 ↓|TCHTs′1,−ν1→2ν′(t′)HTs
′
2ν′→1ν1(t
′′) |−ν1 ↑, ν2 ↓〉
+
∑
ν′
exp
[
+ 2pii
∫
dx
∫
C
dt
∑
νs
[
j1νs(x, t)
(
Cνν1s↑ (x, t;x1, t
−
0 )− Cνν1s↑ (x, t;x1, t+0 )
+ Cνν
′
ss′ (x, t; 0, t
′)− Cνν′ss′ (x, t; 0, t′′)
)
+ j2νs(x, t)
(
Cνν2s↓ (x, t;x2, t
−
0 )− Cν,−ν2s↓ (x, t;x2, t+0 )
− Cνν2ss′ (x, t; 0, t′) + Cν,−ν2ss′ (x, t; 0, t′′)
)]]
×〈ν1 ↑, ν2 ↓|TCHTs′1ν′→2ν2(t′)HTs
′
2,−ν2→1ν′(t
′′) |ν1 ↑,−ν2 ↓〉
]
(S9)
7and
Z(2)excx1,x2 = −|T |2
∫
C
dt′dt′′
∑
ν1ν′1ν2ν
′
2
exp
[1
2
∫
dxdx′
∫
C
dtdt′
∑
iνν′ss′
jiνs(x, t)jiν′s′(x
′, t′)Cνν
′
ss′ (x, t;x
′, t′)
+2pii
∫
dx
∫
C
dt
∑
νs
[
j1νs(x, t)
(
Cνν1s↑ (x, t;x1, t
−
0 )− Cνν
′
1
s↓ (x, t;x1, t
+
0 )
+ C
νν′1
s↓ (x, t; 0, t
′)− Cνν1s↑ (x, t; 0, t′′)
)
+ j2νs(x, t)
(
Cνν2s↓ (x, t;x2, t
−
0 )− Cνν
′
2
s↑ (x, t;x2, t
+
0 )
− Cνν2s↓ (x, t; 0, t′) + Cνν
′
2
s↑ (x, t; 0, t
′′)
)]]
×〈ν1 ↑, ν2 ↓|TCHT↓1ν′1→2ν2(t
′)HT↑2ν′2→1ν1(t
′′) |ν′1 ↓, ν′2 ↑〉 , (S10)
where we have decomposed the tunnel Hamiltonian HT = T
∑
iνν′sHTsiν→i¯ν′ into the processes in which a ν-moving
spin-s electron tunnels from wire i into wire i¯, becoming a ν′-mover. The relevant amplitudes are
〈ν1 ↑, ν2 ↓|TCHTs1ν→2ν′(t′)HTs2ν′→1ν(t′′) |ν1 ↑, ν2 ↓〉 =
a(g
−1+g−2)/2
4(2pi)2
[
f
− g−1+g2
ρ f
−1
σ
]
(0, t′; 0, t′′)
× Ξν1νs(x1, t−0 ; 0, t′)Ξν1νs(x1, t+0 ; 0, t′′)Ξ−1ν1νs(x1, t−0 ; 0, t′′)Ξ−1ν1νs(x1, t+0 ; 0, t′)
× Ξ−1ν2ν′−s(x2, t−0 ; 0, t′)Ξν2ν′−s(x2, t−0 ; 0, t′′)Ξν2ν′−s(x2, t+0 ; 0, t′)Ξ−1ν2ν′−s(x2, t+0 ; 0, t′′) (S11)
and
〈R ↑, R ↓|TCHT↓1R→2R(t′)HT↑2R→1R(t′′) |R ↓, R ↑〉 = −
a(g
−1+g+2)/2
4(2pi)2
[
f
− g−1+g2
ρ fσ
]
(0, t′; 0, t′′)
× ΞRR↓(x1, t−0 ; 0, t′)ΞRR↓(x1, t+0 ; 0, t′′)ΞRR↓(x2, t−0 ; 0, t′′)ΞRR↓(x2, t+0 ; 0, t′)
× Ξ−1RR↑(x1, t−0 ; 0, t′′)Ξ−1RR↑(x1, t+0 ; 0, t′)Ξ−1RR↑(x2, t−0 ; 0, t′)Ξ−1RR↑(x2, t+0 ; 0, t′′) (S12)
with the abbreviation
Ξνν′s = f
g−1+ν+ν′+νν′g
8
ρ+ f
g−1−ν−ν′+νν′g
8
ρ− f
1+νν′
4s
σν . (S13)
Substituting this into Eqs. (S3) and (S4), the functional
derivatives and the t and t˜-integral can be performed in a
straightforward fashion. For the integration we use that
x, x˜ a. The result is independent of the measurement
points x and x˜ and the measurement times t and t˜, be-
cause, irrespective of when the electrons are injected and
of how far they have to travel before being measured, they
will be detected eventually. More importantly, in the sec-
ond order corrections only terms for which the tunneling
times t′ and t′′ lie on different branches of the Keldysh
contour survive. Identifying the integral over the first or-
der tunnel Hamiltonian with the interaction picture time
evolution operator, −iT ∫∞
t0
dtHTs
iν→i¯ν′ =: U
(1)s
iν→i¯ν′ , this
leads to the expressions given in the main text, where all
2kF -processes have been dropped. This is a good approx-
imation (which has been checked numerically), because
they always require at least one initial left-mover to tun-
nel. In the presence of interactions injected left-movers
decay into a large left- and a small right-moving charge
excitation (charge fractionalisation) and the spin excita-
tion moves completely to the left, because there are no
interactions in the spin sector. In the particular geometry
under consideration, where the injection point is on the
left of the tunnel junction, this means that the tunnel-
ing of initial left-movers is strongly suppressed, because
most of the excitation does not reach the junction. In the
spin sector this is still valid for a beam splitter adiabat-
ically coupled to Fermi liquid leads described by a g(x)
model [59, 64, 65], whereas for the charge excitations ad-
ditional reflections at the boundary to the Fermi liquid
leads would appear. However, for generic length of the
wires, we do not expect qualitative changes of the result.
DIRECT CONTRIBUTIONS
The direct tunneling corrections of the current and of
the current noise are
I1
(2)dir = −eΓ2e
∑
ν1ν2νν′s
1 + νg
2
(S14)
×
[
||U (1)s2ν′→1ν |ν1 ↑, ν2 ↓〉 ||2 − ||U (1)s1ν→2ν′ |ν1 ↑, ν2 ↓〉 ||2
]
,
8S12
(2)dir = −e2Γ2e
∑
ν1ν2νν′s
1 + νg
2
1 + ν′g
2
(S15)
×Re
[
||U (1)s2ν′→1ν |ν1 ↑, ν2 ↓〉 ||2 + ||U (1)s1ν→2ν′ |ν1 ↑, ν2 ↓〉 ||2
]
.
We notice that the magnitude of these expressions is set
by the standard quantum mechanical probability of the
final state || · ||2. This is in contrast to the exchange
processes discussed in the main text, in which the mag-
nitude is given by spin-flipped amplitudes, underlining
the role of the exchange contribution as a nonclassical
interference effect. Note that U only includes the part
of the tunnel Hamiltonian denoted by its indices and is,
therefore, not unitary.
The direct contributions are mostly constant, but they
show additional features for certain injection points x1,2
(Fig. S1a,c).
The tunnel correction is always negative, because all
tunnel events 1→ 2 decrease the current after the junc-
tion, whereas 2 → 1 increase it only if the electron be-
comes a right mover. The correction is weaker at higher
interaction strength (smaller g), which is related to the
well-known suppression of the tunnel density of states in
Tomonaga-Luttinger liquids (TLL) [55] and can be traced
back to that fact that electrons are no eigenmodes of the
theory.
In contrast to the exchange current, increasing the dis-
tance between the injection point and the tunnel junc-
tion does not suppress the direct current, because spin
compensation is not required. As discussed in the main
text, a charge (spin) imbalance across the junction gives
rise to a charge (spin) average current. As a conse-
quence there is a tunnel current even if the injected elec-
tron has completely disintegrated into spatially separated
charge and spin modes by the time it reaches the junc-
tion. This holds even though the electron propagator
〈Ψσ(x, t)Ψ†σ(0, 0)〉 is algebraically suppressed in space x
and time t (precisely due to spin-charge separation), be-
cause a Wick decomposition is not allowed in this inter-
acting system.
Similar to the exchange current, there is a two-particle
correlation effect: tunneling of charge excitations is sup-
pressed if a charge or a spin excitation arrives simulta-
neously at the tunnel junction in the other wire. Two
charge excitations can meet only if x1 = x2. In this
case, both the in- and out-tunneling rates are reduced
and so the total effect is very small. However, only
charge out-tunneling is reduced if the charge excitation
of electron 1 arrives simultaneously with the spin exci-
tation of electron 2, i.e., x1/vρ = x2/vσ. Conversely,
charge in-tunneling is reduced if the charge excitation of
electron 2 meets the spin excitation of electron 1 at the
junction, i.e., x1/vσ = x2/vρ. This produces secondary
features, which are a signature of spin-charge separation
(cf. Fig. S1a,c).
The current noise shows the same behavior, except
that it is always reduced, irrespective of whether in- or
out-tunneling is suppressed. This changes the sign of
half the features, but leaves their position unchanged
(Fig. S1c). The noise is negative, because due to charge
conservation δI1 and δI2 have opposite signs in all pro-
cesses.
Similar side dips have recently been found theoreti-
cally in the noise of collective excitations in chiral edge
channels [46].
ANALYTIC APPROXIMATION
The spin-flipped overlap integral P1→2 used in the analytic approximation of the exchange current reads
P1→2 :=
∑
t′,t′′
〈ψ1R↑(x1, t0)ψ†1R↑(0, t′′)ψ1R↓(0, t′)ψ†1R↓(x1, t0)〉1〈ψ2R↓(x2, t0)ψ2R↑(0, t′′)ψ†2R↓(0, t′)ψ†2R↑(x2, t0)〉2
∝
∑
t′,t′′
〈R ↑, R ↓|TCHT↓1R→2R(t′+)HT↑2R→1R(t′′−) |R ↓, R ↑〉 . (S16)
Starting from Eq. (S12), this can be written as
P1→2 ∝
∑
t′,t′′
( i
g
(t′ − t′′) + 1
)− g−1+g2 (
i(t′ − t′′) + 1
)
×
(
(x1 + t
′)2 + 1
)− 12(
(x1 + t
′′)2 + 1
)− 12(
(x2 + t
′)2 + 1
)− 12(
(x2 + t
′′)2 + 1
)− 12
× exp
[
i
g−1 + g + 2
4
(
arctan(x1 + t
′/g)− arctan(x1 + t′′/g)− arctan(x2 + t′/g) + arctan(x2 + t′′/g)
)
+ i
g−1 + g − 2
4
(
arctan(−x1 + t′/g)− arctan(−x1 + t′′/g)− arctan(−x2 + t′/g) + arctan(−x2 + t′′/g)
)]
,
(S17)
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FIG. S1. (a) direct and (b) exchange current, (c) direct and (d) exchange current noise. Insets: a large voltage bias modeled
as an injection Hamiltonian with a Peierls phase reproduces the initial state approximation for large voltages 2eV → h¯vF a−1
up to residual oscillations.
where we chose t0 = 0. To extract the behavior at large
injection distances, it suffices to consider absolute values
and charge fractionalization can be dropped, because it
is inessential for the spin exchange. So we discard the
exponential factor, approximate g−1 + g + 2 ≈ 4 and
perform a standard Taylor series expansion around (x1 +
x2)
−1 = 0.
BIASED INJECTION
Instead of relying on the initial state approximation,
the injection can be modeled by a second tunnel Hamilto-
nian which takes into account the voltage induced phase
difference as a Peierls phase [70]:
HI(t) = Ie
i 2eVh¯ t
∑
ν1ν2
[
ψ1ν1↑(x1, t)ψ2ν2↓(x2, t)
+ eiϕψ1ν1↓(x1, t)ψ2ν2↑(x2, t)
]
+ h.c.
= I
∑
ν1ν2ζ
(
HIdir(ζ)ν1ν2 + eiϕHIexc(ζ)ν1ν2
)
. (S18)
For sufficiently low injection rates there are no correla-
tions between subsequently injected pairs and we can re-
strict the perturbative expansion to leading, i.e., second
order in the injection amplitude I. Due to particle num-
ber conservation, tunneling and injection each enter at
even orders only. All terms which are of zeroth order
in the injection are equilibrium contributions and do not
carry a current or cross-wire noise. The new generating
functional is of the form
Z = Z(2I) + Z(2I,2T ) + . . . , (S19)
where the superscripts denote the expansion order in in-
jection I and tunneling T . All expectation values are
then taken with respect to the ground state. Special
care has to be taken when contracting the Klein fac-
tors. Although not explicitly time dependent they need
to be time-ordered which can introduce signs. The no-
tunneling contributions are
I
(2I)
1 =−
evF
a
∣∣∣ I
h¯vF
∣∣∣2 pi24γ
Γ(4γ)
sgn(V )
∣∣∣ ea
h¯vF
V
∣∣∣4γ−1,
(S20)
10
and
S
(2I)
12 =
e
2
|I(2I)1 |, (S21)
where γ = g
−1+g+2
8 . The current shows a characteristic
power law behavior which is expected since it applies to
any TLL point injection calculation [58, 64]. Likewise,
the finite noise contribution is shot noise generated in
the injection process. Note that the Schottky-like cross-
correlation S12 does not contain an anomalous charge,
which has been reported for the auto-correlation of infi-
nite TLLs [58].
The leading order contributions are
I
(2I,2T )dir
1 = −|I|2|T |2
∑
λiν1ν2νν′s
λ0λ1λ2λ3
(1 + g
2
(λ0 − λ1) + 1 + νg
2
(λ2 − λ3)
)
×
∫ (∏
m=1...3
dτm
)〈
TCHIdirν1ν2(0λ0)HIdir†ν1ν2 (τλ11 )HTs1→2,ν→ν′(τλ22 )HTs2→1,ν′→ν(τλ33 )
〉
, (S22)
I
(2I,2T )exc
1 = −|I|2|T |2
1 + g
2
∑
λi
λ0λ1λ2λ3
(
(λ0 − λ1) + (λ2 − λ3)
)
×
∫ (∏
m=1...3
dτm
)〈
TCHIdirRR (0λ0)HIexc†RR (τλ11 )HT↓1→2,R→R(τλ22 )HT↑2→1,R→R(τλ33 )
〉
, (S23)
S
(2I,2T )dir
12 =
|I|2|T |2
2
∑
λiν1ν2
νν′s
λ0λ1λ2λ3
[(
(λ0 − λ1)1 + g
2
+ (λ2 − λ3)1 + νg
2
)(
(λ0 − λ1)1 + g
2
− (λ2 − λ3)1 + ν
′g
2
)]
×
∫ (∏
m=1...3
dτm
)〈
TCHIdirν1ν2(0λ0)HIdir†ν1ν2 (τλ11 )HTs1→2,ν→ν′(τλ22 )HTs2→1,ν′→ν(τλ33 )
〉
, (S24)
S
(2I,2T )exc
12 =
|I|2|T |2
2
(1 + g
2
)2∑
λi
λ0λ1λ2λ3
[(
(λ0 − λ1) + (λ2 − λ3)
)(
(λ0 − λ1)− (λ2 − λ3)
)]
×
∫ (∏
m=1...3
dτm
)〈
TCHIdirRR (0λ0))HIexc†RR (τλ11 )HT↓1→2,R→R(τλ22 )HT↑2→1,R→R(τλ33 )
〉
,
(S25)
where λi = ±1 indicates which part of the Keldysh contour the time τλi lies on. At large voltages, a numeric integration
reproduces the results of the initial state approximation (Fig. S1, insets). The overlap integrals I = ∫ dτ〈· · · 〉 are of
the general form
I({x}, V, a) = 1
aα+2
∫ (∏
m=1...3
dτm
)
e2iV τ1
∏
n
(
i(xn ± vnτn) + a
)αn
, (S26)
up to constant prefactors, where α =
∑
n αn. With η a number we then derive the exact scaling law
I({x}, ηV, a) = 1
aα+2
∫ (∏
m=1...3
dτm
)
e2iηV τ1
∏
n
(
i(xn ± vnτn) + a
)αn
=
η−1
(ηa)α+2
∫ (∏
m=1...3
dτ˜m
)
e2iV τ˜1
∏
n
(
i(ηxn ± vnτ˜n) + ηa
)αn
= η−1I({ηx}, V, ηa), (S27)
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where we have substituted τ˜ = ητ . Assuming that the integral is independent of the high energy cutoff at low voltages
and/or large injection distances, an approximate scaling law can be obtained by neglecting the scaling of a against
that of i(x− vτ):
I({x}, ηV, a) = η
−1
(ηa)α+2
∫ (∏
m=1...3
dτ˜m
)
e2iV τ˜1
∏
n
(
i(ηxn ± vnτ˜n) + ηa
)αn
≈ η
−1
(ηa)α+2
∫ (∏
m=1...3
dτ˜m
)
e2iV τ˜1
∏
n
(
i(ηxn ± vnτ˜n) + a
)αn
= η−3−αI({ηx}, V, a). (S28)
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FIG. S2. When lowering the voltage and simultaneously
rescaling x1 and x2, the exchange current follows a power
law. At large bias voltages, eV >∼ 0.1h¯vF a−1, the influence
of the high energy cutoff is still visible. The parameters are
g = 0.8 and (x1 + x2)V = −15a.
The validity of this approximation has been confirmed
numerically (Fig. S2). Specifying α leads to the scaling
behavior given in the main text.
The scaling law implies that lowering the injection
voltage corresponds to increasing all length scales, so
the current-voltage relation I(V ) (Fig. S3a) and the
conductance-voltage relation G(V ) (Fig. S3b) pick up the
nonmonotonous behavior of the exchange current already
present in Fig. 2. Therefore, it is not necessary in an ex-
periment to actually change the injection points x1,2.
QUANTUM HALL DEVICE
Beam splitters have been successfully implemented as
integer quantum Hall (QH) devices [42–45]. Cooper pair
splitters are likely to suffer from the strong magnetic
field, but recently a new correlated pair source for QH
edge states has been realized [69], which may allow for
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FIG. S3. a) Exchange current in wire 1 according to scaling
relation (12) for different injection voltages and interaction
parameters g within an experimentally realistic range. The
injection points are fixed at x1 = 1500 nm, x2 = 900 nm.
Gray lines represent equidistant intermediate g values. The
material parameters are the same as in the main text. Note
the nonmonotonous behavior similar to Fig. 2 in the main
text. b) The corresponding conductance.
the injection of spin-entangled electrons. Concerning the
beam splitter itself, a QH device offers considerable ad-
vantages. Being chiral, the edge state of the QH effect
have a very large mean free path and a coherence length
up to several 10 µm. Chirality also implies the absence
12
FIG. S4. Beam splitter realized in a quantum Hall sample of
Corbino geometry. Two copropagating channels with oppo-
site spin form a spinful chiral TLL at each edge. At a finite
Zeeman splitting, they are spatially separated and the tunnel
amplitudes at the constriction become spin dependent.
of charge fractionalization, which is an unwanted effect
in our device. The intended geometry can be fabricated
with high precision and fine tuned via appropriate gating
in a running experiment thus giving immediate access to
the injection distances |x1,2|. Therefore we will explain
how the results for the nanowires have to be modified in
this section.
The beam splitter can be realized as a constriction in
a ring-shaped Corbino QH sample (Fig. S4). The sample
has to be operated at a Zeeman splitting much smaller
than the Landau splitting, such that at each edge two
copropagating channels of opposite spin form. Due to
the difference in Zeeman energy, at a fixed Fermi en-
ergy opposite spins have different Fermi vectors and are
slightly separated in real space. This has already been
demonstrated experimentally [51]. When linearizing the
spectrum around the Fermi points, where we assume the
Fermi velocity vF to be independent of edge and spin, the
electrostatic repulsion between and within the channels
can be treated exactly using bosonization. This yields
two spinful chiral TLLs,
H0 =
∑
iα
∫
dxh¯vα
(∂φiα
∂x
)2
, (S29)
where α ∈ {ρ, σ} labels the charge and the spin channel
at edge i ∈ {1, 2}. As in the nanowire, the charge veloc-
ity exceeds the spin velocity, vρ > vσ = vF . The elec-
tron field is ψjs(x) = (2pia)
−1/2Fjs exp
[
iksx+2piiΦjs(x)
]
where Φjs =
√
pi/2(φjρ + sφjσ) with s ∈ {↑, ↓} the spin
index and ks the spin-dependent Fermi vector. The tun-
nel Hamiltonian becomes
HT =
∑
s
(
Tsψ
†
1s(0)ψ2s(0) + T
?
s ψ
†
2s(0)ψ1s(0)
)
=
∑
s
(
TsHTs2→1 + T ?sHTs1→2
)
, (S30)
where the tunnel amplitude Ts is in general complex be-
cause of the magnetic field and spin dependent, because
at the constriction tunneling happens between the outer
and the inner channels respectively (cf. Fig. S4). TLL
behavior has already been investigated and observed in
this system [46, 52].
The initial state is
|ϕ〉 =
√
2pia
(
ψ†2↓(x2)ψ
†
1↑(x1) + e
iϕψ†2↑(x2)ψ
†
1↓(x1)
)
|〉
:= 2−1/2(|↑, ↓〉+ eiϕ |↓, ↑〉). (S31)
Lacking SU(2) spin invariance, the direct
and exchange contributions have to be rede-
fined as 12 (〈↑, ↓|O |↑, ↓〉 + 〈↓, ↑|O |↓, ↑〉) and
1
2 (e
iϕ 〈↑, ↓|O |↓, ↑〉+ e−iϕ 〈↓, ↑|O |↑, ↓〉).
The calculation proceeds in analogy to the nanowire
model and without further approximations one finds
I
(2)dir
1 =− eΓ2e
|T↑|2 + |T↓|2
h¯2v2F
(S32)
×
∑
s
[
||U (1)s2→1 |↑, ↓〉 ||2 − ||U (1)s1→2 |↑, ↓〉 ||2
]
,
I
(2)exc
1 = eΓ2e
Re(T ?↑ T↓e
i(k↑−k↓)(x1−x2)+iϕ)
h¯2v2F
(S33)
×
[
〈↑, ↓|U (1)↑†1→2 U (1)↓1→2 |↓, ↑〉 − 〈↑, ↓|U (1)↓†2→1 U (1)↑2→1 |↓, ↑〉
]
,
S
(2)dir
12 =− e2Γ2e
|T↑|2 + |T↓|2
h¯2v2F
(S34)
×
∑
s
[
||U (1)s2→1 |↑, ↓〉 ||2 + ||U (1)s1→2 |↑, ↓〉 ||2
]
,
S
(2)exc
1 = −eΓ2e
Re(T ?↑ T↓e
i(k↑−k↓)(x1−x2)+iϕ)
h¯2v2F
(S35)
×
[
〈↑, ↓|U (1)↑†1→2 U (1)↓1→2 |↓, ↑〉+ 〈↑, ↓|U (1)↓†2→1 U (1)↑2→1 |↓, ↑〉
]
,
where U
(1)s
j→k = −i
∫∞
t0
dt′ HT (t′)|sj→k and the amplitudes
are
13
〈↑, ↓|TCHTs1→2(t′)HTs2→1(t′′) |ν1 ↑, ν2 ↓〉 =
1
4(2pi)2
[
f−1ρ f
−1
σ
]
(0, t′; 0, t′′)
× Ξ↑(x1, t−0 ; 0, t′′)Ξ↑(x1, t+0 ; 0, t′)Ξ−1↑ (x1, t−0 ; 0, t′)Ξ−1↑ (x1, t+0 ; 0, t′′)
× Ξ↓(x2, t−0 ; 0, t′)Ξ↓(x2, t+0 ; 0, t′′)Ξ−1↓ (x2, t−0 ; 0, t′′)Ξ−1↓ (x2, t+0 ; 0, t′) (S36)
and
〈↑, ↓|TCHT↓1→2(t′)HT↑2→1(t′′) |↓, ↑〉 = −
a2
4(2pi)2
[
f−1ρ fσ
]
(0, t′; 0, t′′)
× Ξ↑(x1, t−0 ; 0, t′′)Ξ↑(x1, t+0 ; 0, t′)Ξ↑(x2, t−0 ; 0, t′′)Ξ↑(x2, t+0 ; 0, t′′)
× Ξ−1↓ (x1, t−0 ; 0, t′)Ξ−1↓ (x1, t+0 ; 0, t′′)Ξ−1↓ (x2, t−0 ; 0, t′′)Ξ−1↓ (x2, t+0 ; 0, t′). (S37)
with
Ξs = f
− 12
ρ f
− s2
σ (S38)
Up to quantitative corrections due to modified expo-
nents we thus recover exactly the same behavior as in the
nanowire case except that in the absence of backscatter-
ing, there are as many tunneling events which decrease
the current after the junction as those which increase
the current. So the direct contribution is zero up to the
additional features which are induced by spin-charge sep-
aration as discussed in the nanowire case. Because the
Fermi vectors for spin-up and spin-down are different, the
exchange current acquires an oscillating prefactor. This
is essentially the same mechanism as the one induced by
the Rashba effect in nanowires, and likewise introduces
an additional tunable parameter.
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