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Capitolo 3
Limiti e continuità
per funzioni reali di variabile reale
3.1 Topologia di R
Definizione di punto interno, punto esterno, punto di frontiera
Siano A⊆R e c ∈R .
Diciamo che c è punto interno ad A quando ∃U ∈Ic : U ⊆A .
Diciamo che c è punto esterno ad A quando ∃U ∈Ic : U ∩A=∅ .
Diciamo che c è punto di frontiera per A quando non è né punto interno né punto esterno.
È evidente che i punti interni ad A appartengono ad A , mentre quelli esterni non ap-
partengono ad A . Inoltre i punti esterni ad A sono quelli interni a ∁A e viceversa i punti
interni ad A sono quelli esterni a ∁A .
Si verifica facilmente, negando la definizione di punto interno e di punto esterno, che vale
il seguente teorema.
3.1.1 Teorema
Siano A⊆R e c ∈R ; c è punto di frontiera per A se e solo se
∀U ∈Ic , (U ∩A 6=∅)∧ (U ∩ ∁A 6=∅) .
Poiché ∁
 
∁A

= A da questo teorema segue immediatamente che un punto è di frontiera
per A se e solo se è di frontiera per ∁A .
Definizione di interno, frontiera, chiusura di un sottoinsieme di R
Sia A⊆R .
Chiamiamo interno di A e indichiamo con int A l’insieme dei punti interni ad A .
Chiamiamo frontiera di A e indichiamo con ∂ A l’insieme dei punti di frontiera per A .
Chiamiamo chiusura di A e indichiamo con A l’insieme int A∪ ∂ A .
È evidente che, qualunque sia A ⊆ R , si ha int A ⊆ A ⊆ int A∪ ∂ A . È anche facile
verificare che A=A∪ ∂ A .
È conseguenza immediata delle definizioni il seguente teorema.
3.1.2 Teorema
Siano A,B ⊆R .
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I) Se A⊆ B allora intA⊆ int B ;
II) Se A⊆ B allora ogni punto esterno a B è esterno ad A ;
III) int(A∩B) = intA∩ intB .
I punti interni, esterni e di frontiera possono essere caratterizzati mediante le successioni
convergenti, come risulta dal seguente teorema.
3.1.3 Teorema
Siano A⊆R e c ∈R .
I) c è interno ad A se e solo se qualunque sia (an)n∈N successione in R convergente a c ,
esiste n ∈N tale che se n > n si ha an ∈A .
II) c è esterno ad A se e solo se qualunque sia (an)n∈N successione in R convergente a c ,
esiste n ∈N tale che se n > n si ha an /∈A .
III) c è punto di frontiera per A se e solo se esistono (an)n∈N successione in A e (bn)n∈N
successione in ∁A convergenti a c .
Dimostrazione. Dimostriamo anzitutto che se c è interno o esterno o di frontiera, allora vale
la corrispondente condizione sulle successioni.
Se c è interno ad A esiste U ∈ Ic incluso in A . Se (an)n∈N è una successione con-
vergente a c , per definizione di limite, esiste n tale che se n > n allora an ∈ U e quindi
an ∈A .
Se c è esterno ad A allora è interno a ∁A , quindi, per ciò che si è appena dimostrato, se
(an)n∈N è una successione convergente a c , allora esiste n tale che se n > n allora an ∈ ∁A ,
cioè an /∈A .
Infine, se c è punto di frontiera per A , allora per il teorema 3.1.1, ∀δ ∈ R+ si ha
]c −δ, c +δ[∩A 6=∅ e ]c −δ, c +δ[∩ ∁A 6=∅ ; ciò vale, in particolare, se δ = 1/(n+ 1) ,
con n ∈ N . Pertanto ∀n ∈ N esiste an ∈ A tale che c − 1/(n + 1) < an < c + 1/(n + 1) ed
esiste bn ∈ ∁A tale che c − 1/(n+ 1)< bn < c + 1/(n+ 1) . Poiché
lim
n→+∞

c −
1
n+ 1

= lim
n→+∞

c +
1
n+ 1

= c ,
per il teorema 2.3.4 (an)n∈N è una successione in A convergente a c e (bn)n∈N è una
successione in ∁A convergente a c .
Passiamo ora a dimostrare che da ciascuna delle condizioni sulle successioni segue la
corrispondente affermazione sul fatto che c sia punto interno o esterno o di frontiera.
Relativamente al punto I, se, qualunque sia (an)n∈N successione in R convergente a c ,
esiste n ∈ N tale che se n > n si ha an ∈ A , allora non vale la condizione che qualunque
sia (an)n∈N successione in R convergente a c , esiste n ∈N tale che se n > n si ha an /∈A ,
quindi c non è punto esterno, e non esiste una successione in ∁A convergente a c , quindi c
non è punto di frontiera. Pertanto c è punto interno ad A .
Analogamente per l’implicazione al punto II.
Relativamente al punto III, se esistono (an)n∈N successione in A e (bn)n∈N successione
in ∁A convergenti a c , allora non è vero né che qualunque successione convergente a c ha
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tutti i termini da un certo indice in poi in A , né che qualunque successione convergente a c
ha tutti i termini di indice grande fuori da A . Quindi c non è né punto interno né punto
esterno, pertanto è punto di frontiera.
Da questo teorema si ottiene facilmente il seguente.
3.1.4 Teorema
Siano A⊆R e c ∈R . Si ha c ∈A se e solo se esiste (an)n∈N successione in A convergente a c .
Definizione di insieme aperto, chiuso
Sia A⊆R .
Diciamo che A è aperto quando A= int A .
Diciamo che A è chiuso quando A=A .
Da questa definizione segue facilmente che A è aperto se e solo se A∩∂ A=∅ , mentre A
è chiuso se e solo se ∂ A⊆A .
3.1.5 Teorema
Sia A⊆R .
I) A è aperto se e solo se ∁A è chiuso.
II) A è chiuso se e solo se ∁A è aperto.
Dimostrazione. I) Sappiamo che A è aperto se e solo se A∩ ∂ A = ∅ , cioè se e solo se
∂ A⊆ ∁A . Poiché ∂ A= ∂ (∁A) , questo significa che A è aperto se e solo se ∂ (∁A) ⊆ ∁A , e
questo equivale al fatto che ∁A sia chiuso.
II) Segue subito da I, applicata a ∁A .
3.1.6 Teorema
Sia A⊆R . Allora intA è aperto e A è chiuso.
Dimostrazione. Dimostriamo che int A è aperto cioè che int(int A) = int A ; poiché si ha
sempre int(int A)⊆ int A , resta da dimostrare che intA⊆ int(int A) .
Sia c ∈ int A , allora esiste δ ∈ R+ tale che ]c −δ, c +δ[ ⊆ A . Se x ∈ ]c −δ, c +δ[ ,
allora, posto η =min{ (c +δ)− x, x − (c −δ)} si ha x − η ≥ x −
 
x − (c −δ)

= c −δ e
x + η≤ x +
 
(c +δ)− x

= c +δ , quindi
]x − η, x + η[⊆ ]c −δ, c +δ[⊆A;
pertanto x ∈ int A . Quindi l’intorno ]c −δ, c +δ[ di c è incluso in int A , dunque
c ∈ int(int A) .
Poiché A = intA∪ ∂ A , ∁A è costituito dai punti esterni ad A , quindi ∁A = int(∁A) ,
che è aperto per quanto abbiamo appena dimostrato. Pertanto, per il teorema 3.1.5, A è
chiuso.
Definizione di insieme compatto
Sia A⊆R . Diciamo che A è compatto quando ogni (an)n∈N successione in A ha una sottosuc-
cessione convergente a un elemento di A .
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3.1.7 Teorema
Sia A⊆R . Sono equivalenti:
I) A è compatto;
II) A è chiuso e limitato.
Dimostrazione. I =⇒ II) Dimostriamo che se A non è chiuso oppure non è limitato, allora
non è compatto.
Supponiamo che A non sia superiormente limitato. Allora ∀n ∈ N esiste un elemento
di A , che indichiamo con an , tale che an > n . Per il teorema 2.3.7 an → +∞ , quindi,
per il teorema 2.5.2, ogni sua sottosuccessione diverge, cioè (an)n∈N non ha sottosuccessioni
convergenti a un elemento di A . Pertanto A non è compatto.
La dimostrazione è analoga se A è inferiormente illimitato.
Supponiamo ora che A non sia chiuso, cioè che esista c ∈ A\A . Poiché c ∈ A , per il
teorema 3.1.4 esiste una successione (an)n∈N in A convergente a c . Ogni sottosuccessione
di (an)n∈N converge a c che non appartiene ad A , quindi (an)n∈N non ha sottosuccessioni
convergenti a un elemento di A . Pertanto A non è compatto.
II =⇒ I) Sia (an)n∈N una successione in A . Poiché A è limitato la successione è limitata,
quindi per il teorema di Bolzano-Weierstrass ha una sottosuccessione

akn

n∈N
convergente;
sia c il suo limite. Per il teorema 3.1.4, c ∈A=A . Pertanto A è compatto.
Definizione di punto limite, punto di accumulazione, punto isolato, insieme derivato di
un sottoinsieme di R
Siano A⊆R e c ∈R .
Diciamo che c è punto limite di A quando ∀U ∈Ic , A∩U \ { c } 6=∅ .
Indichiamo con P L (A) l’insieme dei punti limite di A .
Diciamo che c è punto di accumulazione per A quando c è punto limite di A e c ∈R .
Chiamiamo insieme derivato di A e indichiamo con D (A) l’insieme dei punti di accumu-
lazione per A .
Diciamo che c è un punto isolato per A quando c ∈A\D (A) .
Dalla definizione di insieme derivato segue subito che è D (A) = P L (A)∩R .
Se c =+∞ allora per definizione c ∈ P L (A) se e solo se ∀M ∈R , A∩ ]M ,+∞[ 6=∅ ,
cioè ∀M ∈R esiste un elemento di A maggiore di M . Quindi +∞∈ P L (A) se e solo se A
è superiormente illimitato.
Analogamente −∞∈ P L (A) se e solo se A è inferiormente illimitato.
Per definizione, c ∈A è punto isolato per A se e solo se non è vero che
∀ǫ ∈R+ , A∩ ]c − ǫ, c + ǫ[ \ { c } 6=∅ ,
cioè
∃ǫ ∈R+ : A∩ ]c − ǫ, c + ǫ[ \ { c } =∅ ;
si ha A∩ ]c − ǫ, c + ǫ[ \ { c } = ∅ se e solo se A∩ ]c − ǫ, c + ǫ[ = { c } , quindi c è punto
isolato per A se e solo se
∃ǫ ∈R+ : A∩ ]c − ǫ, c + ǫ[ = { c } .
Il concetto di punto limite può essere caratterizzato anche attraverso le successioni, come
mostra il seguente teorema.
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3.1.8 Teorema
Siano A⊆R e c ∈R . Allora c ∈ P L (A) se e solo se esiste una successione (an)n∈N in A\ { c }
tale che limn→+∞ an = c .
Dimostrazione. Supponiamo c ∈ P L (A) e costruiamo una successione in A \ { c } che ha
limite c .
Supponiamo anzitutto c ∈R . Poiché ∀n ∈N si ha ]c − 1/(n+ 1), c + 1/(n+ 1)[ ∈ Ic ,
per la definizione di punto limite, A∩ ]c − 1/(n+ 1), c + 1/(n+ 1)[ \ { c } 6= ∅ . Scegliamo
un punto di tale insieme e indichiamolo con an . La successione (an)n∈N così costruita ha
termini appartenenti ad A\{ c } , inoltre si ha, ∀n ∈N , c − 1/(n+ 1)< an < c + 1/(n+ 1) ;
poiché
lim
n→+∞

c −
1
n+ 1

= lim
n→+∞

c +
1
n+ 1

= c ,
per il teorema 2.3.4, anche limn→+∞ an = c . Perciò (an)n∈N è la successione cercata.
Se invece c = +∞ il ragionamento precedente può essere ripetuto prendendo, al posto
degli intorni del tipo ]c − 1/(n+ 1), c + 1/(n+ 1)[ , gli intorni di +∞ del tipo ]n,+∞[ .
Analogamente se c =−∞ si utilizzano gli intorni del tipo ]−∞,−n[ .
Dimostriamo ora l’implicazione inversa. Supponiamo che esista una successione (an)n∈N
in A\ { c } tale che limn→+∞ an = c . Per la definizione di limite si ha
∀U ∈ Ic , ∃nU ∈N : ∀n ∈N , n > nU =⇒ an ∈U .
Qualunque sia U ∈ Ic si ha allora anU+1 ∈ U e, visto che ogni termine della successione
appartiene ad A \ { c } , è anche anU+1 ∈ U ∩A \ { c } , quindi U ∩A \ { c } 6= ∅ ; pertanto
c ∈ P L (A) .
Il teorema è così dimostrato.
3.2 Estremi e limitatezza di funzioni
Le definizioni che seguono sono del tutto analoghe a quelle date per le successioni di
numeri reali.
Definizione di funzione superiormente limitata, superiormente illimitata e di estremo
superiore di una funzione
Siano A⊆R e f : A→R .
Diciamo che f è superiormente limitata quando im ( f ) è superiormente limitata. In tal ca-
so chiamiamo estremo superiore di f e indichiamo con sup f l’estremo superiore dell’immagine
di f .
Diciamo che f è superiormente illimitata quando im ( f ) è superiormente illimitata. In
tal caso scriviamo sup f =+∞ .
Quindi la definizione di estremo superiore di una funzione è collegata alla definizione di
estremo superiore di un insieme dall’uguaglianza sup f = sup im ( f ) .
Definizione di funzione inferiormente limitata, inferiormente illimitata e di estremo
inferiore di una funzione
Siano A⊆R e f : A→R .
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Diciamo che f è inferiormente limitata quando im ( f ) è inferiormente limitata. In tal ca-
so chiamiamo estremo inferiore di f e indichiamo con inf f l’estremo inferiore dell’immagine
di f .
Diciamo che f è inferiormente illimitata quando im ( f ) è inferiormente illimitata. In tal
caso scriviamo inf f =−∞ .
Analogamente a ciò che vale per l’estremo superiore si ha inf f = inf im ( f ) .
Definizione di funzione limitata
Siano A⊆R e f : A→R . Diciamo che f è limitata quando im ( f ) è limitata.
Osserviamo che dalle definizioni appena date segue immediatamente che una funzione
f : A→ R è superiormente limitata se e solo se esiste M ∈ R tale che ∀x ∈ A, f (x) ≤ M ,
mentre è inferiormente limitata se e solo se esiste M ∈R tale che ∀x ∈A, f (x)≥ M .
3.3 Limiti di funzioni
3.3.1 Definizioni
Definizione di limite di una funzione
Siano A⊆R , f : A→R , c ∈ P L (A) e ℓ ∈R .
Diciamo che la funzione f ha limite ℓ per x → c e scriviamo limx→c f (x) = ℓ quando
∀U ∈ Iℓ , ∃VU ∈Ic : ∀x ∈A\ { c } , x ∈VU =⇒ f (x) ∈U .
La definizione di limite si può scrivere anche in un’altra forma, che cambia a seconda
che c e ℓ siano reali o no. Ragionando in modo analogo a ciò che si è fatto per i limiti di
successioni abbiamo quanto segue.
Nel caso che sia c ∈R e ℓ ∈R si ha limx→c f (x) = ℓ se e solo se
∀ǫ ∈R+ , ∃δǫ ∈R
+ : ∀x ∈A\ { c } , x ∈ ]c −δǫ, c +δǫ[ =⇒ | f (x)− ℓ|< ǫ .
Nel caso che sia c ∈R e ℓ=+∞ si ha limx→c f (x) = +∞ se e solo se
∀M ∈R , ∃δM ∈R
+ : ∀x ∈A\ { c } , x ∈ ]c −δM , c +δM [ =⇒ f (x)> M .
Nel caso che sia c ∈R e ℓ=−∞ si ha limx→c f (x) =−∞ se e solo se
∀M ∈R , ∃δM ∈R
+ : ∀x ∈A\ { c } , x ∈ ]c −δM , c +δM [ =⇒ f (x)< M .
Nel caso che sia c =+∞ e ℓ ∈R si ha limx→+∞ f (x) = ℓ se e solo se
∀ǫ ∈R+ , ∃Kǫ ∈R : ∀x ∈A, x ∈ ]Kǫ,+∞[ =⇒ | f (x)− ℓ|< ǫ .
Nel caso che sia c =+∞ e ℓ=+∞ si ha limx→+∞ f (x) = +∞ se e solo se
∀M ∈R , ∃KM ∈R : ∀x ∈A, x ∈ ]KM ,+∞[ =⇒ f (x)> M .
Nel caso che sia c =+∞ e ℓ=−∞ si ha limx→+∞ f (x) =−∞ se e solo se
∀M ∈R , ∃KM ∈R : ∀x ∈A, x ∈ ]KM ,+∞[ =⇒ f (x)< M .
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Nel caso che sia c =−∞ e ℓ ∈R si ha limx→−∞ f (x) = ℓ se e solo se
∀ǫ ∈R+ , ∃Kǫ ∈R : ∀x ∈A, x ∈ ]−∞,Kǫ[ =⇒ | f (x)− ℓ|< ǫ .
Nel caso che sia c =−∞ e ℓ=+∞ si ha limx→−∞ f (x) = +∞ se e solo se
∀M ∈R , ∃KM ∈R : ∀x ∈A, x ∈ ]−∞,KM [ =⇒ f (x)> M .
Nel caso che sia c =−∞ e ℓ=−∞ si ha limx→−∞ f (x) =−∞ se e solo se
∀M ∈R , ∃KM ∈R : ∀x ∈A, x ∈ ]−∞,KM [ =⇒ f (x)< M .
Osserviamo inoltre che nel caso ℓ ∈R la condizione | f (x)− ℓ|< ǫ è tanto più restrittiva
quanto più ǫ è piccolo, visto che se è verificata per un certo valore di ǫ allora è verificata
anche per ogni valore più grande. Invece nella definizione di limite uguale a +∞ , se la
condizione f (x)> M è verificata per un certo numero M allora è verificata per tutti gli M
più piccoli; pertanto se la condizione è verificata per ogni M ∈R+ allora è verificata per ogni
M ∈ R . Nel caso di limite uguale a −∞ si ha analogamente che è sufficiente chiedere che
sia verificata la condizione per gli M appartenenti a R− .
Analogamente, quando c =+∞ , se si può scegliere un certo valore di KM allora anche
ogni valore più grande va bene; in particolare nella definizione si può richiedere che KM sia
positivo. Se invece c =−∞ allora nella definizione si può richiedere che KM sia negativo.
Definizione di funzione convergente, divergente, regolare, oscillante
Siano A⊆R , f : A→R e c ∈ P L (A) .
Diciamo che f è convergente per x → c quando esiste reale limx→c f (x) .
Diciamo che f è divergente per x → c quando f ha limite +∞ oppure −∞ per x → c ;
in particolare diciamo che f è positivamente divergente nel primo caso, negativamente diver-
gente nel secondo caso.
Diciamo che f è regolare per x → c quando è convergente oppure divergente.
Diciamo che f è oscillante per x → c quando non è né convergente né divergente.
Un particolare esempio di funzioni convergenti sono le funzioni costanti, cioè quelle
che a ogni elemento del dominio fanno corrispondere lo stesso valore. È ovvio infatti che
se f è tale che per ogni x ∈ D ( f ) è f (x) = m allora limx→c f (x) = m qualunque sia
c ∈ P L (D ( f )) .
Il concetto di limite per le funzioni è strettamente collegato a quello di limite per le
successioni.
Innanzitutto una successione di numeri reali è una funzione da N a R , quindi essa è
anche una funzione reale di variabile reale; poiché P L (N) = {+∞} per una tale funzione è
definito il limite quando l’argomento tende a +∞ . Si verifica facilmente che in tale caso il
concetto di limite di funzione coincide con il concetto di limite di successione.
Inoltre i limiti di funzioni sono legati ai limiti di successioni dal teorema seguente.
3.3.1 Teorema (relazione tra limiti di funzioni e limiti di successioni)
Siano A⊆R , f : A→R , c ∈ P L (A) e ℓ ∈R . Le seguenti affermazioni sono equivalenti:
I) limx→c f (x) = ℓ ;
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II) qualunque sia (an)n∈N successione in A \ { c } tale che limn→+∞ an = c , risulta
limn→+∞ f (an) = ℓ .
Dimostrazione. I =⇒ II) Supponiamo limx→c f (x) = ℓ , e consideriamo una successione
(an)n∈N in A\ { c } tale che limn→+∞ an = c .
Per la definizione di limx→c f (x) = ℓ si ha:
∀U ∈ Iℓ , ∃VU ∈ Ic : ∀x ∈A\ { c } , x ∈VU =⇒ f (x) ∈U
mentre per la definizione di limn→+∞ an = c si ha
∀W ∈ Ic , ∃nW ∈N : ∀n ∈N , n > nW =⇒ an ∈W .
Scelto U ∈ Iℓ , poniamo W =VU . Se n ∈N è tale che n > nVU allora si ha an ∈VU ,
ma ogni termine della successione appartiene ad A\ { c } , quindi f (an) ∈ U . Perciò
n > nVU =⇒ f (an) ∈U ,
quindi è verificata la definizione di limn→+∞ f (an) = ℓ e vale II.
II =⇒ I) Dimostriamo che se I è falsa allora è falsa anche II, cioè dimostriamo che se non è
limx→c f (x) = ℓ , allora esiste una successione (an)n∈N in A\ { c } tale che limn→+∞ an = c ,
ma non è limn→+∞ f (an) = ℓ .
Se non è limx→c f (x) = ℓ allora si ha
∃U ∈Iℓ : ∀V ∈ Ic , ∃x ∈A\ { c } : x ∈V e f (x) /∈ U .
Se c ∈R allora qualunque sia n ∈N è ]c − 1/(n+ 1), c + 1/(n+ 1)[ ∈ Ic , quindi esiste
un elemento di A∩ ]c − 1/(n+ 1), c + 1/(n+ 1)[ \ { c } , che indichiamo con an , tale che
f (an) /∈ U . La successione (an)n∈N così costruita ha termini in A\{ c } ; inoltre visto che per
ogni n ∈N è c −1/(n+1)< an < c +1/(n+1) , per il teorema 2.3.4 si ha limn→+∞ an = c .
D’altra parte per ogni n ∈N è f (an) /∈ U , quindi la successione ( f (an))n∈N non può avere
limite ℓ . Abbiamo perciò dimostrato che II non è verificata.
Se invece c =+∞ si procede in modo analogo prendendo, al posto degli intorni del tipo
]c − 1/(n+ 1), c + 1/(n+ 1)[ , gli intorni di +∞ del tipo ]n,+∞[ .
Infine se c =−∞ si procede in modo analogo al caso c =+∞ .
3.3.2 Teoremi fondamentali sui limiti
Per utilizzare la notazione limx→c f (x) senza ambiguità è necessario assicurarsi che una
funzione non possa avere due limiti distinti per x che tende a uno stesso valore. Ciò è
garantito dal teorema seguente.
3.3.2 Teorema (unicità del limite)
Siano A⊆ R , f : A→ R , c ∈ P L (A) e ℓ, m ∈ R . Se ℓ e m sono entrambi limite di f per
x → c , allora ℓ= m .
3.3. Limiti di funzioni 49
Dimostrazione. Supponiamo che, per x → c , f (x)→ ℓ e f (x)→ m .
Sia (an)n∈N una successione in A \ { c } che ha limite c (tale successione esiste per il
teorema 3.1.8). Allora per il teorema di relazione tra limiti di funzioni e limiti di successio-
ni 3.3.1 la successione ( f (an))n∈N ha come limite sia ℓ che m , dunque per il teorema di
unicità del limite di successioni 2.3.9 si ha ℓ= m .
Il concetto di limite di una funzione dipende solo dai valori che la funzione assume in
punti del dominio vicini a c (e diversi da c stesso). In altre parole modificando una funzione
fuori da un intorno di c il limite per x → c , se esiste, non cambia. Si ha infatti il teorema
seguente.
3.3.3 Teorema
Siano A,B ⊆R , f : A→R , g : B →R e c ∈ P L (A)∩P L (B) . Supponiamo che esista W ∈Ic
tale che
(a) A∩W \ { c } = B ∩W \ { c } ,
(b) ∀x ∈A∩W \ { c } , f (x) = g (x) .
Se esiste limx→c f (x) allora esiste limx→c g (x) e limx→c f (x) = limx→c g (x) .
Dimostrazione. Supponiamo che esista limx→c f (x) = ℓ . Per la definizione di limite risulta
∀U ∈ Iℓ , ∃VU ∈Ic : ∀x ∈A\ { c } , x ∈VU =⇒ f (x) ∈U .
Fissato U ∈Iℓ , dall’ipotesi (b) segue A∩VU ∩W \ { c } = B ∩VU ∩W \ { c } , quindi
x ∈ B ∩VU ∩W \ { c } =⇒ x ∈A∩VU \ { c } =⇒ f (x) ∈ U ,
ma
x ∈ B ∩VU ∩W \ { c } =⇒ x ∈ B ∩W \ { c } =⇒ f (x) = g (x) ,
perciò
x ∈ B ∩VU ∩W \ { c } =⇒ g (x) ∈ U ;
poiché VU ∩W è un intorno di c questo dimostra che limx→c g (x) = ℓ .
Questo teorema assicura che i teoremi che seguono sono applicabili anche se le ipotesi
sono soddisfatte solo in un intorno del punto a cui tende la variabile, escluso il punto stesso,
e non in tutto il dominio.
3.3.4 Teorema (del confronto)
Siano A⊆R , f , g : A→R , c ∈ P L (A) , ℓ, m ∈R . Supponiamo che esista limx→c f (x) = ℓ e
limx→c g (x) = m . Se ∀x ∈A\ { c } , f (x)≥ g (x) allora ℓ≥ m .
Dimostrazione. Sia (an)n∈N una successione in A \ { c } che tende a c ; si ha ∀n ∈ N ,
f (an)≥ g (an) e, per il teorema 3.3.1, limn→+∞ f (an) = ℓ e limn→+∞ g (an) = m . Allora,
per il teorema del confronto per limiti di successioni 2.3.5, risulta ℓ≥ m .
3.3.5 Teorema (della permanenza del segno)
Siano A⊆R , f : A→R , c ∈ P L (A) , ℓ, m ∈R . Supponiamo che esista limx→c f (x) = ℓ .
I) Se ℓ > m allora esiste W ∈Ic tale che ∀x ∈A∩W \ { c } , f (x)> m .
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II) Se ℓ < m allora esiste W ∈Ic tale che ∀x ∈A∩W \ { c } , f (x)< m .
Dimostrazione. I) Per la definizione di limite si ha
∀U ∈ Iℓ , ∃VU ∈Ic : ∀x ∈A\ { c } , x ∈VU =⇒ f (x) ∈U .
Poiché ℓ > m si ha ℓ >−∞ e m <+∞ .
Se m = −∞ la tesi è vera. Rimane il caso m ∈ R ; poniamo U = ]m,+∞[ se
ℓ=+∞ , mentre poniamo U = ]ℓ− (ℓ−m),ℓ+ (ℓ−m)[ se ℓ ∈ R . In ciascuno dei due
casi y ∈ U =⇒ y > m ; quindi
x ∈A∩VU \ { c } =⇒ f (x) ∈U =⇒ f (x)> m ,
e l’affermazione è dimostrata.
II) La dimostrazione è analoga a quella dell’affermazione precedente.
3.3.6 Teorema
Siano A⊆R , f : A→R , g : A→R , h : A→R e c ∈ P L (A) . Supponiamo che ∀x ∈A\{ c } ,
f (x)≤ g (x)≤ h(x) .
I) Se f e h sono convergenti per x → c e
lim
x→c
f (x) = lim
x→c
h(x)
allora g è convergente e
lim
x→c
g (x) = lim
x→c
f (x) = lim
x→c
h(x) .
II) Se f diverge a +∞ per x → c allora g diverge a +∞ per x → c .
III) Se h diverge a −∞ per x → c allora g diverge a −∞ per x → c .
Dimostrazione. I) Supponiamo che f e h siano convergenti per x → c e che abbia-
no lo stesso limite ℓ . Allora per il teorema di relazione tra limiti di funzioni e limiti di
successioni 3.3.1 qualunque sia (an)n∈N successione in A\ { c } convergente a c si ha
lim
n→+∞
f (an) = limn→+∞
h(an) = ℓ ;
poiché f (an)≤ g (an)≤ h(an) , per il teorema 2.3.4 si ha anche limn→+∞ g (an) = ℓ . Pertanto,
utilizzando nuovamente il teorema di relazione 3.3.1, si può concludere che limx→c g (x) = ℓ .
II, III) La dimostrazione si ottiene con ovvie modifiche da quella dell’affermazione prece-
dente.
3.3.7 Teorema
Siano A⊆R , f : A→R e c ∈ P L (A) .
I) Se f è convergente per x → c allora esiste W ∈ Ic tale che f (A∩W ) è limitato.
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II) Se f è divergente positivamente per x → c allora per ogni V ∈Ic f (A∩ v) è superior-
mente illimitato ed esiste W ∈ Ic tale che f (A∩W ) è inferiormente limitato.
III) Se f è divergente negativamente per x → c allora per ogni V ∈ Ic f (A ∩ V ) è
inferiormente illimitato ed esiste W ∈Ic tale che f (A∩W ) è superiormente limitato.
Dimostrazione. I) Se limx→c f (x) = ℓ ∈R . Scegliendo U = ]ℓ− 1,ℓ+ 1[ nella definizione
di limite, si ha
x ∈A∩VU \ { c } =⇒ ℓ− 1< f (x)< ℓ+ 1 .
Quindi f (A∩VU \ { c } ) è limitato. Se c /∈ A tale insieme coincide con f (A∩VU ) , perciò
la dimostrazione è completa; in caso contrario f (A∩VU ) = { f (c)} ∪ f (A∩VU \ { c } ) , che
è limitato, perché unione di due insiemi limitati.
II) Supponiamo limx→c f (x) = +∞ .
Dimostriamo che, ∀V ∈ Ic , l’insieme f (A∩V ) è superiormente illimitato. Poiché
c ∈ P L (A) si ha c ∈ P L (A∩V ) . Infatti qualunque sia U ∈Ic si ha U ∩V ∈ Ic e quindi
(A∩V )∩U \ { c } =A∩ (V ∩U ) \ { c } 6=∅ .
Allora, per il teorema 3.1.8, esiste (an)n∈N successione in A∩V \ { c } che ha limite c .
Quindi, per il teorema di relazione tra limiti di funzioni e limiti di successioni 3.3.1, si ha
limn→+∞ f (an) = +∞ e allora per il teorema 2.3.8(II) { f (an) | n ∈ N} è superiormente
illimitato, perciò anche f (A∩V ) , che contiene tale insieme, è superiormente illimitato.
Dimostriamo ora che esiste W ∈ Ic tale che f (A∩W ) è inferiormente limitata. Sce-
gliendo U = ]0,+∞[ nella definizione di limite, si ha
x ∈A∩VU \ { c } =⇒ f (x)> 0 ,
perciò, se c /∈A allora 0 è un minorante di f (A∩VU ) , mentre se c ∈A allora un minorante
di f (A∩VU ) è min{0, f (c)} . In ogni caso f (A∩W ) è inferiormente limitata.
III) La dimostrazione è analoga a quella dell’affermazione precedente.
3.3.8 Teorema (limite di una restrizione)
Siano A ⊆ R , B ⊆ A , f : A → R e c ∈ P L (B) . Se esiste limx→c f (x) allora esiste
limx→c f

B
(x) e si ha
lim
x→c
f (x) = lim
x→c
f

B
(x) .
Dimostrazione. Supponiamo che esista limx→c f (x) e sia ℓ tale limite. Si ha allora
∀U ∈ Iℓ , ∃VU ∈Ic : ∀x ∈A\ { c } , x ∈VU =⇒ f (x) ∈U .
Poiché B ⊆A e per x ∈ B si ha f

B
(x) = f (x) , se U ∈ Iℓ allora
x ∈ B ∩VU \ { c } =⇒ f

B
(x) ∈U
perciò limx→c f

B
(x) = ℓ .
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3.3.9 Teorema (limite di funzione composta)
Siano A,B ⊆ R , f : A → B , g : B → R , c ∈ P L (A) , ℓ ∈ P L (B) e m ∈ R . Supponiamo
che sia limx→c f (x) = ℓ e limy→ℓ g (y) = m . Supponiamo inoltre che valga una delle seguenti
condizioni:
(a) ∀x ∈A\ { c } , f (x) 6= ℓ ,
(b) ℓ ∈ B e g (ℓ) = m .
Allora esiste limx→c g
 
f (x)

e tale limite è uguale a m .
Dimostrazione. Per la definizione di limite si ha:
∀U ∈ Im , ∃VU ∈ Iℓ : ∀y ∈ B \ {ℓ} , y ∈VU =⇒ g (y) ∈U
∀W ∈Iℓ , ∃ZW ∈Ic : ∀x ∈A\ { c } , x ∈ ZW =⇒ f (x) ∈W .
Scelto U ∈ Im , per x ∈ A∩ ZVU \ { c } si ha f (x) ∈ VU ; poiché l’immagine di f è
inclusa in B , è anche f (x) ∈ B ∩VU .
Per poter proseguire nella dimostrazione bisogna utilizzare una delle condizioni (a) e (b).
Se vale (a) allora si ha sempre f (x) 6= ℓ e quindi
x ∈A∩ZVU \ { c } =⇒ f (x) ∈ B ∩VU \ {ℓ} =⇒ g
 
f (x)

∈ U
ed è verificata la definizione di limx→c g
 
f (x)

= m .
Se invece vale (b) allora si ha
y ∈ B ∩VU =⇒
 
y ∈ B ∩VU \ {ℓ} o y = ℓ

=⇒ g (y) ∈ U ∪ {m} =U ,
quindi
x ∈A∩ZVU \ { c } =⇒ f (x) ∈ B ∩VU =⇒ g
 
f (x)

∈ U .
Anche in questo caso è soddisfatta la definizione di limx→c g
 
f (x)

= m .
3.3.3 Limite sinistro e limite destro
Vi sono limiti di particolari restrizioni di una funzione che hanno un notevole interesse.
Definizione di limite sinistro e limite destro per una funzione
Siano A⊆R , f : A→R e c ∈R .
Se c ∈ D (A∩ ]−∞, c[) , diciamo che f ha limite sinistro ℓ per x che tende a c (o
anche f ha limite ℓ per x che tende a c da sinistra), e scriviamo limx→c− f (x) = ℓ , quando
limx→c f

A∩]−∞,c[
(x) = ℓ .
Se c ∈ D (A∩ ]c ,+∞[) , diciamo che f ha limite destro ℓ per x che tende a c (o an-
che f ha limite ℓ per x che tende a c da destra), e scriviamo limx→c+ f (x) = ℓ , quando
limx→c f

A∩]c ,+∞[
(x) = ℓ .
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Per la definizione di limite si dimostra facilmente che limx→c− f (x) = ℓ se e solo se
∀U ∈ Iℓ , ∃δU ∈R
+ : ∀x ∈A, x ∈ ]c −δU , c[ =⇒ f (x) ∈U ,
mentre limx→c+ f (x) = ℓ se e solo se
∀U ∈ Iℓ , ∃δU ∈R
+ : ∀x ∈A, x ∈ ]c , c +δU [ =⇒ f (x) ∈U .
Il limite sinistro e il limite destro rientrano nella definizione generale di limite per fun-
zioni reali di variabile reale, perciò per essi sono validi tutti i teoremi sui limiti già dimostrati
o che verranno dimostrati in seguito.
Tenuto conto del teorema sui limiti di restrizioni (teorema 3.3.8) è evidente che se una
funzione ha limite per x → c , con c ∈R , allora essa ha anche limite sinistro e limite destro
per x → c , purché le corrispondenti definizioni abbiano senso; cioè se limx→c f (x) = ℓ e
c ∈D (A∩ ]−∞, c[) allora si ha anche limx→c− f (x) = ℓ e analogamente per il limite destro.
Se invece è possibile definire il limite sinistro per x che tende a c , ma non il corrispon-
dente limite destro, cioè se c ∈D (A∩ ]−∞, c[) , ma c /∈D (A∩ ]c ,+∞[) allora c ∈ D (A) e
le definizioni di limite e di limite sinistro coincidono, in altri termini o esistono entrambi e so-
no uguali, oppure non ne esiste nessuno dei due. Infatti se c /∈D (A∩ ]c ,+∞[) , per δ ∈R+
sufficientemente piccolo si ha A∩ ]c ,+∞[∩ ]c −δ, c +δ[ = ∅ cioè A∩ ]c , c +δ[ = ∅ e
quindi per tali δ si ha
A∩ ]c −δ, c +δ[ \ { c } =
 
A∩ ]c −δ, c[

∪
 
A∩ ]c , c +δ[

=A∩ ]c −δ, c[ .
In tal caso le due le condizioni x ∈A∩ ]c −δ, c +δ[ \ { c } e x ∈A∩ ]c −δ, c[ coincidono
e quindi la definizione di limite coincide con quella di limite sinistro.
Analogamente se non è definito il limite sinistro allora la definizione di limite e di limite
destro coincidono.
Nel caso invece che abbiano senso sia il limite destro che il limite sinistro si ha il teorema
seguente.
3.3.10 Teorema
Siano A ⊆ R , f : A → R , c ∈ D (A∩ ]−∞, c[) ∩ D (A∩ ]c ,+∞[) e ℓ ∈ R . Le seguenti
affermazioni sono equivalenti.
I) limx→c f (x) = ℓ .
II) limx→c− f (x) = ℓ e limx→c+ f (x) = ℓ .
Dimostrazione. I =⇒ II) È una ovvia conseguenza del teorema sul limite di una restrizio-
ne 3.3.8, perché limite sinistro e limite destro sono limiti di restrizioni.
II =⇒ I) Supponiamo che sia limx→c− f (x) = limx→c+ f (x) = ℓ .
Dalla definizione segue
∀U ∈Iℓ , ∃ρU ∈R
+ : ∀x ∈A, x ∈ ]c −ρU , c[ =⇒ f (x) ∈ U
e
∀U ∈ Iℓ , ∃σU ∈R
+ : ∀x ∈A, x ∈ ]c , c +σU [ =⇒ f (x) ∈U .
Per U ∈Ic poniamo δU =min{ρU ,σU } , allora
]c −δU , c +δU [ \ { c } = ]c −δU , c[∪ ]c , c +δU [⊆ ]c −ρU , c[∪ ]c , c +σU [ ;
quindi se x ∈ A∩ ]c −δU , c +δU [ \ { c } allora x appartiene ad A∩ ]c −ρU , c[ oppure a
A∩ ]c , c +σU [ e quindi, in ogni caso, f (x) ∈ U . Pertanto limx→c f (x) = ℓ .
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3.3.4 Operazioni sui limiti
I teoremi che seguono sono del tutto analoghi ai teoremi sulle operazioni per i limiti di
successioni e sono dimostrabili a partire da tali teoremi, utilizzando il teorema di relazione
tra limiti di funzioni e limiti di successioni 3.3.1.
3.3.11 Teorema (limite di una somma)
Siano A⊆R , f , g : A→R e c ∈ P L (A) .
I) Se f e g sono convergenti per x → c allora la funzione a f + g è convergente per
x → c e
lim
x→c
 
f (x)+ g (x)

= lim
x→c
f (x)+ lim
x→c
g (x) .
II) Se limx→c f (x) = +∞ e g è inferiormente limitata allora
lim
x→c
 
f (x)+ g (x)

=+∞ .
III) Se limx→c f (x) = +∞ e g ha limite diverso da −∞ per x → c allora
lim
x→c
 
f (x)+ g (x)

=+∞ .
IV) Se limx→c f (x) =−∞ e g è superiormente limitata allora
lim
x→c
 
f (x)+ g (x)

=−∞ .
V) Se limx→c f (x) =−∞ e g ha limite diverso da +∞ per x → c allora
lim
x→c
 
f (x)+ g (x)

=−∞ .
Questo teorema consente di calcolare il limite di una somma di due funzioni quando si
conosce il limite di ciascuno dei due addendi, con l’esclusione del caso in cui una delle due
funzioni diverge a +∞ e l’altra diverge a −∞ . In tal caso diciamo che si ha un limite in
forma indeterminata.
3.3.12 Teorema (limite di un prodotto)
Siano A⊆R , f , g : A→R e c ∈ P L (A) .
I) Se f e g sono convergenti per x → c allora la funzione f g è convergente per x → c e
lim
x→c
 
f (x) · g (x)

= lim
x→c
f (x) · lim
x→c
g (x) .
II) Se f è divergente per x → c e inf g
 
A\ { c }

> 0 allora
lim
x→c
 
f (x) · g (x)

= lim
x→c
f (x) .
III) Se f è divergente per x → c e g ha limite maggiore di 0 per x → c allora
lim
x→c
 
f (x) · g (x)

= lim
x→c
f (x) .
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IV) Se f è divergente per x → c e sup g
 
A\ { c }

< 0 allora
lim
x→c
 
f (x) · g (x)

=− lim
x→c
f (x) .
V) Se f è divergente per x → c e g ha limite minore di 0 per x → c allora
lim
x→c
 
f (x) · g (x)

=− lim
x→c
f (x) .
VI) Se limx→c f (x) = 0 e g è limitata allora
lim
x→c
 
f (x) · g (x)

= 0 .
Questo teorema consente di calcolare il limite di un prodotto di due funzioni quando si
conosce il limite di ciascuno dei due fattori, con l’esclusione del caso in cui una delle funzioni
diverge (positivamente o negativamente) e l’altra converge a 0 . In tal caso diciamo che si ha
un limite in forma indeterminata.
3.3.13 Teorema (limite della reciproca)
Siano A⊆R , f : A→R \ {0} e c ∈ P L (A) .
I) Se f è convergente per x → c e limx→c f (x) 6= 0 allora la funzione 1/ f è convergente
per x → c e
lim
x→c
1
f (x)
=
1
limx→c f (x)
.
II) Se limx→c f (x) = 0 e ∀x ∈A\ { c } , f (x)> 0 allora
lim
x→c
1
f (x)
= +∞ .
III) Se limx→c f (x) = 0 e ∀x ∈A\ { c } , f (x)< 0 allora
lim
x→c
1
f (x)
=−∞ .
IV) Se f è divergente per x → c allora
lim
x→c
1
f (x)
= 0 .
3.3.14 Teorema (limite del valore assoluto)
Siano A⊆R , f : A→R e c ∈ P L (A) .
I) Se f è convergente per x → c allora la funzione x 7→ | f (x)| è convergente per x → c e
lim
x→c
| f (x)|=
lim
x→c
f (x)
 .
II) Se f è divergente per x → c allora
lim
x→c
| f (x)|=+∞ .
III) Se limx→c | f (x)|= 0 allora
lim
x→c
f (x) = 0 .
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3.4 Criteri per l’esistenza del limite
3.4.1 Funzioni monotòne
Definizione di funzione crescente, decrescente, monotòna
Siano A⊆R e f : A→R .
Diciamo che f è crescente quando
∀x, y ∈A, x < y =⇒ f (x)≤ f (y) .
Diciamo che f è strettamente crescente quando
∀x, y ∈A, x < y =⇒ f (x)< f (y) .
Diciamo che f è decrescente quando
∀x, y ∈A, x < y =⇒ f (x)≥ f (y) .
Diciamo che f è strettamente decrescente quando
∀x, y ∈A, x < y =⇒ f (x)> f (y) .
Diciamo che f è monotòna quando essa è crescente o decrescente.
Diciamo che f è strettamente monotòna quando essa è strettamente crescente o strettamente
decrescente.
Evidentemente una funzione strettamente crescente è anche crescente e una funzione
strettamente decrescente è anche decrescente. Inoltre una funzione costante è contempora-
neamente crescente e decrescente.
In particolare se f ha come dominio l’insieme dei naturali, cioè se f è una successione,
queste definizioni sono equivalenti alle corrispondenti definizioni date per successioni.
Per i limiti di funzioni monotone vale il teorema seguente.
3.4.1 Teorema (limite di funzioni monotone)
Siano A⊆R , f : A→R e c ∈R . Supponiamo f crescente.
I) Se A è superiormente illimitato allora esiste limx→+∞ f (x) e si ha
lim
x→+∞
f (x) = sup f .
II) Se c ∈ D (A∩ ]c ,+∞[) allora esiste limx→c+ f (x) e si ha
lim
x→c+
f (x) = inf f
 
A∩ ]c ,+∞[

.
III) Se c ∈ D (A∩ ]−∞, c[) allora esiste limx→c− f (x) e si ha
lim
x→c−
f (x) = sup f
 
A∩ ]−∞, c[

.
IV) Se A è inferiormente illimitato allora esiste limx→−∞ f (x) e si ha
lim
x→−∞
f (x) = inf f .
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Dimostrazione. I) Supposto sup f (A) = +∞ dimostriamo che limx→+∞ f (x) = +∞ . Poi-
ché f (A) è superiormente illimitato, qualunque M ∈R non è un maggiorante di f (A) , per-
ciò esiste aM ∈ A tale che f (aM ) > M . Se x ∈A∩ ]aM ,+∞[ allora si ha f (x) ≥ f (aM ) ,
perché f è crescente. Perciò
x ∈A∩ ]aM ,+∞[ =⇒ f (x)> M .
Per l’arbitrarietà di M è soddisfatta la definizione di limx→+∞ f (x) = +∞ .
Supponiamo ora sup f (A) = ℓ ∈ R . Qualunque sia ǫ ∈ R+ , ℓ − ǫ non è un mag-
giorante di f (A) , quindi esiste aǫ ∈ A tale che f (aǫ) > ℓ− ǫ . Poiché f è crescente, se
x ∈A∩ ]aǫ,+∞[ allora si ha f (x) ≥ f (aǫ) , quindi x ∈ A∩ ]aǫ,+∞[ =⇒ f (x) > ℓ− ǫ .
Inoltre qualunque sia x ∈A è
f (x)≤ sup f (A) = ℓ < ℓ+ ǫ ,
dunque
x ∈A∩ ]aǫ,+∞[ =⇒ ℓ− ǫ < f (x)< ℓ+ ǫ .
Perciò limx→+∞ f (x) = ℓ .
II) Supposto inf f (A∩ ]c ,+∞[) = −∞ dimostriamo che limx→c+ f (x) = −∞ . Qualun-
que sia M ∈R esso non è unminorante di f (A∩]c ,+∞[) , pertanto esiste aM ∈A∩ ]c ,+∞[
tale che f (aM )< M . Poiché f è crescente si ha
x ∈A∩ ]c ,aM [ =⇒ f (x)≤ f (aM )< M
e dunque limx→c+ f (x) =−∞ .
Se invece inf f (A∩ ]c ,+∞[) = ℓ ∈R allora qualunque sia ǫ ∈R+ il numero ℓ+ ǫ non
è un minorante di f (A∩ ]c ,+∞[) , quindi esiste aǫ ∈ A∩ ]c ,+∞[ tale che f (aǫ) < ℓ+ ǫ .
Poiché f è crescente, se x ∈ A∩ ]c ,aǫ[ allora f (x) ≤ f (aǫ) da cui segue f (x) < ℓ+ ǫ .
Inoltre se x ∈A∩ ]c ,+∞[ allora f (x)≥ ℓ > ℓ− ǫ e quindi
x ∈A∩ ]c ,aǫ[ =⇒ ℓ− ǫ < f (x)< ℓ+ ǫ ;
dunque limx→c+ f (x) = ℓ .
III) La dimostrazione si ottiene con ovvie modifiche da quella dell’affermazione II.
IV) La dimostrazione si ottiene con ovvie modifiche da quella dell’affermazione I.
Sottolineiamo il fatto che questo teorema non garantisce l’esistenza del limite per x che
tende a un numero reale, in tal caso è garantita solo l’esistenza di limite sinistro e limite destro
(se ha senso definirli).
Un teorema analogo vale per funzioni decrescenti, l’unica differenza è che nell’enunciato
gli estremi superiori e gli estremi inferiori vanno scambiati tra loro.
3.4.2 Condizione di Cauchy
La convergenza di una successione equivale al fatto che essa sia di Cauchy. Un teorema
analogo vale per le funzioni.
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Definizione di condizione di Cauchy per una funzione
Siano A ⊆ R , f : A → R e c ∈ P L (A) . Diciamo che f soddisfa la condizione di Cauchy
per x che tende a c quando
∀ǫ ∈R+ , ∃Vǫ ∈Ic : ∀x, y ∈A\ { c } , x, y ∈Vǫ =⇒ | f (x)− f (y)|< ǫ .
3.4.2 Teorema
Siano A⊆ R , f : A→ R e c ∈ P L (A) . La funzione f è convergente per x → c se e solo se
soddisfa la condizione di Cauchy per x → c .
Dimostrazione. Supponiamo che esista limx→c f (x) = ℓ ∈ R e dimostriamo che f soddisfa
la condizione di Cauchy per x → c .
Si ha
∀ǫ ∈R+ , ∃Vǫ ∈Ic : ∀x ∈A\ { c } , x ∈Vǫ =⇒ | f (x)− ℓ|< ǫ .
quindi, fissato ǫ ∈R+ , se x e y appartengono ad A∩Vǫ \ { c } si ha:
| f (x)− f (y)|=
  f (x)− ℓ+  ℓ− f (y)≤ | f (x)− ℓ|+ |ℓ− f (y)|< 2ǫ ;
quindi la condizione di Cauchy è verificata.
Viceversa supponiamo che f soddisfi la condizione di Cauchy per x → c e dimostriamo
che f è convergente.
Poiché c ∈ P L (A) , per il teorema 3.1.8 esiste una successione (an)n∈N in A\{ c } tale che
limn→+∞ an = c . Dimostriamo che ( f (an))n∈N è di Cauchy. Per la condizione di Cauchy
si ha
∀ǫ ∈R+ , ∃Vǫ ∈Ic : ∀x, y ∈A\ { c } , x, y ∈Vǫ =⇒ | f (x)− f (y)|< ǫ ;
mentre per la definizione di limite per (an)n∈N
∀W ∈ Ic , ∃nW ∈N : ∀n ∈N , n > nW =⇒ an ∈W .
Fissato ǫ ∈R+ , scelto W =Vǫ , si ha
n, m > nVǫ =⇒ an,am ∈Vǫ =⇒ | f (an)− f (am)|< ǫ ,
quindi ( f (an))n∈N è di Cauchy, pertanto, per il teorema 2.5.8, ha limite reale. Sia ℓ tale
limite.
Dimostriamo ora che si ha anche limx→c f (x) = ℓ . Fissato ǫ ∈R
+ , se x ∈ A∩Vǫ \ { c }
allora, scelto n > nVǫ , si ha an ∈Vǫ e quindi
| f (x)− ℓ|=
  f (x)− f (an)+   f (an)− ℓ≤ | f (x)− f (an)|+ | f (an)− ℓ|< 2ǫ .
3.5 Funzioni continue
3.5.1 Definizioni e proprietà fondamentali
Definizione di funzione continua in un punto
Siano A⊆R , f : A→R e c ∈A . Diciamo che f è continua in c quando
∀U ∈I f (c) , ∃VU ∈Ic : ∀x ∈A, x ∈VU =⇒ f (x) ∈ U .
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Definizione di funzione continua in un insieme
Siano A⊆R , B ⊆A e f : A→R .
Diciamo che f è continua in B quando è continua in ogni punto di B .
Diciamo che f è continua quando è continua in A .
È evidente che f è continua in c se e solo se
∀ǫ ∈R+ , ∃δǫ ∈R
+ : ∀x ∈A, x ∈ ]c −δǫ, c +δǫ[ =⇒ | f (x)− f (c)|< ǫ .
Se c , oltre ad appartenere ad A , è anche un punto di accumulazione per A , allora f
è continua in c se e solo se limx→c f (x) = f (c) . Infatti l’unica differenza tra le due defi-
nizioni è che nel caso del limite la condizione | f (x)− f (c)| < ǫ deve essere verificata per
x ∈A∩ ]c −δǫ, c +δǫ[ \ { c } , mentre nel caso della continuità deve essere verificata anche
per x = c , ma per tale valore di x la condizione si riduce a | f (c)− f (c)| < ǫ che è sempre
verificata.
Se invece c è un punto isolato per A allora f è continua in c . Infatti esiste δ ∈ R+
tale che A∩

c −δ, c +δ

= { c } , quindi qualunque sia ǫ ∈ R+ si può scegliere δǫ = δ e
risulta
x ∈A∩ ]c −δǫ, c +δǫ[ =⇒ x = c =⇒ | f (x)− f (c)|= 0< ǫ
e dunque la definizione di continuità è verificata.
Riassumendo: una funzione è continua in ogni punto isolato del suo dominio, mentre è
continua in un punto del dominio che sia anche di accumulazione se e solo se in tale punto il
limite esiste e coincide con il valore della funzione.
Visto lo stretto collegamento tra limite e continuità vale un teorema analogo al teorema
di relazione tra limiti di funzioni e limiti di successioni 3.3.1.
3.5.1 Teorema
Siano A⊆R , f : A→R e c ∈A . Le seguenti affermazioni sono equivalenti:
I) la funzione f è continua in c ;
II) qualunque sia (an)n∈N successione in A convergente a c risulta limn→+∞ f (an) = f (c) .
Dimostrazione. I =⇒ II) Supponiamo che f sia continua in c e consideriamo una succes-
sione (an)n∈N in A tale che limn→+∞ an = c .
Per la definizione di continuità si ha:
∀U ∈ I f (c) , ∃VU ∈ Ic : ∀x ∈A, x ∈VU =⇒ f (x) ∈ U
mentre per la definizione di limn→+∞ an = c si ha
∀W ∈ Ic , ∃nW ∈N : ∀n ∈N , n > nW =⇒ an ∈W .
Scelto U ∈ Iℓ , poniamo W =VU . Se n ∈N è tale che n > nVU allora si ha an ∈VU ∩A ,
quindi f (an) ∈U . Perciò
n > nVU =⇒ f (an) ∈U ,
quindi è verificata la definizione di limn→+∞ f (an) = ℓ e allora vale II.
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II =⇒ I) Dimostriamo che se I è falsa allora è falsa anche II. Dimostriamo quindi che se f
non è continua in c , allora esiste una successione (an)n∈N in A tale che limn→+∞ an = c ,
ma non è limn→+∞ f (an) = ℓ .
Se f non è continua in c allora si ha
∃U ∈Iℓ : ∀V ∈Ic , ∃x ∈A: x ∈V e f (x) /∈ U .
Qualunque sia n ∈ N è ]c − 1/(n+ 1), c + 1/(n+ 1)[ ∈ Ic , quindi esiste un elemento
di A∩ ]c − 1/(n+ 1), c + 1/(n+ 1)[ , che indichiamo con an , tale che f (an) /∈ U . La
successione (an)n∈N così costruita ha termini in A ; inoltre visto che per ogni n ∈ N è
c − 1/(n+ 1)< an < c + 1/(n+ 1) , per il teorema 2.3.4 si ha limn→+∞ an = c . D’altra parte
per ogni n ∈N è f (an) /∈ U , quindi la successione ( f (an))n∈N non può avere limite uguale
a ℓ . Abbiamo perciò dimostrato che II non è soddisfatta.
I teoremi sui limiti possono essere applicati alle funzioni continue. In particolare è
immediata conseguenza dei teoremi sui limiti il teorema seguente.
3.5.2 Teorema
Siano A⊆R , f : A→R , g : A→R e c ∈A . Supponiamo f e g continue in c . Allora:
I) la funzione f + g è continua in c ;
II) la funzione f g è continua in c ;
III) se inoltre ∀x ∈A, g (x) 6= 0 allora la funzione f /g è continua in c .
3.5.3 Teorema (continuità della funzione composta)
Siano A,B ⊆ R , f : A → B , g : B → R e c ∈ A . Se f è continua in c e g è continua in
f (c) allora g ◦ f è continua in c .
Dimostrazione. Qualunque sia (an)n∈N successione in A convergente a c , per il teore-
ma 3.5.1 f (an)→ f (c) , quindi, applicando nuovamente tale teorema, g
 
f (an)

→ g
 
f (c)

.
Perciò g ◦ f è continua in c .
3.5.2 Funzioni continue nel dominio
3.5.4 Teorema (di Weierstrass)
Siano K ⊆ R e f : K → R . Se f è continua e K è compatto, allora f è limitata ed esistono
massimo e minimo di f .
Dimostrazione. Dimostriamo anzitutto che se f è continua allora sup f ∈R (e quindi che f
è superiormente limitata) e successivamente che sup f ∈ f (K) (e quindi f ha massimo). In
modo analogo si dimostra che f è inferiormente limitata e che ha minimo.
Per dimostrare che se f è continua allora sup f ∈ R dimostriamo l’implicazione con-
trapposta, cioè che se sup f =+∞ allora esiste un punto di K in cui f non è continua.
Se sup f = +∞ allora f (K) non ha maggioranti quindi, in particolare, qualunque sia
n ∈N esso non è un maggiorante di f (K) , perciò esiste un elemento di K , che indichiamo
con an , tale che f (an) > n . La successione (an)n∈N così costruita è limitata perché con-
tenuta in K , quindi per il teorema di Bolzano-Weierstrass 2.5.5 esiste una sottosuccessione
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convergente. Sia

akn

n∈N
tale sottosuccessione e sia c il suo limite. Poiché K è chiuso si ha
c ∈ K . Siccome ∀n ∈ N , f (akn ) > kn ≥ n si ha limn→+∞ f (akn ) = +∞ 6= f (c) ; quindi f
non è continua in c .
Dimostriamo ora che sup f appartiene a f (K) .
Sia M = sup f . Per le proprietà dell’estremo superiore qualunque sia n ∈ N il nu-
mero M − 1/(n + 1) non è un maggiorante di f (K) e quindi esiste un elemento di K ,
che indichiamo con an , tale che f (an) > M − 1/(n + 1) . La successione (an)n∈N è limi-
tata, perciò esiste una sottosuccessione convergente. Sia

akn

n∈N
tale sottosuccessione e
sia c il suo limite. Poiché f è continua in c si ha limn→+∞ f (akn ) = f (c) , d’altra parte
∀n ∈ N , M − (1/kn) < f (akn ) ≤ M e quindi limn→+∞ f (akn ) = M ; pertanto M = f (c) e
dunque M ∈ f (K) .
Il teorema è così dimostrato.
3.5.5 Teorema (di Bolzano o degli zeri)
Sia f : [a, b ]→R . Se f (a) f (b )< 0 e f è continua allora esiste c ∈ ]a, b [ tale che f (c) = 0 .
Dimostrazione. Consideriamo il caso f (a) < 0 < f (b ) , il caso f (b ) < 0 < f (a) si tratta in
modo analogo.
Poniamo a0 = a , b0 = b e c0 = (a + b )/2 , cioè c0 è il punto medio dell’intervallo
[a, b ] . Se f (c0) = 0 , la tesi è verificata. Se f (c0) > 0 poniamo a1 = a0 e b1 = c0 , se
invece f (c0) < 0 poniamo a1 = c0 e b1 = b0 . In entrambi i casi f (a1) < 0 < f (b1) ,
a0 ≤ a1 < b1 ≤ b0 e b1− a1 = (b0− a0)/2 .
Poniamo poi c1 = (a1 + b1)/2 , cioè c1 è il punto medio dell’intervallo [a1, b1] . Proce-
dendo come prima, se f (c1) = 0 la tesi è verificata. Se f (c1)> 0 poniamo a2 = a1 e b2 = c1 ,
se invece f (c1) < 0 poniamo a2 = c1 e b2 = b1 . In entrambi i casi f (a2) < 0 < f (b2) ,
a1 ≤ a2 < b2 ≤ b1 e b2− a2 = (b1− a1)/2 .
Ripetiamo successivamente il ragionamento. Se dopo un numero finito di passi la fun-
zione si annulla nel punto medio dell’intervallo la tesi è verificata; altrimenti si prosegue
costruendo due successioni (an)n∈N e (bn)n∈N tali che
1. ∀n ∈N , a0 ≤ an < bn ≤ b0 ;
2. la successione (an)n∈N è crescente e la successione (bn)n∈N è decrescente;
3. bn − an =
b0− a0
2n
;
4. ∀n ∈N , f (an)< 0< f (bn) .
La successione (an)n∈N è crescente e superiormente limitata ( b0 è un suo maggiorante);
pertanto, per il teorema sul limite di successioni monotòne 2.5.1, è convergente. Sia c il suo
limite che, per il teorema del confronto 2.3.2, appartiene ad [a, b ] . Allora
lim
n→+∞
bn = limn→+∞

an +
b − a
2n

= c .
Poiché f è continua in c , per il teorema del confronto 2.3.2, si ha
f (c) = lim
n→+∞
f (an)≤ 0 , f (c) = limn→+∞
f (bn)≥ 0 .
Quindi f (c) = 0 .
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Il teorema di Bolzano assicura che una funzione continua in un intervallo chiuso e limi-
tato che ha valore maggiore di 0 in un estremo e minore di 0 nell’altro ha in qualche punto
valore 0 . È evidente che il risultato continua a valere considerando un qualunque numero
reale d al posto di 0 . Da questa osservazione si ottiene facilmente il teorema seguente.
3.5.6 Teorema (dei valori intermedi)
Siano I ⊆R e f : I →R . Se I è un intervallo e f è continua allora f (I ) è un intervallo.
Dimostrazione. Per dimostrare che f (I ) è un intervallo occorre provare che se a, b ∈ I sono
tali che f (a)< f (b ) e d ∈ ] f (a), f (b )[ allora d ∈ f (I ) . Consideriamo solo il caso a < b ,
il caso inverso è del tutto analogo.
Sia g : [a, b ]→R tale che g (x) = f (x)− d . Poiché f è continua anche g è continua;
inoltre g (a) = f (a)− d < 0 , mentre g (b ) = f (b )− d > 0 . Pertanto, per il teorema degli
zeri, esiste x ∈ ]a, b [ tale che g (x) = 0 , cioè f (x) = d , quindi d ∈ f (A) .
Per le funzioni monotone esiste un teorema che è in un certo senso l’inverso di quello dei
valori intermedi.
3.5.7 Teorema
Siano A⊆R e f : A→R . Se f è monotona e f (A) è un intervallo allora f è continua.
Dimostrazione. Sia f : A → R monotona e dimostriamo che se f non è continua allora
f (A) non è un intervallo.
Consideriamo il caso in cui f è crescente; se f è decrescente la dimostrazione è del tutto
analoga.
Sia c ∈ A tale che f non è continua in c . Allora c è punto di accumulazione per A ,
quindi x ∈ D (A∩ ]−∞, c[) oppure x ∈ D (A∩ ]c ,+∞[) . Poiché f è monotona, per il
teorema 3.4.1, esiste almeno uno dei due limiti limx→c− f (x) e limx→c+ f (x) ; poiché f non
è continua in c , almeno uno di tali limiti è diverso da f (c) .
Supponiamo ad esempio che limx→c− f (x) esista e sia diverso da f (c) . Poiché f è
crescente, ∀x ∈ A∩ ]−∞, c[ si ha f (x) ≤ f (c) e quindi sup f
 
A∩ ]−∞, c[

≤ f (c) .
D’altra parte, per il teorema 3.4.1(III), si ha sup f
 
A∩ ]−∞, c[

= limx→c− f (x) 6= f (c) ,
quindi sup f
 
A∩ ]−∞, c[

< f (c) .
Sia ora y ∈ R tale che sup f
 
A∩ ]−∞, c[

< y < f (c) . Si ha y /∈ f (A) . Infatti qua-
lunque sia x ∈ A , se x < c allora f (x) ≤ sup f
 
A∩ ]−∞, c[

< y , se invece x ≥ c allora
f (x)≥ f (c)> y . D’altra parte, scelto x ∈ A∩ ]−∞, c[ , si ha f (x) < y < f (c) quindi y è
compreso tra due elementi di f (A) , perciò f (A) non è un intervallo.
Per studiare la continuità dell’inversa di una funzione è utile il teorema seguente.
3.5.8 Teorema
Siano I ⊆R intervallo, f : I →R continua e invertibile, a, b , c ∈ I .
I) Se a < b , a < c e f (a)< f (b ) , allora f (a)< f (c) ;
II) se a < b , c < b e f (a)< f (b ) , allora f (c)< f (b ) .
Dimostrazione. I) Poiché f è invertibile, si ha f (c) 6= f (a) . Supponiamo, per assurdo, che
sia f (c)< f (a) . Poiché f (c)< f (a)< f (b ) , per il teorema dei valori intermedi f (a) appar-
tiene all’immagine di f ristretta all’intervallo di estremi c e b , cioè esiste d appartenente
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a tale intervallo tale che f (d ) = f (a) ; poiché a non appartiene all’intervallo di estremi c
e b , si ha a 6= d .Ciò è assurdo perché f è invertibile. Pertanto f (c)> f (a) .
II) La dimostrazione è analoga a quella della prima affermazione.
3.5.9 Teorema
Siano I ⊆ R e f : I → R . Se I è un intervallo, f è continua e invertibile allora f è
strettamente monotona.
Dimostrazione. Dimostriamo che se f non è strettamente decrescente, allora è strettamente
crescente.
Se f non è strettamente decrescente, esistono α,β ∈ I tali che α < β e f (α)≤ f (β) ;
poiché f è invertibile non può valere l’uguaglianza, quindi f (α)< f (β) .
Siano x1, x2 ∈ I , tali che x1 < x2 .
Se x2 > α si può applicare il teorema 3.5.8(I) con a = α , b = β e c = x2 , quindi
f (α)< f (x2) ; allora si può applicare il teorema 3.5.8(II) con a = α , b = x2 e c = x1 quindi
f (x1)< f (x2) .
Se invece x2 ≤ α allora si ha x1 < α , quindi si può applicare il teorema 3.5.8(II) con
a = α , b = β e c = x1 , f (x1) < f (β) ; allora si può applicare il teorema 3.5.8(I) con
a = x1 , b =β e c = x2 , quindi f (x1)< f (x2) .
Pertanto f è strettamente crescente e il teorema è dimostrato.
3.5.10 Teorema (continuità della funzione inversa)
Siano I ⊆R intervallo e f : I →R .
I) Se f è strettamente monotona allora f −1 è continua;
II) se f è continua e invertibile allora f −1 è continua.
Dimostrazione. I) Se f è strettamente monotona allora è invertibile, la funzione inver-
sa è anch’essa strettamente monotona e la sua immagine coincide col dominio di f , cioè
im
 
f −1

= I , che, per ipotesi, è un intervallo. Il teorema 3.5.7 assicura allora che f −1 è
continua.
II) Per il teorema 3.5.9 f è strettamente monotona, quindi la I consente di concludere che
è continua.
3.5.3 Funzioni uniformemente continue
Definizione di funzione uniformemente continua
Siano A⊆R e f : A→R . Diciamo che f è uniformemente continua quando
∀ǫ ∈R+ , ∃δǫ ∈R
+ : ∀x, y ∈A, |x − y|<δǫ =⇒ | f (x)− f (y)|< ǫ .
3.5.11 Teorema
Siano A⊆R e f : A→R . Se f è uniformemente continua allora f è continua.
Dimostrazione. Sia c ∈A , dimostriamo che f è continua in c . Si ha
∀ǫ ∈R+ , ∃δǫ ∈R
+ : ∀x, y ∈A, |x − y|<δǫ =⇒ | f (x)− f (y)|< ǫ .
Scelto ǫ ∈R+ , se x ∈A∩]c −δǫ, c +δǫ[ allora si ha |x−c |<δǫ ; quindi | f (x)− f (c)|< ǫ ,
perciò f è continua in c .
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Come la continuità, anche la uniforme continuità può essere caratterizzata tramite le
successioni.
3.5.12 Teorema
Siano A⊆R e f : A→R . Le seguenti affermazioni sono equivalenti:
I) f è uniformemente continua;
II) qualunque siano (an)n∈N e (bn)n∈N successioni in A tali che limn→+∞(an − bn) = 0
risulta limn→+∞
 
f (an)− f (bn)

= 0 .
Dimostrazione. I =⇒ II) Supponiamo f uniformemente continua, cioè
∀ǫ ∈R+ , ∃δǫ ∈R
+ : ∀x, y ∈A, |x − y|<δǫ =⇒ | f (x)− f (y)|< ǫ ,
e siano (an)n∈N e (bn)n∈N successioni in A tali che limn→+∞(an − bn) = 0 , cioè tali che
∀η ∈R+ , ∃nη ∈N : ∀n ∈N , n > nη =⇒ |an − bn|< η .
Fissato ǫ ∈ R+ , se n > nδǫ , allora |an − bn| < δǫ e quindi | f (an)− f (bn)| < ǫ . Pertanto
limn→+∞
 
f (an)− f (bn)

= 0 .
II =⇒ I) Dimostriamo che se f non è uniformemente continua, allora esistono due suc-
cessioni in A , (an)n∈N e (bn)n∈N , tali che limn→+∞(an − bn) = 0 , ma f (an)− f (bn) non
converge a 0 .
Supponiamo quindi che
∃ǫ ∈R+ : ∀δ ∈R+ , ∃xδ , yδ ∈A: |xδ − yδ |<δ e | f (xδ)− f (yδ )| ≥ ǫ .
In particolare, scegliendo δ = 1/(n+1) , esistono due elementi di A , che indichiamo con an
e bn , tali che |an − bn|< 1/(n+ 1) e | f (an)− f (bn)| ≥ ǫ . Pertanto limn→+∞(an − bn) = 0 ,
ma non può essere limn→+∞
 
f (an)− f (bn)

= 0 .
3.5.13 Teorema
Siano A ⊆ R , f : A → R e (an)n∈N successione in A . Se f è uniformemente continua
e (an)n∈N è convergente, allora la successione ( f (an))n∈N è convergente.
Dimostrazione. Poiché una successione è convergente se e solo se è di Cauchy (teorema 2.5.6),
è sufficiente dimostrare che se (an)n∈N è di Cauchy, allora ( f (an))n∈N è di Cauchy.
Se f è uniformemente continua si ha
∀ǫ ∈R+ , ∃δǫ ∈R
+ : ∀x, y ∈A, |x − y|<δǫ =⇒ | f (x)− f (y)|< ǫ ,
mentre se (an)n∈N è una successione di Cauchy allora si ha
∀η ∈R+ , ∃nη ∈N : ∀n, m ∈N , n, m > nη =⇒ |an − am|< η .
Fissato ǫ ∈ R+ , se n, m ∈ N sono tali che n, m > nδǫ , allora |an − am| < δǫ , pertanto
| f (an)− f (am)|< ǫ . Quindi la successione ( f (an))n∈N è di Cauchy.
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In generale dalla continuità di una funzione non segue la sua uniforme continuità, ma ciò
risulta vero per domini particolari.
3.5.14 Teorema (di Heine-Cantor)
Siano K ⊆ R e f : K → R . Se f è continua e K è compatto, allora f è uniformemente
continua.
Dimostrazione. Dimostriamo l’implicazione contrapposta di quella enunciata nel teorema,
cioè dimostriamo che se f non è uniformemente continua allora esiste c ∈ K tale che f
non è continua in c .
Supponiamo quindi f non uniformemente continua, cioè
∃ǫ ∈R+ : ∀δ ∈R+ , ∃xδ , yδ ∈ K : |xδ − yδ |<δ e | f (xδ)− f (yδ )| ≥ ǫ .
In particolare, ∀n ∈N , scegliendo δ = 1/(n+1) , esistono due elementi di K , che indichia-
mo con an e bn , tali che |an − bn|< 1/(n+1) e | f (an)− f (bn)| ≥ ǫ . Poiché K è compatto,
esiste una sottosuccessione

akn

n∈N
, convergente a un elemento c di K . Inoltre si ha
akn − bkn
≤ 1
kn
→ 0 ,
quindi limn→+∞(akn − bkn ) = 0 , pertanto si ha anche limn→+∞ bkn = c . Le successioni
akn

n∈N
e

bkn

n∈N
sono convergenti a c , ma ∀n ∈N si ha
 f (akn )− f (bkn )
≥ ǫ e quindi
le successioni

f (akn )

n∈N
e

f (bkn )

n∈N
non possono avere lo stesso limite; pertanto, per il
teorema 3.5.1, la funzione f non è continua in c .
Il teorema è così dimostrato.
3.5.15 Teorema
Siano A⊆R e f : A→R . Se f è uniformemente continua, allora esiste g : A→R uniforme-
mente continua e tale che g

A
= f .
Dimostrazione. Sia c ∈ A . Per il teorema 3.1.4 esiste (an)n∈N successione in A convergente
a c . Per il teorema 3.5.13, ( f (an))n∈N è convergente. Sia ℓ = limn→+∞ f (an) . Se (bn)n∈N
è un’altra successione in A convergente a c , allora limn→+∞(an − bn) = 0 , quindi, per
il teorema 3.5.12, limn→+∞
 
f (an)− f (bn)

= 0 , cioè anche limn→+∞ f (bn) = ℓ . Quindi
limn→+∞ f (an) dipende da c e non dalla successione (an)n∈N scelta. Indichiamolo con g (c) .
Abbiamo così definito una funzione g : A→R . Se c ∈A allora
g (c) = lim
n→+∞
f (c) = f (c) ,
quindi g

A
= f .
Dimostriamo che g è uniformemente continua. Fissato ǫ ∈R+ , siano x, y ∈A tali che
|x − y| ≤ δǫ/3 . Siano (an)n∈N e (bn)n∈N successioni in A convergenti rispettivamente a x
e a y . Allora, per definizione, f (an)→ g (x) e f (bn)→ g (y) . Pertanto, per n grande, si
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ha |an − x| ≤ δǫ/3 , |bn − y| ≤ δǫ/3 , | f (an)− g (x)| ≤ ǫ , | f (bn)− g (y)| ≤ ǫ . Da ciò segue
|an − bn| ≤ |an − x|+ |x − y|+ |y − bn| ≤
δǫ
3
+
δǫ
3
+
δǫ
3
= δǫ ;
quindi, per la uniforme continuità di f , si ha | f (an)− f (bn)| ≤ ǫ ; pertanto
|g (x)− g (y)| ≤ |g (x)− f (an)|+ | f (an)− f (bn)|+ | f (bn)− g (y)| ≤ ǫ+ ǫ+ ǫ= 3ǫ .
Perciò g è uniformemente continua.
