Abstract
Introduction
Denote the Perron eigenvalue of an n × n componentwise nonnegative matrix P by ρ(P ). An matrix A is called an M-matrix if there exists an n × n nonnegative matrix B and some real number α such that A = αI − B, α ρ(B), (1.1) where I is the identity matrix. If α = ρ(B), then A is a singular M-matrix, and if α > ρ(B), then A is called a nonsingular M-matrix, and denote it by A ∈ M n (see, [1] ] . If A and B are M-matrices, then it was proved that A • B is again an M-matrix in [5] .
Motivated by the question of whether a real matrix is symmetrizable via multiplication by a diagonal matrix with positive diagonal entries, the minimum real eigenvalue of A • A −1 as a measure of the symmetrizability of A is raised in [3, 4] . In 1985, Fiedler et al. [4] showed that 0 < q(A • A −1 ) 1 (1.2) for M-matrix A, with equality in the irreducible case if and only if A is positive diagonally symmetrizable. Subsequently, for A ∈ M n , n 2, Fiedler and Markham [5] proved that
and proposed the following conjecture:
Recently, Yong [6, 7] and Chen [8] , etc., have independently proved this conjecture affirmatively.
Obviously, the lower bound (1.4) is very simple, which depends only on the dimension of matrix A, but it is also too small when the dimension of matrix A is large.
In this paper, we exhibit some new lower bounds for q(A • A −1 ), only depending on the entries of matrix A, instead of the dimension of matrix A. These bounds are strong enough to yield, upon specialization, the conjectured lower bound (1.4) for q(A • A −1 ).
Preliminaries and notations
In this section, we give some lemmas, which are mainly involving about some inequalities for the entries of matrix A −1 . They will be useful in the following proofs.
For convenience, for any positive integer n, N denotes the set {1, 2, . . . , n} throughout. We write A B if a ij b ij for all i, j ∈ N. For any i ∈ N , denote 
Now we give two strong results, which are interesting improvements for Lemma 2.1.
is an n × n strictly diagonally dominant matrix by row, then
where ε > 0 is sufficiently small such that 0
Obviously, the matrix AD i (ε) is again strictly diagonally dominant by row. Therefore, by Lemma 2.1(a), for matrix AD i (ε), we have
Putting ε → 0, we obtain
Thus the inequality (2.3) holds.
For matrix F i (ε)A, where
by Lemma 2.1(b) and the same technique as the above proof (a), the conclusion (2.4) is followed. 
Therefore, the result holds.
In the following, we will need the notations:
Hence,
And then, by Theorem 2.1(a), for all i ∈ N ,
Thus the proof is completed.
Similarly, we may obtain the following result, which is very useful to prove the conjecture of Fiedler and Markham [5] .
Theorem 2.4. If
Proof. For any i ∈ N , we define that
It can be checked that for each i ∈ N , the matrix AH i (ε) is also strictly diagonally dominant by row:
(1) In fact, we have
that is, the j th (for any j / = i) row of AH i (ε) is strictly diagonally dominant by row. (2) Since 0 < h i (ε) < 1, therefore we have
i.e., the ith row of AH i (ε) is also strictly diagonally dominant by row.
Note that, by Lemma 2.1(a), |b ji | < |b ii | for any j ∈ N and i / = j . Therefore, for matrix AH i (ε), we have
i.e.,
In specially, we have
Proof. From Ae = e and A T e = e, we have that
So A is an n × n strictly diagonally dominant matrix by row, and we obtain, for any j ∈ N , j / = i, by Theorem 2.4, that
Since the function y(x) = x 1+x is an increasing function in open interval (0, +∞), we further have that
Thus the inequalities (2.7) and (2.8) are followed.
According to the following Example 3.1, we know that (2.7) in Corollary 2.5 is very sharp in some cases, but it is not compatible with (2.3) in Theorem 2.1.
Main results
For convenience and without loss of generality, according to Theorem 3 of [5] or Theorem 3.2 of [6], we may assume that A −1 is a doubly stochastic matrix and irreducible.
Lemma 3.1 [6] . If A −1 is a doubly stochastic matrix, then Ae = e, A T e = e. 
Proof. Since B is a doubly stochastic matrix, by Lemma 3.1, we know that A is strictly diagonally dominant matrix by row. Then by Theorem 2.1, for i ∈ N ,
that is, the result holds.
Remark 3.1. This improves the corresponding result (see (3.9) ) in [6] .
Lemma 3.3 [5] . If P is irreducible, and P ∈ M n , P z kz for a nonnegative nonzero vector z, then ρ(P ) k.
Lemma 3.4 [9] . Let A be an arbitrary complex matrix and x 1 , x 2 , . . . , x n be positive real numbers. Then all the eigenvalues of A lie in the region: 
For convenience, we denote
Then for any j ∈ N, j / = i, we have
Therefore, there exists a real number α ji (0 α ji 1) such that
Obviously, 0 < α j 1 (if α j = 0, then A is reducible, which is a contradiction). Now let λ be an eigenvalue of A • A −1 and satisfy
and
Since 0 < α j 1, then 0 < s j 1.
Thus, by Lemma 3.4, there exists i 0 (1 i 0 n), such that
Thus the proof is completed. [5] . 
Corollary 3.2. If A ∈ M n and A −1 = [b ij ] is a doubly stochastic matrix, then
q(A • A −1 ) min i s i + (1 − s i )a ii 1 + (n − 1) max j / =i {s ji } . (3.5)
Now let us give an another proof of the conjecture (1.4) of Fiedler and Markham
By (2.8), we futher have
Similarly to Theorem 3.1, by Lemma 2.1(a) and Lemma 3.4, there exists i ∈ N such that
i.e., the conjecture holds. Proof. Firstly, note that, for any i ∈ N ,
Secondly, since 0 d i < 1, for any i ∈ N , then we have
Thus, for any i ∈ N, we have
(by (3.9) and (3.10)) 2 n ,
i.e., the conclusion holds. Now, let us consider the case n = 2. In this case, we may assume that A has the following form:
By Theorem 3.1, we have
Note that A −1 is a doubly stochastic matrix. Then, by Lemma 3. The following theorem will generalize the matrix A with Ae = e and A T e = e to a general strictly diagonally dominant matrix by row. 
Proof. Note that
Without loss of generality, we may assume that f 1 = min i {f i }. Then, by Theorem 2.1, we have
(by Theorem 2.3)
Therefore, by Lemma 3.3, we have
The proof is completed.
Remark 3.3. For any nonsingular matrix D, (AD) • (AD)
Thus the above result may be generalized to nonsingular H -matrices (see [2] ). 
By Ae = e and A T e = e, we know that A −1 is a doubly stochastic matrix. By direct calculations with MATLAB 6.5, we have 
