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Abstract
In the Entropic Dynamics (ED) approach the essence of quantum the-
ory lies in its probabilistic nature while the Hilbert space structure plays
a secondary and ultimately optional role. The dynamics of probability
distributions is driven by the maximization of an entropy subject to con-
straints that carry the relevant physical information — directionality, cor-
relations, gauge interactions, etc. The challenge is to identify those con-
straints and to establish a criterion for how the constraints themselves
are updated. In this paper the ED framework is extended to describe
a spin-1/2 point particle. In ED spin is neither modelled as a rotat-
ing body, nor through the motion of a point particle; it is an epistemic
property of the wave function. The constraint that reflects the peculiar
rotational properties of spin is most effectively expressed in the language
of geometric algebra. The updating of all constraints is carried out in a
way that stresses the central importance of symmetry principles. First
we identify the appropriate symplectic and metric structures in the phase
space of probabilities, their conjugate momenta, and the spin variables.
This construction yields a derivation of the Fubini-Study metric for a
spin-1/2 particle which highlights its deep connection to information ge-
ometry. Then we construct an ED that preserves both the symplectic
structure (a Hamiltonian flow) and the metric structure (a Killing flow).
We show that generic Hamiltonian-Killing flows are linear in the wave
function. Imposing further that the Hamiltonian be the generator of an
entropic evolution in time leads to an entropic dynamics described by the
Pauli equation. We conclude with a discussion of dynamical variables
such as energy, momentum, and spin; the magnetic dipole moment and
Stern-Gerlach experiments; and the introduction of a Hilbert space.
1 Introduction
Quantum Mechanics (QM) has been commonly conceived as a generalization of
classical mechanics with an added stochastic element. A Hilbert space structure
was adopted as the foundation of the theory while the probabilistic structure
was reluctantly included in order to handle those peculiar physical processes
called measurements [1][2]. Unfortunately, the dynamical and the probabilistic
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aspects of quantum theory turned out to be incompatible with each other caus-
ing all sorts of conceptual difficulties and endless controversy.1 Why a linear
and unitary dynamical evolution for some processes and a wave function col-
lapse for others? Why should some processes receive a privileged treatment?
Are macroscopic superpositions at all possible? How can events actually hap-
pen? Prominent among these difficulties is the question of the interpretation of
the quantum state itself: does the wave function represent the actual state of
the system (its ontic state) or does it represent our knowledge about the system
(a merely epistemic state)?2
Entropic Dynamics (ED) resolves these difficulties by placing the probabilis-
tic structure at the very foundation of the theory [8][9]. Hilbert spaces are
eventually introduced into the formalism but only as an optional calculational
tool. In the ED approach QM is derived as an application of entropic methods
of inference.3 The first concern is to achieve ontological clarity: What is real?
What are the probabilities about? Once this issue is settled one can proceed to
introduce probabilities following the standard practice of maximizing an entropy
subject to constraints. The concern here is to identify the right constraints since
it is through them that the information that is relevant to the particular physics
problem is introduced.
In ED the central question is not how to obtain probabilities from a wave
function, how to derive the Born rule, but the reverse: given a purely probabilis-
tic foundation how do wave functions involving complex numbers arise? Even-
tually a wave function Ψ is introduced and it turns out to be a fully epistemic
concept. This has nontrivial implications: not only are “quantum” probabili-
ties which obey alternative inference rules excluded from the start, but both the
magnitude |Ψ| and also the phase of Ψ are given an epistemic interpretation.
Furthermore, the notion that the change of probabilities by time evolution must
be consistent with the change of probabilities by updating according to the rules
of entropic inference places severe restrictions on the dynamics of Ψ.
The demand for ontological clarity places additional constraints on the the-
ory. Once we decide to formulate a model in which the ontic state of the system
1Excellent reviews with extended references to the literature are given in e.g. [3]-[7].
2A note on terminology: a concept is referred to as ‘ontic’ when it describes something
that is supposed to be real, to exist out there independently of any observer. A concept is
referred to as ‘epistemic’ when it is related to the state of knowledge, opinion, or belief of an
agent. (Here we are only concerned with idealized rational agents.) Some examples of epis-
temic quantities are probabilities and entropies. An important point is that the distinction
ontic/epistemic is not the same as the distinction objective/subjective. For example, proba-
bilities are fully epistemic — they are tools for reasoning with incomplete information — but
they can lie anywhere in the spectrum from being completely subjective (two different agents
can have different beliefs) to being completely objective. In QM, for example, probabilities
are epistemic and objective. Indeed, at the non-relativistic level anyone who computes prob-
abilities that disagree with QM will be led to experimental predictions that are demonstrably
wrong. We will say that the wave function Ψ, which is fully epistemic and objective, represents
a “physical” state when it represents information about an actual “physical” situation.
3The principle of maximum entropy as a method for inference can be traced to the pio-
neering work of E. T. Jaynes [10]-[11]. For a pedagogical overview of Bayesian and entropic
inference and further references see [12].
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is defined by the positions of the constituent particles then all other dynamical
variables such as energy, momentum, and angular momentum are necessarily
epistemic. These are not properties of the particles but properties of the wave
function. Prior to a measurement these variables need not have definite values;
their values are “created” by the process of measurement.
The ED approach has been applied to a variety of topics in quantum theory:
the quantum measurement problem [13][14]; momentum and uncertainty rela-
tions [15][16]; the Bohmian limit [16][17] and the classical limit [18]; extensions
to curved spaces [19] and to relativistic fields [20][21][22]. In this paper the
ED framework is extended to describe the quantum mechanics of spin. Here
we discuss a single spin-1/2 particle; in subsequent publications we will discuss
multiparticle systems and the Dirac equation.
Ever since Pauli’s introduction of “a peculiar, not classically describable
two-valuedness” [23] the nature of spin — an intrinsic, or internal, or inherent
angular momentum — has been the subject of numerous studies. The interpre-
tations range from the outright denial of the possibility of visualizable models
to a wide variety of alternatives. One possibility is that the particle is a small
spinning body described either by Bohmian mechanics [24][25], or by stochastic
mechanics [26], or even by entropic dynamics [27]. There are also hydrodynamic
models in which a particle-like inhomogeneity is carried along by a fluid com-
posed of rigid spinning bodies [28][29]. Yet another approach is to attribute
the spin to the motion of the point particle guided by a pilot wave represented
either by a Pauli wave function [30], or by a Dirac wave function [24][31], or by
a real spinor function expressed in the language of geometric algebra [32][33].
In all of these models spin is described as an ontic variable attributed either to
the spinning particle, or to the particle’s motion, or to the ontic wave function.
It goes without saying that all of these models have been met with some degree
of success, but they share those characteristics of the hydrodynamic, Bohmian,
or stochastic models, that have traditionally stood in the way of their broader
acceptance. In particular, they provide no insights into the question of why
does QM take the particular form it does.
Our purpose here is to formulate a nonrelativistic ED model in which spin is
a purely epistemic property. We deal with a point particle the position of which
is the only ontic variable. Spin is purely a property of the wave function.
The goal is to derive the Pauli equation. As mentioned above ED consists in
the entropic updating of probabilities with information supplied by constraints.
The challenge is to identify those constraints which correspond to spin and, in
particular, to establish a clear criterion for how the constraints themselves are
updated. The argument here generalizes our previous discussion for scalar parti-
cles [9]. The idea, which stresses the central importance of symmetry principles
when implemented in conjunction with concepts of information geometry, is to
identify the appropriate symplectic and metric structures in the phase space of
probabilities, their conjugate momenta, and the spin variables. This construc-
tion yields a derivation of the Fubini-Study metric for a spin-1/2 particle which
highlights its deep connection to information geometry. A welcome by-product
is that the joint presence of a symplectic and a metric structure leads to a
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complex structure which in this case receives a particularly elegant geometric
algebra interpretation: the imaginary unit coincides with the pseudoscalar of
Euclidean space.
Once these structures are in place we can formulate the desired geometric
criterion for updating constraints: we construct an ED that preserves both the
symplectic structure (a Hamiltonian flow) and the metric structure (a Killing
flow). The result of these Hamiltonian-Killing flows is an Entropic Dynamics
described by the linear Pauli equation.
The paper is structured as follows. In Section 2 we provide a review of the
Geometric Algebra approach to spinors. This serves to emphasize that, while
the spin of the electron is a quantum property, the spinors considered as math-
ematical objects have nothing to do with quantum theory. It also serves to
collect in one place various equations that will be of later use and to estab-
lish the notation. In Section 3 we introduce the main ideas behind ED. These
include the choice of constraints that allow us to assign the probability of a
short step and the introduction of the notion of entropic time as a tool to keep
track of how these short steps accumulate. The geometric criteria for updating
the constraints so that the dynamics preserves the appropriate symplectic and
metric structures are discussed in Sections 4 and 5 respectively. In Section 6 we
discuss generic Hamilton-Killing flows and the Pauli equation is derived Section
7. In Section 8 we discuss the interpretation of the formalism; the definitions
of energy, momentum, and spin; the Stern-Gerlach experiment; possible inter-
actions; and the introduction of a Hilbert space as a convenient tool. Section 9
summarizes results and includes some final comments.
2 Brief review of geometric algebra
Geometric Algebra (GA) is Clifford algebra with an added geometric interpre-
tation.4 It provides an efficient way to represent rotations and therefore it is
particularly well suited for the study of spin. There is a vast literature de-
voted to the study of GA; an excellent introduction is the classic text by David
Hestenes [34] (see also [35]).
2.1 Multivectors and the geometric product
The geometric algebra of Euclidean three-dimensional space — the Pauli algebra
G3 — is a graded algebra. Its elements, called multivectors, include real scalars
(grade 0), directed lengths or vectors (grade 1), directed areas or bivectors (grade
2), and directed volumes or pseudoscalars (grade 3). A generic multivector
consists of sums of elements of different grades. The central concept behind
geometric algebra is the geometric product. The product of two vectors ~a and ~b
is defined by
~a~b = ~a ·~b+ ~a ∧~b . (1)
4Specifically, it is a Clifford algebra in which the bilinear form of interest is a metric on
the underlying vector space.
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The inner product, ~a ·~b = ~b ·~a = δabaabb, is the familiar scalar dot product. The
outer product or wedge product, ~a∧~b = −~b∧~a, is a bivector and represents the
directed area defined by ~a and~b. The notion of adding objects of different grades
can at first appear strange but it turns out to be quite analogous to the addition
of real and imaginary numbers: just as one manipulates complex numbers by
keeping track of their real and imaginary parts one manipulates multivectors
such as ~a~b by keeping track of their components of different grades. Since
~a ·~b = 1
2
(
~a~b+~b~a
)
and ~a ∧~b = 1
2
(
~a~b−~b~a
)
, (2)
the product of two vectors ~a~b can be considered to be the more basic operation
in terms of which the dot and wedge products are defined.
The generalization of the geometric product 1 to products of generic multi-
vectors that turns out to be the most fruitful is achieved by requiring that the
geometric product be associative5 — for example, (~a~b)~c = ~a(~b~c). The corre-
sponding wedge and dot products are introduced as follows. Let B = ~b∧~c be a
bivector, then
~aB =
1
2
(~aB +B~a) +
1
2
(~aB −B~a) (3)
suggests the definitions
~a ∧B = 1
2
(~aB +B~a) and ~a ·B = 1
2
(~aB −B~a) , (4)
which implies that the wedge product ~a ∧~b ∧ ~c is also associative,
~a ∧ (~b ∧ ~c) = (~a ∧~b) ∧ ~c = ~a ∧~b ∧ ~c . (5)
The grade three object ~a ∧ ~b ∧ ~c can then be interpreted as the directed vol-
ume defined by ~a, ~b and ~c.6 The elements of maximum grade, which in three
dimensions is grade three, are called pseudoscalars.
Introducing an orthonormal basis {~ea},
~ea · ~eb = 1
2
(~ea~eb + ~eb~ea) = δab , (6)
allows a generic vector ~a to be expressed as ~a = aa~ea, where we sum over
repeated indices.7 In a matrix representation of the Pauli algebra G3 the basis
5Indeed, this allows us to divide by vectors: if
~a~b = ~c then ~b = (~a)−1 ~c
where (~a)−1 = ~a/a2.
6The inner product ~a ·B, yields a grade one object
−~a · (~b ∧ ~c) = ~b(~a · ~c)− ~c(~a ·~b) = ~a × (~b × ~c) .
7In general the characteristic equation for a GA with respect to some metric gab is
~ea~eb + ~eb~ea = 2gab .
In eq. (6) and throughout the rest of the paper we assume that the metric of interest is the
three-dimensional Euclidean metric gab = δab.
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vectors ~ea are represented by the Pauli matrices σˆa, which we write as ~ea ∼ σˆa,
and the geometric product is represented by the matrix product. Then (6) takes
the familiar form
σˆaσˆb + σˆbσˆa = 2δab1ˆ . (7)
In three dimensions all pseudoscalars are multiples of
~e1 ∧ ~e2 ∧ ~e3 = ~e1~e2~e3 . (8)
This quantity is of particular interest because its square is −1,
(~e1~e2~e3)
2 = −1 , (9)
and commutes with all other elements in the algebra. Therefore, the pseu-
doscalar ~e1~e2~e3 is indistinguishable from the imaginary unit i with the added
advantage that it has a geometrical interpretation as a directed unit volume.8
Accordingly, we shall adopt the notation
~e1~e2~e3 = i or ~ea~eb~ec = iεabc . (10)
In a matrix representation the pseudoscalar ~e1~e2~e3 is represented by σˆ1σˆ2σˆ3 =
i1ˆ. The basis bivectors will can be written as
~e1~e2 = i~e3 , ~e2~e3 = i~e1 , and ~e3~e1 = i~e2 . (11)
Therefore in three dimensions a generic bivector B can always be written in
the form of an “imaginary” vector, B = i~b, which serves to define the familiar
vector product, ~a×~b, as
~a ∧~b = i~a×~b . (12)
A generic multivector A may include components of grades 0 through 3, and
can be written as
A = α+ ~a+ i~b+ iβ , (13)
where α and β are (real) scalars and ~a and ~b are (real) vectors. We adopt the
standard notation of denoting the grade k part by 〈. . .〉k,
〈A〉0 = α , 〈A〉1 = ~a , 〈A〉2 = i~b , 〈A〉3 = iβ . (14)
2.1.1 Involutions
There are three involutions — operations that when repeated yield the identity.
One is the operation of reversion which consists of reversing the order of all
products of vectors. In the Pauli algebra G3 this operation is denoted by a
dagger † and is defined by
(AB)† = B†A† and ~a† = ~a . (15)
8This statement is valid in three dimensions; it does not generalize to all geometric algebras.
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In three dimensions we find that i† = −i so that taking the reverse of (13),
A† = α+ ~a− i~b− iβ , (16)
amounts to taking its Hermitian adjoint. The other involution is the operation
of spatial inversion denoted by ∗ and defined by
(AB)∗ = A∗B∗ and ~a∗ = −~a . (17)
In three dimensions this implies i∗ = −i and the spatial inverse of (13) is
A∗ = α− ~a+ i~b− iβ . (18)
Yet a third involution is obtained by taking both the reverse and the inverse,
A†∗.
2.1.2 The multivector derivative
We shall find it useful to take derivatives ∂/∂X = ∂X with respect to a multi-
vector X [35][37]. To define ∂X we first introduce the scalar derivative 〈A∂X〉0
of a function F (X) in the “direction” of the multivector A,
〈A∂X〉0F (X) def= lim
ε→0
1
ε
[F (X + εA)− F (X)] . (19)
To ensure that the derivative ∂X has the correct transformation properties we
define the reciprocal basis {~ea} as follows. Introduce the metric tensor gab and
its inverse gab,
~ea · ~eb = gab and gabgbc = δac . (20)
Then the reciprocal basis vectors are given by
~ea
def
= gab~eb so that ~e
a · ~ec = δac . (21)
In this paper we shall restrict ourselves to orthonormal bases, ~ea · ~eb = δab, in
which case the direct and reciprocal bases coincide, ~ea = ~ea.
Finally, just as the multivector A, eq.(13), can be expanded as
A = 〈A〉0 + ~ea〈~ea†A〉0 + i~ea〈(i~ea)†A〉0 + i〈i†A〉0 , (22)
then the multivector derivative ∂X with respect to
X = x0 + ~eax
a + i~eay
a + iy0 , (23)
is defined through its expansion in the reciprocal basis,
∂X
def
= 〈∂X〉0 + ~ea〈~e†a∂X〉0 + i~ea〈(i~ea)†∂X〉0 + i〈i†∂X〉0 , (24)
which, using (19), gives
∂X =
∂
∂x0
+ ~ea
∂
∂xa
− i~ea ∂
∂ya
− i ∂
∂y0
. (25)
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We can check that this includes the derivative with respect to a complex variable
z = x0 + iy0 as a special case,
∂
∂z
=
∂
∂x0
− i ∂
∂y0
. (26)
Most of the derivatives we shall need below can be computed using the Leibniz
rule for the derivative of a product and the formula
∂X 〈XA〉0 = 〈A〉X (27)
where 〈A〉X denotes the projection of A onto those grades contained in X .
2.2 Spinors
One effective way to define spinors in GA is as elements of a minimal left ideal
[36] — a subspace that remains invariant under multiplication from the left and
does not itself contain invariant subspaces; see [34]. The decomposition into
ideals is achieved by selecting an arbitrary unit vector, say ~e3, and rewriting
any generic multivector Ψ in the form,
Ψ = Ψ
1 + ~e3
2
+ Ψ
1− ~e3
2
. (28)
Multivectors such as (1 + ~e) /2 and (1− ~e) /2 where ~e is any unit vector are
projectors — they are idempotent and orthogonal. The set I+ = {Ψ+} of all
multivectors Ψ+ of the form
Ψ+ = Ψ
1 + ~e3
2
(29)
is a left ideal; its elements will be called spinors. The set I− of elements of the
form Ψ(1− ~e3)/2 constitute an independent left ideal.
A basis for the spinors Ψ+ is given by
u+ =
1√
2
(1 + ~e3) and u− = ~e1u+ =
1√
2
~e1 (1 + ~e3) . (30)
The factors of
√
2 are chosen so that these basis spinors are normalized according
to
〈u†AuB〉0 = δAB . (31)
To show that {u+, u−} form a basis note that using (13) the generic spinor (29)
can be written as
Ψ+ =
(
c0 + c1~e1 + c
2~e2 + c
3~e3
)
u+ (32)
where the cα are “complex” numbers, that is, 〈cα〉0+3 = cα. Then, using ~e3u+ =
u+, ~e1u+ = u−, and ~e2u+ = iu−, we can further rewrite Ψ+ in the alternative
form,
Ψ+ =
(
c0 + c3
)
u+ +
(
c1 + ic2
)
u− . (33)
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In a matrix representation of G3 the matrices of a minimal left ideal are
characterized by a single non-vanishing column: using ~ek ∼ σˆk, we have
u+ ∼
[
1 0
0 0
]
and u− ∼
[
0 0
1 0
]
. (34)
The action of ~e1, ~e2, and ~e3 on u+ and u− is precisely the action of the Pauli
matrices σˆ1, σˆ2, and σˆ3 on the eigenvectors of σˆ3,
~e1u+ = u− ; ~e2u+ = iu− ; ~e3u+ = u+
~e1u− = u+ ; ~e2u− = −iu+ ; ~e3u− = −u− . (35)
2.2.1 Rotations and rotors
Rotating a vector ~r by an angle θ about an axis described by the unit vector ~n
gives a new vector
~r′ = U~rU † where U = exp(−i~nθ/2) . (36)
The proof is straightforward: just express ~r in terms of its components parallel
and perpendicular to ~n and use the identity
exp (−i~nθ/2) = cos θ
2
− i~n sin θ
2
. (37)
Thus unitary multivectors such as U provide us with an elegant tool to represent
rotations and are appropriately called rotors. In the usual matrix representation,
~ek ∼ σˆk, we have
U ∼ Uˆ = exp(−inkσˆkθ/2) . (38)
Most interesting is the appearance of half angles: since U and −U represent
the same rotation the rotors provide a two-to-one representation of the rotation
group, i.e., the rotors U are elements of the corresponding spin group, Spin(3).
Furthermore, since the grade of i~n is even, the rotor U belongs to the quaternion
subalgebra. (The multivectors of even grade, i.e., G+3 def= 〈G3〉0+2, are also known
as quaternions.)
There is a one-to-one correspondence between spinors in G3 and quaternions.
Indeed, using ~e3u+ = u+, a generic spinor,
Ψ = (α+ ~a+ i~b+ iβ)u+ , (39)
(from here on we drop the subscript + and write Ψ+ = Ψ) can be expressed as
Ψ = (α+ ~a~e3 + i~b+ i~e3β)u+ . (40)
The four terms in the parenthesis belong to the even subalgebra and therefore,
any spinor Ψ can be written as
Ψ = Υu+ (41)
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where Υ is a quaternion. It will be useful to write the quaternion Υ in “polar”
form,
Υ = |Υ| U with UU † = U †U = 1 , (42)
where |Υ| = (Υ†Υ)1/2 is the magnitude and the unitary quaternion U is a rotor.
Since rotors U act as rotation operators, using eq.(35) and (36) we can see
that if the spinors u+ and u− are eigenvectors of ~e3, then the “rotated” spinors
Uu+ and Uu− are eigenvectors of the rotated vector ~e
′
3 = U~e3U
†. Indeed,
U~e3u+ = U~e3U
†Uu+ = Uu+ or ~e
′
3Uu+ = Uu+ , (43)
and U~e3u− = U~e3U
†Uu− = −Uu− or ~e ′3Uu− = −Uu− . (44)
Therefore a generic spinor such as Ψ = |Υ|Uu+ is obtained by rotating u+ by
U and dilating it by |Υ|.
2.2.2 Euler angle representation
The orientation of an arbitrary frame (x′, y′, z′) relative to a standard frame
(x, y, z) is specified through Euler angles {θ, φ, χ}. The construction proceeds
as follows. Rotate the original standard frame (x, y, z) by an angle θ about the
~ey = ~e2 axis to a new frame (x1, y1, z1). Next rotate by an angle φ about the
original ~ez = ~e3 axis to a second frame (x2, y2, z2). Finally rotate by an angle
χ about the ~ez2 axis to get the final primed frame (x
′, y′, z′). (In all rotations
the positive sense is given by the right hand rule or counterclockwise.) The
composite rotation is
U(θ, φ, χ) = Uz2(χ)Uz(φ)Uy(θ) = e
−i~ez2χ/2e−i~ezφ/2e−i~eyθ/2 . (45)
It is convenient to express U(θ, φ, χ) in terms of rotations about the original
standard frame axes.9 The result is
U(θ, φ, χ) = Uz(φ)Uy(θ)Uz(χ) = e
−i~e3φ/2e−i~e2θ/2e−i~e3χ/2 . (46)
A useful expression for U(θ, φ, χ) is obtained commuting the first factor past
the second to get
U(θ, φ, χ) = e−i~e3(χ+φ)/2 cos
θ
2
− i~e2e−i~e3(χ−φ)/2 sin θ
2
, (47)
which, using −i~e2u+ = u−, allows us to write a generic normalized spinor u as
u = U(θ, φ, χ)u+ = u+e
−i(χ+φ)/2 cos
θ
2
+ u−e
−i(χ−φ)/2 sin
θ
2
. (48)
The orthogonal spinor u′ is
u′ = U(θ, φ, χ)u− = −u+ei(χ−φ)/2 sin θ
2
+ u−e
i(χ+φ)/2 cos
θ
2
. (49)
9The convention we adopt for the Euler angles is common but by no means universal.
Holland [25], for example, adopts a different convention.
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2.3 Rotors and the spin frame
Let the three orthonormal vectors ~e1, ~e2, and ~e3 be the standard basis for Eu-
clidean space — the laboratory basis. Rotate the standard frame with different
rotors U(~x) at different points ~x in space. The result is a frame field {~s1, ~s2, ~s3}
with
~sk(~x) = U(~x)~ekU
†(~x) , (50)
which we will call the spin frame or spin triad. The orientation of the spin
frame relative to the standard frame {~e1, ~e2, ~e3} is specified through the local
Euler angles {θ(~x), φ(~x), χ(~x)}. From (45) it is clear that the angles θ and φ
are the polar angles of ~s3 while the angle χ describes the rotation of ~s1 and ~s2
about the ~s3 axis. From now on we drop the label 3 and the vector ~s3 = ~s will
be called the spin vector,
~s = U~e3U
† = sin θ cosφ~e1 + sin θ sinφ~e2 + cos θ ~e3 . (51)
2.3.1 Phase transformations
For future reference we consider the effect of multiplying the spinor Ψ = Υu+
by a phase factor e−iα/2 where α is a real scalar. Specifically we write the
modified spinor Ψ′ = e−iα/2Ψ in its polar form, that is, as an even multivector
Υ′ = |Υ′|U ′ operating on the standard spinor u+,
e−iα/2Ψ = Υ
(
cos
α
2
− i sin α
2
)
u+ = Υ
[
cos
α
2
− i~e3 sin α
2
]
u+ = Υe
−i~e3α/2u+ .
More explicitly, from (46), if
Ψ = |Υ|U(θ, φ, χ)u+ , then e−iα/2Ψ = |Υ|U(θ, φ, χ+ α)u+ . (52)
In words, multiplication by a phase factor, Ψ′ = e−iα/2Ψ, corresponds to an
additional rotation of ~s1 and ~s2 about the spin vector ~s by the angle α.
2.3.2 Infinitesimal rotations
The effect of a change δU in the rotor U is to induce an additional infinitesimal
rotation by angles {δθ, δφ, δχ}. To see this start from UU † = 1 so that
(δU)U † + UδU † = 0 or δU = −(UδU †)U . (53)
Next we note that UδU † is a bivector — its grade is even (U is even) and its
scalar part 〈UδU †〉0 vanishes because (UδU †)† = −UδU †. Therefore we can
write UδU † as an imaginary vector,
UδU † = iδ~ζ so that δU = −iδ~ζ U . (54)
To find the meaning of δ~ζ consider the rotor
U + δU =
(
1− i
2
δ~ζ
)
U = e−
i
2
δ~ζU . (55)
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Thus, δ~ζ represents an infinitesimal rotation by the angle |δ~ζ| about the axis
~nt = δ~ζ/|δ~ζ|. Using eq.(46) to evaluate (δU)U † gives
δ~ζ = ~e3δφ+ ~eφδθ + ~s δχ , (56)
where
~eφ = − sinφ~e1 + cosφ~e2 (57)
and ~s is given in (51).
Next we look at two special cases of δ~ζ which lead to the concepts of angular
velocity and of the spin connection.
Angular velocity — The rotor and the spin frame can evolve over time and
this change is conveniently expressed in terms of an angular velocity vector ~ωt.
The infinitesimal rotation described by
δ~ζ = ~ωtδt where ~ωt = ~e3∂tφ+ ~eφ∂tθ + ~s ∂tχ (58)
leads to
∂tU = − i
2
~ωtU , (59)
and
∂t~sk = ∂t(U ~ekU
†) = i~sk ∧ ~ωt = ~ωt × ~sk . (60)
Spatial derivatives — The spatial derivatives of the rotor U and of the spin
frame are conveniently expressed by introducing three bivectors Ωa and their
duals, the three vectors ~ωa,
Ωa = 2U∂aU
† = −2(∂aU)U † = i~ωa , (61)
where ∂a = ∂/∂x
a. The rotor at ~x+ δ~x is
U(~x+ δ~x) = U(~x) + δxa∂aU =
(
1− i
2
~ωaδx
a
)
U(~x) = e−
i
2
~ωaδx
a
U(~x) . (62)
Thus, as one moves from ~x to ~x+δ~x the spin frame is rotated by the infinitesimal
angle |~ωaδxa|. Therefore,
δ~ζ = ~ωaδx
a where ~ωa = ~e3∂aφ+ ~eφ∂aθ + ~s ∂aχ , (63)
which leads to
∂aU = −1
2
ΩaU = −1
2
i~ωaU , (64)
and to the analogue of (60),
∂a~sk = ~ωa × ~sk . (65)
The corresponding angles δζk of rotation about the instantaneous axes ~sk are
δζk = δ~ζ · ~sk . (66)
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Therefore,10
δ~ζ = δζk ~sk and ~ωa = (∂aζ
k)~sk . (67)
The components of ~ωt and ~ωa along the spin vector ~s,
~ωt · ~s = ∂tζ3 = ∂tχ+ cos θ ∂tφ , (68)
~ωa · ~s = ∂aζ3 = ∂aχ+ cos θ ∂aφ , (69)
will play an important role; they capture information about energy and mo-
mentum. To see how this comes about we write ~ωt · ~s and ~ωa · ~s in terms of the
spinor u = Uu+,
~
2
~ωt · ~s = 〈u†i~∂tu〉0 and − ~
2
~ωa · ~s = 〈u† ~
i
∂au〉0 . (70)
The proof is straightforward. For example, using (48), (63), and the cyclic
identity 〈ABC〉0 = 〈BCA〉0, we have
〈u†i∂au〉0 = 〈u+U †i∂aUu+〉0 = 〈(i∂aU)(1 + ~e3)U †〉0
=
1
2
〈~ωaU(1 + ~e3)U †〉0 = 1
2
〈~ωa + ~ωa~s〉0 = 1
2
~ωa · ~s . (71)
The spin connection and its curvature — The bivectors Ωa (or their
duals ~ωa) turn out to be what is called the spin connection. To justify the name
write (65) as
∂a~sj = ω
m
a ~sm × ~sj = ωma εmjnδni ~si def= Ωija~si (72)
where we introduced the (mixed index) spin connection coefficient Ωija,
Ωija = εmjnω
m
a δ
ni or Ωija = −εijkωka . (73)
The condition that partial derivatives commute, ∂a∂bU = ∂b∂aU , implies that
the derivatives of the ~ωa are not independent. They obey certain compatibility
conditions that can be expressed in terms of the six curvature bivectors Rab,
Rab = i (∂a~ωb − ∂b~ωa + i~ωa ∧ ~ωb) = 0 . (74)
In other words: the curvature of Euclidean space vanishes. The analogous
compatibility condition relating time and space derivatives is
∂a~ωt − ∂t~ωa + i~ωa ∧ ~ωt = 0 . (75)
Topological invariants —
Additional evidence that the quantities (68) codify relevant rotational infor-
mation is provided by the fact that since δζ3 = d~ℓ · ~∂ζ3 is the angle of rotation
10Quantities such as δζk and ∂aζk are well defined functions of x but they cannot be
integrated to yield functions ζk(x). Nevertheless, when discussing non-holonomic constraints
it is often useful to introduce the symbols ζk which are sometimes called pseudo-coordinates.
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about the spin vector ~s in a displacement d~ℓ, the total angle of rotation accu-
mulated in a closed loop Γ gives rise to a topological invariant,∮
Γ
δζ3 = 2πnΓ , (76)
or ∮
Γ
dℓa〈u†i∂au〉0 =
∮
Γ
dℓa
1
2
(∂aχ+ cos θ ∂aφ) = πnΓ , (77)
where nΓ is an integer that depends on the loop. This topological invariant
will eventually allow us to conclude that the circulation integrals that have
historically been proposed as “quantization” conditions are not of quantum
origin but can instead be given a purely geometrical interpretation.
3 Entropic dynamics of a spin-1/2 particle
Our goal is to study the evolution of the probability ρ(x) of the position x =
(x1, x2, x3) ∈ X of a point particle that lives in a three-dimensional Euclidean
space X. In contrast to the standard Copenhagen interpretation in our model
the particle has a definite position at all times. Furthermore, in contrast to
other approaches to spin, we deal with a point particle and not with a small
rotating body. In the ED approach spin is a property of the particle’s motion
and not a property of its internal structure.
The first step in defining the dynamics is to construct the probability P (x′|x)
that the particle moves from a point x to a neighboring point x′. This is done
by maximizing the entropy,
S[P,Q] = −
∫
d3x′ P (x′|x) log P (x
′|x)
Q(x′|x) , (78)
of P (x′|x) relative to a prior Q(x′|x) and subject to the appropriate constraints
that incorporate the relevant information about the motion. It is through the
prior and the constraints that the “physical” information is introduced.
3.1 The prior
The main dynamical assumption is that the particle follows a continuous path.
This allows us to analyze a generic motion as the accumulation of many in-
finitesimally short steps. We shall adopt a prior that forces the particle to take
short steps but is otherwise maximally uninformative. Such a prior can itself
be derived using the principle of maximum entropy. Indeed, maximize
S[Q] = −
∫
d3x′Q(x′|x) log Q(x
′|x)
µ(x′|x) , (79)
relative to the uniform measure µ,11 subject to normalization, and subject to
a constraint that imposes short steps and implements the translational and
11In Cartesian coordinates the uniform measure µ is a constant that may be ignored.
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rotational invariance of space. The constraint is
〈δab∆xa∆xb〉 = κ , (80)
where ∆xa = x′a − xa and κ is a small constant. The result is a Gaussian,
Q(x′|x) ∝ exp
(
−1
2
αδab∆x
a∆xb
)
, (81)
where α is a Lagrange multiplier that will eventually be taken to infinity in
order to enforce the fact that the steps are meant to be infinitesimally short.
3.2 The constraints
The distribution (81) leads to a diffusion process that is isotropic. We seek
to generate a motion that exhibits directionality, the peculiar rotational prop-
erties attributed to spin, and also, that describes the appropriate response to
electromagnetic fields. The relevant information is incorporated by imposing
additional constraints. One can reasonably expect that the dynamics of parti-
cles with spin should, at least in those situations when the spin happens to be
uniform and constant, resemble the dynamics of scalar particles. Accordingly,
we shall construct the ED of a particle with spin in close analogy to the ED of
scalar particles [9].
The drift potential constraint — Just as for scalar particles the physical
information that the motion can be directional is introduced through a con-
straint expressed in terms of a drift potential ϕ(x). The latter is a multi-valued
function on configuration space with the topological properties of an angle — ϕ
and ϕ+ 2π represent the same angle. The constraint consists of requiring that
the displacement ∆xa be such that the expected change of the drift potential
〈∆ϕ〉 be a small quantity κ′ to be specified below,
〈∆ϕ〉 = 〈∆xa〉 ∂ϕ
∂xa
= κ′ . (82)
The gauge constraint — Just as for scalar particles, to incorporate the
effect of an external electromagnetic field we impose that the expected displace-
ment 〈∆xa〉 satisfy
〈∆xa〉Aa(x) = κ′′ , (83)
where Aa(x) is the electromagnetic vector potential and κ
′′ is yet another small
quantity to be specified below.
The spin constraint — The rotational properties of spin 1/2 are obtained
by imposing an additional constraint involving “potentials” associated to a rotor
field U(θ, φ, χ) or equivalently to a spin frame field {~s1, ~s2, ~s3}. The relevant
information is conveyed by the (pseudo-) gradient ∂aζ
3 given by eq.(69) or (70),
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〈∆xa〉 〈u†i∂au〉0 = 〈∆xa〉1
2
(∂aχ+ cos θ ∂aφ) = κ
′′′ . (84)
The quantities κ′, κ′′, and κ′′′ in (82), (83), and (84) can be specified directly
— just state what κ′, κ′′, and κ′′′ are — or indirectly, by specifying the corre-
sponding Lagrange multipliers. We shall adopt the latter alternative because it
turns out to be much more convenient.
3.3 The probability of a short step
Maximizing the entropy (78) subject to the constraints (82-84) plus normaliza-
tion leads to the transition probability
P (x′|x) ∝ exp
[
−α
2
∆xa∆xbδab + α
′∆xa [∂aϕ− βAa − γ (∂aχ+ cos θ ∂aφ)]
]
,
(85)
where α′, β, and γ are Lagrange multipliers. Being Gaussian P (x′|x) is more
conveniently rewritten as
P (x′|x) ∝ exp[−α
2
δab(∆x
a −∆x¯a)(∆xb −∆x¯b)] . (86)
The generic displacement ∆xa = x′a − xa, can be written as
∆xa = ∆x¯a +∆wa , (87)
where ∆x¯a = 〈∆xa〉 is the drift
〈∆xa〉 = α
′
α
δab [∂bϕ− βAb − γ(∂bχ+ cos θ ∂bφ)] , (88)
and ∆wa is a fluctuation,
〈∆wa〉 = 0 and 〈∆wa∆wb〉 = 1
α
δab . (89)
Just as for scalar particles the fact that the constraints (82) and (83) are
not independent — both involve the same displacements 〈∆xan〉 — leads to a
gauge symmetry. As we can see in (85) and (88) where ϕ and Aa appear in the
combination ∂aϕ− βAa which is invariant under the gauge transformations,
Aa(x)→ A′a(x) = Aa(x) + ∂aξ(x) , (90)
ϕ(x)→ ϕ′(x) = ϕ(x) + βξ(x) . (91)
In the next section we address the issue of assigning values to the multipliers
α and α′. Later, in section 5.1 we shall argue that the value of γ that ensures
the compatibility of spin with the superposition principle is γ = 1/2. Finally,
in section 7 we shall see that the multiplier β will turn out to be related to the
electric charge q through β = q/~c.
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3.4 Entropic time: instants and duration
ED consists of a succession of short steps; in order to keep track of how these
small changes accumulate one introduces the notion of time. As proposed in
[8] and [9] the construction of entropic time involves the concepts of ‘instant’
and of ‘duration’. An instant is specified by the probability distribution ρ(x)
and by the transition probability P (x′|x) given in (85). The distribution ρ(x)
implicitly provides a criterion of simultaneity and the pair (ρ, P ) conveys the
information required for the construction of the next instant. More explicitly,
if the distribution ρt(x) refers to one instant t, then the distribution ρt′(x
′)
generated by P (x′|x) through
ρt′(x
′) =
∫
dxP (x′|x)ρt(x) (92)
defines what we mean by the “next” instant which we have arbitrarily labelled
t′. Iterating this process defines the entropic dynamics.12
To complete the construction of the dynamics and of entropic time we must
specify the Lagrange multipliers α and α′ in P (x′|x), and also the duration
or interval ∆t = t′ − t between successive instants. This is accomplished by
specifying the relation between α, α′, and ∆t. The basic criterion is convenience:
duration is defined so that motion looks simple [9]. For the non-relativistic
regime we adopt a choice that reflects the translational symmetry of a Newtonian
space and time: we choose α′ and α to be independent of x and t, and we choose
the ratio α′/α ∝ ∆t so that eq.(88) leads to a well defined drift velocity. The
proportionality constant is written as ~/m,
α′
α
=
~
m
∆t , (93)
where m will eventually be identified as the particle’s mass and ~ is a constant
that fixes the units of m relative to the units of time.
Having specified the ratio α′/α it remains to specify α′. It turns out that
different choices of α′ lead to different forms of dynamics at the sub-quantum
level ranging from non-differentiable Brownian paths to smooth Bohmian tra-
jectories. Remarkably, all these different sub-quantum dynamics lead to the
same theory at the quantum level [9].13 Here we explore the particular ED
described by α′ ∝ 1/∆t2. We write the proportionality constant as ~/η,
α′ =
~
η∆t2
so that α =
m
η∆t3
. (94)
As we shall see below, unlike the non-differentiable trajectories typical of a
Brownian motion, in this type of ED the particle follows a smooth trajectory.
12As noted in [8][9] the fact that P (x′|x) is derived using the maximum entropy method
introduces an arrow of time — entropic time only flows towards the future. Nevertheless, the
resulting Schro¨dinger or Pauli equation exhibits the symmetry commonly referred to as time
reversal or (more appropriately) motion reversal.
13The choice α′ = const in (94) leads to a sub-quantum dynamics that is a Brownian motion
[17].
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Then the transition probability (86) becomes
P (x′|x) = 1
Z
exp
[
− m
2η∆t
δab
(
∆xa
∆t
− va
)(
∆xb
∆t
− vb
)]
, (95)
where we used (88) to define the drift velocity,
va =
1
m
∂aΦ− q
mc
Aa − ~γ
m
cos θ ∂aφ . (96)
In this expression the drift potential ϕ and the Euler angle χ have been merged
into the single variable
Φ = ~(ϕ− γχ) (97)
which we will call the phase14 and we set β = q/~c. A generic displacement is
then written as a drift plus a fluctuation,
∆xa = va∆t+∆wa , (98)
with the fluctuations ∆wa given by
〈∆wa〉 = 0 and 〈∆wa∆wb〉 = η
m
δab∆t3 , (99)
or 〈(
∆xa
∆t
− va
)(
∆xb
∆t
− vb
)〉
=
η
m
δab∆t. (100)
Since 〈∆xa〉 ≈ O(∆t) and ∆wa ≈ O(∆t3/2) we see that for small ∆t the fluctu-
ations are negligible and the particle follows a smooth deterministic trajectory.
Indeed, the limit
lim
∆t→0
∆xa
∆t
= va (101)
is well defined. Not only does the particle have a definite position, it also has a
definite velocity given by the expected drift velocity (96). This is a feature that
this version of ED shares in common with Bohmian mechanics.
3.5 The evolution equation
The basic evolution equation (92) with (95) can be written in differential form,
∂tρ = −∂a(ρva) . (102)
The proof follows closely the analogous derivation given in [9] for the scalar
case and need not be repeated here. Equation (102) states that the probability
evolves according to a continuity equation with probability flux ρva, and the
current velocity coincides with the drift velocity va, eq.(96).15
14In the multiparticle case it will not be possible to combine the variable ϕ and the χs
associated to different particles into a single phase variable Φ. They are independent degrees
of freedom [53].
15When α′ = const and the sub-quantum dynamics is a Brownian motion the evolution
equation (105) is a Fokker-Planck equation with a current velocity that differs from the drift
velocity (96) by an osmotic term ∝ log ρ1/2.
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Definition of the current velocity– Since the current velocity ~v is intro-
duced through the continuity equation, eq.(102), there is some arbitrariness in
its definition. The same physical predictions are obtained with any velocity field
~V of the form,
ρ~Vk = ρ~v + k ~∂ × (ρ~s) (103)
where k is an arbitrary constant. Since ~v can be interpreted as the particle
velocity, eq.(96), from now on we shall set k = 0. In realistic interpretations of
quantum mechanics the field ρ may refer to some sort of fluid or substance with
~v being its actual velocity. In such interpretations it makes sense to ask which,
among all the possible ~Vk, is the “true” velocity. In contrast, in ED ρ receives
a purely epistemic interpretation, and the question of a “true” current velocity
cannot and should not be raised. The significant quantity is the time derivative
∂tρ because probabilities can change; but probabilities are not substances and
therefore cannotmove. Strictly, any reference to a probability “flow” is an abuse
of language that ought to be avoided.
Having said that, from eq.(96) we can immediately see one way that spin
affects the “flow” of probability. The vorticity is given by
~∂ × ~v = ~γ
m
~∂ cos θ × ~∂φ− q
mc
~B , (104)
which means that the circulation
∮
~v · d~ℓ does not in general vanish.16
Introducing the ensemble Hamiltonian — For future use we note that
the evolution equation (102) can be conveniently rewritten in the alternative
form
∂tρ = −∂a(ρva) = δH˜
δΦ
, (105)
for some suitably chosen functional H˜ = H˜ [ρ,Φ, φ, θ]. It is easy to check that
the appropriate functional H˜ is
H˜ =
∫
d3x ρ
1
2
mδabv
avb + F [ρ, φ, θ] , (106)
where va is given by (96) and F [ρ, φ, θ] is some unspecified functional of {ρ, θ, φ}.
Indeed, from (96) the variation of H˜ with respect to δΦ with {ρ, θ, φ} fixed is
δH˜ =
∫
dx ρva∂a δΦ = −
∫
dx∂a(ρv
a) δΦ . (107)
With these results the ED of spin reaches a certain level of completion.
Even though the multipliers γ and β remain unspecified we have figured out
what small changes to expect — they are given by the transition probability
P (x′|x) in eq.(95) — and time was introduced to keep track of how these small
changes accumulate; the net result is an evolution equation, eq.(105), driven
16In hydrodynamics cos θ and φ are known as the Clebsch potentials.
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by various “potentials” — the phase Φ, the angles θ and φ associated to the
spin, and the vector potential Aa. The result is a consistent dynamics driven
by constraints with some peculiar rotational properties.
However, this ED is not yet quantum mechanics. So far the spin variables
have been treated as externally prescribed background fields but in a proper
quantum dynamics not only the probability ρ but the phase Φ and the spin
variables themselves must also participate in the dynamics.
4 Symplectic structure and Hamiltonian flows
The ED that turns out to be physically relevant is achieved by requiring that the
constraints used to update the probability ρt(x) are not kept fixed. Instead they
are themselves continuously updated in response to the evolving ρ. Such an ED
describes the coupled evolution of the four variables (ρ,Φ, θ, φ) and is closely
analogous to the ED of scalar particles developed in [9]: the criterion for up-
dating the constraints is that some suitably defined symplectic and Riemannian
structures are preserved by the dynamics.
4.1 The epistemic phase space
The symplectic structure we seek is chosen so that its preservation implies the
ED continuity equation (105). This leads us to identify the phase function
Φ(x) introduced in (97) as the momentum that is canonically conjugate to the
probability ρ(x). In this section and the next we tackle the question of how to
handle the other two spin variables, θ and φ, and assign a value to the multiplier
γ.
In the ED of a scalar particle we deal with two configuration spaces. One is
the ontic configuration space X = R3 of positions and the other is the epistemic
configuration space or e-configuration space of the normalized probabilities,
P =
{
ρ
∣∣∣∣ρ(x) ≥ 0;
∫
dxρ(x) = 1
}
. (108)
In the case of a single particle with spin the ontic configuration space X = R3
remains unchanged but the epistemic configuration space will be enlarged to
include spin.
The choice of the configurational spin variable is suggested by an early work
of Kramers [38] that was later adapted by Takabayasi [29] and by Bohm, Schiller,
and Tiomno [?] to the context of spin and the Pauli equation. Kramers observed
that since the orientation of a magnetic dipole with a fixed magnitude is defined
by just two degrees of freedom, the angles φ and θ that define its orientation,
then the minimal Hamiltonian dynamics — minimal in the sense that no ad-
ditional variables are introduced — is constructed by identifying one of these
variables as the coordinate and the other as its conjugate momentum. We shall
adopt the azimuthal angle φ of the spin vector ~s for the coordinate variable so
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that the e-configuration space is C = P×{φ}. For the conjugate momentum we
choose the densitized z-component of the spin vector,
ρs =
~
2
ρ cos θ , (109)
which we shall call the spin density. (The factor ~/2 is included for later con-
venience.)
To formulate the dynamics we need a framework to study paths in the larger
space {ρ,Φ, φ, ρs} which we will call the epistemic phase space or e-phase space.
Given a manifold such as C its cotangent bundle, T ∗C, is a geometric ob-
ject that comes automatically endowed with a rich geometric structure [39]-[48].
Cotangent bundles are symplectic manifolds and this provides a “natural” crite-
rion for dynamical laws, namely those that happen to preserve some privileged
symplectic form. Thus, the natural criterion for updating constraints follows
from identifying the cotangent bundle T ∗C with e-phase space {ρ,Φ, φ, ρs},
T ∗C = {ρ,Φ, φ, ρs} . (110)
As discussed in [9] this identification is highly non-trivial. It amounts to assert-
ing that the phase Φ and the spin density ρs transform as the components of a
locally defined Poincare 1-form
Θ =
∫
dx
(
Φxd˜ρ
x + ρsxd˜φ
x
)
, (111)
where d˜ is the exterior derivative on T ∗C. The corresponding symplectic 2-form
Ω = −d˜Θ is
Ω =
∫
dx
(
d˜ρx ∧ d˜Φx + d˜φx ∧ d˜ρsx
)
. (112)
By construction Ω is locally exact (Ω = −d˜Θ) and closed (d˜Ω = 0).
4.2 Notation
The notation follows closely that adopted in [9]. A point X = (ρ,Φ, φ, ρs) will
be labelled by its coordinates
Xαx = (X1x, X2x, X3x, X4x) = (ρx,Φx, φ
x, ρsx) , (113)
where (ρx, φx) represent coordinates on the base manifold C and (Φx, ρsx) rep-
resent coordinates on the space T ∗Cρφ that is cotangent to C at the point (ρ, φ).
We shall use a composite index αx with the Greek index α = 1, 2, 3, 4 taken
from the beginning of the Greek alphabet.17
Curves in T ∗C allow us to define vectors: the vector V¯ tangent to the curve
X = X(λ) parametrized by λ at the point X(λ) is written as
V¯ = V αx
δ
δXαx
, where V αx =
dXαx
dλ
. (114)
17Since α keeps track of whether x is an upper index (α = 1, 3) or a lower index (α = 2, 4)
from now on we need not distinguish between them: ρx = ρx = ρ(x).
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where the repeated indices indicate a summation over α and an integration over
x. The directional derivative of a functional F [X ] along the curve X(λ) is
dF
dλ
= ∇˜F [V¯ ] = δF
δXαx
V αx , (115)
where ∇˜ is the functional gradient in T ∗C,
∇˜F = δF
δXαx
∇˜Xαx . (116)
The tilde serves to distinguish the functional gradient ∇˜ on T ∗C from the spatial
gradient ∇f = ∂af∇xa on R3.
The fact that probabilities in (108) are normalized introduces a technical
difficulty in that the coordinates ρx are not independent. We work our way
around this problem by embedding the∞-dimensional manifoldC in an (∞+1)-
dimensional manifold C+1 where the coordinates ρx are unconstrained.
18 Then,
since ∇˜F is strictly speaking a covector on T ∗C+1, in order to obtain the desired
directional derivatives (115) on T ∗C we must impose that the vectors V¯ be
restricted to be tangent to C. Such tangent vectors are constrained to obey
d
dλ
∫
dxρx =
∫
dx
dX1x
dλ
= 0 . (117)
Expressed in terms of the functional gradient ∇˜ the symplectic form (112)
is
Ω =
∫
dx
[
∇˜ρx ⊗ ∇˜Φx − ∇˜Φx ⊗ ∇˜ρx + ∇˜φx ⊗ ∇˜ρsx − ∇˜ρsx ⊗ ∇˜φx
]
. (118)
The action of Ω on two vectors V¯ = d/dλ and U¯ = d/dµ is given by
Ω[V¯ , U¯ ] =
∫
dx
[
V 1xU2x − V 2xU1x + V 3xU4x − V 4xU3x] = Ωαx,βx′V αxUβx′ ,
(119)
and the components of Ω are
Ωαx,βx′ =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 δ(x, x′) . (120)
4.3 Hamiltonian flows and Poisson brackets
We seek a dynamics that preserves the symplectic structure. Specifically we
are interested in those vector fields V αx[X ] = dXαx/dλ that generate flows
Xαx = Xαx(λ) that preserve the symplectic form,
£VΩ = 0 , (121)
18It is this embedding that eventually leads to quantum states being represented by rays
(and not vectors) in a Hilbert space.
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where the Lie derivative [49] is given by
(£V Ω)αx,βx′ = V
γx′′∇˜γx′′Ωαx,βx′ +Ωγx′′,βx′∇˜αxV γx
′′
+Ωαx,γx′′∇˜βx′V γx
′′
.
(122)
As discussed in [49][50] these vector fields are such that the covector Ωβx′,αxV
βx′
is the gradient of a scalar function, which we will denote V˜ [X ],
Ωαx,βx′V
βx′ = −∇˜αxV˜ . (123)
More explicitly, this condition is written as
dρx
dλ
=
δV˜
δΦx
,
dΦx
dλ
= − δV˜
δρx
,
dφx
dλ
=
δV˜
δρsx
, and
dρsx
dλ
= − δV˜
δφx
, (124)
which we recognize as Hamilton’s equations for a Hamiltonian function V˜ . The
vector V¯ is called the Hamiltonian vector field associated to the Hamiltonian
function V˜ .
From (119) and (124), the action of Ω on two Hamiltonian vector fields
V¯ = d/dλ and U¯ = d/dµ generated respectively by V˜ and U˜ is
Ω[V¯ , U¯ ] =
∫
dx
[
δV˜
δρx
δU˜
δΦx
− δV˜
δΦx
δU˜
δρx
+
δV˜
δφx
δU˜
δρsx
− δV˜
δρsx
δU˜
δφx
]
def
= {V˜ , U˜} ,
(125)
where on the right we introduced the Poisson bracket notation. Thus, the action
of Ω on two Hamiltonian vector fields is the Poisson bracket of the associated
Hamiltonian functions,
Ω[V¯ , U¯ ] = Ωαx,βx′V
αxUβx
′
= {V˜ , U˜} . (126)
The main idea of this section can now be expressed succinctly: The condition
for a flow generated by the vector field V αx to preserve the symplectic struc-
ture, £V Ω = 0, is that V
αx be the Hamiltonian vector field associated to a
Hamiltonian function V˜ , eq.(124),
V αx =
dXαx
dλ
= {Xαx, V˜ } . (127)
At this point our goal of defining an ED that preserves the symplectic struc-
ture Ω and reproduces the continuity equation (105) is partially achieved: it is
given by the Hamiltonian flow of the scalar functional H˜ in (106). The remain-
ing task is to determine the as yet unspecified integration constant F [ρ, φ, θ] in
(106).
4.4 The normalization constraint
The conservation of probability implied by the continuity equation is expressed
as a constraint,
N˜ = 0 where N˜ = 1− |ρ| and |ρ| def=
∫
dx ρ(x) , (128)
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that must be preserved by the Hamiltonian flow,
∂tN˜ = {N˜, H˜} = 0 . (129)
The constraint N˜ itself generates a Hamiltonian flow given by the vector field
N¯ = Nαx
δ
δXαx
with Nαx =
dXαx
dσ
= {Xαx, N˜} , (130)
where σ is the parameter along the flow lines. More explicitly,
N1x =
dρx
dσ
= 0, N2x =
dΦx
dσ
= 1, N3x =
dφx
dσ
= 0, and N4x =
dρsx
dσ
= 0.
(131)
The conservation of N˜ , eq.(129), implies that N˜ is the generator of a symmetry,
namely,
dH˜
dσ
= {H˜, N˜} = 0 . (132)
Integrating (131) one finds the integral curves generated by N˜ ,
ρx(σ) = ρx(0) , Φx(σ) = Φx(0) + σ , φx(σ) = φx(0) , and ρsx(σ) = ρsx(0) ,
(133)
which shows that the symmetry generated by N˜ is to shift the phase Φ by a
constant σ without otherwise changing the dynamics. The interpretation is that
the constraint N˜ = 0 reduces by one the (infinite) number of independent ρx
degrees of freedom and it also reduces by one the number of Φxs because for
any value of σ the phases Φx + σ and Φx correspond to the same state. The
result is a global gauge symmetry. (This is the ED analogue of the fact that in
QM states are represented by rays rather than vectors in a Hilbert space.)
The situation thus far can be summarized as follows: the phase space of
interest is T ∗C but the constraint |ρ| = 1 forces us to use coordinates in a larger
embedding space T ∗C+1. The introduction of one superfluous coordinate has
led us to introduce the corresponding superfluous momentum. We eliminate the
extra coordinate by imposing N˜ = 0 and we eliminate the extra momentum by
declaring it an unphysical gauge variable.
5 The information geometry of e-phase space
We have just seen that a natural criterion to update the constraints is to im-
pose a dynamics that preserves a symplectic structure. To select the particular
Hamiltonian dynamics that reproduces the QM of spin we proceed in close
analogy to the ED of scalar particles. The procedure is to generalize the metric
structure that is naturally available in the statistical manifold P = {ρ} — its
information geometry — to the full phase space T ∗C = {ρ,Φ, φ, ρs}. Then the
criterion we adopt for updating constraints is a dynamics that preserves both
the symplectic and the metric structures.
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In this section the objective is to transform e-phase space T ∗C from a man-
ifold that is merely symplectic to a manifold that is both symplectic and Rie-
mannian. Then we will find the corresponding Hamilton-Killling flows (section
6) and the particular Hamiltonians (section 7) that reproduce the ED of spin,
eqs.(105, 124).
5.1 The metric on the embedding space T ∗C+1
As we saw earlier the normalization constraint forces us to embed the phase
space of interest T ∗C in a larger unconstrained space T ∗C+1. The first goal is
to extend the information geometry of the statistical manifold P = {ρ} to the
full e-phase space T ∗C+1 = {ρ,Φ, φ, ρs}. In the next subsection we obtain the
metric induced on the space T ∗C.
One possible path (pursued in [51]) is to proceed exactly as in the case
of scalar particles [9] where the known spherical symmetry of the statistical
manifold P = {ρ} is extended to the unconstrained embedding space T ∗P+1.
It is very significant that the geometry of the embedding space T ∗P+1 is not
unique; any spherically symmetric geometry will serve our purposes. We can
therefore choose the simplest possible embedding in which the space T ∗P+1
happens to be a flat. This choice, while strictly optional, turns out to be very
convenient for calculational purposes because it allows one to introduce the
notion of Hilbert spaces and leads to a linear Schro¨dinger equation.
Here we follow an alternative path: rather than extending the metric from
P to T ∗C+1, we start from the already known metric for T ∗P+1 derived for the
scalar case in [9] and extend it to T ∗C+1. Furthermore, from the beginning we
choose both spaces T ∗P+1 and T ∗C+1 to be flat. This approach is designed
to guarantee that the resulting metric will have the desired spherical symmetry
and that it will correctly reproduce the scalar limit. The argument is simplest
when we adopt complex coordinates. In the scalar case the metric of the flat
space T ∗P+1 is given by19
δℓ20 =
1
4
∫
dx
[
1
ρx
(δρx)
2 + ρx(δϕ)
2
]
=
∫
dx δψ∗xδψx , (134)
where
ψ = ρ1/2eiϕ (135)
is the scalar wave function, ϕ is the drift potential, and ~ϕ is the momentum
conjugate to ρ.
Introducing the spinor wave function — We propose that the natural
generalization of (135) that takes the peculiar rotational properties of spin into
account is the spinor wave function
Ψ = ρ1/2eiϕU(θ, φ, χ)u+ . (136)
19See eq.(91) in [9]. The choice A = 0 and B = 1/2~ yields a flat geometry. The first term
(δρ)2/ρ in (134) is the information metric on the base space P+1; the second term ρ(δϕ)2 is
the metric on the cotangent fibers of the bundle T ∗P+1.
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Using (52) Ψ can be written in the alternative forms
Ψ = ρ1/2U(θ, φ, χ¯)u+ = ρ
1/2e−iχ¯/2U(θ, φ, 0)u+ where χ¯ = χ− 2ϕ , (137)
which shows that the phase of Ψ can be geometrically interpreted as a rotation
of the spin frame by an angle χ¯.
We can now address the question about the still unspecified value of the
multiplier γ in eq.(97). As discussed in [9] the single- or multi-valued nature
of the phase Φ is severely restricted by experimental facts. On one hand the
validity of the superposition principle forces wave functions to be either single-
or double-valued functions and, on the other hand the nature of electromagnetic
interactions — that is, the specific gauge group U(1) that generates them —
leads to charge quantization. For scalar particles this required that the drift
potential be a multi-valued function with the topological properties of an angle
— ϕ and ϕ + 2π represent the same angle. For spin 1/2 these same scalar
restrictions on the phase still apply but Φ in (97) now receives an additional
contribution from the Euler angle χ.
Equation (137) shows that both the rotational properties of spin and the
validity of the superposition principle — a double-valued wave function — can be
properly accounted for by choosing γ to be 1/2. With this choice the momentum
conjugate to ρ is the phase
Φ = ~
(
ϕ− 1
2
χ
)
= −~
2
χ¯ , (138)
and the spinor wave function is
Ψ = ρ1/2eiΦ/~U(θ, φ, 0)u+ . (139)
Since
ΨΨ† = ρUu+u
†
+U
† = ρU(1 + ~e3)U
† = ρ(1 + ~s) (140)
we have an elegant extension of the Born rule in which both the probability
density and the spin density can be written in terms of ΨΨ†,
〈ΨΨ†〉0 = ρ and 〈ΨΨ†〉1 = ρ~s . (141)
Complex coordinates — A useful new set of coordinates is suggested by
using eq.(48) which leads us to write (137) as
Ψ = ψ+u+ + ψ−u− , (142)
where
ψ+ = ρ
1/2 cos
θ
2
e−i(χ¯+φ)/2 and ψ− = ρ
1/2 sin
θ
2
e−i(χ¯−φ)/2 (143)
are called the complex “amplitudes” for spin up and down respectively. A
straightforward calculation of the symplectic form Ω, eq.(112), in terms of ψ±,
Ω =
∫
dx
(
d˜ψ+ ∧ d˜(i~ψ∗+) + d˜ψ− ∧ d˜(i~ψ∗−)
)
, (144)
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shows that the coordinate transformation
(ρ,Φ, φ, ρs)→ (ψ+, i~ψ∗+, ψ−, i~ψ∗−) , (145)
is indeed canonical. The new coordinates of a point Ψ,
Ψµx = (Ψ1x,Ψ2x,Ψ3x,Ψ4x) = (ψ+x, i~ψ
∗
+x, ψ−x, i~ψ
∗
−x) , (146)
will be labeled by a composite index µx with the Greek index µ taken from
the middle of the Greek alphabet. In these coordinates the action of Ω on two
vectors V¯ = d/dλ and U¯ = d/dµ is given by
Ω[V¯ , U¯ ] = Ωµx,νx′V
µxUνx
′
, (147)
where the components of Ω are
Ωµx,νx′ =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 δ(x, x′) . (148)
The metric on T ∗C+1 — We propose that the natural generalization of the
scalar metric (134) from the space T ∗P+1 to the space T ∗C+1 is
δℓ2 =
∫
dx〈 δΨ†xδΨx〉0 . (149)
To get insight recall eq.(137) and introduce the quaternion variable
Υ = ρ1/2U(θ, φ, χ¯) . (150)
Then
δℓ2 =
∫
dx〈u†+δΥ†δΥu+〉0 =
∫
dx〈 (1 + ~e3)δΥ†δΥ〉0 . (151)
Next use (54) and (56) to write
δΥ†δΥ = δ(ρ1/2U †)δ(ρ1/2U) = δ(ρ1/2)2 + ρδU †δU
=
1
4ρx
(δρx)
2 +
1
4
ρx(δ~ζ)
2 , (152)
which is a scalar. Therefore
δℓ2 =
∫
dx δΥ†δΥ =
1
4
∫
dx
(
1
ρx
(δρx)
2 + ρx(δ~ζ)
2
)
, (153)
which shows that the angle δϕ in the scalar metric, eq.(134), is replaced by the
rotation angle
δ~ζ = ~e3δφ+ ~eφδθ + ~s δχ¯ . (154)
27
In terms of the complex coordinates ψ± the metric (149) takes a particularly
simple form,
δℓ2 =
∫
dx
(
δψ∗+xδψ+x + δψ
∗
−x δψ−x
)
. (155)
The scalar product of two vectors V¯ = d/dλ and U¯ = d/dµ is given by
G[V¯ , U¯ ] = Gµx,νx′V
µxUνx
′
, (156)
where the components of G and its inverse are
Gµx,νx′ =
1
2i~


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 δ(x, x′) , Gµx,νx′ = 2i~


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 δ(x, x′).
(157)
Yet another important aspect of the metric (149) can be made explicit in
the following coordinates,
ψ+ = ξ1 + iξ2 and ψ− = ξ3 + iξ4 . (158)
Then the normalization condition,∫
dx
(
ψ∗+xψ+x + ψ
∗
−x ψ−x
)
=
∫
dx ρx = 1 , (159)
becomes ∫
dx
(
ξ21x + ξ
2
2x + ξ
2
3x + ξ
2
4x
)
= 1 , (160)
which is the equation of a sphere. This shows that our choice (149) which
extends the information geometry of the statistical manifold P = {ρ} to the
space T ∗C+1 = {ρ,Φ, φ, ρs} amounts to extending the well-known infinite di-
mensional spherical symmetry of the space P to the larger embedding space
T ∗C+1. Furthermore, the metric (155) becomes
δℓ2 =
∫
dx
(
δξ21x + δξ
2
2x + δξ
2
3x + δξ
2
4x
)
, (161)
which is Euclidean. This means that, beyond being spherically symmetric, the
particular embedding space T ∗C+1 that we have chosen is flat.
A complex structure on T ∗C+1 — The contraction of the symplectic form
Ω, eq.(147), with the inverse metric G−1 allows us to construct a mixed tensor
J with components
Jµxνx′ = − 1
2~
Gµx,λx
′′
Ωλx′′,νx′ =


i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i

 δ(x, x′) . (162)
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What makes the tensor J special is that its square is
Jµxλx′′J
λx′′
νx′ = −δµxνx′ . (163)
In words, the action of J2 (or Ω2) is equivalent to multiplying by −1. This
means that J plays the role of a complex structure. Note however that the
i that appears in all these expressions, including the complex structure J , is
not the imaginary unit familiar from complex analysis but the pseudoscalar i,
eq.(10), that is geometrically interpreted as a directed volume. Strictly speaking
we are not using complex variables.
5.2 The metric induced on T ∗C
As we saw in section 4.4 the e-phase space T ∗C is obtained from the embedding
space T ∗C+1 by the restriction |ρ| = 1 and by identifying the point X =
(ρx,Φx, φx, ρsx) with the shifted points Xσ = (ρx,Φx + σ, φx, ρsx) that lie on
the same ray.
Consider two neighboring points X and X ′ = X + δX . The metric induced
on T ∗C is defined as the shortest T ∗C+1 distance between X and points X ′σ on
the ray defined by X ′. From (138) the effect of shifting Φx by σ is to shift χ¯
by σ¯ = −2σ/~. Then, setting |ρ| = 1 and recalling (153) and (154), the T ∗C+1
distance between X and X ′σ is given by
δℓ2σ =
1
4
∫
dx
(
1
ρ
(δρ)2 + ρ(δ~ζ + ~s δσ¯)2
)
, (164)
Let
δℓ2FS = min
δσ¯
δℓ2σ . (165)
The value of δσ¯ that minimizes (164) is
δσ¯ = −
∫
dxρ~s · δ~ζ = −〈~s · δ~ζ〉 (166)
so that the metric on T ∗C is
δℓ2FS =
1
4
∫
dx
[
1
ρ
(δρ)2 + ρ
(
δ~ζ − ~s 〈~s · δ~ζ〉
)2]
, (167)
which can be recognized as the Fubini-Study metric for a spin-1/2 particle.
A convenient choice of gauge — The scalar product between two vectors
V¯ = d/dλ and U¯ = d/dµ is a bit messy,
G(V¯ , U¯) =
1
4
∫
dx
[
1
ρ
dρ
dλ
dρ
dµ
+ ρx
(
d~ζ
dλ
− ~s 〈~s · d
~ζ
dλ
〉
)(
d~ζ
dµ
− ~s 〈~s · d
~ζ
dµ
〉
)]
,
(168)
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but can be simplified considerably. First, we note that by virtue of being tangent
to T ∗C a vector V¯ satisfies
| dρ
dλ
| =
∫
dx
dρx
dλ
= 0 . (169)
Furthermore, since points X on the same ray are equivalent it follows all vectors
V¯ and V¯ ′ that differ by a vector along the gauge direction N¯ are equivalent. To
prove this consider a curve X(λ) and a second curve X ′(λ) obtained from the
first by a shift along the gauge direction. We assume that their coordinates are
identical except for
Φ′x(λ) = Φx(λ) + k(λ− λ0) (170)
so that the two curves are equivalent and they cross at λ = λ0. Using eq.(131)
we see that the tangent vectors at λ0 are related by
dX ′αx
dλ
=
dXαx
dλ
+ kNαx or V¯ ′ = V¯ + kN¯ . (171)
To work with such equivalent vectors it desirable to choose a convenient repre-
sentative, that is, we fix the gauge. Equation (168) suggests that a convenient
“Tangent Gauge-Fixed” representative (which we will call the TGF gauge) is
∫
dxρ~s · d
~ζ
dλ
= 〈~s · d
~ζ
dλ
〉 = 0 . (172)
Vectors satisfying (169) and (172) will be called TGF vectors: the first condition
enforces a flow tangent to the |ρ| = 1 surface; the second condition eliminates a
superfluous vector component along the gauge direction N¯ . In the TGF gauge
G(V¯ , U¯) simplifies to
G(V¯ , U¯) =
1
4
∫
dx
[
1
ρ
dρ
dλ
dρ
dµ
+ ρ
d~ζ
dλ
· d
~ζ
dµ
]
. (173)
To be explicit: the tensor G in (173) can act on arbitrary vectors but it is only
when they satisfy the TGF condition that G can be interpreted as the metric
on T ∗C. The corresponding expression for the length element is
δℓ2FS =
1
4
∫
dx
[
1
ρ
δρ2 + ρδ~ζ2
]
, (174)
where it is understood that δX satisfies the TGF conditions,
|δρ| = 0 and 〈~s · δ~ζ〉 = 0 . (175)
The T ∗C metric in ψ± coordinates — The same analysis can be carried
out in ψ± coordinates. The normalization constraint now reads
N˜ = 0 with N˜ = 1−
∫
dx
(
ψ+ψ
∗
+ + ψ−ψ
∗
−
)
. (176)
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From eqs.(133), (138) and (143) we see that the Hamiltonian flow generated by
N˜ and parametrized by σ yields the integral curves
ψ±(σ) = ψ±(0)e
iσ/~ . (177)
Using 〈
Ψ
dΨ†
dλ
〉
0+3
=
1
2
dρ
dλ
+ iρ~s · d
~ζ
dλ
(178)
the two real TGF conditions, (169) and (172), are replaced by a single complex
condition, ∫
dx
〈
Ψ
dΨ†
dλ
〉
0+3
=
∫
dx
(
ψ+
dψ∗+
dλ
+ ψ−
dψ∗−
dλ
)
= 0 . (179)
In ψ± coordinates the metric on T
∗C, eq.(174), reads
δℓ2FS =
∫
dx
(
δ ψ+δψ
∗
+ + δ ψ−δψ
∗
−
)
=
∫
dxdx′Gµx,νx′ δΨ
µxδΨνx
′
, (180)
where the metric tensor is given by (157). In terms of the spinor wave function
Ψ the metric on T ∗C takes the form (149),
δℓ2FS =
∫
dx〈δΨxδΨ†x〉0 . (181)
The complex structure on T ∗C — It is straightforward to check that the
tensor Jµxνx′ defined in (162) takes a TGF vector V¯ to another vector JV¯ that
is also TGF. This means that Jµxνx′ is indeed a tensor on T
∗C — it linearly
maps vectors to vectors. Since J2 = −1 we conclude that the same J that
defines a complex structure on T ∗C+1 also serves to define a complex structure
on T ∗C.
6 Hamilton-Killing flows
Our next goal is to find those Hamiltonian flows Qµx that also happen to pre-
serve the metric tensor, that is, we want Qµx to be a Killing vector. The
condition that Qµx must obey is [49]
(£QG)µx,νx′ = Q
λx′′∇˜λx′′Gµx,νx′ +Gλx′′,νx′∇˜µxQλx
′′
+Gµx,λx′′∇˜νx′Qλx
′′
= 0 .
(182)
In complex coordinates eqs.(180) and (157) gives ∇˜γx′′Gαx,βx′ = 0, and the
Killing equation simplifies to
(£QG)µx,νx′ = Gλx′′,νx′∇˜µxQλx
′′
+Gµx,λx′′∇˜νx′Qλx
′′
= 0 , (183)
which can be expressed as an 4× 4 matrix equation
(£QG)µx,νx′ =
[
(£QG)+x,+x′ 0
0 (£QG)−x,−x′
]
= 0 (184)
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where the 2× 2 blocks (£QG)+x,+x′ and (£QG)−x,−x′ are
(£QG)+x,+x′ =
1
2i~

 δQ
2x′
δψ+x
+ δQ
2x
δψ+x′
; δQ
1x′
δψ+x
+ δQ
2x
δi~ψ∗
+x′
δQ2x
′
δi~ψ∗
+x
+ δQ
1x
δψ+x′
; δQ
1x′
δi~ψ∗
+x
+ δQ
1x
δi~ψ∗
+x′

 = 0 (185)
and
(£QG)−x,−x′ =
1
2i~

 δQ
4x′
δψ−x
+ δQ
4x
δψ
−x′
; δQ
3x′
δψ−x
+ δQ
4x
δi~ψ∗
−x′
δQ4x
′
δi~ψ∗
−x
+ δQ
3x
δψ
−x′
; δQ
3x′
δi~ψ∗
−x
+ δQ
3x
δi~ψ∗
−x′

 = 0 . (186)
But Qµx must also generate a Hamiltonian flow, £QΩ = 0. Substituting
Q1x =
δQ˜
δi~ψ∗+x
, Q2x = − δQ˜
δψ+x
, Q3x =
δQ˜
δi~ψ∗−x
, and Q4x = − δQ˜
δψ−x
(187)
into (185) and (186) gives us the condition for a Hamilton-Killing (or HK) flow,
δ2Q˜
δψ+xδψ+x′
= 0,
δ2Q˜
δψ−xδψ−x′
= 0,
δ2Q˜
δψ∗+xδψ
∗
+x′
= 0 , and
δ2Q˜
δψ∗−xδψ
∗
−x′
= 0 .
(188)
The conclusion is that a flow that preserves both G and Ω requires a functional
Q˜[ψ+x, ψ
∗
+x, ψ−x, ψ
∗
−x] that is at most linear in each of ψ, ψ
∗
+, ψ−, and ψ
∗
−. This
means that Q˜ can be expressed as the sum of scalar (grade zero) functionals
Q˜[ψ+x, ψ
∗
+x, ψ−x, ψ
∗
−x] = Q˜0 + Q˜1 + Q˜2 + Q˜3 + Q˜4 (189)
where Q˜0 is a constant, Q˜1 is first order in ψs, Q˜2 is quadratic in the ψs, and
so on.
The functional form of Q˜ can be restricted as follows. First, since the con-
stant Q˜0 does not contribute to the flow (187) it can be set equal to zero, Q˜0 = 0.
Next, in order to reflect the rotational properties of spin we shall require that
the dependence of Q˜ on ψ+ and ψ− occurs only through the particular combina-
tion of a spinor wave function, that is, Q˜ = Q˜[Ψ,Ψ†] with Ψ = ψ+u+ + ψ−u−.
And finally, we require that the HK flows,
dΨx
dλ
=
δQ˜
δi~Ψ†x
and
di~Ψ†x
dλ
= − δQ˜
δΨx
, (190)
be such that initial states that are equivalent — states that lie on the same
ray — flow to final states that are also equivalent: if the state Ψx(λi) flows to
Ψx(λf ) then e
iσ/~Ψx(λi) must flow to e
iσ/~Ψx(λf ). We shall therefore require
that Q˜[Ψ,Ψ†] be invariant under global gauge transformations,
Q˜[Ψeiσ/~,Ψ†e−iσ/~] = Q˜[Ψ,Ψ†] . (191)
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The linear and cubic terms: The functionals Q˜1 and Q˜3 in (189) are ruled
out because they violate the global gauge symmetry (191). This is immediately
clear once one writes
Q˜1[Ψ,Ψ
†] =
∫
dx 〈ΨxA†x +AxΨ†x〉0 (192)
where A is some generic multivector kernel and, similarly, for Q˜3 which involves
integrands of the form
〈
AΨBΨ†CΨD
〉
0
or
〈
AΨ†BΨCΨ†D
〉
0
. (193)
The quadratic term: The term Q˜2 in (189) is bilinear in Ψ and Ψ
†. Gauge
invariance restricts us to functionals of the form
Q˜2[Ψ,Ψ
†] =
∫
dx1dx2 〈Ax1x2Ψx2Bx2x1Ψ†x1〉0 (194)
where A and B are multivector kernels. Q˜2 can be simplified as follows. Intro-
ducing a matrix representation,
Ψx1Bx1x2Ψ
†
x2 =
[
ψ+x1 0
ψ−x1 0
] [
B11,x1x2 B12,x1x2
B21,x1x2 B22,x1x2
] [
ψ∗+x2 ψ
∗
−x2
0 0
]
= B11,x1x2Ψx1Ψ
†
x2 , (195)
shows that the matrix elements B12, B21, and B22 do not contribute and can
therefore be set to zero. The remaining matrix element B11,x1x2 , which is just
a complex number, can be absorbed into the kernel Ax1x2 . Let B11A = Qˆ, then
Q˜2[Ψ,Ψ
†] =
∫
dx1dx2〈Ψ†x1Qˆx1x2Ψx2〉0 . (196)
Furthermore, since 〈M †〉0 = 〈M〉0 for any multivector M , we have
Q˜2[Ψ,Ψ
†] =
∫
dx1dx2〈Ψ†x2Q†x1x2Ψx1〉0 =
∫
dx1dx2〈Ψ†x1Q†x2x1Ψx2〉0
which implies that the kernel A can be taken to be Hermitian,
Qˆ†x2x1 = Qˆx1x2 . (197)
More explicitly, we can introduce a matrix representation
Ψ†x1Qˆx1x2Ψx2 =
[
ψ∗+x1 ψ
∗
−x1
0 0
] [
Qˆ11,x1x2 Qˆ12,x1x2
Qˆ21,x1x2 Qˆ22,x1x2
] [
ψ+x2 0
ψ−x2 0
]
, (198)
and write the Hamiltonian functional as
Q˜2[Ψ,Ψ
†] =
∫
dx1dx2 〈ψ∗+x1Qˆ11,x1x2ψ+x2 + ψ∗+x1Qˆ12,x1x2ψ−x2
+ ψ∗−x1Qˆ21,x1x2ψ+x2 + ψ
∗
−x1Qˆ22,x1x2ψ−x2〉0 (199)
which shows the various possible couplings between the spin up and down am-
plitudes.
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The quartic terms: The Q˜4 functional takes the generic form
Q˜4 =
∫
dx1dx2dx3dx4
〈
Kx1x2x3x4ψ+x1ψ
∗
+x2ψ−x3ψ
∗
−x4
〉
0
, (200)
where the kernel K is a complex number. Its action is to generate non-linear
HK flows that extend beyond the reach of the familiar unitary operators that
are provided within the linear framework of quantum mechanics. These quartic
functionals are ruled out because they are in conflict with rotational invariance.
Indeed, from (48) and (49) we see that rotating the wave function Ψ, eq.(142),
by Euler angles {θ′, φ′, χ′},
Ψ′(x) = ψ′+(x)u+ + ψ
′
−(x)u−, (201)
has the effect of mixing the amplitudes ψ+ and ψ−,
ψ′+ = ψ+e
−i(χ′+φ′)/2 cos
θ′
2
− ψ−ei(χ
′−φ′)/2 sin
θ′
2
, (202)
ψ′− = ψ+e
−i(χ′−φ′)/2 sin
θ′
2
+ ψ−e
i(χ′+φ′)/2 cos
θ′
2
. (203)
This means that a rotated Q˜4 will include terms that violate the HK condition
(188). Note also that a rotation mixes ψ+ and ψ− but does not mix ψ and
ψ∗. Therefore a rotated Q˜2, eq.(199), does not violate (188) while a rotated Q˜4
does.
To summarize: The Hamiltonian functionals that generate Hamilton-Killing
flows and are compatible with rotational invariance take the form (196) which
is linear in Ψ and in its adjoint Ψ†.
7 The e-Hamiltonian and the Pauli equation
We have shown that the condition for the simplest form of dynamics — one
that preserves the metric, symplectic, and complex structures — is a Hamilton-
Killing flow generated by a Hamiltonian H˜ of the form (196),
H˜ [Ψ,Ψ†] =
∫
dx1dx2〈Ψ†x1Hˆx1x2Ψx2〉0 . (204)
In ED the clock that defines entropic time is provided by the system itself and it
is natural to demand that H˜ — the generator of time translations — be defined
in terms of the very same clock. Thus, the last ingredient in the construction
of H˜ is to require its agreement with (106) in order to reproduce the entropic
evolution of ρ given by the continuity eq.(105). To proceed we introduce
H˜0 =
∫
dx 〈Ψ†Hˆ0Ψ〉0 with Hˆ0Ψ = 1
2m
(
~
i
~∂ − q
c
~A
)2
Ψ , (205)
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and use the identity
ρ
1
2
mv2 =
〈
Ψ†Hˆ0Ψ
〉
0
+
~
2
2m
ρ1/2∂2ρ1/2 − ~
2
8m
ρ(∂a ~s)
2 +
~q
2mc
ρ~B · ~s , (206)
derived in Appendix A. This allows us to rewrite H˜[ρ,Φ, φ, θ] in (106) as
H˜ [Ψ,Ψ†] =
∫
dx 〈Ψ†Hˆ0Ψ〉0 + F ′[ρ, φ, θ] , (207)
where
F ′[ρ, φ, θ] = F [ρ, φ, θ]+
∫
dx ρ
(
~
2
2m
∂2ρ1/2
ρ1/2
− ~
2
8m
(∂a ~s)
2 +
~q
2mc
~B · ~s
)
. (208)
Two conditions are to be imposed on F ′[ρ, φ, θ]: first, in order for H˜ [Ψ,Ψ∗] to
generate an HK flow we require that F ′ itself be of the form (196),
F ′[ρ, φ, θ] =
∫
dx1dx2〈Ψ†x1 Vˆx1x2Ψx2〉0 (209)
for some Hermitian kernel Vˆx1x2 . And second, to reproduce the ED flow given
by (105) F ′[ρ, φ, θ] must be independent of Φ,
δF ′[ρ, φ, θ]
δΦx
= 0 . (210)
Note that ~s in eq.(51) depends only on θ and φ so the integral term in (208) is
indeed independent of Φ = −~χ¯/2. Substituting (139) into (209) we get
F ′ =
∫
dx1dx2ρ
1/2
x1 ρ
1/2
x2 〈ei(Φx2−Φx1 )/~U †x1 Vˆx1x2Ux2(1 + ~e3)〉0 (211)
To satisfy (210) for arbitrary choices of Φx1 ,Φx2 , Ux1 , and Ux2 we must impose
that the kernel Vˆx1x2 be local in x, that is,
Vˆx1x2 = δx1x2 Vˆx1 = δx1x2(αx1 + ~ax1 + i
~bx1 + iβx1) , (212)
where the multivector field Vˆx1 has been expressed in terms of its pure grade
components. Substituting into (211),
F ′ =
∫
dxρx〈VˆxUx(1+~e3)U †x〉0 =
∫
dxρx〈(αx+~ax+i~bx+iβx)(1+~sx)〉0 , (213)
leads to
F ′ =
∫
dxρx(αx + ~sx · ~ax) . (214)
We see that the bivector i~b and pseudoscalar iβ components do not contribute
and can therefore be set to zero. Then, using (212) in (209) we get
F ′ =
∫
dx〈Ψ†x(Vx + ~ax)Ψx〉0 , (215)
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where we adopt the standard notation for the scalar potential, αx = Vx. Sub-
stituting eqs.(205) and (215) into (207) gives the final expression for the e-
Hamiltonian,
H˜ [Ψ,Ψ†] =
∫
dx〈Ψ†HˆΨ〉0 (216)
where
Hˆ = Hˆ0 + V + ~a . (217)
Below, in section 8.6, we discuss the effect of the vector potential ~a; for now we
shall set ~a = 0.
We are now ready to derive the Pauli equation. From (127),
∂tΨ = {Ψ, H˜} or i~∂tΨ = δH˜
δΨ†
= HˆΨ , (218)
where we used (27). Then the Pauli equation is
i~∂tΨ =
1
2m
(
~
i
~∂ − q
c
~A
)2
Ψ+ VΨ , (219)
which can be rewritten in its more standard form
i~∂tΨ =
1
2m
(
~
i
~∂ − q
c
~A
)
·
(
~
i
~∂ − q
c
~A
)
Ψ+ VΨ− ~q
2mc
~BΨ . (220)
The last term represents the “anomalous” Zeeman interaction of the magnetic
field with the spin. The standard practice is to represent the basis vectors ~ea
by Pauli matrices σˆa. Then the matrix representation of the Zeeman term for
the electron (q = −e) is
− ~q
2mc
~BΨ ∼ g e
2mc
~
2
σˆaBaΨ with g = 2 . (221)
which exhibits the correct gyromagnetic factor.
Once the canonical framework has been established with a Hamiltonian and
Poisson brackets it is possible to summarize the whole formalism in terms of an
action principle. The idea is to reverse the usual procedure and construct the
action so that it reproduces the desired equations. Define the differential
δA =
∫ t2
t1
dt
∫
R
dx
〈
δΨ†
(
i~∂tΨ− HˆΨ
)
−
(
i~∂tΨ
† +Ψ†Hˆ
)
δΨ
〉
0
(222)
with the fields δΨ† and δΨ vanishing at the boundary and then integrate to get
the action
A =
∫ t2
t1
dt
∫
R
dx
〈
i~Ψ†∂tΨ−Ψ†HˆΨ
〉
0
. (223)
By construction, imposing δA = 0 leads to the Pauli equation (218). In the ED
framework this construction is a convenient way to summarize the content of
the theory but it is not particularly fundamental.
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8 Discussion
8.1 Energy
The e-Hamiltonian H˜ is the generator of translations in time. It tells us how
wave functions evolve and, therefore, it tells us that energy is an epistemic
concept associated to the wave function and not to the particle. To gain further
insight substitute (218) into (216),
H˜ =
∫
dx〈Ψ†i~∂tΨ〉0 . (224)
Using (137) a calculation similar to (71) gives
〈Ψ†i~∂tΨ〉0 = ρ ~ωt · ~S (225)
where a factor ~/2 has been absorbed into the spin vector to obtain the more
familiar normalization
~S(x) =
~
2
~s(x) , (226)
and
~ωt = ~e3∂tφ+ ~eφ∂tθ + ~s ∂tχ¯ (227)
is the angular velocity. Eq.(225) allows us to define a local energy,
ε(x)
def
= ~ωt(x) · ~S(x) = −∂tΦ + ~
2
cos θ ∂tφ . (228)
For those special states ΨE that happen to be eigenstates of Hˆ ,
HˆΨE = EΨE , (229)
eq.(216) gives
H˜ [ΨE ,Ψ
†
E] =
∫
dx ρE = E so that ε(x) = E . (230)
Thus, energy eigenstates are those for which the local energy ε(x) is independent
of position.
Our concept of a local energy bears an inevitable formal resemblance to the
corresponding “local observable” proposed by Hestenes and Gurtler [52] but
the conceptual difference is significant: our local energy is an epistemic object,
a property of the wave function; their local energy is ontic, a property of the
particle.
8.2 Linear momentum
Momentum is the generator of spatial translations. Under a translation xa →
xaξ = x
a + ξa the wave function transforms as
Ψ(x)→ Ψξ(xξ) = Ψ(x) or Ψξ(x) = Ψ(x−ξ) (231)
37
Then the momentum functional P˜a is defined so that
δξΨ = Ψξ(x) −Ψ(x) = −ξa∂aΨ = {Ψ, P˜aξa} . (232)
The required P˜a is such that
δP˜a
δi~Ψ†
= −∂aΨ , (233)
which, with the help of (27), can be integrated to
P˜a[Ψ,Ψ
†] =
∫
dx 〈Ψ† ~
i
∂aΨ〉0 (234)
Further insight comes from a calculation similar to (71) which gives the mo-
mentum density
〈Ψ† ~
i
∂aΨ〉0 = −ρ ~ωa · ~S (235)
where
~ωa = ~e3∂aφ+ ~eφ∂aθ + ~s ∂aχ¯ (236)
is the dual of the spin connection, Ωa = i~ωa. Eq.(235) allows us to define a local
momentum,
pa(x)
def
= −~ωa(x) · ~S(x) , (237)
or, using eq.(96),
pa(x) = mva(x) +
q
c
Aa(x) . (238)
The probability flux,
ρva =
1
m
〈Ψ†(~
i
∂a − q
c
Aa)Ψ〉0 , (239)
turns out to involve the same velocity va which, as a result of eqs.(96) and (101),
can be attributed to the particle. This fact might lead us to the mistaken belief
that momentum is a property of the particle, but momentum is what generates
translations of the wave function and, therefore, it is an epistemic property of
the wave function. The local momentum can be inferred from our knowledge
of the wave function but it is not itself directly observable. Just as for energy,
the momentum eigenstates are those for which the local momentum (238) is
independent of position. In fact it turns out that the outcomes of what are
normally called “measurements of momentum” do not reflect the pre-existing
values of local momentum; they reflect eigenvalues that are actually “created”
during the measurement process and are distributed according to the standard
Born rule involving the Fourier transform of the wave function [13][14].
From (236) and (237) we see that the local momentum,
pa = ∂aΦ− ~
2
cos θ ∂aφ , (240)
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depends only on spatial derivatives of the phase Φ and the spin and not on the
probability density. This might at first look surprising. It implies, for example,
that in the ground state of hydrogen where both Φ and ~S are uniform in space
the local momentum pa and the velocity v
a vanish. The electron is at rest; there
is a zero point energy but no zero point motion. How can this be? Why doesn’t
an electron at rest immediately start falling towards the nucleus? What holds
it in place? The answer is that the electron does not obey Newtonian dynamics
and our intuition must be re-educated. In the ED approach there are no forces
acting on the electron. ED is a dynamics of probabilities; what is being pushed
is not the particle but our expectations about where the electron will be found.
8.3 Orbital and spin angular momentum
Angular momentum is the generator of rotations. Under a rotation by an angle
ξ about the axis ~n we have
~x→ ~xξ = Rξ~xR†ξ where Rξ = e−i~nξ/2 (241)
and the wave function transforms as
Ψ(x)→ Ψξ(xξ) = RξΨ(x) or Ψξ(x) = RξΨ(x−ξ) . (242)
In a rotation by the infinitesimal angle ξ,
~x−ξ = ~x− ξ ~n× ~x , (243)
and the change of the wave function is
δξΨ(x) = RξΨ(x−ξ)−Ψ(x) = − i
~
ξ naJˆaΨ(x) (244)
where the total angular momentum operator,
Jˆa = Lˆa + Sˆa , (245)
includes orbital and spin contributions,
Lˆa = ~ea · (~x× ~
i
~∂) and Sˆa =
~
2
~ea . (246)
The angular momentum functional J˜a that generates rotations does so ac-
cording to the Poisson bracket
δξΨ = {Ψ, ξ naJ˜a} so that δJ˜a
δi~Ψ†
= JˆaΨ . (247)
Using (27) this integrates to
J˜a[Ψ,Ψ
†] =
∫
dx 〈Ψ†JˆaΨ〉0 =
∫
dx 〈Ψ†
(
~
i
εabcxb∂c +
~
2
~ea
)
Ψ〉0 . (248)
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To gain further insight into the spin angular momentum we note that in a
Pauli matrix representation of GA, ~ea ∼ σˆa, one recovers the familiar expression
for the spin operator, Sˆa ∼ (~/2)σˆa. Furthermore, a calculation similar to (71)
allows us to define the local spin density,
〈Ψ† ~
2
~eaΨ〉0 = ~
2
ρ 〈~eaUu+u†+U †〉0 =
~
2
ρ 〈~ea(1 + ~s)〉0
=
~
2
ρ~ea · ~s = ρ Sa (249)
so that the vector spin functional is
S˜[Ψ,Ψ†] = ~ea
∫
dx 〈Ψ† ~
2
~eaΨ〉0 =
∫
dx ρ ~S . (250)
What is spinning? — Once an angular momentum such as spin is identified
it is tempting to ask “what is it that rotates?” But this is a classical prejudice
that must be avoided. Angular momentum is a mathematical abstraction; it
is the generator of rotations but the rotations need not be dynamical. In par-
ticular, there exist no small rigid rotators or vortices in some underlying fluid.
Nothing is spinning. Once again, the ground state of hydrogen, with ~v = 0 and
a constant ~S, is instructive. This is a situation in which neither the electron
is moving nor are the probabilities flowing and yet the integral in (250) gives a
total spin of S˜ = ~/2.
The magnitude of spin? — The spin vector ~S has magnitude ~/2. Note
however that the GA expression
Sˆ21 + Sˆ
2
2 + Sˆ
2
3 = (
~
2
)2
(
~e21 + ~e
2
2 + ~e
2
3
)
=
3
4
~
2 (251)
corresponds to
Sˆ2 ∼ (~
2
)2
(
σˆ21 + σˆ
2
2 + σˆ
2
3
)
(252)
and exactly reproduces the well-known expression
Sˆ2 ∼ ~2s(s+ 1)1ˆ with s = 1
2
. (253)
But the interpretations are completely different: the latter is meant to represent
the magnitude squared of the spin operator while the former is just the square
of the diagonal of a cube of side ~/2.
A connection to relativity? — It may surprise us that in the GA frame-
work the spin operator Sˆa in (246) is a vector, while Lˆa is a pseudoscalar, so
that the orbital angular momentum,
~L = ~x× ~
i
~∂ , (254)
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is a bivector. This, of course, is not a problem: the actual generator of rotations
is J˜a in eq.(248). Nevertheless, the operators for spin Sˆa and for orbital angular
momentum Lˆa appear to be very different objects. The gap between the two
can, however, be narrowed in a relativistic context. It turns out that the Pauli
algebra of space {1, ~ea, i~ea, i = ~e1~e2~e3} is isomorphic to the even subalgebra of
Minkowski space-time. If we adopt an orthonormal basis for space-time, {γµ}
with γ20 = −1 and γ2a = 1, the even subalgebra is {1, γ0γa, iγ0γa, i = γ0γ1γ2γ3}
and it is natural to identify ~ea = γ0γa (instead of ~ea = γa) so that the spatial
vector ~ea is a space-time bivector. Here we shall not pursue this subject further
except to point out that, as we shall see in [53], this isomorphism is exploited
to great advantage when formulating the ED of several particles with spin.
8.4 The electric current and the magnetic dipole moment
When quantities such as mass or charge are interpreted as ontic properties of the
particle it is only natural to expect that the corresponding densities and currents
be closely related. For example, if the particle flux is ρ~v one expects the fluxes
of mass and charge to be mρ~v and qρ~v — each moving particle automatically
carries an amountm of mass and q of charge. Conversely, when mass and charge
are not ontic but epistemic properties assigned to the wave function the question
of whether the mass and charge currents coincide must be revisited.
We define the electric charge and electric current through their coupling to
the electromagnetic potentials. This is most easily implemented in terms of the
action, eq.(223),
A =
∫
dt dx
〈
Ψ†
[
i~∂t − 1
2m
(
~
i
~∂ − q
c
~A
)2
− qA0
]
Ψ
〉
(255)
where the potential V is written as qA0. The electric charge ρe and current
density ~Je are defined as functional derivatives with respect to the potentials
A0 and Aa,
δA def=
∫
dt dx
[
−ρeδA0 + 1
c
~Je · δ ~A
]
(256)
A straightforward calculation gives the charge density
ρe = q〈Ψ†Ψ〉 = qρ (257)
and an electric current that splits into convective and spin components,
Jae =
q
m
〈Ψ†(~
i
∂a − q
c
Aa)Ψ〉+ q
m
εabc∂b〈Ψ† ~
2
~ecΨ〉 . (258)
Using (239) and (249) this is written as
~Je = qρ~v + c ~∂ × ~M , (259)
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which explicitly shows that the spin contributes to the electric current as a
magnetization current with a magnetization ~M proportional to the spin density
ρ~S,
~M =
q
mc
ρ~S . (260)
The convective qρ~v and magnetization c ~∂ × ~M currents are quite indepen-
dent. In the ground state of hydrogen, with ~v = 0 and ~S constant, nothing is
moving but it is easy to check that the electric current does not vanish. If we
take ~S in the ~e3 direction then the current forms a toroidal ring in the vicinity
of the xy plane. It is this “current” in which nothing flows that is responsible
for the electron’s magnetic dipole moment. Alternatively, we can adopt a mani-
festly “static” model and explain the dipole moment as arising from a magnetic
pole density −~∂ · ~M . Again, it is easy to check that this gives North and South
pole densities concentrated around the lower and upper ~e3 axis respectively.
8.5 What happens in a spin measurement?
Since position is the only ontic quantity all measurements in ED must be traced
back to detecting the presence or absence of a particle within the volume of a
device. Position is the only beable and therefore the only observable. All other
quantities, such as momentum or energy, are necessarily epistemic and cannot
therefore be observed. These quantities can at best be inferred from position
detections and, accordingly, it is appropriate to refer to them as inferables.20
Spin is no exception.
The process of “measuring” spin by means of a Stern-Gerlach (SG) experi-
ment is well known. The central question of what precisely happens during the
experiment depends on the particular interpretation of quantum mechanics one
adopts. (For a recent review with references to the literature see [54].)
ED resembles Bohmian mechanics in that particles have definite positions
and its formalism includes functions (Φ, θ, φ) that play the role of a pilot wave.
However, the differences are considerable. Bohmian mechanics attempts to pro-
vide a complete description of reality. The wave function Ψ is a real field that
lives in configuration space and acts on the particles without the particles react-
ing back upon it — peculiarities that have stood in the way of a wider acceptance
of the Bohmian interpretation. In contrast, ED’s pragmatic goal is limited to
make the best possible inferences on the basis of very incomplete information;
the ED variables (Φ, θ, φ) are purely epistemic and there is no implication that
the particles are carried by a pilot wave or pushed by any other force. In fact
ED is silent on the issue of what if anything makes the particles move as they
do. The wave function Ψ exerts no causal influence on the particles themselves;
what the wave function Ψ does is to guide our expectations of where and when
the particles will be. Having described the differences between the ED and
20The term ‘inferable’ is due to K. Vanslette. With the recent development of techniques
to perform weak measurements the wave function is itself is an inferable. (See e.g., [14] and
references therein.)
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Bohmian frameworks we now proceed to exploit the similarities and borrow
from the analysis of the Pauli equation by Dewdney et al. [55].
The particle is prepared in a state that describes an initial wave packet
Ψ(t0, ~x) with a spin vector ~S(t0) = ~~s/2 in some definite but arbitrary direction
~s. Solving the Pauli equation shows that the particle can follow any of a con-
gruence of smooth trajectories. Which trajectory is actually followed depends
only on the particle’s initial position within the wave packet Ψ(t0, ~x). As the
particle traverses the SG device the spin vector field ~S(t, ~x) evolves continu-
ously. The analysis of Dewdney et al. shows that the wave packet splits into
two separate components along the direction ~ez of the inhomogeneous magnetic
field. Whether the particle ends in the upper or the lower wave packet depends
only which trajectory was followed.
The remarkable result is that the evolution leads to a strong correlation
between final values of the spin vectors and the particle trajectories: all those
trajectories that end up in the upper wave packet will have final spin ~S =
+~~ez/or2 while all trajectories that end up in the lower wave packet will have
final spin ~S = −~~ez/2. The analysis also shows that the actual probabilities of
being in the upper of lower wave packet turn out to be given by the standard
Born rule. (Note that these are the probabilities of being and not merely being
found in one or the other packets.)
It is only at this final stage that an actual measurement happens: the parti-
cle’s position is detected. Depending on how precise the position measurement
is this allows us not only to infer the trajectory that was actually followed but
also the final value of the spin vector being either +~/2 or −~/2 along the ~ez
direction.
This result is remarkable in several ways. The discrete outcomes ±~/2 ex-
plain the so-called “space quantization” without invoking the eigenvalues of σˆz .
Standard QM is forced to postulate the Born rule and the rule that the possi-
ble outcomes of a measurement are given by the eigenvalues of the Hermitian
operator being measured. Within ED such postulates are no longer needed.21
(See also [13][14].) One can also see that the outcomes of this “measurement”
of spin do not reflect the initial pre-existing spin value. The outcome of the
experiment was in effect “created” by the process of measurement. Indeed, as
emphasized long ago by Bell [3] the term ‘measurement’ provides a very inade-
quate description of what actually happens in the SG experiment.
8.6 Other interactions
Here we briefly comment on additional interactions that might be included in
(217) through the scalar potential V or the vector potential ~a. The requirement
that the kernel Vˆx1x2 be local, eq.(212), is very restrictive because it rules out
interactions that involve spatial derivatives of Ψ. Therefore momentum- and
velocity-dependent interactions — see e.g. eq.(240) — are ruled out. These
21Unlike ED, in Bohmian mechanics the identification of the probability ρ with |Ψ|2 requires
for its justification additional dynamical arguments that are highly nontrivial.
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include relativistic corrections to the kinetic energy that can be described as a
scalar perturbation (∝ p4) and the spin-orbit interaction. Indeed, a magnetic
dipole ~µ ∝ ~S in motion exhibits an electric dipole ~d which interacts with the
electric field in the atom. However, the interaction depends on the velocity ~v,
Hˆso ∝ −~d · ~E = −(~v
c
× ~µ) · ~E , (261)
and is therefore ruled out because it involves derivatives. In order to reproduce
these relativistic effects one would need a fully relativistic treatment that from
the start takes the positron degrees of freedom into account.
The vector potential ~a in (217) does, however, allow new interactions. In
the presence of an external electromagnetic field the only available vectors are
the magnetic and the electric fields, ~B and ~E, and this allows a Hamiltonian of
the form
Hˆ = Hˆ0 + V + κm ~B + κe ~E . (262)
for some constants κm and κe. In the usual matrix representation ~ea ∼ σˆa,
the fields ~B and ~E are written as Baσˆa and Eaσˆa where ~σˆa/2 are called the
spin operators. Then the term κm ~B ∝ ~S · ~B describes the anomalous magnetic
moment of say, the proton or the neutron. The analogous electric dipole term
κe ~E ∝ ~S · ~E is in principle allowed but, as we show next, its presence would
signal a violation of time reversal invariance.
Time reversal
The transformation of the spinor wave function Ψ involves taking t → −t and
the spatial inverse which plays the role of complex conjugation. In addition,
since spatial inversion has the effect of changing the ideal,
(1 + ~e3)
∗ = 1− ~e3 , (263)
it is necessary to right multiply by ~e1 in order to restore the original ideal,
u+ =
1 + ~e3√
2
→ uT+ = u∗+~e1 =
1− ~e3√
2
~e1 = ~e1
1 + ~e3√
2
. (264)
(Right multiplication by ~e2 also works.) Therefore the time reversal of Ψ is
implemented by
ΨTt (x) = Ψ
∗
−t(x)~e1 , (265)
or, equivalently
Ψt(x) = ψ+(x, t)u+ + ψ−(x, t)u− −→ ΨTt (x) = −ψ∗−(x,−t)u+ + ψ∗+(x, t)u− .
(266)
To find the time-reversed spin vector we appeal to the “Born” rule, eq.(141)
and use
ΨTΨT† = ρU∗u∗+~e1~e1u
∗
+U
†∗ = ρU(1− ~e3)U † = ρ(1− ~s) (267)
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so that
ρT = 〈ΨTΨT†〉0 = ρ and ρ~sT = 〈ΨTΨT†〉1 = −ρ~s . (268)
Therefore the time-reversed spin vector is
~STt (x) = −~S−t(x) . (269)
The time reversal of the Pauli equation (219) involves the time-reversed
electromagnetic fields,
~ATt (x) = − ~A−t(x), ~ETt (x) = ~E−t(x), and ~BTt (x) = − ~B−t(x) . (270)
It is easy to check that the transformed ΨTt (x) is a solution of the transformed
Pauli equation (219), that is, time reversal is a symmetry. However, under T
an additional electric moment interaction κe ~E as in (262) changes sign,
κe ~EtΨt
T−→ (κe ~E−tΨ−t)∗ ~e1 = −κe ~ETt ΨTt , (271)
and would spoil the symmetry. Thus, time reversal symmetry allows a magnetic
dipole but rules out an electric dipole.
8.7 Hilbert space
The formulation of the ED of a spin-1/2 particle is now complete. Just as for
scalar particles it is important to emphasize that the notion of Hilbert spaces did
not turn out to be necessary. However, while strictly unnecessary in principle,
the introduction of Hilbert spaces is nevertheless very convenient for calcula-
tional purposes.
A vector space — The difficulty with dealing with the infinite-dimensional
e-phase space — the cotangent bundle T ∗C — is that due to the normalization
constraint the natural coordinates, the probabilities ρx, are not independent.
The problem is handled by embedding T ∗C in a larger space T ∗C+1 but we are
still forced to deal with a constrained system with a global gauge symmetry.
As we saw in [9] the choice of the embedding space is a matter of convenience.
What is required in order to reproduce the metric structure of QM is that T ∗C+1
be spherically symmetric but any spherically symmetric space will do.
The usefulness of the linearity of the Pauli equation as an equation in the
restricted space T ∗C is severely limited by the normalization constraint. If Ψ1
and Ψ2 are flows in T
∗C then the superposition Ψ3 = α1Ψ1+α2Ψ2 is a flow in
T ∗C too but only when the constants α1 and α2 are such that Ψ3 is properly
normalized. We can take full advantage of linearity by choosing the embedding
space T ∗C+1 to be not just spherically symmetric but also flat. The reason
this choice is so convenient is that in a flat T ∗C+1 space all superpositions with
arbitrary constants α1 and α2 are allowed. This means that each point Ψ is
itself a vector and T ∗C+1 is a vector space. Indeed, since the vector tangent
to a curve is just a difference of two neighboring Ψs it follows that points on
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the manifold and vectors tangent to the manifold are objects of the same kind.
In other words, the spaces tangent to T ∗C+1 are identical to the space T ∗C+1
itself.
The symplectic form Ω and the metric tensor G on the extended space
T ∗C+1 are given by eq.(148) and (157). Being tensors they are meant to act
on tangent vectors but now they are also free to act on all points Ψ in the flat
T ∗C+1 space. For example, the action of the mixed tensor J , eq.(162), on a
spinor wave function Ψ, eq.(146), is
Jµxνx′Ψ
νx′ =


i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i




ψ+x
i~ψ∗+x
ψ−x
i~ψ∗−x

 =


iψ+x
i~(iψ+x)
∗
iψ−x
i~(iψ−x)
∗

 . (272)
which indicates that J plays the role of multiplication by i, that is, ψ±
J→ iψ±.
Dirac notation — We can at this point introduce the Dirac notation to
represent the spinor wave functions Ψ, eq.(142), as vectors |Ψ〉 in a Hilbert space.
The scalar product 〈Ψ1|Ψ2〉 is defined using the metric G and the symplectic
form Ω,
〈Ψ1|Ψ2〉 def=
(
Gµx,νx′ +
i
2~
Ωµx,νx′
)
ΨµxΨνx
′
(273)
where
Gµx,νx′ +
i
2~
Ωµx,νx′ =
1
i~


0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0

 . (274)
A quick calculation leads to the familiar result
〈Ψ1|Ψ2〉 =
∫
dx
(
ψ∗1+xψ2+x + ψ
∗
1−xψ2−x
)
. (275)
The map Ψ←→ |Ψ〉 is defined by
|Ψ〉 =
∫
dx (ψ+|u+〉|x〉+ ψ−|u−〉|x〉) , (276)
where the spinor basis {|u+〉, |u−〉} and the position basis {|x〉} are both or-
thogonal and complete.
Hermitian and unitary operators — The bilinear Hamilton functionals
Q˜[Ψ,Ψ∗] with kernel Qˆ(x, x′) in eqs.(196) or (199) can now be written in terms
of a Hermitian operator Qˆ and its matrix elements,
Q˜[Ψ,Ψ∗] = 〈Ψ|Qˆ|Ψ〉 and Qˆσσ′(x, x′) = 〈uσ|〈x|Qˆ|uσ′〉|x′〉 . (277)
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The corresponding Hamilton-Killing flows are given by
i~
d
dλ
|Ψ〉 = Qˆ|Ψ〉 . (278)
These flows are described by unitary transformations
|Ψ(λ)〉 = UˆQ(λ)|Ψ(0)〉 where UˆQ(λ) = exp
(
− i
~
Qˆλ
)
. (279)
Commutators — The Poisson bracket of two Hamiltonian functionals U˜ [Ψ,Ψ∗]
and V˜ [Ψ,Ψ∗],
{U˜ , V˜ } =
∫
dx
(
δU˜
δΨx
δV˜
δi~Ψ∗x
− δU˜
δi~Ψ∗x
δV˜
δΨx
)
,
can be written in terms of the commutator of the associated operators,then
{U˜ , V˜ } = 1
i~
〈Ψ|[Uˆ , Vˆ ]|Ψ〉 . (280)
Thus the Poisson bracket is the expectation of the commutator. Further par-
allels between the geometric and the Hilbert space formulation of QM can be
found in [39]-[48].
9 Some final comments
We conclude with a summary of the main results. In this paper the ED frame-
work has been extended to describe a spin-1/2 particle. In this model the
particle’s position is real while the wave function is epistemic. Position is the
only ontic variable; all other dynamical variables including spin are properties
of the wave function and therefore they are epistemic too.
The language of geometric algebra has been used to describe the rotational
properties of spin and to construct the spinor wave function as an element
of a minimal left ideal. The input of physical information is carried out by
constraints that must be continuously updated. The geometric criterion for
these updates requires identifying suitable symplectic and information geometric
structures of phase space. The ED that preserves both the symplectic structure
(a Hamiltonian flow) and the metric structure (a Killing flow) is described by a
linear Hamiltonian flow. The additional condition that the Hamiltonian be the
generator of translations in entropic time leads to the Pauli equation.
The introduction of Hilbert spaces as an additional structure is optional but
it is very useful in that it allows us to exploit the calculational advantages of
the linearity of the Pauli equation.
Spin in ED is not a feature of a rotating body, and it is not a feature of the
motion of a point particle; it is an epistemic property of the wave function. The
spin does not guide the motion of the particle; instead it guides the assignment
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of probabilities of the particle’s position. It is noteworthy that since in the ED
approach to QM the only probabilities are probabilities of position it makes
no sense to talk about an isolated spin degree of freedom divorced from its
associated particle. How would such an isolated spin ever be measured?
We have also seen that in ED the spin ~S is not quantized; what turns out to
be quantized are the outcomes of Stern-Gerlach experiments. More generally,
the statements that probability, mass, momentum, charge, and angular mo-
mentum including spin are not ontic but epistemic quantities are not innocent.
They force an extreme revision of our intuitions about physics. Probabilities are
not substances; they may change but they neither move nor flow. And similar
considerations apply to spin. Accepting that spin is an epistemic concept forces
us to abandon the classical intuition that an angular momentum betrays the
existence of some ontic substance that is actually spinning.
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10 Appendix
Here we derive the identity (206). Start from eq.(96) with γ = 1/2 and use (68)
to write
mva = −~
2
~ωa · ~s− q
c
Aa ,
so that
1
2
mv2 =
1
2m
(
~
2
~ωa · ~s+ q
c
Aa
)2
. (281)
On the other hand, substituting Ψ = Υu+ with Υ = ρ
1/2U into (205) gives
(Hˆ0Ψ)Ψ
† = (Hˆ0Υ)Υ
†(1 + ~s) . (282)
Next expand Hˆ0Υ to write
Hˆ0Υ =
[
− ~
2
2m
∂2Υ+
q2
2mc2
A2Υ
]
+
{
i
~q
2mc
(∂aAa)Υ + i
~q
mc
(Aa∂a)Υ− ~q
2mc
~BΥ
}
. (283)
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The terms in brackets are even; those in braces are odd. Therefore, substituting
back into (282) gives
〈Ψ†Hˆ0Ψ〉0 =
〈
− ~
2
2m
(∂2Υ)Υ†
〉
0
+
q2
2mc2
A2ρ
+
〈
i
~q
mc
Aa(∂aΥ)Υ
†~s
〉
0
− ~q
2mc
~B · ~sρ . (284)
Next use (64) to write
∂aΥ =
1
2
(
∂aρ
ρ
− i~ωa)Υ ,
∂2Υ = [
∂2ρ1/2
ρ1/2
− 1
4
~ω2a −
i
2
∂a~ωa − i~ωa ∂aρ
2ρ
]Υ .
and substitute back into (284) to get
〈Ψ†Hˆ0Ψ〉0 = − ~
2
2m
∂2ρ1/2
ρ1/2
ρ+
~
2
8m
~ω2aρ+
q2
2mc2
A2ρ+
~q
2mc
Aa~ωa ·~sρ− ~q
2mc
~B ·~sρ .
(285)
Finally, use
~ω2a = (~ωa · ~s)2 + (~ωa × ~s)2 = (~ωa · ~s)2 + (∂a ~s)2 ,
and eq.(281), to get
〈Ψ†Hˆ0Ψ〉0 = ρ
(
1
2
mv2 − ~
2
2m
∂2ρ1/2
ρ1/2
+
~
2
8m
(∂a ~s)
2 − ~q
2mc
~B · ~s
)
, (286)
which concludes the derivation of (206).
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