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Abstract	  
Social	   interaction	   consists	   of	   events	   of	   different	  modalities	   that	  unfold	   on	   a	   subsecond	   timescale	   and	   are	   usually	   influenced	   by	   all	   in-­‐volved	  participants.	  Therefore,	   social	   interaction	   is	  difficult	   to	  be	   simu-­‐lated	  in	  laboratory,	  as	  simple,	  static,	  and	  unidirectional	  stimuli	  and	  tasks	  do	  not	  cover	  its	  properties	  accurately	  enough.	  However,	  moving	  towards	  more	   natural	   experimental	   setups	   in	   brain	   imaging,	   e.g.	   in	   magneto-­‐encephalography	   (MEG),	   means	   giving	   up	   many	   traditional	   ways	   of	  analysis,	   such	   as	   signal	   averaging	   on	   the	   basis	   of	   pre-­‐classified	   well-­‐controlled	   stimuli.	   Thus,	   in	   addition	   to	   developing	   naturalistic	   experi-­‐mental	  setups,	  new	  ways	  are	  needed	  to	  analyse	  the	  data	  and	  to	  classify	  the	  events	  of	  interest.	  In	   this	   thesis,	   ecologically	   valid	   experimental	   setups	   for	   brain	  imaging	   of	   social	   interaction	   were	   developed	   and	   tested	   in	   three	  MEG	  and	   two	   behavioural	   experiments.	   Of	   the	   MEG	   studies,	   the	   first	   study	  presented	  in	  this	  thesis	  introduced	  a	  free-­‐viewing	  paradigm	  for	  MEG	  and	  showed	   different	   responses	   to	   congruent	   and	   incongruent	   audiovisual	  stimuli	   in	  the	  auditory	  cortex.	   In	  the	  second	  MEG	  study	  auditory	  cortex	  was	   shown	   to	   respond	   differently	   to	   the	   anticipation	   of	   emotional	   and	  neutral	  sounds.	  The	  third	  MEG	  study	  presented	  a	  setup	  for	  simultaneous	  MEG	  measurements	  of	   two	   interacting	  persons,	  validating	   its	   feasibility	  by	  showing	  reproducible	  and	  similar	  auditory	  responses	  in	  both	  subjects	  to	  stimuli	  delivered	  from	  the	  two	  measurement	  sites.	  The	   two	  behavioural	   studies	  of	   this	   thesis	  concentrated	  on	   turn	  taking	   behaviour	   in	   conversation.	   The	   first	   of	   them	   showed	   that	   the	  organization	  of	  turn-­‐taking	  guides	  the	  gaze	  of	  an	  external	  viewer	  of	  the	  conversation.	  The	   latter	  study	  demonstrated	   that	   speech	   is	  a	   strong	   in-­‐ducer	   of	   behavioural	   entrainment	   as	   speakers	   mutually	   adapted	   their	  speaking	  rhythms	  when	  producing	  sentences	  with	  a	  partner.	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Tiivistelmä	  
Sosiaalinen	  vuorovaikutus	  koostuu	   jopa	   alle	   sekunnin	   aikaskaa-­‐lalla	   muuttuvista	   ja	   eri	   aistien	   kautta	   välittyvistä	   tapahtumista,	   joihin	  kaikki	   vuorovaikutukseen	   osallistujat	   vaikuttavat.	   Vuorovaikutusta	   on	  vaikea	   simuloida	   laboratorio-­‐olosuhteissa,	   koska	   yksinkertaiset,	  	  liikkumattomat	   ja	   yksisuuntaiset	   ärsykkeet	   ja	   tehtävät	   eivät	   toista	   sen	  ominaisuuksia	   riittävän	   tarkasti.	   Luonnollisempien	   ärsykkeiden	   käyt-­‐töön	   siirtyminen	   aivokuvantamisessa,	   kuten	   magnetoenkefalografiassa	  (MEG)	   tarkoittaa	   luopumista	   etukäteen	   luokitelluista,	   helposti	  kontrolloitavista	  ärsykkeistä	  ja	  niiden	  perinteisistä	  keskiarvoistusmene-­‐telmistä.	  Luonnollisia	  ärsykkeitä	  hyödyntävien	  koeasetelmien	  kehittämi-­‐sen	  lisäksi	  on	  tilalle	  löydettävä	  uusia	  signaalinkäsittelymenetelmiä	  ja	  ta-­‐poja	   etsiä	   ja	   luokitella	   kiinnostavia	   tapahtumia	   jatkuvan	   luonnollisen	  ärsykevirran	  joukosta.	  Väitöskirja	   esittelee	   luonnonmukaisia	   koeasetelmia	   sosiaalisen	  vuorovaikutuksen	  aivomekanismien	  tutkimiseen	  kolmessa	  MEG-­‐	  ja	  kah-­‐dessa	   käyttäytymistutkimuksessa.	   MEG-­‐tutkimuksista	   ensimmäisessä	  kuvattiin	   vapaan	   katselun	  mahdollistava	   koeasetelma	   ja	   osoitettiin	   sitä	  käyttäen	   yhdenmukaisten	   audiovisuaalisten	   ärsykkeiden	   aiheuttavan	  voimakkaampia	   kuulovasteita	   kuin	   epäyhdenmukaisten	   ärsykkeiden.	  Toinen	   MEG-­‐tutkimus	   käsitteli	   kuulovasteita	   tunteita	   herättäviin	  luonnollisiin	   ääniärsykkeisiin	   ja	   osoitti	   neutraalien	   äänien	   herättämien	  vasteiden	   eroavan	   tunteita	   herättävien	   äänten	   aiheuttamista	   kuulovas-­‐teista	   jo	   ääntä	   odotettaessa.	  MEG-­‐tutkimuksista	   kolmas	   esitteli	   kahden	  vuorovaikutuksessa	   olevan	   henkilön	   samanaikaiseen	   tutkimiseen	  soveltuvan	   MEG-­‐järjestelmän	   ja	   osoitti	   sen	   toimivuuden	   molemmilta	  koehenkilöiltä	  mitatuilla	  toistettavilla	  ja	  yhdenmukaisilla	  kuulovasteilla.	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Väitöskirjan	   käyttäytymistutkimukset	   keskittyivät	   keskustelu-­‐vuoronvaihtoon.	   Niistä	   ensimmäisessä	   katsojien	   havaittiin	   seuraavan	  kahden	   henkilön	   keskustelua	   yhtenäisesti,	   ja	   tarkemmin	   silloin,	   kun	  heillä	   oli	   sekä	   visuaalinen	   että	   auditorinen	   informaatio	   saatavillaan.	  Jälkimmäinen	   tutkimus	   osoitti	   puheen	   olevan	   vahva	   puherytmien	  yhtenäistäjä,	   kun	   koehenkilöt	   kertoivat	   tarinaa	   yhdessä,	   vuorotellen	  sana	  sanalta	  lauseita	  muodostaen.	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1 Introduction	  
In	  human	  brain	   imaging	   research,	   the	   tradition	  has	  been	   to	  use	  rather	  simple	  but	  well-­‐controlled	  stimuli,	  such	  as	  light	  flashes	  and	  sound	  beeps,	  to	  evoke	  brain	  activations.	  The	  advantage	  of	  this	  type	  of	  stimuli	  is	  that	   their	   properties	   are	  well	   known,	   and	   they	  have	  been	   important	   in	  the	   research	   of	   e.g.	   basic	   functions	   of	   all	   sensory	   systems.	   As	   brain	  imaging	   research	   has	   moved	   towards	   the	   study	   of	   more	   and	   more	  complex	  cognitive	  functions,	  such	  as	  social	  interaction,	  the	  requirements	  for	   the	   complexity	   of	   the	   stimuli	   have	   been	   increasing.	   Both	   in	  magnetoencephalography	   (MEG)	   and	   functional	   magnetic	   resonance	  imaging	   (fMRI),	   the	   interest	   towards	   more	   ecologically	   valid	  experimental	   setups	   is	   growing	   (Hari	   and	   Salmelin	   2012;	   Hasson	   and	  Honey	  2012).	  The	   aim	   of	   this	   thesis	   was	   to	   develop	   and	   test	   natural	  experimental	   setups	   especially	   for	   the	  MEG	   environment,	   and	   to	   study	  different	   conversation-­‐	   and	   interaction-­‐related	   topics:	   turn-­‐taking	  behaviour,	  audiovisual	  integration	  of	  speech,	  and	  processing	  of	  emotion	  in	  auditory	  cortex.	  The	  Background	  chapter	  addresses	  the	  reasons	  to	  use	  natural	  stimuli	  in	  experiments	  of	  social	  interaction,	  and	  briefly	  describes	  the	  most	  common	  methods	  used	  in	  the	  studies	  of	  human	  social	  cognition,	  with	   the	   main	   focus	   on	   MEG.	   The	   last	   Background	   sub-­‐chapter	   will	  concentrate	  on	  the	  behavioural	  mechanisms	  of	  conversation.	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2 Background	  
2.1 Naturalistic	  stimuli	  in	  brain	  imaging	  Although	   the	   features	   of	   natural	   stimuli	   may	   be	   difficult	   to	  control	   and	   manipulate,	   various	   benefits	   support	   their	   use	   in	  neuroimaging	   research.	   It	   has	   been	   proposed	   that	   even	   studies	   of	   the	  primary	  auditory	  and	  visual	  functions	  may	  require	  more	  complex	  stimuli	  than	  have	  been	  traditionally	  used	  (David	  et	  al.	  2004).	  The	  reason	  is	  that	  our	  sensory	  systems	  are	  adapted	  to	  respond	  most	  efficiently	  to	  stimulus	  features	   occurring	   in	   our	   natural	   environment	   (for	   a	   review,	   see	   e.g.	  Simoncelli	  and	  Olshausen	  2001).	  For	  example,	  auditory-­‐cortex	  neurons’	  responses	   to	   communication	   sounds	   cannot	   be	   predicted	   from	   their	  responses	   to	   artificial	   stimuli	   (Gaucher	   et	   al.	   2013).	   Therefore,	  generalizability	  of	  the	  results	  obtained	  by	  using	  simplified	  stimuli	  is	  not	  evident,	  unless	  confirmed	  also	  in	  ecologically	  valid	  settings.	  Social	   interaction	   is	   a	   complex	   phenomenon,	   consisting	   of	  multimodal	   events	   unfolding	   on	   a	   subsecond	   timescale	   but	   often	  continuing	  for	  minutes	  or	  even	  hours,	  and	  usually	  strongly	  influenced	  by	  all	   the	  persons	  participating	   in	   it.	  Simulating	  the	  social	   interaction	  with	  static,	  unimodal	  and	  unidirectional	  stimuli	  is	  thus	  difficult.	  Conversation	  is	   a	   good	   example	   of	   a	   function	   in	   which	   multiple	   timescales	   from	  fractions	   of	   seconds	   to	   tens	   of	   seconds	   have	   to	   be	   taken	   into	   account:	  from	   the	   phonemes	   through	   the	   syllables	   and	   words	   to	   complete	  sentences	  and	  organization	  of	   turn-­‐taking.	  Moreover,	   facial	  expressions	  of	   the	   conversation	   participants	   can	   change	   markedly	   during	   a	   single	  phoneme	   that	   typically	   lasts	   about	   100	   ms	   (Peräkylä	   and	   Ruusuvuori	  2006).	   The	   temporal	   information	   of	   unfolding	   expression	   seems	   to	   be	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important	   for	   the	   viewer,	   as	   brain	   responses	   are	   stronger	   to	   dynamic	  than	  static	  facial	  emotional	  expressions	  (LaBar	  et	  al.	  2003).	  Furthermore,	   stimuli	   of	   different	   sensory	   modalities	   are	   not	  processed	   in	   isolation,	  but	   they	   typically	  modulate	   the	  activity	  of	   other	  sensory	   areas	   as	   well.	   Audiovisual	   integration	   is	   important	   in	  communication,	   as	   access	   to	   visual	   information	   speeds	   (Besle	   et	   al.	  2004)	  and	   improves	   (Sumby	  and	  Pollack	  1954)	  speech	  perception.	  The	  effect	  of	  visual	  information	  on	  the	  activity	  of	  auditory	  areas	  can	  be	  seen	  both	   in	   animals	   and	   humans	   (Sams	   et	   al.	   1991;	   Colin	   et	   al.	   2002;	  Klucharev	  et	  al.	  2003;	  Lebib	  et	  al.	  2003;	  Colin	  et	  al.	  2004;	  Ghazanfar	  et	  al.	  2005;	   Saint-­‐Amour	   et	   al.	   2007;	   Stekelenburg	   and	  Vroomen	  2007).	  Also	  processing	   of	   simultaneously	   presented	   emotional	   sounds	   and	   images	  differs	   already	   in	   early	   stages	   from	   processing	   of	   stimuli	   of	   either	  modality	  alone	  (for	  a	  review,	  see	  Gerdes	  et	  al.	  2014).	  The	  importance	  of	  audiovisual	   integration	   in	   the	   processing	   of	   emotional	   and	  communication	  signals,	  both	  essential	  to	  social	  interaction,	  supports	  the	  use	  of	  multimodal	  instead	  of	  only	  unimodal	  sensory	  stimuli.	  In	  traditional	  experimental	  setups,	  brain	  responses	  are	  measured	  while	   stimuli	   are	   presented	   to	   a	   passive	   observer.	   However,	   in	   social	  interaction,	   the	   participants	   are	   at	   the	   same	   time	   information	   senders	  and	   receivers,	   i.e.	   observers	   and	   stimuli	   to	   each	   other,	   and	   the	   same	  brain	   mechanisms	   are	   involved	   both	   in	   one’s	   own	   actions	   and	   the	  perception	   of	   the	   other	   person’s	   actions	   (Hari	   and	   Kujala	   2009).	   The	  unidirectional	   experimental	   setups	   lack	   the	   interaction	   that	   is	   a	   crucial	  part	  of	  social	  situations,	  as	  well	  as	  the	  information	  of	  the	  brain	  responses	  of	   the	   sender.	   In	   addition,	   participating	   instead	   of	   merely	   observing	  social	   interaction	   involves	   a	   clearly	   different	   behavioural	   mode.	   For	  example	  breathing	  rhythms	  of	  conversation	  participants	  entrain	  around	  turn	  transition	  (McFarland	  2001;	  Rochet-­‐Capellan	  and	  Fuchs	  2014),	  but	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only	   if	   the	   listener	   can	   respond	   (Wilson	   and	  Wilson	   2005).	   The	   mere	  possibility	   to	   participate	   in	   the	   social	   interaction	   may	   also	   change	  significantly	   the	   underlying	   brain	   activity	   (Redcay	   et	   al.	   2010).	   For	  example	   anticipatory	   motor	   activation	   has	   been	   shown	   to	   be	   stronger	  when	  expecting	  actions	  of	   interaction	  partner	  versus	  a	  person	  that	  was	  not	  involved	  in	  interaction	  (Kourtis	  et	  al.	  2010).	  Changes	  of	  brain	  activity	  can	   be	   seen	   even	   in	   experimental	   settings	   where	   no	   real	   reciprocal	  interaction	   is	   possible,	   but	   the	   interactive/observational	   mode	   of	   the	  subject	   is	   triggered	   by	   the	   gaze	   direction	   of	   the	   person	   in	   a	   stimulus	  video	   (Tylen	   et	   al.	   2012).	   Consequently,	   the	   observational	   stance	   has	  been	  criticised	  and	  the	  importance	  of	  real-­‐time	  interaction	  between	  two	  (or	  more)	  persons	  has	  been	  emphasised	   in	   studies	  of	   social	   interaction	  (Hari	  and	  Kujala	  2009;	  Hasson	  et	  al.	  2012).	  Currently,	  a	  large	  part	  of	  existing	  literature	  on	  social	  interaction	  has	   been	   obtained	   by	   recording	   brain	   activity	   of	   one	   person	   at	   a	   time.	  One	   step	   further	   towards	   studying	   brain	   responses	   of	   two	   persons	   in	  interaction,	   although	   the	   flow	   of	   information	   is	   still	   unidirectional,	   are	  the	   “pseudointeractive”	   setups,	   i.e.	   the	  brain	   signals	  of	   the	   sender	  have	  been	   recorded	   in	   a	   separate	   session,	   and	   the	   output	   of	   the	   sender	   has	  been	   used	   as	   a	   stimulus	   for	   the	   receiver	   in	   later	   measurements	  (Schippers	   et	   al.	   2009;	   Schippers	   et	   al.	   2010;	   Stephens	   et	   al.	   2010;	  Anders	  et	  al.	  2011;	  Silbert	  et	  al.	  2014).	  On	  the	  other	  hand,	  experiments	  with	   genuinely	   interactive	   setups	   with	   two	   or	   more	   participants,	   but	  with	  only	  one	  participant’s	  brain	  activity	  being	  measured	  (Redcay	  et	  al.	  2010;	   Suda	   et	   al.	   2010;	   Bourguignon	   et	   al.	   2013),	   cannot	   address	  appropriately	  the	  complex	  pattern	  of	  mutually	  dependent	  brain	  activity	  changes,	   unless	   the	   events	   are	   reproducible	   in	   sufficient	   detail.	   A	  hyperscanning	  approach,	  i.e.	  measuring	  the	  brain	  activity	  of	  two	  or	  more	  interacting	   individuals	   simultaneously,	   enables	   instead	   both	   real-­‐time	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reciprocal	   interaction	   and	   the	   analysis	   of	   the	   connectivity	   between	   the	  brains	  of	  the	  interaction	  participants.	  	  
2.2 Imaging	  brain	  activity	  associated	  with	  social	  interaction	  
2.2.1 EEG	  and	  MEG—methods	  based	  on	  electrophysiology	  EEG	   and	   MEG	   both	   measure	   the	   electric	   activity	   of	   neuronal	  populations:	  EEG	  detects	  the	  electrical	  potentials	  and	  MEG	  the	  magnetic	  fields	   caused	   by	   neuronal	   currents	   (for	   a	   review,	   see	   e.g.	   Hari	   and	  Salmelin	  2012).	  The	   signal	   that	   is	   visible	   to	  MEG	  sensors	   arises	  mainly	  from	   apical	   dendrites	   of	   pyramidal	   neurons	   of	   the	   cortex	   (Hari	   1990).	  The	   currents	   flowing	   in	   the	   dendrites	   aligned	   perpendicularly	   to	   the	  cortical	   surface	   form	  an	  open	   field	   instead	  of	  cancelling	  each	  other	  out,	  as	  happens	  in	  some	  deep	  brain	  nuclei	  (Lorente	  de	  Nó	  1947).	  The	  signal	  is	  dominated	  by	  currents	  produced	  in	  neurons	  of	  fissures	  of	  the	  cortex,	  i.e.	  tangential	  currents,	  but	  also	  tilted	  currents	  are	  detected	  especially	  near	  the	   surface,	   because	   of	   the	   tangential	   component	   of	   the	   current	  (Hillebrand	   and	   Barnes	   2002).	   Volume	   currents	   of	   radial	   currents,	   as	  well	   as	   currents	   originating	   from	   deeper	   structures	   of	   the	   brain	   are	  mostly	   invisible	   to	   MEG	   (Hämäläinen	   et	   al.	   1993),	   whereas	   detectable	  with	   EEG	   (Hari	   and	   Salmelin	   2012).	   The	   axonal	   currents,	   on	   the	   other	  hand,	  are	  in	  most	  cases	  too	  short-­‐lasting	  to	  build	  up	  a	  detectable	  signal	  in	  MEG,	   for	  which	  synchronous	  activation	  of	   tens	  of	   thousands	  of	  neurons	  is	  needed	  (Hansen	  et	  al.	  2010).	  EEG	   and	   MEG	   are	   both	   direct	   measures	   of	   neural	   activity,	   and	  they	  have	  temporal	  resolution	  of	  even	  better	  than	  milliseconds.	  The	  high	  temporal	   resolution	   makes	   them	   especially	   suitable	   for	   studying	   the	  quickly	   unfolding	   events	   of	   social	   interaction,	   such	   as	   changes	   of	   facial	  expressions	  or	   turn	   transitions	   in	   conversation,	   both	  having	   timescales	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of	   tens	   of	   milliseconds	   (Wilson	   and	   Wilson	   2005;	   Peräkylä	   and	  Ruusuvuori	   2006).	   High	   temporal	   resolution	   enables	   also	   detection	   of	  rhythmic	  activity,	  for	  example	  theta	  oscillations	  (4–7	  Hz),	  that	  have	  been	  suggested	   to	   be	   essential	   for	   example	   in	   conversational	   turn-­‐taking	  (Wilson	   and	   Wilson	   2005;	   Scott	   et	   al.	   2009)	   and	   speech	   perception	  (Giraud	   and	   Poeppel	   2012;	   Peelle	   and	   Davis	   2012).	   The	   advantage	   of	  MEG	   over	   EEG	   is	   a	  more	   accurate	   identification	   of	   the	   locations	   of	   the	  neural	   current	   sources:	   the	   magnetic	   field	   outside	   of	   the	   head	   is	  relatively	  unaffected	  by	  tissues	  above	  the	  cortex	  (Okada	  et	  al.	  1999;	  Hari	  and	   Salmelin	  2012),	   and	   in	   addition,	   unlike	  EEG	   that	  measures	   electric	  potential	  between	  two	  electrodes,	  MEG	  is	  reference-­‐free.	  
2.2.2 fMRI	  and	  NIRS—methods	  based	  on	  hemodynamics	  fMRI	   offers	   the	   spatially	   most	   accurate,	   non-­‐invasive	   way	   of	  studying	  brain	  activation	   in	  both	  cortex	  and	   in	  deeper	  brain	  structures.	  The	   experimental	   setups	   are,	   however,	   limited	   by	   the	   device	   that	  requires	  the	  subjects	  to	   lie	   in	  a	  small	  cylinder.	  NIRS,	  on	  the	  other	  hand,	  offers	   a	   light	   and	  mobile,	   although	   spatially	   substantially	   less	   accurate,	  way	   of	   studying	   the	   hemodynamics	   of	   the	   cortex,	   and	   it	   is	   thus	   better	  suited	   for	   very	   naturalistic	   experimental	   setups.	   As	   the	   hemodynamic	  changes	  are	  very	  slow	  compared	  with	   the	  underlying	  neural	  activation,	  these	   methods	   have	   time	   resolution	   of	   seconds,	   limiting	   their	   use	   in	  studying	  the	  very	  fast	  features	  of	  interaction,	  such	  as	  turn-­‐taking.	  
2.2.3 Hyperscanning	  In	  the	  first	  demonstration	  of	  real-­‐time	  two-­‐person	  neuroscience	  with	   fMRI	   by	   Montague	   et	   al.	   (2002),	   two	   fMRI	   scanners,	   located	   in	  different	   cities,	  were	  connected	  via	   the	   Internet.	  The	  communication	  of	  the	   participants	   was	   mediated	   through	   button	   presses,	   without	   any	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visual	   or	   auditory	   connection	   between	   them.	   This	   approach	   has	   been	  applied	  to,	  e.g.	  a	  trust	  game	  (King-­‐Casas	  et	  al.	  2005;	  Tomlin	  et	  al.	  2006;	  Chiu	  et	  al.	  2008;	  Li	  et	  al.	  2009).	  NIRS	  has	  also	  been	  used	  for	  studying	  two	  persons	  simultaneously	  while	  they	  were	  playing	  a	  cooperative	  computer	  game	  side	  by	  side	  (Cui	  et	  al.	  2012),	  engaged	  in	  face-­‐to-­‐face	  conversation	  (Jiang	   et	   al.	   2012)	   and	   in	   a	   finger-­‐tapping-­‐imitation	   task	   (Holper	   et	   al.	  2012).	   EEG	  has	  been	  recorded	   from	   two	   to	   four	   interacting	  subjects	   to	  study	   inter-­‐brain	   synchrony	   and	   connectivity	   while	   playing	   different	  types	  of	  games	  (Babiloni	  et	  al.	  2006;	  Babiloni	  et	  al.	  2007a;	  Babiloni	  et	  al.	  2007b;	  Astolfi	  et	  al.	  2010a;	  Astolfi	  et	  al.	  2010b),	  playing	  guitars	  in	  duets	  (Lindenberger	  et	  al.	  2009;	  Sänger	  et	  al.	  2012;	  Müller	  et	  al.	  2013;	  Sänger	  et	   al.	   2013),	   imitating	   or	   coordinating	   spontaneous	   hand	   movements	  (Tognoli	   et	   al.	   2007;	   Dumas	   et	   al.	   2010),	   controlling	   an	   aircraft	   in	   a	  simulator	  (Astolfi	  et	  al.	  2012),	  and	  alternately	  pronouncing	  letters	  of	  the	  alphabet	   (Kawasaki	   et	   al.	   2013).	   The	   dual	   MEG	   setup,	   presented	   in	  Publication	   3	   of	   this	   thesis,	   was	   the	   first	   proof-­‐of-­‐concept	   study	   of	  hyperscanning	   with	   MEG.	   More	   recently,	   mother–child	   interaction	   has	  been	  studied	  with	   two	  MEG	  devices	   located	   in	   the	   same	  shielded	   room	  (Hirata	   et	   al.	   2014).	   In	   this	   setup,	   a	   mother	   and	   a	   child	   viewed	   each	  other’s	   facial	   expressions	   through	   a	   system	   consisting	   of	   a	   half-­‐mirror	  display,	   a	   camera	   and	   a	   projector,	   resulting	   in	   a	   150	   ms	   delay	   in	   the	  video	  presentation.	  
2.3 Verbal	  interaction	  Human	   social	   interaction	   typically	   involves	   verbal	   exchange	   of	  information,	  as	  well	  as	  different	  kinds	  of	  facial	  and	  bodily	  gestures.	  Also,	  verbal	  messages	  include	  abundant	  non-­‐verbal	  information,	  such	  as	  tone	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of	   voice,	   prosodic	   variations,	   pace	   of	   speech,	   pauses,	   and	   nonlinguistic	  utterances.	  The	  method	  of	  conversation	  analysis	  (Sacks	  et	  al.	  1974)	  was	  developed	   for	   studying	   real-­‐life	   social	   interaction,	   and	   different	  conversation-­‐related	  phenomena	  have	  been	  widely	  studied	  in	  sociology,	  but	   their	   neural	   basis	   is	   much	   less	   studied	   even	   to	   date.	   Brain	  mechanisms	   of	   speech	   perception	   and	   production	   have	   been	   studied	  largely	   in	   isolation,	   but	   verbal	   interaction	   is	   in	   many	   ways	   the	   most	  natural	  manifestation	  of	   language.	  Dialogue	   is	  usually	  more	   fluent	   than	  monologue,	  probably	  because	   it	   is	   a	   joint	  effort	  of	   two	  or	  more	  people,	  aligned	   at	   multiple	   linguistic	   levels,	   using	   the	   same	   representations	   in	  speech	  production	  and	  perception	  (Garrod	  and	  Pickering	  2004).	  
2.3.1 Interactional	  alignment	  Many	   cooperative	   behaviours,	   such	   as	   playing	   music	   together,	  dancing	   and	   certain	   games,	   require	   precise	   synchronisation	   of	  movements.	   In	   addition	   to	   this	   kind	   of	   intentional	   entrainment,	   for	  example	   finger	   tapping	   (Oullier	   et	   al.	   2008),	   walking	   together	  (Zivotofsky	   and	  Hausdorff	   2007)	   or	   swinging	   in	   rocking	   chairs	   entrain	  easily,	  even	  when	  the	  natural	  periods	  of	  the	  interaction	  participants	  are	  different	   (Richardson	  et	   al.	   2007).	  The	  entrainment	  arises	   from	  mutual	  adaptation	  that	  emerges	  in	  real-­‐time	  interaction	  (Konvalinka	  et	  al.	  2010;	  Himberg	  and	  Thompson	  2011),	  and	  the	  same	  level	  of	  synchrony	  cannot	  be	   reached	   with	   an	   unresponsive	   partner	   (Cummins	   2009),	   not	   even	  when	   two	   persons	   are	   in	   real-­‐time	   interaction,	   but	   one	   of	   them	   is	  designated	  as	  leader	  (Noy	  et	  al.	  2011).	  Conversation	  induces	  entrainment	  or	  adaptation	  of	  behaviour	  on	  many	   levels.	   In	  addition	   to	   the	   features	  of	  speech	  such	  as	  word	  choices	  (Garrod	   and	   Anderson	   1987;	   Gonzales	   et	   al.	   2010)	   and	   speaking	   rate	  (Street	   1984),	   also	   the	   facial	   expressions,	   posture	   and	   movements	   of	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interaction	  partners	  match	  (Kendon	  1970;	  Bavelas	  et	  al.	  1986;	  Chartrand	  and	   Bargh	   1999)	   and	   their	   body	   sway	   synchronises	   (Shockley	   et	   al.	  2003),	  probably	  reflecting	  the	  converging	  speaking	  patterns	  (Shockley	  et	  al.	   2007).	   The	   breathing	   of	   conversation	   partners	   also	   synchronises	  around	  the	  turn	  transition	  (McFarland	  2001;	  Rochet-­‐Capellan	  and	  Fuchs	  2014).	   	  The	   entrainment	   with	   interaction	   partner	   has	   many	   positive	  effects	  to	  the	  outcome	  of	  the	  interaction:	  alignment	  of	  speech	  features	  as	  well	   as	   synchrony	   of	   movements	   increases	   affinity	   (Hove	   and	   Risen	  2009;	  Miles	  et	  al.	  2009),	  cooperation	  (Wiltermuth	  and	  Heath	  2009)	  and	  recall	  of	  other-­‐related	  information	  (Miles	  et	  al.	  2010).	  
2.3.2 Turn-­‐taking	  Even	  a	  casual	  conversation	  comprises	  tightly	  controlled	  speaking	  turns	   (Sacks	   et	   al.	   1974).	   The	   coordinated	   turn-­‐taking	   system	   is	   so	  automatic	   that	  we	   barely	   notice	   it	   until	   it	   is	   violated	   (Schegloff	   2000),	  and	   it	  maintains	   the	   fluency	   and	   continuity	   of	   natural	   conversation	   by	  enabling	   right	   timings	   of	   turns	   at	   talk.	   Turn	   transitions	   happen	  universally,	  over	  different	  languages	  and	  cultures,	  with	  minimal	  overlaps	  and	  gaps	  (Stivers	  et	  al.	  2009).	  They	  last	  commonly	  less	  than	  400	  ms,	  and	  in	   about	   one	   third	   of	   cases	   less	   than	   200	  ms	   (Wilson	   and	   Zimmerman	  1986;	  Wilson	   and	  Wilson	   2005).	   These	   lags	   are	   clearly	   too	   short	   to	   be	  achieved	  by	  reacting	  to	  the	  end	  of	  the	  previous	  speaker’s	  turn:	  reaction	  times	   for	  uttering	  a	  pre-­‐rehearsed	  syllable	   is	  about	  200	  ms	  (Fry	  1975),	  for	   naming	   an	   object	   about	   900	   ms,	   and	   for	   producing	   a	   sentence	  describing	   a	   picture	   1600	   ms,	   (Griffin	   and	   Bock	   2000).	   Instead,	   the	  conversation	  participants	  have	  to	  predict	  each	  other’s	  turn	  durations	  to	  reach	   the	   observed	   accuracy	   of	   turn-­‐taking	   (Wilson	   and	  Wilson	   2005).	  The	   structure	   of	   speaking	   turns	   defines	   the	   opportunities	   for	   turn	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transition,	   and	   it	   has	   been	   suggested	   to	   guide	   the	   prediction	   of	  transition-­‐relevance	   places	   (Sacks	   et	   al.	   1974).	   The	   conversation	  participants	  use	  also	  their	  gaze	  to	  coordinate	  the	  conversation	  and	  turn-­‐taking	   (Kendon	   1967;	   Levine	   and	   Sutton-­‐Smith	   1973;	   Novick	   et	   al.	  1996).	  The	   fine-­‐tuning	  of	   the	   timing	  has	  been	  proposed	   to	  be	  based	  on	  the	   entrainment	   of	   motor-­‐cortex	   oscillations	   of	   the	   speaker	   and	   the	  listener	   through	   the	   shared	   syllable	   rhythm	   (Wilson	   and	  Wilson	   2005;	  Scott	   et	   al.	   2009)	   perceivable	   in	   the	   partly	   redundant	   information	   of	  mouth	  movement	  and	  voice	  amplitude	  (Chandrasekaran	  et	  al.	  2009).	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3 Aims	  of	  the	  thesis	  
The	  aim	  of	   this	   thesis	  was	   to	  develop	  and	  test	  ecologically	  valid	  experimental	   setups	   for	   studying	   social	   interaction,	   especially	   in	   the	  MEG	   environment,	   and	   to	   study	   the	   neural	   and	   behavioural	   basis	   of	  verbal	  interaction.	  The	  specific	  aims	  of	  the	  experiments	  were	  
1) to	   test	   the	   feasibility	   of	   averaging	   MEG	   traces	   based	   on	   gaze	  direction,	  and	  to	  use	  this	  method	  to	  study	  audiovisual	  integration	  in	  auditory	  cortex	  (P1)	  2) to	  study	  auditory-­‐cortex	  responses	  during	  anticipation	  and	  hearing	  of	  emotional	  sounds	  of	  different	  valence	  (P2)	  	  3) to	   combine	   two	   distant	   MEG	   systems	   with	   an	   auditory	   link	   for	  simultaneous	  measurement	  of	  two	  people	  in	  interaction	  (P3)	  4) to	   study	  how	   the	   visual	   and	   auditory	   cues	   of	   turn	   transition	   affect	  the	   gaze	   of	   the	   viewers	   following	   a	   two-­‐person	   conversation	   and	  how	  similar	  their	  viewing	  behaviour	  is	  (P4)	  5) to	   study	   the	   entrainment	   of	   speakers’	   turn-­‐taking	   rhythms	   during	  creating	  a	  story	  together,	  word	  by	  word	  (P5)	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4 Materials	  and	  methods	  
4.1 Participants	  Altogether	   82	   healthy	   volunteers	   with	   normal	   hearing	   (self-­‐reported)	   and	   normal	   or	   corrected-­‐to-­‐normal	   vision	   (in	   experiments	  containing	   visual	   stimuli)	   participated	   in	   the	   experiments	   (see	   Table	   1	  for	  male/female	  ratio,	  mean	  age	  and	  age	  range,	  and	  special	  requirements	  for	   participants	   in	   each	   publication).	   Three	   additional	   participants	  attended	   to	   the	   experiments	   of	   P2,	   but	   their	   data	  were	  discarded	   from	  the	   analysis	   because	   of	   excessive	   artifacts.	   All	   participants	   of	   the	  MEG	  experiments	   (P1,	   P2	   and	   P3)	   were	   right-­‐handed	   on	   the	   Edinburgh	  Handedness	   Inventory	   (Oldfield	   1971),	   except	   one	   ambidextrous	  participant	   in	   P1.	   The	   studies	   had	   prior	   approval	   by	   the	   Ethics	  Committee	   of	   the	   Hospital	   District	   of	   Helsinki	   and	   Uusimaa.	   The	  participants	   gave	   their	   written	   informed	   consent	   before	   starting	   the	  experiment	  after	  the	  course	  of	  the	  study	  had	  been	  explained	  to	  them.	  
Table	  1.	  Number	  of	  participants	  (N),	  their	  sex	  ratio,	  mean	  age	  (in	  years),	  age	  range,	  and	  other	  requirements	  in	  publications	  P1–P5	  	  	  	  







P1	   10	   6	  /	  4	   24.5	   21–29	   Finnish-­‐speaking;	  able	  to	  perceive	  McGurk	  illusion	  
P2	   15	   7	  /	  8	   27.5	   21–47	   Right-­‐handed	  
P3	   2	   1	  /	  1	   44	   31–57	   Right-­‐handed	  
P4	   37	   21	  /	  16	   28.5	   19–37	   Finnish-­‐speaking	  (for	  conditions	  with	  sound)	  
P5	   18	   12	  /	  6	   27.1	   21–43	   Native	  Finnish-­‐speaking;	  same-­‐sex	  pairs	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4.2 Stimuli	  The	   stimuli	   presented	   in	   the	   experiments	   of	   this	   thesis	   varied	  from	   simple	   tone	  beeps	   (P3)	   to	  natural	   emotional	   sound	   samples	   (P2),	  and	   from	   audiovisual	   /apa/	   articulations	   (P1)	   to	   a	   video	   clip	   of	   a	   real	  conversation	  (P4).	  In	  the	  last	  study	  (P5),	  dyads	  of	  participants	  produced	  short	   stories	   word-­‐by-­‐word	   so	   that	   the	   previous	   word	   by	   one	   person	  served	  as	   the	   “stimulus”	   to	   the	  other	  person.	  More	  detailed	  description	  of	  the	  stimuli	  is	  given	  in	  context	  of	  each	  publication.	  
4.3 MEG	  
4.3.1 Data	  acquisition	  In	  studies	  P1,	  P2	  and	  P3,	  cortical	  responses	  were	  recorded	  at	  the	  MEG	   Core	   of	   Aalto	   NeuroImaging,	   Brain	   Research	   Unit	   (BRU),	   Aalto	  University,	  Espoo,	   and	   in	  P3	  also	  at	   the	  BioMag	   laboratory	   (BioMag)	   in	  Helsinki	   University	   Hospital,	   Helsinki.	   The	   306-­‐channel	  neuromagnetometers	   used	   for	   recordings	   (Vectorview	   in	   P1	   and	   P3	  (BioMag);	   Elekta	   Neuromag	   system	   in	   P2	   and	   P3	   (BRU);	   Elekta	   Oy,	  Helsinki,	   Finland)	   were	   located	   within	   magnetically	   shielded	   rooms	  (MSRs)	  (Euroshield	  Oy,	  Eura,	  Finland	  in	  P1	  and	  P3	  (BioMag);	  Imedco	  AG,	  Hägendorf,	   Switzerland	   in	   P2	   and	   P3	   (BRU)).	   The	   102	   sensor	   units	   of	  these	   devices	   are	   arranged	   in	   a	   helmet-­‐shaped	   array	   comprising	   two	  orthogonal	  planar	  gradiometers	  and	  one	  magnetometer.	  The	  position	  of	  the	  subject's	  head	  within	  the	  sensor	  helmet	  was	  detected	  with	   four	   head-­‐position-­‐indicator	   (HPI)	   coils,	   two	   attached	   to	  mastoids	   and	   two	   to	   the	   forehead.	   The	   locations	   of	   the	   HPI	   coils	   in	  relation	   to	   anatomic	   landmarks,	   i.e.	   the	   preauricular	   points	   and	   the	  nasion,	   were	   determined	   with	   a	   three-­‐dimensional	   digitizer.	   The	   head	  position	  was	  measured,	  before	  each	  block	  of	  the	  experiment,	  by	  leading	  
	   14	  
current	  to	  the	  coils	  and	  measuring	  the	  resulting	  magnetic	  fields	  with	  the	  MEG	  sensor	  helmet.	  	  The	   subjects	   were	   asked	   to	   avoid	   head	   movements	   during	   the	  whole	   experiment.	   In	   P1,	   they	  were	   also	   told	   to	   prefer	   blinking	   during	  the	   stimulus	   intervals	   rather	   than	   during	   the	   stimuli.	   Either	   diagonal	  electro-­‐oculogram	   (EOG),	   from	   electrodes	   over	   the	   right	   eyebrow	   and	  under	   the	   left	   eye	   (P1),	   or	   both	   horizontal	   and	   vertical	   EOGs	   (P2,	   P3)	  were	  recorded	  to	  monitor	  eye	  blinks	  and	  eye	  movements.	  In	  P1,	  the	  EOG	  data	   was	   used	   for	   off-­‐line	   EOG-­‐based	   rejection	   of	   single	   traces	   with	   a	  threshold	  of	   150	  μV.	  EOGs,	   averaged	   time-­‐locked	   to	   the	   stimulus,	  were	  examined	   to	   detect	   any	   systematic	   eye	   movements	   that	   could	   have	  affected	  the	  MEG	  responses.	  In	  P1,	  the	  MEG	  and	  EOG	  signals	  were	  band-­‐pass	  filtered	  through	  0.03–167	  Hz	  and	  in	  P2	  from	  DC	  to	  200	  Hz;	   in	  both	  of	  these	  studies,	   the	  signals	  were	  sampled	  at	  600	  Hz.	  In	  P3,	  all	  channels	  of	  the	  MEG	  data	  file,	  including	   MEG	   channels,	   EOG,	   triggers,	   digital	   timing	   signals	   for	  synchronization	   and	   audio	   signals	   were	   filtered	   to	   0.03–330	   Hz	   and	  sampled	   at	   1000	  Hz.	  Despite	   the	   slightly	   different	   electronics	   and	   data	  acquisition	  systems	  between	  BRU	  and	  BioMag,	   the	  sampling	  rates	  were	  the	  same	  within	  0.16%.	  Interference	  originating	  from	  outside	  the	  sensor	  helmet	   was	   reduced	   offline	   with	   signal	   space	   separation	  method	   (SSS;	  Taulu	  et	  al.	  2004;	  in	  P3),	  or	  temporal	  SSS	  (tSSS;	  Taulu	  and	  Simola	  2006;	  in	  P1)	  by	  MaxFilter	  software	  (Elekta	  Oy;	  Helsinki,	  Finland).	  
4.3.2 Source	  modelling	  In	   all	   MEG	   studies	   (P1,	   P2,	   and	   P3),	   the	   focus	  was	   on	   auditory	  responses.	  Even	  though	  the	  stimuli	  ranged	  from	  the	  50-­‐ms	  beeps	  in	  P3	  to	  the	   /apa/	   utterances	   in	   P1	   and	   to	   various	   emotional	   sounds	   combined	  with	  100-­‐ms	  beeps	  with	  duration	  of	  altogether	  8	  s	  in	  P2,	  the	  MEG	  signal	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analysis	   followed	  a	  similar,	  commonly	  used	  approach	  (for	  a	  review,	  see	  Hämäläinen	  et	  al.	  1993;	  Hari	  2011).	  The	  MEG	   signals	   obtained	   in	  different	   blocks	   of	   the	   experiment	  were	  merged	  off-­‐line	  after	  conversion	  of	  the	  data	  into	  the	  same	  reference	  head	  position.	  The	  averaged	  responses	  were	  digitally	  filtered	  with	  pass-­‐band	  of	  0.1–40	  Hz	  (in	  P1	  low-­‐pass	  at	  40	  Hz),	  and	  DC–8	  Hz	  for	  analysing	  the	   slow	   shifts	   in	   P2.	   The	   signal	   distributions	   obtained	   with	   the	   204	  gradiometers	   were	   modelled	   with	   two	   equivalent	   current	   dipoles	  (ECDs),	   one	   in	   each	   hemisphere,	   identified	   by	   least-­‐squares-­‐fitting	  around	  the	  peak	  of	   the	  100-­‐ms	  onset	  response	  (N100m)	  elicited	  by	  the	  beginning	   of	   the	   auditory	   stimulus:	   in	   P1	   the	   first	   vowel	   in	   utterance	  /apa/,	  in	  P2	  the	  cue	  sound,	  i.e.	  a	  100-­‐ms	  beep,	  and	  in	  P3	  the	  50-­‐ms	  beep.	  The	   equivalent	   current	   dipoles	   were	   found	   with	   Source	   Modelling	  software	   (Elekta	   Oy,	   Helsinki,	   Finland)	   using	   a	   subselection	   of	   20–28	  MEG	  channels	  over	  each	  hemisphere	  (24	  in	  P1,	  20	  in	  P2,	  and	  28	  in	  P3).	  These	  dipoles	  were	   then	  used	  as	  spatial	   filters	   to	  explain	   the	  measured	  signals	   originating	   from	   the	   auditory	   cortex	   during	   the	  whole	   stimulus	  presentation.	  	  
4.4 Eye	  tracking	  Eye	   tracking	  was	  used	   for	  detecting	   the	  subjects’	  gaze	   target	  on	  the	   visual	   stimulus	   in	   P1	   and	   P4,	   either	   combined	   with	   MEG	   (P1)	   or	  alone	   (P4).	  Both	   the	   iView	  X™	  MEG	  eye	   tracker	   (SMI;	  Berlin,	  Germany)	  used	   in	  P1	   and	  Tobii	   1750	   eye	   tracker	   (Tobii	   Technology	  AB,	   Sweden)	  used	   in	   P4	   track	   the	   gaze	   with	   video-­‐oculography	   based	   on	   the	   dark-­‐pupil–corneal-­‐reflection	   method.	   The	   devices	   comprise	   an	   infrared	  camera	   with	   an	   infrared	   light	   source	   and	   the	   eye-­‐tracking	   software	  (iView	   X™	   in	   P1	   and	   ClearView	   2.7.1	   in	   P4),	   and	   they	   allow	   the	   gaze	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location	   to	   be	   detected	   with	   0.5–1°	   accuracy.	   The	   eye	   tracker	   was	  calibrated	  by	  asking	   the	  subjects	   first	   to	   fixate	  at	  nine	  (P1)	  or	   five	   (P4)	  points	   that	   covered	   the	   stimulus	   area;	   the	   calibration	   was	   checked	  before	   each	   block	   of	   the	   experiment.	   The	   eye-­‐tracking	   signals	   were	  sampled	  at	  50	  Hz.	  In	  P1,	  the	  eye-­‐tracker	  signal	  indicating	  whether	  the	  subject’s	  gaze	  was	  within	  one	  of	  the	  two	  regions	  of	  interest	  (ROIs)	  was	  sent	  to	  the	  MEG	  acquisition	  software	  for	  selection	  of	  the	  correct	  category	  when	  averaging	  the	  single	  traces.	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5 Experiments	  
5.1 Publication	   1:	   Cortical	   correlates	   of	   audiovisual	  
integration	  of	  speech	  can	  be	  detected	   in	  a	   free-­‐viewing	  
task	  with	  gaze-­‐direction-­‐based	  averaging	  
Background.	   In	   viewing	   natural	   images	   during	   MEG,	   one	  challenge	  is	  to	  average	  responses	  with	  respect	  to	  relevant	  stimuli,	  e.g.	  an	  area	  of	  interest	  within	  an	  image.	  Information	  about	  the	  sites	  the	  subject	  is	  looking	  at,	  and	  therefore	  most	  likely	  paying	  attention	  to,	  could	  be	  used	  as	  one	  criterion	  for	  such	  selective	  averaging.	  Both	  EEG	  and	  MEG	  signals	  have	  been	  averaged	  time-­‐locked	  to	  saccades	  detected	  with	  EOG	  (see	  e.g.	  Jousmäki	   et	   al.	   1996;	  Evdokimidis	   et	   al.	   2001),	   but	  EOG	  does	  not	   track	  the	   gaze	   location	   accurately	   enough	   for	   response	   categorization	  during	  free	  viewing.	  Therefore,	  we	  introduced	  a	  free-­‐viewing	  paradigm	  by	  using	  an	   MEG-­‐compatible	   eye	   tracker	   to	   gather	   gaze-­‐position	   data,	   with	   the	  aim	  to	  average	  responses	  to	  stimuli	  of	   interest	  within	  a	  continuous	  and	  complicated	  natural	  audiovisual	  stimulus	  stream.	  To	  test	  the	  feasibility	  of	  gaze-­‐direction-­‐based	  selective	  averaging	  of	  MEG	  signals,	  we	  used	  stimuli	  that	  evoke	  a	  modified	  auditory	  percept,	  i.e.	   the	   well-­‐known	   McGurk	   illusion	   (McGurk	   and	   MacDonald	   1976)	  elicited	   by	   combining	   incongruent	   articulatory	   movements	   and	  synchronized	   speech	   sounds.	   Speech-­‐related	   lip	   movements	   affect	   the	  activity	  of	  the	  auditory	  cortex	  (Sams	  et	  al.	  1991;	  Colin	  et	  al.	  2002;	  Colin	  et	   al.	   2004;	   Saint-­‐Amour	   et	   al.	   2007),	   for	   example	   by	   suppressing	   the	  N1OO	   response	   (Klucharev	   et	   al.	   2003;	   Stekelenburg	   and	   Vroomen	  2007).	   Differences	   between	   auditory	   responses	   to	   congruent	   and	  incongruent	  audiovisual	  speech	  have	  been	  detected	  already	  at	   latencies	  of	   50	   ms	   (Lebib	   et	   al.	   2003)	   and	   155	   ms	   (Klucharev	   et	   al.	   2003),	  highlighting	  the	  early	  access	  of	  visual	  information	  to	  auditory	  areas.	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Our	  experimental	  setup	  induced	  two	  different	  auditory	  percepts,	  depending	   only	   on	   whether	   the	   seen	   articulation	   was	   congruent	   or	  incongruent,	  and	  the	  responses	  could	  be	  averaged	  to	  correct	  categories	  based	   on	   the	   subject’s	   gaze	   direction.	   The	   experimental	   setup	   was	  designed	   to	   test	   the	   gaze-­‐direction-­‐based	   selective	   averaging	   in	   a	  well-­‐controlled	   environment	   before	   introducing	   more	   complex	   natural	  stimuli	  to	  MEG	  experiments.	  We	  expected	  differences	  between	  auditory	  responses	  to	  the	  congruent	  and	  incongruent	  stimuli	  after	  the	  perceptual	  conflict	   in	   the	   auditory	   and	   visual	   inputs,	   showing	   the	   feasibility	   of	  natural	  viewing	  combined	  with	  gaze-­‐direction-­‐based	  selective	  averaging	  in	  MEG	  recordings.	  
Stimuli.	   The	   experiment	   consisted	   of	   visual,	   auditory,	   and	  audiovisual	   conditions.	   The	   auditory	   stimulus	   was	   utterance	   /apa/	  spoken	   by	   a	   female	   voice,	   and	   the	   visual	   stimuli	   consisted	   of	   two	  adjacent	  images	  of	  the	  same	  female	  face,	  one	  of	  them	  articulating	  /apa/	  and	  the	  other	  /aka/	  (Fig.	  1).	  The	  stimuli	  were	  presented	  in	  four	  blocks,	  each	   lasting	   approximately	  10	  min,	   two	  of	   them	  comprising	   the	   /apa/-­‐articulating	   face	  on	  the	   left	  and	  the	  /aka/-­‐articulating	   face	  on	  the	  right,	  and	   vice	   versa	   in	   the	   two	   other	   blocks.	   The	   order	   of	   the	   blocks	   was	  counterbalanced	  across	  subjects.	  Each	  block	  contained	  all	  three	  stimulus	  conditions	  (visual,	  auditory	  and	  audiovisual)	  in	  a	  random	  order.	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Figure	  1.	   Stimuli	  and	  measurement.	  Left:	  Auditory	  /apa/	  waveform,	  and	  six	  frames	   of	   the	   corresponding	   congruent	   /apa/	   and	   incongruent	   /aka/	   visual	  stimuli.	  Right:	   The	   experimental	   setup.	   The	   subject	   is	   sitting	   under	   the	   MEG	  sensor	  helmet	  and	  the	  visual	  stimulus	  is	  reflected	  on	  the	  back-­‐projection	  screen;	  the	  eye	  tracker	  system	  is	  attached	  to	  the	  stand	  below	  the	  screen.	  
During	   the	   recordings,	   eye-­‐tracker	   signals	   indicated	   when	   the	  subject’s	  gaze	  was	  inside	  one	  of	  the	  two	  ROIs,	  on	  the	  /apa/-­‐	  or	  the	  /aka/-­‐articulating	   face.	   The	   eye-­‐tracker	   output	   was	   used	   for	   gaze-­‐direction-­‐based	  MEG	   averaging	   combined	  with	   a	   separate	   trigger	   pulse	   that	  was	  time-­‐locked	  to	  the	  stimulus.	  
Results.	  The	  responses	   to	   the	  /apa/	  utterances	   in	  auditory	  and	  audiovisual	   conditions	  were	   strongest	   over	   the	   temporal	   lobes	   of	   both	  hemispheres,	   and	   they	  comprised	   transient	  deflections	  occurring	  about	  100	  ms	   after	   the	   onset	   of	   each	   vowel;	   these	   responses	   are	   called	   here	  N100m	   and	   N100m’	   (Fig.	   2,	   left).	   The	   estimated	   sources	   of	   N100m,	  located	  bilaterally	   in	   the	  supratemporal	  auditory	  cortices,	  were	  used	  to	  explain	  the	  whole	  time	  course	  of	  the	  auditory	  responses	  in	  all	  conditions.	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Figure	   2.	   Left:	   The	   strongest	   responses	   over	   auditory	   cortex	   in	   auditory	  condition	  in	  left	  (LH)	  and	  right	  (RH)	  hemisphere	  (black	  lines),	  and	  responses	  in	  audiovisual	   congruent,	   audiovisual	   incongruent	   and	   visual	   conditions	   (green,	  red,	   and	   blue	   lines).	   The	   waveform	   of	   the	   auditory	   stimulus	   is	   shown	   below.	  
Right:	  Mean	  source	  strengths	  from	  50	  to	  250	  ms	  after	  the	  second	  vowel	  onset	  of	  each	  subject	  in	  incongruent	  audiovisual	  condition,	  plotted	  against	  mean	  source	  strengths	  in	  congruent	  audiovisual	  condition.	  	  
The	   N100m’	   response,	   occurring	   after	   the	   second	   vowel	   in	  utterance,	   i.e.	   after	   the	  perceptual	   conflict	   between	  auditory	   and	  visual	  stimuli	  in	  incongruent	  condition,	  was	  weaker	  in	  the	  incongruent	  than	  the	  congruent	  audiovisual	  condition	  in	  the	  right	  hemisphere	  (RH);	  the	  mean	  ±	   SEM	   difference	   was	   19	   ±	   7%	   (p	   =	   0.018)	   (Fig.	   2,	   right).	   In	   the	   left	  hemisphere,	   no	   systematic	   reduction	   was	   observed.	   The	   stimulus	  location	  on	  the	  screen,	  or	  the	  gaze	  direction	  of	  the	  viewer	  (left	  vs.	  right),	  did	  not	  systematically	  affect	  the	  mean	  N100m’	  amplitudes.	  
Discussion.	  We	   found	   differences	   in	   brain	   responses	   between	  congruent	   and	   incongruent	   audiovisual	   stimuli	   in	   a	   setup	   where	   the	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stimulus	   congruency	   depended	   only	   on	   the	   viewer’s	   gaze	   location.	   The	  results	   indicate	   the	   feasibility	   of	   eye	   tracking	   as	   a	   tool	   for	   gaze-­‐based	  MEG	   averaging.	   Tracking	   the	   gaze	   increases	   the	   controllability	   of	   free-­‐viewing	  MEG	   experiments,	   as	   it	   enables	  more	   detailed	   classification	   of	  the	   brain	   responses	   based	   on	   the	   viewed	   area	   of	   the	   visual	   scene.	   The	  possibility	   to	   use	   natural	   stimuli,	   such	   as	   movies,	   within	   free-­‐viewing	  experiments	  would	  be	  beneficial	   in	  many	   studies	  of	   the	  neural	  basis	  of	  social	  interaction	  as	  well	  as	  of	  other	  higher	  cognitive	  functions.	  The	   main	   result	   was	   the	   reduction	   of	   the	   right-­‐hemisphere	  N100m’	   response	   by	   one	   fifth	   to	   incongruent	   audiovisual	   stimuli,	  compared	  with	   congruent	   audiovisual	   stimuli.	   This	   difference	   supports	  the	  results	  about	  the	  early	  access	  of	  the	  visual	  information	  to	  the	  human	  auditory	  cortex	  (Klucharev	  et	  al.	  2003;	  Lebib	  et	  al.	  2003).	  Larger	  N100m’	  to	   congruent	   than	   incongruent	   stimuli	   could	   reflect	   facilitation	   of	  auditory	   processing	   by	   visual	   input:	   articulation	   movements	   may	   pre-­‐activate	  the	  neuronal	  population	  of	  auditory	  cortex	  that	  responds	  to	  the	  corresponding	   phoneme.	   In	   case	   of	   incongruent	   stimuli,	   facilitation	  would	   be	   directed	   to	   a	   different	   neuronal	   population	   than	   the	   one	  activated	   by	   the	   auditory	   stimulus,	   leading	   to	   suppressed	   activation	  compared	  with	  the	  responses	  to	  congruent	  stimuli.	  The	   free-­‐viewing	   condition	   in	   MEG	   poses	   challenges	   to	   artifact	  removal	   and	   analysis,	   as	   artifacts	   might	   arise	   from	   head	   and	   eye	  movements.	   Small	   head-­‐position	   changes	   could	   be	   corrected	   with	   a	  continuous	  head-­‐tracking	  system,	  but	  serious	  contamination	  might	  arise	  from	  moving	   eye	   balls	   and	   eye	   blinks	  which	   both	   produce	   strong	  MEG	  artifacts	  (Antervo	  et	  al.	  1985).	  Thus	  gaze-­‐direction-­‐based	  MEG	  averaging	  is	  best	  suited	  for	  studies	  in	  which	  the	  response	  of	  interest	  occurs	  during	  fixation	   rather	   than	   saccade.	   Because	   visual	   information	   is	   mostly	  gathered	   during	   fixations	   (Jonides	   et	   al.	   1982),	   the	  most	   artifact-­‐prone	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saccade	  periods	  can	  be	  discarded	   from	  the	  analysis.	   In	   the	  experiments	  of	   P1	   the	   responses	   occurred	   during	   the	   fixation,	   and	   thus	   saccade-­‐related	   artifacts	   had	   not	   contaminated	   the	   recorded	   signals:	   the	  responses	  did	  not	  differ	  during	  fixation	  to	  the	  left	  vs.	  the	  right	  side	  of	  the	  screen.	   Based	   on	   these	   results,	   eye-­‐tracking	   recordings	   in	   complex	  naturalistic	   experimental	   settings	   will	   allow	   reliable	   MEG	   averaging	  according	   to	   the	   gaze	   target,	   and	   thereby	   according	   to	   the	   focus	   of	  attention.	  	  
5.2 Publication	   2:	   Anticipating	   emotional	   sounds	   activates	  
auditory	  cortex	  differently	  depending	  on	  the	  valence	  of	  
the	  upcoming	  sound	  
Background.	  Emotion-­‐evoking	  stimuli	  can	  affect	   the	  survival	  of	  an	  individual,	  and	  they	  thus	  need	  to	  be	  processed	  fast	  and	  effectively.	  It	  is	   not	   surprising	   that	   already	   the	   early	   sensory	   cortices	   respond	  differently	  to	  emotional	  and	  neutral	  stimuli:	  emotional	  pictures	  enhance	  visual	  processing	  (Taylor	  et	  al.	  1998)	  and	  respectively	  emotional	  content	  in	   sound	   increases	   auditory-­‐cortex	   responses	   (Buchanan	   et	   al.	   2000;	  Kotz	  et	  al.	  2003;	  Grandjean	  et	  al.	  2005;	  Plichta	  et	  al.	  2011)	  already	  within	  0.3	  s	  from	  the	  beginning	  of	  the	  stimulus	  (Czigler	  et	  al.	  2007;	  Thönnessen	  et	   al.	   2010).	   Just	   the	   anticipation	   of	   an	   emotional	   stimulus,	   cued	   by	   a	  preceding	   stimulus,	   may	   activate	   the	   sensory	   cortex	   0.5	   s	   before	   the	  stimulus	  presentation	  (Gómez	  et	  al.	  2004).	  Our	   aim	   was	   to	   investigate	   the	   activation	   of	   auditory	   cortices	  during	   the	   early	   and	   late	   parts	   of	   the	   anticipation	   period	   and	   during	  listening	  to	  the	  emotional	  vs.	  neutral	  sounds.	  
Stimuli.	   Twenty-­‐four	   natural	   emotional	   sounds	   were	   selected	  from	  the	  International	  Affective	  Digitized	  Sounds	  database	  (2nd	  Edition;	  IADS-­‐2,	   University	   of	   Florida);	   eight	   of	   them	   were	   “pleasant	   &	   low	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arousal”	  (P;	  e.g.	  birdsong),	  eight	  “neutral”	  (N;	  e.g.	  typewriter),	  and	  eight	  “unpleasant	  &	  high	  arousal”	  (U;	  e.g.	  car	  crash).	  Each	  sound	  was	  cut	  to	  6-­‐s	  duration,	   modified	   to	   have	   rise	   and	   fall	   times	   of	   at	   least	   10	   ms,	   and	  normalized	   to	   the	   same	  maximum	   sound	   pressure.	   A	   100-­‐ms	   cue	   tone	  with	   rise	   and	   fall	   times	  of	  10	  ms	  and	  pitch	  of	  500	  Hz,	  1	  kHz,	   or	  2	  kHz,	  indicating	  the	  valence	  of	  the	  upcoming	  sound,	  was	  presented	  2	  s	  before	  each	   sound;	   the	  participants	   learned	   the	   relationship	  between	   the	   cues	  and	   the	  valence	  of	   the	  upcoming	  sound	   in	  a	   training	  session	  before	   the	  actual	  experiment.	  The	  stimuli	  were	  presented	  in	  two	  approximately	  20-­‐min	   sessions,	   each	   containing	   60	   cue–stimulus	   epochs;	   each	   8	   s	   in	  duration,	  with	  the	  P,	  N,	  and	  U	  sounds	  presented	  in	  a	  random	  order.	  	  
Figure	   3.	   Top:	   Low-­‐pass-­‐filtered	   (at	  8	  Hz)	   response	  of	   the	   left	  hemisphere	   to	  neutral	   sounds.	   Shadowed	   belts	   (a)–(f)	   indicate	   time	   windows	   used	   for	  statistical	  analysis.	  Bottom:	  Source	  strengths	  separately	  for	  the	  right	  (RH)	  and	  left	   (LH)	  hemispheres	   and	   sound	   categories	  within	   each	   time	  window	   (a)–(e).	  Left	  panel	  shows	  the	  interaction	  effect	  for	  hemisphere	  and	  time	  window,	  middle	  panel	   shows	   the	   interaction	   effect	   for	   time	   window	   and	   category	   in	   late	  anticipation	   period	   (c)–(e),	   and	   right	   panel	   shows	   the	   difference	   between	  categories	   during	   actual	   hearing	   (f).	   Mean	   ±	   SE	   (standard	   error)	   values	   are	  shown.	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Results.	   Both	   the	   cue	   sound	   and	   the	   emotional	   sound	   evoked	  N100m	  responses	  in	  the	  auditory	  cortex.	  In	  addition,	  in	  the	  vicinity	  of	  the	  source	   area	   of	   the	   strongest	   N100m,	   activity	   increased	   during	  anticipation	   of	   the	   emotional	   sound,	   and	   a	   sustained	   field	   with	   stable	  amplitude	  persisted	   throughout	   the	  emotional	   sound	  presentation	   (Fig.	  3,	  top).	  The	   relative	   strengths	   of	   the	   responses	   to	   the	   anticipation	   of	  neutral	  vs.	  emotional	  sounds	  changed	  between	  the	  early	  (0.4–0.7	  s)	  and	  late	   (1.5–2	   s)	   anticipation	   periods	   (Fig.	   3,	   bottom).	   In	   the	   early	  anticipation	  period,	  the	  effect	  of	  emotional	  sounds	  was	  weaker	  but	  in	  the	  late	   anticipation	   period	   stronger	   than	   the	   effect	   of	   neutral	   sounds	  (between-­‐time-­‐window	   effect	   of	   neutral	   vs.	   pleasant	   sounds	   p	   =	   0.03;	  neutral	   vs.	   unpleasant	   p	   =	   0.026).	  During	   the	   hearing	  period,	   effects	   of	  emotion	  were	  evident	  only	  when	  the	  data	  from	  both	  hemispheres	  were	  combined:	  pleasant	  (p	  =	  0.048)	  and	  unpleasant	  (p	  =	  0.006)	  sounds	  both	  evoked	  stronger	  activity	  than	  did	  neutral	  sounds,	  whereas	  the	  valence	  of	  the	   sound	   did	   not	   have	   an	   effect	   on	   the	   strength	   of	   the	   sustained	  response	  (p	  =	  0.9).	  
Discussion.	   In	   line	   with	   earlier	   results	   (Gómez	   2004),	   the	  auditory	   cortices	   were	   activated	   bilaterally	   already	   during	   the	   silent	  anticipation	  period.	  The	  responses	  to	  the	  emotional	  sounds	  were	  weaker	  than	  the	  responses	  to	  the	  neutral	  sounds	  about	  0.5	  s	  after	  the	  cue	  tone.	  Towards	  the	  end	  of	  the	  anticipation	  period,	  and	  also	  during	  the	  hearing	  period,	   the	   responses	   to	   the	   emotional	   sounds	   were	   stronger	   instead.	  This	   kind	   of	   U-­‐shaped	   dependence	   (stronger	   responses	   to	   unpleasant	  and	   pleasant	   stimuli	   compared	   with	   neutral	   stimuli)	   of	   cortical	  activations	   on	   the	   emotional	   valence	   of	   the	   stimuli	   has	   been	   observed	  also	  in	  earlier	  studies	  in	  many	  brain	  areas	  (Lewis	  et	  al.	  2007),	  including	  auditory	   cortex	   (Ethofer	   et	   al.	   2006,	   Viinikainen	   et	   al.	   2012).	   The	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stronger	   responses	   to	   emotional	   stimuli	   compared	  with	  neutral	   stimuli	  already	   in	   the	   primary	   sensory	   area	  may	   reflect	   the	   importance	   of	   the	  ability	   to	   react	   fast	   and	   focus	   the	   attention	   to	   the	   signals	   potentially	  affecting	  the	  individual’s	  survival	  or	  wellbeing.	  
5.3 Publication	   3:	   Real-­‐time	   auditory	   interaction	   between	  
two	  persons	  can	  be	  studied	  with	  millisecond-­‐accuracy	  by	  
dual	  MEG	  
Background.	  Compared	  with	  other	  brain	  imaging	  methods,	  MEG	  offers	   some	   clear	   advantages	   in	   studying	   real-­‐time	   social	   interaction:	  different	   from	   fMRI	   and	   NIRS,	   the	   millisecond	   time	   resolution	   of	   MEG	  and	   EEG	   enables	   studying	   many	   fast	   phenomena	   of	   social	   interaction	  that	   would	   be	   lost	   in	   the	   slowness	   of	   hemodynamic	   response.	   On	   the	  other	   hand,	   in	   MEG,	   defining	   the	   underlying	   sources	   of	   measured	  magnetic	   fields	   is	   more	   straightforward	   (for	   a	   recent	   review,	   see	   Hari	  and	  Salmelin,	  2012)	  and	  the	  spatial	  resolution	  is	  better	  than	  in	  EEG.	  Here,	   we	   introduced	   a	   novel	   MEG	   dual-­‐scanning	   setup	   for	  studying	   social	   interaction	  with	  both	  excellent	   temporal	   resolution	  and	  convenient	   source	   identification.	   The	   two	   MEG	   devices,	   located	   in	  separate	   MEG	   laboratories	   about	   5	   km	   apart,	   were	   synchronised	   and	  connected	   via	   Internet,	   with	   telephone	   lines	   serving	   as	   the	  communication	   link	   between	   the	   subjects.	   The	   feasibility	   of	   the	   setup	  was	   tested	   by	   comparing	   cortical	   auditory	   evoked	   fields	   to	   sounds	  delivered	  from	  both	  MEG	  sites.	  
Methods.	   The	   audio-­‐communication	   system	   between	   the	  subjects	   and/or	   experimenters	   consisted	   of	   two	   identical	   sets	   of	  hardware	   at	   the	   two	   sites.	   Each	   of	   these	   sets	   included	   an	   optical	  microphone	  for	  picking	  up	  the	  voice	  of	  the	  subject,	  insert	  earphones	  for	  delivering	  the	  sound	  to	  the	  subject,	  microphones	  and	  headphones	  for	  the	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experimenter	   in	   the	   control	   room,	   two	   ISDN	   landline	   phone	   adapters	  enabling	  communication	  between	  the	  laboratories	  and	  an	  8-­‐channel	  full-­‐matrix	  digital	  mixer	  connected	  to	  all	  the	  audio	  sources	  and	  destinations,	  as	  well	  as	  to	  the	  local	  audio	  recording	  system	  and	  the	  stimulus	  computer	  (Fig.	  4).	  The	  audio	  and	  MEG	  data	  were	  synchronised	  locally	  by	  generating	  digital	  timing	  signals	  with	  audio-­‐recording	  software	  and	  feeding	  them	  to	  a	   trigger	  channel	  of	   the	  MEG	  device	  and	  remotely	  by	  synchronising	   the	  real-­‐time	  clocks	  of	  the	  audio-­‐recording	  computers	  at	  the	  two	  sites	  via	  the	  Network	  Time	  Protocol	  (NTP).	  	  
	  
Figure	  4.	  Schematics	  of	  the	  MEG-­‐to-­‐MEG	  link	  and	  examples	  of	  MEG	  signals.	  The	  two	   lowest	   traces	   show	   the	   audio	   recording	   of	   speech	   while	   the	   participants	  counted	  numbers	  in	  alternation.	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Stimuli.	  For	  recording	  of	  cortical	  auditory	  evoked	  fields,	  500	  Hz	  50	   ms	   beeps	   with	   10	   ms	   rise	   and	   fall	   times	   were	   presented	   to	   the	  participants	   in	   four	   blocks,	   each	   comprising	   120	   beeps.	   During	   each	  block,	   stimuli	  were	   generated	   at	   one	   laboratory	   and	   presented	   to	   both	  subjects	   (locally	   to	   the	   local	   subject	   and	   over	   the	   telephone	   line	   to	   the	  subject	  at	  the	  remote	  site),	  two	  blocks	  presented	  from	  each	  site.	  
Results.	  The	  lab-­‐to-­‐lab	  transfer	  time	  of	  the	  sound	  from	  the	  local	  stimulus	  computer	  to	  the	  remote	  subject	  was	  12.7	  ms,	  consisting	  of	  an	  8-­‐ms	  delay	  from	  the	  local	  mixer	  and	  the	  phone	  line	  and	  a	  4.7-­‐ms	  delay	  by	  the	   remote	   mixer	   and	   the	   sound	   transfer	   to	   the	   earphones.	   The	   local	  audio–MEG	   synchronization	   accuracy	   was	   about	   1	   ms,	   and	   remote	  accuracy	  between	  the	  two	  MEG	  devices	  was	  about	  2–3	  ms.	  The	   N100m	   response	   peak	   latencies	   and	   amplitudes	   of	   both	  subjects	  were	  similar	  independently	  whether	  the	  beeps	  were	  presented	  locally	  or	  remotely	  (Fig.	  5).	  	  
Figure	   5.	   Source	   waveforms	   of	   averaged	   auditory	   evoked	   fields	   from	   both	  participants	   to	   tones	   presented	   locally	   (black	   lines)	   and	   remotely	   (red	   lines),	  separately	  for	  the	  left	  and	  right	  hemisphere.	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Discussion.	   The	   pre-­‐set	   criteria	   for	   the	   dual-­‐MEG	   setup,	   i.e.	   a	  stable	  and	  short-­‐latency	  audio	  connection	  and	  accurate	  synchronisation	  of	   two	   MEG	   datasets,	   were	   met.	   The	   12.7-­‐ms	   lag	   of	   audio	   connection	  corresponds	  to	  a	   lag	  of	  sound	  travelling	  4	  m	  in	  air,	  and	  therefore	   is	  not	  perceivable	   in	   conversation.	   The	   obtained	   3	   ms	   accuracy	   in	  synchronisation	  of	  the	  two	  datasets	  preserves	  the	  millisecond	  temporal	  resolution	  of	  MEG	  also	  in	  the	  analysis	  of	  the	  two	  subjects'	  brain	  signals	  in	  relation	  to	  each	  other.	  Also	  the	  similarity	  of	  the	  amplitude	  and	  latency	  of	  the	  auditory	  evoked	  responses	   to	   locally	  or	  remotely	  presented	  sounds	  affirmed	   the	  quality	  of	   the	  dual-­‐MEG	  setup.	  With	   these	  parameters,	   the	  system	  allows	  studying	   free	  conversation	  between	  two	  subjects	   located	  at	   two	   laboratories,	   or	   presenting	   acoustic	   stimuli	   to	   them,	   with	   an	  option	  to	  instruct	  both	  of	  them	  by	  an	  experimenter	  at	  either	  site.	  
5.4 Publication	   4:	   Turn-­‐taking	   in	   conversation	   guides	   the	  
gaze	  of	  the	  viewer	  
Background.	  The	  generic	  structure	  of	  turn-­‐taking	  defines	  when	  the	   change	   of	   the	   speaking	   turn	   is	   allowed,	   and	   it	   may	   guide	   the	  conversation	   participants	   in	   the	   prediction	   of	   the	   end	   of	   the	   previous	  speaker’s	  turn	  (Sacks	  et	  al.	  1974).	  The	  syntactic,	  pragmatic	  and	  prosodic	  cues	   in	  speech	  are	  signalling	  when	  the	  current	  utterance	   is	  reaching	   its	  completion;	   the	   more	   cues	   are	   clustered	   together,	   the	   stronger	   is	   the	  signal	  for	  turn	  transition	  (Ford	  and	  Thompson	  1996).	  Also	  gaze	  has	  a	  role	  in	  coordinating	  conversation	  and	  turn-­‐taking	  as	   well	   as	   in	   informing	   about	   the	   person’s	   target	   of	   attention.	   The	  speaker’s	   gaze	   direction	   may	   signal	   the	   approaching	   completion	   of	   a	  turn:	   the	   speaker	   makes	   eye	   contact	   with	   the	   listener	   around	   turn	  exchange,	   whereas	   the	   eye	   contact	   is	   less	   common	   during	   the	   still-­‐continuing	  turn	  (Kendon	  1967;	  Levine	  and	  Sutton-­‐Smith	  1973;	  Novick	  et	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al.	  1996).	  The	  listeners,	  on	  the	  other	  hand,	  either	  keep	  the	  eye	  contact	  for	  a	   while	   after	   the	   previous	   turn	   has	   ended	   (Levine	   and	   Sutton-­‐Smith	  1973;	   Novick	   et	   al.	   1996),	   or	   they	   look	   away	   immediately	   or	   even	   in	  advance	  of	  starting	  one’s	  turn	  (Kendon	  1967).	  Our	   aim	   was	   to	   study	   how	   people	   follow	   a	   two-­‐party	  conversation	  with	   their	   gaze,	   and	   how	   the	   visual	   and	   auditory	   cues	   of	  turn	  transition	  affect	  their	  viewing.	  The	  experimental	  setup	  with	  passive	  viewing	  of	  a	  conversation	  presented	  from	  video	  exposed	  each	  subject	  to	  an	   identical	  natural	   conversation,	   enabling	  assessment	  of	   the	   similarity	  of	  the	  viewers’	  gaze	  behaviour	  in	  relation	  to	  the	  conversational	  events	  of	  interest.	   Although	   the	   viewers	   did	   not	   actively	   participate	   in	   the	  conversation,	   their	   gaze	   behaviour	   was	   expected	   to	   reflect	   the	   most	  attention-­‐capturing	   aspects	   of	   the	   conversation.	   We	   hypothesized	   that	  accumulation	   of	   the	   syntactic,	   pragmatic	   and	   prosodic	   cues	   of	   turn	  transition	  would	  induce	  a	  gaze	  shift	  in	  a	  viewer	  of	  the	  conversation,	  and	  that	   the	   organization	   of	   turn-­‐taking	   would	   synchronize	   the	   gaze	  behaviour	  between	  subjects.	  We	  also	   focused	  on	   the	   timing	  of	   the	  gaze	  patterns	  with	  respect	  to	  the	  turn	  transitions.	  
Stimuli.	   The	   study	   consisted	   of	   three	   experiments:	   the	   main	  experiment	   with	   audiovisual	   stimulus,	   and	   visual	   and	   auditory	   control	  experiments.	  The	  stimulus	   in	   the	  main	  experiment	  was	  a	  5.5-­‐min	  video	  clip	   of	   two	   women	   having	   a	   relaxed	   conversation	   about	   arranging	  surprise	   parties	   (Fig.	   6A).	   As	   a	   control,	   the	   same	   video	   was	   shown	  without	   sound	   (later	   referred	   to	   as	   ‘video	   only’)	   and	   the	   same	  soundtrack	  was	  played	  with	  only	  a	  still	  frame	  captured	  from	  the	  original	  video	  (later	  referred	  to	  as	  ‘sound	  only’).	  In	  all	  experiments,	  the	  subject’s	  task	   was	   to	   attentively	   follow	   the	   conversation;	   no	   other	   instructions	  were	  given.	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Results.	   The	   gaze	   patterns	   of	   the	   participants	   during	   the	  conversation	   showed	   similarity	   that	   differed	   statistically	   significantly	  from	  random	  viewing.	  The	  participants	  had	  a	  clear	   tendency	  of	   turning	  the	   gaze	   to	   the	   region	   of	   interest	   containing	   the	   current	   speaker	   (Fig.	  6A),	  who	  received	  74%	  of	  the	  gazes.	  The	  gaze-­‐direction-­‐change	  rate	  from	  one	   speaker	   to	   another	   (later	   denoted	   ‘ROI	   change’)	   peaked	   0.3–0.7	   s	  after	   each	   turn-­‐transition-­‐related	   event,	   and	   the	   lag	   depended	   to	   some	  extent	   on	   the	   event	   type.	   The	   stronger	   the	   turn-­‐transition-­‐cue	  combination,	  the	  more	  likely	  it	  evoked	  ROI	  changes	  (Fig.	  6C).	  Similar	   gaze	   behaviour	   was	   seen	   in	   video-­‐only	   and	   sound-­‐only	  conditions,	  but	  with	  a	  lag	  of	  about	  200	  ms	  and	  with	  a	  reduction	  of	  about	  20%	  in	   the	   total	  number	  of	  ROI	  changes	   from	  one	  speaker	   to	   the	  other	  compared	  with	  the	  main	  experiment.	  The	  distributions	  of	  ROI	  changes	  in	  both	   the	   video-­‐only	   and	   sound-­‐only	   conditions	   differed	   statistically	  significantly	  from	  the	  distribution	  in	  the	  main	  experiment	  (p	  =	  0.017	  and	  p	   =	   0.0047;	   Kolmogorov-­‐Smirnov	   test),	  whereas	   the	   control	   conditions	  did	  not	  differ	  from	  each	  other	  (p	  =	  0.29)	  (Fig.	  6D).	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Figure	  6.	  A.	  A	  line-­‐art	  rendering	  of	  the	  original	  stimulus	  video,	  the	  ROIs	  shown	  as	   green	   and	   blue	   squares.	  Mean	   (blue	   line)	   and	  median	   (red	   line)	   horizontal	  gaze	  locations	  (x-­‐coordinates)	  with	  standard	  error	  of	  mean	  (grey	  belt)	  during	  a	  20-­‐s	   epoch	   of	   the	   conversation	   is	   shown	   below.	   B.	   The	   subject	   is	   viewing	  conversation	  from	  a	  screen	  with	  a	  built-­‐in	  eye	  tracker.	  C.	  Mean	  ROI	  change	  rate	  in	  main	  experiment	  around	  all	  conversational	  events:	  ROI	  changes	  per	  second	  as	  a	   function	  of	   time	  relative	   to	  each	  event	   (S	  =	   syntactic,	  Pra	  =	  pragmatic,	  Pro	  =	  prosodic	  cue	  of	  turn	  transition).	  D.	  Baseline-­‐corrected	  cumulative	  distributions	  of	  ROI	  changes	  around	  fast	  turn	  transitions.	  The	  black,	  the	  grey	  and	  the	  dashed	  line	  represent	  the	  main	  experiment,	  video-­‐only	  and	  sound-­‐only	  conditions.	  
Discussion.	  The	  gaze	  behaviour	  of	   the	  viewers	   followed	  closely	  the	   behaviour	   of	   the	   participants	   in	   a	   two-­‐party	   conversation	   when	   it	  comes	  to	  the	  proportion	  of	  time	  spent	  looking	  at	  the	  current	  speaker	  (on	  average	  74%	  vs.	  75%	  reported	  earlier	  in	  real	  conversation,	  Argyle	  1972).	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Also	   the	   timing	   of	   gaze	   shifts	   away	   from	   the	   speaker	   ending	   her	   turn	  (about	  0.5	  s	  lag	  after	  turn	  transition	  in	  our	  study)	  was	  similar	  to	  the	  two-­‐party-­‐conversation	  behaviour,	  where	  the	  prediction	  of	  turn	  transitions	  is	  not	  accompanied	  by	  anticipatory	  gaze	  behaviour,	  but	  the	  listener	  usually	  keeps	   the	   eye	   contact	   to	   the	   speaker	   at	   least	   until	   the	   speakership	   has	  changed	   (Novick	   1996;	   Levine	   1973).	   Our	   results	   extend	   the	   known	  gaze-­‐directing	   effect	   of	   the	   organization	   of	   turn-­‐taking	   from	  conversation	   participants	   (Kendon	   1967;	   Novick	   1996;	   Levine	   1973)	  also	  to	  passive	  viewers.	  	  We	  hypothesised	  that	  the	  stronger	  the	  cue	  for	  turn	  transition,	  the	  more	  gaze-­‐direction	  changes	   it	   elicits.	  However,	  very	   similar	  behaviour	  was	  seen	  also	  when	  the	  viewers	  could	  not	  hear	  the	  verbal	  cues,	  probably	  reflecting	  the	  strong	  temporal	  correlation	  of	  verbal	  turn-­‐transition	  cues	  and	   turn	   transitions,	   and	   the	   inverse	   relation	   of	   cue	   strength	   to	   the	  distance	  to	  turn	  transition.	  The	  fast	  turn	  transitions	  induced	  gaze-­‐target	  changes	  also	  when	  either	  only	  the	  verbal	  (sound	  only)	  or	  the	  nonverbal	  (video	  only)	   turn-­‐transition	  cues	  were	  present.	  The	  auditory	  and	  visual	  speech	  are	  highly	  correlated	  (Chandrasekaran	  et	  al.	  2009),	  especially	  at	  the	   frequencies	  suggested	   to	  underlie	   the	   timing	  of	   turn-­‐taking,	   i.e.,	   the	  syllable	   rhythm	   (Wilson	   and	   Wilson	   2005).	   This	   redundancy	   could	  explain	  why	  both	  auditory	  and	  visual	  cues	  alone	  were	  able	  to	  guide	  the	  gaze	   of	   the	   viewers,	   even	   though	   they	   could	   not	   reach	   the	   same	  conversation-­‐following	   accuracy	   as	   was	   achieved	   when	   both	   cues	   are	  simultaneously	  present.	  As	  passive	   listening	  differs	   from	  participating	   in	   a	   conversation	  e.g.	  when	   it	   comes	   to	   synchronization	   of	   the	   breathing	   rhythm	   around	  turn	   transition	   (McFarland	   2001;	   Wilson	   and	   Wilson	   2005),	   our	  experimental	  setup	  could	  have	  impaired	  our	  participants’	  tuning	  into	  the	  natural	   conversation	   rhythm.	  However,	   similarity	   of	   the	   observed	   gaze	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behaviour	   to	   behaviour	   in	   conversations	   implies	   that	   the	   experimental	  setup	  was	  natural	   enough	   to	   trigger	  gaze	  patterns	   resembling	   the	  ones	  occurring	   in	   two-­‐person	   conversation.	   The	   participants’	   highly	   similar	  and	  replicable	  reactions	  to	  turn	  transitions	  indicate	  that	  the	  organization	  of	  turn-­‐taking	  has	  a	  strong	  influence	  on	  the	  gaze	  patterns	  of	  even	  passive	  viewers	  of	  the	  conversation.	  	  	  	  
5.5 Publication	  5:	  Joint	  story	  construction	  is	  a	  strong	  inducer	  
of	  word-­‐rhythm	  entrainment	  	  
Background.	   Entrainment	   of	   behaviour	   is	   important	   in	   verbal	  and	   non-­‐verbal	   communication	   (Shockley	   et	   al.	   2003;	   Cummins	   2009)	  where	   e.g.	   exact	   timing	   of	   turn-­‐taking	   has	   been	   suggested	   to	   rely	   on	  entrainment	   to	   a	   common	   syllable	   rhythm	   through	   synchronisation	   of	  motor-­‐cortex	   oscillations	   (Wilson	   &	   Wilson	   2005).	   We	   studied	   speech	  rhythm	   entrainment	   in	   a	   relatively	   controlled	   setup,	   where	   pairs	   of	  participants	   were	   asked	   to	   create	   stories	   word	   by	   word,	   each	  contributing	   one	  word	   at	   a	   time.	   This	   task	   allowed	   the	   participants	   to	  align	   their	   speech	   production	   at	   different	   levels,	   and	   thus	   resembled	  natural	   conversation,	   but	   with	   restricted	   turn	   durations,	   removing	   the	  ambiguity	  of	  turn-­‐taking	  of	  natural	  conversation.	  	  
Stimuli.	   The	   experiment	   consisted	   of	   two	   trials	   in	   which	   the	  participants,	   seated	   in	   separate	   rooms,	   had	   either	   audio-­‐only	   or	  audiovisual	   video	   connection	   with	   each	   other.	   The	   participants	   were	  instructed	  to	  construct	  a	  5-­‐min	  story,	  contributing	  one	  word	  at	  a	  time	  in	  alternating	   turns.	   In	   English,	   the	   task	   of	   constructing	   a	   story	   word	   by	  word	   would	   be	   more	   ambiguous	   than	   in	   Finnish:	   Finnish	   is	   a	   highly	  inflected	   and	   agglutinated	   language	   lacking	   prepositions	   and	   articles,	  and	  thus	  each	  word	  is	  a	  clearly	  defined	  turn	  on	  its	  own.	  No	  instructions	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were	  given	  about	  the	  topic	  of	  the	  story	  or	  about	  the	  rhythm	  or	  timing	  of	  the	  words.	  	  	  
Figure	   7.	   A.	   The	   time	   series	   extracted	   from	   the	  word-­‐onset	   and	   -­‐offset	   data:	  inter-­‐turn	   intervals	   (ITIs),	   inter-­‐word	   intervals	   (IWIs),	   and	   word	   durations	  (DURs).	   B.	   The	   ITI	   data	   from	   an	   individual	   story.	   C.	   The	   distribution	   of	   the	  relative	  phase	  angles	  calculated	  from	  the	  ITIs,	  and	  the	  distributions	  for	  both	  the	  individual	  word	  timings	  (ITI)	  and	  in	  the	  joint	  time	  series	  of	  word	  onsets	  (IWI).	  
Results.	  During	  constructing	  the	  story	  word	  by	  word,	  both	  inter-­‐word	   intervals	   (IWIs)	   and	   inter-­‐turn	   intervals	   (ITIs)	   (Fig.	   7A)	   varied	  considerably,	  i.e.	  the	  stability	  of	  the	  word	  timing	  was	  low.	  However,	  the	  ITIs	   of	   the	   two	   participants	   of	   each	   dyad	   were	   highly	   correlated,	  indicating	   high	   entrainment	   (Fig.	   7B).	   The	   pooled	   distribution	   of	  between-­‐participant	   ITIs’	   relative	   phase	   angles	  was	  more	   concentrated	  than	  the	  distributions	  of	  individual	  IWIs	  and	  ITIs,	  and	  the	  mean	  direction	  toward	  180	  degrees	  showed	  the	  entrainment	  to	  be	  in	  antiphase	  between	  the	   participants	   (Fig.	   7C).	   In	   all	   stories	   except	   one,	   the	   entrainment	  between	  participants'	  word	  rhythms	  was	  statistically	  significant:	  in	  three	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stories	   the	  significance	  was	  moderate	   (0.01	  <	  p	  <	  0.03),	  and	   in	  12	  very	  high	  (p	  <	  0.001).	  The	  auditory	  and	  audiovisual	  conditions	  did	  not	  differ	  in	  their	  entrainment	  measures,	  or	  in	  joint	  or	  individual	  stability	  of	  word	  timings.	  	  	  
Discussion.	  When	  making	  up	  stories	  in	  turns	  word	  by	  word,	  the	  participants	   were	   entrained	   to	   each	   other’s	   rhythms,	   even	   though	   the	  word	  rhythms	  themselves	  were	  not	  stable,	  and	  they	  were	  not	  given	  any	  instructions	   related	   to	  word	   rhythm,	   tempo,	   or	   timings	   of	   their	  words.	  Our	  results	  support	  the	  oscillation-­‐based	  model	  of	  turn-­‐taking,	  according	  to	   which	   to	   avoid	   gaps	   and	   overlaps,	   the	   conversation	   partners’	  readiness	   to	   contribute	   oscillates	   in	   antiphase	   (Wilson	   and	   Wilson	  2005).	  The	  participants’	  spontaneous	  mutual	  adaptation	  to	  each	  others’	  word	   rhythms	   stresses	   the	   strength	   of	   speech	   as	   an	   inducer	   of	  entrainment.	  Earlier	   studies	   comparing	   face-­‐to-­‐face	   vs.	   telephone	   dialogues	  suggest	   that	  many	   features	   of	   conversation,	   e.g.	   entrainment	   and	   non-­‐verbal	  communication,	  are	  preserved	  also	  in	  an	  auditory-­‐only	  condition,	  although	   there	   may	   be	   some	   differences	   e.g.	   in	   the	   accuracy	   of	   turn-­‐taking	  (ten	  Bosch	  et	  al.	  2004;	  Bavelas	  et	  al.	  2008).	  In	  our	  results,	  stability	  and	  entrainment	  were	  statistically	  similar	  in	  "telephone-­‐like"	  trials	  (with	  only	  auditory	  connection)	  and	  "video-­‐call-­‐like"	  trials	  (with	  auditory	  and	  visual	   connection).	   Although	   in	   a	   natural	   face-­‐to-­‐face	   conversation,	   the	  entrainment	  of	  non-­‐verbal	  gestures	  might	  also	  increase	  the	  word	  rhythm	  entrainment,	   having	   to	   sit	   still	   in	   the	   chairs	   due	   to	   simultaneous	  MEG	  measurement	   minimized	   the	   amount	   of	   participants’	   gestural	  communication,	   which	   may	   explain	   the	   similarity	   of	   audiovisual	   and	  auditory-­‐only	  conditions.	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6 General	  discussion	  
6.1 Summary	  of	  results	  This	   thesis	   presented	   two	   novel	   methods	   for	   using	   naturalistic	  stimuli	   or	   tasks	   in	   the	   MEG	   environment.	   The	   feasibility	   of	   the	   setups	  was	   demonstrated	   with	   auditory	   N100m	   responses,	   by	   showing	   that	  these	   well-­‐established	   responses	   or	   their	   modulation	   can	   be	   detected	  also	  with	  the	  new	  setups.	  P1	  introduced	  gaze-­‐direction-­‐based	  averaging	  of	  MEG	  traces.	  It	  showed	  that	  audiovisual	  integration	  can	  be	  detected	  in	  the	   responses	   of	   the	   auditory	   cortex	   in	   a	   free-­‐viewing	   task,	   where	   the	  gaze	  direction	  of	   the	   subject	  defined	   the	   congruency	  of	   the	   audiovisual	  stimuli.	   In	   P3,	   the	   reproducible	   and	   similar	   auditory	   responses	   of	   both	  subjects	   showed	   the	   validity	   of	   the	   dual-­‐MEG	   setup	   for	   simultaneous	  measurements	  of	  brain	  responses	  of	  two	  interacting	  persons.	  The	  other	  three	  publications	  of	  the	  thesis—P2,	  P4,	  and	  P5—had	  their	   emphasis	   on	   neurobiological	   (P2)	   or	   behavioural	   (P4,	   P5)	  phenomena,	   but	   also	   aimed	   to	   develop	   new	   naturalistic	   experimental	  setups.	   In	   P2,	   auditory	   cortex	   was	   shown	   to	   respond	   differently	   to	  anticipation	   of	   emotional	   and	   neutral	   sounds.	   In	   addition	   to	   transient	  evoked	   responses,	   sustained	   fields	   during	   the	   8-­‐s	   long	   stimuli	   were	  reliably	  studied	  with	  the	  DC-­‐recording.	  The	  experiments	  of	  P4	  and	  P5	  focused	  on	  turn-­‐taking	  behaviour.	  P4	   showed	   that	   the	   organization	   of	   turn-­‐taking	   guides	   the	   gaze	   of	   a	  viewer	   of	   a	   conversation	   and	   that	   access	   to	   both	   auditory	   and	   visual	  information	  results	  in	  more	  accurate	  following	  of	  the	  conversation	  than	  access	  to	  information	  of	  either	  modality	  alone.	  Creating	  a	  story	  together,	  word	   by	   word,	   in	   P5	   demonstrated	   that	   speech	   is	   a	   strong	   inducer	   of	  behavioural	   entrainment.	   In	   both	   of	   these	   experiments,	   manual	   and	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automatic	  detection	  and	  annotation	  of	  events	  were	  utilised	  and	   further	  developed.	  
6.2 Methodological	   challenges	   of	   naturalistic	   experimental	  
setups	  Bringing	   real-­‐life-­‐like	   experimental	   setups	   to	   a	   brain-­‐imaging	  laboratory	   creates	   several	   methodological	   challenges,	   for	   example	   in	  averaging	  of	  signals,	  and	  in	  handling	  of	  movement	  artifacts.	  Because	  the	  MEG	   signals	   associated	   with	   single	   stimuli	   or	   events	   are	   typically	   tiny	  compared	  with	   the	   background	   noise,	   tens	   or	   even	   hundreds	   of	   single	  responses	  are	  often	  averaged	  to	  enhance	  the	  signal-­‐to-­‐noise	  ratio	  (SNR).	  The	  number	  of	  averaged	  responses	  needed	  for	  acceptable	  SNR	  depends	  on	  the	  type	  of	  the	  stimulus,	  the	  interstimulus	  interval,	  and	  especially	  the	  latency	  of	  the	  response.	  Averaging	  assumes	  that	  the	  signal	  of	   interest	  is	  stable	  from	  one	  stimulus	  to	  another	  and	  that	  it	  is	  embedded	  in	  stationary	  noise,	  in	  which	  case	  the	  SNR	  would	  increase	  proportionally	  to	  the	  square	  root	   of	   N	   (Hari	   et	   al.	   1988).	   However,	   with	   naturalistic	   stimuli,	   the	  situation	  is	  much	  more	  complex	  as	  the	  events	  of	  interest	  are	  embedded	  in	  a	  continuous	  flow	  of	  temporally-­‐varying	  other	  events.	  As	  repetition	  of	  identical	   stimuli	   tens	   of	   times	   is	   not	   an	   option,	   methods	   for	   detecting	  certain	   stimulus	   categories	   within	   continuous	   or	   complex	   stimulation	  are	   needed.	   The	   brain	   responses	   can	   then	   be	   averaged	  with	   respect	   to	  the	  occurrence	  of	  stimuli	  belonging	  to	  the	  same	  class.	  Instead	   of	   a	   set	   of	   pre-­‐classified	   stimuli,	   in	   real-­‐life-­‐like	  experimental	   setups	   the	   stimuli	   may	   consist	   of	   movies,	   audiobooks,	  works	  of	  visual	  art,	  or	  even	  social	   interaction,	  such	  as	  playing	  games	  or	  having	   a	   conversation.	   Therefore,	   additional	  measurements	   for	   picking	  up	   relevant	   events	   and	   classifying	   them	  afterwards,	   such	   as	  movement	  detection	  with	  accelerometers	  or	  electromyography	  (EMG),	  eye	  tracking,	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as	  in	  P1,	  and	  recorded	  voice,	  as	  in	  P5,	  may	  be	  useful	  for	  selection	  of	  data	  epochs	   for	   further	   analysis.	   The	   setup	   presented	   in	   P1	   enables	   the	  averaging	   of	   MEG	   traces	   time-­‐locked	   to	   the	   moment	   the	   subject	   is	  viewing	   a	   certain	   detail	   in	   an	   image.	   We	   recently	   applied	   a	   similar	  approach	   for	   predicting	   image	   relevance	   for	   the	   viewer	   (Kauppi	   et	   al.	  2015);	   combining	   the	   gaze-­‐based	   and	   the	   MEG-­‐based	   classifiers	  outperformed	  the	  prediction	  of	  classifiers	  using	  either	  signal	  alone.	  Recording	   and	   annotating	   a	   subject’s	   behaviour	   can	   be	   useful	  especially	  in	  experiments	  with	  real-­‐time	  social	  interaction.	  For	  example,	  conversation	  analysis	  has	  a	  long	  tradition	  of	  annotating	  and	  transcribing	  both	   real-­‐life	  verbal	  and	  non-­‐verbal	   interaction.	  Thus,	  multidisciplinary	  cooperation	   may	   be	   beneficial	   in	   defining	   and	   detecting	   the	   relevant	  features	   of	   the	   behaviour,	   as	   was	   done	   in	   P4	   in	   annotation	   of	   the	  conversation	  stimuli.	  However,	  manual	  analysis	  of	   the	  behavioural	  data	  can	  be	  very	  time-­‐consuming,	  and	  objective	  classification	  may	  be	  difficult	  to	   reach.	   Consequently,	   developing	   automated	   detection	   of	   features	   of	  interest,	  such	  as	  detection	  of	  voice	  onset	  and	  offset	  that	  was	  used	  in	  P5,	  is	  important.	  However,	   even	   when	   the	   events	   of	   interest	   are	   accurately	  detected	   and	   categorized	   within	   the	   natural	   stimulus	   flow,	   response	  averaging	   has	   some	   drawbacks.	   The	   features	   of	   stimuli	   cannot	   be	  simplified	  to	  the	  extent	  that	  all	  their	  variables	  could	  be	  controlled,	  brain	  areas	  of	  interest	  may	  respond	  to	  features	  that	  are	  not	  synchronized	  with	  stimulus	  onset,	  and	  the	  response	  to	  a	  certain	  stimulus	  can	  depend	  on	  the	  context	  where	   it	   is	  presented	  (Ben-­‐Yakow	  2012).	  One	  possible	  solution	  would	   be	   to	   use	   blind-­‐signal-­‐separation	   methods	   that	   do	   not	   require	  previous	   information	  about	  stimulus	   timing	  or	  categories.	  For	  example,	  independent	   component	   analysis	   (ICA)	   discriminates	   patterns	   of	   brain	  activity	  that	  can	  be	  correlated	  with	  the	  stimuli	  (for	  an	  fMRI	  application,	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see	  Malinen	   et	   al.,	   2007).	   In	   reverse	   correlation	  methods	   activations	  of	  brain	   areas	   of	   interest	   are	   continuously	   monitored	   during	   stimulus	  presentation,	   and	   when	   the	   signal	   exceeds	   a	   certain	   threshold,	   the	  preceding	  event	  in	  the	  stimulus	  is	  examined	  (see	  e.g.	  Hasson	  et	  al.,	  2004).	  Focusing	  the	  analysis	  on	  transient	  evoked	  responses	  also	  ignores	  the	   long	   time	   scales	   of	   neural	   processing,	   although	   real-­‐life	   events	  typically	   unfold	   over	  minutes	   or	   even	   hours	   (Hasson	   2012).	   Recording	  the	  MEG	  with	  a	  wide	  band	  starting	  from	  DC	  enables	  reliable	  detection	  of	  sustained	   activation,	   as	   in	   P2,	   where	   the	   auditory	   cortices’	   sustained	  fields	  were	  examined	  during	  listening	  to	  emotional	  sounds.	  Movement	  artifacts	  are	  also	  a	  significant	  challenge	  in	  naturalistic	  MEG	   experiments	   of	   social	   interaction,	   especially	   if	   speech	   is	   included.	  Eye	  movements	  and	  blinks	  both	  produce	  strong	  artifacts	  (Antervo	  et	  al.	  1985),	  and	  so	  do	  the	  muscles	  in	  the	  face	  and	  neck	  area,	  for	  example	  the	  jaw	   and	   tongue	   muscles	   during	   speech	   (Vanhatalo	   et	   al.	   2003).	   The	  artifact-­‐containing	  epochs	  can	  be	  rejected	  based,	  for	  example,	  on	  EOG	  or	  EMG,	   if	   they	   do	   not	   coincide	   with	   the	   events	   of	   interest.	   In	   such	  experiments,	   separating	   the	   artifact-­‐including	   components	   by	   ICA	  may	  help	  (Vigario	  et	  al.	  2000;	  Rong	  and	  Contreras-­‐Vidal	  2006;	  Mantini	  et	  al.	  2008).	   One	   challenge	   in	  designing	  natural	   stimuli	   or	   task	   is	   to	   find	   the	  balance	  between	  ecological	  validity	  and	  controllability.	  P4	  and	  P5	  aimed	  to	  design	  and	  test	  setups	  for	  studying	  turn-­‐taking	  behaviour	   in	  MEG.	   In	  P4,	   the	   approach	   was	   to	   present	   a	   pre-­‐recorded	   video	   of	   real	  conversation	   to	   non-­‐involved	   viewers.	   In	   this	   setup,	   exactly	   the	   same	  natural	   conversation	   could	   be	   repeated	   to	   each	   subject,	   enabling	   the	  analysis	   of	   the	   similarity	   of	   the	   viewers’	   gaze	   behaviour	   in	   relation	   to	  different	  conversational	  events,	  and	  the	  evaluation	  of	  the	  effect	  of	  verbal	  and	   nonverbal	   cues	   independently	   of	   each	   other.	   The	   passive	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observation	   task	   could	   have	   impaired	   the	   viewers’	   tuning	   into	   the	  natural	   conversation	   rhythm,	  but	   their	  gaze	  behaviour	   implied	   that	   the	  experimental	   setup	   was	   natural	   enough	   to	   trigger	   real-­‐life-­‐like	   gaze	  patterns.	  The	   task	   of	   P5,	   creating	   a	   short	   story	   together	   word	   by	   word,	  took	   a	  more	   interactive	   approach	   to	   the	   turn-­‐taking	   behaviour.	   In	   this	  setup,	   turns	  were	   simplified	   to	   duration	   of	   only	   one	  word,	  making	   the	  task	  unambiguous	  to	  the	  subjects.	  The	  turns	  also	  alternated	  much	  faster	  than	   in	   real	   conversation,	   enabling	   higher	   number	   of	   turns	   during	   one	  measurement	   session	   than	  would	  be	  possible	  with	  complete	   sentences.	  Simultaneously,	  the	  task	  preserved	  the	  phonological,	  syntactic,	  semantic,	  and	   situational	   levels	   of	   speech	   processing,	   allowing	   the	   subjects	   to	  entrain	  or	  adapt	  their	  speech	  on	  multiple	  levels,	  which	  may	  have	  affected	  their	   overall	   synchronization.	   Simpler	   tasks,	   such	   as	   uttering	   letters	   in	  alternating	  turns	  (Kawasaki	  et	  al.	  2013)	  or	  tapping	  fingers	  in	  anti-­‐phase	  (Nowicki	   et	   al.	   2013)	   also	   induce	   interpersonal	   coordination	   and	  adaptation,	  but	  mainly	  through	  automatic	  entrainment	  processes.	  
6.3 On	  audiovisual	  speech	  and	  conversation	  The	   experiments	   P1,	   P4	   and	   P5	   dealt	   with	   audiovisual	   speech.	  Access	   of	   both	   speech-­‐related	   and	   other	   types	   of	   visual	   information	   to	  the	  auditory	  cortex	  are	  widely	  studied	  (for	  a	  review,	  see	  e.g.	  Bulkin	  and	  Groh	  2006).	  Our	  results	  in	  P1	  are	  in	  line	  with	  the	  prior	  studies,	  showing	  the	   modulation	   of	   auditory	   cortex	   responses	   to	   audiovisual	   compared	  with	   auditory	   only	   vocalizations	   (Sams	   et	   al.	   1991;	   Besle	   et	   al.	   2004;	  Ghazanfar	   et	   al.	   2005;	   Ghazanfar	   et	   al.	   2008),	   and	   also	   to	   incongruent	  compared	  with	  congruent	  vocalizations	  (Klucharev	  et	  al.	  2003;	  Lebib	  et	  al.	   2003).	   The	   timing	   of	   auditory	   and	   visual	   stimuli	   is	   crucial,	   as	   the	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audiotory	   and	   visual	   information	   are	   integrated	   only	   if	   the	   auditory	  stimulus	   follows	   the	   visual	   stimulus	   with	   an	   optimal	   lag	   (van	  Wassenhove	   et	   al.	   2005;	   van	  Wassenhove	   et	   al.	   2007).	   The	   reason	   for	  this	  may	  be	  that	  the	  visual	   information	  resets	  the	  phase	  of	  the	  auditory	  cortex	   oscillations,	   so	   that	   when	   the	   auditory	   information	   arrives,	   the	  neurons	  of	  the	  auditory	  cortex	  are	  in	  a	  state	  of	  high	  excitability	  (Lakatos	  et	  al.	  2007;	  Schroeder	  et	  al.	  2008).	   In	   speech,	   for	  example,	   the	  onset	  of	  the	  mouth	  movement	  typically	  precedes	  the	  voice	  by	  about	  100–300	  ms	  (Chandrasekaran	  et	  al.	  2009),	  which	  could	  explain	  the	  better	  and	  faster	  audiovisual	  speech	  perception.	  	  Access	   to	   both	   auditory	   and	   visual	   information	   seems	   to	   be	  useful—although	   not	   necessary—also	   for	   turn-­‐taking	   in	   conversation	  (Sellen	  1995;	  ten	  Bosch	  et	  al.	  2004).	  The	  between-­‐turn	  pauses	  have	  been	  observed	  to	  be	  longer	  (ten	  Bosch	  et	  al.	  2004)	  and	  more	  interruptions	  to	  happen	   (Sellen	   1995)	   in	   face-­‐to-­‐face	   versus	   telephone-­‐mediated	  conversations,	   which	   may	   reflect	   the	   importance	   of	   nonverbal	   cues	   in	  keeping	   or	   taking	   the	   speaking	   turn.	   However,	   these	   differences	   were	  not	   seen	   with	   videoconference	   calls,	   but	   only	   when	   the	   conversation	  participants	  were	  present	   in	   the	   same	  room	  (Sellen	  1995).	   In	   line	  with	  the	   earlier	   results,	   the	   entrainment	   of	   speakers	   in	   P5	   did	   not	   differ	  between	   the	   auditory-­‐only	   and	   video-­‐mediated	   audiovisual	   conditions.	  In	   P4	   we	   showed	   that	   the	   viewers	   of	   conversation	   follow	   the	   turn	  transitions	  more	   accurately	   in	   the	   audiovisual	   condition	   than	   in	   either	  auditory-­‐only	  or	  visual-­‐only	  conditions.	  In	  P4,	  the	  nonverbal	  cues	  of	  turn	  transition	  may	  have	  been	  more	   important	   for	   the	  viewers	   than	   in	   turn-­‐taking	   in	   P5,	   where	   the	   turns	   were	   pre-­‐defined	   and	   unambiguous.	  Altogether,	   including	  both	  auditory	  and	  visual	   channels	  of	   good	  quality	  to	   experiments	   of	   conversation	   is	   important,	   and	   that	   is	   why	   also	   the	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dual-­‐MEG	   setup	   presented	   in	   P3	   has	   later	   been	   updated	   to	   cover	   both	  modalities.	  The	   behavioural	   experiments	   of	   this	   thesis,	   P4	   and	   P5,	   showed	  that	   speech	   and	   turn-­‐taking	   are	   strong	   inducers	   of	   interpersonal	  behavioural	   synchrony,	   whether	   as	   non-­‐involved	   viewers	   of	   the	  conversation,	   or	   as	   active	   participants	   in	   joint	   sentence	   production.	  Despite	   many	   hypotheses	   presented	   on	   the	   neural	   mechanisms	   of	  conversation-­‐induced	   synchrony	   and	   turn-­‐taking,	   the	   brain	   basis	   of	  conversation-­‐related	  phenomena	  is	  still	  widely	  unknown.	  
6.4 Future	  directions	  The	   experimental	   setups	   presented	   in	   this	   thesis	   could	   be	  utilised	   in	   many	   different	   types	   of	   MEG	   studies	   aiming	   to	   unravel	   the	  neural	   basis	   of	   social	   interaction.	   For	   example	   the	   hypothesis	   of	  entrainment	  of	  motor-­‐cortex	  oscillations	  of	  the	  speaker	  and	  the	  listener	  around	   the	   turn	   transition	   as	   the	   basis	   of	   smooth	   turn-­‐taking	   (Wilson	  and	  Wilson	   2005;	   Scott	   et	   al.	   2009)	   could	   be	   tested	   by	   using	   the	   dual	  MEG	   system	   to	   study	   two	   persons	   in	   real	   conversation.	   Because	   of	   its	  high	  temporal	  resolution,	  MEG	  is	  especially	  well	  suited	  for	  studying	  such	  fast	   phenomenon	   as	   turn-­‐taking,	   and	   the	   high	   accuracy	   of	   data	  synchronisation	   would	   allow	   analysis	   of	   phase	   coupling	   of	   the	   motor	  cortex	  oscillations.	  Even	   though	   the	   word-­‐game	   task	   offers	   frequent	   changes	   of	  turns,	   and	   thus	   ensures	   a	   large	   enough	   number	   of	   turn	   transitions	   for	  data	  analysis,	  the	  turn-­‐taking	  in	  this	  task	  is	  not	  representative	  of	  natural	  turn-­‐taking	   in	   duration,	   and	   thus,	   for	   example,	   an	   interview	   would	   be	  better	   suited	   for	   studying	   this	   question.	   The	   timing	   of	   the	   events	   of	  interest,	   i.e.	   turn	   transitions,	   could	  be	  automatically	  picked	  up	  with	   the	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voice	   detection	   algorithm.	   Finally,	   combining	   eye	   tracking	   to	   MEG	  measurement	  would	  also	  allow	   to	  assess	   the	   influence	  of	  gaze	  on	   turn-­‐taking	   and	   its	   timing,	   as	   the	   gaze	   is	   one	   of	   the	   cues	   signalling	  approaching	   turn	   transition	   (Kendon	   1967;	   Levine	   and	   Sutton-­‐Smith	  1973;	  Novick	  et	  al.	  1996).	  	  The	   methods	   for	   naturalistic	   experimental	   setups	   in	   MEG	  presented	   in	   this	   thesis—the	   dual	   MEG	   system,	   combined	   with	  automatised	   categorisation	   or	   annotation	   of	   events	   of	   interest—offer	   a	  possibility	   to	   study	   the	   brain	   basis	   of	   different	   types	   of	   mutually	  interdependent	   behaviour	   that	   could	   not	   be	   studied	   by	  measuring	   one	  person’s	  brain	  activity	  at	  a	  time.	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