Adaptive Least-Squares Finite Element Methods for Linear Transport
  Equations Based on an H(div) Flux Reformulation by Liu, Qunjie & Zhang, Shun
ADAPTIVE LEAST-SQUARES FINITE ELEMENT METHODS
FOR LINEAR TRANSPORT EQUATIONS
BASED ON AN H(DIV) FLUX REFORMULATION
QUNJIE LIU ∗ AND SHUN ZHANG†
Abstract. In this paper, we study the least-squares finite element methods
for the linear hyperbolic transport equations. The linear transport equation
naturally allows discontinuous solutions, while the normal component of the
flux across the mesh faces needs to be continuous. Traditional least-squares
finite element methods using continuous finite element approximations will
introduce unnecessary extra error for discontinuous solutions. In order to sep-
arate the continuity requirements, a new flux variable is introduced. With
this reformulation, the continuities of the flux and the solution can be handled
separately and in natural H(div; Ω)×L2(Ω) conforming finite element spaces.
Several variants of the methods are developed to handle the inflow bound-
ary condition strongly or weakly. With the reformulation, the least-squares
finite element methods can handle discontinuous solutions much better than
the traditional continuous polynomial approximations. With natural least-
squares functionals as a posteriori error estimators, the methods can resolve
the discontinuity even when the mesh is not aligned with discontinuity. The
smearing and overshooting phenomena are also very mild with adaptive meth-
ods. Existence and uniqueness of the solutions and a priori and a posteriori
error estimates are established for the proposed methods. Extensive numerical
tests are performed to show the effectiveness of the methods developed in the
paper.
Key words. least-squares finite element methods, linear hyperbolic equation, linear transport
equation, a priori error estimate, a posteriori error estimate, discontinuous solution
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1. Introduction. In this paper, we consider the following linear transport equa-
tion in the conservative form. It is a scalar linear partial differential equation of
hyperbolic type, which is also called the linear advection equation:
∇ · (βu) + γu = f in Ω,(1.1)
u = g on Γ−,
with β an advection field and Γ− the inflow boundary. Detailed descriptions of the
equation can be found in Section 2.
When developing a finite element method for a linear problem, it is essential
to have two important properties [AFW10]: one is the numerical stability, i.e., the
resulting discrete problem is well-posed; the other one is the consistency. In the
case of the conforming finite element, which means that the finite element space is a
finite dimensional subspace of the abstract space that the weak(true) solution of the
variational problem belongs to, the consistency is then a result of the combination of
the continuity of the weak problem and the approximation error.
For some classical functional spaces, their corresponding conforming finite element
spaces are well-known. For example, the piecewise discontinuous polynomial space for
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L2(Ω), the global continuous piecewise polynomial space for H1(Ω), Raviart-Thomas
(RT) and Brezzi-Douglas-Marini (BDM) spaces forH(div; Ω), Ne´de´lec edges spaces for
H(curl; Ω). When these spaces are constructed, it is essential to study the continuity
requirements of the corresponding abstract spaces: H1(Ω) requires the discrete space
to be continuous, H(div; Ω) needs the discrete space to be continuous in the normal
direction on the element faces(3D) or edges(2D), while H(curl; Ω) requires the discrete
space to be continuous in the tangential direction on the element edges.
A wrongly chosen space will introduce unnecessary numerical errors on both a
priori and a posteriori stages. For example, for the vector Laplacian on a nonconvex
polygon, if continuous piecewise linear vector functions which belong to a subspace
of H1(Ω)d ∩H(div; Ω) are used to approximate the solution, the numerical solution
will converge to a wrong function. The reason is that for nonconvex polyhedron,
H1(Ω)d ∩H(div; Ω) is only a proper closed subspace of H(curl; Ω)∩H(div; Ω) where
the true solution belongs to, see [Cos91, AFW10]. The other example is an example
in recovery based a posteriori error estimator we discussed in [CZ09]. For the diffusion
equation −div(α∇u) = f , the flux −α∇u is in H(div; Ω), but neither the gradient ∇u
nor the flux −α∇u belongs to H1(Ω)d. If continuous piecewise linear vector functions
are used to recover the gradient or the flux as in the standard ZZ error estimator, it
will cause unnecessary refinements in many places. Thus, it is extremely important
to choose the right approximation space with respect to the abstract solution space.
Nothing more, nothing less.
As pointed in almost all partial differential equation books, it is crucial to realize
that unlike the elliptic or parabolic equations where the solution is generally smooth,
hyperbolic equations commonly have discontinuous solutions. When choosing a
finite element approximation space for hyperbolic equations, we should pay special
attentions.
First, we review some known abstract variational formulations for the linear trans-
port equation. We modified the formulations to the conservative settings here. Let
W = {v ∈ L2(Ω) : ∇ · (βv) ∈ L2(Ω)}.
(Variational formulation 1) [DPE12] Find u ∈W , such that
(1.2) (∇ · (βu), v) + (γu, v) + (β · nu, v)Γ− = (f, v) + (β · ng, v)Γ− , ∀v ∈ L2(Ω).
(Variational formulation 2) [DHSW12] Find u ∈ L2(Ω), such that
(1.3) (u,−β · ∇v + γv) = (f, v)− (g,β · nv)Γ− , ∀v ∈ Y,
with Y = {v : v ∈ L2(Ω),β · ∇v ∈ L2(Ω), v|Γ+ = 0}.
(Variational formulation 3 (least-squares)) [CJ88, Jia98, BC01a, BC01b, DSMMO04,
BG09, BG16] Find u ∈W , such that
(1.4)
(∇·(βu)+γu,∇·(βv)+γv)+(β ·nu, v)Γ− = (f,∇·(βv)+γv)+(β ·ng, v)Γ− , ∀v ∈W.
In formulations 1 and 3, the trial space is W , in the formulation 2, the test space is
Y . It is well-known that if the standard C0 piecewise polynomial space is used as
trial and test spaces for the variational formulation 1 (1.2), the method frequently
does not give reasonable results in contrast to the elliptic and parabolic cases [Joh87].
It is also true for the least-squares variational formulations (1.4), for the simplest
piecewise constant discontinuity problem (see the numerical example 7.1), continuous
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finite element approximations will introduce unnecessary error, since even the simplest
piecewise constant solution is not in the approximation space. If an adaptive method is
used, the error indicator will always indicate unnecessary big errors for those elements
on the discontinuous region, even when the mesh is fine enough to almost match the
discontinuity. Also, Gibbs phenomena like spurious over-shootings are very possible
near the discontinuity. The reason is pretty simple, continuous finite element space
⊂ H1(Ω) ⊂W is not good for approximating discontinuous functions.
The method in [DHSW12] uses L2(Ω) as the trial space, so the standard dis-
continuous piecewise polynomial space can be used as the discrete trial space, but
the test space Y is essentially as complicated as W and needs a very dedicated and
complicated construction.
On the other hand, a close look at the space W will find that simple piecewise
discontinuous polynomial space is not its subspace since it needs another continuity
reqiremenent. For a true solution u ∈W , the condition of ∇·(βu) ∈ L2(Ω) essentially
means
u ∈ L2(Ω) and βu ∈ H(div; Ω).
Thus the continuity in the normal direction of βu needs to be enforced in a strong or
weak way. This is probably the reason why continuous finite element spaces are used
in [CJ88, Jia98, BC01a, BC01b, DSMMO04, BG09, BG16], since continuous finite
element space is a subspace of W . The only problem is that it requires too much
continuity: u may not be continuous at all. In this sense, the famous discontinuous
Galerkin method is a right method [RH73, LR74, BMS04] while dealing with the
approximation space. In DG methods, the solution is approximated in piecewise
discontinuous polynomial space, while the continuity of the normal component of βu
is enforced weakly.
In this paper, we propose new variational formulations with flux reformulation.
Introduce the flux σ = βu, then we have a first order system with appropriate bound-
ary conditions:
(1.5) σ − βu = 0 and ∇ · σ + γu = f.
With the solution (σ, u) ∈ H(div; Ω) × L2(Ω), in order to develop a variational for-
mulation, we also need the test spaces and their discrete subspaces, and make sure
that the discrete problem is well-posed. One way to set up a variational problem for
a first order system is developing a mixed type of formulation. But the equation here
is unusual and non-symmetric, the stability of the mixed formulation is not clear.
The other way of developing a numerical method is using a Petrov-Galerkin formula-
tion as in [DHSW12, DG10, DG11], where special test functions are constructed. In
this paper, we will use the brute-force method by introducing an artificial, externally
defined energy-type variational principle, the least-squares variational principle.
Traditionally, new unknowns are introduced in the least-squares finite element
method in order to decrease the order of problem, e.g., changing the problem from a
second order equation into a first order system so that the resulting discrete problem
can use low order finite elements and has a reasonable condition number. For the linear
transport equation we study here, it seems unnecessary to introduce new unknowns
since the problem is already a first order equation. The reason we introduce the new
flux σ is that different continuity requirements can be handled separately. In (1.5),
the space requirements for the unknowns are two standard spaces: σ ∈ H(div; Ω) and
u ∈ L2(Ω). Standard Raviart-Thomas RTk space and the piecewise discontinuous
space Pk can be used to approximate them.
4 Q. LIU AND S. ZHANG
For the inflow boundary condition, since the space for u is now only L2, we enforce
it on σ. It can be handled strongly or weakly, thus several closely related least-
squares finite element methods are developed here. We call the methods LSFEM
and LSFEM-B to denote the method that enforces the boundary condition in the
space or by a penalty term, separately. Different weights can be chosen to handle the
inflow boundary condition weakly, which lead to two different versions of LSFEM-B
methods.
The least-squares finite element methods have several attractive properties: the
linear system it produced is symmetric positive definite, and it has a natural and
sharp a posteriori error estimator that can be used in adaptive mesh refinements.
Because the discrete system is naturally SPD, it opens doors for advanced discrete
solves like algebraic multigrid [DSMMO04]. For the a posteriori error estimator for
the linear hyperbolic equation, although there are several researches in this direction,
the results are less satisfactory compared with the elliptic equations. Normally, only
the upper reliability bound is developed, the lower efficiency bound is often not proved
[GHM14] or only proved under a saturation assumption[Bur09]. In our methods, the
least-squares functional is a natural and sharp error indicator. With respect to the
least-squares norms, the error indicator is exact with effectivity constant 1. It is also
the best one can get from a posteriori estimator: the numerical methods minimize the
least-squares energy, the error indicators estimate exactly the error in least-squares
energy norms and point out the bad approximated elements.
Because of the reformulation, the methods developed in the paper can use the
lowest order finite element approximation spaces: RT0 and P0. For discontinuous so-
lutions with unaligned meshes, P0 approximations can reduce the over/under shoot-
ings. Combined with the adaptive mesh refinements, we show numerically that both
over/undershooting effects and the smearing effects can be reduced to almost invisible
in ”the eye-ball norm”.
The computational cost of our method is also comparable to the standard dis-
continuous Galerkin method. For standard discontinuous Galerkin method [BMS04,
DPE12], the lowest element can be used is the linear elements, and there is a half
order loss in the convergence rate even when the solution is globally continuous. Even
though an extra unknown, the flux, is introduced, because we can use the lowest order
elements RT0 and P0, the overall degrees of freedoms are of similar size. And when
the mesh is aligned with the discontinuity, the convergence rate of errors in the least-
squares norms is always optimal. For the case the solution is globally continuous,
numerically, we find that the L2 norm of the solution error is also of optimal order.
Besides the LSFEMs with problematic continuous approximations, the noncon-
forming LSFEM in [DHSW12] and the similar method in [MY18] use discontinuous
approximations. The continuity of the normal component of the flux βu is weakly
enforced by adding a jump term into the discrete formulation. Compared with these
methods, the advantages of our methods are that no jump terms on inter-elements
faces/edges are needed, which simplifies the implementation. Besides, it is still not
very clear what are the right or optimal weight and form of those inter-element jumps,
see [DHSW12, MY18].
The paper is organized as follows. Section 2 describes the model linear hyperbolic
transport problem. Based on a flux reformulation, a least-squares variational problem
with strong enforced inflow boundary condition is presented in section 3. Correspond-
ing LSFEM is developed in Section 4, a priori and a posteriori error estimates are
established. Sections 5 and 6 develop two versions of least-squares variational for-
mulations and corresponding finite element methods with weakly enforced boundary
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conditions. Section 7 provides numerical results for many test problems. In Section
8, we make some concluding remarks.
2. Model Linear Hyperbolic Transport Equation. Let Ω be a bounded
polyhedral domain in <d with Lipschitz boundary. We assume the advective velocity
field β = (β1, · · · , βd)T is a vector-valued function defined on Ω¯ with β ∈ [C1(Ω)]d
for simplicity. We also assume γ ∈ L∞(Ω) satisfying:
γ +
1
2
∇ · β ≥ 0.
Note when ∇ · β = 0 (for example, β is a constant vector), γ can be 0.
We define the inflow and outflow parts of ∂Ω in the usual fashion:
Γ− = {x ∈ ∂Ω : β(x) · n(x) < 0} = inflow,
Γ+ = {x ∈ ∂Ω : β(x) · n(x) > 0} = outflow,
where n(x) denotes the unit outward normal vector to ∂Ω at x ∈ ∂Ω.
(Assumptions of β and γ) We assume that one of the following assumptions on
the coefficients is true:
(i) 0 < |β| < C. For every xˆ ∈ Γ−, let x(r) be a streamline of β with initial
condition x(r0) = xˆ. Assume that there exits a transformation to a coordinate
system such that the streamlines are lined up with the r coordinates direction
and the Jacobian of the transformation is bounded. We also assume that every
streamline connects Γ− and Γ+ with a finite length `(xˆ) for xˆ ∈ Γ−. Note that
this case includes the case β is a nonzero constant vector.
(ii) There exists a positive γ0, such that
γ +
1
2
∇ · β ≥ γ0 > 0 in Ω.
We also assume that the inflow and outflow boundaries are well-separated.
Note that this case does not include an important case that β is a constant
vector and γ = 0.
Define the following trace space
L2(|β · n|; Γ−) := {v is measurable on ∂Ω :
∫
Γ−
|β · n|v2 <∞}.
For the inhomogeneous boundary condition u = g on Γ−, we assume g ∈ L2(|β ·
n|; Γ−).
Theorem 2.1. (Existence and uniqueness of the solution of the linear transport
equation) For g ∈ L2(|β · n|; Γ−), the linear transport equation (1.1) has a unique
solution in W assuming one of assumptions of β and γ is true.
The proof of the theorem with the assumption (i) is based on standard ODE theory,
and can be founded in [DHSW12, DSMMO04]. For the case with the assumption (ii),
the proof can be founded in [DHSW12] and Chapter 2 of [DPE12].
Remark 2.2. In [DSMMO04], it is showed that the existence and uniqueness still
hold if the requirement of the inflow boundary condition g is relaxed to∫
Γ−
g2`(x(s))|β · n|/|β|ds <∞,
where `(x) is the length of the streamline defined by β connecting the inflow boundary
to the outflow boundary.
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Remark 2.3. An equivalent non-conservative reformulation is
β · ∇u+ µu = f in Ω,(2.1)
u = g on Γ−,
with µ = γ +∇ · β.
All the methods developed in this paper can be applied to this form of equation by
changing it to the conservative formulation.
3. Least-Squares Variational Problem Based on Flux Reformulation.
In this section, a least-squares variational problem based on flux reformulation is
introduced. The boundary condition is strongly enforced in the trial space. The
existence and uniqueness of the formulation is discussed.
3.1. Least-squares problem. Introduce the flux σ = βu, then
σ − βu = 0 and ∇ · σ + γu = f.
And since ∇ · σ = f − γu ∈ L2(Ω), the flux σ ∈ H(div; Ω).
The inflow boundary condition u = g on Γ− can also be written as
σ · n = (β · n)g, on Γ−.
Define the following spaces:
Hg,−(div; Ω) := {τ ∈ H(div; Ω) : τ · n = (β · n)g on Γ−},
H0,−(div; Ω) := {τ ∈ H(div; Ω) : τ · n = 0 on Γ−}.
Then the least-squares variational problem is: Seek solutions (σ, u) ∈ Hg,−(div; Ω)×
L2(Ω), such that
(3.1) J (σ, u; f, g) = inf
(τ ,v)∈Hg,−(div;Ω)×L2(Ω)
J (τ , v; f, g),
with the least-squares functional J defined as
(3.2) J (τ , v; f, g) := ‖τ−βv‖20 +‖∇·τ +γv−f‖20, ∀(τ , v) ∈ Hg,−(div; Ω)×L2(Ω).
Its corresponding Euler-Lagrange formulation is: Find (σ, u) ∈ Hg,−(div; Ω) ×
L2(Ω), such that
(3.3) a(σ, u; τ , v) = (f,∇ · τ + γv), ∀(τ , v) ∈ H0,−(div; Ω)× L2(Ω),
where for all (τ , v), (ρ, w) ∈ H(div; Ω)× L2(Ω), the bilinear form is defined as
a(τ , v;ρ, w) = (τ − βv,ρ− βw) + (∇ · τ + γv,∇ · ρ + γw).
Lemma 3.1. Assuming that the coefficients β and γ satisfy one of the assumptions
(i) or (ii), the following defines a norm for (τ , v) ∈ H0,−(div; Ω)× L2(Ω):
(3.4) |||(τ , v)||| := (‖τ − βv‖20 + ‖∇ · τ + γv‖20)1/2 = a(τ , v; τ , v)1/2.
Proof. The linearity and the triangle inequality are obvious for |||(τ , v)|||. Now if
|||(τ , v)||| = 0, it follows
τ = βv and ∇ · τ + γv = 0.
Thus, ∇·(βv)+γv = 0. From the facts τ = βv and τ ·n = 0 on Γ−, we get β ·nv = 0
on Γ−. Since β · n 6= 0 on Γ−, v = 0 on Γ−. By Theorem 2.1, v = 0 is the only
solution, thus τ = 0. The norm ||| · ||| is well defined.
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Remark 3.2. It is also clear that
|||(τ , v)|||K :=
(‖τ − βv‖20,K + ‖∇ · τ + γv‖2K,0)1/2
is a semi-norm on an element K ∈ T .
Now, we show the existence and uniqueness of solutions of the least-squares prob-
lem by an indirect proof.
Theorem 3.3. The least-squares problem (3.1) has a unique solution (σ, u) ∈
Hg,−(div; Ω) × L2(Ω) with the assumption g ∈ L2(|β · n|; Γ−) and the data β and γ
satisfying the assumptions (i) or (ii).
Proof. For the existence, with the assumption of g ∈ L2(|β · n|; Γ−), by the
existence Theorem 2.1, there exists a ug ∈ W ⊂ L2(Ω), such that ug = g on Γ−
satisfying (1.1). Let σg = βug, then
‖σg‖0 ≤ ‖β‖∞‖ug‖0, ‖∇ · σg‖0 = ‖f − γug‖0 ≤ ‖f‖0 + ‖γ‖∞‖ug‖0.
Also, on the inflow boundary, σg · n = β · nug = (β · n)g. Thus σg ∈ Hg,−(div; Ω).
That is, the minimization problem has a minimizer (σg, ug) ∈ Hg,−(div; Ω) × L2(Ω)
with J (σg, ug; f, g) = 0.
For the proof of uniqueness, let (σ1, u1) ∈ Hg,−(div; Ω) × L2(Ω) and (σ2, u2) ∈
Hg,−(div; Ω)× L2(Ω) be two solutions of (3.1) or (3.3), and let
E = σ1 − σ2 and e = u1 − u2.
It follows that
a(E, e;E, e) = a(σ1, u1;E, e)− a(σ2, u2;E, e) = (f,∇ ·E + γe)− (f,∇ ·E + γe) = 0.
So |||(E, e)||| = 0, thus E = 0 and e = 0. The uniqueness is then proved.
Remark 3.4. From the proofs of the above lemma and theorem, we can even
further reduce the requirements of β and γ, as long as they ensure the existence and
uniqueness of the solution.
4. Least-Squares Finite Element Method Based on Flux Reformula-
tion. In this section, we develop an LSFEM based on the least-squares variational
problem developed in the previous section and derive the a priori and a posteriori
error estimates.
4.1. Least-squares finite element method. Let T = {K} be a triangulation
of Ω using simplicial elements. The mesh T is assumed to be regular. Also, we denote
the set of edges/faces of the triangulation T on inflow boundary Γ− by E−. For an
element K ∈ T and integer k ≥ 0, let Pk(K) be the space of polynomials with degrees
less than or equal to k. Define the finite element spaces RTk and Pk as follows:
RTk := {τ ∈ H(div; Ω) : τ |K ∈ Pk(K)d + xPk(K), ∀K ∈ T },
and
Pk := {v ∈ L2(Ω): v|K ∈ Pk(K), ∀K ∈ T }.
(Assumption on the boundary data) For simplicity, we assume (β · n)g on Γ−
can be approximated exactly by the trace of RTk space on Γ−, i.e., g|F ∈ Pk(F ),
for all faces/edges F ∈ E−. Note that this assumption still allows the discontinuous
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boundary condition, but it does require that the boundary mesh is aligned with the
discontinuity. For an arbitrary g, we need to first interpolate or project (β · n)g to
the piecewise polynomial space.
Define
RTk,g,− := {τ ∈ RTk : τ · n = (β · n)g on Γ−},
then our discrete LSFEM problem is:
(LSFEM Problem) We seek solutions (σh, uh) ∈ RTk,g,− × Pk, such that
(4.1) J (σh, uh; f, g) = inf
(τ ,v)∈RTk,g,−×Pk
J (τ , v; f, g).
Or equivalently, find (σh, uh) ∈ RTk,g,− × Pk, such that
(4.2) a(σh, uh; τ , v) = (f,∇ · τ + γv), ∀(τ , v) ∈ RTk,0,− × Pk.
4.2. Interpolations and their properties. In order to derive a priori error
estimates, we introduce some interpolations and their properties. Note that all prop-
erties here are local.
Denote by pik : L
2(Ω) 7→ Pk the L2-projection onto Pk, we have: for v ∈ Hs(K),
s > 0,
(4.3) ‖v − pikv‖0,K ≤ Chmin{s,k+1}|v|s,K , ∀ K ∈ T .
For s > 0, denote by Irtk : H(div; Ω)∩ [Hs(Ω)]d 7→ RTk the standard RT interpolation
operator [BBF13]. It satisfies the following approximation property: for τ ∈ Hs(K)d,
s > 0,
(4.4) ‖τ − Irtk τ‖0,K ≤ Chmin{s,k+1}K |τ |s,K , ∀ K ∈ T .
(The estimate in (4.4) is standard for s ≥ 1 and may be proved by the average Taylor
series developed in [DS80] and the standard reference element technique with Piola
transformation for 0 < s < 1.) The following commutativity property is well-known:
(4.5) ∇ · (Irtk τ ) = pik∇ · τ , ∀ τ ∈ H(div; Ω) ∩Hs(Ω)d with s > 0.
Thus the following approximation property holds: for τ ∈ Hs(K)d and∇·τ ∈ Hs(K),
s > 0,
(4.6) ‖∇·(τ−Irtk τ )‖0,K = ‖∇·τ−pik(∇·τ )‖0,K ≤ Chmin{s,k+1}K |∇·τ |s,K , ∀ K ∈ T .
Remark 4.1. We use H(div; Ω) ∩ [Hs(Ω)]d instead of the choice {τ ∈ Lp(Ω)d
and ∇ · τ ∈ L2(Ω)} for p > 2 or W 1,t(K) for t > 2d/(d+ 2) in [BBF13] because this
Hilbert space based version is more suitable for our analysis.
We also have the following approximation property on edges(2D)/faces(3D) F of
K: for τ ∈ Hs(K)d and ∇ · τ ∈ Hs(K),
(4.7) ‖(τ − Irtk τ ) · n‖0,F ≤ Chmin{s,k+1}−1/2K (|τ |s,K + h1/2K |∇ · τ |s,K) ∀ K ∈ T .
Proof. The result follows by approximation properties (4.4) and (4.6) and the
following trace inequality: For all τ ∈ {τ ∈ H(div;K) : τ · n ∈ L2(F )},
(4.8) ‖τ · n‖0,F ≤ Ch−1/2K (‖τ‖0,K + h1/2K ‖∇ · τ‖0,K).
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4.3. A priori error estimation.
Theorem 4.2. (Cea’s lemma type of result) Let (σ, u) be the solution of least-
squares variational problem (3.1), and (σh, uh) be the solution of LSFEM problem
(4.1) with the assumption on the boundary data, the following best approximation
result holds:
(4.9) |||(σ − σh, u− uh)||| ≤ inf
(τ h,vh)∈RTk,g,−×Pk
|||(σ − τh, u− vh)|||.
Proof. Let (τh, vh) ∈ RTk,0,− × Pk, the following error equation holds:
a(σ − σh, u− uh; τh, vh) = 0, ∀(τh, vh) ∈ RTk,0,− × Pk.
From the definition of the norm ||| · |||, the error equation, and Cauchy-Schwarz inequal-
ity, we have
|||(σ − σh, u− uh)|||2 = a(σ − σh, u− uh;σ − σh, u− uh)
= a(σ − σh, u− uh;σ − τh, u− vh)
≤ |||(σ − σh, u− uh)||||||(σ − τh, u− vh)|||,
so |||(σ − σh, u − uh)||| ≤ |||(σ − τh, u − vh)|||. Since (τh, vh) is chosen arbitrarily, the
theorem is proved.
Define the following piecewise function space on the triangulation T ,
Hs(T ) = {v ∈ L2(Ω) : v|K ∈ HsK (K) ∀K ∈ T },
Hs(div; T ) = {τ ∈ (L2(Ω))d : τ |K ∈ (HsK (K))d,∇ · τ |K ∈ HsK (K) ∀K ∈ T }.
with s is a piecewisely defined function, s|K = sK > 0.
Theorem 4.3. Assume the solution (σ, u) ∈ Hs(div; T ) × Hs(T ), for s > 0
defined piecewisely, and (σh, uh) ∈ RTk × Pk is the solution of the LSFEM problem
(4.1) with the assumption on the boundary data, then there exists a constant C > 0
independent of the mesh size h, such that
|||(σ − σh, u− uh)||| ≤ C
∑
K∈T
h
min(k+1,sK)
K (‖u‖sK ,K + ‖σ‖sK ,K + ‖∇ · σ‖sK ,K) .
(4.10)
Proof. By the triangle inequality, it is easy to see that
|||(τ , v)|||K ≤ ‖τ‖0,K + ‖∇ · τ‖0,K + (‖β‖∞,K + ‖γ‖∞,K)‖v‖0,K , ∀K ∈ T .
Then the theorem follows immediately after Theorem 4.2, the triangle inequality, and
the approximation properties (4.3), (4.4), and (4.6).
Remark 4.4. 1. Similar as we did in [CHZ17] for elliptic problems, the
above a priori result is local with respect to reluralities. It establishes the
”equip-distribution of errors” foundation of adaptive mesh refinement algo-
rithms. With different local regularities and different local sizes of the solution
in respected sK norms, the mesh size hK can be modified to ensure an almost
equal-distribution of the error.
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2. Assume that β, γ, and f are sufficiently smooth in an element K, if u|K ∈
HsK (K), then
σ|K = (βu)|K ∈ (HsK (K))d and ∇ · σ|K = (f − γu)|K ∈ HsK (K),
so we can safely assume that σ|K and ∇·σ|K have the same smoothness under
the condition of the sufficiently smoothness of the data in each element.
3. For piecewise smooth solutions, the above theorem covers two cases. For the
case that the mesh is aligned with discontinuity, the solution is still smooth
in each element K with some sK ≥ 1, we can get optimal convergence result
in least-squares norms with respect to the local regularity sK .
For the more general case that the finite element mesh is not aligned with
discontinuity, u|K belongs to H1/2−(K) for those elements K with a passing
though discontinuity for some  > 0 as pointed out in [DSMMO04]. This
means that we cannot get order 1 on those discontinuous elements. Also
RT0 × P0 should be used on those elements since higher order elements will
not contribute more. And it suggests that there will be many mesh refinements
along the discontinuity when an adaptive algorithm is used.
4. It is also clear that we should use RTk × Pk pair to ensure the same order of
approximation. For the BDMk × Pk or BDMk+1 × Pk, the approximation
order will not be balanced and suboptimal like the mixed case with the non-zero
diffusion [Dem02].
5. For the extreme case that no smoothness is assumed, i.e., the exact solutions
satisfy u ∈ L2(Ω) and σ ∈ H(div; Ω) only, we can still prove the convergence
without an order by the standard density argument. Introduce a smooth σ ∈
Hg,−(div; Ω) ∩ C∞(Ω)d and a smooth u ∈ C∞(Ω) such that |||(σ − σ, u −
u)||| ≤  for an arbitrary small  > 0. The smooth (σ, u) can be well-
approximated with a small h. Thus we can show
|||(σ − σh, u− uh)||| −→ 0, as h −→ 0.
This analysis can also be localized element-wisely as above.
6. In the theorem, the a priori error estimate is derived for the least-squares
energy norm |||(·, ·)|||. Our numerical test will also disprove the possibility of a
coercivity with respect to the standard norm:
|||(τ , v)|||2 ≥ C
(
‖τ‖2H(div;Ω) + ‖v‖20
)
, ∀(τ , v) ∈ H0,−(div; Ω)× L2(Ω),
or the weak discrete version with an h-independent C > 0,
|||(τ , v)|||2 ≥ C
(
‖τ‖2H(div;Ω) + ‖v‖20
)
, ∀(τ , v) ∈ RTk,0,− × Pk.
Because if one of such coercivity results hold, one can show that the error
measured in H(div; Ω)×L2(Ω) norm will be optimal for piecewise smooth so-
lutions with discontinuity aligned mesh, which is not the case in our numerical
test 7.3.
4.4. A posteriori error estimation. The least-squares functional can be used
to define the following fully computable a posteriori local indicator and global error
estimator:
η2K := ‖σh − βuh‖20,K + ‖∇ · σh + γuh − f‖20,, ∀K ∈ T ,
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and
η2 :=
∑
K∈T
η2K = ‖σh − βuh‖20 + ‖∇ · σh + γuh − f‖20.
Theorem 4.5. The a posteriori error estimator η is exact with respect to the
least-squares norm |||(·, ·)|||:
η = |||(σ − σh, u− uh)||| and ηK = |||(σ − σh, u− uh)|||K .
The following local efficiency bound is also true with C > 0 independent of the mesh
size h:
CηK ≤ ‖σ − σh‖H(div;K) + ‖u− uh‖0,K , ∀K ∈ T .
Proof. Note that the exact solutions satisfy σ = βu and f = ∇ · σ + γu, so
η2 = ‖σh − βuh‖20 + ‖∇ · σh + γuh − f‖20
= ‖σ − σh + β(u− uh)‖20 + ‖∇ · (σ − σh) + γ(u− uh)‖20
= |||(σ − σh, u− uh)|||2.
The proof of the local exactness is identical.
With the triangle inequality, the local efficiency bound for the standard norms
can be easily proved.
Remark 4.6. Due to the fact that the least-squares functional norm is not equiv-
alent to the standard H(div)-L2 norm, it is impossible to get the corresponding relia-
bility result w.r.t. the H(div)-L2 norm.
5. Least-Squares Variational Problems with Boundary Functional. In
this section, in stead of treating the inflow boundary condition as an essential condi-
tion, we develop a least-squares method with boundary functional in the free space.
In this section, we assume the inflow boundary condition is not degenerate,
|β · n| ≥ c > 0 on Γ−.
Remark 5.1. This assumption is essential to guarantee the optimal convergence
rate, see the proof of Theorem 6.2.
Define a weight-dependent inner product and its corresponding norm:
(v, w)ω,Γ− :=
∑
F∈E−
∫
F
ω
|β · n|vwdx and ‖v‖ω,Γ− := (v, v)
1/2
ω,Γ− .
We use two choices here:
ω1 = 1 and ω2 = αFhF .
The following notation is also used to denote the norm on an edge(2D)/face(3D) of
an element K:
‖v‖ω,F :=
(∫
F
ω
|β · n|v
2dx
)1/2
.
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Remark 5.2. Here, αF > 0 is a big enough but h-independent constant to ensure
the balance of terms. In general, αF can be chosen depending on F and possibly also
depending on the coefficients. The constant αF comes from the constant that appears
in the trace inequality (4.8). In some extreme cases, we find it is necessary to choose
αF to be some constant large enough (10 is large enough in our numerical tests) to
ensure that the boundary condition is not too weakly enforced. See detailed discussion
in our numerical test 7.6.1.
In this paper, the choice αF = 10 is suggested and used in numerical tests.
The choice of ω1 = 1 does not have the above issues, but the convergence order
is less optimal near the inflow boundary, see our discussion in the a priori error
estimates Theorem 6.2.
Let
Σ :=
{
τ ∈ H(div; Ω) : τ · n ∈ L2(Γ−)
}
with the weight-dependent norm
‖τ‖2Σ := ‖τ‖20,Ω + ‖∇ · τ‖20,Ω + ‖τ · n‖2ω,Γ− .
Define the following least-squares functional L for all (τ , v) ∈ Σ× L2(Ω),
(5.1) Li(τ , v; f, g) := ‖τ −βv‖20 + ‖∇ · τ + γu− f‖20 + ‖τ ·n−β ·ng‖2ωi,Γ− , i = 1, 2.
(Least-Squares Problems with Boundary Functional) We seek solutions (σ, u) ∈
Σ× L2(Ω), such that
(5.2) Li(σ, u; f, g) = inf
(τ ,v)∈Σ×L2(Ω)
Li(τ , v; f, g), i = 1, 2.
Its corresponding Euler-Lagrange formulation is: Find (σ, u) ∈ Σ× L2(Ω), such that
(5.3) bi(σ, u; τ , v) = (f,∇·τ+γv)+(β·ng, τ ·n)ωi,Γ− , ∀(τ , v) ∈ Σ×L2(Ω), i = 1, 2,
where, for all (τ , v), (ρ, w) ∈ Σ× L2(Ω), the bilinear form is:
bi(τ , v;ρ, w) := (τ −βv,ρ−βw)+(∇·τ +γv,∇·ρ+γw)+(σ ·n, τ ·n)ωi,Γ− , i = 1, 2.
Note that for F ∈ E−, β · n < 0, so
(β · ng, τ · n)ω,Γ− =
∑
F∈E−
∫
F
ω
|β · n| (β · ng)(τ · n)dx = −
∑
F∈E−
ω
∫
F
τ · ngdx.
Lemma 5.3. Assuming that the data β and γ satisfy the assumptions (i) or (ii),
the following defines a norm for (τ , v) ∈ Σ× L2(Ω):
(5.4) |||(τ , v)|||B := (‖τ − βv‖20 + ‖∇ · τ + γv‖20 + ‖τ · n‖2ω,Γ−)1/2.
Proof. The proof of the lemma is almost identical to that of Lemma 3.1 by real-
izing that if |||(τ , v)|||B = 0, we have
τ = βv and ∇ · τ + γv = 0 in Ω, τ · n = 0 on Γ−.
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Remark 5.4. Similarly,
|||(τ , v)|||B,K :=
‖τ − βv‖20,K + ‖∇ · τ + γv‖20,K + ∑
F∈∂K∩E−
‖τ · n‖2ω,F
1/2
is a semi-norm on an element K ∈ T .
Notations |||(τ , v)|||B,i and |||(τ , v)|||B,i,K with i = 1 or 2 are used to denote the
(semi-)norms with weights ω = ωi, i = 1 or 2.
Theorem 5.5. The least-squares problem (5.2) has a unique solution (σ, u) ∈
Σ × L2(Ω) with the assumption g ∈ L2(|β · n|; Γ−) and the data β and γ satisfying
the assumptions (i) or (ii).
Proof. The proof of existence and uniqueness is very similar to that of Theorem
3.3 and thus we omit it here.
6. LSFEMs with Boundary Functional. In this section, we develop LSFEMs
based on the least-squares variational problems with boundary functional developed
in the previous section and derive the a priori and a posteriori error estimates.
6.1. LSFEM-B problems. We seek solutions (σh, uh) ∈ RTk × Pk, such that
(6.1) Li(σh, uh; f, g) = inf
(τ ,v)∈RTk×Pk
Li(τ , v; f, g), i = 1, 2.
Or equivalently, find (σh, uh) ∈ RTk × Pk, such that
(6.2)
bi(σh, uh; τ , v) = (f,∇ · τ + γv) + (β · ng, τ · n)ωi,Γ− , ∀(τ , v) ∈ RTk × Pk, i = 1, 2.
6.2. A priori error estimation.
Theorem 6.1. (Cea’s lemma type of result) Let (σ, u) be the solution of least-
squares variational problem with boundary term (5.2), and (σh, uh) be the solution of
LSFEM problem (6.1), the following best approximation result holds:
(6.3) |||(σ − σh, u− uh)|||B ≤ C inf
(τ h,vh)∈RTk×Pk
|||(σ − τh, u− vh)|||B
Proof. The proof is identical to that of Theorem 4.2.
Define the collections of elements with edges(2D)/faces(3D) on the inflow bound-
ary as:
T− = {K : K ∈ T , ∂K ∩ Γ− 6= ∅}.
Theorem 6.2. Assume the exact solution (σ, u) ∈ Hs(div; T )×Hs(T ), for s >
0 defined piecewisely. Assume (σh,i, uh,i) ∈ RTk × Pk is the solution of LSFEM-
B problem (6.1) with weight ωi, i = 1 or 2, then there exists a constant C > 0
independent of the mesh size h, such that
|||(σ − σh,1, u− uh,1)|||B,1 ≤ C
∑
K∈T
h
min(k+1,sK)
K (‖u‖sK ,K + ‖σ‖sK ,K + ‖∇ · σ‖sK ,K)
(6.4)
+C
∑
K∈T−
h
min(k+1,sK)−1/2
K ‖σ‖sK ,K ,
|||(σ − σh,2, u− uh,2)|||B,2 ≤ C
∑
K∈T
h
min(k+1,sK)
K (‖u‖sK ,K + ‖σ‖sK ,K + ‖∇ · σ‖sK ,K) .
(6.5)
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Proof. We only need to handle the boundary term, the rest of terms are identical
to that of Theorem 4.3.
Let τh = I
rt
k σ, by the trace inequality (4.8) and approximation property (4.7),
we have
‖(σ − τh) · n‖0,F ≤ h−1/2F (‖σ − τh‖0,K + h1/2K ‖∇ · (σ − τh)‖0,K)
≤ Chmin(k+1,sK)−1/2K (‖σ‖sK ,K + h1/2K ‖∇ · σ‖sK ,K).
By our assumption on β ·n, there exits a constant C > 0 independent of the mesh
size h,
‖(σ − τh) · n‖2ω1,Γ− =
∑
F∈E−
‖(σ − τh) · n‖2ω1,F ≤ C
∑
F∈E−
‖(σ − τh) · n‖20,F
≤ C
∑
K∈T−
h
2 min(k+1,sK)−1
K ‖σ‖2sK ,K +
∑
K∈T−
h
2 min(k+1,sK)
K ‖∇ · σ‖2sK ,K .
Combined with interior terms, we proved (6.4).
By our assumptions on αF and β · n, there exits a constant C > 0 independent
of the mesh size h,
‖(σ − τh) · n‖2ω2,Γ− =
∑
F∈E−
‖(σ − τh) · n‖ω2,F ≤ C
∑
F∈E−
hF ‖(σ − τh) · n‖20,F
≤ C
∑
K∈T
h
2 min(k+1,sK)
K (‖σ‖2sK ,K + hK‖∇ · σ‖2sK ,K).
Combined with interior terms, we proved (6.5).
Remark 6.3. For the case the weight ω = 1, we see there is a half-order loss in
the error analysis for those elements in T−. Compared with the number of elements
in T , the number of elements in T− is small and such sub-optimality often is non-
observable in our numerical tests.
For the case the weight ω = ω2, even though the convergence order is optimal,
we do add an uncertainty of choosing αF . A too small αF will lead to imbalance of
terms and will cause the boundary condition un-resolved, which will make the adaptive
algorithms fail, see our numerical test 7.6.1.
For the case that the mesh is not aligned with the discontinuity, which probably is
the interesting case, the elements with discontinuity are the major source of the error,
and will dominate the inflow half order loss since we can always make sure the mesh
on the inflow boundary condition is aligned. In this case, the simple choice ω = 1 is
probably the better choice.
The discussions in Remark 4.4 are also true for the methods in this section.
6.3. A posteriori error estimation. The least-squares functional can be used
to define the following fully computable a posteriori local indicator and global error
estimator:
ξ2K := ‖σh−βuh‖20,K +‖∇·σh+γuh−f‖20,K +
∑
F∈∂K∩E−
‖σh ·n−β ·ng‖2ω,F ,∀K ∈ T .
and
ξ2 :=
∑
K∈T
ξ2K = ‖σh − βuh‖20 + ‖∇ · σh + γuh − f‖20 + ‖σh · n− β · ng‖2ω,Γ− .
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Theorem 6.4. The a posteriori error estimator η is exact with respect to |||(·, ·)|||B-
norm:
ξ = |||(σ − σh, u− uh)|||B and ξK = |||(σ − σh, u− uh)|||B,K .
The following local efficiency bounds are also true with a constant C > 0 independent
of the mesh size h. For the method and indicators with ω = ω1 = 1,
CξK ≤ ‖σ − σh‖H(div;K) + ‖u− uh‖0,K , ∀K ∈ T \T−,
CξK ≤ h−1/2K ‖σ − σh‖0,K + ‖∇ · (σ − σh)‖0,K + ‖u− uh‖0,K , ∀K ∈ T−,
and for the method and indicators with ω = ω2,
CξK ≤ ‖σ − σh‖H(div;K) + ‖u− uh‖0,K , ∀K ∈ T .
Proof. The local and global exactness results are trivial as the case without the
boundary functional. For the local efficiency bounds, the result follows from the
triangle inequality and the trace inequality (4.8) if the element belongs to T−.
Remark 6.5. In our LSFEM-B method with weight ω2, the boundary condition
of σ is treated by mesh size weighting to ensure the optimal convergence order. The
more complicated −1/2 norm version similar to that in [Sta06] can also be developed.
7. Computational Examples. In all our numerical examples, the lowest order
approximations are used, i.e., P0 for u and RT0 for the flux σ.
We use the name LSFEM to denote the methods we developed in Section 4,
and use LSFEM-B1 and LSFEM-B2 to denote the methods with weight ω1 and ω2
developed in Section 6, separately. If not stated explicitly, αF = 10 is used in LSFEM-
B2 in our numerical tests.
In the adaptive mesh refinement algorithm, the Do¨fler’s bulk marking strategy
with θ = 0.5 is used and the algorithm is stopped when the total number of DOFs
reaches 106. All refinements are based on the longest edge bisection algorithm.
For all the numerical examples with domain (0, 1)2, the mesh shown in Fig. 1 is
used as an initial mesh.
Fig. 1. Initial mesh for all examples with a (0, 1)2 domain
Although we have three methods, in our numerical experiments, we find they
have almost identical performance. We only show the figures of all three methods in
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Examples 7.2 and 7.3. For all other test problems, only LSFEM are shown unless
stated explicitly.
7.1. An example with a constant advection field and a piecewise con-
stant solution, matching grid. In this example, we only need do the thought
experiment, although the actual computation does confirm our result.
Consider the following problem: Ω = (0, 1)2 with β = (1/
√
2, 1/
√
2)T . The inflow
boundary is {x = 0, y ∈ (0, 1)}∪{x ∈ (0, 1), y = 0}, i.e., the west and south boundaries
of the domain. Let γ = 1 and choose g and f such that the exact solution u is
u =
{
1 in y > x,
0 in y < x.
If we choose the mesh aligned with the discontinuity, for example, any refinements
of the mesh in Fig. 1. Note that u ∈ P0 and σ ∈ RT0. By the best approximation
properties Theorems 4.2 and 6.1, the numerical solutions uh and σh are identical to
the exact solution. So no further refinements are needed. This is not true when C0
finite elements are used to approximate the discontinuous u as in [BC01a, DSMMO04,
BG09, BG16], many unnecessary refinements are needed.
7.2. An example with a global smooth solution. Consider the following
simple problem: Ω = (0, 1)2 with β = (1, 1)T . The inflow boundary is {x = 0, y ∈
(0, 1)} ∪ {x ∈ (0, 1), y = 0}, i.e., the west and south boundaries of the domain. Let
γ = 1. Choose f and g such that the exact solution is u = sin(x+ y).
In Fig. 2, the convergence histories on uniformly refined meshes are shown. Errors
measured in least-squares norms and ‖u − uh‖0 are all of order 1. The optimal
convergence order in |||(·, ·)|||B,1 norm suggests that the half order loss on those inflow
boundary elements is neglectable.
The L2 errors ‖u−uh‖0 for all cases are of order 1, this suggests that for globally
smooth solutions, we may expect the norm equivalence (or at least in discrete
spaces):
|||(τ , v)||| ≈ ‖τ‖H(div;Ω) + ‖v‖0 ∀(τ , v) ∈ H0,−(div; Ω)× L2(Ω).
Similar results should also be true for the LSFEM-B2 formulation.
101 102 103 104 105
10-3
10-2
10-1
||u-u
h
||
0
DOF-1/2
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10-2
10-1
||u-u
h
||
0
(LSFEM-B1)
DOF-1/2
101 102 103 104 105
10-3
10-2
10-1
||u-u
h
||
0
(LSFEM-B2)
DOF-1/2
Fig. 2. Convergence histories for the global smooth solution on uniformly refined meshes (LS-
FEM(left), LSFEM-B1(center), LSFEM-B2(right))
7.3. An example with a piecewise smooth solution, matching grid. Con-
sider the following problem: Ω = (0, 1)2 with β = (1/
√
2, 1/
√
2)T . The inflow bound-
ary is {x = 0, y ∈ (0, 1)} ∪ {x ∈ (0, 1), y = 0}, i.e., the west and south boundary of
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the domain. Let γ = 1. Choose g and f such that the exact solution u is
u =
{
sin(x+ y) if y > x,
cos(x+ y) if y < x.
We choose an initial mesh that matches the discontinuity (Fig. 1) and uniformly
refine it for 8 times. In Fig. 3, we show the convergence histories. For all three
formulations, the convergence order of the errors in their corresponding least-squares
norms is 1, which matches the optimal convergence theory. The order of ‖u− uh‖0 is
less than 1 (about 0.6 at late stages). This suggests that the norm equivalence (or in
discrete sub-spaces):
|||(τ , v)||| ≈ ‖τ‖H(div;Ω) + ‖v‖0 ∀(τ , v) ∈ H0,−(div; Ω)× L2(Ω).
should not be true for the discontinuous solutions. Similar results should also hold
for the LSFEM-B2 formulation.
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Fig. 3. Convergence histories for the piecewise smooth solution with a matching mesh on
uniformly refined meshes (LSFEM(left), LSFEM-B1(center), LSFEM-B2(right))
7.4. An example with a piecewise constant solution, non-matching
grid. In this example, we discuss the smearing and over/undershootings of the solu-
tion when the mesh is not matched with discontinuity.
Consider the problem: Ω = (0, 2)× (0, 1) with β = (0, 1)T . The inflow boundary
is {x ∈ (0, 1), y = 0}, i.e., the south boundary of the domain. Let γ = 0 and f = 0.
Choose the inflow boundary condition such that the exact solution is
u(x, y) =
{
0 if x < pi/3,
1 if x > pi/3.
We set the initial mesh to be as shown on the left of Fig. 4. The bottom central
node is (pi/3, 0) and the top central node is (1, 1). So the inflow boundary mesh is
matched with the inflow boundary condition while the mesh is not aligned with the
discontinuity in general and will never match with it if bisection mesh refinement is
used.
On the right of Fig. 4, we show the solution computed by LSFEM on a mesh after
8 uniform refinements of the initial mesh. Since it essentially is a 1D problem, we
project the graph of the solution onto the plane y = 0, that is, we plot the numerical
solution value at the midpoint of x-axis of each elements. The smearing of the solution
is very small, but we do see the under/overshootings. The maximum of uh is 1.0629
and the minimum of uh is −0.0339.
On the left of Fig. 5, we plot the convergence results of uniform refinements.
The decay rate of the error measured in the least-squares norm is about 0.7. The
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Fig. 4. An initial mesh (left) and a projected solution on an almost uniform mesh (right) for
the non-matching piecewise constant problem
reason that the rate is less than 1 is that the discontinuity is cutting though those
interface elements so that u, σ, and ∇ · σ are not of H1 in those elements. But the
rate is apparently better than 1/2 − , even though all those true solutions are only
in H1/2−(K) for those interface elements. The possible reason for the better rate
can be that the Sobolev space H1/2− may not be the best space to characterize the
piecewisely discontinuous function space. The order of ‖u− uh‖0 is about 1/2.
We then test the problem by adaptive mesh refinements. On the center of Fig. 5,
adaptive refined meshes after some iterations are shown. Clearly, the refinements are
along the discontinuity. On the right of Fig. 5, we show the convergence histories. The
error measured in the LS norm is optimal with order 1, while the order of ‖u− uh‖0
is about 1/2, which is about the same order as the uniform refinement.
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Fig. 5. Piecewise constant solution with a non-matching grid test problem: convergence history
on uniformly refined meshes(left), adaptive refined meshes after some iterations(center), convergence
history on adaptive refined meshes(right)
On the left of Fig. 6, we show the decreasing of the overshooting values by
adaptive mesh refinements. Here, the overshooting value is defined as max(max(uh−
1),−min(uh)). We clearly see after the mesh is reasonably fine (when the mesh is
coarse, the overshooting is actually not very severe since we approximate u by P0),
the overshooting value begins to decrease.
On the right of Fig. 6, we show a projected solution. It is clear that when the
mesh is fine, both the overshooting and smearing phenomenas are almost neglectable.
From this example, we can see that adaptive LSFEM formulations can handle the
discontinuity and smearing very well.
7.5. An example with a piecewise smooth solution, non-matching grid.
Consider the following simple problem: Ω = (0, 1)2 with β = (cos(1/8), sin(1/8))T .
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Fig. 6. Piecewise constant solution with a non-matching grid test problem: reduction of over-
shootings(left), projected solution(right)
The inflow boundary is {x = 0, y ∈ (0, 1)} ∪ {x ∈ (0, 1), y = 0}, i.e., the west and
south boundaries of the domain. Let γ = 1. Choose g and f such that the exact
solution u is
u =
{
sin(x+ y) if y > tan(1/8)x,
cos(x+ y) if y < tan(1/8)x.
Note that with an initial mesh as in Fig. 1, any refinement of it will never match the
discontinuity.
We show the uniform convergence result on the left of Fig. 7. The convergence
oder in LS norms is about 0.8. Similar to the piecewise constant solution on non-
matching grids, it is worse than order 1 but better than order 1/2. The convergence
order for ‖u − uh‖0 is about 0.3, which is worse than the piecewise constant non-
matching case.
On the center Fig. 7, an adaptive mesh by LSFEM is shown. Many refinements
are generated near the discontinuity. On the right of Fig. 7, convergence history of
adaptive LSFEM is shown. The rate of convergence of error in the LS norm is about
order 1, and ‖u− uh‖0 is about order 0.5.
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Fig. 7. Piecewise smooth solution with a non-matching grid test problem: convergence history
on uniformly refined meshes(left), adaptive refined meshes after some iterations(center), convergence
history on adaptive refined meshes(right)
7.6. Curved transport examples.
7.6.1. Zero-one example. We consider an example similar to Example in 4.4.2
of [Gue04]. Consider the problem on the half disk Ω = {(x, y) : x2 + y2 < 1; y > 0}.
Let the inflow boundary be {−1 < x < 0; y = 0}. Choose the advection field β =
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(sin θ,− cos θ)T = (y/
√
x2 + y2,−x/
√
x2 + y2)T , with θ is the polar angle. Let γ = 0,
f = 0, and the inflow condition and the exact solution be
g =
{
1 if −1 < x < −0.5,
0 if −0.5 < x < 0,
and u =
{
1 if x2 + y2 > 0.25,
0 otherwise.
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Fig. 8. Curved transport problem: initial mesh(left), numerical solution (LSFEM) on an almost
uniform mesh for the curved transport problem(right)
We choose an initial mesh to be as shown on the left of Fig. 8. We choose the
bottom central node to be (0, 0) and the node left of it to be (−0.5, 0). So the inflow
boundary mesh is matched with the inflow boundary condition. Since the advection
field is curved and so is the discontinuity, the mesh will never be aligned with the
discontinuity even after refinements. Since the boundary is a half circle, when the
mesh refinement is performed, an extra step is taken to map those boundary nodes
on the circle to the right positions.
We show the numerical solution computed by LSFEM on a mesh after 8 uniform
refinements of the initial mesh on the right of Fig. 8 (LSFEM-B solutions are similar).
Small overshootings can be observed near the discontinuity. Along the radius, the
solution is essentially one dimensional, we project the graph of the solution onto the
radius, see the left of Fig. 9. We do see the smearing and under and overshootings.
The maximum and minimum values of numerical solution uh are 1.0401 and −0.0381,
respectively.
With uniform refinements, the convergence rate of the error in the least-squares
norm is about 0.81 and the rate of ‖u − uh‖0 is about 0.25, see the right of Fig. 9.
Since the mesh is not aligned with the discontinuity, the convergence order of the LS
energy norm is smaller than 1.
On the left of Fig. 10, we show the adaptive mesh generated by LSFEM after
several iterations. We see many refinements along the discontinuity which is very
natural. Also, almost uniform refinements can be found in the half ring where u = 1.
The reason is that even u is a constant 1, the flux σ = β is not a constant vector and
has approximation errors. On the other hand, in the region where u = 0, the flux is
also a zero vector and can be exactly computed. So no refinement is needed in the
inner half circle.
On the right of Fig. 10, we show the convergence history of the adaptive method.
With AFEM, the convergence order of the error in the LS norm is about 1 and is
optimal, and the rate of ‖u− uh‖0 is about 0.5.
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Fig. 9. Curved transport problem: projected numerical solutions on an almost uniform mesh
with h ≈ 0.002(left), convergence behaviors on uniform refined meshes(right)
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Fig. 10. Curved transport problem: adaptive refined meshes after several iterations(left), con-
vergence behaviors on adaptive refined meshes(right)
On the left of Fig. 11, we show the reduction of overshooting values of LSFEM.
After the initial stages, the overshooting values are decreasing with refined meshes
along the discontinuity (although not strictly monotonically).
On the right of Fig. 11, the projected solution is shown on the final mesh. We can
see that the smearings and overshootings are very small compared with the uniform
refinements. Thus Gibbs phenomena is not observed.
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Fig. 11. Curved transport problem: reduction of overshootings of AFEM (left), projection
solutions on adaptive refined meshes(right)
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If we choose αF = 1 in the LSFEM-B2 formulation, the numerical computation
is not right for this problem. On the left of Fig. 12, the refined mesh generated by
LSFEM-B2 and error estimator ξ is shown. Many unnecessary refinements along the
inflow bondary are seen. On the right of Fig. 12, we show the convergence histories
of the error. For the error measured in the LS norm ||| · |||B the order is optimal, but
‖u − uh‖0 is not decreasing. On Fig. 13, the numerical solution and its projected
version are shown. It is very clear the solution is not accurate under this mesh and
LSFEM-B with αF = 1.
These all suggest that if we simply choose αF = 1 in LSFEM-B2, the ||| · |||B norm
is not well balanced, the weight on the boundary term is too weak.
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Fig. 12. Refined mesh generated by LSFEM-B2 (left) and convergence histories (right) for the
curved problem with αF = 1
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Fig. 13. Numerical solution (left) and its projected version (right) generated by LSFEM-B2 on
a refined mesh for the curved problem with αF = 1
7.6.2. Negative-one-one example. We modify the previous example by let-
ting the inflow condition and the exact solution be
g =
{
1 if −1 < x < −0.5,
−1 if −0.5 < x < 0,
and u =
{
1 if x2 + y2 > 0.25,
−1 otherwise.
Note that even the solution u in the inner half disk {x2 + y2 < 0.25, y > 0} is still a
constant vector, the flux σ = βu = −β is not. At the origin (0, 0), the flux is singular,
so it is expected that many refinements around the origin.
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The left of Fig. 14 is a refined mesh. It is clear that the mesh is refined around
the origin and the discontinuities. The right of Fig. 14 shows the convergence history.
The order of LS energy norm is 1 and that of ‖u− uh‖0 is 1/2.
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Fig. 14. A refined mesh after several iterations (left) and convergence behaviors (right) for the
−1&1 curved transport problem
In Fig. 15, we present the numerical solutions. It is clear that there is a singu-
larity at the origin, while the solution near the discontinuity behaves similarly as the
previous 0-1 example.
Fig. 15. Numerical solution for the −1&1 curved transport problem on adaptively refined meshes
(projected on the left and non-projected on the right).
7.7. A smooth example with a sharp transient layer. Consider the follow-
ing problem: Ω = (0, 1)2 with β = (y + 1,−x)T /√x2 + (y + 1)2, γ = 0.1, and f = 0.
The inflow boundary is {x = 1, y ∈ (0, 1)} ∪ {x ∈ (0, 1), y = 0}, i.e., the west and
north boundaries of the domain. Choose g such that the exact solution u is
u =
1
4
exp
(
γr arcsin
(
y + 1
r
))
arctan
(
r − 1.5

)
, with r =
√
x2 + (y + 1)2.
When  = 0.01, the layer can be fully resolved, see Fig. 16. When  = 10−10, the
layer is never fully resolved in our experiments and can be viewed as discontinuous,
see Fig. 17.
When  = 0.01, we show the numerical results in Fig. 18. The behaviors of the
methods are very similar to the global continuous solution case.
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Fig. 16. Two views of piecewise constant interpolations of the exact solution on a refined mesh
 = 0.01
Fig. 17. Two views of piecewise constant interpolations of the exact solution on a refined mesh
 = 10−10
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Fig. 18. Traient layer problem  = 0.01: adaptive refined meshes after several iterations(left),
adaptive convergence behaviors(center), contours of the solution(right)
When  = 10−10, we show the numerical results in Fig. 19. The behaviors of
the methods are very similar to the piecewise smooth solution with non-matching
grid case, the example 7.6. The order of convergence of ‖u − uh‖0 is about 0.12.
The contours of the solution on the right of Fig. 19 show that the smearings and
overshooting are neglectable when the mesh is fine enough.
7.8. General comments about the numerical experiments. In our nu-
merical tests, we found that all three formulations have almost identical results. The
half-order loss on the inflow boundary elements for LSFEM-B1 is neglectable/non-
observable, thus for the methods with weakly enforced inflow boundary conditions,
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Fig. 19. Traient layer problem  = 10−10: adaptive refined meshes after several iterations(left),
adaptive convergence behaviors(center), contours of the solution(right)
we prefer LSFEM-B1 over LSFEM-B2, since for LSFEM-B2, the current choice of the
weight αF = 10 is based on our numerical experience only, we do face the possibility
of a too small choice to make the boundary condition too weakly enforced and the
whole method unbalanced.
In Tables 1-3, we summarize convergence rates with respect to the smoothness
and alignments of the mesh. Here, we assume the lowest order pair RT0×P0 is used.
When the solution is globally smooth, the convergence rates for both the LS
norms and ‖u− uh‖0 is of optimal order 1 even with uniform refinements.
When the solution is only piecewisely smooth, if the mesh is aligned with disconti-
nuity, with uniform refinements, the convergence rate for the LS norms is 1, while the
rate for ‖u−uh‖0 is between 0.5 and 1. The difference of order between global smooth
and piecewise smooth solutions suggests that a mesh-independent norm equivalence
between LS norms and the standard norms of u and σ does not hold, or at least, we
should discuss this equivalence for these two different situations.
When adaptive refinements are used, for non-aligned grids, we can have optimal
convergence order 1 in LS norms. For ‖u − uh‖0, we can have order 0.5, which is
half-order less than the LS norms.
Table 1
Convergence rates for global smooth solutions
LS norms ‖u− uh‖0
uniform 1 1
Table 2
Convergence rates for piecewise smooth solutions - aligned grid
LS norms ‖u− uh‖0
uniform 1 between 0.5 and 1
8. Concluding Remarks. In this paper, several LSFEMs for the linear hyper-
bolic transport problem are developed based on the flux reformulation of the problem.
The new methods can separate two continuity requirements of the solution with the
flux in H(div) and the solution in L2. Thus, simple and natural H(div) × L2 con-
forming finite element spaces can be used to approximate the flux and solution. Sev-
eral variants of the methods are developed to handle the inflow boundary condition
strongly or weakly. With the reformulation, the least-squares finite element methods
can handle discontinuous solutions much better than the traditional continuous poly-
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Table 3
Convergence rates for piecewise smooth solutions - non-aligned grid
LS norms ‖u− uh‖0
uniform between 0.5 and 1 less than 0.5
adaptive 1 0.5
nomial approximations. With least-squares functionals as natural a posteriori error
estimators, the methods can eventually resolve the discontinuity even when the mesh
is not aligned with discontinuity by mesh refinements. The smearing and overshooting
phenomena are also very mild with adaptive methods. Existence, uniqueness, a priori
and a posteriori error estimates are established for the proposed methods. Extensive
numerical tests are done to show the effectiveness of the methods developed in the
paper.
There are several future research directions. The first is flux-reformulated LS-
FEMs based on L1-minimization similar to that of [Gue04]. With L1-minimization,
the methods have potential to handle the discontinuity better with smaller smearing
and overshooting effects. Flux-reformulated LSFEMs based on adaptively weighted
L2 norms can also be developed to handle the discontinuity better [Jia98, BG16]. New
algorithms are needed to combine the mesh and weight adaptivities.
It is also very natural to generalize the flux-reformulated LSFEMs to neutron
transport equations [MR98, MRS00]. With flux reformulation, the methods have
potentials to handle rougher solutions.
One of the advantages of the discontinuous Galerkin method is that the system can
be solved by successive elimination starting from the inflow boundary, which makes
the method semi-explicit, see [RH73, Joh87]. Modifying our methods to develop a
similar implementation is an on-going work, and we will apply these methods to the
time-dependent problems.
It is always more changeling when apply numerical methods to nonlinear prob-
lems. In [DSMMO05], flux-reformulated LSFEMs are already suggests for the Burgers
equation. But there are many open questions left, for example, how to ensure the
numerical solution is the physical meaningful solution, what is the right continuous
and discrete space settings, and how to guarantee the existence and uniqueness of the
numerical solution? Developing LSFEMs that can answer these questions is also one
of our ongoing work.
In [KMM18], LL∗-type of least-squares methods are developed for linear hyper-
bolic equations. In [DHSW12], Petrov-Galerkin methods are developed. These meth-
ods have advantages that they try to approximate the solution in the L2-optimal
sense. Thus, they have the potential to handle rougher solutions. Applying the simi-
lar ideas to flux-reformulations are also possible, and probably can have better results
since H(div)-norm of the flux contains the information of directional derivatives.
REFERENCES
[AFW10] Douglas N. Arnold, Richard S. Falk, and Ragnar Winther. Finite element exterior
calculus: from hodge theory to numerical stability. Bull. Amer. Math. Soc.,
47:281–354, 2010.
[BBF13] Daniele Boffi, Franco Brezzi, and Michel Fortin. Mixed finite element methods and
applications. Number 44 in Springer Series in Computational Mathematics.
Springer, 2013.
[BC01a] Pavel B. Bochev and Jungmin Choi. A comparative study of least-squares, supg and
ADAPTIVE LSFEMS FOR LINEAR TRANSPORT EQUATIONS 27
galerkin methods for convection problems. International Journal of Computa-
tional Fluid Dynamics, 15(2):127–146, 2001.
[BC01b] Pavel B. Bochev and Jungmin Choi. Improved least-squares error estimates for scalar
hyperbolic problems. Comput. Meth. Appl. Math., 1(2):115–124, 2001.
[BG09] Pavel B. Bochev and Max D Gunzburger. Least-Squares Finite Element Methods.
Applied Mathematical Sciences, 166. Springer, 2009.
[BG16] Pavel B. Bochev and Max D Gunzburger. Least-squares methods for hyperbolic
problems. In Re´mi Abgrall and Chi-Wang Shu, editors, Handbook of Numerical
Analysis, Handbook of Numerical Methods for Hyperbolic Problems: Basic and
Fundamental Issues, volume 17, chapter 12, pages 289–317. Elsevier, 2016.
[BMS04] Franco Brezzi, L. D. Marini, and E Su¨li. Discontinuous galerkin methods for first-
order hyperbolic problems. Mathematical Models and Methods in Applied Sci-
ences, 14(12):1893–1903, 2004.
[Bur09] Erik Burman. A posteriori error estimation for interior penalty finite element approx-
imations of the advection-reaction equation. SIAM J. Numer. Anal., 47(5):3584–
3607, 2009.
[CHZ17] Zhiqiang Cai, Cuiyu He, and Shun Zhang. Discontinuous finite element methods for
interface problems: Robust a priori and a posteriori error estimates. SIAM J.
Numer. Anal., 55:400–418, 2017.
[CJ88] Graham F. Carey and Bo-nan Jiang. Least-squares finite elements for first-order hy-
perbolic systems. International Journal for Numerical Methods in Engineering,
26:81–93, 1988.
[Cos91] Martin Costabel. A coercive bilinear form for maxwell’s equations. Journal of
Mathematical Analysis and Applications, 157(2):527–541, 1991.
[CZ09] Zhiqiang Cai and Shun Zhang. Recovery-based error estimator for interface problems:
Conforming linear elements. SIAM J. Numer. Anal., 47(3):2132–2156, 2009.
[Dem02] Alan Demlow. Suboptimal and optimal convergence in mixed finite element methods.
SIAM J. Numer. Anal., 29:1938–1953, 2002.
[DG10] Leszek F. Demkowicz and Jay Gopalakrishnan. A class of discontinuous petrov-
galerkin methods i: The transport equation. Comput. Methods Appl. Mech.
Engrg., 199:1558–1572, 2010.
[DG11] Leszek F. Demkowicz and Jay Gopalakrishnan. A class of discontinuous petrov-
galerkin methods. part ii: Optimal test functions. Numer. Methods Partial
Differential Equations, 27:70–105, 2011.
[DHSW12] Wolfgang Dahmen, Chunyan Huang, Christoph Schwab, and Gerrit Welper. Adap-
tive Petrov-Galerkin methods for first order transport equations. SIAM J. Nu-
mer. Anal., 50:2420–2445, 2012.
[DPE12] D Di Pietro and Alexandra Ern. Mathematical Aspects of Discontinuous Galerkin
Methods. Springer, 2012.
[DS80] T. Dupont and R. Scott. Polynomial approximation of functions in sobolev spaces.
Math. Comp., 34:441–463, 1980.
[DSMMO04] H. De Sterck, Thomas A. Manteuffel, Stephen F. McCormick, and Luke Olson.
Least-squares finite element methods and algebraic multigrid solvers for linear
hyperbolic pdes. SIAM J. Sci. Compt., 26:31–54, 2004.
[DSMMO05] H. De Sterck, Thomas A. Manteuffel, Stephen F. McCormick, and Luke Olson. Nu-
merical conservation properties of h(div)-conforming least-squares finite element
methods for the burgers equation. SIAM J. Sci. Compt., 26:1573–1597, 2005.
[GHM14] Emmanuil H. Georgoulis, Edward Hall, and Charalambos Makridakis. Error con-
trol for discontinuous galerkin methods for first order hyperbolic problems. In
Xiaobing Feng, Ohannes Karakashian, and Yulong Xing, editors, Recent Devel-
opments in Discontinuous Galerkin Finite Element Methods for Partial Dif-
ferential Equations, volume 157 of The IMA Volumes in Mathematics and its
Applications book series, pages 195–207. Springer, 2014.
[Gue04] Jean-Luc Guermond. A finite element technique for solving first order PDE’s in Lp.
SIAM J. Numer. Anal., 47:714–737, 2004.
[Jia98] Bo-nan Jiang. The Least-Squares Finite Element Method Theory and Applications in
Computational Fluid Dynamics and Electromagnetics. Scientifc Computation.
Springer, 1998.
[Joh87] Claes Johnson. Numerical Solution of Partial Differential Equations by the Finite
Element Method. Cambridge University Press, 1987.
[KMM18] Delyan Z. Kalchev, Thomas A. Manteuffel, and A. Steffen Mu¨nzenmaier. Mixed
(LL*)1 and LL* least-squares finite element methods with application to linear
28 Q. LIU AND S. ZHANG
hyperbolic problems. Numer Linear Algebra Appl., 2018.
[LR74] P. Lesaint and P.-A. Raviart. On a finite element method for solving the neutron
transport equation. In C. de Boor, editor, Mathematical Aspects of Finite El-
ements in Partial Differential Equations, pages 89–123, New York, 1974. Aca-
demic Press.
[MR98] Thomas A. Manteuffel and Klaus Ressel. Least-squares finite-element solution of
the neutron transport equations in diffusive regimes. SIAM J. Numer. Anal.,
35(2):806–835, 1998.
[MRS00] Thomas A. Manteuffel, Klaus Ressel, and Gerhard Starke. A boundary functional for
the least-squares finite- element solution of neutron transport problems. SIAM
J. Numer. Anal., 37(2):556–586, 2000.
[MY18] Lin Mu and Xiu Ye. A simple finite element method for linear hyperbolic problems.
Journal of Computational and Applied Mathematics, 330:330–339, March 2018.
[RH73] Wm. H. Reed and T. R. Hill. Triangular mesh methods for the neutron transport
equation. Technical Report LA-UR-73-0479, Los Alamos Scientific Laboratory,
Los Alamos, NM, 1973.
[Sta06] Gerhard Starke. Multilevel boundary functionals for least-squares mixed finite ele-
ment methods. SIAM J. Numer. Anal., 36(4):1065–1077, 2006.
