Abstract. We establish the optimal C 1,1 H interior regularity of solutions to
Introduction
The main question we consider in this paper is the optimal interior regularity of solutions to the no-sign obstacle-type problem
in stratified groups (see Section 2 for notation and terminology). In the Euclidean setting, the obstacle problem is among the most studied topics in the field of Free Boundary Problems (see for instance the monographs by Rodrigues [Rod87] , Friedman [Fri88] , and Petrosyan et al. [PSU12] ). It asks which properties can be deduced about a function with given boundary values and that minimizes the Dirichlet energy, under the constraint of being above a given function. This is the classical obstacle problem, that can be studied through the theory of variational inequalities, using the Dirichlet energy (see for instance [KS00, Fre72] ). The variational approach, after subtracting the obstacle from the solution, leads to the following PDE formulation of the problem (1.2)
Our problem is a non-variational counterpart of (1.2), formulated as follows
We point out that (1.3) -which is called a no-sign obstacle-type problem -naturally appears also when considering the so-called quadrature domains [Sak91, GS05] . Two important questions on this problem concern the regularity of solutions to (1.3), and the regularity of the free boundary. In Euclidean space, the analysis of both questions is essentially complete [Sak91, CKS00, PS07, ALS13]. In particular, in relation to the regularity of solutions, Andersson et al. [ALS13] show that u has the optimal C 1,1 regularity if the linear problem ∆v = f has a C 1,1 solution. This is the minimal regularity assumption on f in order to establish the C 1,1 regularity of solutions. The main result of this paper is the sharp regularity of solutions to (1.1) also in the subelliptic setting of stratified groups. For notation and terminology, we address the reader to Section 2. The C 1,1 H regularity of solutions to the obstacle problem in stratified groups was obtained by Danielli et al. [DGS03] , using the variational formulation of the problem. The regularity of the free boundary was subsequently established in two step groups [DGP07] . Further results in this area have been obtained for Kolmogorov operators and parabolic non-divergence form operators of Hörmander type [DFPP08, FNPP10, FGN12, Fre13] . The no-sign obstacletype problem in terms of the equation (1.1) does not seem to have been considered before in the subelliptic setting.
Our arguments are remarkably different from the ones used for the obstacle problem. For instance, in this problem without forcing term the solution is automatically superharmonic with respect to ∆ H , while in our setting this property does not hold. We initiate our analysis observing that second order horizontal derivatives of solutions to (1.1) satisfy certain BMO estimates, that have been established by Bramanti et al. [BB05, BF13] .
The subsequent step is to construct suitable approximating polynomials, starting from the second order horizontal derivatives of the solution. Indeed these polynomials yield a subquadratic growth estimate (4.8) at small scales. We point out that this estimate is valid for any W 2,p function with bounded sub-Laplacian, so it might have an independent interest. As a consequence, we perform a suitable rescaling of the equation and then infer the crucial decay estimate of the coincidence set (Proposition 4.4), when the horizontal Hessian of the approximating polynomial is sufficiently large. More details on this procedure can be found at the beginning of Section 4.
Although our ideas mainly follow the path set up by Andersson et al. [ALS13] , and Figalli and Shahgholian [FS12] , there are several difficulties related to the subelliptic setting. The basic one is concerned with the fact that the sub-Laplacian ∆ H is degenerate elliptic. In addition, since the operator ∆ H is written in terms of Hörmander vector fields, we can only consider the horizontal Hessian (2.5) of the solution, that is a nonsymmetric matrix. Then the construction of the approximating polynomials starting from the average of the second order noncommuting derivatives X i X j u becomes more delicate and requires some preliminary algebraic work, see Section 3. Notwithstanding the technical complications, the proof has become more streamlined: we can stay clear of the projection operator used in [ALS13] , and this simplifies several technical points. A suitable quantitative decay estimate of the zero-level set (4.10) can be obtained also in our setting. Then we show that the approach of [FS12] for fully nonlinear uniformly elliptic operators provides explicit estimates in the subelliptic setting. We adapt the Caffarelli's polynomial iteration technique of [Caf89] to find estimates of the second order horizontal derivatives in terms of the L ∞ norm of both u and D 2 h (f * Γ), see (1.4). We finish the introduction by giving an overview of the paper. In §2 we introduce the notation and we define a stratified group, along with the BMO-norm. Section 3 presents some important W 2,p and BMO estimates, then the construction of the approximating polynomials is introduced. In §4 we prove a subquadratic growth of the difference between a solution and its approximating polynomial. Then we apply the subquadratic growth estimate to get a suitable decay of the measure of the zero-level set. Finally, we establish the C
1,1
H regularity in quantitative terms, according to (1.4).
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Basic facts and notation
A stratified group is simply connected, real nilpotent Lie group G, whose Lie algebra G has a special stratification. We denote by V i the single subspaces of G, having the property that
for j = 1, . . . , ι and V ι+1 = 0. Let us denote by n the topological dimension of G. We choose a graded basis X 1 , X 2 , . . . , X n of G, that is characterized by the property that
is a basis of V j for all j = 1, . . . , ι, where we have set m 0 = 0, m 1 = m and m j = j i=1 dim V i . We notice that m ι = n and with these definitions, if m k−1 < j ≤ m k , then k ∈ N is uniquely determined and we define the positive integer (2.1)
Through the exponential mapping of G, one can construct a diffeomorphism from R n to G. Hence we have defined a graded basis e 1 , e 2 , . . . , e n of R n and graded coordinates x 1 , x 2 , . . . , x n that define the point x = (x 1 , x 2 , . . . , x n ) of G. This allows us to identify G with R n , as it will be understood for the sequel. This means that R n in our setting also has the following additional properties. This special diffeomorphism has the property that the group operation on G when read in R n is given by a special polynomial group operation (2.2)
where the precise form of the vector polynomial BCH : R n × R n → R n is given by the important Baker-Campbell-Hausdorff formula, see for instance [Var84] . The degree of x j is the integer d j defined in (2.1) and we define intrinsic dilations as follows
for any r > 0. The notion of degree is justified by the fact that δ r are Lie group homomorphisms, namely
for all x, y ∈ R n . Dilations allow to introduce a natural notion of homogeneity, so we may say that a polynomial p :
for all x ∈ R n and r > 0.
The number k ∈ N is the degree of p.
Moreover, any vector field X j of the basis can be identified with a first order differential operator of the form (2.4)
for every j = 1, . . . , n. The functions a ji : R n → R are homogeneous polynomials of degree d i − d j ≥ 1 and in particular X j (0) = e j for all j = 1, . . . , n. From the vector fields X j seen as differential operators, we get the horizontal gradient and the horizontal Hessian
respectively, where u is any smooth function. Notice that D 2 h u is not symmetric matrix since the vector fields X j of the basis do not commute in general. We say that X j u are the horizontal derivatives and X i X j u are the second order horizontal derivatives. The symmetrized horizontal Hessian is defined as
The sub-Laplacian is defined as 
The metric structure of R n is given by a control distance. We say that γ : [0, T ] → R n , an absolutely continuous curve, is admissible if for a.e. t ∈ [0, 1] there holdṡ
2 ≤ 1. We denote by Γ(x, y) the family of all admissible curves whose image contains x, y. By the well known Chow's theorem Γ(x, y) is nonempty for every x, y ∈ R n , hence it is well defined the control distance, also known as Carnot-Carathéodory distance:
It is well known that this distance is left invariant, namely d(x, y) = d(zx, zy) for all x, y, z ∈ R n . Dilations are Lie group homomorphisms and the Carnot-Carathéodory distance is homogeneous in the sense that d(δ r x, δ r y) = rd(x, y) for every x, y ∈ R n and r > 0. We will use the symbol B r (x) to denote the open ball with center x and radius r > 0 with respect to d. We also set and B r := B r (0). By properties of d and δ r , it is easy to observe that B r (x) := xδ r (B 1 (0)). The following (1,1)-Poincaré inequality holds,
). This inequality follows from [Jer86] , see also [LM00] . In the sequel Ω will be understood as an open bounded subset of R n , if not otherwise stated. For a any measurable function u that is summable on a measurable set A ⊂ Ω, we use the notation
The notation |A| denotes the Lebesgue measure of A.
and for 1 ≤ p < ∞ the corresponding BMO-p norms
for more information on BMO functions in the subelliptic setting.
Preparatory results
We first study the relationship between the coefficients of a 2-homogeneous polynomial and its second order horizontal derivatives. Then, by some a priori estimates on the W 2,p H norms and the BMO norms, we show how to control the horizontal Hessian of a Sobolev function by some suitable 2-homogeneous harmonic polynomials. Finally, we establish a quantitative control on the growth of these polynomials at dyadic scales.
We need first to find 2-homogeneous polynomials with assigned second order horizontal derivatives. To do this, we observe that (2.3) joined with (2.2), setting
imply that any q j is a homogeneous polynomial of degree d j . Due to the formula of Baker-Campbell-Hausdorff formula, one can also prove that q l is a 2-homogeneous polynomial with respect to the variables x 1 , . . . , x m , y 1 , . . . , y m for all l = m + 1, . . . , m 2 and
From the definition of left invariant vector field, we get
for all j = 1, . . . , m and l = m + 1, . . . , m 2 . As a consequence, we get
Notice that the previous partial derivatives are exactly constant functions. The previous formula will be used to prove Proposition 3.1. Every polynomial on R n , thought of as equipped with dilations δ r , is the sum of homogeneous polynomials and the maximum among these degrees is the degree of the polynomial. Polynomials of degree one are just affine functions ℓ of the form
n and α ∈ R. A homogeneous polynomial of degree two must have the form
where c ij and c l are real numbers, with c ij = c ji for all i, j = 1, . . . , m.
Proposition 3.1. Let p : R n → R be a 2-homogeneous polynomial of the form (3.2) and let us consider the basis X 1 , X 2 , . . . , X m 2 of V 2 . Then we have
where γ l ij are proportional to the structure constants of the Lie algebra, namely
Proof. Since X i X j and X l are homogeneous differential operators of order −2 and p has degree 2 the horizontal derivatives X i X j p and X l p are constants and
having defined the symmetrized second order derivative (
. By (3.2) and (2.4), we get
for j = 1, . . . , m. As a consequence, taking into account (3.2), (2.4) and (3.1), for any i, j = 1, . . . , m and l = m + 1, . . . , m 2 , there holds
It follows that
hence concluding the proof.
H,loc (Ω), we define the matrix
where I m stands for the identity matrix and the (i, j) entry of (D
. Associated to the ball B r (x 0 ), we also define the coefficients
These numbers define the 2-homogeneous polynomial
that we will show to be related to P 
Finally, we observe that
H estimates go back to the work of Folland [Fol75] , see also the recent work by Bramanti and Brandolini [BB00] for more general hypoelliptic operators.
Theorem 3.4 ([BB00]). If
where C > 0 is a universal constant depending on σ.
It is well known that even for the classical Laplacian operator ∆, it is not true that L ∞ bounds on ∆u imply the boundedness of second order horizontal derivatives. Indeed our starting point is that bounds on the BMO norm of the sub-Laplacian ∆ H u show that the BMO norm of the horizontal Hessian of u is bounded, according to the results of Bramanti and Fanciullo [BF13] .
Theorem 3.5 ([BF13]
). Let 1 < p < ∞, 0 < σ < 1, and let u : B 1 → R be locally summable such that ∆ H u ∈ BMO p (B 1 ). Then we have
where C(σ, p) > 0 that blows up as σ → 1 − .
Remark 3.6. Note that the nonvariational form of the operator in [BF13, Theorem 2.10] needs a priori that the solution u and its horizontal derivatives are BMO. For our purposes, it is very important that the BMO regularity of u is established with no a priori assumptions. This can be obtained for the sub-Laplacian ∆ H , according to Theorem 3.5, since its distributional form allows us to apply a mollification argument.
Corollary 3.7. Let u ∈ W 2,p H (B 1 ), p ∈ (1, +∞) and λ ∈ (0, 1). Then there exists C(λ, p) > 0 such that for x 0 ∈ B λ and 0 < r < 1 − λ we have
where the matrix P x 0 r is introduced in Definition 3.2. Proof. Taking into account (3.4), we get
This completes the proof. is controlled, the BMO estimate tells us that also P x 0 r becomes unbounded as r → 0 + . Hence we will turn our attention to P x 0 r . In the following lemma, we will derive a uniform bound on the growth of P x 0 r on dyadic scales. 
Heuristically, if D
Then, for x 0 ∈ B λ 1 /3 , r > 0 and 0 < λ 1 < 1, we have
where C is universal and depends on λ 1 .
Proof. By the BMO estimate (3.5), we get
The second inequality above follows from the following argument,
At this point, note that if
Finally, choose the constant C in the statement of the lemma as C(1 + 2 Q ).
Proof of C 1,1 egularity
This section represents the core of the paper. We establish the sub-quadratic growth of the difference 
Proof. Let us introduce the translated and rescaled function
We fix λ ′ = (1 + λ)/2, so that for 0 < r ≤ (λ ′ − λ)/2, we have the inclusion 
Now we wish to apply the Poincaré inequality (2.6) to u r,x 0 − ℓ r,x 0 , where ℓ r,x 0 is an affine function to be properly defined. If we let
where π(x) = (x 1 , . . . , x m ), it follows that
since the average over B 1 of the linear part of ℓ r,x 0 is zero. Again, from the Poincaré inequality, using (4.1), we get
For the sequel, we setû r,x 0 := u r,x 0 − ℓ r,x 0 . Since both p x 0 r and ℓ r,x 0 are harmonic, we observe that
for a.e. x ∈ B 1 . We set g r,x 0 (x) = f (x 0 δ r x)χ B 1 and we consider the decomposition u r,x 0 =v r,x 0 +ŵ r,x 0 , wherê v r,x 0 = −g r,x 0 * Γ andŵ r,x 0 =û r,x 0 + g r,x 0 * Γ and Γ is the fundamental solution of the sub-Laplacian, namely ∆ H Γ = −Dirac 0 . The explicit form ofv r,x 0 allows to get the estimate
for every x ∈ B 1 by a geometric constant C > 0. We have set Q 0 = Q + 1. As a consequence, we have proved that
Sinceŵ r,x 0 is harmonic, from [BLU07, (5.52)] we have the following mean value type formulaŵ
for any x ∈ B σ , whenever 0 < σ < 1. The function Ψ is 0-homogeneous with respect to dilations and smooth on R n \ {0} . For every x ∈ B σ , we have the equalities:
The constant C(σ) only depends on σ and it blows up as σ → 1 − . By the triangle inequality and (4.3) we obtain that
We conclude from both (4.3) and (4.4) that
Differentiatingv r,x 0 , seen as an integral, it turns out thatv r,x 0 ∈ C 1 H (B 1 ) and the estimates (4.6)
hold for every j = 1, . . . , m, x ∈ B 1 and a fixed geometric constant C 1 > 0. The following estimate is standard:
It can be found for instance in the book of Varopoulos et al. [VSCC92] . Joining (4.5) and (4.6), along with (4.7) and the second inequality of (4.4), we establish the first of the following inequalities:
The second inequality is a consequence of (4.2). Since u r,x 0 (0) = X j u r,x 0 (0) = 0, by our assumptions on u, and taking into account that p
As a consequence, we get the equalities 1 r 2 sup
This finishes the proof.
. Therefore we can assume that u ∈ C 1 H (B 1 ). We fix x 0 ∈ B λ and define the affine function
Then for every λ, σ ∈ (0, 1), there exists r 0 > 0 such that for all r ∈ (0, r 0 ), there exists C > 0, only depending on λ and σ, such that the following estimate holds
where p
r is as in Definition (3.2). Proof. We can apply Lemma 4.1 to u − ℓ x 0 , for instance taking p = 2. Then we get r 0 , C > 0 such that
for every r ∈ (0, r 0 ]. In addition, we have
Being u + v harmonic in B 1 . By standard gradient estimates for harmonic functions, we get
Arguing as in [GT01, Lemma 4.1], we establish
This immediately leads us to our claim.
Remark 4.3. Notice that in the same assumptions of Corollary 4.2, we can assume that for every λ, σ ∈ (0, 1) and any x 0 ∈ B λ , there exist r 0 > 0 and C > 0, only depending on λ and σ, such that for all r ∈ (0, r 0 ) the following estimate holds
This is a consequence of the definition of c 0 in (4.9), where σ ′ = σ/c 0 ∈ (0, 1/c 0 ).
For next purposes, we introduce the gauge ball n . We will also use the coincidence set Λ := {x ∈ B G 1 : u(x) = 0}. In particular, we will consider the rescaled and translated coincidence set around x 0 as follows 
We consider the translated and rescaled function
r is introduced in Definition 3.2 and ℓ
We fix any σ ∈ (0, 1), hence we can find r 0 > 0, only depending on σ, such that B G r 0 (x 0 ) ⊂ B 1 . We consider any r ∈ (0, r 0 ) and define v r,x 0 in the following way:
where f r,x 0 (x) = f (x 0 δ r x). We write the solution to this Dirichlet problem in the form
where ζ r,x 0 solves 
(4.12)
In conclusion, we have established the following estimate 
H estimates (3.3) for solutions to the subelliptic Poisson equation givê
Furthermore, taking the second order horizontal derivatives in the definition (4.11), we get the equality
). In addition, arguing as in [GT01, Lemma 7 .7], we can establish that (D 2 u)(x 0 δ r x) = 0 a.e. on the coincidence set Λ r (x 0 ). Taking into account all previous facts, we get
Consequently,
We see that the coefficient in front of |Λ r/2 (x 0 )| is bigger than 2 βQ if
By the simple inequality D
, then the proof follows by choosing in our statement the constant C β equal to C 1/2Q ( √ 2 + 2 (β+1)/2 ).
To carry out the proof of the C 
The polynomial t has the following form
It is possible to show that any function u ∈ W 2,1
in Ω. Furthermore, if the function is twice L 1 differentiable at a Lebesgue point x 0 ∈ Ω of all functions X i X j u, X j u and u, then the corresponding polynomial is unique and it has the following form
see [Mag05] for more information. We are now in a position to prove the optimal interior regularity of solutions to the no-sign obstacle-type problem (1.1).
Theorem 4.6 (C
. Then, after a modification on a negligible set, we have u ∈ C 1,1
where C = C(Q).
Proof. Let β > 0 and let C β be as in Proposition 4.4. We consider a priori the constant
From Theorem 3.4 and the Hölder inequality one can easily find a universal constant C
We get a new universal constant C 1 > 0 and an integer i 0 ∈ N, with 2 −i 0 ≤ r 0 and r 0 > 0 is defined in Corollary 4.2, such that B G 2 −i 0 (y) ⊂ B 1/2 and (4.13) |P y 2 −i 0 | ≤ C 1 K for all y ∈ B 1/4 , Since p > Q, it is not restrictive to assume that both u and ∇ H u are continuous on B 1 , after a modification on a negligible set, see for instance [GN96, Lu96] . Furthermore, we can fix x 0 ∈ B 1/4 such that u is twice L 1 differentiable at x 0 . Taking into account [Mag05, Theorem 3.8] for p = 1 and k = 2, the set of these differentiability points has full measure in B 1 . We can further decompose u = v − w, such that 
Claim: for any fixed 0 < α < 1, there exist l 0 ≥ 1 and C > 0, only depending on universal constants, such that for λ = 2 −l 0 , there exist harmonic polynomials q k with the property that
for every k ∈ N \ {0} , where the constants are independent of x 0 . To prove (4.18) by induction, we need first to establish the case k = 1. Here we choose the null harmonic polynomial q 1 = 0. We consider (4.15), the initial inclusion B 2 −i 0 (y) ⊂ B 1/2 for all y ∈ B 1/4 , the initial choice 2 
Taking into account the definition of u 0 , the subquadratic estimate of Remark 4.3 with
we can continue the previous estimates as follows
where c > 0 arises from the standard estimate
for any harmonic function H on B G 1 , see for instance [VSCC92] . We stress that the definition of l 0 does not depend on k 0 : more precisely it is independent of x 0 . This is very important for the final estimate on D 2 h u(x 0 ). Therefore we have established (4.18) for k = 1 and λ = 2 −l 0 , where l 0 satisfies (4.19). Now we assume the statement (4.18) is true for any fixed k ≥ 1 and define
We choose the harmonic function h k such that
, and the induction assumption yields
.
Thus, exploiting the assumption that we have |P
2 −k | sufficiently large for k ≥ k 0 , we can apply the decay estimate of Proposition 4.4. By a standard convolution estimate with the fundamental solution, it follows that
where we have chosen β in Proposition 4.4 such that β ≥ α + 3. Moreover, by (4.20), the maximum principle and the induction assumption, we get
Define q k (x) as the second order Taylor polynomial of h k at the origin. The previous estimates joined with the stratified Taylor inequality [FS82, Corollary 1.44] give
where we have used the definition of λ = 2 −l 0 in (4.19). As a consequence, we obtain
Taking into account the definition of w k , we have proved that
from which we infer that
Defining the new polynomial
the induction step is proved and this concludes the proof of our claim. By the same argument, we have another constant c
Introducing the following notation: 
goes to zero as k → ∞. By the uniqueness of the second order polynomial (4.16) satisfying (4.17) with κ = λ, we getq = R. Therefore, taking into account (4.14) and (4.24), we obtain a possibly new constant C > 0, such that 
