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Kapitola 1ÚvodV sú£asnej dobe sa stáva stále vo vä£²ej miere dôleºitá gracká prezentácia dát, na-jmä kvôli svojej jednoduchosti a preh©adnosti. Na tento ú£el sa vyuºívali parametrickémodely, tie v²ak priná²ali so sebou problém vo©by správnych parametrov. Navy²e,mnoºstvo súborov dát je príli² obsiahlych a komplexných na to, aby mohli by´ vhodnepopísané parametrickými modelmi a aj preto je vhodnej²ie pouºíva´ modely neparamet-rické. Ako vhodné sa ukazuje modelovanie pomocou takzvaných B-splajnov, ktorých zák-lady a metodológia budú vysvetlené v sekcii 2.1 .Neparametrický prístup, ktorý spo£íva v roz²írení B-splajnov o penalizáciu za hlad-kos´, navrhli vo svojej práci Eilers a Marx (1996). Tento prístup sa nazýva P-splajnováregresia a jeho princíp aj s ¤al²ími doplnkami sa uvedie v sekcii 2.2.Celá 2. kapitola, ktorá bude venovaná teórii, bude doplnená o gracké ilustrácie.V 3. kapitole sa metódy aplikujú na umelo vytvorené dáta a bude sa skúma´, £i ichteoretické vlastnosti zodpovedajú realite.Aplikácia metód na reálne dáta bude predvedená v 4. kapitole, spolu s popisom dát akonkrétnymi závermi. Ako dáta sú pouºité výsledky testov Parvovírusu B19, ktorý budepodrobnej²ie popísaný v sekcii 4.1. V sekcii 4.2 budú dáta popísané niektorými základnými²tatistikami a následne, v sekcii 4.3, na ne bude aplikovaná P-splajnová regresia.Aby mohli by´ tieto metódy pouºité v praxi, boli implementované do ²tatistickéhosoftvéru. Pre tento ú£el bol pouºitý program Mathematica 7, ktorý je jedným z najviacpouºívaných v ²tatistických kruhoch pre svoju komplexnos´. V 5. kapitole budú popísanéniektoré problémy, ktoré môºu pri tomto procese nasta´ a aké základné funkcie sa vyuºívalipri implementácii.Zdrojové kódy funkcií z programu Mathematica 7 sú pre uºívate©ov dostupné v príloheA.1.1 ModelPre jednoduchos´ sa práca obmedzuje na modely s jednou nezávislou premennou a vov²eobecnosti sa predpokladá, ºe :
yi = f(xi) + εi, εi ∼ N(0, σ
2), i = 1, . . .N, (1.1)kde xi je nezávislá premenná (regresor), yi je závislá premenná, εi vyjadruje chyby vpozorovaní, N zna£í po£et napozorovaných dát a f regresnú funkciu.alej je zadaný predpoklad hladkosti regresnej funkcie :
f ∈ Cq(D), q ∈ N,f je q-krát spojito derivovate©ná na deni£nom obore D = [xl, xr]; xl je najmen²iamoºná hodnota x , xr najvy²²ia. 5
Kapitola 2P-splajnová regresiaTáto kapitola je venovaná teórii a bude podrobne vysvetlená metodológia neparametrick-ých P-splajnov. V skuto£nosti je pomenovanie týchto modelov ako neparametrických nieúplne presné, vzh©adom na to, ºe jednotlivé splajny sú popísané parametrami, aj ke¤je ich mnoho. Vhodnej²ím názvom pre tieto modely by bolo napríklad mnohoparamet-rické, alebo semiparametrické. V sekcii 2.1 bude poskytnutý náh©ad do parametrickéhomodelovania v podobe B-splajnovej regresie. Táto regresia vyuºíva metódu najmen²ích²tvorcov, ktorá bude v sekcii tieº prednesená. Samotná neparametrická P-splajnová regre-sia, ktorá je v podstate regresiou pomocou metódy najmen²ích ²tvorcov s ve©kým po£tomB-splajnov a jej roz²írením o penalizáciu za malú hladkos´, sa bude nachádza´ v sekcii 2.2.V druhej £asti sekcie budú následne popísané moºné spôsoby výpo£tu tejto penalizácie amodel bude skompletizovaný ur£ením intervalu spo©ahlivosti regresného odhadu.Rovnako ako v £asti 1.1 sa predpokladá model:
yi = f(xi) + εi, εi ∼ N(0, σ
2), i = 1, . . .N, (2.1)kde platí: f ∈ Cq−1(D) a D = [xl, xr].2.1 B-splajnyZákladné informácie a denície nutné pochopeniu metódy B-splajnov budú popísané vúvode tejto £asti.Denícia 2.1 (B-spline). B-splajnom rádu q (q ∈ N) s vnútornými uzlami λ1 < λ2 <
. . . < λq a hranicami (resp. vonkaj²ími uzlami) λ0, λq+1, takými, ºe λ0 < λ1a λq < λq+1,rozumieme po £astiach ( na intervaloch (λi, λi+1) , i = 0, . . . , q) nezápornú polynomiálnufunkciu B(.) stup¬a q, ktorá je kon²tantne nulová na mnoºine(λ0, λq+1)Ca pre ktorú platí
B ∈ Cq−1 (R) .Poznámka 2.2. λ0 bude odteraz pomenovávaný ako ©avý uzol.B-splajn rádu q je teda polynomiálna funkcia (polynómy sú stup¬a q) taká, ºe:
B(λi+) = B(λi−); B′(λi+) = B′(λi−); . . . ; B(q−1)(λi+) = B(q−1)(λi−); i = 1, ..., q.A pre krajné body platí:
B(λ0) = B(λq+1) = B
′(λ0) = B
′(λq+1) = . . . = B
(q−1)(λ0) = B
(q−1)(λq+1) = 0.Jednoduchý príklad je uvedený na obrázku 1, kde sú ukázané jednotlivé B-splajnyrádu q = 1 a q = 2 . 6
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Λ0 Λ1 Λ2 Λ0 Λ1 Λ2 Λ3B-splajn rádu 1 B-splajn rádu 2Obr. 1 : Príklady B-splajnovSplajn rádu 1 teda pozostáva z dvoch lineárnych £astí. Prvá z λ0 do λ1 a druhá z
λ1do λ2. Uzly sú λ0, λ1 a λ2 . Na intervale (λ0, λ2)C je potom tento B-splajn nulový.V druhej £asti obrázku je ukázaný splajn rádu 2, ktorý pozostáva z troch kvadratických£astí spojených v dvoch uzloch. V spájaných uzloch sa rovnajú nielen funk£né hodnoty,ale aj hodnoty prvých derivácií týchto polynómov. B-splajn rádu 2 je následne tvorený 4uzlami λ1, λ2, λ3 a λ4.Denícia 2.3. (B-splajnová báza) Pre daný interval [xl, xr] ⊂ R a n, q ⊂ N , pri£om
n > q , zna£íme :
n′ := n− q
h := xr−xl
n′
t1 := xl − qh
tk := t1 + (k − 1)hPotom B-splajnová báza na intervale [xl;xr], s dimenziou n, ekvidi²tantnými uzlamia rádom q je sada B-splajnov takých, ºe platí:
∀x ∈ [xl;xr] :
n∑
j=1







B-splajnová báza rádu 1 B-splajnová báza rádu 2Obr. 2 : Príklady B-splajnových báz
KAPITOLA 2. P-SPLAJNOVÁ REGRESIA 8Ako vidno B-splajny sa prekrývajú. Splajny rádu 1 sa prekrývajú s dvoma splajnami,druhého rádu so ²tyrmi a tak ¤alej ( to samozrejme neplatí o krajných splajnoch, ktoré saprekrývaju s men²ím po£tom). B-splajny na obrázku 2 sú B-splajnami s ekvidi²tantnými(rovnako vzdialenými) uzlami.V skuto£nosti môºu existova´ aj splajny s nerovnako vzdialenými uzlami, v tejto práci(rovnako tak aj pri analýze dát) nebudú ale brané v úvahu.De Boor (1978) ponúka algoritmus na výpo£et derivácií B-splajnov a taktieº spôsobich kon²trukcie pomocou splajnov niº²ích rádov . V¤aka faktu, ºe splajn rádu nula jekon²tantná funkcia na intervale [xl;xr], je ve©mi jednoduché po£íta´ splajny akéhoko©vekrádu:
Bj(x, q)=x− tj
qh
Bj(x, q − 1) +
x− tj+q−1
qh
Bj+1(x, q − 1) (2.3)









ajBj(x, q − 1)−
∑
j
aj+1Bj+1(x, q − 1) = −
∑
j






j (x, q) =
∑
j
∆2ajBj(x, q − 2), (2.6)kde ∆2aj = ∆∆aj=aj − 2aj−1 + aj−2 je diferencia druhého rádu. Pre vy²²ie rádyanalogicky platí: ∆kaj=∆...∆︸ ︷︷ ︸
k
aj .Poznámka 2.4. V ¤al²om texte bude pouºívaný skrátený zápis B-splajnov Bj(x) ≡
Bj(x, q).Odhad regresnej funkcie f bude následne kon²truovaný pomocou metódy najmen²ích²tvorcov.Metóda 2.5. (B-splajnová Regresia Metódou Najmen²ích tvorcov). Odhad regresnejfunkcie v modeli (1.1) pomocou metódy najmen²ích ²tvorcov je po£ítaný ako linéarnakombinácia B-splajnov z B-splajnovej bázy:












B1(x1) . . . Bn(x1)... . . . ...












f̂(x) = Bâ,kde: B = (bij)i=1,...,N ;j=1,...,n a (bij) = Bj(xi).Následne sa minimalizuje takzvaná stratová funkcia S ( kvadratická odchýlka vo£idátam) :
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â ≡ (â1 . . . ân)
T = argmina∈Rn S(a), S(a)=∑Ni=1 (yi − f(xi, a))2,kde f(x, a) = n∑
j=1
ajBj(x).
S(a) je moºné si ¤alej upravi´ na : S(a)=(y −Ba)T(y −Ba) , kde y=(y1, . . . , yN)Ta následne:
S(a) = (y −Ba)T (y −Ba) = (y −Bâ+Bâ−Ba)T (y −Bâ+Bâ−Ba)=
= S(â) + (y−Bâ)TB(â− a) + (â− a)TBT(y −Bâ) + (â− a)TBT(â− a).V prípade, ºe:
B
T(y −Bâ)=BTy −BTBâ = 0, (2.7)platí:
S(a) = S(â) + ‖B(â− a)‖
2 (2.8)Ak teda â je rie²ením (2.7), je aj bodom minima funkcie S. ã bu¤ bodom globálnehominima funkcie S. Potom z rovnice (2.8), vyplýva:
minS = S(ã) = S(â) + ‖B(â− ã)‖
2
= S(â) ⇒ Bã = Bâ.Takºe kaºdý bod globálneho minima funkcie S spl¬uje rovnicu (2.7) a vyhladené data
Bã nezávisia na volbe â.Hodnos´ roz²írenej matice sústavy (2.7) je pod©a vety o dimenzii jadra a obrazu rovná:
h(BTB,BTy) = n− dim
{








a ∈ Rn : BTBa = 0
}
= h(BTB),pretoºe hodnos´BTB je rovnaká ako hodnos´ maticeB a tedaBTBa=0 práve ke¤ Ba=0.Existuje teda aspo¬ jedno rie²enie â sústavy (2.7).Ak je matica BTB regulárna, potom vyrovnané dáta môºme získa´ zo vz´ahu Bâ =
Hy, kde H je projek£ná matica: H = B(BTB)−1BT.Na obrázku 3a a 3b sú uvedené príklady B-splajnov pre rôzne hodnoty hodnoty n a
q.












B-splajnová regresia(q = 1, n = 10) B-splajnová regresia(q = 1, n = 40)Obr. 3a: Príklady B-splajnovej regresie
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B-splajnová regresia(q = 3, n = 10) B-splajnová regresia(q = 3, n = 40)Obr. 3b: Príklady B-splajnovej regresiePoznámka 2.6. Dáta na v²etkých grafoch sú rovnaké a sú umelo vytvorené. Presnýpopis ich kon²trukcie bude uvedený v kapitole 3.Pre daný po£et splajnov n a ich rád q nie je teda výpo£etne náro£né spo£íta´ odhadregresnej funkcie pomocou metódy najmen²ích ²tvorcov. Hlavným problémom B-splajnovostáva teda výber týchto dvoch hodnôt. V praxi sa postupne za£ali vyuºíva´ najmä splajnytretieho rádu, ktoré pri posta£ujúcom po£te splajnov poskytujú dostato£nú exibilitu.U po£tu B-splajnov vedie malá hodnota n k tomu, ºe regresná funkcia je moc hladká adochádza k strate dôleºitých informacii. Na druhej strane ve©ký po£et B-splajnov spôsobí,ºe krivka je ve©mi exibilná a zah¯¬a v sebe aj nahodné uktuácie, £o je neºiaduci efekt.2.2 P-splajnyJedno z moºných rie²ení tohoto problému uviedol vo svojej práci O'Sullivan (1986).Navrhol pouºitie ve©kého mnoºstva B-splajnov spolu so zjem¬ujúcou penalizáciou P (resp.s penalizáciou za príli²nú hladkos´), pozostávajúcou z integrácie ²tvorca druhej derivácievyhladenej krivky. Táto penalizácia má za cie© korigova´ ve©kú exibilitu týchto spla-jnov a stala sa ²tandardom v literatúre zaoberajúcej sa problematikou splajnov, aj ke¤ jemoºné pouºi´ derivácie iných rádov. Pouºitie derivácie prvého rádu vedie k jednoduchýmrovniciam a po £astiach lineárnemu vyhladeniu, pri£om pouºitie vy²²ích derivácii vyústiv zloºitý systém rovníc a ve©mi jemné vyhladenie.




]2 (2.9)Metóda 2.8. (O'Sullivan: P-splajnová Regresia). Nech k < q. Odhad regresnej funkcie















, (2.10)kde f(x, a) = n∑
j=1
ajBj(x).Prístup O'Sullivana (1986) bol in²pirovaný metodológiou vyhladzovacích splajnov.Viac o tejto metóde je moºné nájs´ v Green (1994).
KAPITOLA 2. P-SPLAJNOVÁ REGRESIA 11Eilers a Marx (1996) navrhli taktieº pouºitie ve©kého mnoºstva B-splajnov s ekvidi²-tantými uzlami, ale s diskrétnou penalizáciou P∆ zaloºenou na diferenciách koecientovB-splajnov z bázy:


















. (2.12)Teda rovnako ako v prípade B-splajnovej regresie sa h©adá minimum funkcie Sk,λ(a). Vtejto kapitole bude ponúknutý spôsob získania optimálnej hodnoty âk,λ pomocou derivácie
Sk,λ(a).Vz´ah (2.12) si moºno prepísa´:






)T=0 (2.14)Z (2.13) a (2.14) vyplýva:
B
Ty=BTBâ+ λDTkDkâ = (BTB + λDTkDk)âV prípade, ºe hodnos´ matice (BTB + λDTkDk) = n sa â vyjadrí ako:
â = (BTB + λDTkDk)
−1
B


















































































































B2j (x, 1)dx, c2 =
ˆ xr
xl
Bj(x, 1)Bj−1(x, 1)dx,Prvá £as´ vzorca (2.15) zodpovedá vyhladzovacej penalizácii P∆ druhého rádu. Druhá£as´ vedie k omnoho komplexnej²ím rovniciam pri výpo£te minima S(a) v (2.10). Tátokomplexnos´ vyplýva z prekrývania sa B-splajnov. Pri pouºití v praxi s B-splajnami adiferenciami vy²²ích rádov stúpa rapídne výpo£etná náro£nos´ a je zloºité naprogramova´túto penalizáciu do automatickej procedúry na výpo£et regresnej funkcie f . S pouºtímpenalizácie P∆ tento problém odpadá.Na obrázku 4 sú znázornené P-splajnové regresie pre rôzne parametre λ.






(q = 3, n = 30, k = 2, λ = 1, λ = 10, λ = 100)Obr. 4: P-splajnová regresia pre rôzne vyhladzovacie parametreZavedením P-splajnov bol problém ur£enia optimálnej dimenzie n (výber z prirodzených£ísel - diskrétnej mnoºiny) prenesený na problém ur£enia optimálnej hodnoty vyhlad-zovacej kon²tanty λ = 0 (z kladných reálnych £ísel - kontinua)
KAPITOLA 2. P-SPLAJNOVÁ REGRESIA 13Na parameter λ je moºné nahliada´ aj ako na tzv. vyhladzovací parameter. Problémjeho výberu je jedným zo základných problémov v neparametrickej ²tatistike. asto pouºí-vanými metódami na získanie optimálnej hodnoty λ sú Akaikeho informa£né kritérium(AIC) a metóda kríºového overovania. V ¤al²om texte bude podrobnej²ie popísaná anásledne aj pouºitá na dátach druhá z týchto dvoch metód.Poznámka 2.10. Pojem kríºové overovanie nie je v sloven£ine (resp. v £e²tine) zauºí-vaný a v ¤al²om texte bude pouºívaný anglický názov metódy cross-validation.Metóda 2.11. (Cross-Validation, Generalized Cross-Validation). Optimálny odhadvyhladzovacej kon²tanty metódou cross-validation sa spo£íta zo vz´ahu:
λ̂CV = argmin
λ=0
























Ta f̂ (−i)λ je odhad funkcie f pomocou P-splajnovej regresie (s daným λ) pre dáta
(xj , yj)j=1...,i−1,i+1,...,N (i-te pozorovanie je vynechané)Wahba(1990) ponúkol taktieº model tzv. Generalized cross-validation :
λ̂GCV = argmin
λ≥0










, (2.17)Poznámka 2.12 . zna£í sa: ŷ = (f̂(xi))
i=1,...,N
= Bâ = Hy.Graf CV a GCV funkcií je zobrazený na obrázku 5. Pre budúce úlohy boli vy£íslené












CV (λ) GCV (λ)Obr. 5: Graf CV a GCV funkciíRozdiely u oboch metód sú vo v²eobecnosti ve©mi malé. Ako je uvedené v denícii,najvhodnej²í odhad λ sa získa minimalizovaním CV (λ) resp. GCV (λ) a následne sa po-mocou neho zostrojí optimálny P-splajnový odhad regresnej funkcie f .Metóda 2.12. Pre optimálny P-splajnový odhad regresnej funkcie f v modeli (1.1)platí: f̂ = f̂
λ̂
,kde λ̂ = λ̂CV , alebo λ̂ = λ̂GCV .
KAPITOLA 2. P-SPLAJNOVÁ REGRESIA 14Na obrázku 6 bola aplikovaná na dáta P-splajnová regresia s vyhladzovacími kon²tan-tami spo£ítanými metódami CV a GCV












λCV = 0.0393 λGCV = 0.0773










=∑Ni=1 (yi − ŷi)2
N − tr(H)










hii, i = 1, ..., N (2.19)
Φ−1(.) je kvantilová funkcia normovaného normálneho rozdelenia N(0,1).Na obrázku 7 je interval spo©ahlivosti pre α = 0.05 v metóde GCV






(q = 3, n = 30, k = 2, λGCV = 0.0773, α=0.05)Obr. 7: Interval spo©ahlivosti pre P-splajnovú regresiu
Kapitola 3Simula£ná ²túdiaZa ú£elom skúmania ako sa navrhnuté metódy správajú, bola v tejto kapitole vykonanásimula£ná ²túdia. Umelo vytvorené dáta boli náhodne generované z modelu (1.1). Funkcia
fD(x), pomocou ktorej boli dáta generované, bola zvolená tak, aby zodpovedala funkciáms ktorými sa moºno stretnú´ v praxi - napríklad lekárstve. Skon²truovaných bolo viacerosérií dát, na ktorých boli po aplikácii P-splajnovej regresie (n=30, q = 3, k = 2) skúmanévýberové stredné hodnoty a rozptyly pre vyhladzovacie kon²tanty a rozptyly regresnýchfunkcii. Pri vo©be λsa vyuºívala metóda generalized cross-validation.Jedna séria dát obsahovala dáta o rozsahu 500 prvkov a fD(x) mala deni£ný obor
[0, 10]. Týchto sérií bolo skon²truovaných u = 100 a následne sa pre kaºdú z týchto sériípozorovali hodnoty Dλj,cv a Dσ2j , j = 1, ..., 100.Sumárne zapísané boli dáta pre jednu sériu generované spôsobom:
• x1, ..., x500 náhodne generované z rozdelenia U(0,10)
• e1, ..., e500 náhodne generované z rozdelenia N(0,25)










10 + 0, 31













, x ∈ [0, 10]Graf funkcie fD=fD(x) je ilustrovaný na obrázku 8.






Obr. 8: Graf funkcie fDVe©ké mnoºstvo sérií slúºi k tomu, aby boli odhady strednej hodnoty a rozptylu predáta Dλcv = (Dλ1,cv, ...,D λu,cv)Ta Dσ2 = (Dσ21 , ...,D σ2u)T £o najpresnej²ie.15
KAPITOLA 3. SIMULANÁ TÚDIA 16Pre grackú analýzu metódy je na obrázku 9 uvedených 9 rôznych sérií dát spolu sich regresnými funkciami.
Obr. 9: P-splajnová regresia pre rôzne série dátNa jednotlivých grafoch je moºné sledova´ správnos´ vo©by parametru λ metódouGCV. V²etky regresné funkcie, aº na malé odchýlky, zodpovedajú tvarom funkcii fD. Akby bolo λ zvolené vä£²ie, regresná funkcia by bola omnoho hlad²ia a naopak, v prípademalej hodnoty λ, by viac zohlad¬ovala jednotlivé náhodné odchýlky. Oba tieto prípadysú neºiadúce a viedli by k tomu, ºe by regresná funkcia nezodpovedala funkcii fD.Lep²iu predstavu o rozptyle regresných funkcií poskytne obrázok 10, na ktorom je zo100 vygenerovaných sérií zobrazených 20 (náhodne zvolených).






Obr. 10: 20 vybraných P-splajnových regresiíV blízkosti krajných bodov xl = 0 a xr = 10 je rozptyl regresných funkcií vä£²í. Tentojav je spôsobený tým, ºe v okolí týchto bodov je menej pozorovaní, na základe ktorýchje regresná funkcia kon²truovaná. Vo v²eobecnosti je na grafe pás týchto funkcií ve©mitenký.Pre analýzu parametrov boli spo£ítané výberové stredné hodnoty a rozptyly parametrovcelej sady sérií do tabu©ky 1.
KAPITOLA 3. SIMULANÁ TÚDIA 17Stredná hodnota Rozptyl
Dλcv 0.08053 0.00042
Dσ
2 24.9677 3.04857Tabu©ka 1: Výberové stredné hodnoty a rozptyly pre Dλcv a Dσ2Odhad rozptylu je ve©mi presný (skuto£ný rozptyl σ2 = 25) a malá hodnota rozptyluodhadu rozptylu Dσ2 zna£í, ºe takto presný bol pre skoro v²etky série dát. Parameter
Dλcv takmer vôbec nezávisel na konkrétnej sérii pre ktorú bol po£ítaný.V poslednej £asti simula£nej ²túdie bol sledovaný interval spo©ahlivosti. Na obrázku11 sú zobrazené príklady intervalov spo©ahlivosti pre tri série a pre α = 0.05 spolu sfunkciou fD.
(α = 0.05)Obr. 11: Intervaly spo©ahlivosti pre 3 série dátPod©a teórie by pre kaºdý bod xi, i = 1, ..., 500mal interval spo©ahlivosti v tomto bodepokrýva´ bod fD(xi) s pravdepodobnos´ou 1−α. Pre po£et dát N = 500 v sérii j by tedastredná hodnota po£tu bodov xi, v ktorých tento interval nepokrýva hodnotu fD(xi) ,zna£íme Mj , mala by´: Mj = 0.05N = 25. Intervaly spo©ahlivosti boli skon²truované prev²etky série dát a bola spo£ítaná stredná hodnota a rozptylM , kde M = (M1, ...,M100)T.Stredná hodnota Rozptyl
M 25.4432 18.9749Tabu©ka 2: Stredná hodnota a rozptyl pre veli£inu MGracká analýza a takisto aj analýza odhadov parametrov poskytla údaje, ktoré sao£akávali. Aplikácia metód na simulované dáta tým potvrdila správnos´ pouºívanýchmetód z teórie a ich pouºitie v praxi bude vies´ k poºadovaným výsledkom.
Kapitola 4Analýza dátTáto £as´ má za cie© ukáza´ pouºitie metód popísaných v minulých kapitolách na reál-nych dátach. V úvode budú podrobnej²ie popísané samotné dáta, u ktorých sa následnespo£ítajú základné ²tatistické ukazovatele. V druhej £asti kapitoly sa na dáta aplikujemetóda P-splajnovej regresie a analyzujú sa v krátkosti jej výsledky.4.1 Parvovirus B19Ako bolo spomenuté v úvode, dáta sa týkajú Parvovirusu B19 (prípadne známeho tieºako erythrovirus B19). Tento vírus je prvým (a do roku 2005 jediným) vírusom z rodinyparvovírov, ktorým sa môºe nakazi´ £lovek. Iné ºivo£í²ne druhy vírus nenapadá. Spôsobujeochorenie erythema infectiosum, nazývané aj piata choroba (vzh©adom na to, ºe je piatav poradí chorôb £asto sa vyskytujúcich u detí). Je to exantematické ochorenie, typicky saprejavujúce v podobe zpolí£kovanej tváre.Piata choroba je len jednou z viacerých prejavov Parvovírusu B19. Nakazi´ sa ¬oumôºe £lovek v kaºdom veku, aj ke¤ najviac je beºná u detí vo veku medzi 6 a 10 rokmi.Po inkovaní sa choroba u pacienta prejaví po inkuba£nej dobe 4 aº 14 dní. Prejavujesa horú£kou a malátnos´ou, pokým sa vírus v hojnej miere vyskytuje v krvnom obehu.Pacienti zvy£ajne uº nie sú infek£nými po tom, £o sa objaví charakteristická vyráºka tejtochoroby.U mladistvých v období puberty a dospelých narozdiel od detí, u ktorých je priebehchoroby mierny, moºu nasta´ bolesti k¨bov rúk, kolien a niekedy aj zápestí. Taktieº,narozdiel od detí, pacienti bývajú stále infek£ní aj po objavení sa vyráºky.Parvovírus B19 je £asto prehliadanou prí£inou chronickej anémie u jedincov, ktorímajú ochorenie AIDS. U HIV pozitívnych anemikov bola infekcia parvovírusom B19 vdobe pred zahájením vysoko ú£innej antiretrovírovej terapie dokonca najpravdepodobne-j²ou prí£inou anémie. Lie£ba erythropoetínom a imunoglobulínom podávaným vnútroºilnebola ú£inná u niektorých pacientov. Infekcia parvovírusom môºe spôsobi´ silnú reakciu u©udí s ochorením AIDS, ktorí práve za£ali s antiretrovírovou terapiou.Zna£ný nárast výskytu prípadov nastáva kaºdé zhruba 3 aº 4 roky, pri£om poslednáve©ká epidémia bola v roku 1998. Ohniská nákazy bývaju predov²etkým v detských jasliacha ²kolách.Viac o Parvovíruse B19 moºno nájs´ v Young(2004).4.2 DátaSada dát ²tudovaného Parvovírusu B19 Parvo B19 obsahuje údaje o pacientoch testo-vaných na prítomnos´ tohoto víru. Zaznamenávaný je vek kaºdého pacienta v £ase séro-logického testu a hodnota výsledku testu. Tento test meria aktivitu imunoglobulínových18
KAPITOLA 4. ANALÝZA DÁT 19protilátok v krvom obraze ako reakciu pacientovho tela na poslednú infekciu Parvovíru-som B19. Výsledné hodnoty zaznamenáva na ²kále prirodzeného logaritmu. Podrobnej²ípopis toho, ako tento test funguje, je moºné nájs´ v práci Hens a kolektív (2008).Pre ú£ely tejto práce bol pouºitý výstup z tohoto testu v podobe priemernej hodnotysérologického testu u x-ro£ného £loveka, ktorého vek bol zaokrúhlený nadol. Testu sazú£astnili pacienti vo veku 0 aº 66 rokov.Základné ²tatistiky dát sú prezentované v tabu©ke 3.Minimum 1. Kvartil Medián Str.hodnota 3. Kvartil Maximumvýsledok testu 1.7017 3.6044 4.07 3.8491 4.2662 4.6795Tabu©ka 3: ²tatistiky dát Parvo B19.Dáta boli získané z Universiteit Hasselt v Belgicku.4.3 Aplikácia P-splajnovNa modelovanie P-splajnovej regresie sa v tejto sekcii na výpo£et λ pouºila metódageneralized cross-validation a na dátach bol skon²truovaný aj interval spo©ahlivosti pre
α = 0.05. Výsledok regresie je na obrázku 12.







(q = 3, n = 30, k = 2, α=0.05)Obr. 12: P-splajnová regresia na reálnych dátachPre dáta bola spo£ítaná hodnota λGCV =3.8263.Z regresnej krivky je moºné pozorova´, ºe u detí s vekom rastie aj hodnota výsledkutestu. U dospelých pacientov od veku 20-30 rokov výsledok testu skoro vôbec nezávisí naveku. Interval spo©ahlivosti je pri krajných hodnotách xl = 0 a xr = 66 roz²írený. Tentojav je popísaný v kapitole 3.
Kapitola 5Výpo£etné prostriedkyV²etky výpo£ty v tejto práci prebiehali na po£íta£och za pouºitia matematického softvéru.V tejto kapitole bude v krátkosti zhrnuté aké funkcie sa pouºili a aké problémy môºunasta´ pri implementácii metódy P-splajnovej regresie do praxe.Uvedené metódy (a ostatné pomocné výpo£ty a grafy) boli implementované v softvériMathematica 7. Tento program bol zvoleny kvôli svojej jednoduchosti a zárove¬ ve©kejkomplexnosti, kedºe ponúka ve©kú ²kálu matematických funkcii. Konkrétne funkcie jemoºné nájs´ v appendixe aj s krátkymi popismi ich fungovania.Pri pouºití konkrétnych funkcii z appendixu je potrebné varova´ pred ich výpo£et-nou náro£nos´ou. Táto náro£nos´ je dôsledkom hlavne spôsobu výpo£tu metódy cross-validation a kvôli násobeniu a invertovaniu ve©kého po£tu mnohorozmerných matíc. Prizadaní ve©kého objemu dát N a ve©kého po£tu splajnov n rastie táto náro£nos´ exponen-ciálne, £o je aj najvä£²í problém pri implementácii.Na priloºenom CD sú v²etky pouºité funkcie uloºené v adresári Mathematica.Zoznam niektorých pouºívaných vstavaných funkcii:
• BSplineBasis - funkcia na kon²trukciu B-splajnovej bázy
• LinearSolve - funkcia na rie²enie sústavy lineárnych rovníc ( pouºitá pri výpo£tochP-splajnov)
• Fit - funkcia vhodná na pouºitie pri metóde najmen²ích ²tvorcov ( pouºitá privýpo£toch B-splajnov)
• FindMinimum - funkcia na h©adanie minima
20
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Dodatok ASoftvérová implementácia metódMetódy boli implementované v softvéri Mathematica. Ako je spomenuté v 5. kapitole,pouºité metódy môºu by´ výpo£etne ve©mi náro£ne. Preto boli v²etky procedúry pro-gramované so snahou o £o najvä£²iu £asovú úspornos´, niekedy aj za cenu ich men²ejexibility. V úvode prílohy budú poskytnuté demon²trácie pouºitia naprogramovanýchfunkcii. V druhej £asti prílohy bude ponúknutý zdrojový kód týchto funkcií, pri£om po-mocné funkcie nutné k výpo£tom budú umiestnené kvôli vä£²iemu rozsahu len na CD.Vo v²etkých ponúknutých funkciách je pouºité rovnaké zna£enie ako v celej prácia novo denované premenné sú vºdy uvedené pri popise danej funkcie. Kaºdá funkciaobsahuje premennú data, ktorá zna£í vstupné dáta (xi, yi) , i = 1, ..., N , pre ktoré má by´vykonaná daná procedúra.BSplineApprox[q, n, {xL,xR}, data]
• funkcia spo£íta pre dané q, n, xl = xL a xr = xR B-splajnovú regresiu dátPSplineApprox[q, n, {xL, xR}, diOperatorDegree, data, lambda]
• funkcia spo£íta P-splajnovú regresiu dát pre k =diOperatorDegree a λ =lambdaFindMinCV[q, n, {xL, xR}, diOperatorDegree, data]
• funkcia ur£ená na výpo£et λpomocou metódy cross-validationFindMinGCV[q, n, {xL, xR}, diOperatorDegree, data]
• funkcia ur£ená na výpo£et λpomocou metódy generalized cross-validationPSplineApproxCV[q, n, {xL, xR}, diOperatorDegree, data]
• funkcia, ktorá spo£íta P-splajnovú regresiu dát, pomocou λCVPSplineVariance[q, n, {xL, xR}, diOperatorDegree, data, lambda]
• funkcia po£ítajúca odhad rozptylu σ2 pre dané λPlot[PSplineApprox[q, n, {xL, xR}, diOperatorDegree, data, lambda], {x, xL, xR}]
• funkca, ktorá do grafu vykreslí P-splajnovú regresiu dát pre dané λ
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DODATOK A. SOFTVÉROVÁ IMPLEMENTÁCIA METÓD 23Konkrétna implementácia funkcií do programu Mathematica:BSplineApprox[q_, n_, {xL_, xR_}, data_] := Module[{basis, f},basis = GetBSplineBasis[q, n, {xL, xR}];f = Fit[data, basis, x];f];PSplineApprox[q_, n_, {xL_, xR_}, diOperatorDegree_, data_, lambda_] :=Module[{coe, splines},splines = GetBSplineBasis[q, n, {xL, xR}];coe =PSplineCoe[q, n, {xL, xR}, diOperatorDegree, data, lambda];coe.splines];PSplineApproxCV[q_, n_, {xL_, xR_}, diOperatorDegree_, data_] := Module[{lambda},lambda = FindMinCV[q, n, {xL, xR}, diOperatorDegree, data];PSplineApprox[q, n, {xL, xR}, diOperatorDegree, data, lambda]];PSplineApproxGCV[q_, n_, {xL_, xR_}, diOperatorDegree_, data_] := Module[{lambda},lambda = FindMinGCV[q, n, {xL, xR}, diOperatorDegree, data];PSplineApprox[q, n, {xL, xR},diOperatorDegree, data, lambda]];FindMinCV[q_, n_, {xL_, xR_}, diOperatorDegree_, data_] := Module[{f, xmin, points, step, min, max},points = 16;step = 0.001;min = 0.03;max = min + (points - 1)*step;f = Interpolation[Table[{min + step*i,CV[min + step*i, {q, n, {xL, xR}, diOperatorDegree,data}]}, {i, 0, points - 1}]];xmin = x /. (FindMinimum[f[x], {x, (min + max)/2, min, max}][[2]]);xmin];FindMinGCV[q_, n_, {xL_, xR_}, diOperatorDegree_, data_] := Module[{f, xmin, points, step, min, max},points = 10;step = 0.01;min = 0.03;max = min + (points - 1)*step;f = Interpolation[Table[{min + step*i,GCV[min + step*i, {q, n, {xL, xR}, diOperatorDegree,data}]}, {i, 0, points - 1}]];xmin = x /. (FindMinimum[f[x], {x, (min + max)/2, min, max}][[2]]);xmin];
DODATOK A. SOFTVÉROVÁ IMPLEMENTÁCIA METÓD 24PSplineVariance[q_, n_, {xL_, xR_}, diOperatorDegree_, data_, lambda_] :=Module[{psplain, xData, yData, length = Length[data], A, B, D, H, var},psplain =PSplineApprox[q, n, {xL, xR}, diOperatorDegree, data, lambda];xData = Table[data[[i, 1]], {i, 1, length}];yData = Table[data[[i, 2]], {i, 1, length}];(*Print["B"];*)B = BMatrix[q, n, {xL, xR}, xData];(*Print["D"];*)D = DiOperatorMatrix[n, diOperatorDegree];(*Print["H"];*)A = Transpose[B].B + lambda*Transpose[D].D;A = Inverse[A];H = B.A.Transpose[B];var = 1/(length - Tr[H])*Sum[(yData[[i]] - psplain /. x -> xData[[i]])^2, {i, 1, length}];var];
