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 Abstract  We present a procedure to validate the results of 
small animal Positron Emission Tomography (PET) image 
registration by means of consistency measures. Small animal 2-
Deoxy-2-[F-18]fluoro-D-glucose (FDG) PET studies do not show 
the same intensity distribution even for images acquired in 
similar conditions, as the resulting image is influenced by several 
variables which are not always completely under control. 
Because of these difficulties, the results from automatic 
registration methods have to be visually inspected to detect 
failures. We propose a method to automate this validation 
process. Two reference images from the dataset are selected by 
an expert user avoiding images with poor contrast, animal 
movement or low quality, and both are co-registered using 
anatomical landmarks. All the remaining images in the dataset 
are then registered to every reference with an automatic two-step 
algorithm based on Mutual Information. The known 
transformation relating both references allows measuring the 
registration consistency, which is a good estimator of the 
accuracy of the alignment process, for every image in the dataset. 
This value can be used to assess the quality of the registration 
and therefore detect the incorrect results. We have applied this 
validation process on a large dataset of 120 FDG-PET rat brain 
images obtained with a rotating PET scanner. The registration 
consistency was calculated for every image in the dataset and 
values below 1.65 mm (PET image resolution) were considered as 
successful registrations. 116 images were correctly registered 
with an average error of 0.839 mm, while in four images the 
proposed method detected a registration failure. Two of these 
failures were due to very low image quality and these studies 
were discarded from the study, while the other two were 
correctly aligned after applying a manual pre-alignment step. 
Our approach requires minimal user interaction and provides 
automatic assessment of the registration error, making it 
unnecessary to visually inspect and check every registration 
result.  
I. INTRODUCTION 
Small animal PET studies can be analyzed using statistical 
parametric methods, in order to assess group differences 
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without previously defining regions of interest for 
quantification. These methods require that all images are 
aligned thus allowing voxel-to-voxel comparisons. 
Registration of these type of images poses some difficulties 
due to the differences in intensity distribution even for images 
acquired in similar conditions, because the resulting scan is 
influenced by several variables which are not always 
completely under control, like blood glucose level previous to 
the injection or animal stress during uptake. Automatic 
registration methods based on information theory have been 
tested on small animal data with acceptable results [1, 2], but 
even with these methods the main drawback of the alignment 
process as a whole is that no measurement of the registration 
error can be obtained. Provided that not all the studies are 
always successfully registered with the automatic method, 
every aligned image pair must be visually checked and 
validated. 
In this paper we propose a procedure to validate the 
registration results by means of objective consistency 
measurements [3]. The user selects two reference images and 
manually co-registers them. The whole dataset is then 
automatically registered to both references, and a composed 
transformation calculated for every image allows estimating 
the error of the registration process. This approach has been 
tested on a large dataset of small animal FDG-PET scans to 
show that it can detect registration failures avoiding the need 
to visually check the registration quality for every image. 
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Fig. 1.  Sagittal sections of two FDG-PET rat brain images (nose up). 
Differences in contrast are observed: both images show glucose metabolic 
activity in the brain, but structures outside the brain do not display similar 
activity in both images. Slight animal condition differences during FDG 
update are responsible for these differences. 
II. MATERIALS AND METHODS
120 FDG-PET scans of male Dark Agouti rats were 
acquired using a rotating PET scanner [4]. Images were 
acquired for 60 min after a 30 min uptake, with animals under 
anaesthesia (isoflurane). Acquired data were reconstructed 
with 3DRP algorithm, obtaining images with [55,55,55] 
matrix size and voxel size 0.8145 mm isotropic. These data 
were part of a study on the cerebral effects of MDMA on 
cerebral metabolism. Figure 1 shows two images belonging to 
the dataset. 
Fig. 2.  Reference images selected by the user, with several anatomical 
landmarks used for manual registration.  
Two reference images (r1 and r2) were selected by an expert 
user avoiding images with poor contrast, animal movement or 
low quality. These reference images were co-registered using 
5 pairs of anatomical landmarks (fig. 2), afterwards 
calculating the rigid transformation following the method 
proposed in [5]. All the images in the dataset were then 
registered to every reference with an automatic algorithm that 
optimized Normalized Mutual Information [6] with the 
following implementation details: multiresolution strategy 
with two sub-sampling steps (the first one subsamples every 
[4,4,2] voxels in [x,y,z] directions, and the second every 
[2,2,1]); joint histogram estimation using Partial Volume 
Interpolation [7] with 64 bins; Powell optimization [8]. The 
algorithm worked on a two-step manner: in the first step (low 
resolution) the cost function is optimized using the whole 
reference image, while in the high resolution step the brain of 
the reference image is masked (only voxels inside the mask 
are used to calculate the cost function) in order to obtain the 
best quality in the structure of interest (the brain tissue). To 
avoid interpolation artifacts that are quite common when 
deriving information theory measures from the joint histogram 
[9], reference image was resampled, changing its matrix size 
from [55,55,55] to [65,65,65]. The whole automatic 
registration process is depicted in fig. 3. 
To automate the validation process, we measure the 
registration consistency, following the idea initially proposed 
by Woods [3]. Briefly, it assesses the registration quality by 
co-registering three images, composing the transformations 
obtained and measuring the difference between this composed 
transformation and the identity. 
Every image Ij in the dataset was registered to every 
reference image (r1 and r2) obtaining transformations TIj r1 and 
TIj r2 and the associated homogeneus matrices (MIj r1 and MIj r1). 
In the absence of registration error, being ? the composition of 
transformations, TIjr1?Tr1r2?Tr2Ij should correspond to the 
identity transformation. Thus, the difference between 
MIjr1·Mr1r2·Mr2Ij and the identity matrix I estimates the 
registration error: 
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 In an attempt to represent this error with a single number, 
we selected a bounding box containing our volume of interest 
(the brain), and calculated the average error in the eight 
vertices of this box (p(i)=[xi,yi,zi]  i=1..8): 
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This Registration Consistency Index (RCIj) measures the 
registration consistency for image Ij and reference images r1
and r2. To classify the registration of image Ij with both 
references as successful or not, the image resolution (1.65 
mm) is used as a threshold, in such a way that when the RCIj
is lower than this value the registration is classified as 
Successful and for misalignments larger than image resolution 
the registration result is labelled as Failure.
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Fig. 3.  Scheme for the automatic registration process. The whole reference 
image is used in the first multiresolution step, and the output transformation 
(T442) is then the input for the last step, in which the reference image is 
masked in order to obtain best registration quality inside the brain. 
III. RESULTS AND DISCUSSION 
The proposed validation method was applied to the 120 
images in the dataset. In four cases the consistency index RCI
showed a value above the defined threshold, and these 
registration results were classified as failures. The average 
error for the 116 images correctly registered was 0.839 mm 
(max 1.1304 mm, min 0.5281 mm), indicating a high 
registration quality in terms of the PET resolution (1.65 mm), 
Every case was registered in 4 secs. on average, and the whole 
dataset needed 16 mins. to be registered with both references. 
The registration and validation process has only two user-
dependent steps: reference image selection and brain 
segmentation in these two images. Fig. 4 shows four 
representative images correctly registered with one reference. 
Fig. 4.  Axial, coronal and saggittal views of several images correctly 
registered to the referente image (first column). Axes position is the same for 
all the studies.  
The four images classified as incorrect registrations 
according to the consistency index were visually examined. 
Two of them were scans with acquisition errors that produced 
reconstructed images extremely noisy, in which no structure 
could be identified. These scans were discarded from the 
study. The other two incorrectly registered images showed a 
very high intensity area at the catheter insertion point, and 
consequently the brain structure showed low intensity values 
in comparison. This high dynamic range affects the histogram 
shape and makes automatic registration more difficult. In both 
cases, a manual pre-alignment step followed by automatic 
registration produced finally a valid result.  
Our approach requires minimal user interaction and 
provides automatic assessment of the registration error, 
making it unnecessary to visually inspect and check every 
registration result. This method will thus facilitate the 
accurate, objective and rapid analysis of large groups of rodent 
PET images. 
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