並列化技法を選択可能なグラフ処理言語の実装 by 加藤 直斗
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院 情報理工学研究科 情報・ネットワーク工学専攻 博士前期課程 
氏    名 加藤 直斗 学籍番号 １８３１０４２ 
論 文 題 目 並列化技法を選択可能なグラフ処理言語の実装 

























氏名 : 加藤 直斗
主任指導教員 : 岩崎 英哉 教授
指導教員 : 沼尾 雅之 教授















第 1章 はじめに 1
1.1 本論文の構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
第 2章 頂点主体並列グラフ処理の分類 3
2.1 頂点主体並列グラフ処理 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 分散メモリ型 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 共有メモリ型 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
第 3章 関連研究 10
3.1 分散メモリ型並列グラフ処理 . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 共有メモリ型並列グラフ処理 . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 グラフ処理分野における領域特化言語 . . . . . . . . . . . . . . . . . . . . . . . 11
第 4章 設計 12
4.1 本研究の全体像 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2 領域特化言語 GraphSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3 GraphSSプログラム例 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.4 グラフアルゴリムごとの適用可能な並列化技法 . . . . . . . . . . . . . . . . . . 19
第 5章 実装 21
5.1 Pregel+の概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.2 局所的非同期実行への拡張 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.3 非同期実行への拡張 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
第 6章 評価 28
6.1 実験環境 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.2 実行結果 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28










Google の Malewicz らによってバルク同期並列 [3] の概念に基づいた，頂点主体並列グラフ処
















グラム記述の負担を軽減する．GraphSS の変換器によってコンパイルされた GraphSS プログ
ラムは，コンパイルオプションによって，分散メモリ型頂点主体並列グラフ処理言語の Pregel+














































1 void combine(Message_t *m1, Message_t m2){
2 if (cond(*m1, m2))
3 *m1 = comb(*m1, m2);
4 }





1 void combine(int *m1, int m2){





















































































Apache Giraph [8] は，大規模なグラフ処理を行うための Apache プロジェクトで，Giraph




GraphX [10] は 分散処理フレームワークであるApache Spark [2] 上の並列グラフ処理用API





Pregel+ [5] は Yan らによって提案された，分散メモリ型の頂点主体並列グラフ処理モデルの
フレームワークのひとつである．フレームワークの実装は，C++と並列コンピューティングの









iPregel [7] は Capelli らによって提案された，共有メモリ型の頂点主体並列グラフ処理モデ
ルのフレームワークのひとつである．フレームワークの実装には，C言語と共通メモリ・マルチ
















































バ変数には，頂点識別子 id，頂点値 val，頂点の出力辺構造体リスト edgesが存在する．出力
辺構造体のメンバ変数には，出力辺先の頂点識別子 nb，辺の重み lenが存在する．図 4.3に構
造体の定義を示す．
頂点構造体の型 Vertexの宣言時には，頂点構造体に属するメンバ変数のうち idと valの型







prog := compute combiner
compute := "compute" vertex messages stmts
combiner := "combine" message message stmts
stmts := stmt | stmts stmt
stmt := assign_stmt | dec_stmt | if_stmt | for_stmt | gp_stmt
assign_stmt := var "=" expr
dec_stmt := type var "=" expr
| var "=" expr
if_stmt := "if" expr ":" stmts else_stmts
| "if" expr ":" stmts
else_stmts := "elif" expr ":" stmts else_stmts
| "else" ":" stmts
for_stmt := "for" expr "in" list ":" stmts
gp_stmt := send_message | broadcast | vote_to_halt
expr := gp_exp | exp




1 Vertex<type1, type2> {
2 type1 id;
3 type2 val;
4 list Edge<type1, type2> edges;
5 }














グラフ処理用関数は send_message(vid, msg)，broadcast(v, msg)，vote_to_halt()の
3つを提供する．
14
send_message(vid, msg)は，第 1引数に頂点識別子 vidを，第 2引数には送信値 msgを取
る．これによって，対象の頂点識別子 vidへ値 msgを送る．
broadcast(v, msg) は，第 1 引数に頂点構造体 v，第 2 引数に送信値 msg を取る．これに




式 exprの表現能力は，基本的には，C / C++に従う．グラフ処理特有の式 gp_expは，現
在のスーパーステップ数を取得する num_ss()，全頂点数を取得する num_vertices(), 頂点構











1 compute(Vertex<int, int> v, Messages<int> msgs):
2 int x
3 x = 10 // ":" がないのに前の文とレベルが異なる
4 if num_ss() == 1:
5 if v.id == 0:







1 compute(Vertex<int, int> v, Messages<int> msgs):
2 for e1 in v.edges: // 頂点構造体名と一致 -> OK
3 ...
4 for m1 in msgs: // 送信値リスト名と一致 -> OK
5 ...
6 for e2 in vtx.edges: // 頂点構造体名と不一致 -> NG
7 ...





体名は vtxであるのに対し，compute関数の第 1引数の頂点構造体名は vであるため，エラー
となる．
























メッセージ結合 対応 必須 必須
集約 　 対応 — —


























1 compute(Vertex<int,int> v, Messages<int> msgs):
2 if num_ss() == 1:
3 if v.id == 1:
4 v.val = 0
5 for edge in v.edges:
6 send_message(edge.nb, edge.len)
7 else:
8 v.val = INT_MAX // GraphSS が提供するint型の最大値
9 else:
10 int dist = INT_MAX
11 for msg in msgs:
12 dist = min(dist, msg)
13 if dist < v.val:
14 v.val = dist
15 for edge in v.edges:
16 send_message(edge.nb, v.val + edge.len)
17 voteToHalt()
18
19 combine(Message<int> old, Message<int> nw):
20 if (old > nw):













利用した各ウェブページの重要度を決定するアルゴリズム [12] によって決定される．図 4.6に
GraphSSで記述したページランクを求めるグラフアルゴリズムを示す．
1–12 行目では，ページランクを求める compute 関数が定義されている．2–3 行目は最初の
スーパーステップ時に実行される部分である．3 行目で頂点値に 1.0 を入力グラフの全頂点数
num_vertices() で割った値を格納する．4–8 行目は 2 回目以降のスーパーステップ時に実行
18
1 compute(Vertex<int,int> v, Messages<int> msgs):
2 if num_ss() == 1:
3 v.val = v.id
4 broadcast(v, v.val)
5 else:
6 int gid = v.id
7 for msg in msgs:
8 gid = min(gid, msg)
9 if gid < v.val:




14 combine(Message<int> old, Message<int> nw):
15 if (old > nw):
16 old = nw
図 4.5 GraphSSで記述した弱連結成分を求めるプログラム
















定理 1 ([9]から引用). 局所的非同期実行および非同期実行において，頂点プログラム実行毎に
全隣接頂点からの値送信が必要ではないグラフアルゴリズムは正しく実行される．
19
1 compute(Vertex<int,double> v, Messages<double> msgs):
2 if num_ss() == 1:
3 v.val = 1.0 / num_vertices()
4 else:
5 int sum = 0.0
6 for msg in msgs:
7 sum = sum + msg
8 v.val = 0.15 / num_vertices() + 0.85 * sum
9 if num_ss() <= 10:




14 combine(Message<double> old, Message<double> nw):

















Pregel+ [5] は Yan らによって提案された，分散メモリ型の頂点主体並列グラフ処理言語
である．実装には，並列コンピューティングのために標準化された規格である MPI (Message
Passing Interface)を利用している．











各頂点に対して forループによって compute関数を実行する．10行目で今回の forループで
実行する頂点を局所変数 v に格納する．12 行目で compute 関数を呼び出している．第 1 引数
















5 void compute(Vertex v, vector<Message> msgs) { ... }
6 void combine(Message m1, Message m2) { ... }
7
8 // define functions : load Input & save Output
9 ...
10
11 int main(int argc, char **argv){
12 MPI_Init(NULL, NULL); // MPIの起動
13






20 worker.run(param); // グラフ処理の実行
21
22 MPI_Finalize(); // 以降のMPI関数呼び出しを無効化
23 return 0;
24 }
図 5.1 Pregel+のプログラム全体像 (擬似コード)

















1 class Worker {
2 ...
3 void run(WorkerParam param){
4 // load Input Graph & dispatch splits
5 ...
6 // superstep loop
7 while(true) {
8 // vertices compute()
9 for (int i = 0; i < vertices.size(); i ++){
10 Vertex v = vertices[i]; // 頂点の取り出し
11 // User must define compute()
12 compute(v, get_msgs_from_recv_bufs(v)); // 頂点 v で compute 関数を実行
13 }
14
15 // combine messages
16 msgs_bufs->all_combine() // combine 関数を用いてメッセージ結合を行う
17
18 // barrier
19 MPI_Barrier(MPI_COMM_WORLD); // バリア同期
20
21 // send & recv messages
22 int np = get_num_processers();
23 int me = get_processer_id();
24
25 for (int i = 0; i < np; i++) {
26 int pair = (i - me + np) % np;
27 // send & recv bufs
28 send_recv_msgs_bufs(
29 pair, // 通信相手のプロセッサ番号
30 get_send_msgs_bufs(pair), // 送信する値を格納したアドレス




35 // check All Vertices are inactive & have no messages.








図 5.2 Pregel+ におけるWorkerクラスのインスタンスメソッド runの定義 (擬似コード)
23
1 class Worker {
2 ...
3 void run(WorkerParam param){
4 // load Input Graph & dispatch splits
5 ...
6 // superstep loop
7 int me = get_processer_id();　// 自プロセッサ番号をmeに代入
8 while(true) {
9 // vertices compute()
10 while(true) { // 自プロセッサ内の繰り返しを開始
11 for (int i = 0; i < vertices.size(); i ++){
12 Vertex v = vertices[i];
13 compute(v, get_msgs_from_recv_bufs(v));
14 }
15 if (get_send_msgs_bufs(me).size() != 0) // プロセッサ内通信があるか確認
16 get_recv_msgs_bufs(me) = get_send_msgs_bufs(me); // あれば受信バフに書込
17 else break; // なければ自プロセッサ内の繰り返しを脱出
18 }
19




































































1 class Worker {
2 ...
3 void run(WorkerParam param){
4 ...
5 // prepare local variables
6 int num_total_survive_send = 0, num_local_survive_send = 0;
7 int np = get_num_processers();
8 bool msg_dst[np], num_dst[np];
9
10 // superstep loop
11 while(true) {
12 // vertices compute()
13 ...
14
15 // send messages
16 for (int i = 0; i < np; i++)
17 if (get_send_msgs_bufs(i).size() != 0){ //　プロセッサi番へ送信があるか確認
18 async_send_msgs_bufs(i, get_send_msgs_bufs(i)); // ノンブロッキング通信
19 num_local_survive_send++; // 自プロセッサ内の送信関数の残存回数を加算
20 }
21
22 // broadcast num of surviving send
23 if (num_ss() == 1 || num_local_survive_send != 0) // 自プロセッサ内の送信残存
24 async_broadcast_num(num_local_survive_send); // 回数を他プロセッサに送信
25 num_local_survive_send = 0; // 自プロセッサ内の送信残存回数をリセット
26
27 // blocking wait for msgs or num of surviving send




32 for (int i = 0; i < np; i++){
33 if (msg_dst[i] == true){
34 recv_bufs(i, get_recv_bufs(i)); // 頂点値バッファを受信
35 num_local_survive_send--; // 送信が完了したため残存回数を減算
36 }
37 if (num_dst[i] == true){
38 recv_num_survive_send(i, get_num_survive_buf(i)); // 送信残存回数を受信




43 // check All Vertices is inactive & has no messages.












グラフは，Watts Strogatz モデル [13] を用いて生成したものである．辺の数に着目してそれぞ
れのグラフに，|E| = 2M，|E| = 10Mと名前を付ける．
本研究では，単一始点最短路，弱連結成分，ページランクを求めるプログラムについて実験を







表 6.3，表 6.4，表 6.5 に，各問題を解くプログラムの実行結果を示す．入力グラフには，入
力に用いたグラフの名前，プログラムと実行形態には，実行プログラムの種類について示され
表 6.1 実験環境
CPU AMD Opteron Processor 6380 x4 (4x16 コア)
メモリ 128 GB (DDR3-1600)




|E| = 2M 1,000,000 2,000,000
|E| = 10M 1,000,000 10,000,000
28
表 6.3 単一始点最短路問題を解くプログラムの実行結果
入力グラフ プログラム 実行形態 並列数 実行時間 (s) SS数
|E| = 2M 手書き 分散・同期 4 11.41 1975
分散・局非同期 4 40.25 1591
GraphSS 分散・同期 4 10.65 1975
分散・局非同期 4 38.69 1591
　　　　　　　 手書き 分散・同期 8 5.724 1975
分散・局非同期 8 16.89 1804
GraphSS 分散・同期 8 4.905 1975
分散・局非同期 8 15.23 1804
|E| = 10M 手書き 分散・同期 4 0.671 10
分散・局非同期 4 3.380 9
GraphSS 分散・同期 4 0.665 10
分散・局非同期 4 3.303 9
　　　　　　　 手書き 分散・同期 8 0.371 10
分散・局非同期 8 1.232 9
GraphSS 分散・同期 8 0.374 10
分散・局非同期 8 1.180 9
|E| = 2M 手書き 共有・同期 4 10.97 1975
GraphSS 共有・同期 4 11.99 1975
手書き 共有・同期 8 3.137 1975
GraphSS 共有・同期 8 3.185 1975
|E| = 10M 手書き 共有・同期 4 0.544 10
GraphSS 共有・同期 4 0.535 10
手書き 共有・同期 8 0.288 10











入力グラフ プログラム 実行形態 並列数 実行時間 (s) SS数
|E| = 2M 手書き 分散・同期 4 13.54 1975
分散・局非同期 4 46.14 1591
GraphSS 分散・同期 4 13.37 1975
分散・局非同期 4 50.15 1591
手書き 分散・同期 8 6.513 1975
分散・局非同期 8 21.38 1804
GraphSS 分散・同期 8 7.115 1975
分散・局非同期 8 21.70 1804
|E| = 10M 手書き 分散・同期 4 2.760 10
分散・局非同期 4 3.332 4
GraphSS 分散・同期 4 3.127 10
分散・局非同期 4 4.123 4
手書き 分散・同期 8 1.560 10
分散・局非同期 8 1.876 7
GraphSS 分散・同期 8 1.772 10
分散・局非同期 8 2.336 7
|E| = 2M 手書き 共有・同期 4 13.18 1975
GraphSS 共有・同期 4 13.89 1975
手書き 共有・同期 8 3.582 1975
GraphSS 共有・同期 8 3.427 1975
|E| = 10M 手書き 共有・同期 4 3.524 10
GraphSS 共有・同期 4 3.609 10
手書き 共有・同期 8 1.942 10











入力グラフ プログラム 実行形態 並列数 実行時間 (s) SS数
|E| = 2M 手書き 分散・同期 4 1.393 11
GraphSS 分散・同期 4 1.460 11
手書き 分散・同期 8 0.770 11
GraphSS 分散・同期 8 0.751 11
|E| = 10M 手書き 分散・同期 4 4.784 11
GraphSS 分散・同期 4 4.788 11
手書き 分散・同期 8 2.730 11
GraphSS 分散・同期 8 2.682 11
|E| = 2M 手書き 共有・同期 4 1.065 11
GraphSS 共有・同期 4 1.105 11
手書き 共有・同期 8 0.559 11
GraphSS 共有・同期 8 0.589 11
|E| = 10M 手書き 共有・同期 4 4.860 11
GraphSS 共有・同期 4 5.258 11
手書き 共有・同期 8 2.563 11
GraphSS 共有・同期 8 2.757 11
単一始点最短路問題と弱連結成分の実行結果について注目する．分散メモリ型の同期実行と局
所的非同期実行について比較すると，どの条件でも同期実行の方が速い．特に，|E| = 2M のグ
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