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Abstract--We present he principal ingredients of a regional finite element weather forecast model that 
includes aparameterization of the most relevant sub-grid-scale processes. This model is used operationally 
on a twice-dally basis by the Canadian weather service and for numerical weather forecasting research. 
It also provides the advecting winds, ambient emperatures and vertical diffusion profiles for a pollutant 
transport model. Results are presented that illustrate the computational economies that are possible when 
using variable resolution for short-range (2 days or less) forecasting for regions of continental extent. A 
brief discussion is given of future directions for further development of the model. 
1. INTRODUCTION 
It was recognized by Bjerknes [1] in 1904 that weather forecasting is an initial-value problem in 
mathematical physics. The first person to make a forecast using this approach was Richardson [2]. 
He made a 6 h forecast for Western Europe during World War I which took months of hand 
calculations. The forecast was unrealistic because his initial representation f the atmosphere was 
far too crude, and no further attempts were made until the advent of the electronic omputer during 
the 1940s. The first successful dynamical-numerical forecast, using a highly-simplified set of 
equations, was reported by Charney et al. [3] in 1950. Since this time the speed of electronic 
computers and our knowledge of the atmosphere and numerical methods have increased 
dramatically. Accurate detailed 2-day forecasts of continental extent are now made routinely at 
many national centres throughout the world, and less-detailed 7-day forecasts are also made that 
show some skill [4]. An overview of the process of preparing an operational forecast, from data 
collection through to forecast dissemination, is presented in Staniforth and Benoit [5] for a typical 
national centre. 
A difficult aspect of numerical weather prediction is to make a detailed (high-resolution) forecast 
valid over a region of interest for a limited time period (the regional modelling problem), and to 
do it sufficiently rapidly that the forecast is received in a timely manner by the public. High 
resolution is required over the region of interest in order to be able to model the subsynoptic 
processes which affect the time evolution of the atmosphere. However, it is generally impractical 
to use either a global or hemispheric model with uniformly high resolution everywhere du to the 
dual constraints of time and storage. Since meteorological systems move with finite phase speeds, 
it is generally considered sufficient on physical grounds to examine the flow in a limited area which 
contains the region of interest. 
Two approaches are generally taken for forecasting over the limited area, one interactive, the 
other non-interactive. In the non-interactive approach (see Ref. [6] for examples)a coarse- 
resolution model is run over a larger domain (hemispheric or global) as a preliminary step, in order 
to specify lateral time-dependent boundary conditions for the limited-area model. The principal 
difficulty of this approach is to apply lateral boundary conditions in a well-posed manner in an 
open domain [7] such that imprecise boundary information only propagates slowly into the interior 
of the domain. 
In the interactive approach (see Ref. [6] for examples) the resolution is varied in some manner 
away from the fine resolution of the area of interest o the coarser esolution of the outer region. 
One advantage of this approach is that the flows inside and outside the area of interest mutually 
interact in a single dynamic system. 
Oliger and Sundstr6m [7] showed that the initial boundary-value problem is well-posed in a 
closed domain. In the context of short-range weather forecasting it is physically reasonable to 
impose a wall boundary condition in the equatorial region, where the flow can be made quiescent. 
Staniforth and Mitchell [8] concluded that by imposing such a boundary condition far removed 
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from the region of interest and varying the resolution, it is possible to simultaneously obviate the 
difficulties encountered in specifying lateral time-dependent boundary conditions and yet still 
obtain high resolution over a region of interest without requiring high resolution everywhere. Using 
a barotropic (two-dimensional) model they showed that the forecast produced on a uniform 
high-resolution mesh can be ssentially reproduced for a limited time on some domain by a variable 
mesh model having only a fraction of the number of degrees of freedom. They also showed that 
for a given number of degrees of freedom (cost), improved accuracy results if the resolution is 
varied smoothly away from the high-resolution area of interest (see, for example, Fig. la) rather 
than in an abrupt manner. 
In this paper we describe a three-dimensional regional weather forecast model that uses the 
variable-resolution strategy proposed in Rvf. [8]. The governing equations are given in continuous 
form in Section 2, and in discrete form in Section 3. Details of the paramvtcrization of 
sub-grid-scale effects are given in Section 4. Sample forecasts using this model and the results of 
some sensitivity experiments regarding resolution are presented in Section 5. This is followed by 
a discussion in Section 6 of present and future directions. 
2. GOVERNING EQUATIONS 
The governing equations of the regional finite element model are the hydrostatic primitive 
equations on a polar-stereographic projection using e (normalized pressure) as vertical coordinate [9]. 
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Fig. la. The 91 x 81 variable-resolution grid of the control model on apolar-stereographic rojection. 
Resolution is 150 km in the central domain (bold rectangle). 
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Fig. 1 b. Blow-up of the uniform-resolution central area of the grid in Fig. 1 a. The verification subdomain 
of Table 2 is outlined. 
Thus, 
and 
where 
o4 
a~-~ = -RT ,  
OU Oqb ~.~ OK dOU 
+~x +RT ( l n p s ) - Q V + -~x + -~--~ = F v, 
dV . 0$+RT~( Inp , )+QU OK .OV 
+T;y =F"  , 
dr  x rF  d lnp,  d]  
dt L T  + a_ = Fr'  
d In p~ 0# 
d-------7-- + D + ~-~ = 0 
dq 
dt  = Fq' 
d---~ = d--~ + S U + + 8" ~-~, 
a = p/p~ (vertical coordinate), 
p = pressure ,  
Ps = pressure at the earth's surface, 
d~ 
dt'  
= geopotential height, 
T = absolute temperature, 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
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q ffi specific humidity of water vapour, 
S ~m 2, 
m = (1 + sin 1r/3)/[1 + sin(latitude)] = map-scale factor, 
( U, V) = (u/m, v /m)  = wind images, 
(u, v )= wind components along (x, y) axes of the polar-stereographic domain, 
K = S (U 2 + V2)/2 = horizontal kinetic energy, 
D = S(Ux + Vy) = horizontal divergence, 
Q =f  + S(Vx-  Uy)= vertical component of absolute vorticity, 
f = Coriolis parameter, 
R = gas constant, 
= R/cp, 
cp = specific heat of air 
and 
F v, F v, F r and F q are parameterized forcing terms. 
Equations (1)-(5) are, respectively, the horizontal momentum (x and y components), thermo- 
dynamic, continuity and moisture equations. The vertical momentum equation has been reduced 
to the hydrostatic equation (6), which eliminates the meteorologically-insignificant sound waves 
from the equations. The vertical coordinate o is terrain-following, such that o = 1 corresponds to 
the earth's surface. A detailed description of the parameterized forcing terms F U, F v, F r and F q 
is given in Section 4. 
We assume a contained flow. Thus, 
t f=0 at a=OT and o=1 (7) 
and 
V.n = 0 on the lateral boundaries of Fig. la, (8) 
where OT (= const) corresponds to the uppermost level of the model, V = (u, v) is the horizontal 
wind vector and n is the horizontal outward-pointing normal vector. 
3. D ISCRET IZAT ION 
(a ) Time discretization 
The atmosphere may be considered to be adiabatic to leading order; this corresponds to dropping 
the parameterized forcing terms appearing on the r.h.s.s of equations (1)-(5). The forcing terms 
may themselves be individually partitioned into contributions due to the effects of horizontal 
diffusion, vertical diffusion and other physical processes (e.g. sub-grid-scale convection). Equations 
0)-(5) may thus be formally rewritten as 
0G 
~---~ + NG = (F1 + F2 + F3)G, (9) 
where G --(U, V, T, lnp,, q)T, and N, F1, F2 and F3 are non-linear operators. Here NG represents 
all the terms on the l.h.s.s of equations (1)-(5), excepting the partial time derivatives; F~, F2 and 
F3 represent he parameterizations of horizontal diffusion, vertical diffusion and other physical 
processes, respectively, and are detailed in Section 4. 
The time integration scheme is a four-stage fractional-step method [10]. Thus equation (9) is 
discretized as the successive solution of the following equation sets: 
G 0) _ G n - 1 
+NG =0 
2At 
G(2) _ G v) 
= FIG (1) 
2At 
G(3) _ G(2) 
2At = F2G(3) 
(adiabatic), (10) 
(horizontal diffusion), (11) 
(vertical diffusion) (12) 
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and 
where 
G.+ I _ G o) 
2At = F3G TM (other physical processes), (13) 
NG = N~G n- ~ + N2G" + N3G°); (14) 
G ~ represents G evaluated at time level n and G ¢k) is the kth partial result associated with time level 
(n + 1). 
(b ) Adiabatic processes 
A linearization of the equations governing the evolution of the atmosphere reveals three 
fundamental kinds of atmospheric wave motion having significantly different time scales (see Ref. 
[9] and references therein). The fastest of these, the meteorologically-insignificant sound waves, 
have already been eliminated from our governing equations by the hydrostatic assumption (6). The 
second fastest kind, gravity wave motions, are also meteorologically unimportant for synoptic-scale 
weather forecasting, since they only propagate a relatively small amount of the atmosphere's 
energy. There is however no simple assumption that can be made to remove them from the 
equations without adversely affecting the evolution of the important third kind of wave motion, 
the slower-moving Rossby waves that control the weather. For an explicit time scheme (e.g. 
leapfrog) the timestep is thus restricted by the stability of the unimportant fast-moving ravity 
waves, rather than by the accuracy of the important slow-moving Rossby waves. 
The semi-implicit time scheme [11, 12] permits much longer timesteps (approx. 6 times longer) 
than would be otherwise possible by slowing down the unimportant gravity modes, and it has been 
demonstrated xperimentally that this does not degrade the accuracy of the solutions. After taking 
into account he computational overhead (the solution of a three-dimensional elliptic-boundary- 
value problem) there is a net gain in computational efficiency of a factor of approx. 5. The 
semi-implicit scheme has therefore been adopted for the adiabatic stage of the present model. The 
scheme is basically as described by Staniforth and Daley [13] except for minor details, notably the 
redefinition of l ~ [13, equation (2.17)] as So~TF da/(1 -aT)  to account for a reformulation of the 
top boundary condition. 
In the semi-implicit ime scheme the governing equations are re-expressed in terms of a 
perturbation about a uniformly stratified (T = T* = const), motionless (U = V = ~ = 0)basic-state 
atmosphere. The linear terms are treated implicitly as time differences and averages over times 
(n + 1)At and (n - 1)At, while the remaining non-linear terms are evaluated explicitly using values 
at time nat. Thus, for example, equation (1) may be approximated as (setting FV= 0 for the 
adiabatic stage) 
U(l) -- U n- I  1 [~)  (1) lnp~l) 1 l [a¢  lnp~]~-' 
2At ~-2[ Ox +RT*00x  J+2~x+RT*0~x _] 
+ [R(T_  T,) C~ lnp, OK OU~ -~x Q V + -~x + d -~ =0, (15) 
with similar approximations for equations (2)-(5). Collecting terms of like kind together leads to 
the definition of the operators N~, N2 and N3 of equation (14). Quantities at times nat and (n - l)At 
are evaluated explicitly leading to a coupled set of linear equations for the unknowns U °), V °), 
T 0) and lnp~ 1). It is possible to reduce this coupled equation set to a three-dimensional 
elliptic-boundary-value problem in a single unknown [12, 13] and obtain the remaining u knowns 
by back substitution. The adiabatic stage has second-order time truncation error. The timestep 
length is governed by considerations of stability (it is limited by the maximum wind speed), rather 
than by accuracy (the time truncation errors are much smaller than the spatial truncation errors). 
We discuss this point further in Section 6. 
(c ) Horizontal diffusion stage 
The remaining three stages erve to refine the adiabatic solution by adding other miscellaneous 
effects. The effects of sub-grid-scale horizontal diffusion are parameterized by a horizontal 
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Fig. 2. Three adjacent chapeau basis functions: . . . . .  , e k- ~(x); 
>x  
, ek (x ) ; - - - ,  ek+l(x). 
Laplacian. Thus the operator F~ of equations (9) and (11) is defined to be vV 2, where v, the 
horizontal diffusion coefficient, is taken to be constant. The diffusion terms of equation (11) are 
evaluated explicitly using the values G °) that result from the adiabatic stage. There is a stability 
criterion associated with the discretization (11), viz. that vAt/(Ax) 2must be less than some critical 
value. The parameters of the problem are such that there is no difficulty in meeting this constraint. 
(d) Vertical diffusion stage 
The prototypical form of the vertical diffusion operator F2 of equations (9) and (12) is (see 
Section 4 for further details) 
where # is a function of both space and time. 
In principle the r.h.s, of equation (12) could be xplicitly evaluated as F2G (~) in an analogous 
manner to that employed in the horizontal diffusion stage. However, the parameters ofthe problem 
(the magnitude of vertical diffusion coupled with high vertical resolution) are such that this would 
unduly restrict he size of the timestep for reasons of stability (an analogous criterion to that of 
horizontal diffusion applies). The r.h.s, of equation (12) is therefore xpressed as F2G °), and this 
results in a coupled set of equations for the grid-point values ofG °). This set is solved using a couple 
of iterations of an iterative method with the above-mentioned explicit evaluation as first guess. The 
implicit treatment of vertical diffusion is a little more costly than an explicit one, but has the 
advantage of imposing no additional timestep restriction beyond that of the adiabatic stage. 
(e) Other physical processes 
The parameterizations of the other physical processes (principally moist convection and 
condensation) are incorporated in an implicit manner analogous to that of vertical diffusion. The 
physical basis for the parameterizations are discussed in Section 4. 
( f  ) Space discretization 
The space discretization (finite elements) consists of expanding the dependent variables of the 
problem in terms of a piecewise-defined polynomial base [14]. The error incurred as a result of 
substituting these expansions into a given equation is then orthogonalized to the basis using the 
Galerkin procedure. 
Our model uses a Cartesian product basis of linear one-dimensional (chapeau) functions defined 
on a variable three-dimensional Cartesian mesh (see Fig. la for an example of a two-dimensional 
mesh). The basis function Ol(x,y, o) centred on the ith node (xk,yl, on) is defined to be the 
Cartesian product 
O~(x, y, o) = ek(x)el(y)e"(o), (17) 
where ek(x) is displayed in Fig. 2, and i is the multi-integer (k, l, m). Thus Oi(x,y, o) is defined to 
be unity at (xk,y~, ore), to vary tri-linearly to all 26 adjacent nodes and to be zero elsewhere. 
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Dependent variables are expressed as 
F(x, y, ~) = ~ FtO'(x, y  o), (18) 
i 
where F,. are scalar coefficients, which can be considered to be the value of F at the ith node by 
virtue of the fact that the basis is interpolatory. 
The choice of piecewise-defined polynomials (finite elements), which are almost orthogonal to 
one another (i.e. only interact locally), gives rise to sparse matrices whose structure may be 
exploited in the numerical procedures. Further details may be found in Refs [8, 13, 15, 16]. 
4. PARAMETERIZATION OF SUB-GRID-SCALE PHYSICAL EFFECTS 
A good representation f turbulence and other sub-grid-scale processes in the PBL (planetary 
boundary layer) is essential for the reliable forecasting of meteorological events; it is of equal 
importance for reliable pollution transport simulations because of its strong influence on the 
dispersion of pollutants [17]. For these reasons the treatment of the PBL has received considerable 
attention in the regional meteorological model and half (i.e. 8 out of 15) of the vertical evels are 
located in the lower third of the atmosphere (between a = 0.7 and ~ = 1). This distribution is 
expected to satisfactorily resolve the surface-induced turbulent processes from the point of view 
of the large-scale meteorological model. 
(a) Turbulent fluxes 
The turbulence submodel is an evolved version of the model described by Mailhot and Benoit 
[18] and its incorporation in the regional finite-element ("host") model is described by C6t6 and 
Benoit [19]. The fine-scale turbulent flow is modelled by an evolution equation for the turbulent 
kinetic energy (E) and a diagnostic equation for the eddy mixing length (2). Another key variable 
is the height of the PBL (h). It is usually obtained in the turbulence submodel from a diagnostic 
equation based on the vertical distribution of the turbulent kinetic energy density. The various 
vertical transport or diffusion terms associated with the turbulence are then parameterized in terms 
of these fields. No account is taken at present of phase changes for water in this scheme but this 
could be modified. 
Recent improvements o the turbulence model mainly concern the formulation for eddy mixing 
length (2), dissipation length (2~) and the PBL height (h). Our former definition of 2, based on 
empirical relations involving the level height, the PBL height and the surface layer stability, has 
been replaced by a more general formulation due to Bougeault [20] and based on the conversion 
between turbulent kinetic energy and potential energy. The local value of ,l then depends on the 
vertical distributions of E and the large-scale virtual potential temperature fields; it therefore 
accounts for thermal stratification effects. This formulation also has the advantage of being 
appropriate for a cloud-topped PBL [20]. As discussed by Therry and Lacarr6re [21], a different 
choice must be made for the dissipation length scale: we diagnose 2~ from 2 using a relation that 
includes buoyancy effects. 
Refinements have been made in the computation of the PBL height. In convective cases, h is 
diagnosed as before from the vertical distribution of E, while for stable situations, h is now 
predicted by a relaxation process [22]. A counter-gradient term ~G was added in the expression 
of the turbulent kinetic energy flux appearing in the governing equation for E, much like in 
the treatment of the heat flux. Using a notation similar to Ref. [18], the equation for E can be 
expressed as 
c~E + cO [A 2K M (~E/~o - -  ~'~G)], (19) ~t = BEt/2 - -  CE3/2  ~0 
where A = g~/(RT), g is the acceleration due to gravity. Here B is the coefficient of the source/sink 
term and C is the coefficient of the dissipation term. The last term on the r.h.s, side of equation 
(19) represents the vertical diffusion. Equation (19) is solved using a fractional-step scheme 
involving an analytical solution (obtained by omitting the vertical diffusion term) and a 
fully-implicit diffusion step. The turbulence closure is approximately of level 2.5 in the nomen- 
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clature of Mellor and Yamada [23]; a higher order of closure is not viable with current computers 
(even the supercomputers) in the context of operational meteorological forecast models. This 
treatment permits a realistic coupling of the turbulence to the dynamical and thermodynamic 
forcing of the meteorological model and produces a PBL that is dynamically consistent with the 
large-scale meteorological flow. 
The model also assumes that a stratified surface layer exists between the ground and the first 
level (anemometer level,,  = 1); the elevation of this level is an external constant, taken as 5 m. 
The state of the surface layer is diagnosed from the anemometer l vel fields (wind, temperature, 
moisture) and the surface fields (temperature, moisture, roughness). Continuity of the turbulent 
fluxes across this thin layer provides the set of boundary conditions needed to solve the vertical 
diffusion equations. 
The surface properties T, and q, are held fixed over water (where response times are of the order 
of months to years) and vary over land according to a balance of net radiation, energy fluxes and 
diffusive xchanges with the underlying heat and moisture reservoirs representing the soil medium. 
A single soil type is used at present. The evolution of T, and q, follows the force-restore method 
[24]. 
(b ) Vertieal diffusion 
From the point of view of the host model, the PBL submodel simply provides the forcing due 
to the turbulent fluxes of momentum, temperature and moisture, i.e. F~ (X = U, V, T and q) of 
equations (1)-(3) and (5), where 
c9 ( 2 ~gU\ F~ = ~ A KM -~--~-), (20) 
(A s ~V\ F~ = ~ KM ~'~-), (21) 
8F  2 , / 'ST~T ) ]  
Fr= ~ [A KT~- t~ ~ ycrG , (22) 
KM = aAE 1/2 (24)  
and 
KT = KM/Pr. (25) 
Here, 7~G corresponds to an imposed vertical temperature gradient (typically ~ 10-3Km -~) to 
account for upward counter-gradient heat fluxes under unstable conditions, "a" is determined by 
matching equation (24) to the analytic surface layer and Pr is the Prandtl number. The procedure 
is as follows: 
(1) Obtain it and advance the evolution equation for E forward one timestep using 
the large-scale flow field provided lay the host model. 
(2) Calculate KM and KT from equations (24) and (25). 
(3) Calculate the forcing due to the turbulent fluxes F~ using equations (20)-(23). 
(4) Apply these forcing terms to the host model using equations (1)--(3) and (5). 
(c) Other processes 
The topographical effects are automatically included owing to the use of a terrain-following 
coordinate (¢). The topography is defined on a 1.875 ° global grid which is interpolated to the model 
grid. 
The radiative solar flux at ground level is computed assuming a transparent a mosphere in the 
absence of clouds and a partially transmitting atmosphere in the presence of clouds. Our present 
formulation for the radiation heating rate in equation (3) includes only the radiative i.r. flux. It 
is based on the simplified method of Sasamori [25, 26] and accounts for the dominant effects of 
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heating from exchanges with the ground surface, and cooling by radiation lost to space. The 
corresponding radiative i.r. flux is applied at the ground, with a correction in the presence of clouds. 
Cloud cover values are diagnosed at each model level using empirical relations depending on the 
relative humidity. 
The moist processes include convective and stratiform precipitation. Deep convective processes 
are described by a method based on Kuo's [27], in which the convection is driven by large-scale 
convergence of moisture and surface evaporation, and exists in the presence of deep layers with 
conditional instability. The cumulus convection scheme is a modified version of the original Kuo 
scheme. The original scheme was developed for the tropics, but the formulation can be extended 
to include other types of clouds typically found in mid-latitude frontal systems. The modified 
scheme also allows for a simplified treatment of shallow convection. Details of the modified Kuo 
scheme, together with the coupling to the PBL model, are given by Mailhot et al. [28]. The 
convection scheme contains a simple description of some microphysical processes, based on Ref. 
[29]. The microphysics includes an evaporation of precipitation in unsaturated layers below the 
cloud, a splitting of precipitation types into rain/snow, and a subsequent freezing/melting of the 
precipitation as it falls. A standard condensation process which simply removes moisture from 
supersaturated layers is used to simulate stratiform precipitation. This large-scale condensation 
scheme contains a description of microphysical processes similar to that of the convection scheme. 
5. RESULTS--OSCAR IV CASE STUDY 
Three simulations are presented for the OSCAR (oxidation and scavenging characteristics of
April rain) Case IV beginning at 0000 GMT, 22 April 1981. This case is typical of a cyclonic wave 
development over the continent during springtime, and has been used in various modelling studies 
[30, 31]. Details of the model simulations are summarized in Table 1. 
The control run uses the horizontal variable-resolution grid of Fig. 1 a that has 150 km resolution 
over the central domain. In Experiment A we examine the effect of increased horizontal resolution: 
essentially the same grid configuration as the control run is used but with twice the resolution 
(75 km over the central domain). In Experiment B we vary the size of the uniform-resolution central 
domain using the horizontal mesh of Fig. 3 (same horizontal resolution as the control run but the 
area of the central domain is more than cut in half). 
Initial and verifying analyses are obtained by interpolating the 2.5 ° global analyses of the U.S. 
National Meteorological Center (NMC) to the variable-resolution grid of the model. It is 
well-known that the wind and temperature analyses are not in as good a balance as in nature 
because of observational errors and an insufficiently dense observational network. This gives rise 
to high-frequency gravitational oscillations of unrealistic amplitude in subsequent integrations and 
very poor short-term precipitation forecasts. The solution is to initialize the fields by making small 
adjustments everywhere (of the order of the estimated error of the analyses) such asto reduce the 
Table 1. Summary of model configurations 
All configurations 
48 h simulations using NMC's global analysis 
15 levels with top at e T = 0.1 (~ 100rob) 
Implicit normal mode initialization 
Turbulent planetary boundary layer 
Predictions of soil moisture and temperature 
Surface fluxes of heat, moisture and momentum 
Radiative solar flux at ground in~ractive with clouds 
Infrared radiation calculations at all levels 
Kuo-typ¢ cumulus parumeterization with microphysics 
Stable precipitation 
Control 
Variable-resolution (91 x 81) horizontal mesh with (41 x 32) 
uniform-resolution (150 kin) central domain 
Experiment A--double horizontal resolution 
Variable-resolution (141 x 117) horizontal mesh with (83 x 63) 
uniform-resolution (75 kin) central domain 
Experiment B--reduce size of c ntral domain 
Variable-resolution (69 x 61) horizontal mesh with (28 x 21) 
reduced-size uniform-resolution (150 kin) central domain 
C.A.M.W.A. 16/1-2--B 
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Fig. 3. Same as Fig. lb, but for the central domain of the 69 x 61 grid of Experiment B. 
amplitudes of these oscillations to realistic levels. In the present work we initialize the wind and 
temperature fields of the analysis using a procedure due to Temperton, a prototypical version of 
which is described in Ref. [32]. 
(a ) Synoptic description 
The interesting feature of OSCAR Case IV is a developing synoptic-scale cyclone and an 
associated upper-level trough drifting eastward uring the 2-day period 22-24 April 1981 [Fig. 
4(a-d)]. Strong frontogenesis took place associated with the cyclone development and considerable 
precipitation occurred near the centre of the cyclone and along the surface cold front. 
At initial time (0000 GMT, 22 April 1981), a weak cyclone with a central pressure of 1000 mb 
was located over the Dakotas and the surface cold front associated with it extended from South 
Dakota to New Mexico. By 0000 GMT, 23 April, 1981, the storm was found over Wisconsin with 
a central pressure of 1002 mb [Fig. 4(a)]. The surface cold front was well-organized by this time, 
with a frontal rainband near the front and convective towers reaching above 50,000 ft according 
to radar observations. Severe weather associated with the storm occurred from Illinois to Texas 
[Fig. 4(c)]. One day later (0000 GMT, 24 April 1981), the storm was occluded and had moved over 
the Great Lakes with a central pressure of 999 mb [Fig. 4(b)]. The surface cold front extended from 
Pennsylvania to southern Texas. Although the frontal convection was not as severe as the day 
before, significant precipitation was recorded within this period, particularly in association with 
the cold front [Fig. 4(d)]. 
(b ) Control simulation 
The 24 and 48 h forecasts of the control simulation are shown in Fig. 5(a-d). At 24 h, the error 
in the position of the surface low-pressure centre is < 200 km (on the order of the grid resolution), 
and the intensity of the cyclone is 2 mb too high [Fig. 5(a)]. The forecast of the precipitation area 
associated with the cyclone is generally quite good [Fig. 5(c)] with a slight overprediction of the 
maximum amount, although the model was a little slow developing the frontal rainband (no 
precipitation was forecast at this time over Texas for example). 
An operational weather forecast model 11 
After 48 h, the predicted surface cyclone leads the observed storm by roughly 300 km and has 
deepened to 998 mb [Fig. 5(b)]. The precipitation pattern is rather well simulated [Fig. 5(d)]. In 
particular, the model has developed a well-organized frontal rainband, with a realistic dry zone 
behind the cold front. The most serious discrepancy between the model forecast and observations 
lies in the predicted location of the extratropical yclone over the Maritimes [Fig. 5(b)]; the model 
has underestimated the speed at which it has moved northward along the coast. In summary, the 
forecast o 48 h is quite good, and the model gives a realistic description of the surface cyclone, 
low-level frontogenesis, upper-level development and precipitation pattern. 
(c ) Sensitivity experiments 
The forecasts in Experiments A (double horizontal resolution) and B (reduced central domain 
size) give results which are very similar to the control run [cf. Fig. 6(a-d) with Fig. 5(a-d)]. Overall, 
the 75 km forecast (Experiment A) is remarkably similar to that of the 150 km integrations (control 
and Experiment B). However, the 75 km forecast has fine-scale detail [of., for example, the 
precipitation pattern of Fig. 6(c) with those of Figs 5(d) and 6(d)]. Fine-scale detail is of crucial 
importance for the prediction of significant weather elements, uch as the onset and duration of 
precipitation, boundary-layer winds and temperature, cloudiness etc. 
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Comparing the forecast of Experiment B [Fig. 6(b, d)] with that of the control [Fig. 5(b, d)] we 
see no apparent degradation of forecast skill when decreasing the area of the central domain by 
more than half, even after 2 days of integration. However the forecast of Experiment B is obtained 
at approx. 60% of the computational cost of the control. 
The r.m.s, forecast errors for the 500 mb geopotential height (~ 5 km above mean sea-level) and 
mean sea-level pressure fields, evaluated every 12 h over the subdomain covering the eastern United 
States and indicated in Fig. lb, are shown in Table 2. The r.m.s, errors in the three runs increase 
Table 2. r.m.s, forecast errors (calculated over outlined omain of Fig. 
500 mb heisht and mean sea-level pressure fields 
lb) for 
500rob height (m) 
Control 3.6 15.2 22.0 36.3 37.5 
Experiment A 3.5 15.9 22.2 33.9 33.4 
Experiment B 3.6 15.2 21.7 36.2 38.1 
Persistence 0 24.0 47.9 86.9 98.5 
Mean sea-level pressure (mb ) 
Control 1.11 1.92 1.94 3.92 2.84 
Experiment A I. 11 1.90 2.08 3.95 2.80 
Experiment B 1.12 1.95 1.98 3.93 3.06 
Persistence 0 2.10 4.21 6.6 6.82 
Oh 12h 24h 36h 48h 
An operational weather forecast model 17 
0 
I ! -~ ' / r ' x  I[ / ,~_  ~ .4 
Fig. 5(d) 
Fig. 5. Same as Fig. 4(a-d) but for 24 and 48 h forecasts ofthe control run. 
slowly with time and, as compared to a forecast of persistence (the difference in the observations 
between a given time and the initial time), indicate the relative accuracy of the forecasts. The 
non-zero initial error is a measure of the adjustment produced by initialization and errors due to 
interpolation and coordinate transformations. 
In general, the three model forecasts are more similar to each other than to the observations. 
This suggests that the errors of these particular forecasts are not strongly linked to a lack of model 
resolution (at least not for the large-scale features) or central domain size, but rather to other 
sources. This conclusion does not hold for all synoptic situations and increased resolution is often 
found to be highly beneficial. Possible sources of error for the presented forecasts (and forecasts 
in general) include the density and accuracy of the observations, the accuracy of the initial 
atmospheric analysis, the fidelity of the parameterizations of sub-grid-scale processes and the 
accuracy of numerical approximations. 
6. DISCUSSION 
We have described the principal ingredients of an operational weather forecast model. An 
important attribute of this model is the ability to focus the resolution over a limited area of the 
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globe. For given cost, more accurate and detailed forecats are thus possible over a limited area 
(of approximately continental extent) and for a limited time period (up to 2 days). The specification 
of the area of interest is flexible, which renders the model highly useful for research purposes. 
Future improvements in the accuracy of public forecasts of weather elements will depend critically 
on increased resolution, both to increase the representation of smaller scales of motion and to 
facilitate more accurate parameterizations of the unresolved scales. 
Future directions for further development of the model include the implementation of an 
improved time-integration scheme and a more complete parameterization f clouds and their 
interactions with radiative processes. The timestep of the current integration scheme is limited by 
the stability of the explicit treatment of horizontal advection rather than time truncation errors. 
Robert [33, 34] proposed coupling a semi-Lagrangian treatment of advection (where stability is no 
longer limited by the magnitude of the advecting wind) with a semi-implicit reatment of 
gravitational oscillations, and demonstrated this idea in a simplified barotropic (two-dimensional) 
model of the atmosphere. This was then extended to a three-dimensional uniform-resolution 
grid-point model having a simple parameterization scheme for sub-grid-scale processes. Staniforth 
and Temperton [35] have introduced semi-Lagrangian advection into a simplified (two- 
dimensional) version of the variable-resolution fi ite element model described here, and three of 
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Fig. 6. 48 h forecast fields of mean sea-level pressure (in rob) for (a) Experiment A and (b) Experiment 
B. 36-48 h precipitation accumulation (in crn) for forecasts of (c) Experiment A and (d) Experiment B. 
the authors' colleagues (M. Tanguay, A. Simard and A. Robert) are currently engaged in extending 
this to the full model. Successful completion of this work should permit much longer timesteps (a 
factor of 3 or more) with corresponding economies in the computation effort required for given 
accuracy. The computational savings may then be reinvested in increased resolution and more 
sophisticated parameterizations of sub-grid-scale effects. 
Improvements in the parameterization schemes include an extension of our turbulent kinetic 
energy formulation to describe condensation processes in the cloud-topped PBL, the inclusion of 
a scheme due to Sundqvist [36, 37] to represent stratiform clouds and cloud water, and a more 
complete description of cloud/radiation i teractions both in the vis and i.r. bands. 
These developments are expected to lead to further improvements in the accuracy of public 
forecasts of weather elements, and of the transport of atmospheric pollutants. 
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