Fractional powers of vector operators and fractional Fourier's law in a
  Hilbert space by Colombo, Fabrizio & Gantner, Jonathan
ar
X
iv
:1
80
4.
09
22
7v
1 
 [m
ath
.FA
]  
24
 A
pr
 20
18
FRACTIONAL POWERS OF VECTOR OPERATORS AND FRACTIONAL
FOURIER’S LAW IN A HILBERT SPACE
FABRIZIO COLOMBO AND JONATHAN GANTNER
Abstract. In this paper we give a concrete application of the spectral theory based on the notion of
S-spectrum to fractional diffusion process. Precisely, we consider the Fourier law for the propagation
of the heat in non homogeneous materials, that is the heat flow is given by the vector operator:
T = e1 a(x)∂x1 + e2 b(x)∂x2 + e3 c(x)∂x3
where eℓ, ℓ = 1, 2, 3 are orthogonal unit vectors in R
3, a, b, c are given real valued functions that
depend on the space variables x = (x1, x2, x3), and possibly also on time. Using the H
∞-version
of the S-functional calculus we have recently defined fractional powers of quaternionic operators,
which contain, as a particular case, the vector operator T . Hence, we can define the non-local
version Tα, for α ∈ (0, 1), of the Fourier law defined by T . We will see in this paper how we have to
interpret Tα, when we introduce our new approach called: “The S-spectrum approach to fractional
diffusion processes”. This new method allows us to enlarge the class of fractional diffusion and
fractional evolution problems that can be defined and studied using our spectral theory based on
the S-spectrum for vector operators. This paper is devoted to researchers working in fractional
diffusion and fractional evolution problems, partial differential equations and non commutative
operator theory. Our theory applies not only to the heat diffusion process but also to Fick’s law
and more in general it allows to compute the fractional powers of vector operators that arise in
different fields of science and technology.
AMS Classification: 47A10, 47A60.
Key words: fractional powers of vector operators, S-spectrum, the S-spectrum approach, fractional
diffusion processes, fractional evolution processes.
1. Introduction
In a series of papers the authors and their collaborators have developed a new spectral theory
based on the notions of S-spectrum that applies to quaternionic operators and to n-tuples of not
necessarily commuting operators. Such theory in particular applies to vector operators such as
T = e1 a(x)∂x1 + e2 b(x)∂x2 + e3 c(x)∂x3 (1.1)
that can represent Fourier’s laws for non homogeneous materials in a bounded or unbounded
domain. Here eℓ, for ℓ = 1, 2, 3, are orthogonal unit vectors, a, b, c are given real valued functions
that depend on the space variables x = (x1, x2, x3) and can depend on a parameter t that represents
the time in a given evolution process. The development of the quaternionic spectral theory based
on the S-spectrum started in 2016 with the discovery of the S-spectrum, see the historical note
in the book [18]. With the development of this new branch of operator theory it was possible to
extend several classical results of complex operator theory to quaternionic linear operators and
in particular to linear vector operators. An important application of the classical Riesz-Dunford
functional calculus and of its extensions to unbounded operators, like McIntosh’s H∞-functional
calculus, is the definition of fractional powers of sectorial operators.
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This can also be done for quaternionic sectorial operators (and in particular for sectorial vector
operators) using the quaternionic version of theH∞-functional calculus. The study of the fractional
powers of quaternionic and of vector operators started with the paper [16]. The H∞-functional cal-
culus has been extended to the quaternionic setting in [6], following the original paper of McIntosh
[37]. This calculus can be developed with less restrictions on the operator as in [34]. Recently, in
[17], we have extended the H∞-functional calculus in its full generality following this approach. In
the same paper, we also proved some non trivial results like the spectral mapping theorem in this
setting and we used this functional calculus to define and study fractional powers of quaternionic
linear sectorial operators and in particular vector operators. In our papers we have extended several
classical results of fractional powers of operators in [9, 33, 35, 36, 37, 41, 42] to the quaternionic
setting.
This paper has two main goals. The first one is to define a new approach to fractional diffusion
processes that is based on the spectral theory on the S-spectrum, that we will call: The S-spectrum
approach to fractional diffusion problems. The second is to give a concrete application to fractional
diffusion problems and fractional evolution when the operator T defined in (1.1) has commuting
components. Our theory applies more in general to operators T with non commuting components
(a(x)∂x1 , b(x)∂x2 , c(x)∂x3) but, for the sake of simplicity, we consider the commutative case. The
strategy is the same in this case, but the computations are a bit reduced, so that we can better
explain how this theory works. We will solve the following problem under suitable conditions.
Problem 1.1. Let Ω ⊆ R3 be a bounded or an unbounded domain. Suppose that the heat flux q(x)
in the non homogeneous material contained in Ω is given by the local operator (1.1). Determine
the non local law associated with T by defining the fractional powers of T .
Remark 1.2. We point out that the solution of Problem 1.1 has several advantages as we will
mention in the sequel. From the physical point of view, the most important one is that it allows to
determine the fractional heat equation for non homogeneous materials by modifying only Fourier’s
law, but without modifying of the principle of conservation of energy.
The motivation for solving the above problem is that the classical heat equation has solutions
with unphysical properties. In particular heat can propagate with infinite speed. For this reason in
the last years some non-local variations of the model have been introduced by replacing the Laplace
operator ∆ by the fractional powers ∆α, for α ∈ (0, 1). The operator ∆α is non-local and it takes
non local phenomena in the heat propagation into account, see for example [12, 13, 14, 15, 32, 40]
and the literature therein. Before we state our main results we need to recall some definitions.
The fundamental concepts of our theory are the S-resolvent set, the S-spectrum and the S-resolvent
operators. We denote the set of quaternions by H and consider a two-sided quaternionic Banach
space V . We denote the set of closed quaternionic right linear operators on V by K(V ) and we
denote the Banach space of all bounded right linear operators on V by B(V ), which is endowed with
the natural operator norm. For T ∈ K(V ), we define the operator associated with the S-spectrum
as:
Qs(T ) := T 2 − 2Re(s)T + |s|2I, for s ∈ H
where Qs(T ) : D(T 2)→ V , and Re(s) denotes the real part and |s| the modulus of the quaternion s.
We define the S-resolvent set of T as
ρS(T ) := {s ∈ H : Qs(T )−1 ∈ B(V )}
and the S-spectrum of T as
σS(T ) := H \ ρS(T ).
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For s ∈ ρS(T ), the left S-resolvent operator is defined as
S−1L (s, T ) := Qs(T )−1s− TQs(T )−1 (1.2)
and the right S-resolvent operator is defined as
S−1R (s, T ) := −(T − Is)Qs(T )−1. (1.3)
We will apply a modified version of the quaternionic Balakrishnan formula to the operator
T = e1a1(x1)∂x1 + e2a2(x2)∂x2 + e3a3(x3)∂x3 . (1.4)
In order to determine fractional powers of T we assume suitable conditions on the coefficients of
the operator T that allow us to show that the S-resolvent operators S−1L (s, T ) and S
−1
R (s, T ) satisfy
suitable estimates. We choose now any j ∈ H such that j2 = −1 and for α ∈ (0, 1) and v ∈ D(T )
we set
Pα(T )v :=
1
2π
∫
−jR
S−1L (s, T ) dsj s
α−1Tv (1.5)
or
Pα(T )v :=
1
2π
∫
−jR
sα−1 dsj S
−1
R (s, T )Tv (1.6)
where dsj = ds/j. These integrals do not depend on the imaginary unit j and both integrals define
the same operator. Moreover, they correspond to a modified version of Balakrishnan’s formula that
takes only spectral points with positive real part into account. These modifications are necessary
because s 7→ sα, for α ∈ (0, 1) is not defined for s ∈ (−∞, 0) and, unlike in the complex setting, it
is not possible to choose different branches of sα in order to avoid this problem. When we define
the fractional powers of T we have to take this fact into account and choose a suitable path of
Integration in Balakrishnan’s formula. We furthermore use the notation Pα(T ), for α ∈ (0, 1), to
stress that we only take spectral values s with Re(s) ≥ 0 into account, i.e. only points where sα
is actually defined. We will explain this in the sequel with more details in order to justify the
formulas (1.5) or equivalently in (1.6).
The main results are Theorems 4.1 and 4.2 that we summarize in the following.
Theorem 1.3. Let Ω be a bounded domain in R3 with sufficiently smooth boundary. Let T be the
operator defined in (3.3) and assume that the coefficients aℓ : Ω → R, for ℓ = 1, 2, 3 belong to
C1(Ω,R) and aℓ(xℓ) ≥ m in Ω for some m > 0. Moreover, assume that
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣− √CΩ
2
∥∥∂xℓaℓ(xℓ)2∥∥∞ > 0, ℓ = 1, 2, 3,
and
1
2
− 1
2
‖Φ‖2∞C2ΩC2a > 0
where CΩ is the Poincare´ constant of Ω and
Φ(x) :=
3∑
ℓ=1
eℓ∂xℓaℓ(xℓ) and Ca := sup
x∈Ω
ℓ=1,2,3
1
|aℓ(xℓ)|
=
1
inf x∈Ω
ℓ=1,2,3
|aℓ(xℓ)|
.
Then any s ∈ H \ {0} with Re(s) = 0 belongs to ρS(T ) and the S-resolvents satisfy the estimate∥∥S−1L (s, T )∥∥ ≤ Θ|s| and ∥∥S−1R (s, T )∥∥ ≤ Θ|s| , if Re(s) = 0, (1.7)
with a constant Θ > 0 that does not depend on s. Moreover, for α ∈ (0, 1), and for any v ∈ D(T ),
the integral
Pα(T )v :=
1
2π
∫
−jR
sα−1 dsj S
−1
R (s, T )Tv.
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converges absolutely in L2(Ω,H).
Finally we observe that the operator Pα(T ) can equivalently be represented using the left S-
resolvent operator.
For researchers that are interested in quaternionic operator theory we mention that the most impor-
tant results in quaternionic operators theory and the associated theory of slice hyperholomorphic
function are contained in the books [8, 18, 24, 25, 30]. The original papers where the general ver-
sion of the S-functional calculus has been developed are [3, 19, 20, 21, 23, 27]. From an historical
point of view, the research for an appropriate notion of quaternionic spectrum, the S-spectrum,
started because in quaternionic quantum mechanics, see [1, 10], the notion of quaternionic spec-
trum was unclear. Recent investigations in quaternionic quantum mechanics based on the current
knowledge in quaternionic operator theory can be found for example in [29, 38, 39]. The basic
tool for quaternionic quantum mechanics is the spectral theorem based on the S-spectrum that
been developed in [4, 5], and in [26] for the case of matrices. Beyond the spectral theorem there
several directions further directions of research. The case of spectral operators has for instance
been studied in [28] and the theory of groups and semigroups of quaternionic linear operators has
been studied in [2, 7, 22, 31].
The plan of the paper is as follows: Section 1 contains the introduction. In Section 2 we in-
troduce the basic concepts of the spectral theory on the S-spectrum and Section 3 contains a new
strategy to fractional diffusion processes. In particular we define in a subsection: ”The S-spectrum
approach to fractional diffusion processes”. Finally in Section 4 we give a concrete application of
the S-spectrum approach to a Fractional Fourier’s law in a Hilbert space.
2. Basic concepts of the spectral theory on the S-spectrum
In this section we recall the basic definitions of the quaternions and of the spectral theory
for quaternionic operators. The skew-field of quaternions consists of the real vector space H :={
p = ξ0 +
∑3
ℓ=1 ξℓeℓ : ξℓ ∈ R
}
, which is endowed with an associative product with unity 1 such
that e2ℓ = −1 and eℓem = −emeℓ for ℓ,m ∈ {1, 2, 3} with ℓ 6= m. The real part of a quaternion
p = ξ0 +
∑3
i=1 ξiei is defined as Re(p) := ξ0, its imaginary part as p :=
∑3
i=1 ξiei and its conjugate
as p := Re(p)− p. Each element j of the set
S := {p ∈ H : Re(p) = 0, |p| = 1}
satisfies j2 = −1 and is therefore called an imaginary unit. For any j ∈ S, the subspace Cj :=
{p0 + jp1 : p0, p1 ∈ R} is an isomorphic copy of the field of complex numbers. Any quaternion p
belongs to such a complex plane Cj: if we set
jp :=
{
1
|p|p, if p 6= 0
any j ∈ S, if p = 0,
then p = p0 + jpp1 with p0 = Re(p) and p1 = |p|. The set
[p] := {p0 + ip1 : i ∈ S},
is a 2-sphere, that reduces to a single point if p is real. We consider the field of real numbers as
a subset of H and identify it with the set of real quaternions R ∼= {p ∈ H : p = 0}. We also
consider the three-dimensional Euclidean space as a subset of H and identify it with the set of
purely imaginary quaternions, that is R3 ∼= {q ∈ H : Re(q) = 0}.
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The theory of complex linear operators is based on the theory of holomorphic functions. In a
similar way, the theory of quaternionic linear operators is based on the theory of slice hyperholo-
morphic functions. We recall just some basic facts in order to introduce the tools that will be used
in the sequel. The proofs of the results can be found in the books mentioned in the introduction.
Definition 2.1 (Slice hyperholomorphic functions). Let U ⊂ H be open and axially symmetric,
that is [p] ⊂ U for any p ∈ U . A function f : U → H is called left slice hyperholomorphic, if it is of
the form
f(p) = α(p0, p1) + jpβ(p0, p1) ∀p ∈ U, (2.1)
where α and β are functions that take values in H, satisfy the compatibility condition
α(p0, p1) = α(p0,−p1) and β(p0, p1) = −β(p0,−p1) (2.2)
and the Cauchy-Riemann-differential equations
∂
∂p0
α(p0, p1) =
∂
∂p1
β(p0, p1) and
∂
∂p1
α(p0, p1) = − ∂
∂p0
β(p0, p1). (2.3)
A function f : U → H is called right slice hyperholomorphic, if it is of the form
f(p) = α(p0, p1) + β(p0, p1)jp ∀p ∈ U, (2.4)
with functions α and β satisfying (2.2) and (2.3). Finally, a left slice hyperholomorphic function
f = α+ jβ is called intrinsic, if α and β are real-valued.
Slice hyperholomorphic functions satisfy Cauchy formulas with left resp. right slice hyperholo-
morphic kernels.
Definition 2.2. For s, p ∈ H with s /∈ [p], we define
Qs(q) := (q2 − 2Re(s)q + |s|2).
The left and right slice hyperholomorphic Cauchys kernel are defined as
S−1L (s, p) := −Qs(p)−1(p− s) and S−1R (s, p) := −(p− s)Qs(p)−1.
Theorem 2.3. Let U be a bounded slice Cauchy domain, that is U is an bounded, open and axially
symmetric set such that ∂(U ∩Cj) consists of a finite number of Jordan curves for some (and hence
any) j ∈ S. If f is left slice hyperholomorphic on U , then
f(p) =
1
2π
∫
∂(U∩Cj)
S−1L (s, p) dsj f(s) for any p ∈ U,
where j ∈ S can be chosen arbitrarily and dsj := ds(−j). If f is right slice hyperholomorphic on
U , then
f(p) =
1
2π
∫
∂(U∩Cj)
f(s) dsj S
−1
L (s, p) for any p ∈ U,
where j ∈ S can be chosen arbitrarily and dsj := ds(−j).
The slice-hyperholomorphic Cauchy formulas are the starting point for the definition of the
the S-functional calculus, which is the natural extension of the Riesz-Dunford-functional calculus
for complex linear operators to quaternionic linear operators. It is based on the theory of slice
hyperholomorphic functions and follows the idea of the classical case: we formally replace the
scalar variable p in the slice hyperholomorphic Cauchy formula by an operator T . The proofs
of the results stated in this subsection can be found in [3, 25, 27]. We recall the main definitions
related to the S-functional calculus. TheH∞-functional calculus, which is able to define unbounded
functions of operators, is too complicated to be summarized here and we refer the interested reader
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to to the original papers, see [6, 17]. Here we just use the quaternionic Balakrishnan’s formula that
is a consequence of the H∞ functional calculus developed in [17].
Let V denote a two-sided quaternionic Banach space. We denote the set of all bounded quater-
nionic right-linear operators on V by B(V ) and the set of all closed and quaternionic right-linear
operators on V by K(V ). One of the major differences between the theory of complex linear opera-
tors and the theory of quaternionic linear operators, and particular of vector operators, is that the
spectrum for quaternionic operators is defined by a second order operator. Precisely, for T ∈ K(V ),
we define the operator
Qs(T ) := T 2 − 2Re(s)T + |s|2I : D(T 2) ⊂ V → V, for s ∈ H.
Definition 2.4. Let T ∈ K(V ). We define the S-resolvent set of T as
ρS(T ) := {s ∈ H : Qs(T )−1 ∈ B(V )}
and the S-spectrum of T as
σS(T ) := H \ ρS(T ).
If s ∈ ρS(T ), then Qs(T )−1 is called the pseudo-resolvent of T at s. Furthermore, we define the
extended S-spectrum σSX(T ) as
σSX(T ) :=
{
σS(T ) if T is bounded,
σS(T ) ∪ {∞} if T is unbounded.
The S-spectrum has properties that are similar to those of the spectrum of a complex linear
operator.
Theorem 2.5. Let T ∈ K(V ).
(i) The S-spectrum σS(T ) of T is axially symmetric.
(ii) The S-spectrum σS(T ) is a closed subset of H and the extended S-spectrum σSX(T ) is a
closed and hence compact subset of H∞ := H ∪ {∞}.
(iii) If T is bounded, then σS(T ) is nonempty and bounded by the norm of T , i.e. σS(T ) ⊂
B‖T‖(0), where B‖T‖(0) is the open ball of radius ‖T‖ centered at 0.
A second important fact is that the pseudo-resolvent Qs(T )−1 of T is not the resolvent of the
S-functional calculus. In particular, the operator-valued function s 7→ Qs(T )−1 is not slice hyper-
holomorphic. Instead, we have two different S-resolvent operators.
Definition 2.6. Let T ∈ K(V ). For s ∈ ρS(T ), the left S-resolvent operator is defined as
S−1L (s, T ) := Qs(T )−1s− TQs(T )−1 (2.5)
and the right S-resolvent operator is defined as
S−1R (s, T ) := −(T − Is)Qs(T )−1. (2.6)
The S-resolvent operators reduce to the classical resolvent if T and s commute, that is
S−1L (s, T ) = S
−1
R (s, T ) = (sI − T )−1.
Furthermore, the right S-resolvent is obviously obtained by formally replacing p by T in the right
slice hyperholomorphic Cauchy kernel. Formally replacing p by T in the left Cauchy kernel yields
the operator −Qs(T )−1(T − sI), which is only defined on D(T ). The left S-resolvent defined in
(2.5) is the closed extension of this operator and defined on all of V . In particular, if T is bounded,
then D(T ) = V and so S−1L (s, T ) = −Qs(T )−1(T − sI).
The following lemma is crucial and can be shown by straightforward computations for bounded
operators. In the case of unbounded operators, several additional technical difficulties have to be
overcome. The respective proof can be found in [16].
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Theorem 2.7. Let T ∈ K(V ). The map s 7→ S−1L (s, T ) is a right slice-hyperholmorphic function
on ρS(T ) with values in the two-sided quaternionic Banach space B(V ). The map s 7→ S−1R (s, T )
is a left slice-hyperholmorphic function on ρS(T ) with values in the two-sided quaternionic Banach
space B(V ).
The S-resolvent equation is the analogue of the classical resolvent equation in the quaternionic
setting. It has first been proved for the case that T is a bounded operator in [3]. Later on it was
generalized to the case that T is unbounded in [16]. We recall the S-resolvent equation because
it is one of the main differences between the complex and the quaternionic case. Observe that it
involves both the S-resolvent operators.
Theorem 2.8 (S-resolvent equation). Let T ∈ K(V ). For s, p ∈ ρS(T ) with s /∈ [p], it is
S−1R (s, T )S
−1
L (p, T ) =
[
[S−1R (s, T )− S−1L (p, T )]p
− s[S−1R (s, T )− S−1L (p, T )]
]
(p2 − 2s0p+ |s|2)−1.
(2.7)
Any vector v in the two-sided quaternionic vector space V can be written in a unique way as
v = v0 +
∑3
ℓ=1 vℓeℓ with components vℓ in the real Banach space VR := {v ∈ V : av = va ∀a ∈ H}.
We write V = VR⊗H and say that V is the quaternionification of VR. Any bounded operator T on
V can then be written as T = T0 +
∑3
κ=1 Tκeℓ with components Tℓ ∈ B(VR) i.e. they are bounded
R-linear operators on VR. We then have
Tv =
3∑
κ,ℓ=0
eκeℓTκvℓ,
where we set e0 := 1 for neatness. If T is unbounded, then we can only write T in terms of R-linear
components if D(T ) is of the form D(T ) = { ∑ℓ vℓeℓ : vℓ ∈ W} for some R-linear subspace W .
Then T = T0 +
∑3
κ=1 Tκeκ with R-linear components Tκ : W → VR, κ = 0, . . . , 3. Conversely, if
T0, . . . , T3 are R-linear operators on V , then T =
∑3
κ=0 Tκeκ is a quaternionic linear operator with
domain D(T ) = ⋂3κ=0D(Tκ)⊗H.
For operators with commuting components, the S-resolvent operators admits a second represen-
tation and the S-spectrum can be computed more easily. Precisely, we consider the class K(V )
which consists of those operators T = T0 +
∑3
ℓ=1 Tℓeℓ such that the components Tℓ : D(Tℓ) ⊂
VR → VR, ℓ = 0, . . . , 3 are closable operators on VR that commute mutually, that is TℓTκ = TκTℓ
on D(TℓTκ) ∩ D(TκTℓ) for ℓ, κ = 0, . . . , 3. The domain of T is D(T ) = ∩3ℓ=0D(Tℓ) and if we set
T := T0 −
3∑
ℓ=1
Tℓeℓ,
then the domain of T is D(T ) = D(T ). For s ∈ H, we define the commutative pseudo-resolvent
operator as
Qc,s(T ) := s2I − 2sT0 + TT : D(T 2) ⊂ V → V.
Observe that the operators T0 and TT =
∑3
κ=0 T
2
κ do not contain the imaginary units of the
quaternions. The operator Qc,s(T ) in invertible if and only if Qs(T ) is invertible and so
ρS(T ) =
{
s ∈ H : Qc,s(T )−1 ∈ B(X)
}
. (2.8)
Moreover, for s ∈ ρS(T ), the S-resolvent operators can be written as
S−1L (s, T ) =(sI − T )Qc,s(T )−1 (2.9)
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and
S−1R (s, T ) =Qc,s(T )−1s−
3∑
κ=0
TκQc,s(T )−1eκ. (2.10)
Using the above definitions and the quaternionicH∞-functional calculus, which is an extension of
the S-functional calculus for sectorial operators, we can define fractional powers of closed sectorial
operators, i.e. operators T such that (−∞, 0) ⊂ ρS(T ) and ‖S−1L (s, T )‖ = ‖S−1R (s, T ) ≤ C/|s| for
some C > 0 and any s ∈ (−∞, 0). For α ∈ (0,+∞), such fractional power can be represented via
Balakrishnan’s formula
Tαv = −sin(απ)
π
∫ +∞
0
tα−1S−1R (s, T )Tv dt ∀v ∈ D(T ). (2.11)
Unfortunately, the gradient ∇ on L2(R3,H) does not turn out to be a quaternionic sectorial
operator: its S-spectrum contains only real points and whenever a positive point s > 0 belongs to
σS(T ), then also −s belongs to σS(T ) so that for sure (−∞, 0) 6⊂ ρS(T ). Moreover, the princial
branch of sα is not defined on (−∞, 0], which contains spectral values of ∇. Hence, defining ∇α is
not possible by simply applying the existing theory and using formula (2.11). For complex linear
operators, one could try to choose a different branch of the fractional power sα that is defined on
(−∞, 0] and then use this branch to define ∇α using a suitable version of the S-functional calculus
or the quaternionic H∞-functional calculus. Choosing different branches of fractional powers is
however not possible in the quaternionic setting. Instead we had to choose a modified approach.
The slice hyperholomorphic logarithm on H is defined as
log s := ln |s|+ js arg(s) for s ∈ H \ (−∞, 0],
where arg(s) = arccos(s0/|s|) is the unique angle ϕ ∈ [0, π] such that s = |s|ejsϕ. Observe that for
s = s0 ∈ [0,∞) we have arccos(s0/|s|) = 0 and so log s = ln s. Therefore, log s is well defined on
the positive real axis and does not depend on the choice of the imaginary unit js. One has
elog s = s for s ∈ H
and
log es = s for s ∈ H with |s| < π.
The quaternionic logarithm is both left and right slice hyperholomorphic (and actually even in-
trinsic) on H \ (−∞, 0] and for any j ∈ S its restriction to the complex plane Cj coincides with
the principal branch of the complex logarithm on Cj. We define the fractional powers of exponent
α ∈ R of a quaternion s as
sα := eα log s = eα(ln |s|+js arccos(s0/|s|)), s ∈ H \ (−∞, 0].
This function is obviously also left and right slice hyperholomorphic on H \ (−∞, 0]. Note however
that if we define fractional powers sα with α ∈ H\R by the above formula, we do not obtain a slice
hyperholomorphic function because the composition of two slice hyperholomorphic functions is in
general only slice hyperholomorphic if the inner function is intrinsic. We choose now j ∈ S and set
for α ∈ (0, 1)
Pα(T )v :=
1
2π
∫
−jR
S−1L (s, T ) dsj s
α−1Tv, v ∈ D(T ). (2.12)
This corresponds to Balakrishnan’s formula for the Tα, where just a part of the S-spectrum is
taken into account, namely the part of the spectrum contained in the positive real axis, where the
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function sα is actually defined. An analogue Balakrishnan’s formula for Pα(T ) holds using the right
S-resolvent operator S−1R (s, T )
Pα(T )v :=
1
2π
∫
−jR
sα−1 dsj S
−1
R (s, T )Tv, v ∈ D(T ), (2.13)
and it defines the same operator Pα(T ).
3. A new strategy to fractional diffusion processes
Using the formulas (2.12) and (2.13), we can now reduce the problem of defining the fractional
powers of a vector operator T to a problem in partial differential equations in which we show that
S-resolvent operators S−1L (s, T ) and S
−1
R (s, T ) are well defined and satisfy suitable growth condi-
tions in |s| when the coefficients that define the vector operator T satisfy suitable estimates. The
procedure is not immediate and will be explained in some steps.
First we consider the case when T is minus the gradient operator because in this case we expect that
our new method, based on the spectral theory on the S-spectrum, reproduces the classical fractional
heat equation that contains the fractional powers of the negative Laplace operator. So we consider
the heat flux q(∇) = −∇v, where v is the temperature, we identify R3 ∼= {s ∈ H : Re(s) = 0} and
we consider the gradient operator ∇ as the quaternionic operator
q(∇)v = −(e1∂x1 + e2∂x2 + e3∂x3)v. (3.1)
Instead of replacing the negative Laplacian (−∆)α in the heat equation, we replace the fractional
gradient in the equation
∂tv(t, x) + divq(∇)v(t, x) = 0.
The following two observations are of crucial importance in order to define the new procedure to
fractional diffusion processes.
(I) Since sα, for α ∈ (0, 1), is not defined on (−∞, 0) and on L2(R3,H) it is σS(∇) = R we
consider the projections of the fractional powers of ∇α, indicated by Pα(∇), to the subspace
associated with the subset [0,+∞) of the S-spectrum of ∇, on which the function sα is well
defined and it is slice hyperholomorphic.
(II) The above procedure gives a quaternionic operator
Pα(∇) = T0 + e1T1 + e2T2 + e3T3,
where Tℓ, ℓ = 0, 1, 2, 3 are real operators obtained by the functional calculus. Finally, we
take the vector part
Vect(Pα(∇)) = e1T1 + e2T2 + e3T3
of the quaternionic operator Pα(∇) so that we can apply the divergence operator.
More explicitly we define ∇α only on the subspace associated to [0,∞) that is
Pα(∇)v = 1
2π
∫
−jR
S−1L (s,∇) dsj sα−1∇v,
for v : R3 → R in D(∇), where the path integral is computed taking into account just the part of the
S-spectrum with Re(σS(∇)) ≥ 0 since we have proven in [17] that the S-spectrum of the gradient
is the entire real line. With this definition and the surprising expression for the left S-resolvent
operator
S−1L (−jt,∇) = (−jt+∇) (−t2 +∆)−1︸ ︷︷ ︸
=R
−t2
(−∆)
,
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the fractional powers Pα(∇) become
Pα(∇)v = 1
2
(−∆)α2−1∇2v︸ ︷︷ ︸
ScalPα(∇)v
+
1
2
(−∆)α−12 ∇v︸ ︷︷ ︸
=VecPα(∇)v
.
We define the scalar part of the operator Pα(∇) applied to v as
ScalPα(∇)v := 1
2
(−∆)α2−1∇2v,
and the vector part as
VecPα(∇)v := 1
2
(−∆)α−12 ∇v.
Now we observe hat
divVecPα(∇)v = −1
2
(−∆)α2+1v
This shows that in the case of the gradient we get the same result, that is the fractional Laplacian.
The fractional heat equation for α ∈ (1/2, 1)
∂tv(t, x) + (−∆)αv(t, x) = 0
can hence be written as
∂tv(t, x)− 2div (VecPβ(∇)v) = 0, β = 2α− 1
so we have shown that this approach coincided with the classical one.
Before we state our new approach to fractional diffusion processes we will make some consider-
ations regarding the case when the components of the operator T commute among themselves and
when they do not commute. When we consider non homogeneous materials in Ω ⊆ R3, where Ω
can be bounded or unbounded, then Fourier’s law becomes
T := q(x, ∂x) = e1 a(x)∂x1 + e2 b(x)∂x2 + e3 c(x)∂x3 , x = (x1, x2, x3) (3.2)
where eℓ, ℓ = 1, 2, 3 are orthogonal unit vectors in R
3 and the coefficients a, b, c : Ω → R depend
on the space variables x = (x1, x2, x3), and possibly on time. In this case to define the fractional
powers of T we need to show that the pseudo S-resolvent operator
Qs(T ) := T 2 − 2Re(s)T + |s|2I (3.3)
is invertible. In this case the computations can be quite complicated and will considered in a future
publication. In this paper we consider the commutative case that gives a better understanding of
the our new procedure as we will see in the following.
When T has commuting components, that is T is a vector operator of the form
T = e1 a1(x1)∂x1 + e2 a2(x2)∂x2 + e3 a3(x3)∂x3
where a1, a2, a3 : Ω→ R are suitable real valued function that depend on the space variables x1, x2,
x3, respectively, then the S-spectrum can also be determined by the commutative pseudo-resolvent
operator
Qc,s(T ) := s
2I − 2sT0 + TT = a21(x1)∂2x1 + a22(x2)∂2x2 + a23(x3)∂2x3 + s2I
because Qc,s(T ) is invertible if and only if Qs(T ) is invertible. The operator Qc,s(T ) is a scalar
operator if s2 is a real number, since T is a vector operator, we have T0 = 0 and TT does not
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contain the imaginary units of the quaternions. Using the non commutative expression of the
pseudo-resolvent operator Qs(T ) we obtain
Qs(T ) = −(a1(x1)∂x1)2 − (a2(x2)∂x2)2 − (a3(x3)∂x3)2
− 2s0(e1 a1(x1)∂x1 + e2 a2(x2)∂x2 + e3 a3(x3)∂x3) + |s|2I.
We observe that according to what we need to show in the commutative case we have two possibil-
ities. In the next subsection we explicitly write the procedure to defined the S-spectrum approach
to fractional diffusion processes.
3.1. The S-spectrum approach to fractional diffusion processes.
Suppose that Ω ⊆ R3 is a suitable bounded or unbounded domain and let V be a two sided
Banach space. We consider the initial-boundary value problem for non-homogeneous materials.
We use the notation T = q(x, ∂x) and we restrict ourselves to the case of homogeneous boundary
conditions:
T (x) = a1(x1)∂x1e1 + a2(x2)∂x2e2 + a3(x3)∂x3e3, x = (x1, x2, x3) ∈ Ω
∂tv(x, t) + div T (x)v(x, t) = 0, (x, t) ∈ Ω× (0, T ]
v(x, 0) = f(x), x ∈ Ω
v(x, t) = 0, x ∈ ∂Ω t ∈ [0, T ].
Our general procedure consists in the following steps:
(S1) We study the invertibility of the operator
Qc,s(T ) := s
2I − 2sT0 + TT = a21(x1)∂2x1 + a22(x2)∂2x2 + a23(x3)∂2x3 + s2I
where T = −T , to get the S-resolvent operator. Precisely, let F : Ω → H be a given
function with a suitable regularity and denote by X : Ω→ H the unknown function of the
boundary value problem:(
a21(x1)∂
2
x1 + a
2
2(x2)∂
2
x2 + a
2
3(x3)∂
2
x3 + s
2I
)
X(x) = F (x), x ∈ Ω
X(x) = 0, x ∈ ∂Ω.
We study under which conditions on the coefficients a1, a2, a3 : R
3 → R the above equa-
tion has a unique solution. We can similarly use the non commutative version of the
pseudo-resolvent operator Qs(T ). In the case we deal with an operator T non commuting
components then we have to consider Qs(T ), only.
(S2) From (S1) we get the unique pesudo-resolvent operator Qc,s(T )−1 and so can define the
S-resolvent operator
S−1L (s, T ) = (sI − T )Qc,s(T )−1.
Then we prove that any s ∈ H \ {0} with Re(s) = 0 belongs to ρS(T ) and the S-resolvent
operators satisfy the estimates∥∥S−1L (s, T )∥∥B(V ) ≤ Θ|s| and ∥∥S−1R (s, T )∥∥B(V ) ≤ Θ|s| , if Re(s) = 0, (3.4)
with a constant Θ > 0 that does not depend on s.
(S3) Using the Balakrishnan’s formula we define we define Pα(T ) as:
Pα(T )v =
1
2π
∫
−jR
sα−1 dsj S
−1
R (s, T )Tv, for α ∈ (0, 1),
and v ∈ D(T ). Analogously, one can use the definition of Pα(T ) related to the left S-
resolvent operator.
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(S4) After we define the fractional powers Pα(T ) of the vector operator T , we consider its vector
part Vec(Pα(T )) and we obtain the fractional evolution equation:
∂tv(t, x)− div(Vec(Pα(T )v)(t, x) = 0.
This approach has several advantages:
(I) It modifies the Fourier law but keeps the law of conservation of energy.
(II) It is applicable to a large class of operators that includes the gradient but also operators
with variable coefficients.
(III) The fractional powers of the operator T is more realistic for non homogeneous materials.
(IV) The fact that we keep the evolution equation in divergence form allows an immediate
definition of the weak solution of the fractional evolution problem.
In the next section we show explicitly how the S-spectrum approach to fractional diffusion processes
works in the Hilbert spaces setting.
4. Fractional Fourier’s law in a Hilbert space
In this section we show that under suitable conditions on the coefficients aℓ(xℓ) for ℓ = 1, 2, 3 we
can define the fractional law associated with the quaternionic operator
T = e1a1(x1)∂x1 + e2a2(x2)∂x2 + e3a3(x3)∂x3 .
The conditions aℓ(xℓ) for ℓ = 1, 2, 3 are determined by the Lax-Milgram lemma since we work in a
quaternionic Hilbert space. We define
L2 := L2(Ω,H) :=
{
u : Ω→ H :
∫
Ω
|u(x)|2 dx < +∞
}
with the scalar product
〈u, v〉L2 := 〈u, v〉L2(Ω,H) :=
∫
Ω
u(x)v(x) dx,
where u(x) = u0(x)+u1(x)e1+u2(x)e2+u3(x)e3 and v(x) = v0(x)+v1(x)e1+v2(x)e2+v3(x)e3 for
x = (x1, x2, x3) ∈ Ω and Ω ⊂ R3 is an open set with smooth boundary. We furthermore introduce
the quaternionic Sobolev space
H1 := H1(Ω,H) :=
{
u ∈ L2(Ω,H) : ∃ gℓ,j(x) ∈ L2(Ω,R), ℓ = 1, 2, 3, j = 0, 1, 2, 3
such that
∫
Ω
∂xℓuj(x)ϕ(x)dx = −
∫
Ω
gℓ,j(x)∂xℓϕ(x)dx, ∀ϕ ∈ C∞c (Ω,R)
}
where C∞c (Ω,R) is the set of real-valued infinitely differentiable functions with compact support on
Ω. With the quaternionic scalar product
〈u, v〉H1 := 〈u, v〉H1(Ω,H) := 〈u, v〉L2 +
3∑
ℓ=1
〈∂xℓu, ∂xℓv〉L2 .
H1 is a quaternionic Hilbert space. We define H10 := H
1
0 (Ω,H) to be the closure of C∞c (Ω,H) in
H1(Ω,H). As in the scalar case, see [11, Theorem 9.17] if we suppose that Ω is of class C1 and we
assume that
u ∈ H1(Ω,H) ∩ C(Ω,H)
then the condition u = 0 on ∂Ω is equivalent to u ∈ H10 (Ω,H). In the general case , for arbitrary
functions u ∈ H1(Ω,H), we have to consider the trace operator u 7→ u|∂Ω, and the space H10 turns
out to be the kernel of the trace operator, i.e.
H10 := H
1
0 (Ω,H) :=
{
u ∈ H1(Ω,H) : u|∂Ω = 0
}
,
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where u|∂Ω := tru has to be understood in the sense of the trace operator, see [11, p. 315]. Finally,
H10 (Ω,H) is a subspace of H
1(Ω,H) that is a quaternionic Hilbert space itself. We define
‖u‖2D :=
3∑
ℓ=1
‖∂xℓu‖2L2 .
Due to the regularity of ∂Ω, the Poincare´-inequality
‖u‖L2 ≤ CΩ‖u‖D
holds and so ‖u‖D defines a norm on H10 (Ω,H) that is equivalent to ‖u‖H1 . However, we want to
point out that ‖u‖D 6= ‖∇u‖L2 if ∇ denotes the quaternionic nabla operator ∇ = ∂x1e1 + ∂x2e2 +
∂x3e3 although this notation is used for Sobolev spaces of real-valued functions. From the proof of
the Poincare´ inequality, it is obvious that one can even choose CΩ such that also
‖u‖L2 ≤ CΩ‖∂xℓu‖L2 , ℓ = 1, 2, 3. (4.1)
The first result we need to show is that all purely imaginary quaternions are in the S-resolvent set
of T . Moreover, we show that the S-resolvent operators decay sufficiently fast at infinity so that
operator defined in (S3), that is:
Pα(T )v =
1
2π
∫
−jR
sα−1 dsj S
−1
R (s, T )Tv, v ∈ D(T )
for α ∈ (0, 1), turns out to be well defined.
Theorem 4.1. Let Ω be a bounded domain in R3 with smooth boundary. Assume that the coeffi-
cients aℓ : Ω→ R, for ℓ = 1, 2, 3 of the operator
T = e1a1(x1)∂x1 + e2a2(x2)∂x2 + e3a3(x3)∂x3
belong to C1(Ω,R) and suppose that
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣− √CΩ
2
∥∥∂xℓaℓ(xℓ)2∥∥∞ > 0, ℓ = 1, 2, 3,
and
1
2
− 1
2
‖Φ‖2∞C2ΩC2a > 0
where CΩ is the Poincare´ constant of Ω satisfying (4.1) and
Φ(x) :=
3∑
ℓ=1
eℓ∂xℓaℓ(xℓ) and Ca := sup
x∈Ω
ℓ=1,2,3
1
|aℓ(xℓ)|
=
1
inf x∈Ω
ℓ=1,2,3
|aℓ(xℓ)|
.
Then any s ∈ H \ {0} with Re(s) = 0 belongs to ρS(T ) and the S-resolvent operators satisfy the
estimates ∥∥S−1L (s, T )∥∥B(L2) ≤ Θ|s| and ∥∥S−1R (s, T )∥∥B(L2) ≤ Θ|s| , if Re(s) = 0, (4.2)
with a constant Θ > 0 that does not depend on s.
Proof. As a first step, we want to show that any s ∈ H \ {0} with Re(s) = 0 belongs to ρS(T ), i.e.
that
Qs(T ) =T 2 − 2s0T + |s|2I,
has a bounded inverse, and we want to do this by applying the Lax-Milgram lemma. Since T has
commuting components, this operator has for s = js1 ∈ H the form
Qs(T ) = T 2 + s21I = −(a1(x1)∂x1)2 − (a2(x2)∂x2)2 − (a3(x3)∂x3)2 + s21I.
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We want to show that it has an inverse on L2(Ω,H) that satisfies∥∥Qs(T )−1∥∥B(L2) ≤ C 1s21
with a constant C that is independent of s1. We consider the bilinear form
b(u, v) := 〈Qs(T )u, v〉L2 =
∫
Ω
Qs(T )u(x)v(x) dx
on H10 (Ω,H). We rewrite this as
b(u, v) = s21
∫
Ω
u(x)v(x) dx −
3∑
ℓ=1
∫
Ω
(aℓ(xℓ)∂xℓ)
2u(x)v(x) dx
and further ∫
Ω
(aℓ(xℓ)∂xℓ)
2u(x)v(x) dx
=
∫
Ω
(
(aℓ(xℓ)∂xℓ)
2u(x)
)
v(x) dx
=
∫
Ω
(
∂xℓaℓ(xℓ)∂xℓu(x)
)
aℓ(xℓ)v(x) dx.
Integrating by parts, we find ∫
Ω
(aℓ(xℓ)∂xℓ)
2u(x)v(x) dx
=−
∫
Ω
1
2
(
∂xℓaℓ(xℓ)
2
) (
∂xℓu(x)
)
v(x) dx
−
∫
Ω
aℓ(xℓ)
2
(
∂xℓu(x)
)
∂xℓv(x) dx
+
∫
∂Ω
aℓ(xℓ)
2
(
∂xℓu(x)
)
v(x)nℓ(x) dS(x),
where S is the surface measure on ∂Ω and nℓ(x) denotes for x ∈ ∂Ω the ℓ-th component of the
outward pointing normal. Since v ∈ H10 (Ω,H), the integral over the boundary is zero and hence we
altogether obtain
b(u, v) =s21
∫
Ω
u(x)v(x) dx+
3∑
ℓ=1
∫
Ω
1
2
(
∂xℓaℓ(xℓ)
2
) (
∂xℓu(x)
)
v(x) dx
+
3∑
ℓ=1
∫
Ω
aℓ(xℓ)
2
(
∂xℓu(x)
)
∂xℓv(x) dx.
The bilinear form b is continuous on H10 (Ω,H) as
|b(u, v)| ≤s21
∫
Ω
∣∣∣u(x)v(x)∣∣∣ dx+ 3∑
ℓ=1
1
2
∥∥∂xℓa2ℓ∥∥∞
∫
Ω
∣∣∣(∂xℓu(x)) v(x)∣∣∣ dx
+
3∑
ℓ=1
∥∥a2ℓ∥∥∞
∫
Ω
(
∂xℓu(x)
)
∂xℓv(x) dx
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≤s21‖u‖L2‖v‖L2 +
3∑
ℓ=1
∥∥∂xℓa2ℓ∥∥∞ ‖∂xℓu‖L2 ‖v‖L2
+
3∑
ℓ=1
∥∥a2ℓ∥∥∞ ‖∂xℓu‖L2 ‖∂xℓv‖L2
≤
(
s21 +
3∑
ℓ=1
∥∥∂xℓa2ℓ∥∥∞ +
3∑
ℓ=1
∥∥a2ℓ∥∥∞
)
‖u‖H1‖v‖H1 ,
where ‖ · ‖∞ denotes the supremum norm. Furthermore, observe that for any w ∈ L2, the map
ℓw(v) := 〈w, v〉L2 is a continuous quaternionic linear functional on H10 (Ω,H) as
|ℓw(v)| = |〈w, v〉L2 | ≤ ‖w‖L2‖v‖L2 ≤ ‖w‖L2‖v‖H1
0
.
We can considerH10 (Ω,H) also as a real Hilbert space, if we restrict the multiplication with scalars
to R and endow it with the real scalar product 〈u, v〉R = Re〈u, v〉H1 . Then Re b is a continuous
R-bilinear form on H10 (Ω,H) and Re ℓw is for any w ∈ L2(Ω,H) a continuous linear functional on
H10 (Ω,H). What remains to show in order to apply the Lemma of Lax-Milgram is that Re b is even
coercive. We have
Re b(u, u) =s21‖u‖2L2 +
3∑
ℓ=1
Re
∫
Ω
1
2
(
∂xℓaℓ(xℓ)
2
)(
∂xℓu(x)
)
u(x) dx
+
3∑
ℓ=1
∫
Ω
aℓ(xℓ)
2|∂xℓu(x))|2 dx
≥s21‖u‖2L2 −
3∑
ℓ=1
1
2
∥∥∂xℓaℓ(xℓ)2∥∥∞
∫
Ω
∣∣∣∂xℓu(x)∣∣∣ |u(x)| dx
+
3∑
ℓ=1
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣ ∫
Ω
|∂xℓu(x)|2 dx.
Applying the Young inequality, we find for any δ > 0 that
Re b(u, u) ≥s21‖u‖2L2 +
3∑
ℓ=1
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣ ‖∂xℓu‖2L2
−
3∑
ℓ=1
1
2
∥∥∂xℓaℓ(xℓ)2∥∥∞
(
δ
2
‖∂xℓu‖2L2 +
1
2δ
‖u‖2L2
)
.
Therefore we furthermore get
Re b(u, u) ≥
(
s21 −
1
4δ
3∑
ℓ=1
∥∥∂xℓaℓ(xℓ)2∥∥∞
)
‖u‖2L2
+
3∑
ℓ=1
(
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣− δ
4
∥∥∂xℓaℓ(xℓ)2∥∥∞
)
‖∂xℓu‖2L2
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≥s21‖u‖2L2 −
CΩ
4δ
3∑
ℓ=1
∥∥∂xℓaℓ(xℓ)2∥∥∞ ‖∂xℓu‖2L2
+
3∑
ℓ=1
(
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣− δ
4
∥∥∂xℓaℓ(xℓ)2∥∥∞
)
‖∂xℓu‖2L2 ,
where CΩ is the Poincare´ constant. The optimal choice δ =
√
CΩ finally yields
Re b(u, u) ≥
≥s21‖u‖2L2 +
3∑
ℓ=1
(
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣− √CΩ
2
∥∥∂xℓaℓ(xℓ)2∥∥∞
)
‖∂xℓu‖2L2 (4.3)
≥κ(s21)‖u‖2H1
with the constant
κ(s21) := min
{
s21, min
1≤ℓ≤3
{
inf
x∈Ω
∣∣aℓ(xℓ)2∣∣− √CΩ
2
∥∥∂xℓaℓ(xℓ)2∥∥∞
}}
.
Let now w ∈ L2(Ω,H). The Lemma of Lax-Milgram implies due to the arguments above the
existence of a unique uw ∈ H10 (Ω,H) such that
Re b(uw, v) = Re ℓw(v) = Re 〈w, v〉L2 ∀v ∈ H10 (Ω,H) (4.4)
and in turn also
〈Qs(T )uw, v〉L2(R,H) = b(uw, v) = 〈w, v〉L2 ∀v ∈ H10 (Ω,H), (4.5)
because
b(uw, v) = Re b(uw, v) +
3∑
ℓ=1
(Re b(uw,−veℓ)) eℓ
and
〈w, v〉L2 = Re〈w, v〉L2 +
3∑
ℓ=1
(Re〈w,−veℓ〉L2) eℓ.
Furthermore, we have
‖uw‖L2 ≤ ‖uw‖H1 ≤
1
κ(s21)
‖w‖L2 .
The mapping S : w → uw is therefore a bounded linear mapping on L2(Ω,H) and so the operator
Qs(T ) has a bounded inverse on L2(Ω,H) with range in H10 (Ω,H). From the estimate (4.3), we
furthermore conclude
s21‖uw‖2L2 ≤Re b(uw, uw) ≤ |b(uw, uw)| = |〈w, uw〉L2 | ≤ ‖w‖L2‖uw‖L2 .
Therefore, we have ∥∥Qs(T )−1w∥∥L2 = ‖uw‖L2 ≤ 1s21 ‖w‖L2
and so ∥∥Qs(T )−1∥∥B(L2) ≤ 1s21 . (4.6)
Using this estimate, we can now show that the S-resolvent of T decays fast enough along the set
of purely imaginary quaternions. For any v ∈ H10 (Ω,H), we have that
b(uw, v) =〈Qs(T )uw, v〉L2 =
〈
T 2uw, v
〉
L2
+ s21〈uw, v〉L2
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The first term can be expressed as
〈T 2uw, v〉L2 =
∫
Ω
(T 2uw) (x)v(x) dx
=
3∑
ℓ=1
∫
Ω
aℓ(xℓ)∂xℓ(Tuw)(x)(−eℓ)v(x) dx.
Integration by parts yields
〈
T 2uw, v
〉
L2
=
3∑
ℓ=1
∫
Ω
(Tuw)(x) eℓ∂xℓ (aℓ(xℓ)v(x)) dx
+
3∑
ℓ=1
∫
∂Ω
(Tuw)(x)nℓ(x)(−eℓ)aℓ(xℓ)v(x) dS(x)
=
3∑
ℓ=1
∫
Ω
(Tuw)(x)eℓ (∂xℓaℓ(xℓ)) v(x) dx
+
3∑
ℓ=1
∫
Ω
(Tuw)(x)eℓaℓ(xℓ)∂xℓv(x) dx
=
∫
Ω
(Tuw)(x)
(
3∑
ℓ=1
eℓ∂xℓaℓ(xℓ)
)
v(x) dx
+
∫
Ω
(Tuw)(x)Tv(x) dx,
where the integral over the boundary vanishes as v(x) = 0 on ∂Ω because v ∈ H10 (Ω,H). We find
that
b(uw, v) =
∫
Ω
(Tuw)(x)Φ(x)v(x) dx + 〈Tuw, T v〉L2 + s21〈uw, v〉L2 .
with
Φ(x) :=
3∑
ℓ=1
eℓ∂xℓaℓ(xℓ).
Choosing v = uw yields
b(uw, uw) =
∫
Ω
(Tuw)(x)Φ(x)uw(x) dx+ ‖Tuw‖2L2 + s21‖uw‖2L2 . (4.7)
We hence have
|b(uw, uw)| ≥‖Tuw‖2L2 + s21‖uw‖2L2 −
∫
Ω
∣∣∣(Tuw)(x)Φ(x)uw(x)∣∣∣ dx
≥‖Tuw‖2L2 + s21‖uw‖2L2 −
∫
Ω
∣∣∣(Tuw)(x)∣∣∣ ‖Φ‖∞ |uw(x)| dx
≥1
2
‖Tuw‖2L2 + s21‖uw‖2L2 −
1
2
‖Φ‖2∞ ‖uw‖2L2 ,
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where the last identity follows from the Young inequality. In order to estimate the term ‖uw‖2L2 ,
we write uw(x) = uw,0(x) +
∑3
ℓ=1 uw,ℓ(x)eℓ with uw,ℓ(x) ∈ R. Then
‖uw‖2L2 =
3∑
ℓ=0
‖uw,ℓ‖2L2 ≤ C2Ω
3∑
ℓ=0
‖uw,ℓ‖2D
=C2Ω
3∑
ℓ=0
3∑
k=1
‖∂xkuw,ℓ‖2L2 ≤ C2ΩC2a
3∑
ℓ=0
3∑
k=1
‖ak∂xkuw,ℓ‖2L2
with
Ca := sup
x∈Ω
ℓ=1,2,3
1
|aℓ(xℓ)| =
1
inf x∈Ω
ℓ=1,2,3
|aℓ(xℓ)| .
Since uw,ℓ is real-valued, we furthermore find that
‖Tuw,ℓ‖2L2 =
∫
Ω
∣∣∣∣∣
3∑
k=1
ekak(x)∂xkuw,ℓ(x)
∣∣∣∣∣
2
dx
=
3∑
k=1
∫
Ω
|ak(x)∂xkuw,ℓ(x)|2 dx =
3∑
k=1
‖ak∂xkuw,ℓ‖2L2
and so
‖uw‖2L2 ≤ C2ΩC2a
3∑
ℓ=0
‖Tuw,ℓ‖2L2 .
Altogether, we conclude that
1
2
‖Tuw‖2L2 + s21‖uw‖2L2 −
1
2
‖Φ‖2∞C2ΩC2a
3∑
ℓ=0
‖Tuw,ℓ‖2L2
≤ |b(uw, uw)| = |〈w, uw〉L2 | ≤ ‖w‖L2‖uw‖L2 .
(4.8)
We observe now that the operatorQs(T ) is a scalar operator and hence maps real-valued functions
to real-valued functions so that for r = 0, . . . , 3
b(uw, uw,r) = 〈Qs(T )uw, uw,r〉L2
= 〈Qs(T )uw,0, uw,r〉L2 +
3∑
ℓ=1
(−eℓ) 〈Qs(T )uw,ℓ, uw,r〉L2
with 〈Qs(T )uw,0, uw,r〉L2 ∈ R for ℓ = 1, 2, 3. If w(x) = w0(x) +
∑3
ℓ=1 wℓ(x)eℓ with wℓ(x) ∈ R, we
hence conclude from
〈Qs(T )uw,0, uw,r〉L2 +
3∑
ℓ=1
(−eℓ) 〈Qs(T )uw,ℓ, uw,r〉L2 = b(uw, uw,r)
= 〈w, uw,r〉L2 = 〈w0, uw,r〉L2 +
3∑
ℓ=1
(−eℓ)〈wℓ, uw,r〉L2
that for ℓ, r = 0, . . . , 4
b(uw,ℓ, uw,r) = 〈Qs(T )uw,r, uw,r〉2L = 〈wℓ, uw,r〉L2
and in particular for ℓ = 0, . . . , 4
b(uw,ℓ, uw,ℓ) = 〈Qs(T )uw,ℓ, uw,ℓ〉2L = 〈wℓ, uw,ℓ〉L2 .
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Repeating the above arguments, we find that (4.8) also holds for uw,ℓ instead of uw. However, since
uw,ℓ is real-valued and has hence only one component, this estimate then reads as
1
2
‖Tuw,ℓ‖2L2 + s21‖uw,ℓ‖2L2 −
1
2
‖Φ‖2∞C2ΩC2a‖Tuw,ℓ‖2L
≤ |b(uw,ℓ, uw,ℓ)| = |〈wℓ, uw,ℓ〉L2 |
≤ ‖wℓ‖L2‖uw,ℓ‖L2 ≤ ‖w‖L2‖uw‖L2 .
(4.9)
If we set
K :=
1
2
− 1
2
‖Φ‖2∞C2ΩC2a > 0,
then (4.9) turns into
K‖Tuw,ℓ‖2L2 + s21‖uw,ℓ‖2L2 ≤ ‖w‖L2‖uw‖L2 ,
which implies in particular
‖Tuw,ℓ‖2L2 ≤
1
K
‖w‖L2‖uw‖L2 .
From (4.8), we finally conclude that
1
2
‖Tuw‖2L2 + s21‖uw‖2L2 ≤
1
2
‖Φ‖2∞C2ΩC2a
3∑
ℓ=0
‖Tuw,ℓ‖+ ‖w‖L2‖uw‖L2
≤
(
1 +
1
2
‖Φ‖2∞C2ΩC2a
4
K
)
‖w‖L2‖uw‖L2
(4.10)
so that, after setting
τ :=
1
2
(
1 +
1
2
‖Φ‖2∞C2ΩC2a
4
K
)−1
> 0,
we have
τ‖Tuw‖2L2 ≤ ‖w‖L2‖uw‖L2 .
Since uw = Qs(T )−1w we find because of (4.6) that ‖uw‖L2 ≤ 1s2
1
‖w‖L2 so that in turn
τ‖Tuw‖2L2 ≤
1
s21
‖w‖2L2 .
Hence, we have ∥∥TQs(T )−1w∥∥L2 = ‖Tuw‖L2 ≤ 1√τs1 ‖w‖L2 .
and so ∥∥TQs(T )−1∥∥ ≤ 1√
τs1
.
If we set
Θ := 2max
{
1,
1√
τ
}
,
then the above estimate and (4.6) yield∥∥S−1R (s, T )∥∥ =∥∥(T − sI)Qs(T )−1∥∥
≤∥∥TQs(T )−1∥∥+ ∥∥sQs(T )−1∥∥ ≤ Θ
s1
and ∥∥S−1L (s, T )∥∥ = ∥∥TQs(T )−1 −Qs(T )−1s∥∥
≤
∥∥TQs(T )−1∥∥ + ∥∥Qs(T )−1s∥∥ ≤ Θ
s1
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for any s = js1 ∈ H. 
Thanks to the previous results we are now in the position to prove our crucial results.
Theorem 4.2. Let the coefficients of T be as in Theorem 4.1 and let α ∈ (0, 1). For any v ∈ D(T ),
the integral
Pα(T )v :=
1
2π
∫
−jR
sα−1 dsj S
−1
R (s, T )Tv.
converges absolutely in L2(Ω,H).
Proof. The right S-resolvent equation implies
S−1R (s, T )Tv = sS
−1
R (s, T )v − v, ∀v ∈ D(T )
and so
1
2π
∫
−jR
∥∥sα−1 dsj S−1R (s, T )Tv∥∥
≤ 1
2π
∫ −1
−∞
|t|α−1 ∥∥ S−1R (−jt, T )∥∥ ‖Tv‖ dt
+
1
2π
∫ 1
−1
|t|α−1 ∥∥ (−jt)S−1R (−jt, T )v − v∥∥ dt
+
1
2π
∫ +∞
1
tα−1
∥∥ S−1R (jt, T )∥∥ ‖Tv‖ dt.
As α ∈ (0, 1), the estimate (4.2) now yields
1
2π
∫
−jR
∥∥sα−1 dsj S−1R (s, T )Tv∥∥
≤ 1
2π
∫ +∞
1
tα−1
Θ
t
‖Tv‖ dt+ 1
2π
∫ 1
−1
|t|α−1
(
|t|Θ|t| + 1
)
‖v‖ dt
+
1
2π
∫ +∞
1
tα−1
Θ
t
‖Tv‖ dt < +∞.

We conclude this section by observing that the above result can be proved also in different
function spaces, not only in the Hilbert setting, using different techniques. Once that the above
result is established, this theory opens the way to the study of the corresponding fractional evolution
problem. This field is now under investigation.
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