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11 Introduction
Following the discovery of a new boson with mass around 125 GeV by the ATLAS and CMS
Collaborations [1–3] at the CERN LHC, the measurement of its properties has become an im-
portant task in particle physics. The precise determination of its quantum numbers and cou-
plings to gauge bosons and fermions will answer the question whether the newly discovered
particle is the Higgs boson (H) predicted by the standard model (SM) of particle physics, i.e.
the quantum of the field responsible for the spontaneous breaking of the electroweak symme-
try [4–9]. Conversely, any deviation from SM predictions will represent evidence of physics
beyond our present knowledge, thus opening new horizons in high-energy physics. While the
measurements performed with the data collected so far indicate overall consistency with the
SM expectations [3, 10–13], it is necessary to continue improving on the measurement of all
possible observables.
In the SM, the Higgs boson couples to fermions via Yukawa interactions with strength propor-
tional to the fermion mass. Direct measurements of decays into bottom quarks and τ leptons
have provided the first evidence that the 125 GeV Higgs boson couples to down-type fermions
with SM-like strength [14]. Evidence of a direct coupling to up-type fermions, in particular
to top quarks, is still lacking. Indirect constraints on the top-quark Yukawa coupling can be
inferred from measuring either the production or the decay of Higgs bosons through effec-
tive couplings generated by top-quark loops. Current measurements of the Higgs boson cross
section via gluon fusion and of its branching fraction to photons are consistent with the SM ex-
pectation for the top-quark Yukawa coupling [3, 10–12]. Since these effective couplings occur
at the loop level, they can be affected by beyond-standard model (BSM) particles. In order to
disentangle the top-quark Yukawa coupling from a possible BSM contribution, a direct mea-
surement of the former is required. This can be achieved by measuring observables that probe
the top-quark Yukawa interaction with the Higgs boson already at the tree-level. The pro-
duction cross section of the Higgs boson in association with a top-quark pair (ttH) provides
an example of such an observable. A sample of tree-level Feynman diagrams contributing to
the partonic processes qq, gg → ttH is shown in Fig. 1 (left and centre). The inclusive next-
to-leading-order (NLO) ttH cross section is about 130 fb in pp collisions at a centre-of-mass
energy
√
s = 8 TeV for a Higgs boson mass (mH) of 125 GeV [15–24], which is approximately
two orders of magnitude smaller than the cross section for Higgs boson production via gluon
fusion [23, 24].
q
q¯
t¯
H
t
g
g
t¯
H
t
g
g
t¯
t
b¯
b
Figure 1: Tree-level Feynman diagrams contributing to the partonic processes: (left) qq→ ttH,
(centre) gg→ ttH, and (right) gg→ tt+bb.
The first search for ttH events used pp collision data at
√
s = 1.96 TeV collected by the CDF ex-
periment at the Tevatron collider [25]. Searches for ttH production at the LHC have previously
been published for individual decay modes of the Higgs boson [26, 27]. The first combination of
ttH searches in different final states has been published by the CMS Collaboration based on the
full data set collected at
√
s = 7 and 8 TeV [28]. Assuming SM branching fractions, the results of
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that analysis set a 95% confidence level (CL) upper limit on the ttH signal strength at 4.5 times
the SM value, while an upper limit of 1.7 times the SM is expected from the background-only
hypothesis. The median expected exclusion limit for ttH production in the H → bb channel
alone is 3.5 in the absence of a signal.
The results of a search for ttH production in the decay channel H → bb are presented in this
paper based on pp collision data at
√
s = 8 TeV collected with the CMS detector [29] and cor-
responding to an integrated luminosity of 19.5 fb−1. The analysis described here differs from
that of Ref. [28] in the way events are categorized and in its use of an analytical matrix ele-
ment method (MEM) [30, 31] for improving the separation of signal from background. Within
the MEM technique, each reconstructed event is assigned a probability density value based
on the theoretical differential cross section σ−1dσ/d~y, where ~y denotes the four-momenta of
the reconstructed particles. Particle-level quantities that are either unknown (e.g. neutrino mo-
menta, jet-parton associations) or poorly measured (e.g. quark energies) are marginalised by
integration. The ratio between the probability density values for signal and background pro-
vides a discriminating variable suitable for testing the compatibility of an event with either of
the two hypotheses [32].
The MEM has already been successfully used at the Tevatron collider in the context of Higgs
boson searches [33, 34], although for simpler final states. A phenomenological feasibility study
for a ttH measurement in the H → bb decay channel at the LHC using the MEM has been
pioneered in Ref. [35] based on the MADWEIGHT package [36] for automatised matrix-element
calculations. The present paper makes use of an independent implementation of the MEM,
specifically optimized for the final state of interest. This is the first time that the MEM is ap-
plied to a search for ttH events. The final states typical of ttH events with H → bb, that are
characterised by huge combinatorial background, the presence of nonreconstructed particles,
and small signal-to-background ratios, provide an ideal case for the deployment of the MEM.
The analysis strategy is designed to maximise the separation between ttH and tt+bb back-
ground events, in order to reduce the systematic uncertainty on the signal extraction related to
the modelling of this challenging background.
This paper is organised as follows. Section 2 describes the main features of the CMS detector.
Section 3 presents the data and simulation samples, while Sections 4 and 5 discuss the recon-
struction of physics objects and the event selection, respectively. Section 6 describes the signal
extraction. The treatment of systematic uncertainties and the statistical interpretation of the
results are discussed in Sections 7 and 8, respectively. Section 9 summarises the results.
2 CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the field volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Muons
are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the
solenoid. Extensive forward calorimetry complements the coverage provided by the barrel
and endcap detectors. The first level of the CMS trigger system, composed of custom hardware
processors, uses information from the calorimeters and muon detectors to select the most inter-
esting events in a time interval of less than 4 µs. The high-level trigger processor farm further
decreases the event rate from around 100 kHz to around 1 kHz, before data storage. A more
detailed description of the CMS detector, together with a definition of the coordinate system
3used and the relevant kinematic variables can be found in Ref. [29].
3 Data and simulated samples
The data sample used in this search was collected with the CMS detector in 2012 from pp col-
lisions at a centre-of-mass energy of 8 TeV, using single-electron, single-muon, or dielectron
triggers. The single-electron trigger requires the presence of an isolated electron with trans-
verse momentum (pT) in excess of 27 GeV. The single-muon trigger requires an isolated muon
candidate with pT above 24 GeV. The dielectron trigger requires two isolated electrons with pT
thresholds of 17 and 8 GeV.
Signal and background processes are modelled with Monte Carlo (MC) simulation programs.
The CMS detector response is simulated by using the GEANT4 software package [37]. Sim-
ulated events are required to pass the same trigger selection and offline reconstruction algo-
rithms used on collision data. Correction factors are applied to the simulated samples to ac-
count for residual differences in the selection and reconstruction efficiencies with respect to
those measured.
The ttH, H → bb signal is modelled by using the PYTHIA 6.426 [38] leading order (LO) event
generator normalised to the NLO theoretical cross section [15–24], and assuming the SM Higgs
boson with a mass of 125 GeV. The main background in the analysis stems from tt+jet pro-
duction. This process has been simulated with the MADGRAPH 5.1.3 [39] tree-level matrix
element generator matched to PYTHIA for the parton shower description, and normalised to
the inclusive next-to-next-to-leading-order (NNLO) cross section with soft-gluon resummation
at next-to-next-to-leading logarithmic accuracy [40]. The tt+jets sample has been generated in a
five-flavour scheme with tree-level diagrams for two top quarks plus up to three extra partons,
including both charm and bottom quarks. An additional correction factor to the tt+jets samples
is applied to account for the differences observed in the top-quark pT spectrum when compar-
ing the MADGRAPH simulation with data [41]. The interference between the ttH, H → bb
diagrams and the tt+bb background diagrams is negligible and is not considered in the MC
simulation. Minor backgrounds come from the Drell–Yan production of an electroweak boson
with additional jets (W+jets, Z+jets), and from the production of a top-quark pair in association
with a W±, Z boson (ttW, ttZ). These processes have been generated by MADGRAPH matched
to the PYTHIA parton shower description. The Drell–Yan processes have been normalised to the
NNLO inclusive cross section from FEWZ 3.1 [42], while the NLO calculations from Refs. [43]
and [44] are used to normalise the ttW and ttZ samples, respectively. Single top quark produc-
tion is modelled with the NLO generator POWHEG 1.0 [45–50] combined with PYTHIA. Elec-
troweak diboson processes (WW, WZ, and ZZ) are simulated by using the PYTHIA generator
normalised to the NLO cross section calculated with MCFM 6.6 [51]. Processes that involve top
quarks have been generated with a top-quark mass of 172.5 GeV. Samples generated at LO use
the CTEQ6L1 parton distribution function (PDF) set [52], while samples generated with NLO
programs use the CTEQ6.6M PDF set [53].
Effects from additional pp interactions in the same bunch crossing (pileup) are modelled by
adding simulated minimum bias events (generated with PYTHIA) to the generated hard inter-
actions. The pileup multiplicity in the MC simulation is reweighted to reflect the luminosity
profile observed in pp collision data.
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4 Event reconstruction
The global event reconstruction provided by the particle-flow (PF) algorithm [54, 55] seeds
the reconstruction of the physics objects deployed in the analysis. To minimise the impact of
pileup, charged particles are required to originate from the primary vertex, which is identified
as the reconstructed vertex with the largest value of ∑ p2T,i, where pT,i is the transverse momen-
tum of the ith charged particle associated with the vertex. The missing transverse momentum
vector ~pmissT is defined as the negative vector sum of the transverse momenta of all neutral par-
ticles and of the charged particles coming from the primary vertex. Its magnitude is referred to
as EmissT .
Muons are reconstructed from a combination of measurements in the silicon tracker and in
the muon system [56]. Electron reconstruction requires the matching of an energy cluster in
the ECAL with a track in the silicon tracker [57]. Additional identification criteria are applied
to muon and electron candidates to reduce instrumental backgrounds. An isolation variable
is defined starting from the scalar pT sum of all particles contained inside a cone around the
track direction, excluding the contribution from the lepton itself. The amount of neutral pileup
energy is estimated as the average pT density calculated from all neutral particles in the event
multiplied by an effective area of the isolation cone, and is subtracted from the total sum.
Jets are reconstructed by using the anti-kT clustering algorithm [58], as implemented in the
FASTJET package [59, 60], with a distance parameter of 0.5. Each jet is required to have pseu-
dorapidity (η) in the range [−2.5, 2.5], to have at least two tracks associated with it, and to
have electromagnetic and hadronic energy fractions of at least 1% of the total jet energy. Jet
momentum is determined as the vector sum of the momenta of all particles in the jet. An offset
correction is applied to take into account the extra energy clustered in jets because of pileup.
Jet energy corrections are derived from the simulation, and are confirmed with in situ mea-
surements of the energy balance of dijet and Z/γ+jet events [61]. Additional selection criteria
are applied to each event to remove spurious jet-like features originating from isolated noise
patterns in few HCAL regions.
The combined secondary vertex (CSV) b-tagging algorithm is used to identify jets originating
from the hadronisation of bottom quarks [62]. This algorithm combines the information about
track impact parameters and secondary vertices within jets into a likelihood discriminant to
provide separation of b-quark jets from jets that originate from lighter quarks or gluons. The
CSV algorithm assigns to each jet a continuous value that can be used as a jet flavour dis-
criminator. Large values of the discriminator correspond preferentially to b-quark jets, so that
working points of increasing purity can be defined by requiring higher values of the CSV dis-
criminator. For example, the CSV medium working point (CSVM) is defined in such a way
as to provide an efficiency of about 70% (20%) to tag jets originating from a bottom (charm)
quark, and of approximately 2% for jets originating from light quarks or gluons. Scale factors
are applied to the simulation to match the distribution of the CSV discriminator measured with
a tag-and-probe technique [63] in data control regions. The scale factors have been derived as
a function of the jet flavour, pT, and |η|, as described in Ref. [28].
5 Event selection
The experimental signature of ttH events with H → bb is affected by a large multijet back-
ground which can be reduced to a negligible level by only considering the semileptonic decays
of the top quark. The selection criteria are therefore optimised to accept events compatible
with a ttH signal where H → bb and at least one of the top quarks decays to a bottom quark,
5a charged lepton, and a neutrino. Events are divided into two exclusive channels depending
on the number of charged leptons (electrons or muons), which can be either one or two. Top
quark decays in final states with tau leptons are not directly searched for, although they can
still satisfy the event selection criteria when the tau lepton decays to an electron or muon, plus
neutrinos. Channels of different lepton multiplicities are analysed separately. The single-lepton
(SL) channel requires one isolated muon with pT > 30 GeV and |η| < 2.1, or one isolated elec-
tron with pT > 30 GeV and |η| < 2.5, excluding the 1.44 < |η| < 1.57 transition region between
the ECAL barrel and endcap. Events are vetoed if additional electrons or muons with pT in ex-
cess of 20 GeV, the same |η| requirement, and passing some looser identification and isolation
criteria are found. The dilepton (DL) channel collects events with a pair of oppositely charged
leptons satisfying the selection criteria used to veto additional leptons in the SL channel. To
reduce the contribution from Drell–Yan events in the same-flavour DL channel, the invariant
mass of the lepton pair is required to be larger than 15 GeV and at least 8 GeV away from the Z
boson mass. Figure 2 (top) shows the jet multiplicity in the SL (left) and DL (right) channels,
while the bottom left panel of the same figure shows the multiplicity of jets passing the CSVM
working point in the SL channel.
The optimisation of the selection criteria in terms of signal-to-background ratio requires a strin-
gent demand on the number of jets. At least five (four) jets with pT > 30 GeV and |η| < 2.5
are requested in the SL (DL) channel. A further event selection is required to reduce the tt+jets
background, which at this stage exceeds the signal rate by more than three orders of magni-
tude. For this purpose, the CSV discriminator values are calculated for all jets in the event and
collectively denoted by~ξ. For SL (DL) events with seven or more (five or more) jets, only the six
(four) jets with the largest CSV discriminator value are considered. The likelihood to observe
~ξ is then evaluated under the alternative hypotheses of tt plus two heavy-flavour jets (tt+hf)
or tt plus two light-flavour jets (tt+lf). For example, for SL events with six jets, and neglecting
correlations among different jets in the same event, the likelihood under the tt+hf hypothesis
is estimated as:
f (~ξ|tt+hf) =∑
i1
∑
i2 6=i1
. . . ∑
i6 6=i1,...,i5
{
∏
k∈{i1,i2,i3,i4}
fhf(ξk) ∏
m∈{i5,i6}
flf(ξm)
}
, (1)
where ξi is the CSV discriminator for the ith jet, and fhf(lf) is the probability density function
(pdf) of ξi when the ith jet originates from heavy- (light-) flavour partons. The latter include
u, d, s quarks and gluons, but not c quarks. For the sake of simplicity, the likelihood in Eq. (1)
is rigorous for W → ud(s) decays, whereas it is only approximate for W → cs(d) decays,
since the CSV discriminator pdf for charm quarks differs with respect to flf [62]. Equation (1)
can be extended to the case of SL events with five jets, or DL events with at least four jets, by
considering that in both cases four of the jets are associated with heavy-flavour partons, and
the remaining jets with light-flavour partons. The likelihood under the alternative hypothesis,
f (~ξ|tt+lf), is given by Eq. (1) after swapping fhf for flf. The variable used to select events is
then defined as the likelihood ratio
F (~ξ) = f (
~ξ|tt+hf)
f (~ξ|tt+hf) + f (~ξ|tt+lf) . (2)
The distribution of F for SL events with six jets is shown in Fig. 2 (bottom right).
In the following, events are retained if F is larger than a threshold value FL ranging between
0.85 and 0.97, depending on the channel and jet multiplicity. The selected events are further
classified as high-purity (low-purity) if F is larger (smaller) than a value FH, with FL < FH <
1.0. The low-purity categories serve as control regions for tt+lf jets, providing constraints on
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Figure 2: Top row: distribution of the jet multiplicity in (left) single-lepton and (right) dilep-
ton events, after requiring that at least two jets pass the CSVM working point. Bottom-left:
distribution of the multiplicity of jets passing the CSVM working point in single-lepton events
with at least four jets. Bottom-right: distribution of the selection variable F defined in Eq. (2)
for single-lepton events with at least six jets after requiring a loose preselection of at least one
jet passing the CSVM working point. The plots at the bottom of each panel show the ratio
between the observed data and the background expectation predicted by the simulation. The
shaded and solid green bands corresponds to the total statistical plus systematic uncertainty in
the background expectation described in Section 7. More details on the background modelling
are provided in Section 6.3.
7several sources of systematic uncertainty. The high-purity categories are enriched in tt+hf
events, and drive the sensitivity of the analysis. The thresholds FL and FH are optimised
separately for each of the analysis categories defined in Section 6. The exact values are reported
in Table 1.
After requiring a lower threshold on the selection variable F , the background is dominated
by tt+jets, with minor contributions from the production of a single top quark plus jets, tt
plus vector bosons, and W/Z+jets; the expected purity for a SM Higgs boson signal is only
at the percent level. By construction, the selection criteria based on Eq. (2) enhance the tt+bb
subprocess compared to the otherwise dominant tt+lf production. The tt+bb background has
the same final state as the signal whenever the two b quarks are resolved as individual jets.
Therefore, this background cannot be effectively reduced by means of the F discriminant. The
cross section for tt+bb production with two resolved b-quark jets is larger than that of the
signal by about one order of magnitude and is affected by sizable theoretical uncertainties [64],
which hampers the possibility of extracting the signal via a counting experiment. A more
refined approach, which thoroughly uses the kinematic properties of the reconstructed event,
is therefore required to improve the separation between the signal and the background.
6 Signal extraction
As in other resonance searches, the invariant mass reconstructed from the H → bb decay pro-
vides a natural discriminating variable to separate the narrow Higgs boson dijet resonance
from the continuum mass spectrum expected from the tt+jets background. However, in the
presence of additional b quarks from the decay of the top quarks, an ambiguity in the Higgs
boson reconstruction is introduced, leading to a combinatorial background. The distribution
of the experimental mass estimator built from a randomly selected jet pair is much broader
compared to the detector resolution, since wrongly chosen jet pairs are only mildly or not at
all correlated with mH. Unless a selection rule is introduced to filter out the wrong combina-
tions, the existence of such a combinatorial background results in a suppression of the statistical
power of the mass estimator, which grows as the factorial of the jet multiplicity. Multivariate
techniques that exploit the correlation between several observables in the same event are natu-
rally suited to deal with signal extraction in such complex final states.
In this paper, a likelihood technique based on the theoretical matrix elements for the ttH pro-
cess and the tt+bb background is applied for signal extraction. This method utilises the kine-
matics and dynamics of the event, providing a powerful discriminant between the signal and
background. The tt+bb matrix elements are considered as the prototype to model all back-
ground processes. This choice guarantees optimal separation between the signal and the tt+bb
background, which is a desirable property given the large rate and theoretical uncertainty in
the latter. The performance on the other tt+jets subprocesses might not be necessarily opti-
mal, even though some separation power is still preserved; indeed, the tt+bb matrix elements
describe these processes better than the signal matrix elements do, as it has been verified a
posteriori with the simulation. More specifically, the shapes of the matrix element discrimi-
nant predicted by the simulation for the different tt+jets subprocesses are found to be similar
to each other, with a slightly better separation power for the tt+bb background. The approxi-
mate degeneracy in shape between several processes can be ascribed to a smearing effect of the
combinatorial background, as well as to the impact of the Higgs boson mass constraint on the
calculation of the event likelihood under the signal hypothesis. The latter provides a similar
discrimination against all tt+jets subprocesses. A slightly worse separation power is instead
observed for minor backgrounds, such as single top quark or ttZ events, for which neither of
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the two matrix elements tested really applies. However, all of the background processes anal-
ysed are found to yield discriminant shapes that can be well distinguished from that for the
signal. Also, it is found that most of the statistical power attained by this method in separating
ttH, H → bb from tt+bb events relies on the different correlation and kinematic distributions
of the two b-quark jets not associated with the top quark decays.
6.1 Construction of the MEM probability density functions
The MEM probability density functions under the signal and background hypothesis are con-
structed at LO assuming for simplicity that in both cases the reactions proceed via gluon fusion.
At
√
s = 8 TeV, the fraction of the gluon-gluon initiated subprocesses is about 55% (65%) of the
inclusive LO (NLO) cross section, and it grows with the centre-of-mass energy [21]. Examples
of diagrams entering the calculation are shown in the middle and right panels of Fig. 1. All
possible jet-quark associations in the reconstruction of the final state are considered. For each
event, the MEM probability density function w(~y|H) under the hypothesis H = ttH or tt+bb
is calculated as:
w(~y|H) =
Na
∑
i=1
∫ dxadxb
2xaxbs
∫ 8
∏
k=1
(
d3~pk
(2pi)32Ek
)
(2pi)4 δ(E,z)
(
pa + pb −
8
∑
k=1
pk
)
R(x,y)
(
~ρT,
8
∑
k=1
pk
)
×
g(xa, µF)g(xb, µF)|MH (pa, pb, p1, . . . , p8)|2W (~y,~p) ,
(3)
where ~y denotes the set of observables for which the matrix element pdf is constructed, i.e.
the momenta of jets and leptons. The sum extends over the Na possibilities of associating the
jets with the final-state quarks. The integration on the right-hand side of Eq. (3) is performed
over the phase space of the final-state particles and over the gluon energy fractions xa,b by
using the VEGAS [65] algorithm. The four-momenta of the initial-state gluons pa,b are related to
the four-momenta of the colliding protons Pa,b by the relation pa,b = xa,bPa,b. The delta function
enforces the conservation of longitudinal momentum and energy between the incoming gluons
and the k = 1, . . . , 8 outgoing particles with four-momenta pk. To account for the possibility
of inital/final state radiation, the total transverse momentum of the final-state particles, which
should be identically zero at LO, is instead loosely constrained by the resolution functionR(x,y)
to the measured transverse recoil~ρT, defined as the negative of the total transverse momentum
of jets and leptons, plus the missing transverse momentum.
The remaining part of the integrand in Eq. (3) contains the product of the gluon PDFs in the
protons (g), the square of the scattering amplitude (M), and the transfer function (W). ForH =
ttH, the factorisation scale µF entering the PDF is taken as half of the sum of twice the top-quark
mass and the Higgs boson mass [20], while forH = tt+bb a dynamic scale is used equal to the
quadratic sum of the transverse masses for all coloured partons [66]. The scattering amplitude
for the hard process is evaluated numerically at LO accuracy by the program OPENLOOPS [67];
all resonances are treated in the narrow-width approximation [68], and spin correlations are
neglected. The transfer function W (~y,~p) provides a mapping between the measured set of
observables ~y and the final-state particles momenta ~p = (~p1, . . . ,~p8). Given the good angular
resolution of jets, the direction of quarks is assumed to be perfectly measured by the direction
of the associated jets. Also, since energies of leptons are measured more precisely than for jets,
their momenta are considered perfectly measured. Under these assumptions, the total transfer
function reduces to the product of the quark energy transfer function times the probability for
the quarks that are not reconstructed as jets to fail the acceptance criteria. The quark energy
transfer function is modelled by a single Gaussian function for jets associated with light-flavour
partons, and by a double Gaussian function for jets associated with bottom quarks; the latter
6.2 Event categorisation 9
are constructed by superimposing two Gaussian functions with different mean and standard
deviation. Such an asymmetric parametrisation provides a good description of both the core
of the detector energy response and the low-energy tail arising from semileptonic B hadron
decays. The parametrisation of the transfer functions has been derived from MC simulated
samples.
6.2 Event categorisation
To aid the evaluation of the MEM probability density functions at LO, events are classified into
mutually exclusive categories based on different parton-level interpretations. Firstly, the set of
jets yielding the largest contribution to the sum defined by Eq. (1), determines the four (tagged)
jets associated with bottom quarks; the remaining Nuntag (untagged) jets are assumed to orig-
inate either from W → qq′ decays (SL channel) or from initial- or final-state gluon radiation
(SL and DL channels). There still remains a twelve-fold ambiguity in the determination of the
parton matched to each jet, which is reflected by the sum in Eq. (3). Indeed, without distin-
guishing between b and b quarks, there exist 4!/(2! 2!) = 6 combinations for assigning two jets
out of four with the Higgs boson decay (H = ttH), or with the bottom quark-pair radiation
(H = tt+bb); for each of these possibilities, there are two more ways of assigning the remain-
ing tagged jets to either the t or t quark, thus giving a total of twelve associations. In the SL
channel, an event can be classified in one of three possible categories. The first category (Cat-1)
is defined by requiring at least six jets; if there are exactly six jets, the mass of the two untagged
jets is required to be in the range [60, 100]GeV, i.e. compatible with the mass of the W boson.
If the number of jets is larger than six, the mass range is tightened to compensate for the in-
creased ambiguity in selecting the correct W boson decay products. In the event interpretation,
the W → qq′ decay is assumed to be fully reconstructed, with the two quarks identified with
the jet pair satisfying the mass constraint. The definition of the second category (Cat-2) differs
from that of Cat-1 by the inversion of the dijet mass constraint. This time, the event interpreta-
tion assumes that one of the quarks from the W boson decay has failed the reconstruction. The
integration on the right-hand side of Eq. (3) is extended to include the phase space of the nonre-
constructed quark. The other untagged jet(s) is (are) interpreted as gluon radiation, and do not
enter the calculation of w(~y|H). The total number of associations considered is twelve times the
multiplicity of untagged jets eligible to originate from the W boson decay: Na = 12Nuntag. In
the third category (Cat-3), exactly five jets are required, and an incomplete W boson reconstruc-
tion is again assumed. In the DL channel, only one event interpretation is considered, namely
that each of the four bottom quarks in the decay is associated with one of the four tagged jets.
Finally, two event discriminants, denoted by Ps/b and Ph/l, are defined. The former encodes
only information from the event kinematics and dynamics via Eq. (3), and is therefore suited
to separate the signal from the background; the latter contains only information related to
b tagging, thus providing a handle to distinguish between the heavy- and the light-flavour
components of the tt+jets background. They are defined as follows:
Ps/b =
w(~y|ttH)
w(~y|ttH) + ks/bw(~y|tt+bb)
and Ph/l =
f (~ξ|tt+hf)
f (~ξ|tt+hf) + kh/l f (~ξ|tt+lf)
, (4)
where the functions f (~ξ|tt+hf) and f (~ξ|tt+lf) are defined as in Eq. (1) but restricting the sum
only to the jet-quark associations considered in the calculation of w(~y); the coefficients ks/b and
kh/l in the denominators are positive constants that can differ among the categories and will be
treated as optimisation parameters, as described below.
The joint distribution of the (Ps/b, Ph/l) discriminants is used in a two-dimensional maximum
likelihood fit to search for events resulting from Higgs boson production. By construction, the
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two discriminants satisfy the constraint 0 ≤ Ps/b, Ph/l ≤ 1. Because of the limited size of the
simulated samples, the distributions of Ps/b and Ph/l are binned. A finer binning is used for the
former, which carries the largest sensitivity to the signal, while the latter is divided into two
equal-sized bins. The coefficient ks/b appearing in the definition of Ps/b is introduced to adjust
the relative normalisation between w(~y|ttH) and w(~y|tt+bb); likewise for kh/l. A redefinition
of any of the two coefficients would change the corresponding discriminant monotonically,
thus with no impact on its separation power. However, since both variables are analysed in
bins with fixed size, an optimisation procedure, based on minimising the expected exclusion
limit on the signal strength as described in Section 8, is carried out to choose the values that
maximise the sensitivity of the analysis. More specifically, the coefficients ks/b are first set
to the values that remove any local maximum for the tt+bb distribution around Ps/b ∼ 1, a
condition that is found to provide already close to optimal coefficients. Then, starting from
this initial point, several values of ks/b are scanned and the Ps/b distributions are recomputed
accordingly. An expected upper limit on the signal strength is then evaluated for each choice of
ks/b using the simulated samples. This procedure is repeated until a minimum in the expected
limit is obtained. A similar procedure is applied for choosing the optimal kh/l coefficients.
6.3 Background modelling
The background normalisation and the distributions of the event discriminants are derived by
using the MC simulated samples described in Section 3. In light of the large theoretical uncer-
tainty that affects the prediction of tt plus heavy-flavour [64, 69], the MADGRAPH sample is
further divided into subsamples based on the quark flavour associated with the jets generated
in the acceptance region pT > 20 GeV, |η| < 2.5. Events are labelled as tt+bb if at least two
jets are matched within
√
(∆η)2 + (∆φ)2 < 0.5 to bottom quarks not originating from the de-
cay of a top quark. If only one jet is matched to a bottom quark, the event is labelled as tt+b.
These cases typically arise when the second extra b quark in the event is either too far forward
or too soft to be reconstructed as a jet, or because the two extra b quarks are emitted almost
collinearly and end up in a single jet. Similarly, if at least one reconstructed jet is matched to a
c quark, the event is labelled as tt+cc. In the latter case, single- and double-matched events are
treated as one background. If none of the above conditions is satisfied, the event is classified as
tt plus light-flavour. Table 1 reports the number of events observed in the various categories,
together with the expected signal and background yields. The latter are obtained from the
signal-plus-background fit described in Section 8.
7 Systematic uncertainties
There are a number of systematic uncertainties of experimental and theoretical origin that affect
the signal and the background expectations. Each source of systematic uncertainty is associated
with a nuisance parameter that modifies the likelihood function used to extract the signal yield,
as described in Section 8. The prior knowledge on the nuisance parameter is incorporated into
the likelihood in a frequentist manner by interpreting it as a posterior arising from a pseudo-
measurement [70]. Nuisance parameters can affect either the yield of a process (normalisation
uncertainty), or the shape of the Ps/b and Ph/l discriminants (shape uncertainty), or both. Mul-
tiple processes across several categories can be affected by the same source of uncertainty. In
that case the related nuisance parameters are treated as fully correlated.
The uncertainty in the integrated luminosity is estimated to be 2.6% [71]. The lepton trigger,
reconstruction, and identification efficiencies are determined from control regions by using a
tag-and-probe procedure. The total uncertainty is evaluated from the statistical uncertainty of
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Table 1: Expected and observed event yields in the (top) high-purity (H) and (bottom) low-
purity (L) categories of the SL and DL channels. The expected event yields with their uncer-
tainties are obtained from a signal-plus-background fit as described in Section 8. In the last row
of each table, the symbol S (B) denotes the signal (total background) yield.
SL Cat-1 (H) SL Cat-2 (H) SL Cat-3 (H) DL (H)
b-tagging selection 0.995 ≤ F ≤ 1.000 0.993 ≤ F ≤ 1.000 0.995 ≤ F ≤ 1.000 0.925 ≤ F ≤ 1.000
ttH 3.5 ± 0.7 5.9 ± 1.1 7.5 ± 1.4 4.5 ± 0.7
tt+lf 17 ± 3 70 ± 13 152 ± 21 84 ± 11
tt+cc 22 ± 8 66 ± 20 81 ± 24 85 ± 24
tt+b 16 ± 8 44 ± 23 70 ± 32 47 ± 23
tt+bb 43 ± 11 75 ± 17 69 ± 18 50 ± 13
tt+W/Z 3.2 ± 0.8 4.4 ± 1.1 4.2 ± 1.0 5.1 ± 1.1
Single t 3.1 ± 1.4 5.3 ± 2.2 14 ± 4 5.9 ± 1.7
W/Z+jets — 0.3 ± 2.2 — 6 ± 5
Total background 103 ± 11 265 ± 24 390 ± 28 283 ± 24
Data 107 272 401 279
S/B (S/
√
B) 3.4% (0.34) 2.2% (0.36) 1.9% (0.38) 1.6% (0.27)
SL Cat-1 (L) SL Cat-2 (L) SL Cat-3 (L) DL (L)
b-tagging selection 0.960 ≤ F < 0.995 0.960 ≤ F < 0.993 0.970 ≤ F < 0.995 0.85 ≤ F < 0.925
ttH 3.8 ± 0.7 5.2 ± 0.8 7.9 ± 1.3 0.8 ± 0.1
tt+lf 111 ± 13 268 ± 32 737 ± 62 69 ± 8
tt+cc 94 ± 25 161 ± 45 268 ± 74 40 ± 11
tt+b 45 ± 24 80 ± 42 162 ± 77 14 ± 7
tt+bb 48 ± 13 69 ± 17 84 ± 22 7.6 ± 2.1
tt+W/Z 4.0 ± 1.0 6.9 ± 1.5 7.8 ± 1.6 2.3 ± 0.5
Single t 8.9 ± 2.4 13 ± 3 32 ± 6 3.1 ± 1.1
W/Z+jets — — — 5 ± 3
Total background 311 ± 22 598 ± 38 1291 ± 60 142 ± 10
Data 310 603 1310 140
S/B (S/
√
B) 1.2% (0.21) 0.9% (0.21) 0.6% (0.22) 0.5% (0.07)
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the tag-and-probe measurement, plus a systematic uncertainty in the method, and is estimated
to be 1.6% per muon and 1.5% per electron. It is conservatively approximated to a constant 2%
per charged lepton. The uncertainty on the jet energy scale (JES) ranges from 1% up to about
8% of the expected energy scale depending on the jet pT and |η| [61]. For each simulated sam-
ple, two alternative distributions of the Ps/b and Ph/l discriminants are obtained by varying
the energy scale of all simulated jets up or down by their uncertainty, and the fit is allowed to
interpolate between the nominal and the alternative distributions with a Gaussian prior [70]. A
similar procedure is applied to account for the uncertainty related to the jet energy resolution
(JER), which ranges between about 5% and 10% of the expected energy resolution depending
on the jet direction. Since the analysis categories are defined in terms of the multiplicity and
kinematic properties of the jets, a variation of either the scale or the resolution of the simulated
jets can induce a migration of events in or out of the analysis categories, as well as migrations
among different categories. The fractional change in the event yield induced by a shift of the
JES (JER) ranges between 4–13% (0.5–2%), depending on the process type and on the category.
When the JES and JER are varied from their nominal values, the ~pmissT vector is recomputed ac-
cordingly. The scale factors applied to correct the CSV discriminator, as described in Section 4,
are affected by several sources of systematic uncertainty. In the statistical interpretation, the
fit can interpolate between the nominal and the two alternative distributions constructed by
varying each scale factor up or down by its uncertainty.
Theoretical uncertainties are treated as process-specific if they impact the prediction of one sim-
ulated sample at the time. They are instead treated as correlated across several samples if they
are related to common aspects of the simulation (e.g. PDF, scale variations). The modelling of
the tt+jets background is affected by a variety of systematic uncertainties. The uncertainty due
to the top-quark pT modelling is evaluated by varying the reweighting function rt(ptT), where
ptT is the transverse momentum of the generated top quark, between one (no correction at all)
and 2rt− 1 (the relative correction is doubled). This results in both a shape and a normalisation
uncertainty. The latter can be as large as 20% for a top quark pT around 300 GeV, and corre-
sponds to an overall normalisation uncertainty of about 3–8% depending on the category. To
account for uncertainties in the tt+jets acceptance, the factorisation and renormalisation scales
used in the simulation are varied in a correlated way by factors of 1/2 and 2 around their cen-
tral value. The scale variation is assumed uncorrelated among tt+bb, tt+b, and tt+cc. In a
similar way, independent scale variations are introduced for events with exactly one, two, or
three extra partons in the matrix element. To account for possibly large K-factors due to the
usage of a LO MC generator, the tt+bb, tt+b, and tt+cc normalisations predicted by the MAD-
GRAPH simulation are assigned a 50% uncertainty each. This value can be seen as a conserva-
tive upper limit to the theoretical uncertainty in the tt+hf cross section achieved to date [64].
Essentially, the approach followed here is to assign large a priori normalisation uncertainties
to the different tt+jets subprocesses, thus allowing the fit to simultaneously adjust their rates.
Scale uncertainties in the inclusive theoretical cross sections used to normalise the simulated
samples range from a few percent up to 20%, depending on the process. The PDF uncertainty is
treated as fully correlated for all processes that share the same dominant initial state (i.e. gg, gq,
or qq); it ranges between 3% and 9%, depending on the process. Finally, the effect of the lim-
ited size of the simulated samples is accounted for by introducing one nuisance parameter for
each bin of the discriminant histograms and for each sample, as described in Ref. [72]. Table 2
summarises the various sources of systematic uncertainty with their impact on the analysis.
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Table 2: Summary of the systematic uncertainties affecting the signal and background expecta-
tion. The second column reports the range of rate variation for the processes affected by a given
source of systematic uncertainty (as specified in the last three columns) when the nuisance pa-
rameter associated with it is varied up or down by its uncertainty. The third column indicates
whether a source of systematic uncertainty is assumed to affect the process normalisation only,
or both the normalisation and the shape of the event discriminants.
Source Rate uncertainty Shape
Process
ttH tt+jets Others
Experimental uncertainties
Integrated luminosity 2.6% No X X X
Trigger and lepton identification 2–4% No X X X
JES 4–13% Yes X X X
JER 0.5–2% Yes X X X
b tagging 2–17% Yes X X X
Theoretical uncertainties
Top pT modelling 3–8% Yes X
µR/µF variations 2–25% Yes X
tt+bb normalisation 50% No X
tt+b normalisation 50% No X
tt+cc normalisation 50% No X
Signal cross section 7% No X
Background cross sections 2–20% No X X
PDF 3–9% No X X X
Statistical uncertainty (bin-by-bin) 4–30% Yes X X X
8 Results
The statistical interpretation of the results is performed by using the same methodology em-
ployed for other CMS Higgs boson analyses and extensively documented in Ref. [2]. The mea-
sured signal rate is characterised by a strength modifier µ = σ/σSM that scales the Higgs bo-
son production cross section times branching fraction with respect to its SM expectation for
mH = 125 GeV. The nuisance parameters, θ, are incorporated into the likelihood as described
in Section 7. The total likelihood function L (µ, θ) is the product of a Poissonian likelihood
spanning all bins of the (Ps/b, Ph/l) distributions for all the eight categories, times a likelihood
function for the nuisance parameters. Based on the asymptotic properties of the profile like-
lihood ratio test statistic q(µ) = −2 ln[L(µ, θˆµ)/L(µˆ, θˆ)], confidence intervals on µ are set,
where θˆ and θˆµ indicate the best-fit value for θ obtained when µ is floating in the fit or fixed at
a hypothesised value, respectively.
Figures 3 and 4 show the binned distributions of (Ps/b, Ph/l) in the various categories and for the
two channels. For visualisation purposes, the two-dimensional histograms are projected onto
one dimension by showing first the distribution of Ps/b for events with Ph/l < 0.5 and then for
Ph/l ≥ 0.5. The observed distributions are compared to the signal-plus-background expectation
obtained from a combined fit to all categories with the constraint µ = 1. No evidence of a ttH
signal over the background is observed. The statistical interpretation is performed both in
terms of exclusion upper limits (UL) at a 95% CL, where the modified CLs prescription [73, 74]
is adopted to quote confidence intervals, and in terms of the maximum likelihood estimator of
the strength modifier (µˆ).
Figure 5 (top left) shows the observed 95% CL UL on µ, compared to the signal-plus-background
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Figure 3: Distribution of the Ps/b discriminant in the two Ph/l bins for the high-purity (H)
categories. The signal and background yields have been obtained from a combined fit of all
nuisance parameters with the constraint µ = 1. The bottom panel of each plot shows the ratio
between the observed and the overall background yields. The solid blue line indicates the ratio
between the signal-plus-background and the background-only distributions. The shaded and
solid green bands band correspond to the ±1σ uncertainty in the background prediction after
the fit.
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Figure 4: Distribution of the Ps/b discriminant in the two Ph/l bins for the low-purity (L) cate-
gories. The signal and background yields have been obtained from a combined fit of all nui-
sance parameters with the constraint µ = 1. The bottom panel of each plot shows the ratio
between the observed and the overall background yields. The solid blue line indicates the ratio
between the signal-plus-background and the background-only distributions. The shaded and
solid green bands correspond to the ±1σ uncertainty in the background prediction after the fit.
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and to the background-only expectation. Results are shown for the SL and DL channels alone,
and for their combination. The observed (background-only expected) exclusion limit is µ < 4.2
(3.3). The best-fit value of µ obtained from the individual channels and from their combination
is shown in Fig. 5 (top right). A best-fit value µˆ = 1.2+1.6−1.5 is measured from the combined fit.
Table 3 summarises the results.
Overall, a consistent distribution of the nuisance parameters pulls is obtained from the com-
bined fit. In the signal-plus-background (background-only) fit, the nuisance parameters that
account for the 50% normalisation uncertainty in the tt+bb, tt+b, and tt+cc backgrounds are
pulled by +0.2 (+0.5), −0.4 (−0.3), and +0.8 (+0.8), respectively, where the pull is defined
as the shift of the best-fit estimator from its nominal value in units of its a priori uncertainty.
The correlation between the tt+bb normalisation nuisance and the µˆ estimator is found to be
ρ ≈ −0.4, and is the largest entry in the correlation matrix. From an a priori study (i.e. before
fitting the nuisance parameters with the likelihood function of the data), the nuisance param-
eter corresponding to the 50% normalisation uncertainty in the tt+bb background features the
largest impact on the median expected limit, which would be around 4% smaller if that uncer-
tainty were not taken into account. Such a reduced impact on the expected limit implies that
the sensitivity of the analysis is only mildly affected by the lack of a stringent a priori constraint
on the tt+bb background normalisation; this is also consistent with the observation that the fit
effectively constrains the tt+bb rate, narrowing its normalisation uncertainty down to about
25%.
Table 3: The best-fit values of the signal strength modifier obtained from the SL and DL chan-
nels alone, and from their combination. The observed 95% CL UL on µ are given in the third
column, and are compared to the median expected limits for both the signal-plus-background
and for the background-only hypotheses. For the latter, the ±1σ and ±2σ CL intervals are also
given.
Channel Best-fit µ Observed UL
Median exp. UL Median exp. UL ±1σ CL ±2σ CL
(signal injected) (background only) interval interval
SL +1.7+2.0−1.8 5.5 5.0 4.2 [2.9, 6.2] [2.1, 9.1]
DL +1.0+3.3−3.0 7.7 7.8 6.9 [4.7, 10.6] [3.4, 15.8]
Combined +1.2+1.6−1.5 4.2 4.1 3.3 [2.3, 4.9] [1.7, 7.0]
For illustration, Fig. 5 (bottom) shows the distribution of the decimal logarithm log(S/B),
where S/B is the ratio between the signal and background yields in each bin of the two-
dimensional histograms, as obtained from a combined fit with the constraint µ = 1. Agreement
between the data and the SM expectation is observed over the whole range of this variable.
9 Summary
A search for Higgs boson production in association with a top-quark pair with H → bb has
been presented. A total of 19.5 fb−1 of pp collision data collected by the CMS experiment at√
s = 8 TeV has been analysed. Events with one lepton and at least five jets or two opposite-
sign leptons and at least four jets have been considered. Jet b-tagging information is exploited
to suppress the tt plus light-flavour background. A probability density value under either the
ttH or the tt+bb background hypothesis is calculated for each event using an analytical ma-
trix element method. The ratio of probability densities under these two competing hypothe-
ses allows a one-dimensional discriminant to be defined, which is then used together with
b-tagging information in a likelihood analysis to set constraints on the signal strength modifier
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Figure 5: (top left) Observed 95% CL UL on µ are compared to the median expected limits un-
der the background-only and the signal-plus-background hypotheses. The former are shown
together with their ±1σ and ±2σ CL intervals. Results are shown separately for the individual
channels and for their combination. (top right) Best-fit value of the signal strength modifier µ
with its ±1σ CL interval obtained from the individual channels and from their combination.
(bottom) Distribution of the decimal logarithm log(S/B), where S (B) indicates the total signal
(background) yield expected in the bins of the two-dimensional histograms, as obtained from
a combined fit with the constraint µ = 1.
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µ = σ/σSM.
No evidence of a signal is found. The expected upper limit at a 95% CL is µ < 3.3 under the
background-only hypothesis. The observed limit is µ < 4.2, corresponding to a best-fit value
µˆ = 1.2+1.6−1.5. Within the present statistics, the analysis documented in this paper yields com-
petitive results compared to those obtained on the same data set and for the same final state
by using non-analytical multivariate techniques [28]. However, the matrix element method
applied for a maximal separation between the signal and the dominant tt+bb background al-
lows for a better control of the systematic uncertainty due to this challenging background.
This method represents a promising strategy towards a precise determination of the top quark
Yukawa coupling. Once the statistical uncertainty will be reduced by the inclusion of the up-
coming 13 TeV collision data, systematic uncertainties will start to play a more important role.
By incorporating experimental and theoretical model parameters into an event likelihood, the
matrix element method offers a natural handle to minimise the impact of systematic uncertain-
ties on the extraction of the signal.
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