As an application of atomistic simulation methods to heat capacities, path-integral molecular dynamics has been used to calculate the constant-volume heat capacities of light and heavy water in the gas, liquid, and solid phases. While the classical simulation based on conventional molecular dynamics has estimated the heat capacities too high, the quantum simulation based on path-integral molecular dynamics has given reasonable results based on the simple point-charge/flexible potential model. The calculated heat capacities ͑divided by the Boltzmann constant͒ in the quantum simulation are 3.1 in the vapor H 2 O at 300 K, 6.9 in the liquid H 2 O at 300 K, and 4.1 in the ice I h H 2 O at 250 K, respectively, which are comparable to the experimental data of 3.04, 8.9, and 4.1, respectively. The quantum simulation also reproduces the isotope effect. The heat capacity in the liquid D 2 O has been calculated to be 10% higher than that of H 2 O, while it is 13% higher in the experiment. The results demonstrate that the path-integral simulation is a promising approach to quantitatively evaluate the heat capacities for molecular systems, taking account of quantum-mechanical vibrations as well as strongly anharmonic motions.
I. INTRODUCTION
The constant-volume heat capacity is a simple property defined as the temperature derivative of the internal energy. However, it is not so simple as it appears to evaluate the heat capacity quantitatively just from the interatomic forces using the molecular simulation techniques. One reason is that the heat capacity involves the quantum effect of atomic vibrations which is not included in the conventional simulation methods based on the classical mechanics. For instance, the heat capacities of gaseous molecules are roughly estimated by the number of rotational and translational degrees of freedom of the molecule. Usually, the intramolecular vibrational degrees of freedom are ignored because the vibrational contributions to the heat capacity are usually small as a result of the quantum effect. On the other hand, the Einstein's or Debye's formula for the heat-capacity calculations in the solid state is based on the quantum-mechanical feature of phonons. In this case, the heat capacity becomes lower as the temperature is decreased because the vibrational excitation is difficult to occur within a small amount of heat given externally. In a similar manner, the quantum effect should be also important in the liquid phase. In fact, in many systems, the heat capacity has an isotope effect, which is a signature of the quantum effect. However, the estimation of the heat capacity in the liquid phase is not as simple as in the gas or solid phase. As in the case of liquids, if there exist strongly anharmonic motions such as bond distortions and bond exchanges, the normal-mode analysis will not work. Therefore, it is promising to use a molecular simulation in which both the anharmonic and quantum effects are taken into account.
Path-integral molecular dynamics ͑PIMD͒ is a simulation method which can generally be used for quantum molecular systems with or without anharmonic effects. This method is based on Feynman's imaginary-time path-integral theory of the quantum statistical mechanics.
1,2 According to this theory, the Boltzmann statistics of a quantum atom is identical to that of a set of replicated atoms ͑or "beads"͒ connected with each other into a cyclic chain, which can spread out as a consequence of the uncertainty principle. 3 Therefore, the quantum statistics for a system composed of many atoms can be obtained from the classical moleculardynamics ͑MD͒ simulation of a system composed of many cyclic chains. 4 As a good point of the path-integral method, the calculation of quantum statistical quantities, including the heat capacity, is theoretically exact as long as the the path-integral variable P ͑the number of beads͒ is set to be sufficiently large. This is in contrast with previous calculations where the heat capacity of liquid water has been based on approximate theories.
5,6
The path-integral simulation has been very successful to study the distribution functions and the energies of quantum molecular systems. For example, there have been a lot of reports on the quantum-mechanical characters in the hydrogen bonding in liquid water and water clusters. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] have focused on the heat capacity. [19] [20] [21] [22] To our knowledge, these studies have been limited only to simple and small systems such as rare-gas clusters except for our preliminary study on water. 22 As we will see later in the results of our simulation, the current status might be ascribed to the shortage of computer power and the lack of the efficient heatcapacity estimator until recently. If these difficulties were to overcome, this approach would be very useful for the estimation of heat capacities for various molecular systems in the condensed phase. Thus, it may be interesting to confirm this issue by carrying out a large-scale computer simulation. Considering the situation mentioned above, we report a series of path-integral molecular-dynamics calculations for the heat capacities of the three states of light and heavy water vapor, liquid water, and ice I h using the state-of-the-art simulation techniques. The heat capacity of water has a large variation with respect to the temperature. 23 The heat capacity of ice is almost zero near 0 K, but it increases together with the temperature and becomes about 4k B at the melting point. After melting, the heat capacity becomes about as twice as large, and becomes 9k B Ӎ 1 cal/ ͑g K͒. Beyond the boiling point, the heat capacity of vapor drops to about 3k B , but increases gradually as the vapor is more heated. High heat capacity in the liquid state is said to be one of the anomalous properties of water, and this is mainly ascribed to the configurational change in the hydrogen-bonding network. In other words, the effect of distortion and exchange of the hydrogen bonds in liquid water has an unusually large contribution to the heat capacity. It would be interesting to confirm if these characters can be reproduced by our path-integral simulation.
In the present simulation, all the three states of water have been treated in the same way using the simple pointcharge/flexible 2 ͑SPC/F2͒ potential model. 9 In this model, the total potential energy is composed of the intramolecular vibrational energy term and the Coulombic energy and Lennard-Jones dispersion energy terms for the interaction between water molecules. Lobaugh and Voth have parametrized this model, and they carefully examined the quantum structural and quantum dynamical properties compared to the classical counterparts as well as to experiment. 9 The main subject of this paper is to show the ability of this model on the heat capacities in the various phases of water. It would be technically useful to show the computational details and the accuracy of our results, including the statistical convergence and the dependence on P values in the present simulation. We also clarify that the path-integral simulation within the SPC/F2 model can handle the isotope effect to a reasonable extent, by comparing with ab initio calculations and experiment. Especially, it is interesting to see if it can reproduce a small difference of heat capacities between light and heavy water. It is worth noting that the isotope effects in the internal energy and heat capacity are purely quantum-mechanical effects because the energy and its derivatives are independent of the atomic masses within the framework of the classical statistical mechanics.
II. SIMULATION METHOD
The path-integral molecular-dynamics simulations were done based on the canonical ensemble using the SPC/F2 potential model. The vapor simulation was done for a single water molecule under the free boundary condition. The liquid water simulation was carried out at 300 K for 256 water molecules in a cubic unit cell with the density of 5.53 ϫ 10 4 mol/ m 3 . The ice I h simulation was undertaken at 250 K for 300 water molecules in a parallelepiped unit cell with the density of 5.09ϫ 10 4 mol/ m 3 . The same densities were used for the light and heavy water systems. Periodic boundary condition was applied for these condensed-phase simulations. The Lennard-Jones ͑LJ͒ interaction was truncated at the distance of 10.5 Å but the long-range correction to the LJ energy was taken into account. The Ewald method was used for the Coulombic interaction.
The positions of hydrogen and oxygen atoms were described as cyclic bead chains in the path-integral representation, and the equations of motion for these beads were solved as to their normal-mode coordinates. 24 Here, the fictitious masses of beads were taken to be the same as the real atomic masses. 25 The Nosé-Hoover chains were separately coupled to the respective degrees of freedom to rapidly generate the canonical ensemble. 26 The reversible reference system propagator algorithm ͑RESPA͒ was used for the integration of the equations of motion to perform the calculation of forces in the respective time scales. 27 For example, in the case of light water in the liquid state at 300 K, the step lengths were taken to be ⌬t 1 = 0.01 fs for the harmonic forces within the neighboring beads, ⌬t 2 = 0.1 fs for the intramolecular forces, ⌬t 3 = 0.5 fs for the LJ forces and the realspace contribution of the Coulombic forces, and ⌬t 4 = 1.0 fs for the reciprocal space contribution of the Coulombic forces. Depending on the molecular mass and temperature, the step lengths were scaled so as to give the same quality of molecular trajectories as the above case. After equilibration, the PIMD runs were carried out for 100 ps-1 ns depending on the statistical convergence of heat capacity. Also, classical molecular-dynamics simulations have been performed in the same way by setting the number of beads P = 1. All these calculations were done by executing the original program code MPDYN on the 32-node Xeon personal computer ͑PC͒ cluster. the quantum effect is calculated more carefully with P = 128. Note that the classical simulations give an identical result for the H 2 O and D 2 O systems.
Overall, our calculation in the SPC/F2 model is in reasonable agreement with ab initio calculations 18, 29 as well as with the experiment. 23 Comparing between the classical, quantum H 2 O, and quantum D 2 O simulations, the results are similar as to the average geometry, R OH and HOH , but very different in the mean-square dispersions of the geometry, ⌬R OH and ⌬ HOH , and also in the internal energy U. It is interesting that the average geometry of water molecules can be changed slightly in the presence of the hydrogen bonding in the condensed phases. For example, from Tables I and II, we can see that the bond length R OH is slightly larger and the bond angle HOH is smaller in liquid water and ice compared with that of vapor. This character has been seen also in the quantum simulation using a polarizable model of water. 11 However, the SPC/F2 model is still not perfect. For instance, this model cannot reproduce the small difference in the intramolecular bond length R OH between the isotopes, which has been found in ab initio path-integral molecular-dynamics calculation. 29 This may be because the anharmonic potential surface with respect to intramolecular vibration is not accurate enough to describe such kind of subtle effect. Table III lists the evaporation energy, which is defined as the internal energy difference between the condensed phase ͑liquid water or ice͒ and the gas phase ͑vapor͒. We can see that the PIMD results of quantum H 2 O and quantum D 2 O are in good agreement with the experimental data. 23, 30 It is interesting that the evaporation energies are reduced as large as about 10% by the quantum correction. The quantum effect makes the difference in the evaporation energies between the light and heavy water. The evaporation energies are found to be slightly larger in heavy water than in light water both in the liquid and ice phases. This is consistent with the expermental fact that the melting and boiling points of heavy water are 3.8 and 101.4°C, respectively, which are slightly higher than those of light water.
Figures 1 and 2 are the radial distribution functions ͑RDFs͒ for light and heavy water in the condensed phases. In Fig. 1 , we can see that liquid water is significantly less structured in the quantum simulations than in the classical simulations. On the other hand, the respective peak positions of the RDFs are not changed so much between the classical and quantum simulations. These findings are similar to previous calculations by other potential models. The isotope effect on the structure of liquid water is considerably small, which agrees with the conclusion of a recent ab initio path-integral molecular-dynamics simulation. 18 Figure 2 shows that these trends are also true for the ice phase. The oxygen-oxygen RDF is in reasonable agreement with the experiment 31-33 not only for the liquid phase but also for the ice phase. However, it is hard to tell only from this result whether the RDF is improved when changing from classical simulation to quantum simulation. Thus, this kind of delicate argument in the RDF depends rather on the parametrization of the potential. Now, we turn to the calculation of the heat capacity C . There are several estimators to evaluate the heat capacity in different ways within the path-integral simulation. Here, we employ the estimators called the "primitive ͑thermodynamic; T͒ estimator" C T , the "centroid virial ͑CV͒ estimator" C CV , and the "double centroid virial ͑DCV͒ estimator" C DCV . These estimators are suggested originally by Glaesemann and Fried for single-component sytems. 21 The derivation of these estimators can be done in the same way for general compounds. The explicit formulas for these estimators are shown in the Appendix A.
In addition to these estimators, there is another way of calculating C by plotting internal energies as a function of temperature from a series of path-integral simulations, followed by the numerical differentiation. However, in our experience, we could not use this method without avoiding a great statistical error in the C values. The error has been estimated to be about ten times as large as that of the DCV estimator when the temperature points are taken every 10 K.
In order to confirm the computational accuracy, the statistical convergence of the C value of vapor is plotted in Fig. 3 . The PIMD calculations were by T, CV, and DCV estimators with P = 128. Although the result should be ultimately the same, the convergence of C is quite different among the estimators. The DCV estimator shows the best performance, and it gives less than the uncertainty of 2% within a simulation run of 100 ps. Meanwhile, the convergence of the other two estimators is very slow, giving much error even by a further run until 1 ns. The performance of the DCV estimator is found also similar for the C calculations of water at different temperatures and phases. Therefore, we have decided to employ the DCV estimator for all the heatcapacity calculations done below. Here, we must notice that the DCV estimator includes the second derivative matrix of the potential ͑the Hessian matrix͒, which may cause a computational effort for some systems. Fortunately, in the case of the SPC/F2 model, the second derivatives can be calculated easily for intramolecular terms and short-range intermolcular terms. For the long-range Coulombic interaction in the condensed phases, the expression of second derivatives is more complicated under the periodic boundary condition. ͑The Ewald summation should be done for the terms such as 1 / r ij 3 and x ij y ij / r ij 5 .͒ Here, for the C DCV calculation of liquid water and ice, we used the conventional cut-off method for Coulombic interactions instead of using the Ewald method with respect to the Hessian term only, where the intermolecular cut-off distance is set to be 10.5 Å. However, the usual Ewald method is employed for calculating the Coulombic potential and its first derivatives, which is used in these estimators as well as in the molecular-dynamics run ͑forces͒.
In Fig. 4 , the heat capacity of vapor is shown as a function of P value. In the classical simulation, which corresponds to the P = 1 case, we have obtained C = 6.0K B for both H 2 O and D 2 O vapor. It is interesting that quantum correction in the heat capacity is not a monotonous decrease as to P. As the P value is increased, the values first go up and then come down to a converged value. Although the convergence is faster in D 2 O than in H 2 O, the final results are almost the same between quantum H 2 O and D 2 O vapors by C = 3.1k B . Note that a larger P value is required to estimate the quantum correction of heat capacities than that of the energies. In the case of H 2 O vapor, the heat capacity has been converged at P Ӎ 64− 128 while the internal energy has been converged at P Ӎ 32− 64.
In Fig. 5 , we show the statistical convergence of heat capacities in the condensed phases. As a similar result to the vapor phase in Fig. 3 , the C values in liquid and ice phases for light and heavy water are all converged successfully within the simulation of 100 ps using the DCV estimator. We can see that the result for P = 64 and P = 128 are in good agreement with each other. This indicates that the P value is sufficiently large to handle the quantum effect on C as to the collective motion of water as well as the intramolecular vibrations. However, the latter factor would be actually dominant in this case because of the large zero-point effect of the O-H bonds. In fact, as in Fig. 4 , P = 128 is large enough to describe the zero-point effect in the vapor simulation.
The temperature dependence of heat capacity for vapor is given in Fig. 6 . The C values are increased roughly from 3k B to 6k B as the temperature is increased. At low temperature, the kinetic energy of the three translational and three rotational modes has k B / 2 contribution, respectively, and thus the total heat capacity amounts to 3k B . Here, the contribution of intramolecular vibrational modes is hidden by the quantum effect. However, as the temperature is increased, 
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Heat capacities of light and heavy water J. Chem. Phys. 123, 134502 ͑2005͒ the three vibrational modes begin to have an effect, each of them having the contribution of k B in the high-temperature limit. This is why the heat capacity gets near to 6k B . The heat capacity starts to increase at lower temperature in D 2 O than in H 2 O because of the shift in vibrational frequency. These characters are reproduced very well in our path-integral simulation. Meanwhile, the heat capacity of vapor is almost a constant in the classical simulation. The quantum result is in good agreement with the experimental data 34 and the theoretical data based on the rovibrational states of water molecule. 35 In Table IV , we summarize the calculated heat capacities. In the classical molecular dynamics, the heat capacities are too high in all the three phases. In addition, the classical heat capacities are exactly the same between light and heavy water. We can see that these points are improved in the quantum simulation by path-integral molecular dynamics. In particular, the calculated heat capacities for the vapor and ice I h phases are almost in perfect agreement with experimental ones. 23 For liquid water, the quantum heat capacities are lower than the experimental ones by about 20%, but they are much more reasonable than the classical ones. Besides, the quantum simulation reasonably reproduces the isotope effect on the heat capacity of liquid water. The calculated heat capacity of heavy water is higher than that of light water by 13% in the quantum simulation, while it is higher by 10% in experiment.
The calculations show that liquid water has a heat capacity higher than vapor and ice. This means that there is a large contribution related to the anharmonic behavior of the hydrogen bonds involving the distortions and the exchanges which are peculiar in the liquid phase. Therefore, the heat capacity of liquid water cannot be evaluated by normal-mode analysis in which these effects are not taken into account. ͑The instantaneous normal-mode analysis for liquid water would probably result in underestimation of the heat capacity.͒ The slight underestimation of the heat capacity in liquid may be due to the deficiency of the SPC/F2 model. However, we can at least conclude that the quantum correction in the heat capacity is very large. The ratios of heat-capacity values between classical and quantum simulations are 0%-50% in vapor depending on the temperature, about 50% in liquid water, and 60% or more in ice I h .
We note that the quantum correction is found to be larger than 3k B in the condensed phases. This implies that it is insufficient to consider only the quantum effect on the intramolecular vibration. The quantum correction must be also applied to the collective motion of water molecules. In fact, it is easy to understand that the heat capacity of ice has an isotope effect due to the quantum character of highfrequency collective modes. The heat capacity is higher for the D 2 O ice compared with the H 2 O ice because the vibrational contribution is lifted owing to the redshift of the vibrational spectrum by deuteration. Here, the vibrational shift of collective modes is important rather than that of intramolecular modes since the latter do not affect much on the heat capacity in the low-temperature range. Although the extent of isotope effect is similar between ice and liquid water, we emphasize again that the heat capacity in liquid water has also a configurational effect which is beyond the normalmode description.
In order to see the quantum effect on the intermolecular structure, we calculated the angular probability distributions for the hydrogen-bonding pairs in the condensed phase systems. Though we have many choices to define a hydrogenbonding pair, we assumed here that a hydrogen bond exist between two water molecules having the O-O distance within 3.5 Å and the intermolecular O-H distance within 2.4 Å. ͑These values correspond to the first hydration shell in liquid water.͒ In the case of the PIMD simulation, we applied this threshold to the centroid variables of the respective atomic coordinates to select the hydrogen-bonding pair. the quantum effect broaden the distribution significantly in both liquid water and ice. The structural fluctuation in hydrogen bonding would make a large shift in the fluctuation of energy, the heat capacity. This is one of the reasons that the quantum correction of heat capacity is so large in the condensed phases.
IV. CONCLUSION
We have presented a series of classical and quantum simulations to calculate the heat capacity of the vapor, liquid, and ice I h phases of water using the SPC/F2 potential model. The classical simulation has been overestimated in all the cases studied. With the quantum simulation, the heatcapacity values have been found to be very much improved. In addition, the isotope effect for the heat capacity has been successfully obtained in the quantum simulation.
The quantum simulation has been somewhat a heavy computation, and it could not be done without using a powerful parallel computer. To get the final result, it was necessary to carry out a 100 ps run with P = 128 beads using the DCV estimator which involves the calculation of Hessian matrix. Although there are several other potentials for water such as charge equilibrium-type or rigid-body model, it would not be easy to compute Hessian matrix rapidly for these models. The rigid-body model does not reproduce the temperature dependence of the heat capacity of vapor since it neglects the vibrational contribution. Higher-order SuzukiTrotter expansion 36 would be helpful to reduce the P value, 37 but it is then necessary to calculate the third derivatives of the potential to use the DCV estimator, which would be also problematic. There would be some room for further improvement to circumvent these difficulties.
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APPENDIX: HEAT CAPACITY ESTIMATORS
The constant-volume heat-capacity estimators for N quantum atoms at temperature T are given by 
ͪ. ͑A6͒
Here, ␤ =1/k B T is the inverse temperature and P = ͱ P / ␤ប is the spring constant acting on the neighboring beads. The angular brackets ͗¯͘ represents the average with respect to the canonical ensemble of N cyclic chains of P beads ͑i.e., the classical isomorph in the path-integral method͒. For the ith atom, the mass is m i , the position of its sth bead is r i,s , and its centroid coordinate is given by r i ͑c͒ =1/ P͚ s=1 P r i,s . The total potential-energy V is a function of the configuration of atomic beads. For a classical system, the thermal dispersion of energy is proportional to the heat capacity. However, in the path-integral description of a quantum system, the heatcapacity estimators are composed of the dispersion of the energy estimators with some corrections. The T and DCV heat-capacity estimators include the autocorrelation of the energy estimators ⑀ T and ⑀ CV , respectively, and the CV estimator includes the cross correlation between ⑀ T and ⑀ CV . Note that the T, CV, and DCV estimators include V, the first derivatives of V, and the second derivatives of V, respectively. For systems under periodic boundary condition, these potential derivatives can be estimated either by the usual cut-off method or Ewald method.
