Abstract-One of the main challenges in the classification of microarray gene expression data is the small sample size compared with the large number of genes, so feature selection is an essential step to remove genes not relevant to class label. Traditional gene selection methods often select the top-ranked genes based on their individual discriminative powers. The problem with these simple ranking models is that they evaluate genes in isolation and this may introduce redundancy among the selected feature subset. Most redundancy based methods solely evaluate gene expression levels. This may decrease the effectiveness of feature selection since some values may not be accurately measured. In this paper, we propose a gene ontology based method for feature selection. The novelty of this model is to detect redundancy between a pair of genes by the convex combination of their expression similarity and semantic similarity in gene ontology. The effectiveness of our method is demonstrated by the experiment in two widely used datasets.
I. INTRODUCTION
The microarray technology enables simultaneously measuring the expression levels for thousands of genes in a single experiment [1] . The gene expression data is normally organized into a data matrix where each row represents the expression level of a gene among all samples and each column represents a sample observation to be analyzed. In sample classification where each observation is labeled in advance, classifiers are built from the microarray gene expression data and the goal is to predict the label of any unknown observation.
One of the main challenges in the classification is the small sample size compared with the large number of features (genes), so the traditional data mining algorithm can not be directly applied. Several researches [2] [3] have shown that only a very small number of genes among these thousands of genes are critical for classifications. Hence, feature selection, which is the process to remove features that are not relevant to the labeling, is an essential step in the analysis of microarray data. There are a number of advantages of feature selection [4] . Firstly, removing irrelevant features improves accuracies of classifiers. Secondly, this process significantly reduces the computational costs of the classification process. Finally, the selected subset of features is more interpretable and this makes it possible for biologists to identify the fundamental mechanism of the biological process that the microarray data represents.
Golub [5] proposed an informative genes selecting method. Given two labels to the sample observations, each gene is associated with a t-test value defined as:
where [u 1 (g), σ 1 (g)] and [u 2 (g), σ 2 (g)] denote the means and SDs of the logarithms of the expression levels of gene g for the samples in class 1 and class 2 respectively. This value measures the between class distance in standard deviation. Another popular approach to calculate the discriminative power of a feature is Relief-F algorithm. The basic idea is to draw instances at random, compute their nearest neighbors and adjust a feature weighting vector to give more weight to features that discriminate the instance from neighbors of different classes. The problem with the above ranking models is that they evaluate genes in isolation without considering correlations between genes. This may introduce redundancy among the selected feature subset. Redundancy can reduce the effectiveness of the microarray dataset analysis.
To cope with redundancy, some methods use two phases feature selection, selecting informative features and removing redundancy. In [2] , the authors use a method called Markov Blanket to detect redundancy which essentially is a stronger version of conditional independence from the classical statistics. Another widely used measure for detecting redundancy is Pearson correlation coefficient, referred to as expression similarity. Given two genes g i and g j , Pearson correlation coefficient is defined as:
where u gi and u gj are the means for g i and g j respectively and p is the dimension. In [6] and [7] , the authors proposed to cluster features into several groups based on their expression similarities and then chose a representative feature from each cluster to form the optimal feature subset. The main limitation of these schemes is that they solely consider expression similarities. Due to the characteristics of microarray technology and a small number of samples, some expression levels may be not accurately measured or they are not good estimation of the underlying distribution. One feasible approach to overcome this deficiency is to integrate biological knowledge into feature selection of microarray data.
Gene ontology (GO) represents a large repository of biological knowledge that is accessible to computational algorithm. In [8] , it has been proved that there is a strong relationship between the Pearson correlation and GO based similarity for some datasets. This interrelation is the basis for utilizing GO for analysis of microarray data. Several researches have been done for various purposes in this direction. For instance, in [9] , the authors show that incorporating semantic similarity can improve the accuracy of the estimation of missing values.
In this paper, we explore the possibility of incorporating GO in removing redundancy. Our main contribution is a strategy to integrate GO semantic similarity into traditional expression similarity. Our experiment shows that feature selection using this new similarity measure can lead to higher accuracy.
The remainder of this paper is organized as follows. In Sect.II, we review gene ontology and semantic similarity. In Sect.III, we demonstrate the intrinsic ability of GO based similarity to detect redundancy. In Sect.IV, we integrate GO into gene selection and present the experiment result. Section V concludes this paper by summarizing the main results.
II. GENE ONTOLOGY
GO represents a controlled biological vocabulary and a repository of computable biological knowledge. GO comprises three ontologies: Molecular function (MF), biological process (BP), and cellular component (CC). MF represents information on the role played by a gene product. BP refers to a biological objective to which a gene product contributes. CC represents the cellular localization of the gene product, including cellular structures and complexes [8] . GO terms and their relationships are represented by directed acyclic graphs (DAG) where each node except for the root has one or more parent nodes. There are two kinds of relationships between children nodes and parent nodes: "is a "and "part of ". Each gene product is annotated with a set of GO terms
1 . An important concept relating to GO is similarities between terms. There are two methods to calculate the similarity, the edge counting model and the information-theoretic model [10] . In the edge counting model, the distances are measured by the number of edges between terms. This model has a weakness that it assumes that nodes and links are uniformly distributed in an ontology [8] . In the information-theoretic model, the similarity between terms c i and c j is calculated by the information carried by their smallest common parent c :
1 The quality of an association between a gene product and a GO term is represented by an evidence code. For instance, the evidence code of TAS (Traceable Author Statement) indicates the annotation is supported by articles or books and the evidence code of IEA (Inferred from Electronic Annotation) is inferred from the automatic search in the database. It is obvious that an annotation supported by the TAS code is more convincing than one inferred by the IEA code. In our research, only associations supported by non-IEA codes are considered. where p(c) is the probability of finding a child of c in a DAG. This is calculated as:
the number of children of c the total number of terms in the DAG (2) As c goes up to the root of the ontology, the value of p(c) and −log(p(c) monotonically approach 1 and 0 respectively. This indicates that the similarity between c i and c j decreases. Hence, the more specific term c is, the more similar these two terms are. A limitation of this model is that it does not take into account the information carried by c i and c j . For instance, in Fig. 1 , according to (1) we have sim(B, C) = sim(B, A), but intuitively B is more similar to A than it is to C.
Lin [11] proposed a more sophisticated approach which considers not only the information shared by two terms, but also that owned by themselves. Given two terms c i and c j , their similarity is defined as:
where c is the smallest common parent of c i and c j , and p(c), p(c i ) and p(c j ) are defined in (2) . This value varies between one and zero since it represents the proportion of the information shared by two terms to the total they have. For a given smallest common parent, the more specific these two terms are, the less similar they are. Jiang [12] reported the semantic distance function, which measures the difference between the shared information and the total information:
Given a pair of gene products, g i and g j , which are annotated by a set of terms A i and A j respectively, where A i and A j comprise m and n terms, the GO based similarity, referred to as semantic similarity, is defined as the average inter-set similarity between terms in A i and those in A j [8] :
The semantic distance between these two gene products, g i and g j , is defined as:
In this paper, we use the most updated GO release [13] . We collected the GO annotations for gene products from SOURCE [14] . The GO similarity for a pair of genes is calculated from their annotated terms in BP ontology.
III. CAPABILITY OF GO IN DETECTING REDUNDANCY
In [8] , the authors show that for the yeast data, semantic similarities are positively related to expression similarities. Is this also the case in general? While it may be hard to obtain a definite answer to this question, we use a statistic framework to give a plausible argument on another widely used data set, Leukemia dataset. In addition, rather than examining the question in isolation, we put it in the context of relevancy. This may give us some insights into the biological nature of the interplay between semantic similarities and the relevance. In this section, we first introduce a measurement for the goodness of a feature subset. Then we use this measurement to assess statistically the capability of semantic similarity in catching redundancy.
A. Goodness Measurement of Feature Subset
Given a feature subset S, its relevance to classification can be defined as
where D gi is the discriminative power of gene g i . Several criteria have been proposed to measure this power in the literature [2] , [5] . For the purpose of this paper, we use information gain. Let C denote the set of classes and U represent the set of possible values for feature f , the information gain of f is defined as:
The redundancy among features in S is defined as
In the optimal feature subset, features are minimally similar to each other and maximally relevant to the classification. Hence, the goodness of S is defined as the quotient between relevance and redundancy:
B. Statistical Assessment of GO in Detecting Redundancy
The detail of the Leukemia dataset is given in the experiment section. Because we intend to find out how semantic similarity plays a role in identifying redundancy, we would like to see a reasonable intensity of redundancy of the genes in the data we will be working on. Hence, we select the top n genes according to their information gain values. Thus, because of their high relevance to the class labels, we expect many of them are redundant. We then use the hierarchical clustering algorithm to separate these genes into k clusters where the similarity is measured by the semantic similarity. Then we select a representative from each cluster. A representative is the gene with minimum sum of squares of distances to all other genes in the cluster 2 . The goodness of the selected feature subset is assessed by the quotient between relevance and redundancy defined in (8) . In order to evaluate this feature subset, we compare it with feature subsets selected randomly. We formulate a null hypothesis and an alternative hypothesis as:
where Quo (random) and Quo (GO) represent goodness of genes selected randomly and by the above mentioned method respectively. The null hypothesis is that the goodness of a randomly selected group of genes is at least as good as that of genes selected by GO based clustering. If the test strongly suggests otherwise, we will be confident that the semantic similarity is indeed effective in detecting redundancy. The choice of n is somewhat discretional. We choose it to be 100, since this value is well above the number of the most informative genes reported in the current literature, yet small enough to speed up the process. Among these 100 genes, 35 of them do not have any GO annotations. To circumvent this problem, we first cluster the remaining 65 genes into 8 groups. Then we add each gene with no GO annotation to a cluster with which it has the smallest average Pearson correlation. We assign the number of clusters to 8, since by experience this is roughly the number of genes that are most informative for many benchmark data sets. We assume that the distribution of goodness values for randomly selected genes is normal. To verify this, we randomly selected 8 genes from the top 100, and then calculated their goodness values. This experiment was repeated 2000 times. Fig.2 shows the histogram for frequencies of goodness values.
We can see that it does show a bell-shaped curve. Thus the hypothesis test is a lower tail one sided t-test. The test result shows that the P -value of the test is well below 0.01. This result strongly suggests that H 0 is false. The intrinsic capability of GO in detecting redundancy has been established.
During this assessment process, we observe that similar genes do not necessarily have similar ranking. For instance, one cluster consists of the genes with the following rankings: 1, 3, 12, 22, 36, 53, 57 and 59. As can be seen, they are not close to each other at all. On the other hand, the 8 Genes selected by the GO based clustering are {0,1,7,10,12,14,22,78}. Some of them are quite close in ranking, for example, 0 and 1, 10 and 12. This tells us that semantical similarity and discriminative power are not related to each other. We feel that this reflects the true biological natures of these concepts. Note that the traditional concept of co-expression does not demonstrate this fact as clearly. Indeed, if two genes have a high Pearson co-expression, for example, they are likely to be ranked similarly.
IV. A STRATEGY FOR FEATURE SELECTION USING GO

A. A New Similarity Metric
In previous section, we show that GO provides an effective mechanism for detecting redundancy from relevant genes. Does this mean that GO is superior to other similarity measures in all cases? We have done experiment toward this question, and found that this is not the case. Our results show that the best result is attained when GO is used conjunctively with some existing similarity metrics, such as Pearson co-expression coefficient, Euclidean distance, etc. We now describe a way to incorporate the semantic and expression similarities. We first normalize their values in the following way. Let Semantic(g i , g j ) and P earson(g i , g j ) denote the semantical and expression similarities between genes g i and g j , respectively. We calculate the semantic (expression) similarity for each pair in the top 100 genes, resulting in 4500 semantic (expression) similarity values. Then, we take the average of them, and denote it by mean (semantic) (mean (pearson) ). Also, we calculate their variance, and denote it by variance (semantic) (variance (pearson) ). Then, we define the following normalized similarities:
The purpose of the above normalization is to convert these two similarities into the same scale. The conjunctive similarity between g 1 and g 2 is defined as:
In the above formulation, the parameter α, called GO weight, is in the range of 0 to 1. We will discuss how it will be determined shortly. We can also normalize the semantic (Pearson) distance. The steps are identical to that for semantic (expression) similarity, except that the means and variances are calculated over 4500 semantic (Pearson) distance values. (For the definition of semantic distance, refer to (6) . A Pearson distance between genes g 1 and g 2 is understood as one minus the Pearson similarity between them.) From these concepts, we can define a conjunctive distance between g 1 and g 2 as follows:
where SemanticDis (norm) (g i , g j ) and P earDis (norm) (g i , g j ) denote the normalized semantic distance and Pearson distance, respectively.
A conjunctive similarity represents a convex combination of normalized semantic and expression similarity where α is the only parameter to be determined. Two factors may influence α, the quality of the expression values in microarray and the accuracy of the GO annotations of the genes. The former can be affected by outliers, missing values, background noise, nonspecific hybridizations. etc, associated with microarray manufacturing process. The latter can be affected by the number of genes with GO annotations and the degree of biological soundness of the annotations. Depending on which factor outweighs the other, α will be set properly. In our context, given that GO is still in the developing phase, semantic similarity should play a subordinate role only, implying that we should choose α < 1/2. We expect that when more genes are annotated with specific GO terms with increasingly higher precisions, α will increase. The exact value of α is determined by experiments, as detailed in the next section.
B. Determining the Value of α
The basic idea is that we test different values in some well known data sets, and select the optimal. If the optimal values in all the data sets are close to our expectation, we will be reasonably confident that the value is a good approximation in the general case. The testing process includes selecting a subset of features first, and then running some classifier for the selected features on the data sets. The optimal results correspond to the highest accuracies.
1) Data Sets: We used leukemia and the colon data sets [15] . Table I is a description of them. Table I: Summary of microarray data sets  Title  #Gene #Samples #Samples per class  Leukemia  7129  72  ALL  AML  47  25  Colon  2000  62  tumor  normal  40  22 We replaced the missing value of a gene by the mean value of that gene. Gene expression levels for each gene were normalized by subtracting their mean and dividing by the SD.
2) Feature Selection Methods: We use HykGene [6] and Minimum Redundancy Maximum Relevance (MRMR) [4] for our feature selection methods. As discussed before, HykGene uses the hierarchical clustering algorithm to put similar (i.e, redundant) features into the same cluster first, and then creates a feature subset by selecting one feature from each cluster. The distance used is the conjunctive distance defined in (10) . For MRMR, it evaluates the quality of the feature set S by the following formula:
where D gi is the t-test value that measures the discriminative power of gene g i with respect to the class labeling, and ConjSem is defined in (9) . The feature set with the best quality is the one that maximizes q(S). Because the exact maximization process requires extremely high computational cost, the linear incremental search algorithm, i.e., a forward, hill climbing search strategy, is used to generate a sub-optimal solution in the experiment.
3) Classification Algorithms: We use four classifiers, Naive Bayes, Decision tree, Support Vector Machine and Logistic Regression as our classifiers 3 . The following is a brief description of each of them.
Naive Bayes (NB) classifier uses the Bayes's rule. This classifier is based on the assumption that features are independent of each other given its class. This assumption is called class conditional independence. This simple classification algorithm has shown to be comparable in performance with many complicated algorithms, such as the decision tree and neural network classifier. Decision tree algorithm represents a greedy algorithm that constructs decision trees in a top-down recursive manner. A decision tree is a tree structure where non-leaf nodes represent tests on one or more features and leaf nodes reflect classification outcomes. In our experiment, we adopted a well-known version decision tree, C4.5. Support Vector Machine (SVM) finds a hyperplane in the feature vector space to separate samples in two classes with the maximum boundary. If the classes are not separable in the input feature space, a Kernel function can be used to map the input feature vectors into a higher dimensional space so that they become separable. For simplicity, we used linear kernel only in our experiment. Logistic Regression (LR) forms a predictor variable which is a linear combination of the feature variables. The value of the predictor variable is then transformed into a probability by a logistic function.
4) Determining the Value of α: In this subsection, we show the accuracies of classifications as a result of varying α values. We first use MRMR for feature selection, and use LR, NB and SVM for classifications. As mentioned before, MRMR is simulated by a linear incremental process. For each α value ranging from 0 to 1 with a step value of 0.1, starting from i = 1, we select the optimal feature set of size i, until i = 3 The implementation package used is weka.
100. This optimal feature set is the one that maximizes the quality formula (11) among all feature sets with size i that is a superset of the optimal feature set with size i − 1. Among the 100 feature sets for each α value, we then select the one with the highest accuracy for each classifier used, where the accuracy is obtained using leave one out cross validation. The results are shown in Figs.3, 4 and 5 where the horizontal axis indicates values of α. We then repeat the above process, but use HykGene for feature selection, and use NB, SVM and C4.5 for classifications. The results are shown in Figs.6, 7 and 8. It can be seen that in all the figures, except for C4.5 for Leukemia data set using HykGene for feature selection, we can always get the best accuracies when α takes a value in [0.2, 0.3]. Observe that some classifiers are not sensitive to α on some particular data set, for example, LR and NB on Colon data set for MRMR, and SVM on Leukemia data set for both MRMR and HykGene. However, the number of genes that makes these classifiers to reach the maximum accuracies tend to be small when α is near 0.3 (not shown in the figures). In summary, an ideal value for α should be in the interval [0.2, 0.3]. from the comparison with Pearson co-relation/distance. In this experiment, for Leukemia data set, we let α = 0.2, and for Colon data set, we let α = 0.3. This is because we observe that Leukemia data set has a better 'behavior' than colon data set (in terms of, for example, better separation of different classes). Tables II, III, IV and V list the results. (In Tables  II and III , the column of GO (α=1.0) represents accuracy when the conjunctive similarity/distance is reduced to semantic similarity/distance.) In most of the cases, a conjunctive form outperforms the others: either it attains better accuracies, or it attains the same accuracy with less number of genes. In this paper, we demonstrate the intrinsic capability of semantic similarity in detecting redundancy among genes. Moreover, we introduce a new similarity metric which is defined as the convex combination of semantic and expression similarity. Using feature selection methods of HykGene and MRMR, we test this conjunctive similarity in two widely used datasets. These experiment results show that this new measure is more effective when used for feature selection than traditional expression similarity. 
