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La incapacidad temporal (IT) en España generó en el año 2001 unos costes directos de cuatro mil millones de euros y
unos costes indirectos aproximados de doce mil millones de euros. Los métodos actuales de control de la IT se reali-
zan a posteriori, una vez recibida la baja laboral y principalmente sobre la base de duraciones normativas para cada
enfermedad. El objetivo de este trabajo es proponer un modelo para la gestión de la IT con el fin de disminuir de for-
ma racional el coste de la prestación por IT no justificado, por medio del control de su duración de manera individua-
lizada. Para este fin se propone el uso de una herramienta flexible, las redes neuronales artificiales (RNAs), que per-
mita predecir la duración de la baja laboral esperada para cada afiliado activo en función de determinadas variables
individuales, además de la enfermedad, que también influyen en el tiempo de baja pero que no tienen en cuenta los
métodos actuales. Los resultados empíricos de este trabajo, obtenidos para la provincia de Guadalajara durante el pe-
ríodo 1995-2001, muestran cómo el modelo de RNAs permite realizar mejores predicciones individualizadas que un
modelo tradicional de regresión lineal múltiple. Además, estas predicciones a priori van a permitir racionalizar el
proceso de gestión y control de la prestación económica por IT con el consiguiente ahorro de gasto público.
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1. Introducción
La pérdida de horas de trabajo por incapacidad temporal (IT) generó durante la última
década una cuantiosa reducción de recursos productivos con el consiguiente aumento del
gasto público en prestaciones asociadas, servicios médicos y percepciones por enfermedad,
en todos los países de la Unión Europea. Gründemann et al. (1997) estiman que la atención
de las IT genera una carga relativa de entre el 1,5 y el 4 por 100 del PIB según el país miem-
bro. Más concretamente para el caso de España, el Instituto Nacional de la Seguridad Social
(INSS) calcula que durante el año 2001 se produjeron unos costes directos de cuatro mil mi-
llones de euros y unos costes indirectos de unos doce mil millones de euros debidos a las IT.
Hacienda Pública Española / Revista de Economía Pública, 165-(2/2003): 53-78
© 2003, Instituto de Estudios Fiscales
* Queremos agradecer los valiosos comentarios aportados por los dos evaluadores anónimos de este trabajo.Los métodos actuales de control de la IT se realizan a posteriori, una vez recibida la baja la-
boral y sobre la base de duraciones por una parte normativas (RD 1117/1998 y 575/1997 MT y
AS y OMT y AS de 18 de septiembre de 1998 y de 19 de junio de 1997), y por otra parte empíri-
cas, estas últimas procedentes de unos estándares de duración máxima por enfermedad elabora-
dos por el Instituto Nacional de la Salud (INSALUD), referentes a la duración estimada por gru-
pos de expertos para las enfermedades más prevalentes [INSALUD, 2001]. Estos estándares
tienen en cuenta cerca de cien enfermedades, pero no consideran determinados factores indivi-
duales que también influyen en la duración de la baja ni la posible pluripatología del sujeto.
El modus operandi actual en la gestión de la IT consiste en el seguimiento y control de
unos indicadores: incidencia, prevalencia, duración media de la baja y duración media por
asegurado; agregados a nivel de Área de Inspección Sanitaria y en lograr su reducción me-
diante el control de las bajas que sobrepasan una duración determinada normativamente, in-
dependientemente del motivo que las generó. Este proceso se realiza mediante apercibimien-
tos al médico prescriptor, en principio, y citación del paciente en último extremo.
Este tipo de control a posteriori y no individualizado conlleva, por un lado, la posibili-
dad de conductas fraudulentas. Nicholson (1976), Dunn et al. (1986) o Winkelmann (1996)
proporcionan trabajos empíricos que relacionan el fraude con determinadas variables econó-
micas 1. Por otro lado, el control a posteriori supone la imposibilidad de la aplicación del
«Principio Bioético de Justicia», entendido éste como «dar a cada uno lo que le correspon-
de», de una aplicación tan necesaria cuando lo que se gestiona es una prestación procedente
de un presupuesto público limitado.
En la figura 1 podemos ver cómo las prestaciones gastadas en IT en los últimos años en
España presentan una tendencia creciente.
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Fuente: Banco de España (2003) y elaboración propia.
















1994 1995 1996 1997 1998 1999 2000 2001 2002Tras un primer período (1995-1998) de moderada contención, se ha pasado a un segundo
período (1998-2001) en el que el incremento ha sido ciertamente notable. En cifras absolutas
este aumento de gasto ha supuesto más de mil millones de euros para las arcas públicas.
Por otro lado, en la tabla 1 se puede observar la cuantía del gasto público mensual pro-
medio dedicado a la IT en las Comunidades Autónomas que en 2000 pertenecían al territorio
INSALUD. Esta partida supone aproximadamente unos 48 millones de euros mensuales
siendo el Régimen General el que acapara el mayor porcentaje del total.
El objetivo de este trabajo es proponer un modelo para la gestión de las IT con el fin de
disminuir de manera racional e individualizada (ajustada a cada proceso de baja), el coste de
la prestación por IT. Para alcanzar este resultado, se propone controlar la duración de cada
caso concreto y actuar sólo sobre aquellos procesos que tengan una duración significativa-
mente mayor a la predicha por el modelo para un proceso de sus mismas características, a fin
de evitar así posibles comportamientos fraudulentos.
Para este fin, se propone el uso de una herramienta flexible, las redes neuronales arti-
ficiales (RNAs), que permita predecir la duración de la baja laboral esperada para cada
afiliado activo en función de determinadas variables individuales, además de la enferme-
dad, que también influyen en el tiempo de baja pero que no recogen los métodos actuales.
De esta forma, se trata de detectar aquellos procesos que duran más días de lo que el mo-
delo ha predicho. A partir de este objetivo, se consideran distintos márgenes de desvia-
ción positiva en términos porcentuales respecto a la duración promedio predicha en cada
proceso.
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Tabla 1
Gasto total en IT por Comunidades Autónomas en Territorio INSALUD y por Regímenes.
(Cifra en euros). Período: media mensual enero-octubre 2000
CC.AA. en territorio Insalud
Regímenes de la Seguridad Social
General Autónomos Agrario Carbón Hogar Total
Aragón 2.388.207 705.969 120.034 20.784 25.210 3.290.255
Asturias 4.740.857 817.535 278.301 641.251 62.314 6.540.260
Illes Balears 2.824.575 613.840 78.025 — 66.017 3.582.457
Cantabria 1.278.712 271.273 91.305 — 12.503 1.653.793
Castilla y León 3.192.935 1.302.158 397.300 515.803 38.701 5.446.898
Castilla-La Mancha 2.847.370 1.051.350 350.612 6.924 36.238 4.292.494
Extremadura 1.523.774 559.406 412.606 — 16.399 2.512.185
Madrid 12.079.326 1.927.154 37.254 3.915 261.669 14.309.318
Murcia 3.455.746 965.581 815.845 1.245 91.465 5.329.281
La Rioja 371.383 111.572 36.618 — 5.758 525.332
Ceuta 136.103 15.804 — — 3.662 155.569
Melilla 155.236 20.147 117 4.337 179.837
TOTAL 34.994.224 8.361.790 2.618.019 1.189.922 624.274 47.817.678
Fuente: INSS, Gasto total por CC.AA. y regímenes.El trabajo viene organizado de la siguiente manera. La segunda sección está dedicada a
comentar las principales características de la técnica de RNAs, así como las ventajas que su
aplicación presenta en el ámbito específico de la economía de la salud. En el tercer apartado,
se lleva a cabo una aplicación empírica del modelo de gestión de las IT propuesto, simulando
el ahorro en gasto público que habría sido generado bajo distintos escenarios. Para cumplir
con este propósito, utilizaremos los datos de la provincia de Guadalajara en el período
1995-2001. Finalmente, dedicaremos el último apartado a recoger las principales conclusio-
nes de este trabajo.
2. Las redes neuronales artificiales
Basadas en la inteligencia artificial, las RNAs han sido aplicadas principalmente como
herramienta para la predicción y la clasificación de patrones. Las RNAs son capaces de tra-
bajar de forma no lineal con el análisis de grandes masas de datos sujetas a imprecisiones,
con suficientes ejemplos reales y para las que no existen reglas generales y rápidas que pue-
dan ser fácilmente aplicadas y programadas como las que utilizaríamos en un sistema exper-
to. En la práctica, las RNAs se utilizan para modelar fenómenos en los cuales conocemos las
variables explicativas y los resultados pero carecemos a priori de un modelo bien especifica-
do que relacione ambas dimensiones.
Durante la última década, las RNAs han atraído la atención de multitud de investigado-
res y han sido aplicadas con éxito en diferentes ámbitos del conocimiento tales como inge-
niería, física, estadística o economía. En medicina, casi todos los sistemas son no lineales,
por lo que se considera que en ella los modelos lineales presentan debilidades que podrían
ser superadas por sistemas que no impongan a priori esta restricción.
Más concretamente, en el campo de las ciencias de la salud, las RNAs se han utilizado
como instrumento de análisis para distintas aplicaciones (Porta, 1997).
— Diagnóstico: en especialidades como oncología, cardiología, psiquiatría o neurología.
— Analítica: en bioquímica se facilitan los análisis de orina, sangre, control de diabetes,
ionogramas y la forma de detectar condiciones patológicas a través del análisis bio-
químico.
— Proceso de Imágenes: Para el procesamiento de imágenes de alta complejidad (RX;
TAC; RNM; ecografías; Doppler, etc.). Las RNAs han permitido establecer patentes
referidas a imágenes significativas antes no demostradas.
— Farmacología: Desarrollo de drogas para el tratamiento del cáncer. También han sido
utilizadas para el proceso de modelado de biomoléculas.
El avance de las múltiples aplicaciones de RNAs en el ámbito biosanitario ha supuesto
que los investigadores que trabajan en medicina con RNAs se hallan agrupado en una socie-
dad científica mundial: ANNIMAB (Artificial Neural Network in Medicine and Biology).
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(MLP) 2. La figura 2 muestra la arquitectura típica de un MLP.
Las propiedades básicas de un MLP pueden ser resumidas en las cuatro características
siguientes:
1. Multicapa: Un MLP está dividido en tres capas. La capa de entrada es la encargada
de transmitir la señal. La(s) capa(s) oculta(s) (ya que pueden existir varias), reciben la señal y
después de procesarla de forma no lineal, a través de alguna función de transferencia de tipo
sigmoidal como la logística, la gaussiana o la tangente hiperbólica, la envían a la capa de sa-
lida que transmite la respuesta de la red.
2. Multioutput: Una característica verdaderamente relevante de las RNAs sobre otros
métodos de predicción actuales es que son multiouput. Es decir, las RNAs son capaces de
predecir simultáneamente una salida multivariante, (y1, ..., ym), con componentes correladas
aun en el caso en que la relación entre las componentes yi estén relacionadas de forma no li-
neal (Friedman, 1994).
3. Conexiones hacia delante: Cada neurona de la capa de entrada está conectada me-
diante una matriz de pesos que pondera la señal recibida en una dirección, hacia delante, con
todas las de la capa oculta y éstas a su vez están conectadas en la misma dirección y de la
misma forma con las neuronas de la capa de salida.
4. Entrenamiento supervisado: Una red neuronal aprende, a partir de ejemplos reales,
a relacionar inputs con outputs a través del denominado proceso de aprendizaje o entrena-
miento. El aprendizaje supervisado, consiste en la modificación de los pesos en las conexio-
nes entre las neuronas de la red a partir de la diferencia entre la respuesta de la red y la res-
puesta real o deseada a fin de conseguir que esta diferencia sea cada vez menor. Desde un
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ympunto de vista estadístico, un MLP trataría de aprender un modelo aditivo del tipo y = f(x) +
+ , donde los errores  no tienen por qué ser necesariamente homocedásticos. En este senti-
do, si estuviéramos en presencia de las hipótesis habituales de regresión, con errores normal-
mente distribuidos, el error minimizado llevaría a la obtención de estimadores máximo-vero-
símiles.
En definitiva, podemos definir la arquitectura de un MLP como un conjunto de elemen-
tos de proceso, conocidos como neuronas o nodos, organizados en al menos tres capas: de
entrada, oculta(s) y salida donde las conexiones entre ellas son en una dirección y hacia de-
lante. El objetivo final de un MLP es aprender a asociar un vector de inputs (X) a un vector
de outputs (Y) a través de las interacciones de sus neuronas o pesos (W). La capacidad de ge-
neralización ocurre cuando el MLP es capaz de aproximar de forma óptima la función de la
ecuación 1.
[1]
A través de la muestra {X(p), Y(p)}, p = 1, 2, ..., N, donde x(p)  n es el vector de inputs
conocidos e y(p)  m es el vector de outputs deseados. Donde i denota input, j capa oculta, k
la capa de salida y f la función de transferencia, generalmente de tipo sigmoidal 3, contenida
en cada neurona; wij es el vector de los pesos entre la capa de entrada y la oculta y wjk es el
vector de pesos que conecta la capa oculta con la capa de salida.
Este proceso es llevado a cabo mediante algún algoritmo de entrenamiento o aprendiza-
je, a través de la modificación de los pesos o ponderaciones de las señales que las neuronas
envían. El algoritmo de entrenamiento más utilizado hasta la fecha es el de retropropagación
supervisada (Backpropagation) propuesto por Rumelhart et al. (1986). El aprendizaje es di-
rigido o supervisado a través de la comparación de la respuesta del MLP con la respuesta de-
seada o real con el fin de modificar los pesos.
El entrenamiento de un MLP implica la división de la muestra en tres partes:
) Datos de entrenamiento: Utilizaremos estos vectores entradas-salida deseada para
ajustar los parámetros de la red.
) Datos de validación: Durante el entrenamiento utilizaremos la muestra de validación,
para elegir el conjunto de parámetros de la red de entrenamiento que mejor los aproxi-
ma, esto es, los que obtienen la suma de errores al cuadrado más reducida. Además,
esta muestra nos servirá para elegir entre las distintas redes neuronales entrenadas con
distintas arquitecturas 4.
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 Datos test: Con la RNA definitiva, se utilizan los datos de comprobación o de test, que
nos servirán para obtener el grado de ajuste en las predicciones que realizará la RNA
de forma no sesgada, ya que hasta este momento nunca antes habían sido utilizados.
Por tanto, la característica crucial de los datos de test es que no pueden ser usados para
elegir entre dos redes entrenadas distintas.
Un heurístico habitual es asignar un 80 por 100 de los datos a entrenamiento, un 10 por
100 a validación y el 10 por 100 restante a comprobar el ajuste final de la red (datos test). En
la práctica no existe ningún resultado teórico que garantice que ésta es la mejor división posi-
ble por lo que otros esquemas de elección de submuestras de datos pueden ser igualmente en-
contrados en la literatura.
El entrenamiento del MLP tiene el objetivo de minimizar alguna función de error, nor-
malmente la suma de errores al cuadrado entre la respuesta de la red y la respuesta deseada o
real 5 (ecuación 2).
2]
Donde tp denota la respuesta real del problema. A continuación se emplean las primeras
derivadas de la función de error respecto a los pesos de la red para corregir estas conexiones
(ecuación 3). El error se envía hacia atrás desde la capa de salida a la oculta y de ésta a la de
entrada y cada peso es modificado, utilizando el sentido del gradiente descendiente, de
acuerdo a su contribución particular en el error global.
[3]
El coeficiente de aprendizaje  nos permite modular la proporción en la que variaremos
los pesos. Un coeficiente reducido supone avanzar de forma segura hacia el mínimo a expen-
sas de ralentizar el proceso de entrenamiento, mientras que un valor elevado acelera este pro-
ceso a costa de dar posibles saltos en la superficie del error y no encontrar un mínimo satis-
factorio. A menudo la ecuación para la modificación de los pesos es modelada de la siguiente
forma:
[4]
donde  es el vector momento. Con esta formulación (ecuación 4) introducimos un recuerdo
capaz de generar cierta inercia en el sistema ya que en la iteración t + 1 se conserva algo del
cambio hecho en el paso t. El momento, hace que no se produzcan saltos bruscos en los valo-
res de los pesos de tal forma que el algoritmo descienda suavemente a través de la superficie
del error.
Después de un número determinado de iteraciones, cuando los beneficios de seguir apli-
cando el algoritmo resultan infructuosos, alcanzamos un mínimo local, ya que no existe for-
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	ma de saber si el mínimo es global, y es entonces cuando detenemos el proceso de entrena-
miento.
Este algoritmo básico de gradiente descendente trabaja con las primeras derivadas a la
hora de minimizar el error. En la práctica, podemos modificar de forma heurística este algo-
ritmo y trabajar con la matriz de segundas derivadas (o Hessiano) con el objetivo de utilizar
una metodología más eficiente y sobre todo más rápida. Algunas de las propuestas más utili-
zadas en la literatura en trabajos aplicados son los algoritmos de Newton, quasi-Newton
[Barnard, 1992] y los algoritmos de Levenberg-Marquardt 6.
El MLP ha sido definido desde un punto de vista estadístico como una potente herra-
mienta de regresión no lineal que se asemeja, aunque no son exactamente lo mismo, a la téc-
nica de projection pursuit regression [Friedman, et al., 1981]. La principal ventaja del MLP
se puede resumir en un teorema fuerte propuesto por distintos autores, Cybenko (1988), Hor-
nik et al. (1989, 90), Funahashi (1989), etc., que demuestran que un MLP es un aproximador
universal de funciones de todo tipo y de sus derivadas, y por tanto especialmente útil para
problemas no lineales. En cuanto a sus principales desventajas hay que decir que el MLP ca-
rece de test estadísticos potentes, como la t de Student o la F de Snedecor en econometría,
para cuantificar la influencia de cada variable explicativa en el resultado final 7. Este proble-
ma limita las aplicaciones del MLP sobre todo a problemas de aproximación de funciones,
clasificación, reconocimiento de caracteres y predicción, en aquellos casos donde el investi-
gador intuye que se enfrenta a un modelo no lineal.
3. Aplicación empírica
3.1. Datos
Los datos que hemos utilizado en esta aplicación empírica han sido suministrados por la
Dirección Provincial del INSALUD de la provincia de Guadalajara. La base de datos origi-
nal objeto de análisis constaba de 123.326 registros, procedentes de la mecanización de los
P9 (modelo oficial del parte de baja laboral), correspondientes a toda la población de bajas
iniciadas desde el año 1982 hasta mayo de 2001 en la provincia de Guadalajara.
Cada registro se corresponde con un proceso de baja concreto, del cual se codificaron e
informatizaron determinados campos de interés relacionados tanto con la causa de la baja,
variables conocidas desde el momento de la extensión del parte por el facultativo (también
denominadas a priori), como variables relativas al alta laboral, conocidas solamente a poste-
riori. Del conjunto de variables codificadas, tomaremos para este estudio sólo las denomina-
das a priori, ya que lo que se pretende es construir un modelo capaz de predecir la duración
de la baja en el momento de su recepción.
Tomaremos únicamente los datos desde el año 1995 por entender que es a partir de esa
fecha cuando se puede considerar que existe una homogeneidad suficiente en cuanto a la re-
gulación legal de la prestación, así como en cuanto a la codificación del diagnóstico en el
parte de baja.
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La regulación legal de la prestación por IT sufre cambios muy importantes en el año
1994, principalmente por el RD-L 1/1994, de 20 de junio, que modifica el Texto refundido
de la Seguridad Social y la Ley 42/1994, de 30 de diciembre, de Medidas Fiscales, Adminis-
trativas y de Orden Social, así como por los Reales Decretos y Ordenes Ministeriales de de-
sarrollo normativo. Se configura así la actual Incapacidad Temporal que viene a sustituir a la
Incapacidad Laboral Transitoria (ILT), derogándose la prestación por Invalidez Provisional
(que contaba con una duración máxima de cinco años) y desligándose la maternidad de la
prestación por ILT. La duración máxima de la IT se establece en doce meses, prorrogables
por otros seis, en determinados supuestos y con arreglo a la ley. Todas estas medidas entra-
ron en vigor el 1 de enero de 1995, configurando una prestación mucho más homogénea, ra-
zón por la cual junto con la siguiente, hemos prescindido para este estudio de los datos de
años anteriores.
2. En cuanto a la codificación del diagnóstico en el parte de baja:
La codificación de los procesos morbosos causantes de la baja laboral se realizó inicial-
mente y hasta el año 1994 con arreglo a la Clasificación Internacional Problemas de Salud en
Atención Primaria 8, sin embargo a partir del año 1995 ya se utiliza de manera generalizada
la Clasificación Internacional de Enfermedades editada por la OMS, en su novena revisión,
modificación clínica, CIE-9.ª MC 9. De esta clasificación, que en su versión original cuenta
con 5 dígitos para definir cada una de las enfermedades, fueron tomados por la D.G. del
INSALUD, únicamente los 3 primeros para la codificación de los diagnósticos que obligato-
riamente deben figurar en todo parte de baja, conservando así 999 posibles alternativas diag-
nósticas y añadiendo los códigos 1000 a 1007 por motivos de gestión y control.
Por otro lado, para la realización de los grupos de enfermedades de este trabajo hemos
tenido en cuenta los siguientes criterios (Véase Apéndice A):
) Criterios médicos: agrupando enfermedades por su similitud clínica aunque sus códi-
go diagnósticos aparezcan muy alejados en la clasificación.
) Criterios de frecuencia de la enfermedad: esto es, aquellas enfermedades que han ori-
ginado mayor número de bajas laborales.
) Además, hemos tenido en cuenta las recomendaciones que publica la Dirección Pro-
vincial del INSALUD de Madrid, en cuanto a los procesos motivo de incapacidad
temporal y su duración estándar, incluyendo todos los explicitados por la misma y es
precisamente por el empeño en reunir estos tres criterios en nuestro estudio que el nú-
mero de procesos de los grupos creados varía sensiblemente de un grupo a otro (caso
de TCE —Traumatismo craneoencefálico— con 4 casos, incluido por la D.T.
INSALUD-Madrid).
El resto de enfermedades no recogidas en esta clasificación formarán la categoría de re-
ferencia.
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contexto que también podrían influir en los días de baja como son: el régimen de afiliación a
la Seguridad Social, el pertenecer a un Centro de Salud rural o urbano, la edad del paciente,
el sexo, etc. (Véase Apéndice 1). Vemos así como salvo las variables edad y raíz (raíz cua-
drada de la edad del paciente) que son continuas 10, todas las demás variables son dicotómi-
cas.
Por último se llevó a cabo un filtrado de los valores perdidos y de los errores encontra-
dos en algunos procesos de la base de datos original. Tras este proceso quedaron 57.499 re-
gistros, correspondientes a las bajas iniciadas y terminadas desde enero de 1995 a mayo de
2001, de los que podemos ver un resumen en la tabla 2.
El objetivo de este trabajo es determinar qué factores influyen en la duración de la baja
así como encontrar un modelo que nos permita predecir este valor con mayor precisión, con
el fin de controlar el gasto que generan, detectar conductas fraudulentas y racionalizar su
gestión. Para este propósito creamos la variable dependiente Días en Baja de las Altas
(DBA), al igual que se viene realizando en los organismos de control. Esta variable se define
como la duración de un proceso de baja una vez que se ha producido el alta y se mide en días,
los días-baja es la unidad básica de medida de la baja laboral.
3.2. Resultados
Con el fin de predecir la DBA de cada proceso utilizaremos dos modelos. En primer lu-
gar empleamos un modelo econométrico clásico, como es el de regresión múltiple, que nos
va a permitir, además de realizar predicciones, explicar la influencia de cada variable en la
DBA. A continuación emplearemos una RNA para contrastar la hipótesis de la posible no li-
nealidad del modelo.
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Tabla 2
Distribución anual del número de bajas y DBA en la provincia de Guadalajara








TOTAL 57.499 2.006.9283.2.1. Resultados del modelo de Regresión Múltiple
Para la aplicación de mínimos cuadrados ordinarios hemos considerado las 98 variables
explicativas que figuran en el Apéndice 1. El modelo de regresión múltiple obtenido resultó
ser significativo aunque el ajuste alcanzado por el mismo es sin duda reducido tal y como
muestra el coeficiente de determinación del modelo, tabla 3.
Si bien las 98 variables explicativas junto con sus coeficientes y p valores figuran en el
Apéndice 2, queremos resaltar algunas que nos parecen de interés según este modelo. En
cuanto al sexo, las mujeres estarían en promedio 3,8 días más de baja que los hombres. Los
pacientes con adscripción rural tendrían bajas 1,4 días más largas en promedio que aquellos
con adscripción urbana. El régimen de afiliación a la Seguridad Social también se revela
como una variable influyente en la duración de la baja, atribuyéndose una duración de la baja
en promedio de 45, 38 y 27 días más que en los Regímenes Especiales Agrario, Autónomo y
del Hogar respectivamente, respecto del régimen general (RG).
En cuanto a la edad, observamos cómo el aumento de un año de edad supone mayor nú-
mero de días de baja. En la figura 3 comprobamos además cómo en los años de incorpora-
ción al mercado laboral, de los dieciséis a los veintitrés años, el número de días de baja evo-
luciona en este primer tramo de forma negativa.
En torno a los veintitrés años se produce el punto de inflexión y a partir de esta edad el
crecimiento de la DBA es continuo, adoptando la figura una forma de J tumbada, típica en la
representación gráfica del gasto sanitario frente a la edad 11. Una explicación económica a
este fenómeno sería que en los primeros años laborales del trabajador, normalmente contra-
tado mediante alguno de los diferentes contratos temporales existentes en el mercado laboral
español, el empleado trate por todos los medios que el empleador perciba su alta disposición
a trabajar con el fin de ser renovado o incluso de pasar en el medio plazo a un contrato inde-
finido 12.
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Tabla 3
Resumen del modelo de Regresión Múltiple
R R cuadrado R cuadrado corregida Error típ. de la estimación
,424 ,180 ,179 64,82




Regresión 52907393,573 97 545437,047 129.830 ,000
Residual 241150568,229 57401 4201,156
Total 294057961,802 57498Mediante este sencillo ejemplo podemos comprobar la presencia de no linealidades en el
modelo que podemos tratar de ajustar mediante una herramienta flexible como las RNAs.
3.2.2. Resultados del modelo de Redes Neuronales Artificiales
Para predecir la DBA utilizamos las mismas 98 variables explicativas que en el caso an-
terior. El tipo de red neuronal empleada ha sido un MLP 13 con el algoritmo de retropropaga-
ción supervisada comentado en la sección anterior. Para llevar a cabo el entrenamiento del
MLP procedimos a dividir aleatoriamente la muestra de la que disponíamos: 57.499 casos en
tres submuestras:
Datos de entrenamiento: 80 por 100 de los casos.
Datos de validación: 10 por 100 de los casos.
Datos de test: 10 por 100 de los casos.
Para el proceso de aprendizaje del MLP se llevó a cabo una búsqueda exhaustiva, pro-
bando múltiples arquitecturas con diferentes parámetros, con el fin de encontrar el MLP que
realizara las mejores predicciones sobre los datos de validación. Hay que señalar en este pun-
to, que una de las principales desventajas en el entrenamiento de un MLP es que no existen
reglas fijas a la hora de elegir el número de neuronas en la capa oculta, parámetros del mode-
lo, tales como el coeficiente de aprendizaje o el valor del momento, o incluso si utilizar una o
varias capas ocultas. Esto supone que habitualmente el aprendizaje de una red neuronal sea
un arduo y costoso proceso de ensayo-error.
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Fuente: Elaboración propia.
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EDADEn general, lo que se busca es la obtención de una solución plausible al problema plan-
teado y no encontrar el mínimo global en la superficie del error, ya que como ya ha sido
apuntado, no existe forma de asegurar que hemos encontrado este óptimo. Un buen objetivo
a priori sería el de alcanzar, al menos, los resultados predictivos en los datos de validación
de un método econométrico lineal, aunque en muchas ocasiones ni siquiera esto será posible
de obtener en un tiempo razonable debido al problema de los mínimos locales. En cualquier
caso, tal y como señala Lee et al. (1993), el MLP es una buena herramienta para realizar una
búsqueda de posibles no linealidades en los datos de un problema antes de aplicar una técni-
ca econométrica convencional, evitando así posibles errores de especificación en el modelo y
dando, en su caso, mayor robustez a la especificación lineal.
El MLP final estaba compuesto de 15 neuronas en la capa oculta, el valor del coeficiente
de aprendizaje fue 0,1 y el valor del coeficiente usado para el vector momento fue de 0,4. La
función de transferencia usada fue la sigmoide logística en la capa oculta y de salida y una
función lineal [–1,1] en la capa de entrada.
La tabla 4 muestra cómo el ajuste del MLP al problema de la predicción de los DBA, es
mayor que en el modelo de regresión múltiple en términos del coeficiente de determinación.
Este hecho responde posiblemente a la existencia de no linealidades en el modelo que no han
sido consideradas explícitamente en la regresión múltiple.
En el siguiente epígrafe vamos a analizar las implicaciones económicas que se deriva-
rían si hubiéramos utilizado los valores de las predicciones del modelo de redes neuronales
durante el período 1995-2001 como mecanismo de control de las IT.
3.3. Resultados e implicaciones económicas en el control del gasto por DBA
Una vez construido el modelo anterior vamos a calcular cual sería el ahorro que generaría
en función de las bajas inspeccionadas. El objetivo es detectar aquellos procesos cuya DBA
real supera la predicha por el modelo. Teniendo en cuenta que la cantidad de inspectores y re-
cursos reales destinados al control de las IT es limitado, calcularemos, a partir de los procesos
ya ocurridos durante el período 1995-2001 en la provincia de Guadalajara, el número de días
que hubiéramos ahorrado de realizar la inspección bajo distintos supuestos 14 (tabla 5).
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Tabla 4
Resultados del MLP final
Output (DBA) Total Test Entrenamiento Validación
R Cuadrado 0,2102 0,1992 0,2147 0,186
Error Cuadrado Medio 4044,1 4182,702 4014,415 4143,027
Error Absoluto Medio 31,558 31,528 31,48 32,219
Error Absoluto Mínimo 0 0,004 0 0,001
Error Absoluto Máximo 651,302 518,656 651,302 523,273
Coeficiente de Correlación r 0,4585 0,4463 0,4634 0,4313
N.º de vectores procesados 57.499 5.749 46.001 5.749Para simular los distintos escenarios bajo los cuales tomaríamos la decisión de realizar la
inspección consideraremos la siguiente fórmula (ecuación 5):
[5]
Donde I es el valor de referencia a la hora de realizar o no la inspección. DBAr son los
días de baja que el individuo lleva de baja y DBAp son los días de baja que el modelo predice
que el individuo debería estar aproximadamente en función de su enfermedad y sus caracte-
rísticas particulares.
Así, consideramos distintos escenarios a la hora de realizar la inspección:
) Inspección en cuanto la DBA real supera la predicha I >0 .
) Inspección cuando la DBA real supera en un 30 por 100 la predicción I > 0,3.
) Inspección cuando la DBA real supera en un 50 por 100 la predicción I > 0,5.
) Inspección cuando la DBA real supera en un 75 por 100 la predicción I > 0,75.
) Inspección cuando la DBA real supera en un 100 por 100 la predicción I >1 .
) Inspección cuando la DBA real supera en un 200 por 100 la predicción I >2 .
) Inspección cuando la DBA real supera en un 300 por 100 la predicción I >3 .
En la tabla 5 observamos cómo el número de procesos así como los DBA detectados por
el modelo disminuyen lógicamente a medida que realizamos la inspección más tarde en el
tiempo. Sin embargo, podemos comprobar cómo la relación entre los costes unitarios asocia-
dos a cada inspección y la efectividad en cuanto al ahorro en la reducción de días por IT au-
menta a medida que inspeccionamos a los que se pasan en más tiempo respecto a la predic-
ción del modelo.
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Tabla 5
Simulación del número de inspecciones, DBA ahorrados y Duración Media de las Bajas
alcanzadas por el modelo de RNAs en el período 1995-2001.
Inspecciones DBA-ahorro Ratio ahorro DBAtotal DMB
Baja Real 57.499 — — 2.006.928 36,49
BR > BP 12.139 862.650 71 1.144.278 19,90
30% 9.008 718.110 80 1.288.818 22,41
50% 7.599 640.627 84 1.366.301 23,76
75% 6.247 559.362 90 1.447.566 25,18
100% 5.212 492.124 94 1.514.804 26,34
200% 2.874 312.060 109 1.694.868 29,48
300% 1.870 208.139 111 1.798.789 31,28
BR: Baja Real.
BP: Baja Predicha por el modelo MLP.
DBA-ahorro = / (Duración real de la baja – Días de baja transcurridos al realizar la inspección).
Ratio ahorro: Número de días promedio ahorrados por inspección realizada.
DBAtotal: Número de DBA totales en cada escenario del modelo.






Por otro lado, la figura 4 muestra la fórmula que utilizaríamos para calcular la DMB rea-
lizando la inspección en cada uno de los supuestos del modelo.
Según la Tesorería General de la Seguridad Social (1994) la base reguladora media
(BRM) pagada por la Seguridad Social para los individuos pertenecientes al Régimen Ge-
neral fue en 1994 de 34,86 euros por día de baja. Utilizando esta cifra como referencia po-
demos llevar a cabo una estimación de los costes que habrían sido ahorrados si hubiéramos
aplicado el modelo de RNAs en la gestión y control de las bajas en Guadalajara. A partir
del dato de 1994 hemos calculado una BRM promedio para el período 1994-2001 (tabla 6)
suponiendo que el incremento anual de la BRM estuvo ligado a la evolución de la infla-
ción.
La BRM promediada para el período 1995-2001 ascendió a 39,01 euros diarios. La ta-
bla 7 muestra los resultados anuales de las simulaciones de las DBA que obtendríamos si hu-
biéramos aplicado el modelo bajo los distintos supuestos considerados anteriormente respec-
to al momento en el que realizaríamos la inspección.
A partir de la tabla 7 hemos elaborado la tabla 8 que muestra los costes que habríamos
ahorrado en cifras totales y anuales para los distintos supuestos del momento de la inspec-
ción realizados en este trabajo.
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Fuente: elaboración propia.
Figura 4. Estimación de la DMB que podríamos alcanzar
en función del momento de la inspección
DMB
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Momento de la InspecciónLa tabla 8 ilustra el ahorro en gasto público que hubiera supuesto la aplicación del mode-
lo durante el período 1995-2001 en la provincia de Guadalajara (total período) así como una
estimación del ahorro en cada año. Por ejemplo, si hubiéramos dejado de pagar todos los días
de baja con una desviación mayor en un 75 por 100 a la duración predicha por el modelo se
habrían ahorrado 21,14 millones de euros en este período respecto a lo que fue pagado real-
mente suponiendo que el total de días contabilizados de más sean fraudulentos.
Esta cifra está sesgada sin duda al alza ya que muchas de las bajas reales estarían justi-
ficadas en su duración. Se estima que en torno al 14 por 100 de las peticiones de beneficios
por bajas por enfermedad que se producen en España pueden ser consideradas que no res-
ponden a esta realidad 16. Por tanto y tomando el porcentaje anterior de fraude como una
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Tabla 6
Cálculo de la BRM 15 para el período 1995-2001
Año Incremento IPC interanual (%)









MEDIA 95-01 2,6 39,01
Fuente: Elaboración propia a partir de datos del INE y de la Tesorería General de la Seguridad Social.
Tabla 7
DBA Real y simulación de las DBA obtenidas por el modelo de RNAs para el período
1995-2001 en la provincia de Guadalajara
AÑO BT DBA0 DBA30 DBA50 DBA75 DBA100 DBA200 DBA300 DBAReal
1995 7.081 146.896 165.128 174.957 185.229 193.753 216.615 230.103 261.453
1996 7.549 176.770 198.918 211.081 223.890 234.648 263.098 278.881 313.429
1997 7.834 188.559 212.056 224.685 238.072 249.115 278.755 295.421 331.784
1998 8.625 185.881 209.689 222.485 236.127 247.570 278.099 296.865 338.643
1999 11.019 208.766 235.417 249.619 264.414 276.592 310.024 331.016 371.317
2000 11.102 192.358 217.545 230.797 244.525 255.736 285.947 302.099 324.716
2001 4.289 45.048 50.064 52.678 55.310 57.389 62.330 64.405 65.586
TOTAL 57.499 1.144.278 1.288.818 1.366.301 1.447.566 1.514.804 1.694.868 1.798.789 2.006.928
BT: Número de Bajas Tramitadas.
DBA0: DBA Totales si la inspección se realiza en el momento que la DBA supera la predicción.
DBA30, DBA50, DBA75, DBA100, DBA200, DBA300: DBA Totales si la inspección se realiza en el momento en
que la DBA supera la predicción en un 30, 50, 75, 100, 200 y 300 por 100 respectivamente.estimación que consideramos prudente del fraude real, el ahorro generado por el modelo
hubiera sido de en torno a los 3 millones de euros en el período considerado y para la pro-
vincia de Guadalajara.
Sin embargo, en teoría existe una relación positiva entre el aumento del margen en el nú-
mero de días antes de la inspección y la probabilidad de encontrar un comportamiento frau-
dulento. Ello hace que contemplemos estas cifras finales con cautela pero reconociendo en
cualquier caso que los recursos que podríamos ahorrar mediante la aplicación del modelo
son sin duda significativos.
4. Conclusiones
Este trabajo pone de manifiesto cómo mediante un modelo basado en RNAs podríamos
realizar una mejor gestión del gasto sanitario que generan los procesos de IT. Las ventajas de
la aplicación de este modelo quedarían resumidas en los siguientes puntos:
Aumento de la eficiencia económica: ya que sólo se revisan de forma racional el número
de procesos que interese en cada momento en función de los recursos de personal disponi-
bles. La liberación de recursos ineficientes así como el ahorro en gasto por DBA podrán ser
dedicados a financiar otras necesidades del sistema sanitario.
Aumento en la calidad y en la satisfacción percibida por el asegurado: ya que no se citará
únicamente a todos los procesos que tengan una duración mayor o igual a una constante sino
a aquellos que se desvíen, en el porcentaje que se establezca, de la duración promedio predi-
cha para procesos similares, teniendo en cuenta características individuales y personalizadas
de cada paciente. Debe quedar claro que en ningún caso el modelo propuesto pretende recor-
tar las prestaciones por IT que sigan estando justificadas.
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Tabla 8
Ahorro generado por el modelo de RNAs para cada simulación de inspección durante el
período 1995-2001 en la provincia de Guadalajara (en miles de euros).
AÑO BT DBA0 DBA30 DBA50 DBA75 DBA100 DBA200 DBA300 DBAReal
1995 7.081 5.121 5.756 6.099 6.457 6.754 7.551 8.021 9.114
1996 7.549 6.426 7.231 7.673 8.138 8.529 9.564 10.137 11.393
1997 7.834 7.079 7.961 8.435 8.937 9.352 10.464 11.090 12.455
1998 8.625 7.117 8.029 8.519 9.041 9.479 10.648 11.367 12.967
1999 11.019 8.111 9.146 9.698 10.272 10.746 12.044 12.860 14.426
2000 11.102 7.689 8.695 9.225 9.774 10.222 11.429 12.075 12.979
2001 4.289 1.872 2.081 2.189 2.299 2.385 2.590 2.677 2.726
Total 57.499 43.414 48.899 51.837 54.919 57.467 64.292 68.227 76.060
Ahorro 32.646 27.161 24.222 21.141 18.592 11.768 7.832 0
Total: Es la cifra en euros que se hubiera pagado en el período para cada punto de la inspección.
Ahorro: Es la diferencia entre el coste de los distintos modelos de inspección y el coste real durante el período en
miles de euros.El modelo permite cuantificar en el tiempo la disminución de los indicadores duración
media de la baja y duración media por asegurado. Asimismo permite la cuantificación del
ahorro en euros en días de baja totales para el conjunto de las bajas.
También permitiría la introducción de incentivos ligados a objetivos de reducción de
gasto. De igual manera, el modelo contribuye a la persecución de conductas fraudulentas de
forma que haga que los individuos dispuestos a defraudar vean aumentar la probabilidad de
ser detectados y que los pagadores del sistema vean como los recursos son utilizados de for-
ma óptima.
El modelo propuesto podría ser fácilmente implementado mediante la informatización
del sistema sanitario. Por otra parte, los resultados de las predicciones, esto es, el ajuste del
modelo, mejoraría a través de la introducción de más información, tanto cuantitativa como
cualitativa, que sería recopilada para cada proceso de forma individualizada así como me-
diante la aplicación continuada del modelo permitiendo actualizaciones periódicas.
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fecha baja año 1996 bajas producidas en ese año 7.549 13,128924
año 1997 bajas producidas en ese año 7.834 13,6245848
año 1998 bajas producidas en ese año 8.625 15,0002609
año 1999 bajas producidas en ese año 11.019 19,1638115
año 2000 bajas producidas en ese año 11.102 19,3081619
año 2001 bajas producidas en ese año 4.289 7,45926016
enero bajas producidas en ese mes 7.791 13,5498009
febrero bajas producidas en ese mes 6.494 11,2941095
marzo bajas producidas en ese mes 5.392 9,37755439
abril bajas producidas en ese mes 4.489 7,8070923
mayo bajas producidas en ese mes 4.775 8,30449225
junio bajas producidas en ese mes 4.284 7,45056436
julio bajas producidas en ese mes 3.569 6,20706447
agosto bajas producidas en ese mes 3.147 5,47313866
septiemb. bajas producidas en ese mes 3.990 6,93925112
octubre bajas producidas en ese mes 4.627 8,04709647
noviembr. bajas producidas en ese mes 4.812 8,3688412
btlunes bajas producidas ese día de la semana 19.157 33,3171012
btmartes bajas producidas ese día de la semana 11.201 19,4803388
btmiérco bajas producidas ese día de la semana 3.396 5,90618967
btjueves bajas producidas ese día de la semana 8.272 14,3863372
btvierne bajas producidas ese día de la semana 6.376 11,0888885




it IT de causa común 56.560 98,3669281
at IT por Accidente de Trabajo 918 1,59654951
Personales
edad edad en años 57.499 100
raíz raíz cuadrada de la edad en años 57.499 100
mujer Sexo 21.600 37,5658707
rural adscripción rural del Centro de Salud al que pertenece
el paciente 32.114 55,8514061
autónomo trabajador perteneciente al RETA Régimen Especial
de Trabajadores Autónomos 2.991 5,2018296
agrario trabajador perteneciente al REA Régimen Especial
Agrario 255 0,44348597
hogar trabajador perteneciente al REEH Régimen Especial




artrosis 710, 715, 716,
719, 729 (7150) 928 1,61394111
columna Patologías de la columna vertebral 720, 721, 722,
723, 724 (7240) 6.772 11,7775961
rodilla afecciones de la rodilla 717, 844, (7170) 1.638 2,8487452
gripe 487 7.098 12,3445625
colitis gastroenteritis infecciosas























varices venas varicosas de extremidades
inferiores (incluye úlcera varicosa)
451, 454, 456
(5540) 339 0,58957547
insuf Insuficiencia Cardiaca 428, 429 52 0,09043636
válvulas Enfermedades de las válvulas
cardiacas
395, 396, 397,
398, 424, 745 18 0,03130489
neurótic Trastornos neuróticos 300, 296 472 0,82088384
drogas Dependencia y abuso de Drogas 304, 305 47 0,08174055
esquizo Trastornos Esquizofrénicos 295 45 0,07826223
depresio Trastorno y reacción depresiva 309, 311 1.087 1,89046766
Neomaligna
(neodigest)
Neo maligna de estómago, colon,
laringe, traquea, bronquios y pulmón
151, 153, 161,
162 107 0,18609019
neofem Neo maligna de mama y cervix. 174, 180 53 0,09217552
endocrin Tirotoxicosis, Hipotiroidismo y D.M. 242, 244, 250 86 0,14956782
hta Hipertensión Arterial 401, 402, 440 117 0,2034818
masculin patología de órganos genitales
masculinos
600, 601,
603, 604 266 0,46261674
stmagal Sintomas generales 780, 784, 788 708 1,23132576
derma Afecciones cutáneas 685, 692, 708 498 0,86610202
cirugía Intervención quirúrgica 1001 397 0,69044679
fxclavic Fractura de clavícula 810 71 0,12348041
fxcolles Fractura de radio y cúbito, Colles 813 295 0,5130524
fxescafo Fractura de hueso carpiano, escafoides 814 170 0,29565732
fxmetas Fractura de metacarpianos 815 134 0,23304753
fxfalang Fractura de falanges 816 219 0,38087619
fxtibiap Fractura de tibia y peroné 823 131 0,22783005
fxtobill Fractura de tobillo 824 114 0,19826432
fxpie Fractura de pie 825 179 0,31130976
esgpie esguince de pie 845 2.312 4,02093949
quemadur Quemaduras, no especificadas
y múltiples 949 36 0,06260978
estudio en estudio 1000 93 0,16174194
sindx Parte sin diagnóstico 1002 331 0,57566219
dxilegib Diagnóstico ilegible 1003 186 0,32348389
ingresoh Ingreso en hospital 1004 66 0,1147846
medqxth Procedimientos médico-quirúrgicos
terapéuticos 1005 130 0,22609089
procdx procedimientos diagnósticos 1006 80 0,13913285
acctrafi Accidente de Tráfico 1007 110 0,19130767
gota Artropatía Gotosa Aguda 274, 712 (7120) 324 0,56348806
isquemic Cardiopatía isquémica 410, 411, 412,
413, 414, 415,
447, (4100) 381 0,66262022
parto parto 640, 644, 650,
651 877 1,52524392
tce Traumatismo Cráneo-Encefálico 854 4 0,00695664
femenin Patología de órganos genitales feme-
ninos (Dismenorrea y menopausia)
625, 626,
627, 629 341 0,59305379




























respagu Infección respiratoria aguda 460, 461, 462,
463, 464, 465,
(4560+ 461, 463,
464,vs 4650) 4.726 8,21927338
bronquit Bronquitis y bronquiolitis aguda 466 983 1,70959495
vazoster Varicela y Herpes Zóster 52, 53 483 0,84001461
otrostx otros Traumatismos
y los no especificados 959 240 0,41739856
contusió Contusiones de miembros,
no especificadas y múltiples
920. 921, 922,
923, 924 1.452 2,52526131
migraña migraña 346 251 0,43652933
tunelcar Mononeuritis de Miembro superior y
múltiple,incluye Sd.Deltunelcarpiano 354 121 0,21043844
catarata Catarata 366 220 0,38261535
dientes Enfermedades de los dientes 520, 521, 522,
523, 524, 525 620 1,07827962
hernia Hernia inguinal 550, 551, 552,
553 800 1,39132854
ulcusgas úlcera gástrica 530, 531, 532,
533, 534, 535,
536, 537 494 0,85914538
vértigo Síndrome Vertiginoso Periférico 386 601 1,04523557




patocula Patología Ocular 360, 361, 362,
363, 364, 365 135 0,23478669
queracon Queratoconjuntivitis 370, 371, 372,
373, 374, 375,
379 525 0,91305936
oído Patología del oído 380, 381, 382,
383, 384, 385 339 0,58957547
fisura Fisura, fístula y absceso anorrectal 565, 566 337 0,58609715
coleliti Colelitiasis 574, 575, 576 224 0,38957199
hemateme Hematemesis 578 146 0,25391746
pieloag Pielonefritis aguda 590 199 0,34609298
cálculo Litiasis Renal (compleja y quirúrgica) 592 808 1,40524183
cistitis Cistitis 595 108 0,18782935
totalparcial suma de los días de baja producidos
por los grupos de enfermedad indivi-
dualizados 45.526 79,1770292
resto diagnósticos 11.973 20,8229708
Total general 57.499 100
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Apéndice B. Coeficientes obtenidos mediante regresión lineal múltiple
Tabla B.1.







B Error típ. Beta
(Constante) 142,836 17,763 8,041 ,000*
Mujer 3,858 ,589 ,026 6,546 ,000*
Edad 3,910 ,278 ,635 14,078 ,000*
Raíz –37,752 3,413 –,498 –11,062 ,000*
Artrosis 15,918 2,218 ,028 7,178 ,000*
Columna –4,115 ,988 –,019 –4,166 ,000*
Rodilla 24,112 1,712 ,056 14,088 ,000*
Gripe –34,213 1,034 –,157 –33,077 ,000*
Colitis –30,111 1,428 –,086 –21,087 ,000*
Varices 1,606 3,574 ,002 ,449 ,653
Insuf. 41,757 9,016 ,018 4,631 ,000*
Válvulas 155,806 15,295 ,039 10,186 ,000*
Neurótic. 12,019 3,047 ,015 3,945 ,000*
Drogas 85,423 9,480 ,034 9,011 ,000*
Esquizo 50,430 9,686 ,020 5,206 ,000*
Depresio 38,729 2,059 ,074 18,810 ,000*
Neodiges 129,640 6,320 ,078 20,512 ,000*
Neofem 175,484 8,934 ,074 19,642 ,000*
Endocrin 13,591 7,017 ,007 1,937 ,053***
HTA –9,598 6,029 –,006 –1,592 ,111
Masculin –14,967 4,030 –,014 –3,713 ,000*
Stmagal –18,589 2,509 –,029 –7,408 ,000*
Derma –8,551 2,971 –,011 –2,878 ,004*
Cirugía –9,854 3,313 –,011 –2,974 ,003*
FXClavic 23,918 7,723 ,012 3,097 ,002*
FXColles 34,481 3,825 ,034 9,015 ,000*
FXEscafo 16,932 5,014 ,013 3,377 ,001*
FXMetas 7,792 5,636 ,005 1,382 ,167
FXFalang –,402 4,426 ,000 –,091 ,928
FXTibiap 96,813 5,698 ,065 16,989 ,000*
FXTobill 73,791 6,108 ,046 12,081 ,000*
FXPie 32,509 4,888 ,025 6,651 ,000*
ESGPie –14,506 1,480 –,040 –9,800 ,000*
Quemadur –24,514 10,825 –,009 –2,265 ,024**
Rural 1,429 ,556 ,010 2,570 ,010**
Autónomo 38,320 1,257 ,119 30,484 ,000*
Agrario 45,161 4,115 ,042 10,974 ,000*
Hogar 27,457 8,125 ,013 3,380 ,001*
Año 1996 3,742 1,075 ,018 3,482 ,000*
Año 1997 4,258 1,066 ,020 3,995 ,000*
Año 1998 3,946 1,042 ,020 3,786 ,000*
Año 1999 2,241 ,995 ,012 2,251 ,024**
Año 2000 –5,408 ,992 –,030 –5,452 ,000*
Año 2001 –14,205 1,304 –,052 –10,895 ,000*
Enero 2,212 1,268 ,011 1,744 ,081***
Febrero –,144 1,304 –,001 –,110 ,912
Marzo 1,071 1,360 ,004 ,788 ,431
Abril 8,102E-02 1,415 ,000 ,057 ,954
Mayo –,732 1,390 –,003 –,527 ,598







B Error típ. Beta
Julio ,441 1,493 ,001 ,295 ,768
Agosto 2,789 1,546 ,009 1,804 ,071***
Septiemb 2,673 1,447 ,009 1,848 ,065***
Octubre 1,887 1,394 ,007 1,354 ,176
Noviembr –,224 1,379 –,001 –,162 ,871
IT –12,757 14,205 –,023 –,898 ,369
AT –14,261 14,357 –,025 –,993 ,321
BTLunes –11,383 1,934 –,075 –5,886 ,000*
BTMartes –9,559 1,976 –,053 –4,838 ,000*
BTMiérco. –9,601 1,993 –,050 –4,816 ,000*
BTJueves –8,497 2,008 –,042 –4,231 ,000*
BTVierne –5,600 2,044 –,025 –2,739 ,006*
BTSábado –5,220 2,393 –,013 –2,181 ,029**
Estudio –4,222 6,750 –,002 –,625 ,532
Sindx –22,570 3,619 –,024 –6,236 ,000*
Dxilegib –20,694 4,795 –,016 –4,316 ,000*
Ingresoh –,670 8,003 ,000 –,084 ,933
Medqxth –12,215 5,723 –,008 –2,134 ,033**
Procdx –26,323 7,275 –,014 –3,618 ,000*
Acctrafi –1,339 6,217 –,001 –,215 ,829
Gota –33,313 3,664 –,035 –9,092 ,000*
Isquemic 99,384 3,401 ,113 29,226 ,000*
Parto 7,713 2,299 ,013 3,355 ,001*
TCE 34,377 32,437 ,004 1,060 ,289
Femenin –19,563 3,580 –,021 –5,465 ,000*
Tendinit –6,554 1,726 –,015 –3,796 ,000*
Respagu –31,309 1,126 –,120 –27,803 ,000*
Bronquit –30,623 2,158 –,056 –14,187 ,000*
Vazoster –25,749 3,015 –,033 –8,539 ,000*
Otrostx 15,166 4,233 ,014 3,582 ,000*
Contusió –18,954 1,815 –,042 –10,442 ,000*
Migraña –13,146 4,137 –,012 –3,178 ,001*
Tunelcar –2,820 7,913 –,002 –,356 ,722
Catarata 1,600 4,437 ,001 ,361 ,718
Dientes –28,589 2,676 –,041 –10,682 ,000*
Hernia –4,653 2,386 –,008 –1,950 ,051***
Ulcusgas –17,714 2,979 –,023 –5,946 ,000*
Vértigo –19,216 2,713 –,027 –7,083 ,000*
Neuro 30,087 5,316 ,029 5,660 ,000*
Patocula 29,494 5,617 ,020 5,251 ,000*
Queracon –26,463 2,892 –,035 –9,150 ,000*
Oído –19,515 3,572 –,021 –5,463 ,000*
Fisura –12,215 3,584 –,013 –3,408 ,001*
Coleliti –11,178 4,378 –,010 –2,553 ,011**
Hemateme ,576 5,458 ,000 ,106 ,916
Pieloag –22,715 4,635 –,019 –4,901 ,000*
Cálculo –24,125 2,359 –,040 –10,227 ,000*
Cistitis –35,054 6,268 –,021 –5,593 ,000*
Variable dependiente: DURACIÓN DE LA BAJA (DBA).
* La variable es estadísticamente significativa al 99 por 100.
** La variable es estadísticamente significativa al 95 por 100.
*** La variable es estadísticamente significativa al 90 por 100.
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1. Para una revisión de los trabajos económicos y los modelos que determinan el comportamiento fraudulento en
las IT puede acudirse a Álvarez (2000).
2. Utilizaremos las siglas inglesas de multilayer perceptron (MLP) por la que es normalmente conocida.
3. La función sigmoide logística es una de las más empleadas en la literatura por sus espe-
ciales características, que permiten la acomodación de señales muy intensas sin producir saturación, admite
señales débiles sin excesiva atenuación, es fácilmente derivable y es una función no lineal. Otra función muy
utilizada es la function tanh: ya que además permite expresar polaridad.
4. El entrenamiento de una red supone además la elección de distintos parámetros, fundamentalmente el número
de neuronas en la capa oculta pero también el coeficiente de aprendizaje, la utilización de un momento, la for-
ma funcional de la función de transferencia, etc.
5. Otras funciones de error, también llamadas de coste, son posibles tal y como señala Bishop (1995).
6. No es el objetivo de este trabajo llevar a cabo una discusión detallada de los métodos de entrenamiento de las
RNAs así como de sus distintas arquitecturas. Este tipo de algoritmos pueden ser programados directamente o
bien implementados en paquetes de software matemático o estadístico bien conocidos tales como Matlab o
S-Plus. Para una excelente revisión puede acudirse a Bishop (1995) o a las revistas especializadas en RNAs:
IEEE Transactions on Neural Networks, Neural Computation, Neurocomputing o Neural Networks.
7. Sin embargo esta herramienta no es del todo una «caja negra» ya que podemos hacer análisis de sensibilidad
en determinados puntos de la distribución de un input fijando el resto de inputs para aproximar cómo varía la
respuesta de la red neuronal en función de los valores analizados.
8. CISAP-2 definición realizada por el Comité de Clasificación de la WONCA, Organización Mundial de Cole-
gios y Asociaciones de Médicos de Familia.
9. La Circular 1/1997 del INSALUD de 1 de enero sobre control de IT por Enfermedad común y Accidente No
Laboral, establece la CIE-9.ª-MC como sistema de codificación diagnóstica de los procesos generadores de
bajas laborales.
10. Un análisis exploratorio de los datos reveló que las predicciones obtenidas por el modelo con la variable edad
estandarizada o transformada en variable categórica ordenada arrojaba predicciones similares o incluso ligera-
mente peores, por lo que se decidió mantener la edad original del paciente.
11. Si bien en este caso es una «J tumbada recortada» frente a otros trabajos que relacionan el gasto sanitario del
paciente desde su nacimiento hasta su muerte, puesto que sólo se tienen en cuenta las edades correspondientes
a la edad laboral legal.
12. Existirían otras razones tales como la juventud, asociada a menos enfermedades, o las menores cargas familia-
res a edades tempranas.
13. El software utilizado es un programa comercial bien conocido llamado Neuroshell 2 de Ward System Group
[WSG, 1995]. El programa fue implementado en un microprocesador Pentium III a 800 MHz con 128 MB de
memoria RAM.
14. Supondremos implícitamente a lo largo del trabajo que una vez realizada la inspección se dejan de pagar el
resto de días al beneficiario cuando en la realidad existirán muchos casos en los que su pago continúe estando
justificado.
15. La media ha sido calculada de forma ponderada teniendo en cuenta que sólo se dispone de los datos hasta
mayo de 2001.
16. Según fuentes del INSS (El País, 5 de marzo de 2002). Esta cifra se corresponde con las estimaciones de Fich-
mann (1984) que calcula que en torno al 20 por 100 de las peticiones de beneficios por enfermedad serían frau-
dulentas. Por otro lado, además del fraude que se produce en las peticiones de baja deberíamos computar el
fraude que se produce mediante el alargamiento de la baja de forma no justificada.
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Abstract
Temporary disability (IT) produced direct costs over four thousand million of euros and indirect costs over twelve
thousand million of euros in Spain during 2001. Current methods for controlling IT are carried out a posteriori, once
received the information of the process and mainly on the basis of normative durations. The aim of this paper is to
propose a model to manage with IT in order to diminish, in a rational and individualized way, the cost of the benefits
paid for non justified IT durations. To fulfil this objective we employ artificial neural networks (ANNs). This flexi-
ble tool is able to fit the IT durations for each active worker, taking into account certain individual variables different
of the illness but also influencing the IT period. These other variables are not included nowadays in current control
methods. The empirical results of this work, obtained for the province of Guadalajara during the period 1995-2001,
show how ANNs performs better individualized predictions that a traditional ordinary least squares regression
model. Moreover, our simulations indicate that ANNs a priori predictions will allow us to rationalize the administra-
tion process and to control the economic benefits paid for IT with significant savings on health public expenditures.
Keywords: Temporary disability, artificial neural networks, health public expenditure.
JEL Classification: H51, I18.
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