We describe a method to accelerate the numerical computation of the coefficients of the polynomials P k (x) that appear in the conjectured asymptotics of the 2k-th moment of the Riemann zeta function. We carried out our method to compute the moment polynomials for k ≤ 13, and used these to experimentally test conjectures for the moments up to height 10 8 .
Introduction
For positive integer k, and any ǫ > 0, Conrey, Farmer, Keating, Rubinstein, and Snaith conjectured [CFKRS] that
with the constant in the O term depending on k and ǫ.
In the above equation P k is the polynomial of degree k 2 given implicitly by the 2k-fold residue
with the path of integration over small circles about z i = 0, where ∆(z 1 , . . . , z m ) = 1≤i<j≤m (z j − z i ) = z j−1 i m×m denotes the Vandermonde determinant,
and A k is the Euler product
(1 − p −1−z i +z k+j ) Here e(θ) = exp(2πiθ). We denote the coefficients of P k (x) by c r (k):
In order to arrive at this conjecture, CFKRS considered a more general moment problem with 'shifts'. Because this general setting was central to our computation, we describe their conjecture with shifts below. Write the functional equation of zeta as ζ(s) = χ(s)ζ(1 − s), where χ(s) := π s−1/2 Γ((1 − s)/2)/Γ(s/2).
It is a little more convenient to work with the Hardy Z-function, whose functional equation and approximate functional equation are expressed more symmetrically than that of the zeta function. It is defined as Z(s) = χ(s) −1/2 ζ(s), and satisfies i) Z(s) = Z(1 − s) (because χ(s)χ(1 − s) = 1),
ii) Z(1/2 + it) ∈ R for t ∈ R,
iii) |Z(1/2 + it)| = |ζ(1/2 + it)|.
CFKRS took as their starting point the shifted moments:
M(α 1 , . . . , α 2k ) :
where α j ∈ C are distinct and satisfy −1/4 < ℜα j . When α = 0 the integrand is |ζ(1/2 + it)| 2k . Substituting the approximate functional equation into each factor of the above integrand 1 n 1−s + O(t −σ/2 ), s = σ + it, 0 < σ < 1, CFKRS applied the following heuristic steps: a) Ignore the O(t −σ/2 ) and expand the product to get 2 2k terms, each a product 2k sums. b) Of the 2 2k terms, only the terms with the same number of s's and 1 − s's contribute to the asymptotics. Reasoning: χ(s) is highly oscillatory, so cancellation occurs unless each s gets paired with a 1 − s. c) For any such term, only the diagonal ('m 1 m 2 . . . m k = n 1 n 2 . . . n k ') contributes when the sums are multiplied out.
d) Extend the truncated diagonal sums to infinity, replacing the sums that diverge with their analytic continuation (the assumption we stated earlier, −1/4 < ℜα j , is used when obtaining the analytic continuation of the diagonal sums).
The steps in this heuristic recipe are not justifiable. In fact, the terms that are dropped cannot be neglected individually, and it appears that some sort of cancellation takes place amongst these terms so that, in the end, the above steps do apparently result in a correct conjecture. Let H(z 1 , . . . , z 2k ; x) := exp x 2 k 1 z j − z j+k G(z 1 , . . . , z 2k ).
The first conjectured asymptotic formula of CFKRS, which we refer to as the combinatorial sum, for shifted moments reads:
dt,
where
and Ξ is the set of 2k k permutations such that σ(1) < · · · < σ(k) and σ(k + 1) < · · · < σ(2k). The terms in this set correspond to the number of ways to select, from approximate functional equation for Z(s), the same number k of s's and (1 − s)'s.
CFKRS, also expressed their sum of 2k k terms as a 2k-fold residue. We reproduce their second formula for the shifted moments:
While the 2k k terms of the combinatorial sum (8) for P k (α, x) each have poles of order k 2 at α = 0, the above is analytic in a neighbourhood of α = 0 which shows that these poles must cancel. Working with shifts allowed CFKRS to get beyond these poles.
To get formula (2) for P k (X), set α = 0 in (9). Even though the formula conjectured by CFKRS is complicated, it does seem to correctly predict the moments. Some evidence, both theoretical and numerical, in its favour was presented in [CFKRS] and [CFKRS2] . For instance, the formulas predicted by CFKRS match with known theorems, including lower terms, for k = 1, 2. CFKRS also computed the moment polynomials for k ≤ 7, and tested the moment conjecture for T roughly of size 10 6 .
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In this paper we describe a 'cubic accelerant' variant of the second method presented in [CFKRS2] for computing coefficients of the moment polynomials. This allowed us to extend tables of the c r (k) for k ≤ 13, and, 0 ≤ r ≤ k 2 . We also computed many of the coefficients to greater precision. Finally, we used our tables of coefficients to test the moment conjectures up to k ≤ 13 and T up to 10 8 . Going up to k = 13 is substantial, because computing the coefficients to D digits accuracy involves evaluating k 2 sums (one for each r), each sum involving 2k choose k terms (10, 400, 600 for k = 13), with working precision of roughly D × k 2 digits accuracy. For example, about 2000 digits are required for k = 13 with desired precision of 12 digits. The process is made even more challenging, by the fact that each term involves a complicated infinite multivariate product over primes. The RAM requirements are also large because of the number of terms, 2k k , that we are computing/updating one prime at a time to high precision.
Computing the coefficients of P k (x)
In [CFKRS2] , two methods were described for numerically computing the coefficients c r (k) of the moment polynomials P k (x).
Their first method involved expanding, in a multivariate Taylor series, the integrand of (2), and working out a technique for expressing the resulting residue (for a general k), giving formulas for c r (k). For example,
the γ j 's defined by
and
with 2 F 1 Gauss' hypergeometric function. These formulas quickly get much more complicated. In practice CFKRS were able to use this method for r ≤ 9 and compute numerical approximations for all the coefficients of, for example, P 3 (x). One advantage of these formulas, expressed as sums over primes, is that one can apply Mobius inversion to accelerate the convergence of these sums, and obtain high precision values of the coefficients.
It soon became apparent [CFKRS] from numerical values of c r (k) that the leadings coefficients of P k (x), i.e. associated to the larger powers of x, are very small in comparison to the lower terms. Thus, in order to meaningfully test the moment conjecture for zeta, which involves the moment polynomial evaluated at the slowly growing function log(t/2π) (and this hardly changes over the range of t in which we can gather significant data for ζ(1/2 + it)), one needs many coefficients of the moment polynomials. See also [HR] which discusses the uniform asymptotics of these coefficients.
Consequently, a second practical method, relying on the combinatorial sum (8), was developed for computing numerical approximations for all k 2 coefficients of the moment polynomial P k (x).
We detail our computational approach, implementation, and numerical results in the next two sections. 6 3 Our numerical evaluation of c r (k)
The polynomial P k (x) given by (2) is the special case α 1 = . . . = α 2k = 0 of the function P k (α, x) in (9). CFRKS's second method for computing the coefficients of P k (x) relies on their equation (8) for P k (α, x). However, the terms in (8) have poles if the α i 's are not distinct, coming from the product of k 2 zetas,
that appear in the function G. So we cannot simply substitute α j = 0. Instead we take the limit as α j → 0 while making sure that all the α j 's are distinct. Because of the poles, each individual term in (8) becomes very large when α is small, and high precision is needed to see one's way through the resulting cancellation of the poles as we sum across the 2k k terms of the combinatorial sum. More precisely, consider
and let
where ǫ ∈ C is a small number. In practice ǫ was of the form 10 −D for some positive integer D.
Using (8) we obtain
As in [CFKRS2] , we expand exp in its Taylor series, and pull out the coefficient of
Notice that, as a function of ǫ, H r (ǫ σ(1) , . . . , ǫ σ(2k) ) has a pole at ǫ = 0 of order r, because the first factor above cancels k 2 − r of the k 2 poles of the double product of zetas. These poles must cancel when summed over permutations σ, otherwise we would not obtain the lhs, c r (k), as ǫ → 0. Therefore, because the sum in (18) is analytic about ǫ = 0, we may write
with the implied constant in the remainder term depending on k and r. One complication in evaluating the above for a given k and ǫ is that A k (z 1 , . . . , z 2k ) is expressed as an infinite product over primes as described by (4).
While CFKRS used a 'quadratic accelerant' for evaluating the multivariate Euler product, we implemented a cubic accelerant. This has the advantage of allowing us to truncate the Euler product sooner.
To evaluate A k (z 1 , . . . , z 2k ), we break up the product over primes into p ≤ P and p > P , where P is a large number. For the first portion p ≤ P , we use the following identity, derived in Section 2.6 of [CFKRS] ,
to numerically compute the local factor of A k (z 1 , . . . , z 2k ) for specific values of p and z 1 , . . . , z 2k . Some care must be taken to account for the fact that individual terms in this identity also have poles. While these poles cancel out when summed over j, see the paragraph following equation (2.6.16) in [CFKRS] , they cause some additional loss of precision in our application. We are evaluating A k (z 1 , . . . , z 2k ) at distinct, but small values of z j . Therefore, when evaluating the sum over j, additional cancellation and hence loss of precision occurs affecting the leading (k − 1)D digits, where ǫ ≈ 10 −D , from the poles of order k − 1 of the individual terms summed in (21).
For the contribution of the second portion p > P , we approximate each local factor appearing in (4) by a product of zeta functions that captures the terms up to degree three in 1/p of its multivariate Dirichlet series. A cubic approximation can be obtained by first substituting u j = p −1/2−z j and w j = p −1/2+z k+j into the local factor of (4),
8 and then working out the terms, in the multivariate Maclaurin series, up to degree six, in u j and w j . Notice that the integral over θ pulls out just the terms with the same number of u's and w's. This results in monomials only of even degree appearing. The integral of any other term, which does not have the same number of u's and w's, is zero because it contains a non-zero integer power of e(θ).
Also, observe that the local factor of (22) is symmetric in the u's and, separately in the w's, meaning if the u i 's are permuted the expression remains invariant and similarly for the w i 's. Also, it is symmetric with u and w, i.e. if all the u's and w's are swapped the expression remains the same.
Therefore, to get terms up to degree six, we can determine the coefficients of representative terms involving u 1 , u 2 , u 3 and w 1 , w 2 , w 3 , and then symmetrize the resulting expressions over all the u's and w's. More precisely, to get all terms of degrees 2, 4, and 6, it is sufficient to consider only the monomials: instead of every possible monomial, and then exploit symmetry.
Finally, we can simplify further. The integral over θ simply plays the role of pulling out terms with the same number of u's and w's. So, instead of (22), we can work more directly with the function
The multivariate Maclaurin series of the above coincides with that of (22) for those terms that have the same number of u's and w's. Furthermore, because we are focusing just on terms involving u 1 , u 2 , u 3 and w 1 , w 2 , w 3 , we can set u j = w j = 0 for all j ≥ 4. Finally, to get terms up to degree six with the same number of u's and w's, we can expand each factor in the denominator as a geometric series of degree 3. We therefore consider:
We expand out the above and tabulate, in Table 1 , the coefficients for representative monomials with the same number of u's and w's, up to degree 6, in the multivariate Maclaurin series of the above function, and, hence, equivalently, in (22). Therefore, symmetrizing, we have that (22) equals Table 1 : The second column lists the coefficients that appear with representative monomials, up to degree 6, in the multivariate Maclaurin expansion of (22).
Undoing the substitution for u i 's and w j 's, gives the following expansion for the local factors in (4):
which we then approximate by the following product:
The last step can be seen by expanding each factor in a geometric series and comparing the terms, up to those containing a 1/p 3 , with those in (26). We also remark that, had we wanted a quartic approximation, then slightly more care would be needed as the first product above would, on expanding in geometric series, interact with the quartic terms.
Note that, when all z j = 0, the above gives an approximation for the local factor with a remainder term of size O k (p −4 ). Hence, the accumulated remainder for p > P in this approximation, when z j = 0, is
with the implied constant depending on k.
The product in (27) allows us to approximate the tail, i.e. for p > P , of A k (z 1 , . . . , z k ) in terms of zeta:
4 Implementation and tables of coefficients c r (k)
Our code was implemented in C++ using the GNU MPFR library [FHLPZ] , along with Jon Wilkening's C++ wrapper for MPFR. MPFR is based on GMP, the GNU multiprecision library. We used gcc, the GNU C compiler, to compile our code, with the '-fopenmp' option in order to enable the use of OpenMP directives in our code. This allowed us to carry out some of the key steps in parallel for a given k, using several cores of our machine.
For each k, we selected a precision, specified by the number of digits desired, 'Digits', for the final output, and let ǫ = 10 −Digits . For example, we used Digits= 25, i.e. ǫ = 10 −25 , for k = 4. We then put ǫ j = jǫ, 1 ≤ j ≤ k, and set about computing the sum (20), using our cubic multivariate approximation for the tail of the infinite product, i.e. equation (29). Observe, in (19) , that the dependence on r manifests only at the factor:
Therefore, we were able to store and recycle all the other quantities across 0 ≤ r ≤ k 2 . We record one important hack that we used several times in our program. While the double product of zetas in (19) involves k 2 factors, many of these are repeated since there are just 4k − 2 possible values of ǫ a − ǫ b = (a − b)ǫ, where a, b are distinct integers in [1, 2k] . The same holds, for each p, in the double products in (21).
Likewise, while the products in (29) involve up to O(k 6 ) factors, these appear with multiplicity, and there are just O(k) distinct factors. This is true both for the product of zetas in the numerator, and also, for each p, the factors that appear in the denominator.
We exploited these multiplicities by computing and storing a table of the distinct values of zeta that appear and, for each p, of the distinct factors that occur. Furthermore, we took advantage of the fact that the powers of p that occur, other than 1/p, are of the form p mǫ , where m ∈ Z, and thus computed and stored them by repeated multiplication of p ǫ and of 1/p ǫ . To account for the high amount of cancellation that occurs as a consequence of the poles of the individual terms in (20), we let our working precision be equal to
and carried out our computations using these many digits. The k 2 was to account for the largest order poles occurring in H r , when r = k 2 , of order k 2 . While we could have gotten away with less precision for smaller r, we recycled most of the computed quantities across all r. The k − 1 acounts for cancellation amongst the poles of the terms in the sum over j in (21). Finally we needed to have some working precision left over, after all the cancellation, to capture c r (k) to Digits precision. The +6Digits was chosen to give us some leeway. For example, we had WorkingDigits= 625 for k = 4 and Digits= 25, and WorkingDigits= 2244 for k = 13 and Digits= 12.
Note that using a specific desired precision does not necessarily result in that precision being achieved as one also needs to take into account the implied constant in the O term in (20) which depends both on k and on r, and the fact that it becomes difficult for larger k, even with our cubic accelerant, to take sufficiently many primes p in the multivariate Euler product A k . The bound (28) provides a rough estimate for the relative error introduced by truncating the Euler product, using our cubic accelerant at a given P , and very small ǫ (strictly speaking, the remainder term in (28) needs to have the P −3 replaced by P −3+8kǫ to take into account the choice of ǫ j ). Therefore, P ≫ k 10 −Digits/3 is a crude estimate for how many primes are needed in the Euler product to achieve a relative error smaller than 10 −Digits . Rather than working with explicit constants in the truncation bounds, both for the O term in (20) and the Euler product, we experimented by taking different values of ǫ = 10 −Digits and P , using our estimates as guides. We inspected the stability of our numerical values of c r (k) by comparing those computed for a given P against those with P replaced by the first prime smaller than P/3, and only outputting the digits that agreed. It seems, from our tables, that the coefficients c r (k) with midrange values of r are more stable and converge faster with respect to P , especially for larger values of k. We did not explore the reason for this, but presumably the lower terms, beyond those resulting from our cubic accelerant, have comparatively smaller coefficients for those values of r for which c r (k) converges faster.
Numerical values of the coefficients for 4 ≤ k ≤ 13 thus obtained are presented in the Tables 2-9 below in scientific 'e' notation, for example 1.2e − 3 = 1.2 × 10 −3 . High precision values of c r (k) for k = 1, 2, 3, can be obtained from [CFKRS] .
It is also worth mentioning that all the digits of the coefficients computed in this manner agree, except in a few instances where the last decimal place differs slightly, with the results of the first method of [CFKRS2] (see Section 2). That method has the advantage of producing high precision values of the coefficients, but is limited to relatively small values of r. We reran the program used in [CFKRS2] for k ≤ 13 and r ≤ 7 and display those values in Table 10 Table 2 : Coefficients c r (k) for k = 4, 5, 6. For k = 4, 5 we used ǫ = 10 −25 , and P = 942939827, 180343651 respectively. For k = 6 we combined two data sets using ǫ = 10 −25 , P = 25501199 for 0 ≤ r ≤ 29, and ǫ = 10 −16 , P = 608121859 for 30 ≤ r ≤ 36. r c r (7) r c r (7) r c r (7) 0 6.5822847876005500e-60 1 1.2041430555451870e-56 2 1.0621355717492720e-53 3 6.0172653760159300e-51 4 2.4606287673240130e-48 5 7.7390121665211530e-46 6 1.9478649494952360e-43 7 4.0307684926363700e-41 8 6.9917763337237880e-39 9 1.0314019779812270e-36 10 1.3082869144993580e-34 11 1.4392681201435320e-32 12 1.3825312154986080e-30 13 1. Table 7 : Coefficients for k = 11 truncating at P = 85889, and using ǫ = 10 −12 . Table 9 : Coefficients for k = 13 truncating at P = 1699, and using ǫ = 10 −12 .
k r c r (k) k r c r (k) 4 0 .24650183919342273540799e-12 9 0 .79201552383685290316e-113 4 1 .545014057311718655936e-10 9 1 .36087438729455558616e-109 4 2 .5287729634791203113849e-8 9 2 .80512962716760934894e-106 4 3 .29641143179993979459691e-6 9 3 .11723624058166636900e-102 4 4 .10645950068128470513211e-4 9 4 .12530058768923713471e-99 4 5 .2570298334242634023549e-3 9 5 .10481427375523351016e-96 4 6
.426392161631169472187e-2 9 6 .71456310032205157639e-94 4 7 .4894142451421601027126e-1 9 7 . .42839952698747409380e-63 13 7 .1569263805950391e-255 Table 10 : For comparison, high precision values of c r (k), 4 ≤ k ≤ 13, r ≤ 7, computed using the program for method 1 of [CFKRS] . The values here agree with those in Tables 2-9 computed using our cubic accelerant method with experimentally determined remainders, except they are occasionally slightly off in the last decimal place.
with T 0 = 14.134725 . . . being the imaginary part of the first non-trivial zero of zeta, and let
We used our tables of c r (k) and a simple integration by parts to compute the latter for given T . Note that because the leading coefficients of P k (x) are very small, in the range of T considered, the c r (k)'s with midrange and higher values of r contribute the dominant amount to the integral. To accurately compute the prediction of [CFKRS] one does need the lower terms of the polynomial P k (x). Table 11 displays, for 1 ≤ k ≤ 13 and T = 10 8 , the r for which the corresponding term in (33) contributes the dominant amount to integral. k 1 2 3 4 5 6 7 8 9 10 11 12 13 r 0 0 2 6 11 18 26 37 49 64 80 99 119 Table 11 : The value of r for each k for which the corresponding term in (33) contributes the dominant amount when T = 10 8 .
To calculate (32), we used the tanh-sinh quadrature scheme [Ba, BLJ] to accurately estimate each integral between consecutive non-trivial zeros of the zeta function on the critical line. All our computations of (32) were carried out using 64 bit machine doubles. To tabulate all the zeros up to, and slightly beyond, T = 10 8 , we used Rubinstein's C++ L-function package lcalc [R] . It applies the Riemann Siegel formula to evaluate ζ(1/2 + it) and look for sign changes of the Hardy Z-function, Brent's method to compute the zeros of zeta [Br] , and a variant of Turing's test [E] to confirm that all zeros up to given height have been found.
Figures 1-2 depict the relative remainder term for 1000 values of T between 0 and 10 8 , roughly spaced apart every 10 5 . More specifically, we let T j be the imaginary part of the first zero above 10 5 j, so that T j ≈ 10 5 j, and plot the values of
for 1 ≤ j ≤ 1000, and 1 ≤ k ≤ 12.
We also calculated the running average of the remainder term divided by the running average of the conjecture:
If we define
then (35) gives a discrete approximation to the smoothed relative remainder:
The reason for considering smoothed moments is that the noisy remainder terms of the sharply truncate moments, when averaged, tend to be smaller. Note that the vertical axes in these figures change from plot to plot to allow us to meaningfully display the relative remainder terms, which as a whole get larger, as k increases. We also set the zoom level to show the running averages in some detail. As a compromise, a few outliers are omitted from these plots for smaller T , roughly up to 10 7 , and k ≤ 4. Table 12 lists the values of Data k (T ), and Conjecture k (T ) for k = 1, . . . , 13 and T = 100000000.64, the first zero of zeta above 10 8 . We also list the values of the averages over all 1000 values of T j 1 1000
and 1 1000
Our data supports the CFKRS conjecture for the full asymptotics of the moments of zeta as described in equation (1), though for larger k, it is difficult to gauge the size of the remainder term.
For k = 1 the data suggests an even stronger remainder term of O T 1/4+ǫ , supported by the agreement of Data 1 (T ) with Conjecture 1 (T ) to about 3/4 of the decimal places left of the decimal point for the values of T examined. The relative remainder term is of size around 10 −6 when T ≈ 10 8 , and, typically, a couple of orders of magnitude smaller when averaged.
For k = 2 the data agrees with the conjecture to about half the decimal places, with a relative remainder term of size around 10 −6 . For k = 3, the agreement is to slightly less than half the decimal places.
For fixed T , as k increases, the moments have the effect of amplifying the largest values of |ζ(1/2 + it)|. This can be seen in our plots, for larger k, where the remainder terms are qualitatively the same, with large jumps at the same values of T corresponding to relatively large values of zeta. It therefore becomes more difficult to ascertain, as k grows, whether an upper bound for the remainder term of the form O k (T 1/2+ǫ ) holds. Nonetheless, the table and figures reveal an excellent fit for the CFKRS prediction with the moments which persists through to the 24th and 26th moments, where the relative agreement is to within around one to two decimal places.
In some sense, the fit between columns 2 and 3 of Table 12 is better than it ought to be for larger k, for example more than three decimal places for k = 13, but only agreeing to around 90% for the average remainder. A quick inspection of the figures reveals that the relative remainder, at T = 10 8 , happens to, fortuitously, best its neighbours, especially for larger k. Nonetheless, the overall agreement between the CFKRS prediction and our data across all values of k and T , as depicted in the figures, lends strong support to their conjecture for the full asymptotics of the moments of the zeta function. Table 12 : The values of Data k (T ) and Conjecture k (T ) at T = 100000000.64, the first zero after 10 8 . We also display, in the last two columns, the values of the averages over all 1000 values of T j : 
