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Abstract
In this paper, we consider a degenerate time-dependent drift-diffusion model for semiconductors. The
electric conductivity in the system is assumed to be temperate-dependent. And the pressure function we use
in this paper is ϕ(s) = sα (α > 1). We present existence results for general nonlinear diffusivities for the
degenerate Dirichlet–Neumann mixed boundary value problem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the following degenerate drift-diffusion model for a bipolar semi-
conductor:
−∇ · (σ(u)∇ψ)= p − n+C(x), (1.1)
nt − ∇ · Jn = r(n,p)(1 − np)+ g, Jn =
(∇ϕ(n)−μ1nσ(u)∇ψ), (1.2)
pt + ∇ · Jp = r(n,p)(1 − np)+ g, −Jp =
(∇ϕ(p)+μ2pσ(u)∇ψ), (1.3)
ut − ∇ ·
(
K(u)∇u)= div(a(ψ)Jn + b(ψ)Jp), (1.4)
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= (0,0,0,0), (x, t) ∈ ΣN ≡ ΓN × (0, T ), (1.6)
(n,p,u) = (n0,p0, u0), x ∈ Ω, t = 0. (1.7)
Here the unknowns ψ,n,p and u denote the electrostatic potential, the electron density, the
hole density and the temperature, respectively. The σ(u) and K(u) are the electron and thermal
conductivities. Jn represents the electron current, and Jp is the analogously defined physical
quantity of the positively charged holes. Additionally function C(x) denotes the doping profile
(fixed charged background ions) characterizing the semiconductor under consideration, ϕ the
pressure function, and g the laser density. a(ψ) and b(ψ) are the energy of the conductive and
forbidden bands, respectively. R(n,p) = r(n,p)(1 − np) is the net recombination-generation
rate, Ω denotes the bounded domain occupied by semiconductor crystal.
Throughout this paper, we denote by Ck,α (0 α  1) the class of ∂Ω holding the following
properties:
(i) for every x0 ∈ ∂Ω , there are a ball B(x0) and a mapping Ψ which maps B(x0) onto
D ⊂ RN ;
(ii) Ψ (B ∩Ω) ⊂ RN+ ≡ {x ∈ RN | xn > 0}, Ψ (B ∩ ∂Ω) ⊂ ∂RN+ ;
(iii) Ψ ∈ Ck,α(B), Ψ−1 ∈ Ck,α(D).
The standard drift-diffusion model corresponds to linear function ϕ. This model without tem-
perature effect, i.e. u = constant, has been mathematically and numerically investigated in many
papers (see [7–10]). They have proved the existence and uniqueness of weak solutions.
When pressure ϕ(s) = sα for some α > 1, Ansgar Jüngel [1,2] showed the existence of weak
solutions of the problem (1.1)–(1.6) without temperature effect. But he assumed that the solution
ψ of Poisson equation with Dirichlet–Neumann mixed boundary conditions had the regularity
ψ ∈ W 2,r (Ω) (r > N), this amounts to a geometric condition on Ω , for example ∂Ω ∈ C1,1 and
ΓD ∩ ΓN = ∅ (Theorem 3.29 of [6]). J. Ildefonso Díaz [3,4] had proved the existence of weak
solutions of the degenerate drift-diffusion model without temperature effect. He also assumed
∂Ω ∈ C1,1 and for any function ψ satisfying
Ψ ∈ Lq(Ω),
Ψ = 0 on ΓD,
∇Ψ · η = 0 on ΓN,
therefore, one has the regularity ψ ∈ W 2,q (Ω), for q ∈ [1,∞). In this paper we will prove the
existence of weak solutions of problem (1.1)–(1.7) for ∂Ω ∈ C0,1. This geometric condition
on Ω is considered more reasonable for applications. Under the condition that the boundary
of Ω is smooth, Yin [13] has studied the problem (1.1)–(1.4) when ϕ(s) = s with nonphysical
boundary conditions instead of the physical boundary conditions (1.5)–(1.7), and he adopted
the most simple Joule’s heating [(Jp + Jn)σ (u)∇ψ]+, while we use Alder’s formula [14]. The
existence was shown.
We make the following assumptions.
(H1) Ω ⊂ RN (N = 1,2,3) is bounded and ∂Ω ∈ C0,1, whose outward normal vector is η and
∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅, measN−1(ΓD) > 0;
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(H3) C(x), g(x) ∈ L∞(Ω) and g(x) 0 for a.e. x ∈ Ω ;
(H4) r(n,p) is a locally Lipschitz continuous function defined for (n,p) and 0  r(n,p) 
r¯ < ∞;
(H5) σ(u) and K(u) are continuous in u and 0 < λ0  σ(u), K(u) λ1 < ∞;
(H6) a(ψ) and b(ψ) are continuous in ψ ;
(H7) ψ,n,p ∈ H 1(Ω)∩L∞(Ω), u¯ ∈ H 1(Ω) and n,p  0 in Ω ;




ω ∈ H 1(Ω) ∣∣ ω|ΓD = 0}.
Definition. (ψ,n,p,u) is called the weak solution to the problem (1.1)–(1.7) if (ψ,n,p,u) ∈
(ψ¯, n¯, p¯, u¯) + L2(0, T ;Y 40 ), nt ,pt , ut ∈ L2(0, T ;Y ∗0 ), n|t=0 = n0, p|t=0 = p0, u|t=0 = u0, and
there hold∫
Ω
σ(u)∇ψ · ∇φ dx =
∫
Ω
(p − n+C)φ dx, ∀t ∈ (0, T ), ∀φ ∈ Y0, (1.8)












r(n,p)(1 − np)+ g]v dx dt, ∀v ∈ L2(0, T ;Y0), (1.9)












r(n,p)(1 − np)+ g]v dx dt, ∀v ∈ L2(0, T ;Y0), (1.10)













] · ∇v dx dt, ∀v ∈ L2(0, T ;Y0). (1.11)
The main results in this paper are as follows:
Theorem 1.1. Under hypotheses (H1)–(H8), there exists at least one weak solution of the problem
(1.1)–(1.7), such that
‖ψ‖L∞(QT ) + ‖n‖L∞(QT ) + ‖p‖L∞(QT )  c. (1.12)
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For simplicity, we assume that μ1 = μ2 = 1. Firstly, we give two lemmas which will be used
in the proof of existence results.
Lemma 2.1. Suppose χ(c) is nonnegative, nonincreasing function on [c0,+∞], and there are
positive constants γ and β such that
χ(cˆ)M(c)(cˆ − c)−γ χ(c)1+β for all cˆ > c c0 > 0, (2.1)
where the function M(c) is nondecreasing and satisfies





)= 0 for c∗ = 2c0[1 + 2(1+2β)/β2M(1+β)/βγ0 χ(c0)(1+β)/γ ]. (2.3)
Proof. Consider χ(s) on the interval [mc0,2mc0], where m = 1 + 2(1+2β)/β2M(1+β)/βγ0 ×
χ(c0)(1+β)/γ . From (2.1),
χ(cˆ)M(2mc0)(cˆ − c)−γ χ(c)1+β for all cˆ, c ∈ [mc0,2mc0] with cˆ > c,
since M(·) is nondecreasing. According to Lemma 2.2 in [5] for χ(c) on [mc0,2mc0], we ob-




]1/γ 2(1+β)/βχ(mc0)β/γ  2mc0.
That is, we need to have
(2mc0)−γM(2mc0)χ(mc0)β  2−γ (1+2β)/β . (2.4)
Setting cˆ = mc0 and c = c0 in (2.1) yields
χ(mc0)M(c0)(m− 1)−γ c−γ0 χ(c0)1+β
M0(m− 1)−γ χ(c0)1+β  2−γ (1+2β)/β2M−1/β0 ,
where we have used the condition (2.2) on M(c) for c = c0. Together with (2mc0)−γ ×
M(2mc0) M0, we obtain that (2.3) is fulfilled by simple calculation. Thus the proof is com-
pleted. 
Lemma 2.2. Let (H1) hold, α, ν,F ∈ L∞(QT ) and F,ν  0 a.e. (x, t) ∈ QT , θ0 ∈ L∞+ (Ω),
θ¯ ∈ H 1(Ω) ∩ L∞(Ω), γ ∈ (L2(QT ))N , γ · η = 0 and divγ = i ∈ L∞(QT ) weakly, α  ε > 0,
then there exists a unique solution θ of the following problem
θt − ∇ · (α∇θ − γ θ)+ νθ = F, (x, t) ∈ QT , (2.5)





= 0, θ(0) = θ0, x ∈ Ω, (2.6)
such that θ ∈ L2(0, T ;Y0), θt ∈ L2(0, T ;Y ∗0 ) and
0 θ  leλt a.e. (x, t) ∈ QT , (2.7)
where l = (‖θ¯‖L∞(Ω) + ‖θ0‖L∞(Ω) + 1) and λ ‖i‖L∞(QT ) + ‖F‖L∞(QT ).
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divγδ = i, ‖γδ − γ ‖L2(QT ) → 0 (δ → 0).
Consider the following problem:
θt − ∇ · (α∇θ − γδθ)+ νθ = F, (x, t) ∈ QT , (2.8)





= 0, θ(0) = θ0, x ∈ Ω. (2.9)
Set φ = e−ρt θ , then φ satisfies
φt − ∇ · (α∇φ − γδφ)+ (ρ + ν)φ = e−ρtF, (x, t) ∈ QT , (2.10)





= 0, φ(0) = θ0, x ∈ Ω, (2.11)
where ρ  12ε‖γδ‖2L∞(QT ) + ‖ν‖L∞(QT ) + 12‖i‖L∞(QT ).









α∇φ · ∇v − φγδ · ∇v + (ρ + ν)φv
]
. (2.12)
The operator A :L2(0, T ;Y0) → L2(0, T ;Y ∗0 ) is defined, hemicontinuous, bounded and mono-
tone, since we have for vi ∈ L2(0, T ;Y0) (i = 1,2) by the choice of ρ,〈


































 ε‖v1 − v2‖2L2(0,T ;Y0). (2.13)
Moreover, from (2.13) we also know the operator A is coercive. Hence from Theorem 30.A
of [12] there exists a unique φ ∈ L2(0, T ;Y0), φt ∈ L2(0, T ;Y ∗0 ) such that φ0 = θ0 in Ω and〈
φt +A(φ), v
〉= 〈e−ρtF, v〉, ∀v ∈ L2(0, T ;Y0).
This shows that the problem (2.8)–(2.9) has a unique solution θδ for every δ.













φγδ · ∇φ− −
T∫ ∫
(ρ + ν)φ−2 +
T∫ ∫
e−ρtFφ−0 Ω 0 Ω 0 Ω



































∣∣∇φ−∣∣2  0. (2.15)




























































e−ρtF (φ − z)+, (2.16)





























where we have used the definition of ρ and z. Form (2.15) and (2.17) we conclude that
0 θδ  leλt a.e. (x, t) ∈ QT . (2.18)
In order to prove that the limit of θδ is the solution of (2.5)–(2.6), we need the L2(0, T ;H 1(Ω))
estimate of θδ uniformly in δ. To this end, we take θδ − θ¯ as test function in (2.8), then












θδγδ · ∇(θδ − θ¯ )−
∫
Ω
α∇ θ¯ · ∇(θδ − θ¯ )−
∫
Ω
νθδ(θδ − θ¯ )+
∫
Ω





i(θδ − θ¯ )2 +
∫
Ω
θ¯γδ · ∇(θδ − θ¯ )−
∫
Ω
α∇ θ¯ · ∇(θδ − θ¯ )−
∫
Ω




νθ¯(θδ − θ¯ )+
∫
Ω
F(θδ − θ¯ ). (2.19)





(θδ − θ¯ )2(t)+ ε2
∫
Ω
∣∣∇(θδ − θ¯ )∣∣2
 c(ε)
(‖θ¯‖2L∞(Ω)‖γδ‖2L2(QT ) + ‖α‖2L∞(QT )‖∇ θ¯‖2L2(Ω))
+ 1
2





‖i‖L∞(QT ) + 1
)∫
Ω
(θδ − θ¯ )2(t). (2.20)
The application of the Gronwall inequality yields
‖θδ‖L2(0,T ;H 1(Ω)) + ‖θδ‖L∞(0,T ;L2(Ω))  c, (2.21)
where c is independent of δ.








∣∣∣∣∣ ‖α‖L∞(QT )‖∇θ‖L2(QT )‖∇v‖L2(QT )
+ ‖γ‖L2(QT )‖θ‖L∞(QT )‖∇v‖L2(QT )
+ ‖ν‖L∞(QT )‖θ‖L2(QT )‖v‖L2(QT )
+ ‖F‖L2(QT )‖v‖L2(QT ) (2.22)
that ∥∥(θδ)t∥∥L2(0,T ;Y ∗0 )  c. (2.23)
Let  → 0 in the weak formulation of (2.8)–(2.9), combine the estimates (2.18), (2.11)
and (2.23), we can prove the existence of the solution of (2.5)–(2.6) by standard method. The
uniqueness is followed easily from Gronwall inequality if we take θ¯ = F = 0 in (2.20), so the
proof is complete. 
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Let sk = min{k,max{0, s}} for any positive integer k. Now we consider the following nonde-
generate problem with the initial and boundary conditions (1.5)–(1.7)
−∇ · (σ(u)∇ψ)= pk − nk +C(x), (3.1)
nt − ∇ ·
(
ϕ′ε(nk)∇n− nσ(u)∇ψ
)= r(nk,pk)(1 − npk)+ g, (3.2)
pt − ∇ ·
(
ϕ′ε(pk)∇p + pσ(u)∇ψ
)= r(nk,pk)(1 − nkp)+ g, (3.3)
ut − ∇ ·
(
K(u)∇u)
= div[a(ψ)(ϕ′ε(nk)∇n− nσ(u)∇ψ)− b(ψ)(ϕ′ε(pk)∇p + pσ(u)∇ψ)], (3.4)
where ϕε(s) = ϕ(s)+ εs.
We will first use the Schauder’s fixed point theorem to prove the existence of weak solution
(ψε,nε,pε,uε) of the problem (3.1)–(3.4), (1.5)–(1.7). Next we obtain L∞(QT ) of n,p,ψ uni-
formly in k and ε by the Stampacchia-type L∞ estimation technique, then what we need to do is
to prove that the limit of (ψε,nε,pε,uε) is a weak solution of (1.1)–(1.7).
Lemma 3.1. Under the assumptions in Theorem 1.1, there exists at least one weak solution of
the problem (3.1)–(3.4), and (1.5)–(1.7).
Proof. Define κ as
κ = {x ∈ L2(QT ) ∣∣ ‖x‖L2(QT ) R}.
It is obvious that κ is a closed convex set and weakly compact in L2(QT ). Given u˜, n˜, p˜ ∈ κ , we
consider the following problems
−∇ · (σ(u˜)∇ψ)= p˜k − n˜k +C(x), (3.5)






nt − ∇ ·
(
ϕ′ε(nk)∇n− nσ(u˜)∇ψ






= 0, n(0) = n0, x ∈ Ω, (3.8)
pt − ∇ ·
(
ϕ′ε(pk)∇p + pσ(u˜)∇ψ






= 0, p(0) = p0, x ∈ Ω, (3.10)
ut − ∇ ·
(
K(u˜)∇u)






= 0, u(0) = u0, x ∈ Ω. (3.12)
We deduce the existence of a unique weak solution of (3.5) and (3.6) with the regularity ψ ∈
L2(0, T ;H 1(Ω))∩L∞(QT ) from standard theory, and L∞ estimate of ψ is dependent on k but
not independent of R. Set α = ϕ′ε(nk), γ = σ(u˜)∇ψ , ν = r(n˜k, p˜k)p˜k and F = r(n˜k, p˜k) + g,
Lemma 2.2 ensures the existence and uniqueness of weak solution of the problem (3.7)–(3.8)
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of R. Similarly we obtain a unique solution p ∈ L2(0, T ;H 1(Ω)) ∩ L∞(QT ). Given ψ,n,p
solutions of (3.5)–(3.6), (3.7)–(3.8) and (3.9)–(3.10), respectively, we can conclude the term on
the right-hand side in (3.11) is in L2(0, T ;Y ∗0 ). Therefore the existence and uniqueness of weak
solution u ∈ L2(0, T ;H 1(Ω)) of the problem (3.11)–(3.12) can be obtained easily by Theo-
rem 30.A of [12].
Thus
S :κ3 → (L2(QT ))3, (u˜, n˜, p˜) → (u,n,p),
is well defined and compact. And for given k, S(κ3) ↪→ κ3 holds if we choose R large enough.
To apply Schauder’s fixed point theorem, we still need to prove operator S is continuous.
Let (u˜μ, n˜μ, p˜μ), (u˜, n˜, p˜) ∈ κ3 such that u˜μ → u˜, n˜μ → n˜, p˜μ → p˜ in L2(QT ). Define
(uμ,nμ,pμ) = S(u˜μ, n˜μ, p˜μ). Since S(κ3) is relatively compact in (L2(QT ))3 and bounded
in (L2(0, T ;H 1(Ω)))3, we obtain for a subsequence
uμ → u, nμ → n, pμ → p in L2(QT ),
uμ ⇀ u, nμ ⇀ n, pμ ⇀p in L2
(
0, T ;H 1(Ω)),
uμ → u, nμ → n, pμ → p a.e. in QT .








































where v is a smooth test function and ψμ is the unique weak solution of (3.5), (3.6) corresponding
to u˜μ, n˜μ, p˜μ. From ‖(nμ)t‖L2(0,T ;Y ∗0 )  c we have (nμ)t ⇀ nt in L2(0, T ;Y ∗0 ), thus we obtain
the convergence of the first term of the left-hand side of (3.13). Notice that the L∞-bound of nμ















From ∇ψμ ⇀ ∇ψ in L2(QT ), where ψ is the solution of (3.5)–(3.6) corresponding to u˜, n˜, p˜,











Convergence of the fourth and the last term follows from the fact r(n,p) is continuous in (n,p)
and nμ,pμ are uniformly bounded in L∞(QT ). The same results for p,u hold by similar discuss.
Thus the existence of (3.1)–(3.4), (1.5)–(1.7) is followed from Schauder’s fixed theorem. 
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the known data but independent of k and ε such that
‖ψ‖L∞(QT ) + ‖n‖L∞(QT ) + ‖p‖L∞(QT )  c, (3.14)
where (ψ,n,p,u) is the weak solution of the problem (3.1)–(3.4), (1.5)–(1.7).
Proof. Firstly, we prove nε,pε ∈ V2(QT ), where V2(QT ) denotes a Banach space in which
function v satisfies











To do this, we only need to show nε,pε ∈ L∞(0, T ;L2(Ω)). Take nε− n¯, pε−p¯ as test functions






(nε − n¯)2 + (pε − p¯)2
]+ ε ∫
Ω








)∇n¯ · ∇(nε − n¯)+ ϕ′ε((pε)k)∇p¯ · ∇(pε − p¯)]+
∫
Ω








r(nε,pε)(1 − nεpε)+ g
][



















(nε − n¯)2 + (pε − p¯)2
)]
. (3.15)
Note that (pε − nε)(n2ε − p2ε ) is non-positive, we conclude nε,pε ∈ L∞(0, T ;L2(Ω)) from
Gronwall inequality.



































pε∇ψ · ∇(pε − s)+
+
t∫ ∫ [
r(nε,pε)(1 − nεpε)+ g
][
(nε − s)+ + (pε − s)+
]
0 Ω







pε − nε +C(x)
][








pε − nε +C(x)
][







(r + g)[(nε − s)+ + (pε − s)+], (3.16)
where we have used nε,pε  0. Since (pε −nε)[(nε −s)+ − (pε −s)+] is negative, and choosing












[∣∣∇(nε − s)+∣∣2 + ∣∣∇(pε − s)+∣∣2]

(

















(nε − s)+2 + (pε − s)+2
]
 I1 + I2 (3.17)




r¯ + ‖g‖L∞(Ω) + s
∥∥C(x)∥∥
L∞(Ω)








t |Ω|) 2N+2 ∥∥C(x)∥∥
L∞(Ω)





where | · | denotes measure, and [nε > s,pε > s] = {(x, t) | nε(x, t) > s, pε(x, t) > s}.
Choose t0 > 0 such that c(t0|Ω|) 2N+2 ‖C(x)‖L∞(Ω)  12 , together with (3.17)–(3.19) and






r + ‖g‖L∞(Ω) + s
∥∥C(x)∥∥
L∞(Ω)
)∣∣Qt0 ∩ [nε > s,pε > s]∣∣ N+42(N+2) . (3.20)




 c(sˆ − s)∣∣Qt0 ∩ [nε > sˆ,pε > sˆ]∣∣ N2(N+2) (3.21)
for all c0  s  sˆ  c1.
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χ(sˆ)M(s)(sˆ − s)− 2(N+2)N χ(s)N+4N , (3.22)
where M(s) = c(r¯ + ‖g‖L∞(Ω) + s‖C(x)‖L∞(Ω)) 2(N+2)N .
Now set γ = 2(N+2)
N
,1 + β = N+4
N
, c1 = 2c0[1 + 2(1+2β)/β2M(1+β)/βγ0 χ(c0)(1+β)/γ ], where
M0 is a constant such that 0 s−γM(s)M0 < +∞. By Lemma 2.1, we have L∞(Qt0) esti-
mates of nε,pε uniformly in k and ε. Repeating the above procedure, we can prove
‖n‖L∞(QT ) + ‖p‖L∞(QT )  c.
Moreover, ‖ψ‖L∞(QT )  c can be obtained from Stampacchia method [11]. 
Thus, taking k large enough, we obtain a weak solution of the following problem
−∇ · (σ(u)∇ψ)= p − n+C(x), (3.23)
nt − ∇ ·
(
ϕ′ε(n)∇n− nσ(u)∇ψ
)= r(n,p)(1 − np)+ g, (3.24)
pt − ∇ ·
(
ϕ′ε(p)∇p + pσ(u)∇ψ
)= r(n,p)(1 − np)+ g, (3.25)
ut − ∇ ·
(
K(u)∇u)
= div[a(ψ)(ϕ′ε(n)∇n− nσ(u)∇ψ)− b(ψ)(ϕ′ε(p)∇p + pσ(u)∇ψ)] (3.26)
with the initial and boundary conditions (1.5)–(1.7).
Proof of Theorem 1.1. Let ε ∈ (0,1), (nε,pε,ψε,uε) is a solution of (3.23)–(3.26), (1.5)–(1.7).

































r(nε,pε)(1 − nεpε)+ g
]




= I1 + · · · + I5. (3.27)
















































)‖nε − n¯‖2L2(QT )  c,


















pε − nε +C(x)
]
n¯(nε − n¯)
 ‖nε − n¯‖L∞(QT )‖∇ψε‖L2(QT )‖∇n¯‖L2(QT )
+ 2(G+ ∥∥C(x)∥∥
L∞(Ω)




























ϕ′ε(nε)|∇nε|2  c, (3.30)








∣∣∣∣∣ ∥∥∇ϕε(nε)∥∥L2(QT )‖∇φ‖L2(QT ) +CG‖∇ψε‖L2(QT )‖∇φ‖L2(QT )
+ c[r¯(1 +C2G)+ ‖g‖L∞(Ω)]‖φ‖L2(QT )
that ∥∥(nε)t∥∥L2(0,T ;Y ∗0 )  c. (3.31)
The same results hold for pε . It is easy to obtain
‖uε‖L2(0,T ;H 1(Ω)) +
∥∥(uε)t∥∥ 2 ∗  c. (3.32)L (0,T ;Y0 )
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)→ (nα−12 ,p α−12 ) in L2(QT ),









0, T ;H 1(Ω)),(
(nε)t , (pε)t , (uε)t
)
⇀(nt ,pt , ut ) in L2
(
0, T ;Y ∗0
)
,
ψε ⇀ψ in L∞
(
0, T ;H 1(Ω)),
uε ⇀ u in L2
(
0, T ;H 1(Ω)). (3.33)
Now we can conclude that (ψ,n,p,u) is the solution of the problem (1.1)–(1.7) from the con-
vergence of (3.33) by standard method and then complete the proof of Theorem 1.1. 
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