Abstract. A nonlinear algebraic system must be solved at each step of the integration of a stiff system of ordinary differential equations by methods based on backward differentiation formulas. Quasi-Newton methods are of potential benefit in solving these algebraic problems. Three types of quasi-Newton methods are studied for this purpose--Doolittle LU updates, and Broyden's first and second methods performed implicitly. Detailed algorithms are given. Tests on some large stiff systems show that significant benefits can be obtained for some problems.
1. Introduction. The numerical solution of stiff systems of ordinary differential equations (ODE's) relies heavily on methods for solving systems of algebraic equations.
if the ODE system is nonlinear, then so are the algebraic systems that one must solve. Quasi-Newton methods, by which we mean primarily those which are in some sense generalizations of the one-dimensional secant method, have been found to be very successful methods for solving nonlinear algebraic systems. Over the last decade, a great deal of progress has been made in determining very effective quasi-Newton methods, especially for classes of problems which have in common some special structure which can be exploited.
In the sequel, we describe the specific quasi-Newton methods of interest, their implementation in a particular algorithm for solving stiff ODE's, and the outcome of applying the resulting procedures to several test problems. We conclude with a summary of overall results and an outline of future areas of investigation. where Yk denotes the numerical approximation to y(tk), h tk--tk-1 is considered fixed, and )k denotes f(tk, Yk)-(Variable-step analogues of (1.3) also exist but will not be considered here.) The popular BDF (backward differentiation formula) method corresponds to the case K2 0, K1 q method order, and this method has been used extensively for stiff systems [11] , [13] , [16] , [24] . We shall restrict our attention here to the context of a general purpose initial value ODE solver called LSODE [14] , [16] , which uses the BDF method in the stiff case. Thus at each time step, LSODE must solve an algebraic system (1.4) 0 Fn(y,) yn-hflof(tn, y)-
in which/3o> 0. In its unmodified form, LSODE solves (1.4) by modified Newton iteration, in which a prediction yn(0) is formed using an explicit formula of the type (1.3) and corrected by iterations (1.5) Pn(y,(m + 1)-yn(m)) =-F(yn(m)).
Here the iteration matrix Pn is an approximation to OF,,lOYn, i.e., OF.
(1.6) P, I-hfloJ( t,, Yn), that is held fixed for the iterations, and is usually also held fixed over several time steps. The LSODE user has the option of specifying J as either a full or a banded matrix, and as either supplied by a user subroutine or computed internally by difference quotient approximations. In all cases, the linear system (1. y(k + 1) y( k) B-lF(y( k)). Such methods are regarded as variants of Newton's method, in which Bk is the Jacobian matrix cgF/ay(y(k)), and so B is considered to be an approximation to aF/y(y(lc)).
Our particular interest is in quasi-Newton methods which are generalizations of the one-dimensional secant method. There one obtains B/I from B for some /c by updating B so that for s(k)=y(k+l)-y(k) and z(k)=F(y(k+l))-F(y(k)), the secant equation [6] or Dennis and Schnabel [7] . As indicated at the outset, the focus here is on ODE's (1.1) which are stiff and for which N is large and the Jacobian J given by (1.2) is sparse. Our interest is in considering secant-update quasi-Newton methods as alternatives to the modified Newton algorithm (1.5) for solving the algebraic systems (1.4) which arise in applying BDF methods to such ODE's. In the remainder of this introduction, we touch on several quasi-Newton methods which can potentially use the sparsity of J to advantage. More specific descriptions of the methods of particular interest follow in the next section.
The sparse Broyden update given by Schubert [21] and Broyden [4] determines a quasi-Newton method which takes sparsity into account. This update has the property that if B in (1.7) has a desired pattern of sparsity, then so does the updated matrix Bk/l. A similar update which preserves not only sparsity but also symmetry in determining Bk+ from Bk has been given by Marwil [18] and Toint [23] . Methods employing these updates have desirable local convergence properties but, unfortunately, require new Jacobian factorizations after each update if direct linear algebra methods are used to obtain each step -B-F(y(k)). Here Since quasi-Newton methods employing implicit updating incur certain storage and arithmetic costs associated with the auxiliary vectors, such methods are most likely to be effective for problems in which the price of some additional storage and arithmetic might be outweighed by the use of low-rank updates which have proved to be highly successful in solving general algebraic systems with full Jacobians. Matthies and Strang [19] , Engelman [9] , Engelman, Strang, and Bathe [10] , and Geradin, Idelsohn, and Hogge [12] report effective implementations of implicit updating methods which employ several generally successful rank one and rank two updates. Here, we consider the implicit implementation of two updates due to Broyden [3] . The first Broyden update is widely regarded as the most successful update for general systems of nonlinear equations. The second Broyden update is considered to be less effective on general systems than Broyden's first update; however, it has been conjectured (see Alfeld [1] ) that Broyden's second update performs particularly well in the context of solving stiff ODE's.
2. The quasi-Newton methods. In this section, we describe more specifically the quasi-Newton methods of interest. It is intended here that these methods be applied to a sequence of problems (1.4) for many values of n and that useful information about these problems be carried over from one value of n to the next. For convenience, however, we describe these methods in the context of solving a single system F(y) 0, F'RN R , with an iteration (1.7), beginning with an initial approximate solution y(0) and an initial approximate Jacobian Bo-OF/Oy(y(O)). The reader is safe in assuming that F Fn, that y(0) is an initial approximation of yn, and that all discussion below refers to the same time step, step n.
In describing the quasi-Newton methods below, our principal interest is in the updating algorithms used in them. However, efficient implementations of the updating algorithms must be well coordinated with the algorithms for determining iteration steps, and so the algorithms given here are somewhat broader in scope than updating algorithms per se. All of our quasi-Newton methods assume that B0 is given in a form convenient for solving linear equations. They also depend on singling out particular values of k in (1.7) at which to update subsequent approximate Jacobians Bk. The rules for determining when to perform updates and when the iterates are sufficiently near the solution are outlined in the next section, in the discussion of our implementation of these methods in LSODE.
The updating algorithms described in the following are based on the well-known first and second updates of Broyden and the sparse Broyden update (see, for example, [6] or [7] [20] We note that at the end of part (1) We chose the last option in our implementation with a maximum allowable number of updates equal to 5, since our intention was to update only very infrequently and, therefore, we felt it likely that the code would call for a new Jacobian more often than this maximum allowable number of updates would be reached.
It should also be mentioned that some arithmetic is incurred not only in forming the update vectors but also in using them to determine subsequent iteration steps.
However, most of the work of forming the update vectors is also applied to forming iteration steps concurrently. Furthermore, one sees from the algorithm that using the update vectors to form an iteration step or an additional update vector is unlikely to be regarded as costly, especially on a computer which performs vector operations efficiently.
To describe our implicit implementation of Broyden's second update, we first note that this update is most conveniently written in the form of an inverse analogue of (2.1), which is 3. Algorithmic implementation. In implementing each of the three update algorithms described above, the LSODE package was modified so as to perform occasional quasi-Newton updates. In order to describe precisely the algorithm for this, we must first outline the structure and overall algorithm of LSODE, to the extent that this is relevant here.
3.1. The unmodified algorithm. Aside from several auxiliary routines of secondary importance, the structure of LSODE (unmodified) is shown in Fig. 1 , with the dashed line connections ignored. Subroutine LSODE is a driver, and subroutine STODE performs a single step and associated error control. STODE calls PREPJ to evaluate and do an LU factorization of the matrix P, of (1.6), and subsequently calls SOLSY to solve the linear system (1.5). (Recall that P, approximates I-hfloJ(t,, y,).) Both of these routines call LINPACK routines [8] to do the matrix operations. Within STODE, the basic algorithm for step n, in its unmodified form, is as follows"
(1 Any implementation of an updating strategy in LSODE will necessarily have to include rules which decide when to reevaluate J and when to perform an update of P. Within LSODE, at any given step the only feasible measures of the quality of the current P are the following:
(i) The ratio of the current value of h/30 to the value as of the last J evaulation.
(ii) The number of steps taken since the last J evaluation.
(iii) RCC I(hflo),,/(hflo)n-1 II, where (hfl0)k denotes the value of hflo at step k. (h) If J is current, set h hi4 and go to (1') (redo step). Otherwise, set flag to reevaluate J and go to (3) (redo step with the same h). We note that updating is done when either .1 < RCC= <.3 or .1 < DELR -< 1.0 (with m >-2), and that at least two corrections are performed when .2 < RCC =< .3. If DELR =<. 1 and m ->_ 2, then no updating is done regardless of what the other strategies imply. Also, the maximum number of iterations allowed per step in the modification is 5 (compared to 3 in unmodified LSODE) to allow for steps in which the current P is initially somewhat out of date but after several updates are performed should be sufficiently good to complete that step and possibly several more. The structure of step (6') in the above algorithm depends significantly upon the particular updating scheme being employed, following the algorithm given in 2. Further details are given in [2] . 4 . Numerical tests. The algorithms described above, and implemented in modified versions of the LSODE package, were tested on various ODE test problems. In this section we give, for each of four problems, a brief description of the problem, numerical results obtained, and some discussion. Three of the four test problems are obtained from time-dependent partial differential equation (PDE) systems solved by the method of lines. Further details on the problem specifications are available in [2] . All of the tests were done on a Cray-1 computer with the CFT compiler.
The algorithms tested included the unaltered LSODE package (as discussed in 3.1) and versions modified to perform Doolittle and implicit Broyden updates of first and second kinds (as described in 3.2). In addition, an algorithm was tested which uses the modified Newton strategy from the updating algorithms (of 3.2) but which never performs matrix updates. This [16] for comparison tests on this problem.) There are two dependent variables c representing concentrations of O1 and 03 (ozone) in moles/cm3, which vary with altitude z and horizontal position x, both in km, with 0 -< x =< 20, 30 <= z -< 50, and with time in sec, 0= < t_-<86,400 (one day). These obey a pair of coupled reaction-diffusion equations" (all k) and similarly on The boundary conditions are simulated by taking Co,k C2,k the other boundary segments. The size of the ODE system is N 2JK. The variables are indexed first by species, then by x position, and finally by z position. Thus in y=f(t, y), we have Cik=ym, m=i+2(j-1)+2J(k-1).
For these tests, we chose J 20 and K 20 (N 800). The problem is stiff because of the kinetics, and the Jacobian has half-bandwidths ML-MU=2J=40. ( For this test, we chose J 20 and K 20 (N 800). The problem is stiff mainly because of the interaction terms, and the Jacobian has half-bandwidths ML MU 2J 40. A mixed relative/absolute error tolerance was chosen, with and ATOL .
The test results on this problem are given in Table 2 . Here, in all three updating algorithms, the updates seem to have had no beneficial effect, and simply increased the cost. The reason may be that for this problem the step size grows steadily throughout the problem, at a rate which forces reevaluations of both the Jacobian matrix and P every [8] [9] [10] We define b=(bi) by setting u*=(1,...,1) and b=Au*. Then u(t) =u* is an equilibrium solution of the ODE system, to which the solution of the ODE system converges as t--> oo. We chose initial conditions u(0) 1.5 i, and took 0 <-<= 10. The problem is stiff for the parameters chosen. A mixed relative/absolute error tolerance was chosen with RTOL ATOL .
The test results on this problem are given in Table 3 . Here only IMPB1 and IMPB2 were competitive with LSODE, while DOLIT was not. The explanation may be as offered for Problem 2--steadily and rapidly growing step sizes. We have presented three quasi-Newton methods and discussed their application to solving the nonlinear algebraic equations arising in the solution of stiff ODE systems by BDF methods. Our focus has been on the case in which the ODE system is very large and the Jacobian of the system is sparse, and the quasi-Newton methods considered here were chosen because of their potential for exploiting sparsity. This investigation has not been exhaustive. For one thing, the testing of the methods chosen here has been somewhat limited; for another, there are other quasi-Newton methods, as well as variations of those considered here, which might also be appropriate for this setting.
It must be recognized, however, that the area under investigation is broad and largely unexplored. From the point of view of solving algebraic equations, the ODE setting is markedly different from that of a fixed algebraic problem. In particular, it is clear that for best results a great deal of interaction should take place between the ODE integration algorithm (the step and order selection and its various heuristic decision rules) and the algorithm implementing any given quasi-Newton method (and its heuristics). We do not claim to have achieved an optimal merge of the two, but we believe that we have made the most serious attempt to date at doing so.
Our test results show that, for some problems, the combined ODE and quasiNewton algorithms considered here can offer significant improvements over the unmodified algorithm. We found further that, in our tests, the implicit updates by Broyden's second method came the closest to being consistently beneficial (when updates of any kind were beneficial). The Doolittle method and updates based on Broyden's first method usually (but not always) did a poorer job.
The test results also suggest that, for some problems, the quasi-Newton methods studied here may not be capable of reducing the total costs. Specifically, the potential helpfulness of the updates used here seems to be precluded for problems in which the order and step size values vary rather rapidly during the integration. (However, other quasi-Newton updates, which are applicable only in the small-system case, offer hope of dealing effectively with such rapid variations.) The most favorable results with updates seem to occur when the updated values of (0Fn/0yn) -1 (actual or virtual) are as accurate (or produce the same speed of convergence) as those that would be gotten by reevaluating OFn/Oy, from scratch, but are obtained at much lower cost. With the updates considered here, this fortunate situation seems most likely to occur when sizeable numbers of consecutive integration steps are taken over which the step sizes and Jacobian values change only relatively little. In a general purpose solver like LSODE, a natural approach to the design of the algorithm is to try to detect when such conditions hold and when they do not, and attempt to restrict the use of updates in a dynamic way accordingly. This idea has been a guiding principle in our work, but there is certainly more to be done towards that end.
