Abstract
Introduction
In analog TV broadcasting, noise can cause deterioration of video signals before they reach the viewer, while digital TV broadcasting delivers highquality video [1] . A sequence can be subject to noise for several reasons, and noise can be created during scanning, image copying, storage, transmission, image capture, and image display. Due to the intrinsic properties of image transmission and devices, sequences are degraded by several kinds of noise, and the existence of noise in a sequence can greatly influence the accuracy of the outcome. For instance, images may contain noise introduced by image sensors, by loss of information due to noisy transmission channels, or a combination of both. Therefore, the types and amount of noise may be very different from one application to another and robustness against changes in the noise distribution is a valuable property of a noise reduction filter.
In general, two types of well-known noise in video sequences are random noise and impulse noise. Random noise can be created during film exposure and can be represented in terms of its mean and variance values. In contrast, impulse noise can be produced through TV broadcasting due to information loss and can be defined by noise density. Therefore, to improve quality, a noise removal process is important [2] .
It is known that median filters perform better in preserving edge information and removing impulse noise. However, the median filters destroy fine details and produces streaks and blotches in restored images [3] . Moving average filters can smooth random noise, but they cannot suppress impulse noise and also cannot preserve sharp edges of an image [4] . Many edge direction-based deinterlacing algorithms have been previously proposed [5] . Existing deinterlacing algorithms determine the presence of an edge with pixel resolution, which makes them highly sensitive to noise and leads to image degradation [6] . Therefore, noise reduction is an important task in deinterlacing.
In this paper, a proposed fuzzy filter is designed to reduce mixed noise (random and impulse) and to be used in real-time deinterlacing. We first consider noise removal processes followed by deinterlacing algorithms such as the edge based-line average algorithm (ELA) and the spatio-temporal ELA (STELA) algorithm to test the performance of each filter [13, 14] . This paper is organized as follows. Section 2 explains the motivation behind the proposed algorithm. The noise removal process is discussed in Section 3. Section 4 discusses the implementation of the filter in the deinterlacing system. Experimental results and concluding remarks are provided in Sections 5 and 6, respectively.
Motivation for the proposed algorithm
Image enhancement includes smoothing nonimpulse noise, removing impulse noise, and enhancing edges on the input image. Generally, noise smoothing and enhancing edges are inherently opposing processes, because a smoothing window may destroy edges and sharpening an edge may bring unwanted noise [7] . The fuzzy logic approach is being broadly used to mix heuristic rules with conventional algorithms, resulting in a more pliable design paradigm of image enhancement [8, 9] . For example, Russo et al. proposed a block-based noise removing method based on a fuzzy operator. The filter can be applied repeatedly to the image without increasing the blur [10, 11] .
To reduce both the impulse noise and random noise in video deinterlacing, we introduce a two stage fuzzy filter. This filter consists of three blocks as shown in Figure 1 , and they are the weight calculation, removal of impulse or random noise, and direction-based deinterlacing methods, respectively. Figure 2 shows a 2-dimensional window to interpolate the missing pixel value z i,j . Here, x i,j is the pixel with noise and also the input of a 2-dimensional filter. The output of the filter, y m,n , is the pixel without noise which is defined by (1), 
Noise removal process
where ω m,n is the general window function. For a square window of dimension 3×3, the ranges of r and c are -1≤r,c≤1. To reduce random noise and impulse noise, our proposed deinterlacer adopts both a median filter and a moving average filter. Kwan proposed GMED and GMAV methods [12] , and they are defined in (2) and (3) 
where med, mav, and σ m,n represent the median value, moving average value, and the variance value of all the input values x m+r,n+c at discrete indexes (m,n). The parameter ω m+r,n+c is calculated as: 
where µ GMED (=1-µ GMAV ) represents the membership function of GMED fuzzy sets which are defined in (5). 
We define δ as the absolute difference between the gray-level values x m,n and x m+r,n+c , i.e., 
We sort the δ values in increasing order, and let ρ υ be the υ th biggest one among them. We define a fuzzy index fi as:
4. Deinterlacing
Implementation with the ELA algorithm
The most famous scanning rate conversion technique is the ELA method which uses directional correlations between pixels to linearly interpolate a missing line between two adjacent lines in the interlaced signal before displaying [13] . The ELA method is used widely because it requires simple computations and can be easily implemented in hardware.
The ELA method utilizes directional correlation among neighbor pixels to linearly interpolate the missing pixel. A 3×3 window is used as shown in Figure 1 (c). The ELA method can is defined in (8) and (9). 
Though the ELA method performs very well for most images, it is inefficient for images with horizontal edges. Systems based on linear spatial filters often produce jagged artifacts on diagonal lines, whereas systems based on purely temporal filters cause a variety of artifacts when there is motion in the image. Conventional solutions of the above ELA methods are generally based on linear spatio-temporal filters. The pixel z i,j represents the ELA method operated output value. Figure 3 . Spatio-temporal window for direction-based deinterlacing.
Implementation with the STELA algorithm
For measurement of the spatio-temporal correlation of the samples in the window, six directional changes are considered [14] . Figure 3 shows a localized 3D window.
The measurements α, β, γ, φ, χ, and ψ are the intensity changes in the six edge directions. These intensity changes are computed in (10). 
Then, the output of the directional-based algorithm is obtained by (11) and (12), 
Here, Ω is the average value of two samples with a minimum directional change among six α, β, γ, φ, χ, and ψ values. The point z i,j,k represents the STELA method using a deinterlaced pixel. The STELA algorithm provides good performance, can eliminate the blurring effect of bilinear interpolation, and gives both sharp and straight edges.
Simulation results
In this section, experiments which verify the performance of the proposed filter on different noise types (such as impulse noise and random noise) are discussed. To perform the experiments, some MED, TMED, ATMED, MAV, ATMAV, DWMAV1, DWMAV2, and DWMAV3 [12] . We used the following seven CIF test sequences: Akiyo, Flower, Foreman, Mobile, News, Stefan, and Table  Tennis , which we corrupted with fixed percentages of impulse noise and random noise. We used the following percentage: 5%. For a 352×288 image, we then removed every odd vertical line to obtain the 176×288 image. Then, we reconstructed the 352×288 image by interpolating the odd lines with ELA and STELA methods. The peak signal-to-noise ratio (PSNR) results are illustrated in Tables 1-4 . Figures  4(a, b) show the original "Foreman" and "Stefan" images, while Figures 4(c, d) show the results of the noisy "Foreman" and "Stefan" images.
The first experiment shows the actual image corrupted by impulse noise and its filtered results. Figure 5 shows the noisy image "Foreman" with an impulse noise of 5% together with the filtered results of different methods and ELA. The GMED and GMAV combined filter yielded the best result, and the details in the "Foreman" image were preserved well when the proposed algorithm was adopted. In the same manner, we conducted experiments with the ELA method and 5% random noise in the "Stefan" image as shown in Figure 6 , with the STELA method and 5% impulse noise in the "Foreman" image as shown in Figure 7 , and with the STELA method and 5% random noise with the "Stefan" image as shown in Figure 8 . It is well-known that the objective and subjective performances of spatio-temporal methods are better than those of spatial domain-based deinterlacing methods in an area without noise [15] . However, based on the simulation results, we found that when noise probability exists in an image, spatial domain methods yield better performance than methods without temporal information. Furthermore, our proposed filter demonstrates the best objective performance, as assessed by PSNR, compared to the other filters evaluated.
Conclusions
In this paper, we have introduced a new noise removal filter that can remove random noise and impulse noise effectively while preserving details of the video sequence. As shown in the illustrated examples, the performance of the proposed filter is better than that of a median filter or a moving average filter. The proposed filter can be used as a preprocessor for the deinterlacer.
