Consider the polynomial tr (A + tB) m in t for positive hermitian matrices A and B with m ∈ N. The Bessis-Moussa-Villani conjecture (in the equivalent form of Lieb and Seiringer) states that this polynomial has nonnegative coefficients only. We prove that they are at least asymptotically positive, for the nontrivial case of AB = 0. More precisely, we show that the k-th coefficient is positive for all integer m ≥ m 0 , where m 0 depends on A, B and k.
Introduction
Some 30 years ago, Bessis, Moussa and Villani (BMV) conjectured [1] 1 that for any hermitian n × n matrices A and B, the function µ(t) := tr exp(A − tB) with t ∈ R is the Laplace transform of a positive measure on [0, ∞), provided B is positive 2 . Lieb and Seiringer [10] proved that this statement is equivalent to the assertion that, for positive integers m and positive hermitian A and B, the polynomial tr (A + tB) m = k tr S m,k (A, B) t k has nonnegative coefficients only. Here, the Hurwitz product S m,k [6] equals the sum of all words in A and B, containing m − k letters A and k letters B. Although the conjecture is widely expected to be true, there are, by now, only partial results confirming it. Of course, it is true in the obvious cases of commuting A and B, for n = 1 and for k ≤ 2. For n = 2, the statement follows since there is a common basis where A and B have nonnegative entries only [10] . Beyond that, positive results have been obtained for lower m; at present, the conjecture is proven for m ≤ 13 [8, 6] . This relied on two main ideas: First, generally, if the conjecture is given for some (m, k), then it holds for any (m ′ , k ′ ) with m ′ ≤ m, k ′ ≤ k and m ′ − k ′ ≤ m − k [6] . Second, more specifically, Hägele [5] proposed to write S m,k (A, B) -up to some cyclic permutations-as a sum of positive terms. Although not possible for (6, 3) and several other cases [9] , he was able to find such a decomposition for (7, 3) , implying the BMV conjecture for m ≤ 7. More refined methods [8] using computer algebra established the cases (14, 4) and (14, 6), implying the conjecture for m ≤ 13. Recently, it has been shown that the conjecture is always true for k = 4 [3] . Other results show that one may restrict oneself to the case of singular matrices A and B when proving the conjecture inductively [6] . Although the BMV conjecture is still open, it is known that the untraced coefficients S m,k (A, B) need not be positive. The easiest example is S 6,3 (A, B) for appropriate A and B; here, some single words may even have negative trace [7] .
In the present paper we study a different side of the problem. Shifting the focus from (computer) algebra back to analysis, we are going to investigate the behaviour of the terms tr S m,k (A, B) for large instead of small m. Our main result is 3 Theorem 1.1 Let A and B be positive hermitian n × n matrices and k ∈ N.
Then there is some m 0 ∈ N, such that: Let us summarize the main idea of the proof. Since the case AB = 0 is trivial, we may assume AB = 0. Moreover, we may assume that A has unit norm. 4 If now m increases, the k letters B are getting more and more sparsely distributed inside the words in S m,k (A, B). Indeed, most of the terms are of the form A i 1 BA i 2 · · · BA i k+1 with rather large i ι . These words are approximated by (P A BP A ) k , where P A is the hermitian projector lim i→∞ A i . The assertion follows unless tr (P A B) k vanishes. But, then A = 1 n−l ⊕ A ′ and B = 0 n−l ⊕ B ′ for some positive hermitian l × l matrices A ′ , B ′ with 0 < l < n, such that the proof follows inductively. Unfortunately, the dependence of m 0 on A and B is crucial for our proof of the theorem. Therefore, the full BMV conjecture does not follow directly from the theorem above. Nevertheless, some (admittedly, simple) numerical simulations indicate further structures in the sequence of tr S m,k (A, B) for general k. To see them, we should first factor out the trivial dependencies. In fact, observe that otherwise this term (in general) diverges; we have, e.g., tr S m,k (κ1, λ1) = nκ m−k λ k m k . Thus, we will study the normalized quotient
as the BMV conjecture is now equivalent to q m,k (A, B) ≥ 0 for all positive hermitian matrices A and B having norm 1. Since the theorem above tells us that q m,k (A, B) > 0 for sufficiently large m, the BMV conjecture would now follow if one could establish Conjecture 1.2 Let A and B be positive hermitian n × n matrices with AB = 0. Then, for any fixed k ∈ N, the sequence
Despite to the mentioned numerical hints, we have not been able to prove this conjecture analytically. Nevertheless, we have been able to deduce further properties of q m,k (A, B) for large m and general k: 
, we may assume d = 0, i.e., AB < 1. Moreover, by Theorem 1.1, we may assume that k and m − k are not too small. Now, the typical element among the S m,k (A, B) terms contains a higher and higher number of subwords AB. The norm estimate AB < 1 implies that q m,k (A, B), hence, the average contribution of a word to S m,k (A, B) is getting arbitrarily small. Our paper is organized as follows: First, for completion, we collect some simple properties of normalized positive hermitian matrices. Then we use combinatorial methods to the calculate the number of words in A and B containing the subword AB a certain number of times, and derive estimates for these figures. In Section 4, we prove the estimates announced in the theorems above. Finally, in Appendix A, we derive the Euler-Lagrange equations in a slightly more abstract way than in [6] and extend these results to several norms.
Some Algebra
In this section we review the asymptotic behaviour of powers of positive hermitian matrices as well as of their products. Most importantly, we will recall that A i for unit-norm matrices A always tends to the projector 5 onto the highest eigenspace (i.e., for the eigenvalue 1); powers of matrix products converge to projectors to common highest eigenspaces. Moreover, we derive some norm and trace estimates as well as some criteria for the product of two matrices to vanish.
Power Limits
Definition 2.1 For any n × n matrix A, define P A := lim i→∞ A i , if the limit exists.
Obviously, we have P 1 = 1 and P 0 = 0. 5 Throughout the whole paper, any projector is assumed to be a hermitian projector. Lemma 2.1 Let A be any n × n matrix, such that P A exists. Then we have:
• P A is idempotent;
, where x ∈ C n ; • P U −1 AU exists for any invertible n × n matrix U , and it equals U −1 P A U .
The final statement implies that we often may restrict ourselves to the case of diagonal A, as long as we investigate P A for hermitian A.
Proof We have
The remaining assertions are obvious. qed Definition 2.2 Let A be any n × n matrix. Then I λ (A) denotes its eigenspace in C n for the eigenvalue λ.
Lemma 2.2 If
A is hermitian with A ≤ 1 and if −1 is not in the spectrum of A, then P A exists and is a projector. Moreover, im P A = I 1 (A).
Proof Consider A in diagonal form and use Lemma 2.1. qed Lemma 2.3 Let A 1 be an n 1 × n 1 matrix and A 2 be an n 2 × n 2 matrix, such that P A 1 and P A 2 exist. Then P A 1 ⊕A 2 exists and equals
Phone Matrices
Definition 2.3 A matrix A is called n-phone iff A is a positive, hermitian n × n matrix whose largest eigenvalue is 1.
Recall that the norm of a positive hermitian matrix coincides with its largest eigenvalue.
Lemma 2.4 Any nonzero projector is an n-phone matrix.
Lemma 2.5 For any k ∈ N and any n-phone matrix A, we have
Occasionally, we will decompose matrices into direct sums of matrices. When we simply state that some matrix B equals B 1 ⊕ B 2 , then we tacitly assume that there is some decomposition of
Furthermore, note that whenever we decompose several matrices into direct sums, we will always assume that all these matrices are decomposed w.r.t. one and the same decomposition of C n .
Lemma 2.6
Let A be an n-phone matrix and let
Then there is some 0 ≤ α < 1 and some l-phone matrix A ′ , such that A equals 1 n−l ⊕ αA ′ . Moreover, we have l > 0, unless A = 1 n , and l < n.
Proof • If l = n, then P A = 0 n , whence I 1 (A) = 0 by Lemma 2.2, i.e., A < 1.
• If l = 0, we have P A = 1 n , i.e., I 1 (A) = I 1 (P A ) = n and, therefore, A = 1 n .
with positive hermitian matrices F (of size n − l) and H (of size l). From P A A = P A , we derive F = 1 and G = 0,
we have P H = 0 l , whence H < 1, again by Lemma 2.2. Now, define α := H and
qed Corollary 2.7 For any n-phone matrix A, we have A − P A < 1.
Shared Eigenspaces
Lemma 2.8 Let A 1 , . . . , A N be n-phone matrices and let x ∈ C n . Then
Proof We may assume that x = 0. Moreover, the ⇐= direction is trivial. We now prove the =⇒ statement by induction. Let N = 1 and denote shortly A := A 1 . Then there is a unitary U , such that D := U AU * is diagonal. Setting y := U x, we have
Next, let N > 1 and assume the assertion to be proven for N − 1. We now have
From the induction beginning, we get A N x = x as well. qed Corollary 2.9 For any n-phone matrices A 1 , . . . , A N we have
• Trivial. qed Corollary 2.10 For any n-phone matrices A 1 , . . . , A N we have
Corollary 2.11 Let A 1 , . . . , A N be n-phone matrices. Then we have:
, then, by Corollary 2.9, there is some nonzero x ∈ C n , such that A i x = x for all i. This means, A 1 · · · A N x = x and thus P A 1 ···A N x = x. qed Lemma 2.12 For any n-phone matrices A 1 , . . . , A N we have:
Proof Denote I 1 (A 1 · · · A N ) ⊆ C n shortly by X. By Corollary 2.9, each A i is the identity when restricted to X. Since each A i is hermitian, X ⊥ is preserved by each A i . 6 Hence, we may decompose each
and each A ′ i would be n-phone. Since, however, by construction and by Corollary 2.9,
, as shown in Corollary 2.11. Consequently, by Corollary 2.10, A ′ 1 · · · A ′ N = 1. Obviously, we have P 1 X = 1 X , such that, by Lemma 2.3,
Norms and Traces
Lemma 2.14 Let A, B be n-phone matrices. Then
Proof Let D be the n-phone matrix with B = D 2 . Then
qed Corollary 2.15 Let A, B be n-phone matrices. Then ABA = 0 implies AB i A = 0 for any i ∈ N + .
Proof We have 0 = ABA ≥ AB i A ≥ 0 by Lemma 2.14. qed
Lemma
If B is even a projector P , then
Proof Since BAB = B * AB is hermitian and positive, we have (BAB) k = BAB k for any k ∈ N. Now observe that
since A = 1 = B and, similarly,
since P 2 = P and P = 1. qed Proposition 2.17 Let A and B be n-phone matrices, and let k ∈ N + . Then
Proof Let C be an n-phone matrix with A = C 2 .
• First of all, let tr (AB) k = 0 for some k ∈ N + . Since
and since CBC is positive hermitian, we have 7 CBC = 0 and ABA = 0. 18 Let A and B be n-phone matrices. Then AB = 0 iff there is some 0 < l < n, some l-phone matrix A ′ and some (n − l)-phone matrix B ′ , such that
Note again, the splitting above means that there is a basis of C n , such that A and B can be simultaneously splitted in the way given above.
Proof If A and B can be split in the given way, then AB obviously vanishes. The other way round, AB = 0 implies BA = 0, hence AB = BA, whence A and B can be diagonalized simultaneously. Now, the statement is trivial. qed Lemma 2.19 Let k ∈ N + , and let A and B be n-phone matrices. Then we have tr (P A B) k = 0 iff there are 0 ≤ α < 1, 0 < l < n and l-phone matrices A ′ and B ′ with A = 1 n−l ⊕ αA Proof By Proposition 2.17, tr (P A B) k = 0 is equivalent to P A B = 0. Analogously to the proof of Lemma 2.18, we see that, for P A B = 0, there is a decomposition
for some l-phone matrix B ′ . Since P A = 1 by P A B = 0, we have 0 < l < n. Now the implication follows from Lemma 2.6. The other direction is trivial. qed
Some Combinatorics
The ultimate goal of this article is to derive asymptotic properties of tr S m,k (A, B). Recall that S m,k (A, B) equals the sum of all products of matrices where m − k factors equal A and k factors equal B. The trace of such a single product significantly depends on its "factor pattern". For instance, if the substring AB appears l times in the matrix product, then the trace of the full product cannot exceed n AB l . To finally estimate the sum of all these product traces, we need estimates how frequently this pattern appears. This now is a purely combinatorial problem for words in two letters. To avoid confusion we will denote the letters by a and b, and return to A and B only later. Let, moreover, 0 ≤ k ≤ m be integers and denote the set of all words containing exactly m − k letters a and k letters b by W m,k .
Counting
Proposition 3.1 Denote by C m,k,s ⊆ W m,k the set of words containing exactly s times the subword ab. Then we have
Here, we used the convention that
Proof Let w ∈ C m,k,s be a word with exactly s subwords ab. Then
for appropriate i ι , j ι ≥ 1, ι = 1, . . . , s, and j 0 , i s+1 ≥ 0 with i 1 + . . . + i s+1 = m − k and j 0 + . . . + j s = k. Obviously, it is sufficient to prove that there are exactly 
Proof 1. This follows directly from the proof of Proposition 3.1. In fact, let
Since j 0 + . . . + j k = k and j 1 , . . . , j k > 0, we have j 0 = 0 and j 1 = . . . = j k = 1. 2. One easily checks that ξ :
Estimates
We will need estimates on how the number of words changes in the event of having a fixed amount of letters less and how often there are subwords ab. In the first simple lemma, we will see that the (relative) decrease of the word number for dropping a finite number of letters a is arbitrarily small provided we had started with a occurring sufficiently often. In the second lemma, we show that -again for a occurring sufficiently often, i.e., for large mthe (relative) number of words containing less than k subwords ab can be made arbitrarily small. Or, in other words, if one of the k letters b appears then it appears "lonely", i.e., b 2 or higher powers typically do not appear.
Proof Use 
Proof Observe that for 0 ≤ s ≤ S ≤ k, m − k and for m as in the lemma
Using the abbreviation d s := m−k s k s for all s ∈ N, one immediately checks that
As just seen above, the prefactor is always smaller than ε < 1, whence we get
Proofs of the Main Theorems 4.1 Growing m and Fixed k
There are two main steps in the study of the asymptotics of tr S m,k (A, B) for growing m while k is fixed: First, we estimate how fast the products A l 1 B · · · A l k B do approach (P A B) k depending on the minimal L of all l i . Second, the longer the words are (i.e., for growing m) all other words (i.e., those with l i < L or having substrings b 2 ) get less frequent for fixed L. This allows us to estimate how fast tr S m,k (A, B)/tr S m,k (1, 1) approaches tr (P A B) k /n and, finally, to prove Theorem 1.1.
Lemma 4.1 For any n-phone matrices A and B and for any integers
Proof Observe that for any n × n matrices X 1 , . . . , X k and X, we have (see Lemma C.1)
qed In Section 3, we studied words in the two letters a and b. We now define W to be the homomorphism from W m,k to the n × n matrices, whereas W (a) := A and W (b) := B. It is now clear that, e.g., S m,k (A, B) = w∈W m,k W (w).
Proposition 4.2 Let
A and B be n-phone matrices, and let k ∈ N and ε ∈ (0, 1) be fixed. Choose now some L ∈ N + , such that
Then, for any m ∈ N with
Observe that tr (P A B) k is always nonnegative.
Proof First observe, that
by Lemma 4.1 and |tr C| ≤ n C for any matrix C, whence
qed Theorem 1.1 is now a corollary:
We may assume that A and B are n-phone matrices and that k = 0. We proceed partially by induction. The case of n = 1 is trivial as well as the case AB = 0. Let now n > 1 and AB = 0.
• Assume first that tr (P A B) k > 0. Then there are L > 0 and ε ∈ (0, 1) with
The assertion follows, since tr (P A B) k > 0 implies P A BP A = 0, whence AB = 0.
• Assume now that tr (P A B) k = 0. Then, by Lemma 2.19, we find some 0 ≤ α < 1 and some l-phone matrices A ′ and B ′ with 0 < l < n, such that
Since 0 = AB = 0 n−l ⊕ αA ′ B ′ , we have α = 0 and A ′ B ′ = 0 l . Together with
by Lemma 4.3 and k > 0, this implies the assertion by induction. qed Lemma 4.3 Let A i and B i be hermitian n i × n i matrices with n i ∈ N for i = 1, 2. Then
for all m, k ∈ N and α, β ∈ C.
Proof Obvious. 
Growing m and Not-too-small k
If ab appears S times in a word in W m,k , then the corresponding matrix product has at most norm AB S . For growing m, the typical number of alternations between a and b in a word indeed increases; in particular, it passes the threshold S sooner or later. Therefore, the normalized trace of S m,k (A, B) can be estimated by AB S up to some ε. 
Proof First observe that |tr W (w)| ≤ n W (w) ≤ n AB S for any w ∈ D m,k,s with s ≥ S. Now, we simply decompose all elements of W m,k into two sets: one consisting of all elements containing less then S subwords ab and the other one consisting of all elements with at least S subwords ab. We get 
Proof First of all, let us find k 0 and m ′ 0 , such that tr
• Assume first AB < 1, i.e., I 1 (AB) = 0 by Corollary 2.10. Choose some integer k 0 , such that
and some m ′ 0 ∈ N, such that
• Assume now AB = 1. According to Lemma 2.12, we may decompose A and B into A = A ′ ⊕ 1 l and B = B ′ ⊕ 1 l with A ′ B ′ < 1 for l := dim I 1 (AB). Using Lemma 4.3, we have
is positive and hermitian for any C = U DU * with D being diagonal and real. In fact, the product of diagonal positive and hermitian matrices has these properties again. If now A and B are nonzero and again extremal for tr S m,k among n-phone matrices, then
Since S m−1,k (A, B) and A commute as seen above and are hermitian, we get
from Lemma B.2. Similarly, we can derive
Altogether we have Proposition A.1 If 0 < k < m and if tr S m,k is extremal at (A, B) for the positive hermitian matrices having unit p-norm with 1 ≤ p < ∞, then
The case p = 2 has already been derived by Hillar in [6] . There, the norm equals the Frobenius norm. The case p = ∞, i.e., the supnorm case, can be dealt with as for p < ∞ as far as we derive that A and S Proof If A and S are already diagonal, then the assertion is trivial. In fact, letting D be the matrix having just a single nonzero entry at position (i, i), the trace equation above means that the (i, i) component of (SA tr A L − A L tr SA) vanishes. Since the off-diagonal elements are zero anyway, we get the assertion.
In the general case observe that
reduces this case to the first one. qed C Simple, But Useful Identity Lemma C.1 For any n × n matrices X i and X, we have
Proof For k = 1, we have X 1 = X 1 + X 0 (X 1 − X). For k > 1, we have by induction
qed
