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Abstract
We have developed new methods to integrate e/ciently reaction–di%usion parabolic problems with non-
linear reaction terms. In order to obtain uniform and unconditional convergence, such methods combine the
advantages of alternating direction methods, the additive Runge–Kutta methods designed by Cooper and Sayfy
for nonlinear Sti% problems as well as the use of Shishkin meshes in the singularly perturbed case. The re-
sulting algorithms are only linearly implicit and they have the same order of computational complexity, per
time step, that any explicit method. We show some numerical experiences which illustrate the good properties
of our schemes predicted by the theoretical results.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we introduce new e/cient numerical methods to integrate evolutionary reaction–
di%usion problems, with nonlinear reaction terms, modeled by an initial-boundary value problem of
type
9u
9t (x; t)− d(x; t):u(x; t) + r(x; t; u) = f(x; t); in  × [t0; T ];
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u(x; t0) = u0(x); in ;
Bu(x; t) = g9(x; t); in 9 × [t0; T ]; (1)
with x ≡ (x1; x2);  ⊆ R2 and where B denotes the boundary condition considered (Dirichlet, New-
man or mixed). We will assume that the di%usion coe/cient veriJes d(x; t)¿ Kd¿ 0 and that it
is su/ciently smooth, as well as the reaction term r(x; t; u). We will assume also enough smooth-
ness and compatibility requirements on the source term and the initial and boundary conditions
(f(x; t); u0(x) and g9(x; t), respectively) in such way that the solution u(x; t) of (1) is su/ciently
regular.
It is common to impose additional restrictions on the reaction term in order to have a max-
imum principle in problem (1), specially in the case that this term dominates with respect to
the di%usion term (singularly perturbed problem). In [13] the condition r(x; t; u) = c(x; t; u)u with
c(x; t; u)¿ Kc¿ 0 is imposed in a one-dimensional nonlinear stationary problem of di%usion–reaction
type. In [12] 9r=9u(x; t; u)¿ Kr1¿ 0 is considered for a two-dimensional singularly perturbed elliptic
problem whose boundary layer behaviour is similar to the classical linear di%usion–reaction terms.
Any of these conditions ensure a suitable bound for the maximum norm of the solution independently
of the size of the di%usion coe/cient and also for its time derivatives if the data are su/ciently
smooth and compatible. We will assume this uniform behaviour for the solution and its time deriva-
tives up to order p + 1, where p is an integer related to the order of consistency of the time
integrator to use. In the singularly perturbed case ( Kd Kc or Kd Kr1) the solution of (1) is not globally
smooth appearing a boundary layer close to the boundary 9 × [t0; T ], whose width depends on
the size of the singular perturbation parameter ( Kd= Kc or Kd= Kr1), where the solution may vary rapidly
in space.
In order to construct numerical methods for evolution problems, it is classical to consider a Jrst
stage of semidiscretization for the spatial variables by using, for example, Jnite di%erences or Jnite
elements. The application of these techniques reduces the initial problem to a (one parameter) family
of sti% problems, which can be written in the form
U ′h(t)− dh(t)hUh(t) + rh(t; Uh(t)) = fh(t);
Uh(t0) = U0h: (2)
Here, the parameter h is the size of the mesh used to discretize the spatial domain  and Uh(t)
will be semidiscrete approximations of u(t) deJned in a Jnite-dimensional space Vh. If we use Jnite
di%erences for the space semidiscretization, Uh(t) are approximations to u(t) in the mesh nodes of
h and, if we consider standard Jnite elements (see [11,17]) Uh(t) are, for each value of t, piecewise
polynomial functions.
In the singularly perturbed case, the behaviour of the solution in the boundary layer region causes
that standard discretization methods will give unaccurate solution unless very Jne meshes are used
to discretize in space. In this case it is convenient to invoke to better discretization techniques which
can provide reasonable approaches with a computational cost which is essentially independent of
the size of the singular perturbation parameter (uniformly convergent methods). In [12], a simpler
case of this type of problems (stationary and one dimensional) is considered; the authors prove in
this paper that there is not a uniformly convergent method for such problems if a uniform mesh
is used to discretize them; therefore, they propose the central di%erence method on a piecewise
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uniform mesh as one of the simplest ways to resolve numerically such problems (see [13]); also
they call over the advantages of using Shishkin meshes instead of exponentially Jtted methods be-
cause the Jtted factor depends on the solution. In this paper we will show that the combination of
these piecewise uniform meshes and a suitable linearly implicit alternating direction method pro-
vides a numerical algorithm with high e/ciency which, besides, preserves the uniform convergence
property.
Henceforth, we denote by C any constant independent of the size of parameters ; h and Kd; also
we assume that the spatial semidiscretization process is uniformly convergent of order q, i.e.,
‖hu(t)− Uh(t)‖h6Chq; (3)
where h are restrictions to the mesh nodes, if we use Jnite di%erences, or projections, if Jnite
elements were used for the spatial semidiscretization and ‖ · ‖h denotes a suitable norm in the
Jnite-dimensional space Vh. In the last section we show some numerical tests where we use central
di%erences on rectangular meshes to discretize the spatial variables. Such meshes are chosen uniform
if we consider a nonsingularly perturbed problem, or the size of the mesh h is small enough with
respect to Kd, and they are chosen piecewise uniform, concentrating points near the boundary in
the case of considering singularly perturbed problems and coarse meshes. In [6] it is proven that
this semidiscretization technique is convergent, in the maximum norm, of order 2 for nonsingularly
perturbed problems if a uniform mesh is used and it is uniformly convergent of order 1 if some
Shiskhin meshes, typical for linear reaction–di%usion problems, are used.
A time integration of the sti% family (2) by using suitable numerical methods will give the
numerical algorithm for (1). It is well known that the classical integration methods for ordinary
di%erential equations, for example Runge–Kutta methods, provide algorithms which have a high
computational cost when they are used to integrate (2). For example, if the numerical integration
is realized with explicit methods, the computational cost per time step is low but the stability is
preserved only by imposing strong limitations between the time step  and the mesh size h; in this
way, for small mesh sizes the integration in time is very slow. On the contrary, if we carry out the
numerical integration by using classical implicit methods with suitable absolute stability properties,
we obtain unconditionally convergent methods, i.e., there are no limitations between h and  to get
the convergence, but the computational cost per time step is very large because the resolution at
each time level involves one or several nonlinear systems.
In order to avoid these drawbacks, which are typical for nonlinear sti% systems, Cooper and
Sayfy propose in [9,10] the use of special linearly implicit methods that they named additive Runge–
Kutta; these methods preserve some stability properties similar to the stability of the perturbed linear
di%erential equations. An additive RK method of this type applied to (2) permits us to obtain the
following totally discrete scheme (see [14]):
U 0h = Uh0;
Um; ih = U
m
h + 
i∑
j=1
a1ij(Lh(tm; j)U
m;j
h + fh(tm; j)) + 
i−1∑
j=1
a2ijgh(tm; j; U
m;j
h ); ∀i = 1; : : : ; s;
Um+1h = U
m
h + 
s∑
i=1
b1i (Lh(tm; i)U
m;i
h + fh(tm; i)) + 
s∑
i=1
b2i gh(tm; i; U
m; i
h ); (4)
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where tm; i=(m+ci); U
m; i
h are called stages of the method which can be considered as approximations
to the solution at the intermediate times tm; i and Um+1h are numerical approximations to the solution
in the time tm+1. We can think that in (4) there are two overlapped RK methods involved, the Jrst
of them being
c A1
(b1)T
with c =


c1
c2
...
cs


; A1 =


a111 0 : : : 0
a121 a
1
22
. . . 0
...
...
. . .
...
a1s1 a
1
s2 : : : a
1
ss


and b1 =


b11
b12
...
b1s


which is semi-implicit and A-stable, and the second one
c A2
(b2)T
with A2 =


0 0 : : : 0 0
a221 0 : : : 0 0
...
...
. . .
...
...
a2s1 a
2
s2 : : : a
2
s; s−1 0

 and b
2 =


b21
b22
...
b2s


which is explicit 1 , in such a way that the Jrst method deJnes the contribution to the numerical
solution of the linear nonhomogeneous term Lh(t)Uh(t)+fh(t) ≡ dh(t)hUh(t)− kh(t)Uh(t)+fh(t)
and the second one deJnes the inPuence of the nonlinear perturbation gh(t; Uh(t)) which appears in
rh(t; Uh(t)) = kh(t)Uh(t)− gh(t; Uh(t)).
This idea can be improved if (2) comes from the discretization in space of a multidimensional
problem. In such a case, the computational cost per time step of this linearly implicit method is still
higher than the cost of using an explicit method. For example, if we consider central di%erences on
a rectangular mesh, the computation of each stage Um;ih requires the resolution of a linear system
whose matrix of coe/cients is block tridiagonal. Therefore, if direct methods were used to solve
we would face a classical Jll-in problem. If we chose classical iterative methods instead of direct
methods, then we would have to perform a high number of iterations if Jne meshes were used.
The alternative to avoid these expensive systems, which we propose here, consists of using frac-
tional step Runge–Kutta methods (abbreviated as FSRK), which generalize the classical alternating
direction methods (see [14,18]), instead of a semi-implicit RK method. In this way, we obtain the
following scheme:
U 0h = Uh0;
Um; ih = U
m
h + 
i∑
j=1
akjij (Lkjh(tm; j)U
m;j
h + fkjh(tm; j)) + 
i−1∑
j=1
a3ijgh(tm; j; U
m;j
h ); ∀i = 1; : : : ; s;
Um+1h = U
m
h + 
2∑
k=1
bkii (Lkih(tm; i)U
m;i
h + fkih(tm; i)) + 
s∑
i=1
b3i gh(tm; i; U
m; i
h ); (5)
1 We have used the classical Butcher’s table notation, to organize the coe/cients of these standard RK methods.
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with ki ∈{1; 2} for all i = 1; : : : ; s and where Lih(t) ≡ dih(t)!2xi − kih(t); (
∑2
i=1 dih(t)!
2
xi = dh(t)h
and
∑2
i=1 kih(t) = kh(t)). In these algorithms each stage U
m;i
h is computed by resolving a system of
the form (I − akiii Lkih(tm; i)) Um;i = Fm;i where Fm;i is computed explicitly from the data and the
previous stages. This system can be resolved more e/ciently than (4) if the structure of operators
Lih is simpler than the structure of dh(t)h. For example, in the case of using central di%erences
on a rectangular mesh these systems are only tridiagonal; therefore, they can be solved with a
computational cost of order O(N ) being N the number of points of the spatial mesh. This property
ensures that this implicit method behaves like an explicit method if we look at the computational
cost of each time step and, besides, it preserves some absolute stability properties typical of the
implicit methods which make that the totally discrete scheme (5) is unconditionally convergent, i.e.,
there is no need to impose restrictions in the size of , with respect to h, to obtain the convergence
for our schemes.
2. Stability and convergence
The analysis of the stability requires the use of powerful weapons developed in the context of
holomorphic functional calculus in several variables. In order to consider these advances, we will
rewrite in a compact form the scheme (5) by introducing the following tensorial notation: given M ≡
(mij)∈Rs×s and v ≡ (vi)∈Rs we denote KM ≡ (mijIVh)∈V s×sh and Kv ≡ (viIVh)∈V sh , respectively, and
we group the stages Um;jh for j= 1; : : : ; s, the evaluations of fih(t), gh(t; U
m
h ) and Lih(t), for i= 1; 2
and m= 1; 2; : : :, in the form
U˜mh = (U
m;1
h ; : : : ; U
m;s
h )
T ∈V sh ;
Fmih = (fih(tm;1); : : : ; fih(tm;s))
T ∈V sh ;
Gˆmh (U˜
m
h ) = (gh(tm;1; U
m;1
h ); : : : ; gh(tm;s; U
m;s
h ))
T ∈V sh ;
Lˆmih = diag(Lih(tm;1); Lih(tm;2); : : : ; Lih(tm;s))∈L(Vh; Vh)s×s:
Using these notations, scheme (5) can be rewritten shortly as(
KI − 
2∑
i=1
AiLˆmih
)
U˜mh = KeU
m
h + 
2∑
i=1
AiFmih + A3Gˆ
m
h (U˜
m
h );
Um+1h =U
m
h +:t
2∑
i=1
( Kbi)T(LˆmihU˜
m
h + F
m
ih) + ( Kb3)
TGˆmh (U˜
m
h );
where Ai = (aijk)∈Rs×s and bi = (bij)∈Rs are Jlled with zeros for i = 1; 2; 3.
In [3] several interesting situations are studied using this structure. In a general operational context
it is proven for maximal and monotone operators {L1h(t); L2h(t)}, that the operator ( KI−
∑2
i=1A
iLˆmih)
is invertible and its inverse is bounded uniformly in  and h. The same reasoning performed in [3]
can be considered to obtain uniform bounds in the maximum norm if operators {L1h(t); L2h(t)}
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preserve the maximum discrete principle, thus, we can rewrite the last scheme as
Um+1h = R˜(Lˆ
m
1h; Lˆ
m
2h)U
m
h + S˜(Lˆ
m
1h; Lˆ
m
2h; F
m
1h;  F
m
2h) + T˜ (Lˆ
m
1h; Lˆ
m
2h; Gˆ
m
h (U˜
m
h )); (6)
where
R˜(Lˆm1h; Lˆ
m
2h) = KI +
2∑
i=1
(bi)TLˆmih

 KI − 2∑
j=1
AjLˆmjh


−1
Ke; (7)
is the transition operator,
S˜(Lˆm1h; Lˆ
m
2h; F
m
1h; F
m
2h) = 
2∑
i=1
(bi)T

Fmih + Lˆmih

 KI −  2∑
j=1
AjLˆmjh


−1(

2∑
k=1
AkFmkh
) (8)
is the contribution of the source terms and
T˜ (Lˆm1h; Lˆ
m
2h; Gˆ
m
h (U˜
m
h )) = 
2∑
i=1
(bi)TLˆmih

 KI −  2∑
j=1
AjLˆmjh


−1
A3Gˆmh (U˜
m
h ) + (b3)
TGˆmh (U˜
m
h )
(9)
is the contribution of the nonlinear term gh(t; Umh ).
To analyze the existence of a unique solution bounded independently of h and  of the totally
discrete scheme (5) we will study the contributions of the last three operators separately. Note that if
gh(t; Umh ) ≡ 0 the last scheme is reduced to a classical fractionary step scheme for a linear evolution
problem where the third part
c A3
(b3)T
does not play a role. This linear case has been deeply studied
in [3] where it is proven a general theorem which can be reduced for this particular case to the
following one.
Theorem 2.1. Let (c;A1; b1;A2; b2) be a FSRK method such as all of its stages are implicit 2 and
satises the following A-stability property:
|R(z1; z2)|6 1; ∀z1; z2 ∈C such that Re(z1)6 0 and Re(z2)6 0;
being R(z1; z2) = 1 +
∑2
i=1(b
i)Tzi(I −
∑2
j=1A
jzi)−1e and let {L1h(t); L2h(t)} be a linear maximal
coercive system of operators satisfying:
(a) for each t ∈ [0; T ] the system of operators {L1h(t); L2h(t)} is commutative,
(b) there exists M , a constant independent of h, such that
‖dh(t′)v− dh(t)v‖h6 |t − t′|M‖dh(t)v‖h; ∀t; t′ ∈ [0; T ] and
‖kh(t′)v− kh(t)v‖h6 |t − t′|M‖kh(t)v‖h; ∀t; t′ ∈ [0; T ]:
2 In [3,4] there are (more complicated) variants of this theorem for FSRK methods which have an explicit Jrst stage.
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Then there exists a constant -, independent of ; h and Kd, such that
‖R˜(Lˆm1h; Lˆm2h)‖h6 e-; (10)
is veried.
The constant - which appears in the last bound, is usually positive but small, independent of Kd; 
and h and it can even reach negative values if the time variations of dh(t) and kh(t) are su/ciently
small and the FSRK method is strongly A-stable. In this case the contractive behaviour of the exact
solution is also preserved in the numerical integration. This property permits to use schemes of type
(5) to approach numerically the solution of a stationary problem −L(x)u(x) + r(x; u(x)) =f(x), in
, as the asymptotic case of (2). In this case, scheme (5) can be considered as an e/cient iterative
technique to solve the nonlinear system −Lh(x)uh(x) + rh(x; uh(x)) = fh(x), in h. Result (10) is
obtained, in [3], in a Hilbert space framework; similar stability results are obtained in [15] in a
Banach space context which includes the maximum norm.
By using a similar study, it is proven in [3] that
‖S˜(Lˆm1h; Lˆm2h; Fm1h; Fm2h)‖h6C
2∑
i=1
‖Fmih‖h (11)
under similar assumptions ( KA-stability) on the coe/cients of FSRK method and, Jnally, in [4] the
following result is proven:
Theorem 2.2. Let (5) be a linearly implicit A-stable method which has all its stages implicit.
(i) If we use such method to integrate in time the nonlinear parabolic problem (2) where the
nonlinear part gh(t; Uh) satises
‖gh(t; Uh)− gh(t; Vh)‖h6L‖Uh − Vh‖h; (12)
then it holds that
‖T˜ (Lˆm1h; Lˆm2h; Gˆmh (U˜mh ))‖h6C
(
‖Umh ‖h + 
2∑
i=1
‖Fmih‖h
)
(13)
and
‖T˜ (Lˆm1h; Lˆm2h; Gˆmh (U˜mh ))− T˜ (Lˆm1h; Lˆm2h; Gˆmh (V˜ mh ))‖h6C‖Umh − Vmh ‖h: (14)
(ii) If we use such method to integrate in time the nonlinear parabolic problem (2) where the
nonlinear part gh(t; Uh) is a continously di<erentiable mapping with respect to Uh then the bounds
(13) and (14) are also obtained with constants C which may depend of the sizes of Umh ; V
m
h and
Fmih ∀i = 1; : : : ; n.
Remark 2.1. In order to reduce the contribution of the nonlinear term as much as possible, it is
convenient to decompose the nonlinear reaction term rh(t; Uh), at each time step, in the form
rh(t; Uh) = rh(tm; Umh ) + Kh(Uh − Umh ) + gh(t; Uh)
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where typically Kh is the diagonal Jacobian matrix 9rh=9Uh evaluated at Uh ≡ Umh . Besides, as
we have assumed enough smoothness on the reaction term r(t; u(t)), we will have that gh(t; Uh) =
O‖(Uh − Umh )2‖ and therefore ‖gh(t; Uh)− gh(t; Vh)‖h6L‖Uh − Vh‖h, where L is a local Lipschitz
constant. Using this property, and the same reasonings used to prove Theorem 2.2, bounds (13) and
(14) can also be obtained in this case where, besides, the constants C will be small for small values
of .
Bounds (13) and (14) can also be obtained for some FSRK methods with a Jrst explicit stage (see
[4]). By using bounds (10), (11) and (13) we deduce the existence and uniqueness of the solution
of the totally discrete scheme (5).
We say that such scheme is consistent of order p if
‖Uh(tm)− Uˆmh ‖h6Cp+1; (15)
where Uˆmh is obtained by giving one step with the totally discrete scheme, taking as starting point
Um−1h = hu(tm−1).
Finally, to perform the study of the convergence of the totally discrete scheme (5), we deJne the
global error associated to it, in the time tm, as Emh =h u(tm)−Umh , and we say that the discretization
is uniformly convergent of order p in time and order q in space, if
‖Emh ‖h6C(hq + p): (16)
It is easy to deduce (16) for our scheme if we consider a spatial semidiscretization which converges
with order q (i.e. it veriJes (3)) and we use a time integration scheme which is consistent of order
p (i.e. it veriJes (15)) and the stability bounds (10), (11) and (14) are veriJed. To prove it we
split, somehow, the contributions to the global error of the spatial and time discretization procedures
by using the intermediate approximations Uh(tm) and Uˆmh in the following form:
‖Emh ‖h6 ‖hu(tm)− Uh(tm)‖h + ‖Uh(tm)− Uˆmh ‖h + ‖Uˆmh − Umh ‖h;
by applying (3) and (15) we obtain
‖Emh ‖h6Chq + Cp+1 + ‖Uˆmh − Umh ‖h;
and using the developments (6)–(9) we obtain the following bound for the third addend:
‖Uˆmh − Umh ‖h6 ‖R˜(Lˆm1h; Lˆm2h)‖h‖hu(tm−1)− Uh(tm−1)‖h
+ ‖T˜ (Lˆm1h; Lˆm2h; Gˆmh (hu(tm−1)))− T˜ (Lˆm1h; Lˆm2h; Gˆmh (Um−1h ))‖h:
Using now (10) and (13) we deduce the following recurrent bound for the norm of the global error
‖Emh ‖h6Chq + Cp+1 + (e-  + C)‖Em−1h ‖h:
From this recurrence it is immediate to conclude (16).
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3. Numerical results
In this section we present three numerical tests in order to show the numerical behaviour of this
type of schemes. In all cases, the totally discrete schemes are obtained by combining the following
second-order A-stable FSRK method 3
0 0 0 0
1
2 0
1
2
1
2 0
1
2 0
1 0 1 0 12 0
1
2 0 1 0
1 0 1 0 12 0
1
2 0 1 0
(see [5]) with a space semidiscretization based on central di%erences on rectangular meshes; these
meshes are chosen uniform in the Jrst example and piecewise uniform in second and third examples,
following the proposals of Shishkin to integrate e/ciently linear di%usion–reaction problems. In
these cases, a singular perturbation parameter 1 is included in the di%usion term. It is well known
that the presence of this singular perturbation parameter usually causes a multiscale character on
the exact solution, appearing boundary layer regions close to the boundary 9 × [0; T ]. In order to
approach su/ciently the solution of these problems without using expensive grids, we need a special
mesh which concentrates nodes in the boundary layers. In Clavero et al. [7] the authors consider
a multidimensional stationary convection–di%usion problem with the same nonlinearities that we
consider here, whose solution has a boundary layer behaviour similar to the linear di%usion–reaction
problems and the prove a uniform convergence result for a central di%erence scheme on a piecewise
uniform mesh of the same type of the used in [8] for linear di%usion–reaction problems. Using the
same basic idea, we use here these meshes proposed in [12] for linear di%usion–reaction problems.
The numerical order of convergence that we obtain is 1.
3.1. First numerical test
We present the following problem di%usion–reaction without known exact solution:
9u
9t −
92u
9x2 −
92u
9y2 + ue
−u2 = f(x; y; t); ∀(x; y; t)∈ × [0; 5];
u(x; 0; t) = u(x; 1; t) = 0; ∀x∈ [0; 1] and ∀t ∈ [0; 5];
u(0; y; t) = u(1; y; t) = 0; ∀y∈ [0; 1] and ∀t ∈ [0; 5];
u(x; y; 0) = x2(1− x)2y2(1− y)2; ∀x; y∈; (17)
3 This method has been developed by overlapping an additional suitable explicit RK method to the classical alternating
direction implicit method of Peaceman and Rachford (see [16]). The same idea can be used to obtain higher-order schemes
of this type if we overlap a suitable explicit RK method to a high-order FSRK method (see [1,2]).
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Table 1
Numerical errors (EN;) for problem (17)
N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
1:1681E− 4 3:1959E− 5 8:7327E− 6 2:3642E− 6 6:6119E− 7 1:7468E− 8 4:4882E− 9
Table 2
Numerical orders of convergence p for problem (17)
N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
1.870 1.817 1.885 1.838 1.920 1.961
where  = [0; 1] × [0; 1] and the source term is f(x; y; t) = 104t2e−th(x)h(y) being h(3) = e−3 +
e3−1 − (1 + e−1).
The results that we show in Tables 1 and 2 for this numerical test have been obtained by taking
the relations N = 0:4 in order to preserve contributions of the same order in space and time parts
of the discretization process. In this case we do not know the exact solution of the problem, thus
we have computed the numerical errors by using the double mesh principle, i.e.,
EN; = max
(xi ;yj)∈1=N
tm=m; m=1;2;:::;5=
|UN;(xi; yj; tm)− U 2N;=2(xi; yj; tm)|;
where (xi; yj; tm) = (i=N; j=N; m) and the two superindexes of UN;(xi; yj; tm) and U 2N;=2(xi; yj; tm)
denote the number of points used in both space discretizations and the time step considered, respec-
tively.
In Table 2 we show the numerical orders of convergence that we have computed as
p= log2
EN;
E2N;
:
3.2. Second numerical test
We test our scheme on the following singularly perturbed nonlinear di%usion–reaction problem:
9u
9t − 1
92u
9x2 − 1
92u
9y2 + k(x; y; t)u+ u
3 = f; ∀x; y∈ and ∀t ∈ [0; 5];
u(x; 0; t) = u(x; 1; t) = 0; ∀x∈ [0; 1] and ∀t ∈ [0; 5];
u(0; y; t) = u(1; y; t) = 0; ∀y∈ [0; 1] and ∀t ∈ [0; 5];
u(x; y; 0) = h(x)h(y); ∀x; y∈; (18)
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Table 3
Numerical errors (E1;N;) for problem (18)
1 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
1 2:5649E− 5 6:4047E− 6 1:6049E− 6 4:0122E− 7 1:0034E− 7 2:5086E− 8 6:2714E− 9
10−2 6:0453E− 3 2:5150E− 3 6:4936E− 4 1:6491E− 4 4:1373E− 5 1:0353E− 5 2:5885E− 6
10−4 4:1199E− 2 1:8300E− 2 7:0517E− 3 2:1595E− 3 4:8835E− 4 8:2563E− 5 1:6129E− 5
10−6 4:9203E− 2 2:4769E− 2 1:2142E− 2 5:7749E− 3 2:6038E− 3 1:0609E− 3 3:6083E− 4
10−8 5:0054E− 2 2:5494E− 2 1:2793E− 2 6:3767E− 3 3:1580E− 3 1:5469E− 3 7:4197E− 4
10−10 5:0139E− 2 2:5568E− 2 1:2859E− 2 6:4401E− 3 3:2194E− 3 1:6069E− 3 8:0025E− 4
10−12 5:0148E− 2 2:5575E− 2 1:2866E− 2 6:4464E− 3 3:2256E− 3 1:6131E− 3 8:0634E− 4
10−14 5:0149E− 2 2:5576E− 2 1:2867E− 2 6:4471E− 3 3:2262E− 3 1:6137E− 3 8:0695E− 4
10−16 5:0149E− 2 2:5576E− 2 1:2867E− 2 6:4472E− 3 3:2263E− 3 1:6137E− 3 8:0701E− 4
10−18 5:0149E− 2 2:5576E− 2 1:2867E− 2 6:4472E− 3 3:2263E− 3 1:6137E− 3 8:0701E− 4
EmaxN; 5:0149E− 2 2:5576E− 2 1:2867E− 2 6:4472E− 3 3:2263E− 3 1:6137E− 3 8:0701E− 4
Table 4
Numerical orders of convergence p for problem (18)
1 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
1 2.002 1.997 2.000 1.999 2.000 2.000
10−2 1.265 1.953 1.977 1.995 1.998 1.999
10−4 1.171 1.376 1.707 2.145 2.564 2.356
10−6 0.990 1.029 1.072 1.149 1.295 1.556
10−8 0.973 0.995 1.004 1.013 1.030 1.060
10−10 0.972 0.992 0.998 1.000 1.002 1.006
10−12 0.971 0.991 0.997 0.999 1.000 1.001
10−14 0.971 0.991 0.997 0.999 1.000 1.000
10−16 0.971 0.991 0.997 0.999 0.999 1.000
10−18 0.971 0.991 0.997 0.999 0.999 1.000
Minimum 0.971 0.991 0.997 0.999 0.999 1.000
with = [0; 1]× [0; 1]; k(x; y; t) = 1 + x+ y + e−t ; h(z) = e−z=
√
1 + e−(1−z)=
√
1 − 1− e−1=
√
1 and the
source term f(x; y; t) is suitably chosen to obtain that the exact solution is u(x; y; t) = e−th(x)h(y).
Again, in order to obtain contributions to the global error for the time and space discretization
processes of the same size, we have taken the relations N = 0:4 for 1 = 1; 0:01 and 
√
N = 0:1
√
2
for 1¡ 0:01 in the results that we show in Tables 3 and 4 for the second test and in Tables 5
and 6 for the third one.
In Table 3 we show the numerical errors that we have computed as
E1;N; = max
(xi ;yj)∈1 1=N
tm=m; m=1;2;:::;5=
|U1;N;(xi; yj; tm)− u(xi; yj; tm)|;
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Table 5
Numerical errors (E1;N;) for problem (20)
1 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256 N = 512
1 4:0808E− 5 9:9073E− 6 2:4601E− 6 6:1403E− 7 1:5347E− 7 3:8374E− 8 9:5933E− 9
10−2 5:4219E− 1 1:1416E− 1 3:2073E− 2 7:8639E− 3 2:0506E− 3 5:0924E− 4 1:2710E− 4
10−4 5:6504E− 1 2:5245E− 1 1:2485E− 1 6:0974E− 2 2:7673E− 2 1:3449E− 2 6:6077E− 3
10−6 5:6508E− 1 2:6040E− 1 1:2674E− 1 6:3064E− 2 3:0815E− 2 1:4962E− 2 7:1756E− 3
10−8 5:6508E− 1 2:6147E− 1 1:2769E− 1 6:3889E− 2 3:1543E− 2 1:5613E− 2 7:6989E− 3
10−10 5:6508E− 1 2:6158E− 1 1:2779E− 1 6:3975E− 2 3:1621E− 2 1:5688E− 2 7:7708E− 3
10−12 5:6508E− 1 2:6159E− 1 1:2780E− 1 6:3984E− 2 3:1629E− 2 1:5696E− 2 7:7782E− 3
10−14 5:6508E− 1 2:6159E− 1 1:2780E− 1 6:3984E− 2 3:1630E− 2 1:5697E− 2 7:7790E− 3
10−16 5:6508E− 1 2:6159E− 1 1:2780E− 1 6:3985E− 2 3:1630E− 2 1:5697E− 2 7:7790E− 3
10−18 5:6508E− 1 2:6159E− 1 1:2780E− 1 6:3985E− 2 3:1630E− 2 1:5697E− 2 7:7790E− 3
EmaxN; 5:6508E− 1 2:6159E− 1 1:2780E− 1 6:3985E− 2 3:1630E− 2 1:5697E− 2 7:7790E− 3
Table 6
Numerical orders of convergence p for problem (20)
1 N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
1 2.0423 2.0097 2.0023 2.0004 1.9997 2.0000
10−2 2.2477 1.8316 2.0280 1.9392 2.0096 2.0023
10−4 1.1624 1.0157 1.0339 1.0340 1.0409 1.0254
10−6 1.1177 1.0389 1.0070 1.0332 1.0422 1.0602
10−8 1.1118 1.0340 0.9990 1.0182 1.0146 1.0200
10−10 1.1112 1.0334 0.9982 1.0166 1.0112 1.0136
10−12 1.1112 1.0334 0.9981 1.0165 1.0108 1.0129
10−14 1.1112 1.0334 0.9981 1.0164 1.0108 1.0128
10−16 1.1112 1.0334 0.9981 1.0164 1.0108 1.0128
10−18 1.1112 1.0334 0.9981 1.0164 1.0108 1.0128
Minimum 1.1112 1.0157 0.9981 1.0164 1.0108 1.0128
where u(xi; yj; tm) is the exact solution evaluated in the time tm in the mesh point (xi; yj) and
U1;N;(xi; yj; tm) is the numerical solution obtained in the same mesh point after m time steps being
xi = i
45
N
if i = 0; : : : ;
N
4
;
xi = 5 +
(
i − N
4
)
2(1− 25)
N
if i =
N
4
+ 1; : : : ;
3N
4
;
xi = 1− 5 +
(
i − 3N
4
)
45
N
if i =
3N
4
+ 1; : : : ; N;
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with 5=min{ 14 ;
√
1 logN} and similarly for yj for j = 0; : : : ; N . In Table 4 we show the numerical
orders of convergence that we have computed by using the formula
p= log2
E1;N;
E1;2N;
: (19)
3.3. Third numerical test
We present the following singularly perturbed nonlinear di%usion–reaction problem without exact
solution:
9u
9t − d(x; y; t)
92u
9x2 − d(x; y; t)
92u
9y2 + k(x; y; t)u+ u
3 = f(x; y; t); ∀x; y∈ and ∀t ∈ [0; 5];
u(x; 0; t) = u(x; 1; t) = 0; ∀x∈ [0; 1] and ∀t ∈ [0; 5];
u(0; y; t) = u(1; y; t) = 0; ∀y∈ [0; 1] and ∀t ∈ [0; 5];
u(x; y; 0) = x(1− x)y(1− y); ∀x; y∈; (20)
with = [0; 1]× [0; 1]; d(x; y; t) = 1(1 + xye−t); k(x; y; t) = 1 + y2 and the source term f(x; y; t) =
t2e−t(x(1− x)+y(1−y)). The numerical errors that we present in Table 5 have been computed by
using the formula
E1;N; = max
(xi ;yj)∈1;1=N
tm=m;m=1;2;:::;5=
|U1;N;(xi; yj; tm)− U1;2N;=2(xi; yj; tm)|;
and their corresponding numerical orders of convergence, that we show in Table 6, have been
computed with formula (19).
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