Abstract-Internet of things has been increasing at a tremendous rate since last few years. Thus, it has been an active area of research. Data from a single node can provide enough information for various conditions on the field. However, the data from the IoT is used to get an inference on a high level which can be used to take corrective actions. To take the corrective actions, the data should be mined properly which in turn depends on correct data from the sensor. Data fusion techniques are used to provide correct data from the sensor to the data mining algorithm. Data fusion in IoT is not a well-researched topic. In this design, various data fusion techniques are examined, and a hierarchical approach for data fusion in IoT is proposed. The design uses Fuzzy Kalman Filter for state estimation, and Dempster-Shafer method for decision fusion to create a dynamic context-aware system. The proposed design is also scalable for a higher number of nodes in the network which is not found in all implementations. The research also offers a design metrics which can be used for comparison of different data fusion.
I. INTRODUCTION
he Internet of Things (IoT) generates tremendous amounts of raw data from its surrounding environment. Wireless Sensor Networks which form a part of IoT sense the environmental conditions and relay the information to the server. This information is then processed using data mining algorithms at the server side to get an overall picture of how the conditions are and then control actions are taken. Usually, the data provided by the sensor nodes is raw. Significant computation needs to be done on the data before meaningful extraction of information can take place. The computation should be performed before the data mining can take place. The data mining is the final step of information extraction. But before the data is fed for mining it needs to be in the proper format so that the predictive pattern or anomalies in the data can be found. This data processing technique which combines and integrates data from different sources is called as data fusion. With data fusion, it becomes easier to take decisions based on high-level inferences from the data extraction. Also, less time and computational capacity will be expended to get to an inference if the data is meaningful.
Data fusion is not a new concept and has been implemented in different domains like image processing for data extraction. There is a lot of research on IoT data fusion techniques which study the fusion of data in Wireless Sensor Networks. These methods use mature data fusion algorithms like Bayesian, Classical inference, Dempster -Shafer, and fuzzy logic approach to implementing it for Internet of Things (Rodger, 2012 ). However, research should also to go into the hierarchy of data fusion implementation. The sub-layers of architecture in which the data fusion techniques are implemented are very important. This domain is not well explored, and the research intends to put light on postulating architecture for data fusion. In this research, the current implementations of data fusion techniques will be studied in detail. Their hierarchical structure will be explained and compared with standard parameters. Using the knowledge gained in this study, another hierarchical solution will be provided, and it will be compared with the existing techniques. This research will extend the hierarchical implementation of IoT and cover all levels of data abstraction i.e. from a sensor to server.
II. RELATED WORKS
Data Fusion has been implemented in different domains for sensors from heterogeneous backgrounds. It is defined by Castanedo (2013) as "Combination of multiple sources to obtain information which is less expensive and has higher quality or more relevant information." The following section describes the existing methods for multi-sensor data fusion model. This section discusses the methods in detail and shows the gap that the research intends to fill. Wide research has been done in Multi-Sensor Data Fusion which has application in various sectors. There are different data fusion techniques implemented by different researchers. There are statistical methods employed like Bayesian Methods, moving average and ad hoc methods like Fuzzy Logic and Neural Network used for multi-sensor data fusion. The scope of multi-sensor data fusion has to be defined. There are researches like Rodger (2012) where an integrated vehicle maintenance system was created using fuzzy MultiSensor Data Fusion (MSDF) to reduce failure risks. Two architectures are discussed here -Central Fusion and Distributed Fusion. www.ijsrp.org
The study presents Fuzzy Kalman Filter Approach (FKFA) for better data error elimination as conventional Kalman Filter performs poorly under high computational number. The FKFA is used to reduce time needed to perform complex matrix manipulations in the vehicle maintenance model. If one system fails then, other sensors should take over the system to give collective decision for the same. Thus, a dynamic approach to selection of sensors should be present. This research uses dynamic detection and fault detection methods to find anomalies in the data of the vehicle. Another specific application of MSDF is discussed by De Paola, et. al, (2016) to cater to incorrect data because of inaccuracy in sensors. A Bayesian system in three-tier architecture of a smart home is proposed in the research. In the design, a dynamic group of sensors is used for data fusion to deduce inferences in a context aware environment. The lowest tier forms the sensor and reads all the environmental changes. The intermediate performs the multi-sensor data fusion and tries to infer the external conditions. The highest tier is the most complex where the system dynamics are modified to extract maximum features. This tier also caters to various factors like the cost and computational capacity and checks if they cross the predefined threshold. Dynamic Bayesian method used in this research create an information slice for a specified time while capturing the dynamic nature of past and present states. The designed system is tested in a controlled environment of a smart home. Reduction in energy consumption with redundancy is described using the technique. Compared to the Bayesian approach and FKFA described above, Gite & Agrawal (2016) describe another context aware process that uses sub processes like context acquisition, context processing, and context usage. The context processing contains noise removal, data calibration, context interpretation and context prediction. The research proposes Dempster -Shafer Theory (DST) in context-aware systems and compares the Bayesian approach with DST. It is theorized that when full probabilistic information is not available, DST performs better than Bayesian approach. This research proposes a technique but no implementation is done to prove the results. The computational capacity needed for the approach is also discussed which is more than the Bayesian Method. Here, with the study of researches, it is found that there are different approaches like FKFA, Dynamic Bayesian and DST for data fusion. These techniques all have their advantages and disadvantages depending on the application. The scope of these data fusion models is constrained to a small application where the data fusion of few sensors is done. Because of the scope, dynamic configuration is possible in the design and still the fusion complexity remains relatively low. The design is not scalable for a bigger number of systems working in tandem.
Along with specific applications like smart homes, research has also been done on larger scenarios like sensor data fusion for a city. The research Wang et al. (2016) gives comprehensive survey of different techniques and how the techniques can be scaled up for larger scenarios. It divides the sensor data fusion into three main categories. Complementary technique means putting together information from different sensors to get a bigger picture. Redundancy category fuses data from similar sensors to increase the accuracy of data. Cooperative operations combine to create new information. It describes combining different sensor networks and combines their data to form a predictive contextually rich model. This research also describes the evaluation framework for various data fusion techniques and compares various solutions based on the evaluation framework. This research does not propose any solution based on the findings of the study. Also, it also does not compare the computational cost and delay introduced in the communication.
Another comparison study of different techniques is given by Castanedo (2013) where the architectural analysis of different techniques is done. Castanedo (2013) describes the classification of data fusion techniques. It discusses the centralized, decentralized, distributed and hierarchical architecture of data fusion. In centralized fusion, all the data is concentrated in one particular central processor and then the data fusion takes place. Time delays are huge in this type of architecture. A node has its own computational capacity and there is no single point of data fusion in decentralized architecture. The communication costs in this architecture are high compared to centralized architecture. In distributed architecture, there are fusion nodes which fuse the data from several sensors. Thus, preliminary data fusion can be done at these nodes and brings down both computational cost and time of communication. Hierarchical architecture can be defined as hybrid model where data fusion is performed at different levels. There are different techniques which are discussed here that have their own advantages and disadvantages. However, the scalability of the designs is not mentioned in any of the solutions along with other parameters like fusion complexity and implementation. There is a gap in the research to give a comprehensive survey of how the existing solutions can be scaled up to bigger architectures. This study intends to propose a design for a large scale scenario. Scalability of existing design will be studied, and next sections will explore the data fusion techniques in detail to offer a solution for data fusion.
III. DESIGN AND FINDINGS
The proposed system is defined in this section using the knowledge gained in the previous sections. The architecture of data fusion in this design solution will be similar to that proposed by De Paola, et. al, (2016). This three-tier architecture as shown in Figure 3 completely covers all the architectural challenges. It is a distributed architecture as discussed above and can change to hybrid architecture depending on the sensors. The sensor subset varies according to the requirement of the system. This will bring in a dynamic environment which is needed if the system has to be scaled up.
The data association technique that will be used is the evidence reasoning method described above. Using this technique, the disadvantages of Nearest Neighbor method will be eliminated. This technique does not cost too much overhead in computational capacity and also increases the efficiency by more than 10%. The State Estimation method will employ the Fuzzy Kalman Filter Approach (FKFA). The ad hoc methods like Kalman filter do not perform well while putting it under high computations. Thus, FKFA will be beneficial regarding state estimation to predict current state of the system. The FKFA will bring in a dynamic environment and also remove the error due to interferences. The decision fusion method in the design solution will be implemented using Dempster - www.ijsrp.org Shafer method. The Dempster -Shafer method will predict the decisions and create a context-aware system. Thus, the design solution will provide a dynamic approach depending on the environment and also context-aware decision making. The design solution will be shown to scale up and scale down depending on the application. The dynamic and context-aware system along with scalability is to be compared with existing platforms. The implementation strategy for this hierarchical architecture will be tough. Firstly, a dummy dataset should be verified with the data association technique. When the data association technique is tested, the state estimation and decision fusion methods are to be implemented. The self-optimization tier is the most complex to be implemented. This can be implemented on a computer using MATLAB software. MATLAB is efficient to implement methods like FKFA and Dempster -Shafer theory.
A detailed block diagram of the architecture is shown in figure 2 . This block diagram consists of all the layers and the proposed solutions used for each stage in the design solution. The solution for each layer has been carefully selected to remove any chances of errors in the data fusion system. In this design solution, there is a main server similar to other models and a node cluster head to which all the sensor nodes are connected. In this design solution, the sensor nodes are given the least computation. As almost all sensor nodes are resource constrained, this removes any heavy computation load from the sensor node and it transmits the raw data to the node cluster. The node cluster is computationally advanced than the sensors, and it takes care of the decision fusion and state estimation for the sensor nodes. Thus, the Evidence Reasoning and Fuzzy Kalman Filter will be implemented in the node cluster head. The main server computes the decision fusion and eventually the data mining as well. Thus, the main inference is made by the main server. The main server is also responsible for the corrective measures that are to be taken. Thus, a hierarchical method for data fusion is proposed in this report. For implementation, the sensor nodes are implemented using small microcontroller units which measure different parameters like temperature, pollution level. The node cluster head can be implemented using an advanced embedded system which can communicate with the server and sensors, and perform data association and state estimation. The main server (cloud) can be simulated using simulation software.
There might be a possibility of errors in the implementation of this design solution, but it is hard to conclude without any implementation. The major area where errors might be generated is the central node where all the sensors are interfaced. The node cluster head forms the interface between two layers and also performs data association and state estimation. The resource constrained node cluster head would not perform well if many sensors are attached to it. Thus, for scalability, the cluster heads count will have to be increased which will increase the overall costs of the system.
Implementation and Performance Metrics
The practical implementation of the proposed design can be done using emulators and simulation tools. The sensor nodes can be implemented using small microcontroller units with very less computation capacity. Sensors can be interfaced to these systems which might measure all types of parameters like temperature, pollution content, weather conditions, and traffic at a particular place. These sensors then send the compiled data to the node cluster head. The node cluster head contains the data association and state estimation phases. The master node is capable of changing the configuration of the sensors depending on the application and user data requirements. This feature of providing a dynamic configuration of the sensors will provide an added advantage to the system. The implementation of the cluster node head can be done using another high end embedded system which can control the dynamic configuration and send the data to the server. It also computes the data using Evidence Reasoning method and Fuzzy Kalman Filter Approach. There are several performance metrics defined by Wang, et. al, (2016) used for scaling the design solution to a scale of a smart city. The parameters are listed below.
• Context Awareness -Combining data from various sources helps to understand the context properly. ISSN 2250-3153 http://dx.doi.org/10.29322/IJSRP.8.3.2018.p7541
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• Dynamic Configuration -There are two types of dynamic configuration i.e. hardware configuration and software configuration. Hardware configuration is to provide multiple functionalities depending on the application. So, if a sensor is providing one type of data for some amount of time, then it should be hardware compatible to provide another data as well like temperature. Whereas, software configuration is to change the cluster configurations of the system and reuse similar functionalities to get different type of data.
• Type of Processing -Network processing and cloud processing of data are two types of data processing methods. A hybrid data processing method is used in this domain which processes the data in network as well as at the cloud level.
• Computation Cost -The total amount of processing that needs to be done on all levels of the architecture comprise of the computational costs. The computational costs at sensor level, network level, and cloud level should be considered. Ideally, the sensor should be provided with the least computation and cloud should be provided with the highest computation.
• Energy Consumption -Each stage of the architecture will use energy to compute the data. With massive amounts of nodes installed in various locations, the energy consumption needs to be kept at minimum.
• Scalability -The implementation strategy should be scaled from a small simulation to a big scale. Thus, for a smart city data fusion architecture scalability is of utmost importance.
Comparison of design solution with existing solution
The design solutions discussed in various researches are compared with the design solution proposed in this report. Table 1 compares various implementations of data fusion to create a design metrics for implementation of data fusion methods. The design solutions discussed in the literature review do not cover all the performance metrics. Whereas, the design solution in this report covers all the features of the performance metrics and thus a better context aware and dynamic solution is proposed. Less energy consumption as computation is done in cluster head nodes and main server. The sensors do not compute high amounts of data thus reducing the energy consumption Scalability Does not discuss any scalability feature Solution is scalable depending upon subsystem discrete sensor needs.
Scalability is possible
IV. CONCLUSION
Data fusion is an old technique which is implemented in different domains of applications like image processing. The use of data fusion is not done in the Internet of Things domain and not popular. This research addresses the problem of lack of resources in the IoT domain for data fusion. In this research design, data fusion techniques have been studied to propose a unique hierarchical architecture for data fusion Internet of Things.
The design solution in this research proposes a new solution for data fusion. This unique solution combines the techniques of different implementations to provide a novel approach for data fusion. The design is robust with distributed computation on various layers of the solution which reduces the computational costs. Along with that, features like dynamic configurability and context awareness has been not be observed in other data fusion techniques together. The scalability feature is also included in the design which is described using an example of a supermarket and a smart city. A design metric is proposed to compare various data fusion algorithms before implementation. This design metric checks all the parameters which might have a significant effect on the system architecture. Thus, the design solution provides a novel approach for data fusion implementation in IoT domain and gives design metrics which can be used to compare the solutions with other implementations.
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