Recent research on universal and minimax wavelet shrinkage and thresholding methods has demonstrated near{ideal estimation performance in various asymptotic frameworks. However, image processing practice has shown that universal thresholding methods are outperformed by simple Bayesian estimators assuming independent wavelet coe cients and heavy{tailed priors such as Generalized Gaussian distributions (GGDs). In this paper, we investigate various connections between shrinkage methods and MAP estimation using such priors. In particular, we state a simple condition under which MAP estimates are sparse. We also introduce a new family of complexity priors based upon Rissanen's universal prior on integers. One particular estimator in this class outperforms conventional wavelet{based MDL estimators. We develop analytical expressions for the shrinkage rules implied by GGD and complexity priors. This allows us to show the equivalence between universal hard thresholding, MAP estimation using a very heavy{ tailed GGD, and MDL estimation using one of the new complexity priors. Theoretical analysis supported by numerous practical experiments shows the robustness of some of these estimates against misspeci cations of the prior { a basic concern in image processing applications.
Introduction
Advanced statistical methods for signal and image denoising have been developed by approaching the problem from at least three di erent angles. In the rst class of methods, Bayesian estimates are computed, assuming a speci c model for the observations, together with a prior model for the unknown image. The estimates satisfy well{known optimality properties under the speci ed model 1]. Unfortunately, the \true" model is not available in practice. It then becomes essential to evaluate the performance of the estimator under departures from the assumed model. In the signal processing literature, this is usually done experimentally, comparing the performance of di erent estimators on various datasets. However, also possible is a Bayesian robustness analysis, evaluating performance under variations from the nominal model 2, 3, 4]. See 5] for an example of such theoretical analysis applied to a signal processing problem.
Because of the di culty of identifying a suitable prior, nonparametric estimation methods often provide an attractive alternative to Bayesian methods. A typical approach consists in constructing a particular estimator and analyzing its theoretical performance over a broad class of signals or images. Striking theoretical results have been obtained by applying simple thresholding nonlinearities to empirical wavelet coe cients. Donoho and Johnstone have demonstrated that such estimators, despite their simplicity, achieve near{ideal estimation performance for a variety of risk functions, when the unknown signal belongs to broad classes of signals such as Besov classes 7]| 11]. This method is of particular interest to us, because many real{world signals and images are apparently well modeled by Besov classes 12, 13] . While this paradigm provides an extremely powerful theoretical framework for constructing wavelet-based estimators and analyzing their performance, results obtained on actual images using these thresholding rules have been somewhat disappointing. The primary reason is that these rules have been developed using asymptotic analysis, while in practical problems, the complexity of images relative to the sample size is still signi cant.
The third class of methods is based upon Rissanen's Minimum Description Length (MDL) principle 14, 15] . Here one uses a penalized{likelihood approach, where the penalty represents the complexity of the unknown signal and is measured by the length of a binary string used to encode the signal. This notion of complexity is applicable to both random and nonrandom signals. An ideal form of MDL estimation is obtained when the length of the binary string is determined using Kolmogorov's theory of complexity 16, 17] . Simpler measures of complexity, such as in terms of the order of a parametric model for the signal, can also be used. Suitably constructed sequences of parametric estimators (nested models) attain near{ideal rates of convergence in various nonparametric settings 17] . This result has been extended to nonnested models such as wavelet models 18, 19] , using a coding technique developed by Saito 20] .
While the Bayesian, wavelet{shrinkage, and MDL paradigms apparently involve di erent assumptions about the nature of the underlying signal, the common goal is to develop an estimator that possesses \universality" properties, in the sense that it delivers satisfactory performance over a broad class of images. Two factors have recently contributed to foster a dialogue between engineers and statisticians working in this area. Firstly, the wavelet representation of many images is sparse, so a formulation of the estimation problem in the wavelet domain presents signi cant advantages for all three techniques considered. Prior models assuming statistically independent wavelet coe cients and a Generalized Gaussian distribution (GGD) have been developed 21] and successfully used in estimation 22] and compression problems 23, 24, 25] . The thresholding and MDL methods include explicit mechanisms for quantifying the sparsity of wavelet representations. Secondly, despite the seemingly di erent nature of the methods employed, some of these methods are in fact equivalent. For instance, MDL estimation may be viewed as Maximum A Posteriori (MAP) estimation using a (possibly improper) prior. Under some conditions, Bayesian estimators assuming independent wavelet coe cients (separable priors) are also shrinkage estimators 22] 26]| 29]. MDL estimation using Saito's coding technique is equivalent to a hard thresholding method with threshold slightly larger than Donoho and Johnstone's universal threshold 18]. As more connections between such estimation techniques are developed, convergence of analytical techniques from robust statistical modeling, minimax analysis, and complexity theory, should help identify some of the fundamental limitations of current image estimation techniques.
The current paper takes a step in this direction by considering the problem of estimating a rectangular N{pixel image f nm corrupted by additive white Gaussian noise (AWGN) nm , from image data y nm : y nm = f nm + nm :
The noise samples nm are Gaussian with zero mean and known variance 2 . A discrete orthonormal wavelet transform is used to compute a set of N wavelet coe cients = f i g N i=1 for the data. The analytical methods and notation used in this paper are applicable to signals of arbitrary dimension.
Let = f i g N i=1 and w = fw i g N i=1 be the wavelet coe cients for the unknown image and the noise image, respectively. Under the transform considered, the AWGN model (1) becomes the equivalent AWGN model i = i + w i ; 0 i < N (2) where w i are iid N(0; 2 ).
This paper is organized as follows. In Sec. 2, we present background material on the three paradigms mentioned above: shrinkage, Bayesian estimation, and MDL estimation. Sec. 3 derives two properties of MAP estimators, including a condition for existence of thresholding e ects. Sec. 4 develops shrinkage estimators associated with GGD priors and demonstrates the existence of thresholding e ects. In Sec. 5, we introduce a new family of complexity priors and study the associated shrinkage estimators. Here too, the existence of thresholding e ects is demonstrated. Some of the main conclusions of our work are then veri ed in Sec. 6, and experimental results are reported and discussed. The paper concludes with a summary and discussion in Sec. 7.
Background

Shrinkage Methods and Bayesian Estimation
Shrinkage estimators have been used in a variety of regression problems in statistics. Donoho and Johnstone have recently demonstrated the power of shrinkage methods applied in the wavelet domain 7] . The method works as follows: take the Discrete Wavelet Transform of the observations, apply a simple nonlinearity (shrink towards zero) to each wavelet coe cient, and compute signal estimates by applying the inverse wavelet transform to the transformed coe cients. A simple but powerful shrinkage function studied in 7] is the soft threshold where > 0 is a threshold. The soft threshold introduces a bias on large coe cients, and better estimates are sometimes obtained using the hard threshold 
However, hard{thresholded estimates have a larger variance than soft{threshold estimates, and estimates may be highly sensitive to small changes in the data due to the discontinuity in the shrinkage function.
The threshold may be selected based on minimax analysis, as in 7] . These optimal thresholds are asymptotic to p 2 ln N, the so{called universal thresholds 1 . The analysis in 7] shows that such estimators possess nearly{optimal rates of convergence over a broad family of Besov spaces, which presumably contain signals and images of interests 12, 13] . In image denoising problems, these estimators tend to systematically oversmooth the data; this is partly due to the fact that the size of typical image datasets is not large enough relative to the complexity of these images, so asymptotic analysis may not be applicable. Various alternatives to the minimax and universal thresholding schemes have been considered. For instance, the thresholds may be selected based on criteria such as SURE 8] 
Bayesian Robustness
Several reasonable statistical models for image wavelet coe cients have been used in estimation and compression problems. Particularly popular are GGD priors, exponential models of the form ( ) = a exp(?jb j ), where the shape parameter is typically between 0.5 and 1. Because there is no particular reason to believe that the postulated prior is true, one would like the estimator to be relatively insensitive to departures of the prior from the assumed form. This is a problem of Bayesian robustness with respect to the prior 2, Ch. 4.7] , and at the very least, one would like to 1 The minimax thresholds are slightly lower than the universal thresholds for the sample sizes of interest ( Robustness can be quanti ed in many di erent ways. One may examine the e ect of prior misspeci cation on the Bayes rule, on the Bayesian expected loss, on the frequentist risk, etc. Misspeci cations are assumed to belong to a certain class, such as an {contaminated class of priors de ned around the nominal prior. We take a frequentist view and quantify the performance of our estimators using the risk function
(mean-squared error per sample), where the expectation is with respect to the conditional distribution p( j ). In other words, we are interested in evaluating the performance of the estimator for each signal or image of interest.
MDL Estimation
A desirable goal when a prior is not available is to construct a universal prior which delivers satisfactory performance over a broad class of signals or images. Because typical signals and images are simple, it is appealing to use priors associated with measures of complexity of signals such as sparsity of the wavelet coe cients of the signal. The minimum{description{length (MDL) estimator implicitly constructs complexity priors by associating a coding complexity (measured in number of bits) to each candidate signal in a discrete set A. The cost function for MDL estimation is the sum of the negative loglikelihood and the complexity penalty L( ), (6) A well-known justi cation of the MDL estimation principle from a Bayesian viewpoint was given by Schwarz 35] , when the penalty L( ) is of the form 1 2 K log 2 N, where K is the number of parameters in the model for the signal. In this case, the MDL estimation problem becomes a model order selection problem.
Sparse wavelet models can be constructed by encoding both the amplitude and the location of each nonzero coe cient. The scheme introduced by Saito 20 ] implies a penalty of 3 2 K log 2 N bits on the K nonzero coe cients. This accounts for 1 2 log 2 N bits for coding the amplitude of each nonzero coe cient (the standard MDL penalty), and log 2 N bits for coding the location of the coe cient out of N possible locations. In addition, a log 2 N bits overhead is used for encoding the value of K. Two underlying assumptions are made here:
A1. Each coe cient is bounded in magnitude by A p N, where A is a constant. This is satis ed when A is an upper bound on the signal energy, since by orthonormality of the wavelet transform, j i j jj jj l 2 = jjfjj l 2 . Assuming uniform quantization, uniform distribution across quantization levels, and large N, it follows that essentially 1 2 log 2 N bits are needed for coding the amplitude of each nonzero i . The quantizer step size should be chosen so as to balance the two terms inside the bracket in (6); the standard technique in 15] yields = I ? 
The solution to (7) is obtained by applying a hard threshold to the empirical coe cients 18]. The threshold is The estimator (7) possesses a number of desirable asymptotic properties, e.g., it is consistent and possesses nearly{minimax rates of convergence in a variety of asymptotic settings 18]. However, performance on actual images is somewhat worse than with the universal threshold p 2 ln N. In our view, the poor practical performance of the estimator is due to the crudeness of Assumptions A1 and A2 above. These assumptions are notoriously unrealistic when applied to image wavelet coe cients. Superior performance has recently been obtained using MDL estimators based on statistical models for the wavelet coe cients 37, 38].
Two Properties of MAP Estimators
In this section, we derive two useful properties of shrinkage estimators, which will be applied to the GGD models in Sec. 3. Consider the following broad class of priors: ( ) = e ? ( ) Because z and 0 (z) have the same sign, we have jzj j j. Hence the estimates are shrunk towards zero. If 00 is lower{bounded by ?1= 2 , then from (9) d =dz > 0, and^ ( ) is monotonically increasing. For typical designs of the prior, the shrinkage function may satisfy one or both of the properties in the lemma below 2 . The rst property is fundamental as it implies that wavelet estimates are sparse when 0 ( ) is discontinuous at = 0. Note a closely related result by Nikolova 40] on local strong homogeneity of regularized estimates under nonsmooth priors. While 40] does not address regularization based on orthogonal series representations such as wavelets, we note two important properties of such representations: rst, nonsmooth priors lead to an explicit sparse representation of the signal; second, the global optimum of the MAP cost function can be easily computed. This is in stark contrast with generic problems of MAP estimation using nonconvex priors, as the existence of a multitude of local minima makes numerical optimization very di cult. The GGD model can be applied to individual subbands, as illustrated in Fig. 1(a) , or to the entire set of wavelet coe cients (excluding the coarse scale), see Fig. 1(b) . Case I: > 1. In this case, the right{hand side of (11) increases monotonically from zero to in nity as z increases from zero to in nity, so for any value of , (11) Case III: 0 < < 1. This is the model of primary interest in multiresolution image processing. 
This expression is asymptotically equivalent to the hard threshold nonlinearity (4) with threshold = .
Proof Q:E:D:
Observe that the asymptotic expression (14) is independent of the variance 2 of the prior. Thus the estimator is robust to any misspeci cation of this variance. The in uence of on the estimator is weak for small values of , as can be seen from (11) . In particular, the expression (12) shows a weak sensitivity of the threshold to misspeci cations of the variance (e.g., the exponent of is ? 1 3 when = 1 2 .) Additionally, for small (large ), the shrinkage function is nearly equivalent to a hard threshold nonlinearity, as illustrated in Fig. 3 . There exists a particular value of for which the threshold (15) is equal to Donoho and Johnstone's universal threshold ln N : (16) So the use of a hard threshold p 2 ln N is essentially equivalent to MAP estimation assuming a GGD model on individual wavelet coe cients, with arbitrary variance and shape parameter given by (16) above. This result complements the earlier result (Case II) on equivalence between soft thresholding and MAP estimation using Laplacian priors. Also note from the asymptotic expression (15) for the threshold , and Fig. 3 , that the estimator is clearly not robust against misspeci cation of the shape parameter , at least for small .
Shrinkage Estimators Under Complexity Priors
Universal Prior for Integers
In view of the weakness of Assumption A1 in Sec. 2.3, we propose an alternative to the 1 2 log 2 N bits assignment to the amplitude of quantized coe cients. The coding scheme we consider is based upon the so{called \universal prior for integers" proposed by Rissanen. This prior is an ideal one in a certain asymptotic entropy sense 15, Sec. 2.2.4]. The length of the codeword for positive integer j is log j = log 2 j + log 2 log j + ::: + log 2 c 0 , where the summation stops at the rst negative term, and c 0 2:865 is computed to satisfy Kraft's inequality with equality, i.e., Coding Method #1 (log ?A) The function log j varies relatively slowly with j. In the spirit of Rissanen's design, it is possible to choose q so that the extended function L q (j) does not exhibit an abrupt change at j = 0. This goal can be achieved by choosing q = 0:2, for instance: see Fig. 4 . The distribution has very heavy tails, decaying slightly faster than j ?1 .
Coding Method #2 (log ?LA) Codewords are assigned to the coe cients by modifying Saito's method in Sec. 2.3. Instead of encoding the amplitude of each nonzero coe cient using 1 2 log 2 N bits, implicitly making the unrealistic assumption A1, the universal integer coding scheme is used. Integer j is encoded using 1+log j bits, including a sign bit. The location of each nonzero coe cient is encoded as in Sec. 2.3, using log 2 N bits. The overhead log 2 N bits that describe K represents as an additional N ?1 log 2 N bits per coe cient, regardless of its amplitude. Hence the coding complexity of the string is equal to that of the string produced by another coder that encodes each coe cient is encoded separately, using codewords of length L q (j) = Although both coding methods are special cases of (17), they fundamentally di er in the size of the probability q assigned to the zero value: respectively 0.2 and 1 ? N ?1 ln N. As should be expected, such strong assumptions about the sparsity of the image will have an impact on estimation performance.
Shrinkage Functions
As noted by Rissanen, the construction of discrete universal priors can be easily extended to de ne a probability distribution over the real line. We extend the coding scheme (17) 2 ?Lq(j) I 0;1) (j j= ? j) (19) where is the discretization step and I 0;1) ( ) is the indicator function over the interval 0; 1). The central interval ? ; ] is treated di erently, as the probability distribution there is concentrated at zero, implying that sparse signals are favored. This is not a mere technicality but is motivated by consistency concerns, see Sec. 5.3. We set the discretization step size equal to , in accordance with the discussion in Sec. 2.3.
The MDL estimates are given by (6) 
Proof. For all j j > q , the estimate for is nonzero. Hence there exists 6 = 0 such that 2 2(ln 2) 2 + L q (0) ( ? ) 2 2(ln 2) 2 + L q (bj j= c): (22) By application of the de nition (17) of L q ( ), the right-hand side is lower-bounded by ? log 2 (1?q).
Evaluating (22) at = + q , we obtain the lower bound in (20) , from which (21) (24) where the threshold is given by 
This expression is also asymptotically equivalent to the universal hard threshold nonlinearity (4) with threshold = q , where asymptotic equality holds pointwise except in a vanishingly small neighborhood of q .
(ii) The shrinkage function for the log ?LA coding scheme (q = 1 ? N ?1 ln N) is asymptotically equivalent to the universal hard threshold nonlinearity: This is a quadratic equation whose solution is given in the bottom line of (24).
Q:E:D:
The method of proof used does not depend strongly on the exact nature of the function log , which is just responsible for the correction (square root) term in the asymptotic expansion (24) . The corollary below shows that, in fact, any heavy{tailed probability distribution on integers gives a shrinkage function that is asymptotic to the same hard threshold nonlinearity as that of the log ?LA scheme.
Corollary 5.3 Consider any coding scheme of the type (17) , where Rissanen's prior log (j) is replaced with L(j) that sati es the condition L(j) << j as j ! 1. The shrinkage function associated with this coding scheme is asymptotically equivalent to the hard threshold nonlinearity (4), with threshold given by (25) .
Proof. The technique used to derive the asymptotic expression (25) for the threshold in Proposition 5.2 uses the fact that log j << j; this holds if log j is replaced with L(j) that satis es the condition above. By the same token, the asymptotic solution of the minimization problem (26) is still^ .
Consistency
We now brie y discuss consistency of the \universal" estimation schemes in Sec. 5.2. Given a signal in a class of signals, does the estimation error tend to zero (either in probability or in the mean{ square sense) as N ! 1? Unfortunately, the log ?A coding scheme does not satisfy this desirable property, because the threshold is constant independent of N. It is easily seen, for instance, that the expected error for the signal 0 is independent of N and does not converge to zero. Intuitively, piecewise smooth signals become extremely sparse in a suitable wavelet basis as N ! 1, so the design of the prior should re ect that sparsity. In order to have consistency, q should be allowed to approach one as N ! 1. In this case, Proposition 5.2 shows that the estimator is asymptotically equivalent to a hard{threshold estimator with threshold q ! 1. We also note that the estimates would not be consistent for any value of q, if the prior (19) was designed with uniform probability over the central interval ? ; ].
Image Denoising Experiments
In order to experimentally validate the theoretical analysis in Secs. 3{5, we have applied several of the methods discussed to the standard 512 512 images Barbara and Peppers. Both images were corrupted by AWGN with variances 2 = 25 and 2 = 49. The wavelet decomposition was a 4{level decomposition using Daubechies' 4{tap lters 42]. Because the empirical distribution of coarse{scale coe cients is markedly di erent from that of ne{scale coe cients, shrinkage was applied only to the (1 ? 2 ?6 )N ne{scale coe cients.
In all experiments we conducted, the empirical distribution of the MSE 1 N jj^ ? jj 2 l 2 was narrowly concentrated around its mean, the risk R( ) in (5) . For instance, applying GGD shrinkage with = 0:7 to Barbara, we obtained an empirical risk of 18.96 with a standard deviation of only 0.05. Consequently, we decided to follow standard image processing practice and report only results for one particular noise realization. MSE discrepancies of 0.1 are regarded as insigni cant.
Numerical values for the MSE of various estimators are reported in Tables 1 and 2 for the cases = 5 and = 7, respectively. The performance of the universal thresholding techniques (ST and HT in the tables) was very poor: the MSE was actually worse than the MSE of the noisy image data themselves. The universal ST is equivalent to MAP estimation using a Laplacian prior with standard deviation = (ln N) ?1=2 . For a noise level = 5, this is only = 1:41, about fteen times lower than the empirical standard deviations = 21:19 and = 20:14 for Barbara and Peppers, respectively. If one is allowed to use the unknown image to select the threshold that minimizes the MSE, then one obtains the HT and ST oracles in the tables. The threshold and MSE for both oracles are signi cantly lower than those of their universal counterparts.
Next, the performance of MAP estimators using GGD priors was investigated. We used the empirical estimator max(0; 1 N jj jj 2 l 2 ? 2 ) as a plug{in choice for the variance 2 . We used three values of the shape parameter : 1, 0.7 and 0.5, coarsely covering the range of values commonly encountered in image processing. As the results indicate, the performance of the estimator appears to depend only marginally upon { the MSE only exhibits a 15% variation over the range 0:5; 1]. Other experiments produced similar results. As expected from our discussion in Sec. 4, the sensitivity of the estimator to is lower at the nominal value = 1 than at = 0:5.
We also conducted an experiment in which each subband is allowed to have its own GGD model. In each subband, the variance 2 was determined using the empirical estimator above, and was computed using Mallat's algorithm 21] on the clean data . This more sophisticated estimator did not improve performance over the simpler estimators above. Since none of the GGD models considered is the \true" model, the results above indicates that simple iid GGD models can be more robust than subband{dependent GGD models. Tables 1 and 2 also present results for three MDL estimation schemes discussed in this paper: the original scheme based on Saito's coding technique (U ? LA), and our two schemes based on Rissanen's universal prior for integers (log ?LA and log ?A). Due to the very large threshold used (approximately 20% larger than the universal HT), the MSE performance of U ?LA and log ?LA was unsatisfactory. The performance gap between the log ?LA and universal HT methods is due to quantization artifacts, see Fig. 5(b) . The log ?A scheme, which encodes amplitudes of all wavelet coe cients, outperforms the other two MDL schemes. Its performance is comparable to that of MAP estimators using GGD priors. Again this points to the robustness of such priors: even though the log ?A histogram t of Fig. 1(b) is acceptable in the central portion of the distribution, the t is poor in the tails.
Finally, Fig. 6 shows examples of the images denoised using the ST and HT schemes, two GGDs, and the log ?A complexity prior. There is very little visual di erence between the GGD and log ?A estimates from Tables 1 and 2. 7 Conclusion
One of the most appealing aspects of wavelet shrinkage methods in image processing is their simplicity, processing each wavelet coe cient independently. The design of shrinkage functions re ects explicit or implicit assumptions about the prior distribution of individual coe cients. Our main results are the following:
The shrinkage rules for popular GGD priors exhibit thresholding e ects for shape parameters 1. Precise expressions have been derived for the thresholds and asymptotic behavior of the shrinkage functions.
The universal hard thresholding technique is asymptotically equivalent to MAP estimation assuming a GGD prior with vanishing value of the shape parameter. This complements the result in 40] on equivalence between soft thresholding and MAP estimation assuming a Laplacian prior.
We have designed a new family of complexity priors based on Rissanen's universal prior on integers. These priors have extremely heavy tails. Two speci c members of that family are of interest. The rst one is asymptotically equivalent to the universal hard thresholding technique, and the second results in an MDL estimator (log ?A) that outperforms conventional wavelet{based MDL estimators.
We have examined the robustness of the GGD and complexity priors. Our analysis shows that MAP estimators based on GGD priors are fairly robust to misspeci cations of the variance and shape parameter, and even to more blatant departures from the nominal model (such as the very heavy tails of the log ?A complexity priors). We have found no advantage to using subband{dependent GGD models.
It is our hope that the various connections established between these estimation schemes will be helpful to image processing researchers in the engineering and statistics communities. The tools used in the current study are applicable beyond the particular framework considered in this paper. For instance, the methodology is directly applicable to arbitrary subband decompositions and to wavelet packet models 5, 43] . A greater challenge consists in applying this methodology to models such as zerotree models, which involve spatial dependencies between wavelet coe cients 44].
A Proof of Lemma 3. First, we derive the expression for the threshold . For > , there are two possible solutions to (11) . Only the larger one (call it z) corresponds to a potential minimum of the negative log posterior. It remains to be veri ed which of the candidate solutions^ = z and^ = 0 minimizes the negative log posterior. To answer this question, we exploit the following properties: (i) the shrinkage function is monotonically increasing, and (ii) the minimum value f( ) = z (27) where z is the larger of the two solutions to = z + 2 0 (z): (28) Eliminating between (27) and (28), we obtain 0 = z 2 + 2 2 z 0 (z) ? (z)]: (29) For (z) of the form ( )jz= j , the term in brackets is proportional to jzj , so (29) Table 2 : Same as in Table 1 , but with noise standard deviation = 7. 
