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The Higgs boson was discovered at the CERN LHC by both the ATLAS and CMS collab-
orations in 2012 with a mass near 125 GeV. The characterization of the newly discovered
particle has been one of the principal goals of the LHC experiments since. The main result
reported here marks an important step in the eort of characterizing the Higgs boson: this
thesis describes the rst observation of the H→bb̄ decay with CMS data.
The measurement of the H→bb̄ decay mode probes directly the Yukawa coupling of the
Higgs boson to down-type quarks. Consequently, it is a fundamental test of the mechanism
that generates the masses of the fermions, and of the consistency of the Higgs properties
with the Standard Model hypothesis.
The H→bb̄ decay observation comes after the bosonic decay modes of the Higgs, γγ, ZZ,
and WW, and the fermionic decay into ττ were all rmly established. The t̄tH production
mode has also been observed, thus probing directly the coupling to up-type quark. The
H→bb̄ observation is therefore closing a chapter in the Higgs Physics at the LHC: with all
the most accessible production and decay modes now observed, the focus is shifting to rare
decay modes, precision measurements and dierential cross-section measurements.
The analysis presented uses 2017 data collected by the CMS experiment at
√
s = 13 TeV,
which corresponds to an integrated luminosity of 41.3 fb–1. The vector boson associated
production mode (VH) with 0, 1 or 2 charged leptons in the nal state is targeted, as it’s the
most sensitive for the H→bb̄ decay. The Higgs boson signal is extracted via a likelihood t
and an excess of 3.3 standard deviations over the background-only hypothesis is measured
(with 3.1 standard deviations expected), corresponding to a signal strength µ = 1.08± 0.34.
The analysis is combined with previous results for VH(bb̄), reaching 4.8 (4.9 expected) stan-
dard deviations for the VH(bb̄) process, with a signal strength of 1.01±0.22. In combination
with results targeting dierent production modes, namely the VBF H(bb̄) analysis using Run
1 data, the t̄tH(bb̄) with 2016 data and the inclusive search for H(bb̄) in the boosted regime,
a signicance of 5.6 (5.5 expected) standard deviations is reached, corresponding to a signal
strength of 1.04± 0.20.
The heavy usage of Deep Learning techniques that I largely developed in my Ph.D. work
was a crucial element for the observation of the H→bb̄ decay. Four dierent deep neural
networks have been used: for tagging b jets, which are the reconstructed objects originating
from the H→bb̄ decay; for the calibration of their energy and momentum; for background
classication in control regions; and for discriminating the signal from the backgrounds.
Machine Learning already played an important role in the previous searches for VH(bb̄),
but with 2017 data Deep Learning was introduced and very quickly became fundamental.
Deep Learning techniques are now becoming more and more important at the LHC, not
only at the analysis level, but also because they are starting to be an integral part of the
reconstruction algorithms in CMS. Hence, an important part of the thesis is dedicated to
Deep Learning techniques, and their application to the b jets is shown as a use case.
iv
The thesis is structured as follows: the Standard Model framework, with a focus on the
Higgs mechanism, is described in Chapter 1. Also, a summary of the most important results
achieved at the LHC on the properties of the Higgs boson is given. Chapter 2 is dedicated
to the experimental apparatus: after a description of the LHC machine, the most impor-
tant features of the CMS detector are presented. The reconstruction of physics objects is
performed in multiple steps: lower level objects’ reconstruction is included in Chapter 2.
Higher level objects which are then used in the analysis are described in Chapter 3.
Chapter 4 introduces Deep Learning concepts whose application is present both in Chapter
5 and Chapter 6.
Chapter 5 is dedicated exclusively to Deep Learning applications: the object under study
are the b jets, which are produced at the LHC both in the H→bb̄ decay and in a number
of background processes. Two tasks are important in analyses with b jets in the nal state:
the correct reconstruction of the jet momentum and the ability to separate b jets from jets
originating from gluons, light quarks and charm quarks. We usually talk about "b jet en-
ergy regression" for the calibration of the jet transverse momentum and "b tagging" for the
discrimination of b jets from the other hadronic jets.
The b jet energy regression used in the VH(bb̄) analysis is described in detail. Subsequently,
a Deep Learning based b tagging algorithm, which, unlike most of the tagging algorithms
uses only reconstructed tracks but no reconstructed secondary vertices, is presented. The
algorithm, called "DeepVertex", exploits the ability of Deep Neural Networks to learn from
raw data, aiming to infer the secondary vertex properties from tracks and clusters of tracks
in the hidden layers of the network.
My work focused on the development of the regression Deep Neural Network in parallel
with the ETH group searching for di-Higgs production, then on the validation with data of
the trained model for the VH(bb̄) analysis and potentially for the CMS collaboration. I also
carried out the development and optimization of DeepVertex in simulation, which has now
reached results useful for the entire CMS collaboration and is ready for deployment in data.
Chapter 6 covers the VH(bb̄) analysis with 2017 data and the combination with previous
analyses. My rst contribution to the analysis was the aforementioned b jet regression and
its validation. Subsequently, I worked on the optimization and the inference of the Deep
Neural Networks used in the multivariate analysis together with other members of the anal-
ysis team. The analysis relies heavily on Deep Learning, both for signal discrimination and
to isolate background sources, thus improving the background modeling.
The outlook for H→bb̄ and conclusions are in Chapter 7. In this last chapter a preview of
the search for the Higgs boson decay into muons using the full Run 2 data collected by CMS
is also presented. The H→ µµ decay is important as it’s the most viable channel to probe
the decay to the second generation of fermions at the LHC. I was involved in the search
for H→ µµ in the VBF production channel, and in particular in the optimization of DNN
discriminators, thanks to my previous experience. The analysis uses a similar strategy as
VH(bb̄). Deep Learning techniques similar to the ones applied in VH(bb̄) turned out to be
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The Standard Model and the Higgs
Boson
The Standard Model of particle physics is the theoretical model that describes all known fun-
damental particles and the interactions among them. Among those, the Higgs boson was dis-
covered last, in 2012, with a mass near 125 GeV, by the ATLAS and CMS collaborations. After
the discovery of the Higgs boson, the LHC experiments are focusing both on the search for new
physics and the measurement of the Higgs boson properties. The observation of the H → bb̄
decay, which is the focus of this thesis, constitutes an important step in the Higgs boson charac-
terization eort, as it was the only way to probe directly the coupling of the Higgs to down-type
quarks.
A brief overview of the Standard Model and of the state-of-the-art research on the Higgs boson
properties are given in this chapter, to motivate the Higgs characterization eort and the anal-
ysis that led to the H → bb̄ observation. The characterization of the Higgs boson will continue
for the entire lifetime of the LHC and at future colliders.
1.1 The Standard Model
The Standard Model (SM) is a renormalizable Quantum Field Theory which describes the
interactions among fundamental matter components.
Three of the four known fundamental interactions are part of the SM: the electromagnetic
interaction, the weak interaction and the strong interaction. The gravitational interaction
is not included, but it is much weaker and is not expected to contribute to the physical
processes currently investigated in high energy physics.
SM matter is constituted by a few fundamental particles spin-half particles, the fundamental
fermions, described by spin-half elds. Spin-1 particles, or vector bosons, described by
vector elds, are the mediators of the interactions. Finally, the Higgs boson, with spin 0, is
described by a scalar eld.
1.1.1 The fundamental particles
The particle content of the SM is represented in gure 1.1. The fundamental fermions can
be divided into two groups: the quarks, which interact via the strong, electromagnetic and
weak interactions, and the leptons, which don’t interact via the strong force.
Ordinary matter is composed of one lepton with a negative unitary charge, the electron (e)
and two types of quarks, the up-quark (u) with charge +2/3 and the down-quark (d) with
charge -1/3, which form protons and neutrons. The electron, the neutral electron neutrino
(νe), which is produced in nuclear β decays, together with the u and d quarks, are known as
the rst generation of fermions. For each of the rst generation particles, two copies that
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Figure 1.1: A pictorial representation of the SM particles [1].
have the same interactions, but larger masses 1, can be found in nature. These additional
particles are known as the second and third generations. Antiparticles have exactly the
same mass, but opposite quantum numbers. They were rst predicted, then observed for
each fermion.
The mediators of the three interactions, also known as gauge bosons, are the photon (γ),
which is the mediator of the electromagnetic interaction; the gluons (g) for strong interac-
tion, which, like the photon, are massless; and the three massive gauge boson which carry
the weak interaction. These are the charged W+ and W–, both with a mass of∼ 80 GeV and
opposite electric charges, and the neutral Z0 boson, with a mass of ∼ 91 GeV.
The Higgs boson is nowadays known to have a mass of ∼ 125 GeV, it is electrically neutral
and it can interact with all the fermions and gauge bosons.
1.1.2 Interactions and Gauge group
The strong, weak and electromagnetic interactions are introduced into the Quantum Field
Theory framework via a local gauge invariance requirement. In Gauge theories, such as the
SM, the Lagrangian that describes the eld dynamics is required to have an internal sym-
metry under a Lie group, and the symmetry is local, i.e. space-time dependent. For each
generator of the Lie group, a corresponding eld called the gauge eld must be introduced
in the theory. The gauge symmetry also xes the interactions of the matter elds, which
are arranged into representations of the gauge group and assigned quantum numbers that
x their interaction properties.
In the SM, the description of the three fundamental interactions [2, 3, 4] is based on the
local gauge symmetry group
U (1)Y ⊗ SU (2)L ⊗ SU (3)c
SU (3)c is the color group, which describes the strong interaction or Quantum Chromody-
namics (QCD). The quarks are a triplet under SU (3)c , therefore the quarks exist in three
1For the neutrinos, the avor eigenstates are not coincident with the mass ones. Experimental results
require at least two neutrinos to have non-zero mass and a mass hierarchy is predicted. However, individual
neutrino masses are yet to be measured and by convention neutrinos are described by avor.
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copies, with dierent color charges. The group has eight generators, which correspond to
the eight gluon elds. However, free quarks cannot be observed in nature. Only colorless
bound states, in the form of mesons and baryons can be observed. The leptons have no
color charge, and they are singlets under SU (3)c .
The SU (2)L together withU (1)Y describes the electromagnetic and weak interactions. SU (2)L
has three generators, so three gauge elds are introduced into the Lagrangian. Spin-half
elds behave dierently under SU (2)L depending on their transformation properties un-
der the Lorentz group: left-handed chirality fermions are all doublets under SU (2)L, while
right-handed chirality fermions are singlets. Specically, the quark sector is described by




) under SU (2)L, while the lepton sector is




). As already mentioned, each has
three copies, one per generation. The right-handed neutrinos (νR) are not included in the
SM description.
The U (1)Y hypercharge symmetry corresponds to a local phase invariance: the group has
just one generator and the hypercharge quantum number denes the interaction properties
for each eld.
The particles’ representations and their quantum numbers assignments are summarized in
table 1.1.
qL uR dR `L eR
U (1)Y 1/6 2/3 -1/3 -1/2 -1
SU (2)L doublet singlet singlet doublet singlet
SU (3)c triplet triplet triplet singlet singlet
Table 1.1: Quantum numbers and representations associated to each generation of SM fermions
Once the symmetry and the quantum numbers of each matter eld are chosen, the interac-
tions are determined: the Lagrangian that describes the particle dynamics contains terms
quadratic in the elds or their derivatives. The matter elds transform linearly under the
gauge group, and in order to preserve the gauge local gauge invariance, all the eld space-
time derivatives are promoted to covariant derivatives: ∂µ → Dµ. Given the SM gauge
structure, the covariant derivative will be:
Dµ = ∂µ + ig′YBµ(x) + igW aµ(x)Ta + igSGaµ(x)ta
Where g′, g and gS are respectively the coupling of the hypercharge eld Bµ, of the elec-
troweak interactions, mediated by the three W aµ elds, and of the strong interaction, medi-
ated by the eight Gaµ elds. The vector boson elds, just like the fermion and scalar elds,
are all functions of the space-time (the 4-vector x), as explicitly written in the above for-
mula. The Y , Ta and ta are the generators of the symmetry group in the representation
required by the eld.
The covariant derivative, when substituted in quadratic terms, produces the interaction ver-
tices between fermions and vector bosons. This description of the interaction vertices, also
called minimal coupling substitution, is predictive when used in perturbation theory.
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where the eld strength tensors Gaµν , W aµν and Bµν appear. The eld strength tensor is
dened e.g. for the weak gauge elds as:
W aµν = ∂µW aν + ∂νW aµ – igf abcW bµW bν
The third term appears only if the group corresponding to the gauge eld is non-abelian;
g is the coupling that is found also in the covariant derivative. In the SM the SU (2)L and
SU (3)c are non-abelian, while the hypercharge group is abelian. The third term generates
both cubic and quartic interaction vertices between gauge elds, for the strong and weak
interaction gauge bosons.
The gauge bosons have no mass terms, as those would not be invariant under the gauge
symmetry. A possible solution to give mass to the gauge bosons is the Higgs mechanism.
This mechanism also claries the interplay of the SU (2)L and U (1)Y gauge bosons in the
weak and electromagnetic interactions that we observe.
1.1.3 The Higgs mechanism
Mass terms for the gauge bosons can be introduced by a spontaneous symmetry break-
ing, while keeping the theory renormalizable. In the simplest case, spontaneous symmetry
breaking requires the presence of a scalar eld with a positive vacuum expectation value.
In the SM case, the spontaneous symmetry breaking is realized via a complex scalar eld
which spontaneously breaks the U (1)Y ⊗ SU (2)L gauge symmetry [5, 6, 7, 8, 9, 10]. The
SU (3)c symmetry remains unbroken.






which behaves as doublet under SU (2)L and has charge +1/2 under U (1)Y is introduced.
The additional Lagrangian terms due to the scalar eld will be :
L = (DµΦ)†(DµΦ) + V (Φ)
With a potential term like V (Φ) = V (Φ†Φ) = –µ2Φ†Φ + λ(Φ†Φ)2 the minimum of the





and the Φ eld, with







A positive vacuum expectation value automatically xes the masses of three gauge bosons:
the Lagrangian terms containing the covariant derivative (DµΦ)†(DµΦ), after making ex-





µ – g′Bµ)2 · (v + H(x))2
+ 18g
2(W 1µ – iW 2µ)(W 1µ + iW 2µ) · (v + H(x))2
The rst term is the kinetic term for the physical Higgs boson eld H(x). The second term
contains a linear combination of the of hypercharge gauge eld Bµ and of the third gauge
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eld W 3µ. The combination can be rewritten as the Zµ with mass MZ =
v2(g2+g′2)
4 , describing
the Z0. The third term contains the weak gauge elds W 1µ and W 2µ, which are combined
to give the W+ and W– elds. A mass MW =
g2v2
4 is therefore predicted for the charged
W. The second and third term contain also the cubic and quartic interaction vertices of the
Higgs with vector bosons. The couplings are proportional to the square of the vector boson
masses.
The symmetry breaking pattern is U (1)Y ⊗ SU (2)L → U (1)em. Three of the four gauge
bosons acquire a positive mass, while the photon remains massless, as the U (1)em symme-
try remains unbroken. As already seen, the Zµ is a linear combination of the Bµ eld and
of the W 3µ eld. The orthogonal combination is the massless photon eld Aµ, which is the
mediator of the electromagnetic interaction. The photon doesn’t have an interaction vertex
with the Higgs boson, but the H→ γγ decay can happen via loops. The matter-photon
coupling can be derived from the covariant derivative: the couplings are proportional to a
common electric charge and the quantum numbers are given by the operator Q = Y + T3,
i.e. the sum hypercharge operator and the third generator of SU (2)Ls.
The physical Higgs eld, H(x), describes a scalar particle with mass mH =
√
2λ · v, which
can be derived from the potential term V (Φ). The Higgs mass is a free parameter of the
model as it depends on the λ introduced by the Higgs potential, the vacuum expectation
value is instead known to be v = 246 GeV because from the Fermi constant GF , which de-
pends in turn on MW and g. The value of v can be extracted e.g. from the muon lifetime
measurement, as the Fermi constant is GF = 1/
√
2v2.
Moreover, the presence of the Φ eld allows mass terms proportional to the vacuum expec-
tation value for the fermions, while preserving the local gauge invariance [11, 12]. Mass
terms for the fermions are also not allowed in the Lagrangian, as they would take the form
m(ψ̄RψL + ψ̄LψR), which is not invariant under SU (2)L. Gauge invariant mass terms are
introduced via the interaction of the fermions with the Higgs eld.
The mass terms for the leptons will look like:




generating mass terms yev /
√
2, and analogous interaction terms with H(x) with coupling
proportional to the lepton mass.
The Higgs boson gives mass both to the down type and up type quarks with Yukawa interac-
tions. The mass terms for the down type quarks are totally analogous to the lepton masses,





These terms take the form:




As a result, the Higgs boson interacts with the entire fermion sector trough Yukawa-like ver-
tices, with a coupling proportional to the fermion mass. It should be noted that the Yukawa
couplings are actually matrices, but in the case of leptons the elds can be rearranged in
such a way that weak interaction eigenstates are coincident with the mass eigenstates. In
the case of the quarks, this is not possible as the up and down Yukawa matrices should be si-
multaneously diagonalized. As the quarks generations are dened as the mass eigenstates,
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a unitary matrix describing the mixing of the mass eigenstates in the weak interactions
mediated by W bosons becomes part of the interaction Lagrangian. This is the so-called
Cabibbo-Kobayashi-Maskawa (CKM) matrix.
1.2 The Higgs Boson at the LHC
A Higgs-like particle, which is consistent with the SM Higgs according to the current exper-
imental data, was discovered in 2012 at the LHC [13, 14, 15]. The mass of the new particle,
approximately 125 GeV, sets the boundaries of today well-know Higgs phenomenology, as
described in the next paragraph.
1.2.1 Higgs phenomenology: production and decay modes
In the SM, the phenomenology of the Higgs boson decays depends crucially on its mass,
which denes the branching fractions. The production modes instead have a milder Higgs
mass dependence.
In proton-proton collisions at the center-of-mass energies currently reached by the LHC
(up to 13 TeV) four main production mechanisms are expected. The gluon-gluon fusion
production mode has the largest cross section, followed by vector boson fusion, associated
WH and ZH production, and production in association with a t̄t or bb̄ pair [16]. The lead-
ing Feynman diagrams are reported in gures 1.2, 1.3. The total production cross section
in proton-proton collisions depends on the center-of-mass energy. As the cross section is
dominated by the gluon-gluon fusion, this production mechanism drives the increase in the
cross section as a function of the center-of-mass energy (
√
s).
The gluon-gluon fusion (ggF) is the dominant production mode with a cross section of
approximately ∼85% of the total. The leading diagram involves a quark loop: the main
contribution to the SM amplitude arises from the top quark loop, though the amplitude is
potentially sensitive to the presence of new massive particles with non zero color charge.
The vector boson fusion (VBF) has a cross section of about a tenth of the gluon-gluon fu-
sion one. The leading diagrams involve a qq scattering in the t or in the u channel, with a
vector boson exchange and the emission of a Higgs boson. Since the momentum exchange
is typically lower than the center-of-mass energy of the two quarks, the channel is charac-
terized by two separated high-rapidity quarks in the nal state, detectable as high rapidity
jets. Their presence can therefore serve as a signature of the VBF production channel. Ad-
ditionally, as VBF is a pure electroweak process, low hadronic activity is expected in the
rapidity gap between the two jets, where the Higgs decay products are typically found.
(a) (b)
Figure 1.2: Leading Feynman diagrams for Higgs boson production via ggF (A) and VBF (B).
1.2. The Higgs Boson at the LHC 7
The Higgs-Strahlung (VH) has a slightly smaller cross section compared to VBF, but the
presence of a vector boson in the nal state helps to separate Higgs events from the back-
ground when the Higgs decays to two quarks. The presence of nal state charged leptons
or neutrinos is exploited in H→bb̄ searches.
The main contributions to the VH cross section come from quark initiated processes (qq→VH,
g 1.3 A). A minor contribution to the ZH production comes from gluon initiated processes
(gg→ZH, g. 1.3 B, C) whose contribution to the total ZH cross section is around 15%, but
they can help to increase the sensitivity to high-pT Higgs bosons.
Finally, the t̄tH associated production allows a direct measurement of Higgs coupling to
the top quark. Its contribution to the total cross section is of about 1%. The nal states are
characterized by a relatively higher jet multiplicity due to the decay of the top quarks.
Other worth-mentioning processes are the bb̄H associated production, which is not target
of direct searches and the single-top associated production, which is predicted to have a
very low cross section. Both contributions are however taken into account with their ex-




Figure 1.3: Leading diagrams for the VH production channel (A). Gluon initiated processes (B,C)
are important when looking for a high-pT Higgs decaying to hadrons; Example leading diagram for
associated production with top quark pairs (D).
The most accurate predictions for the production cross sections in each mode are reported
in gure 1.4. The accuracy level in perturbation theory both for corrections due to the
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strong interactions, computed in perturbative QCD, and electroweak corrections is also re-
ported in gure 1.4: the theoretical uncertainties aect mostly the ggF and t̄tH modes, due
to the large QCD corrections. The central values recommended for the analysis at 13 TeV
are listed in the adjacent table.
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VBF 3.78 ± 0.08
VH 2.26
W+H 0.84 ± 0.02




Figure 1.4: Production cross sections for
√
s ranging from 7 to 14 TeV, for mH = 125 GeV (A): the
predicted central values for a Higgs boson of mass mH = 125 GeV by production mode at
√
s = 13
TeV are in (B). [17]
The Standard Model predicts the Higgs boson decay amplitude and its branching ratio in
each nal state. For a Higgs boson with a mass of approximately 125 GeV the total decay am-
plitude is expected to be of a∼4 MeV. The Higgs boson decays into pairs of fermions through
Yukawa-like interactions, with a relative branching ratio proportional to the fermion mass
mf at leading order, and into massive gauge boson pairs (gure 1.5) with couplings propor-
tional to the square of the boson mass. Gluon-gluon and γγ nal state are also possible via
fermionic loops, or W loops in the γγ case (gure 1.6).
(a) (b)
Figure 1.5: Higgs decay vertices at leading order.
The predicted branching ratios for a Higgs boson in the mass range 120-130 GeV are shown
in gure 1.7 (A). The values for a Higgs mass of 125 GeV are listed in the adjacent table 1.7
(B).
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(a) (b)
Figure 1.6: Higgs decays to photon pairs via loop diagrams.
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H→ bb̄ 58.24 +0.72–0.74
H→ ττ 6.27 ± 0.10
H→ cc̄ 2.89 +0.16–0.06
H→ µµ (2.18 ± 0.04 )· 10–2
H→WW 21.37 +0.03–0.05
H→gg 8.19 ± 0.42
H→ZZ 2.62 ± 0.04
H→ γγ 0.227 ± 0.005
H→ Zγ 0.153 ± 0.009
(b)
Figure 1.7: Decay Branching Fractions for the Higgs boson mass in range 120–130 GeV (A). The SM
predicted branching ratios for a Higgs boson of mass 125 GeV (B). [17]
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1.2.2 Experimental tests
This thesis reports the observation of the H→ bb̄ decay using CMS data [18]. This result,
together with the ATLAS independent observation of the same decay, came in 2018, 6 years
after the Higgs discovery in 2012. With this observation, a big chapter in the measurements
of the Higgs boson properties, which started with the discovery and continued in Run 1 and
throughout the LHC Run 2, has been closed. All the decay modes sought since the begin-
ning of the LHC are now rmly established.
The LHC Run 1 was highlighted by the discovery of the Higgs via the H→ 4` and H→ γγ
decay channels and the detection of its mass, which was the missing parameter in the the-
ory, near 125 GeV.
The decay to vector bosons were subsequently observed with a signicance of at least 5
standard deviations (σ), both in H →ZZ→ 4` and H→WW→ 2`2ν channels by the ATLAS
and CMS collaborations [19, 20, 21, 22]. The H→ γγ channel was also observed with similar
precision in Run 1 [23, 24].
The spin and parity of the Higgs boson were also tested exploiting the H→ γγ, H→ZZ→ 4`
and H→WW→ 2`2ν channels [25, 26, 27]. The observations disfavor the spin-2 hypoth-
esis and, assuming that the Higgs boson has spin zero, are consistent with the pure scalar
hypothesis, JP = 0+, as predicted by the SM, while disfavoring the pseudoscalar hypothesis.
The spin 1 hypothesis is excluded by the decay into photon pairs (Landau-Yang selection
rules).
After the LHC Run 1, the ATLAS and CMS collaborations published two combination pa-
pers: the rst with a combined mass measurement and the second with a combined mea-
surement of the couplings. Overall, a good consistency between the data and the SM pre-
dictions was observed, just like in the input measurements performed by the collaborations
in exclusive decay and production modes.
Given the larger signicances of the observations of the decays to vector bosons, the consis-
tency of the experimental data with the spontaneous symmetry breaking in the electroweak
sector was one of the clear answers given by the LHC just with Run 1 data. On the other
hand the consistency of Yukawa couplings was yet to be probed with similar accuracy. None
of the fermionic decays had reached the 5σ threshold in Run 1, tough the data was consis-
tent with the SM expectation in all channels.
Run 2 data were fundamental to complete the picture, giving access to the main fermionic
couplings.
Run 1 legacy papers: LHC combined results
The LHC Run 1 Higgs results are summarized in two combination papers using data from
both ATLAS and CMS experiments [28, 29].
A combined mass measurement was performed exploiting the full Run 1 luminosity, which
is of about 5 fb–1 at
√
s = 7 TeV and of about 20 fb–1 at
√
s = 8 TeV for both the ATLAS
and CMS. Mass measurements are performed through the H→ γγ and H→ZZ→ 4` decay
channels, thanks to the good reconstructed mass resolution in the nal states. The resulting
combined mass is
mH = 125.09± 0.21(stat.)± 0.11(syst.) GeV
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Figure 1.8: Best-t results for the production signal strengths combining ATLAS and CMS measure-
ments (A). Results for the branching ratio signal (B). The error bars indicate the 1σ and 2σ intervals.
The couplings to SM fermions and bosons were subsequently extracted assuming a Higgs
mass of 125.09 GeV [29]. Individual analyses addressing specic decay modes and published
separately by the two experiments were used as input for the combination.
Several parametrizations were used for the combined ts. The agreement between the SM
prediction and the relative measurement can e.g. be described by the signal strength mod-
ier µ. For each production mode i and decay channel f the production and decay signal




and µf = BR
f
BRfSM
LHC analyses don’t allow the disentanglement of production and decay modes, so the input
of each analysis will be a signal strength modier µfi = µi · µf , which takes into account
both contributions.
The global signal strength measurement, performed assuming the same µi and µf for each
process, gives as a result a best-t value of
µ = 1.09+0.11–0.10 = 1.09+0.7–0.7(stat.) +0.4–0.4(exp.) +0.7–0.7(theory)
Analogous measurements are performed treating independently each production signal
strength, assuming SM branching ratios, and each branching ratio signal strength, assum-
ing SM production cross sections. The t results are reported in gure 1.8.
An alternative parametrization uses coupling modiers for each SM interaction vertex. The
loop amplitudes can be assigned loop-specic coupling modiers.
Alternatively ts with only the SM vertices modiers can be performed. In this case the SM
assumptions about the relative contribution of each coupling to the amplitudes are neces-
sary. The coupling to each SM particle individually is tested assuming the relative consis-
tency of the loop amplitudes (γγ nal state, ggF production mode) with the SM.




































Figure 1.9: Best t result for the coupling modiers measurement for each SM particle; the dashed
line indicates the expected value as function of the SM particle mass.
In the latter parametrization coupling modiers ki are such that for each vertex we have
couplings:
yi = κi · yi,SM ,
and combinations of the squared modiers appear in the amplitude. With such a parametriza-
tion a t that assesses the consistency of the data with the SM vertices as a function of the
vacuum expectation value v is performed. The result is reported in gure 1.9, showing good
consistency with the expectations for both the couplings to fermions, and to vector bosons
with relatively better precision.
Combined ts with fewer assumptions are also performed: a t treating all the signal
strengths µfi independently (23 parameters) and analogous ts to signal strengths ratio to
the strength of the reference process ggF H→ ZZ. The results show overall a good consis-
tency with the SM.
LHC Run 2: The quest for the couplings to fermions
The LHC Run 2 started in 2015 with a few proton-proton collisions data. Subsequently, un-
precedentedly large amounts of data were collected: ∼36 fb–1 per experiment in 2016, ∼41
fb–1 in 2017, and more recently ∼60 fb–1 in 2018.
The larger production cross sections and the larger amount of integrated luminosity allowed
also the observation of some of the decay and production modes, which were missing after
Run 1. The Higgs→ ττ decay observation was reached with 2016 data by both CMS and
ATLAS [30, 31] collaborations. Actually, the combination of the results from both experi-
ments already yielded a 5.5σ signicance with Run 1 data [29], but Run 2 data allowed the
independent observation by each experiment. The t̄tH production mode was also observed
both by CMS, with only 2016 data, and ATLAS soon afterwards [32, 33].
The observation of the H→ ττ decay and of the t̄tH production mode probed respectively
the Yukawa coupling to charged leptons and to up-type quarks. Assuming the same mass
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generation mechanism for the three generations of fermions, the only missing piece was
the Higgs Yukawa coupling to down-type quarks, which could be measured via the H→ bb̄
decay only.
The evidence for H→ bb̄ was reached using the 2016 data [34, 35], but the channel was not
observed before the analysis presented in this thesis. The observation of the H→ bb̄ was
achieved by both ATLAS and CMS in 2018 with 2017 data [36, 18]. The details of the CMS
analysis and the techniques used are detailed in the chapters 5,6.
The most sensitive production mode for H→ bb̄ is the VH, which exploits the leptonic de-
cays of the vector boson and allowed the attainment of the observation.
Other important measurements performed with Run 2 data are in agreement with previ-
ous results. The mass was measured again by each experiment: ATLAS measured mH =
124.97± 0.19(stat)±0.13(syst) GeV [37]. CMS used the ZZ→ 4` decay mode: a mass of
125.26±0.20(stat)±0.08(syst) GeV, with reduced systematic uncertainty, was measured. [38].
Analogously to the Higgs combination in [29], a combination of the coupling measurement
was performed by each experiment using the data collected at 13 TeV [39]. The Combina-
tion performed by CMS uses 35.9 fb–1 collected in 2016, while a combination performed
using ATLAS data uses dierent dataset depending on the specic channel. The results are
compatible with Run 1 and with a SM Higgs boson in both cases, improving on the Run
1 combination. The measured signal strengths in the hypothesis of SM production modes
and SM branching fractions are shown in gures 1.10 (A), (B).
The total width of the Higgs is also a challenging measurement at the LHC. The measure-
ment can be performed comparing the on-shell and o-shell Higgs Boson production rates
in the ZZ decay mode. The Run 2 CMS results [40] improve on the upper limit set in Run 1,
and a lower limit is also set for the rst time. The observed width is found to be in interval
[0.08, 9.16] MeV ([0.0, 13.7] MeV expected) at 95% condence level, as shown in gure 1.11.
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Figure 1.10: Summary plot showing the signal measured signal strength per decay channel at
√
s =
13 TeV (A) and the measured signal strength per production mode at
√
s = 13 TeV (b).
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Figure 1.11: Likelihood scans ΓH . The left plot (A) presents results both combining Run 1 and Run2
data (in red) and using Run 2 data only (black).
Beyond Run 2: Higgs precision measurements
After Run 2, with all the main decay modes and production channels rmly established, the
physics of the Higgs boson at the LHC is entering a time of precision measurements and
search for rare decays.
Precision measurements are motivated by the need to go beyond the SM. The last piece
missing from the SM was the Higgs, which now appears to be consistent with the theo-
retical hypothesis. However, we already know that the SM is not able to describe all the
experimental data. We have the experimental evidence of dark matter for a long time, but
its presence is yet to be explained at the fundamental level. Neutrino masses, which are nec-
essary given the experimental evidence of the neutrino oscillations are not explained with
the Higgs mechanism. The mass of the Higgs boson itself, now that it has been found, opens
the question of why it is close to the electroweak scale (the so-called "hierarchy problem").
Deviations from the Standard Model predictions could appear in precision measurements
and hint at physics beyond the Standard Model.
An outlook for the most important Higgs properties measurements for the LHC Run 3 and
beyond is given in appendix E.
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The CMS experiment at the LHC
The analysis described in this thesis uses data samples collected by the CMS detector during the
LHC Run 2. This chapter is aimed at describing the main features of the LHC machine and of
the CMS experiment with its subdetectors. The reconstruction of stable particles coming out of
the collisions is also covered. Physics objects used at the analysis level are instead described in
chapter 3.
2.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is a 27 km long circular hadron accelerator and collider.
Mainly protons, but also heavy ions are accelerated and collided. It was installed in the
existing underground tunnel previously used for the Large Electron Positron collider (LEP),
located at the border between Switzerland and France, at the CERN laboratories [41].
The LHC has a design center-of-mass energy (
√
s) of 14 TeV and instantaneous luminosity
of 1034 cm–2 s–1, representing a big step both in the energy and luminosity frontier com-
pared to previous colliders.
The target luminosity of 1034 cm–2 s–1, which requires high beam intensities, lead to the
design of a particle-particle collider. For this reason, two separate rings with opposite mag-
netic optics host two counter-rotating particle beams. The beams are guided around the
accelerator ring by a strong magnetic eld (by design Bmax = 8.33 T) maintained by 1232
superconducting dipole magnets. The maximum energy of the beams is limited by the max-
imum B eld of the dipole magnets. In addition, a total of 392 quadrupole magnets are used
to focus the beam.
The design of the magnets had to comply with the pre-existing LEP tunnel. The tunnel has
eight straight sections and eight arcs, which would ideally be longer in a hadron collider
to maximize the center-of-mass energy. Furthermore, an important feature inherited from
the LEP tunnel design is the diameter of the tunnel arcs (3.7 m). As a consequence of the
limited space, twin bore superconducting dipole magnets, also known as "two-in-one", were
adopted. A cross section of the main LHC bending dipoles is shown in gure 2.1. The two
beams are separated by 19.4 cm.
The arcs are instrumented with the main superconducting bending magnets, while the
straight section host collision points with detectors and/or utilities: four collision points,
with two aiming at the maximum luminosity; two beam injectors and two beam dump fa-
cilities; radiofrequency cavities and collimation systems.
Before injection into the LHC, the protons are accelerated in various steps that gradually
increase their energy, as shown in gure 2.2. The chain starts with a linear accelerator
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Figure 2.1: Cross section of a dipole magnet of the LHC. [42]
followed by three circular accelerators of increasing size. The protons are nally injected
into the main ring with an energy of 450 GeV. Acceleration is achieved as the beam re-
peatedly crosses radiofrequency cavities. The magnetic eld that guides the beams grows
synchronously with the energy of the protons. Once the maximum eld is reached, the
beams are brought into collision at four interaction points.
The protons are accelerated in bunches made out of ∼1011 protons each. The bunches are
spaced 25 ns in time in the nominal design, so collisions happen every 25 ns when the beams
are stable. The bunches are∼ 30 cm long, or 1 ns in time, and are squeezed in the transverse
plane at the interaction points to a size of order ∼10 µm.
The beams orbit around the LHC for about 12 hours in stable conditions. The beam inten-
sity is gradually lost, primarily due to collisions. After the beams are partially depleted, they
are dumped and the LHC is relled. The duration of the LHC ll is chosen to maximize the
luminosity integrated over time.
Four dierent experiments with dierent characteristics and purposes are located at the
four interaction points, allowing a full exploitation of the physics potential of the LHC
machine. ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) are
general-purpose detectors designed to investigate a wide range of physics topics. Their
focus includes the Higgs boson and the exploration of the energy frontier in a quest for
new physics at the TeV scale. These are the two high luminosity experiments that receive
the maximum luminosity delivered by the LHC. ALICE (A Large Ion Collider Experiment)
is a heavy-ion experiment, designed to study the physics of the strong interaction at ex-
tremely high energy densities, in a phase of matter called quark-gluon plasma. The Large
Hadron Collider beauty (LHCb) experiment specializes in the precise measurements of CP-
violating observables in order to search for indirect evidence of new physics.
Other experiments designed to fully exploit the LHC collision are: TOTEM, now part of
the CMS collaboration, whose detectors are placed symmetrically at ∼ 200 m on both sides
of the CMS collision point along the beamline; LHCf made of two detectors similarly po-
sitioned 140 meters away from the ATLAS collision point; MoEDAL with detectors near
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Figure 2.2: The CERN accelerator complex. [43]
LHCb to search magnetic monopoles.
Operational history
The LHC began its planned research program in the spring of 2010 with a center-of-mass
energy of 7 TeV. By the end of 2011, the CMS experiment had collected a total integrated
luminosity of 5.6 fb–1 with a record peak luminosity of 4.0 × 1033 cm–2 s–1. In 2012, the
center-of-mass energy was increased to 8 TeV and higher instantaneous luminosities were
achieved. The total integrated luminosity collected by CMS during this year amounted to
22 fb –1 with a record peak luminosity of 7.7 × 1033 cm–2 s–1.
In both years the LHC was operated with a bunch spacing of 50 ns corresponding to a col-
lision frequency of 20 MHz. At the beginning of 2013, the LHC was shut down in order to
prepare the collider to run at higher energy and luminosity. The accelerator was reactivated
in early 2015, operating at a center-of-mass energy of 13 TeV.
In 2015 the LHC reached a luminosity of 5× 1033 cm–2s–1 and an integrated luminosity of
about 4 fb–1, with a bunch spacing of 25 ns, corresponding to a 40 MHz collision frequency.
During the years 2016-2018 the majority of the Run 2 data was delivered and collected,
all with 40 MHz collision frequency. The LHC was successfully operated in proton-proton
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mode approximately from April to November each year, and increasingly higher instanta-
neous luminosities were achieved. The record luminosity was 1.5 × 1034 cm–2 s–1 in 2016,
∼2.1× 1034 cm–2 s–1 in 2017 and 2018, as measured by CMS. The design luminosity of 1034
cm–2 s–1 was achieved and exceeded since 2016. The integrated luminosities measured by
CMS were 41 fb–1 in 2016, 49 fb–1 in 2017 and 68 fb–1 in 2018. Figure 2.3 shows the instan-
taneous (A) and integrated (B) luminosities delivered by LHC and measured by CMS since
the LHC startup.
Both ATLAS and CMS were able to successfully collect and reconstruct the vast majority
of the delivered luminosity, so each experiment has now ∼140 fb–1 of data that are "good
for physics". The data successfully collected by both ATLAS and CMS are now almost one
order of magnitude larger than the Run 1 data.
2018 marked the end of the LHC Run 2. A new shutdown phase is currently ongoing. The















































Data included from 2010-03-30 11:22 to 2018-10-26 08:23 UTC 
2010, 7 TeV, 45.0 pb¡1
2011, 7 TeV, 6.1 fb¡1
2012, 8 TeV, 23.3 fb¡1
2015, 13 TeV, 4.2 fb¡1
2016, 13 TeV, 41.0 fb¡1
2017, 13 TeV, 49.8 fb¡1




























































Data included from 2010-03-30 11:22 to 2018-10-26 08:23 UTC 
2010, 7 TeV, max. 203.8 Hz=¹b
2011, 7 TeV, max. 4.0 Hz=nb
2012, 8 TeV, max. 7.7 Hz=nb
2015, 13 TeV, max. 5.2 Hz=nb
2016, 13 TeV, max. 15.3 Hz=nb
2017, 13 TeV, max. 20.7 Hz=nb










CMS Peak Luminosity Per Day, pp
(b)
Figure 2.3: Integrated (A) and instantaneous (B) luminosity recorded by the CMS experiment per
year [44]. The instantaneous luminosity is quoted in Hz/nb equivalent i.e. 1033 cm–2 s–1 .
The high instantaneous luminosities are achieved by squeezing the proton bunches at the
interaction point as much as possible in the transverse plane. The narrower the beam and
1Following the COVID-19, the plan for Run 3 is now to start in 2022 and collect 200 fb–1.
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the more protons in it, the higher the instantaneous luminosity. When the bunch cross one
another multiple proton-proton collisions take place. The multiple collisions are usually
referred to as "pileup" collisions. The distributions of the number of reconstructed inter-
actions, or pileup proles, are shown per year in gure 2.4. The higher luminosities are
an advantage for physics, thanks to the higher rates of rare processes that are interesting.
However the unavoidably larger pileup is an obstacle for the data taking and reconstruction.
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CMS Average Pileup 
Figure 2.4: Distribution of the number of reconstructed pileup vertices measured by CMS in all the
data taking years [44].
Reference Frame
The coordinate system used by the experiments at the LHC has its origin xed at the nom-
inal collision point. The x axis points towards the center of the LHC ring, the y axis points
upwards and the z axis points along the counter-clockwise beam direction. The azimuthal
angle φ is measured from the positive x direction in the xy plane and the polar angle θ is
measured from the positive z direction. The coordinate r usually indicates the distance from
the beam line (r =
√
x2 + y2)
In a typical collision, the center-of-mass of the interaction process is boosted along the
z axis with respect to the laboratory frame. The kinematics of the collision products are
therefore conveniently described by the coordinates (pT , y, φ, m). Here, φ indicates the
azimuthal angle, m the invariant particle mass, pT the transverse momentum given by pT =
p sin θ =
√
p2x + p2y, and y the rapidity dened as





The transverse momentum, the azimuthal angle and the mass are invariant under boosts
along the z direction, while the rapidity is simply additive. The dierence in rapidity be-
tween two particles is therefore invariant under boosts along the z direction.
The rapidity can be approximated for ultra-relativistic particles by the pseudo-rapidity










20 Chapter 2. The CMS experiment at the LHC













Figure 2.5: A three dimensional view of the CMS detector.
which is computed using just the polar angle θ.
2.2 The CMS Experiment
In the following sections a brief summary of the main features of the CMS detector is given;
a detailed description can be found in the following references [45, 46].
The main feature of the detector is the central superconducting solenoid which provides a
uniform magnetic eld of 3.8 T along the z axis. The solenoid is 13 m long with a 6 m diame-
ter. Several subdetectors are installed both inside and outside it. The solenoid contains from
inside out, as shown in picture 2.5, the silicon tracker, the electromagnetic and the hadron
calorimeter. Outside the magnet coil, the iron return yoke of the magnet hosts the muon
spectrometer. The structure of the subdetectors consists of two regions: the barrel (|η| .
1.2), made of cylinder-shaped subdetectors positioned at increasing radii and the endcaps
(|η| & 1.2) where disk-shaped subdetectors are placed along the z axis, to ensure hermeticity.
Forward sampling calorimeters extend the pseudorapidity coverage to high values (|η| ∼ 5).
Overall the CMS detector is 21.6 m long, has a diameter of 14.6 m, and weighs 12500 Tons
in total.
Generally speaking, each subdetector is designed to perform a specic task and to iden-
tify and reconstruct a specic type of stable particle coming out of the collision. Muons
are identied by the muon system, the energy of electrons and photons is measured by the
electromagnetic calorimeter. Quarks and gluons undergo the "hadronization" process: they
can be detected as a set of stable or almost stable hadrons, photons from π0 decays, and
other particles, which form a jet. Neutral hadrons in the jets can only be detected by the
hadron calorimeter. All the charged particles, either isolated or in jets, are detected by the
tracker with excellent spatial resolution. The magnet provides a large bending power, that
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is fundamental to the reconstruction of the charged particles momenta. Neutrinos are de-
tected as missing transverse energy.
Good performances at high particle ux and radiation-hardness are mandatory for the de-
tectors and electronics. The very high collision rate and pileup are a challenge also for the
data acquisition system, so a multi-level trigger system is necessary.
Several upgrades were performed to ensure optimal data taking through the end of Run 2.
The three-layer pixel detector was replaced with a four-layer high-data-rate design; the rst
level of the trigger system (Level-1 Trigger) and the hadron calorimeter photo-detectors and
electronics were also upgraded.
Additional upgrades are currently being applied in preparation for Run 3 and major changes
are planned for the Phase 2 upgrade [47], after 2023, when the higher instantaneous lumi-
nosities and pileup rates will require the substitution of many subdetectors.
2.2.1 The Tracker
The tracker [48, 49] constitutes the inner part of CMS and is designed to provide a precise
and ecient measurement of the charged particle tracks and of the primary and secondary
interaction vertices. It is immersed in an almost homogeneous magnetic eld of 3.8 T pro-
vided by the CMS solenoid.
The tracker has to be light, both in the active and dead material, in order not to alter the
trajectories of charged particles and to provide the best possible resolution. It also has to
be fast enough to take data every 25 ns (40 MHz). High granularity is necessary due to the
high particle multiplicity. However, a fast and granular detector needs adequate numbers
of readout channels and an ecient cooling, which result in dead material.
Dierent technologies are used to satisfy these requirements as best as possible: a silicon
pixel detector is installed in the inner region, closest to the interaction point, while silicon
microstrip detectors are used in the outer region. The total length of the tracker is 5.8 m
and its diameter 2.5 m, and the angular coverage reaches up to |η| = 2.5. The layout of the
original CMS tracker is shown in gure 2.5.
The pixel detector was changed with respect to the one in gure 2.6. The current pixel
tracker was installed during the 2016 Technical stop [50]. It has four layers and three end-
cap disks, ensuring better redundancy and no performance loss at higher instantaneous
luminosity with respect to the old one, which had three barrel layers and two endcap disks.
The current pixel detector is planned to be used through the LHC Run 3 together with the
original outer tracker.
The four barrel concentric cylindrical layers (BPIX) have a length of about 55 cm and radii
between 2.9 cm and 16 cm. Compared to the old CMS pixel barrel, there is one new layer
at high radius. The radius of the innermost layer is reduced by '1 cm while layers 2 and 3
are almost unchanged.
The three disks in the endcaps (FPIX) are located at each end of the central barrel detector,
with a radial coverage ranging from 4.5 to 16.1 cm. The position of the rst disk along the
beam line is 29.1 cm from the interaction point while the second and third disks are located
at 39.6 cm and 51.6 cm from the interaction point. Together with the four barrel pixel layers,
they provide a four-hit coverage for all tracks over the pseudorapidity region |η| < 2.5, as
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Figure 2.6: CMS original tracker layout.
shown in gure 2.7.
Each pixel has a surface of 100 × 150 µm2 to obtain low cell occupancy (order 10 –4 per
pixel and collision) and a spatial resolution of about 10 µm in the transverse direction (φ
for the barrel, with r given by the sensor position) and 15 µm in the longitudinal direction
(z for the barrel).
The upgrade of the pixel detector featured also a reduction of the dead material in the tracker
acceptance. The cooling tube diameter is signicantly reduced, and the services of the BPIX
are moved further out in the z direction, outside the active tracking volume.
(a) (b)
Figure 2.7: Comparison of the new pixel detector with the old one: r × z view (A) and comparison
of the barrel cylinders (B).
The inner part of the silicon strip detector is made of 4 barrel layers (tracker inner barrel
or TIB) positioned at radii ranging from 20 to 55 cm and 3 disks at each side (tracker inner
disks or TIDs). The outer strip system is composed of 6 barrel layers positioned at radii up
to 1.1 m (tracker outer barrel or TOB) and 9 disks for each endcap (tracker endcaps or TECs).
All four regions (TIB, TID, TOB, TEC) are provided with both single-sided and double-sided
microstrip modules. The double-sided modules are rotated with respect to the strip direc-
tion by a "stereo" angle of 100 µrad. They can therefore provide 3D measurements, though
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with ∼10 times lower resolution along the strips.
The strips are oriented along the z axis in the barrel and along the r coordinate in the end-
caps. The microstrip detector design spatial resolution is of about 20-50µm in the transverse
direction and about 200-500 µm along the strips for "stereo" hits.
2.2.2 The Calorimeters
The calorimeters are located outside the tracker and inside the magnetic solenoid. They are
designed to measure the energy of electromagnetic and hadronic showers and, unlike the
tracker, they are required to completely absorb the particles in the shower for optimal en-
ergy measurements. They are therefore required to be "heavy", which translates into a large
number of radiation lengths X0 for the ECAL and of interaction lengths λI for the HCAL.
The full tracker material has a thickness of ∼ 1-2 X0 and less than one λI for comparison.
The design of the magnet, whose radius is large enough to contain the tracker and both the
ECAL and HCAL,s minimizes the amount of material encountered by particles before the
calorimeters, thus improving the energy resolution.
ECAL
The electromagnetic calorimeter of CMS (ECAL) [51] is a homogeneous calorimeter made
of 61200 PbWO4 crystals mounted in the central barrel part, completed by 7324 crystals in
each endcap. The ECAL barrel covers the central rapidity region (|η| < 1.48) and the two
ECAL endcaps extend the coverage up to |η| = 3. A lead/silicon-strip preshower detector is
also installed at pseudorapidities 1.6 < |η| < 2.6. The crystals are all active material: they
induce the shower and generate scintillation light to measure the shower energy. The scin-
tillation light is detected by silicon avalanche photodiodes in the barrel region and vacuum
phototriodes in the endcap region.
The use of the purpose-built high density crystals has allowed the design of a calorimeter
which is compact, fast, has ne granularity, and is radiation resistant. The barrel crystals
are 23 cm long, which corresponds to 26 X0, while the endcap crystals are 22 cm long, for
a total of (3+25) X0 in the preshower+endcap. Electromagnetic showers of energies of 1
TeV are on average 98% contained both for electrons and photons. The length of the crystal
corresponds also to 1 interaction length, therefore about one third of the charged hadrons
start showering in the ECAL. The transverse dimensions of the crystals are equal to the
Molière radius (2.2 cm) providing a very ne transverse granularity. The size is equivalent
to 0.0174 × 0.0174 radians (1 degree) in the η × φ plane for the barrel crystals. The endcap
crystal transverse size is 3×3 cm2.








where a is the noise term due the electronics and pileup, independently of the energy, b is
the stochastic term which accounts mainly for the uctuations in the photon conversions,
and c is a constant term related to the energy scale calibration.
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The expected performances have been almost matched during the data taking.
HCAL
The CMS hadron calorimeter (HCAL) [52] is used to measure the energy of hadrons, and it
is the only detector available to measure the energy of neutral hadrons. Its design ensures
good hermeticity to allow the measurement of the missing transverse energy and angular
coverage in the forward region for forward jets.
Four regions are instrumented with HCAL detectors: the barrel hadron calorimeter (HB)
surrounds the electromagnetic calorimeter and covers the central pseudorapidity region up
to |η| = 1.3; the two endcap hadron calorimeters (HE) cover up to |η| = 3. The Cherenkov
calorimeter (HF) extends the coverage up to |η| = 5 in the forward region. An array of scin-
tillators, the outer hadron calorimeter (HO), is located outside the magnet to catch the tails
of the hadronic shower and avoid the misidentication of muons.
Contrary to ECAL, the HCAL is a sampling calorimeter: the energy is measured by scin-
tillators alternated to brass plates used as absorbers in HB and HE. The presence of brass
as an absorber guarantees the containment of the hadronic shower, with a thickness of at
least six interaction lengths. Steel interlayered with a quartz-ber Cherenkov calorimeter
is used instead in the forward region. The HO detectors have no dedicated absorbers, but
the shower is induced by the magnet and return yoke material.
The HCAL is coarser than the ECAL with modules of size 0.087× 0.087 radians in the η×φ
plane for |η| < 1.6, corresponding to 5×5 ECAL crystals, and of size 0.17× 0.17 for |η| > 1.6.
The resolution is also worse: the combined ECAL+HCAL resolution measured in a pion test
beam was σE/E ' 110%/
√
E ⊕ 9%.
The HCAL photodetectors, readout system and electronics underwent an upgrade between
Run 1 and Run 2 and through Run 2 [53]. The HF detector originally used photomultiplier
tubes to collect the Cherenkov light, which are now replaced by multi-anode tubes to reduce
the rate of anomalous signals; the HB and HE modules will use the recently installed silicon
photomultipliers as photodetectors, allowing for an increase in the readout channels and
better in-depth segmentation of the detector.
2.2.3 The Muon System
The muon system [54] is located outside the solenoid and covers the pseudorapidity range
|η| < 2.4. Outside of the solenoid coil, the magnetic eld ux is returned through a steel
yoke. Three steel layers are present both in the barrel and in the endcaps, alternated with
four layers of muon detectors, as shown in gure 2.8.
The muon system provides information to identify muons and to measure the momentum
and charge of high-pT muons. Additionally, two tasks are accomplished by the muon sys-
tem thanks to its good time resolution: bunch crossing identication and muon-triggering.
Three dierent gaseous detector technologies are used: drift tube (DT) chambers and cath-
ode strip chambers (CSC) detect muons in the regions |η| < 1.2 and 0.9 < |η| < 2.4, respec-
tively. They are supplemented by a system of resistive plate chambers (RPC) covering the
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Figure 2.8: Longitudinal view of a quarter of the CMS muon system used in the CMS Run 2 (2015-
2018). The various muon stations and the steel disks (dark grey areas) are shown. The 4 drift tube
(DT, in light orange) stations are labeled MB ("muon barrel") and the cathode strip chambers (CSC,
in green) are labeled ME ("muon endcap"). Resistive plate chambers (RPC, in blue) are in both the
barrel and the endcaps of CMS (RB and RE stations).
range |η| < 1.6. Both the DTs and the CSCs are primarily tracking detectors, but have also
good time resolution. The RPCs instead are mainly used for their good time resolution.
During the rst run of LHC three layers of RPC detectors were installed in the endcap; the
fourth layer was installed during the Long Shutdown 1 and was active in Run 2. The high-
est rapidity region (1.6 < |η| < 2.4) is currently being instrumented with two stations of Gas
Electron Multiplier detectors (GEMs) [55], which can accomplish the same physics goals of
the RPCs in a high radiation environment.
The DTs’ layers or "stations" (at xed r in the barrel), made out of 5 wheels, each divided
into 12 sections in φ, consist of 8 layers of tubes measuring the position in the transverse
plane and 4 layers in the longitudinal plane, except for the outermost station with only 4
layers of tubes in the transverse plane. The tubes have a section of 4.2×1.3 cm, with a con-
ducting wire in the center. Each DT station provides a measurement of the muon position
with a 100 µm resolution in r × φ and 150 µm in the z direction. The DT drift cell was
designed to provide a uniform electric eld and constant drift velocity.
The CSCs’ stations are located in the endcap at xed z. CSCs are employed in the endcap
regions because of the higher particle rates and the magnetic eld properties. Each endcap
has 4 stations of chambers perpendicular to the beam. A CSC consists of 6 layers, each
measuring the muon position in 2 coordinates. Cathode strips are positioned radially and
provide a precision measurement in the r × φ plane. Anode wires provide a measurement
in the radial direction. The CSC stations have a r × φ resolution of about 75-150 µm and a
z resolution of about 200 µm.
The resistive plate chambers (RPC) are located in both the barrel and endcap regions. The
RPCs are double-gap chambers operated as gaseous detectors in avalanche mode. They are
read out using strips oriented along z in the barrel and r in the endcaps. The spatial resolu-
tion is coarser, with a strip pitch of' 1 cm and no segmentation in the orthogonal direction,
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but the time resolution is very good (3 ns by design), thus ensuring a robust bunch crossing
identication and ecient triggering.
The readout electronics of the muon chambers were also improved as part of the CMS trig-
ger upgrade between Run 1 and Run 2.
2.2.4 The Trigger System
The 40 MHz rate of proton-proton collisions and the pileup make it impossible to process
and store all the information provided by the detector. Most of the events are not interesting
for physics analysis in any case, due the to fact that the total proton-proton cross section
is more than 6 orders of magnitude larger compared to the cross section of interesting pro-
cesses. The data needs to be reduced and selected trough a trigger system, whose crucial
aspect is a fast and ecient real-time selection to record the useful events.
In CMS the data reduction happens in two steps: The Level-1 (or L1) Trigger [56] and the
High Level Trigger (HLT) [57].
Level-1 Trigger
The Level-1 Trigger consists of programmable electronic devices, which process informa-
tion coming from the calorimeters (both ECAL and HCAL) and from the muon system only.
It reduces the event rate from an input of 40 MHz to an output of about 100 kHz, through
a synchronous pipelined structure of processing elements. At every bunch crossing, each
processing element sends its results to the next element and receives a new event to ana-
lyze. The detectors must be able to resolve in time two events and all the signals from a
single event must be synchronized. During this process, the full detector data are stored in
pipeline memories with limited size (∼160 bunch crossings, or ∼4 µs latency).
An upgrade of the Level-1 trigger was necessary between Run 1 and Run 2 in order to
maintain the same physics performances with higher collision rates and pileup. Because
of the requirement of having the same sensitivity of Run 1 at the electroweak scale, the
electronic devices for the calorimeter trigger, the muon trigger, and the global trigger were
upgraded. The new design allows for more exibility, and is more suitable to trigger on
complex objects. FPGAs were introduced for this purpose.
High Level Trigger
The HLT further decreases the event rate from about 100 kHz to about 1 kHz for data stor-
age. The HLT is implemented by a computer farm composed of more than 30000 CPUs
running software modules similar to the ones used for the oine reconstruction. The full
detector readout is available at the HLT, but in order to meet the timing requirements given
by the input rate from L1, the events are reconstructed in multiple steps and rejected as
soon as there is enough reconstructed information to make a decision.
Reconstructed physics objects, such as leptons, photons, jets, etc. are used in the HLT. A list
of reconstruction algorithms and lters for one or more physics objects is called HLT Path.
The path is characterized by the Level-1 "seed", i.e. the requirements passed by the event at
Level-1, and by the HLT requirements.
An "HLT Menu" represents the set of trigger paths that, if enabled, contribute to a nal OR
of decisions that determines whether to reject or store an event. A single trigger path can
require the presence of one or more physics objects of a particular type passing specic
kinematic thresholds, and it can also mix physics objects.
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The event rate of each trigger path should be maintained within the allowed limits given
the expected instantaneous luminosity. Trigger paths with lower thresholds than those
necessary to reduce the event rate can be kept in the HLT Menu with a "prescale" factor
applied. They are useful to measure the eciencies of higher threshold triggers.
2.2.5 Track Reconstruction
All the detector elements and the trigger have compelling time requirements, as they have
to produce signals, transmit and process the data at rates dictated by the LHC bunch spac-
ing. Once the data are stored, the oine reconstruction software reconstructs the data in
steps and makes them available for analysis. The software is organized in modules operat-
ing on standardized data formats. The HLT is also running similar and in some cases the
same modules. The next two sections are dedicated to a few fundamental parts of the oine
reconstruction starting with the tracking algorithms.
The rst step of the reconstruction process is referred to as local reconstruction both in
tracking and for each subdetector. For the tracker, it consists of processing the detector
readout to build hits. A tracker hit is the best estimate of the point where a charged particle
has crossed the silicon layer, based on the released charge distribution Each trajectory is a
sequence of hits in the tracker: tracking algorithms assign hits to tracks and aim at mea-
suring with the best possible resolution the ve parameters of the helix.
An iterative approach is employed for the CMS tracking: the track reconstruction is run
several times, starting from easier tracks, i.e. non-displaced tracks and with relatively high
pT, and progressively moving to the more complex ones. After each iteration the tracks
meeting quality criteria are kept and their hits are masked when running the following it-
erations. Each step allows an increase of the tracking eciency, with low a low rate of fake
tracks due to the quality requirements and the decreasing combinatorial complexity.
The contribution of each iteration to the nal reconstructed tracks is shown in gure 2.9 as a
function of pT, with the various tracking iterations in dierent colors. Simulated events with
the new pixel detector are used. The main tracking iterations are also listed in the adjacent
table, 2.9 (B), with their seeding hits and target track. Specialized tracking iterations (jet
core, muons) are included only in the plot, as nal tracking steps. The plot shows that the
tracking eciency saturates at ∼ 90 % due to hadrons that undergo nuclear interactions
in the tracker material, while it is known to be close to 100 % for muons. At low pT the
eciency is lower due to the nuclear interactions. At high pT, the eciency decreases due
to the fact that in the event topology chosen for the plot (top pair production) the high pT
tracks are found mainly in the core of high pT jets. Often pixel hits are merged, thus making
the seeding step of tracking inecient.
Iterative Tracking
The algorithm which is run at every iteration is called the Combinatorial Track Finder (CTF),
which is based on the combinatorial Kalman Filter [59, 60] technique. The CTF algorithm
is composed of four steps, that are run at each iteration:
• Seeding - Seeding denes the initial parameters of the track and its uncertainties.
The seeding needs at least three 3D hits (or two with an additional constraint on the
origin of the track). Pixel hits are preferred for seeding because of the better resolu-
tion and the lower occupancy of the pixel detector compared to the strips. Pixel hits
are also less aected by interaction in the tracker material. Strip "stereo" hits are also
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Figure 2.9: Iterative tracking eciency as a function of the track pT, at
√
s = 13 TeV (A); Summary
table of the seeding hits and of the target tracks for each of the main tracking iteration (B). [58]
used, but not in the initial tracking iterations.
The new pixel detector with four layers helped the seeding signicantly: the best
seeds have now 4 pixel hits. There are actually two kinds of seeds with 4 pixel hits as
reported in table 2.9 (B): the rst uses hits triplets with a compatible fourth hit, and
the second propagates the triplet. In the subsequent iterations, a 3-hit seeding is run
as a recovery for prompt tracks, then displaced tracks with several combinations of
hits are considered.
• Pattern recognition orTracknding - The seed trajectories are propagated search-
ing for compatible hits in the outer layers. The seeds are extrapolated up to the entire
tracker and at each iteration the track parameters are updated. The material crossed
by the track and the uncertainties of the hits are taken into account, and the hit recon-
struction is also rened based on the compatible track. Ghost hits, i.e. layers without
charge deposits, but whose the material is taken into account, are allowed to recover
possible tracker ineciencies.
Once the track is completed another search is performed backwards starting from the
outermost hit. This step is performed because the pattern recognition is more e-
cient than the seeding, as it handles correctly possible silicon modules overlap, and it
can recover pixel hits which were not used at seeding time.
In case multiple compatible hits are found when extrapolating the trajectory to a sin-
gle layer, the algorithm will create one trajectory candidate for each hit and those are
propagated independently. Eventually, only one track is retained based on the quality
and the total number of hits.
• Track tting - Once the tracks are built the trajectory is retted using a Kalman lter
inside-out, and a Kalman lter outside-in, with the latter step called also "smoothing
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stage". The Kalman lter is rst run starting from the innermost hit, with the trajec-
tory state given by the inner hits. The errors are enlarged and all the hits inside out
are added . For each valid hit, the estimated hit position uncertainty is also updated
using the values of the track parameters. This rst lter is followed by the smoothing
stage: a second lter is initialized with the result of the rst one, but with enlarged
errors, and is run outside in. The helix parameters can be obtained from the weighted
average of the parameters of these two lters at the surface associated with each hit.
The parameters found at the innermost hit are used for extrapolations inwards, while
the ones found at the outermost hit are used for extrapolation to calorimeters and the
muon chambers.
• Track selection - Tracks are selected on the basis of the number of hits in the entire
tracker,the number of 3D hits, the track normalized χ2, and the distance from the
primary vertex. The criteria are optimized as a function of pT, η and the number of
tracker layers with hits.
The eciency of the tracking sequence is shown in gure 2.10 as a function of simulated η
(A) and pT (C), while the rate of fake tracks is shown in as a function of the reconstructed
η (B) and pT (D). The 2016 tracking performances are compared to the simulation of the
detector with the new pixel detector installed (2017). Only "high purity" tracks are consid-
ered for these plots. The eciency is 95% with the new pixel detector for central η, and an
improved eciency with respect to 2016 is visible in the range 1.5 < η < 2. The eciency
is at and close to 90% for the large region 1 GeV < pT < 100 GeV. The fake rate is also
lower everywhere in the 2017 simulation. The tracking eciencies and fake rate were also
measured in data with similar results.
The reconstructed tracks are identied by ve parameters: the resolution for two impact
parameters, i.e. the distances of the point of closest approach to the origin, are plotted in
gure 2.11. The resolution is of 100-200 µm in the transverse impact parameter, d0 or dxy ,
(A) and 100-500 µm in dz (B). The impact parameter resolution is largely improved with the
new pixel tracker, assuming ideal detector operation, and it is crucial for b tagging (chapter
3) and the H→bb̄ analyses. The pT resolution is 2-4% for pT up to the TeV and doesn’t
depend as much from the new pixel detector.
Primary vertex reconstruction
Reconstructed tracks are also used to measure the position of the primary vertices, which
are the proton collision points. Tracks with good quality criteria and no signicant dis-
placement from the beam spot are clustered and t to obtain the vertex position.
Tracks are clustered in z using the deterministic annealing algorithm [61]. Track clusters
are then tted using the Adaptive Vertex Fitter [62] algorithm. This algorithm is an iterative
re-weighted Kalman lter that ts a candidate vertex starting from a collection of tracks.
Tracks are re-weighted at each iteration so that the contribution of fake tracks gradually
diminishes.
The primary vertex resolution depends on the number of associated tracks, as shown in
gure 2.12 in x × y (A) and z (B). The resolution is about 10-50 µm.
There are multiple vertices in an event due to the pileup, and once they are reconstructed,
one is chosen as the signal vertex and used for analysis. During the Run 1, the signal vertex
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Figure 2.10: Track reconstruction eciency as a function of simulated track η (A), pT (C) for 2016
and 2017 detectors. The 2017 detector shows better performance than 2016 over the entire pT and η
spectrum. . The fake rate for both years as function of the reconstructed track η (B), pT (D).
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Figure 2.11: Track d0 (transverse impact parameter) and dz (longitudinal impact parameter) reso-
lution as a function of the simulated track η for 2016 and 2017 detectors The 2017 detector shows
better performance than 2016 over all the η spectrum. .
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improved during the Long Shutdown 1 in order to choose the vertex depending on the
∑
p2T
of all the collision products, as reconstructed using the Particle Flow algorithm (2.2.6).
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Figure 2.12: Vertex transverse resolution as a function of the number of tracks used in the vertex
t. The 2017 detector shows better performance than 2016 detector .
2.2.6 Particle Flow reconstruction
The particle ow algorithm [63] is used by CMS to correlate all single detector measure-
ments, to identify the nal state particles and measure their properties. The basic elements
given as input to the particle ow algorithm are tracks, including the ones reconstructed
in the inner tracker and the muon tracks, and calorimeter clusters. The basic particle ow
elements are rst connected by a geometrical link to form a block (PF block). A link distance
is also dened at this stage to quantify the quality of the link. Only the nearest neighbors
are considered for link building, in order to reduce the computing time.
All the elements in a PF block are then combined to identify and measure the particle can-
didates (PF candidates). The PF candidates are in turn used to build higher level objects that
are used at the analysis level.
Several types of links between PF elements are possible.
A track can be linked to a calorimeter cluster if its extrapolated position is within the cluster
area, given by the union of the areas of all the cluster cells in the η – φ plane HCAL and
the barrel of ECAL, or in the x × y plane for the ECAL endcaps and the preshower. This
area is expanded by up to one cell in each direction to take into account several sources of
mismeasurement. The link distance is then dened as the distance between the track ex-
trapolation and the calorimeter cluster center. In case several tracks are linked to one ECAL
cluster, only the link with the smallest link distance is kept.
Electrons and photons are aected by bremsstrahlung and conversions in the tracker mate-
rial (∼ 1 X0, dependent on η). The electron and photon reconstruction is carried out using
both the ECAL and the tracker: roughly speaking the electron candidates are identied
by a ECAL cluster and a track, while the photon candidates are identied by ECAL clusters
with no linked tracks. The emission of bremsstrahlung photons is taken into account for the
electron reconstruction both in tracking and in building the ECAL clusters. Bremsstrahlung
photons are emitted in the direction tangent to the original trajectory, so they have the same
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η, but dierent φ with respect to the electron. In the ECAL superclusters with an enlarged
φ window are used. The tracking for the candidate electrons is also rerun using a dierent
lter, called Gaussian summation lter (GSF) [64], to take into account the possibly large
bremsstrahlung losses and kinks in the trajectories.
At the linking stage, in order to recover bremsstrahlung extra photons emitted by electrons,
the tangents of the electron tracks (GSF tracks) are extrapolated to the ECAL. A cluster is
linked to the track as a potential bremsstrahlung photon if the extrapolated tangent position
is within the cluster and compatible in η.
Additionally, photons conversion to e+e– pairs are considered: if the candidate photon di-
rection, obtained from the sum of the two track momenta, is compatible with a tangent to
a GSF track, a link between the track and the two other tracks is created.
Links between ECAL and HCAL (or preshower) clusters are made when the cluster position
in the more granular calorimeter (preshower or ECAL) is within the cluster envelope in the
less granular calorimeter (ECAL or HCAL). The link distance is also dened as the distance
between the two cluster positions, in the η × φ plane for an HCAL-ECAL link, or in the
x × y plane for an ECAL-preshower link. In case of multiple clusters linked to each other
only the pair with minimum link distance is considered. ECAL clusters and superclusters
are linked to each other if cells are shared.
Nuclear interactions in the tracker material are also considered at the linking stage: tracks
can be linked together in case they are coming from a common secondary vertex. Secondary
vertices due to nuclear interactions are kept if they have at least three tracks and at most
one incoming track, which points to the primary vertex.
Finally, links between tracks and muon tracks can be made: this is the rst step in the muon
reconstruction.
Figure 2.13 shows a simulated jet with only ve particles for explanation purposes. The
most common links can be found: the two charged pions produce tracks that are linked to
calorimetric clusters. The π– produces clusters both in the ECAL and in the HCAL. These
are linked to each other and to the track. The π+ doesn’t produce an ECAL cluster. The
HCAL cluster is displaced in φ due to the magnetic eld with respect to the initial track
direction: the magnetic eld is necessary for momentum measurements in the tracker, but
it can also help separate charged and neutral components in jets. The tracks are linked also
the to other HCAL clusters, but with larger link distance, therefore the block includes 5
basic elements.The two photons from a π0 form an ECAL cluster not linked to a track. The
K0 produces also an ECAL cluster with no links. These are two independent PF blocks.
Once all the links are available for the event the following steps are run, targeting increas-
ingly complex reconstruction steps. The steps, in the same order they are executed, can be
summarized as:
• µ reconstruction - Muon candidates are identied and reconstructed, and the cor-
responding basic elements are removed from each PF block. Dierent quality criteria
are applied for isolated muons and muons in jets, in order to take care of charged
hadron misidentication.
• electron & isolated γ reconstruction - Electrons are identied and reconstructed,
with the aim of recovering the energy of all the bremsstrahlung photons. The en-
ergy of the electrons is measured with a combination of the ECAL energy and the
GSF track, while the direction is taken as the GSF track direction. Isolated photons,
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(a)
(b) (c)
Figure 2.13: Display of ve particles in a jet. The transverse plane view (A) shows the tracks in
green; the circumferences indicate the ECAL and HCAL surfaces. The ECAL (B) and HCAL (C)
clusters in the η × φ plane are also shown.
converted or unconverted, are identied. The corresponding tracks and ECAL or
preshower clusters are removed from the PF element collections. Tracks identied
as coming from photon conversions are also removed, even if not associated to a PF
candidate.
• Jet constituents reconstruction - Charged hadrons, neutral hadrons, and photons
in jets are targeted. Inside the tracker acceptance all the ECAL deposits not corre-
sponding to tracks are identied as photons, while the HCAL clusters are identied
as neutral hadrons. Precedence is given to photons which are more abundant in jets.
The energies of photons and neutral hadrons are measured by ECAL or HCAL clusters
inside the tracker acceptance. Outside of the tracker acceptance the photons are iden-
tied as ECAL clusters without a link to HCAL clusters, while ECAL+HCAL clusters
are just identied as "hadronic showers". The energies are measured by HCAL+ECAL
outside the tracker acceptance. Tracks linked to HCAL clusters are then used: at this
stage if good compatibility between the sum of the tracks momenta and the cluster
energy is found, no neutral particles are identied; in case there is an excess of HCAL
energy, it can be attributed to neutrals. Very rarely, if the tracks have larger momen-
tum sum, a search for muons with loose requirements is carried out, or tracks with
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large momentum uncertainty are removed, as they could be mismeasured. The ener-
gies of charged hadrons are given by the weighted average of the track momenta and
the calibrated cluster energy, where the tracker dominates.
• Nuclear interactions cleaning - Nuclear interaction links are used: an incoming
track is identied, and it is used to rene the reconstruction.
• Global post-processing - The PF candidates are used to build the pmissT vector, which
is the opposite of the vectorial sum of all the candidate momenta. The post-processing
targets events with articially large pmissT usually due to very high energy muons.
Particles causing very high missing energy are inspected: in case of muon tracks
compatible with cosmic rays, they are removed from the event. In case of poorly
measured muons, i.e. if some of the elements are signicantly dierent one from
another, the element which gives the lower pmissT is chosen. Particle misidentication
is also considered: punch-trough charged hadrons can be rarely identied as muons
and thus added to particle ow candidates twice, both as muons and neutral hadrons.
Similarly genuine muons can fail the tight identication criteria and overlap with
energetic neutral hadrons. The solution with lower pmissT is kept in these cases.
The particle ow reconstruction is benecial mostly to the jets and missing transverse en-
ergy measurements, whose reconstruction is described in chapter 3, and the identication
and measurement of hadronic τ lepton decays, which are not covered in this thesis.
2.2.7 Simulation
The simulation is a crucial aspect of high energy physics experiments. In CMS it is used
at analysis level and for testing the algorithms before deployment with data. The simu-
lation targets relatively rare processes originating from a hard interaction between two
proton components, which are signal or background for specic analyses. Single particles
or hadronic jets can also be simulated for specic purposes.
Several theoretical, phenomenological and experimental inputs are necessary to build a sim-
ulation of the proton-proton collisions. Dierent techniques are used in particular to de-
scribe the QCD processes, whose phenomenology varies greatly at dierent energy scales
(see e.g. [65]).
Proton-proton collisions are very complex and dicult to model accurately. Protons are
composed of 3 quarks, called valence quarks, by virtual gluons and virtual quark anti-quark
pairs coming from gluon splitting. All constituents of hadrons are generically called partons.
During high energy collisions, the protons behave as a collection of free partons and the
hard scattering can be described at the level of parton interactions. The hadronic cross
sectionσpp is calculated based on the QCD factorization theorem. The factorization theorem
states that the hadronic cross-section σpp is a convolution of the partonic cross section σ̂i,j







where function fi(x) is probability density that a parton of type i has a fraction x of the
hadron energy.
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Apart from the hard interaction, the other constituents of the proton can also interact. This
usually results in a spray of softer particles, called underlying event (UE). Any high momen-
tum particle involved in the collision will emit additional hard QCD radiation. Radiation
from particles before the hard interaction is called initial-state-radiation (ISR), whereas ra-
diation o particles produced in the collision is called nal-state-radiation (FSR).
Quarks and gluons can emit additional radiation via the strong interaction. All the quarks
and gluons go through the hadronization process, forming colorless hadrons. Finally, un-
stable particles are going to decay. A representation of all these elements is shown in gure
2.14.
The elements involved in the calculations of a process can be summarized as:
• The PDFs that are phenomenological functions computed using experimental infor-
mation
• the hard scattering, computed perturbatively order by order
• the parton showering, used to simulate additional emissions in perturbative QCD
• the hadronization, describing the transition from colored particles to hadrons, treated
using phenomenological models
• the decay of unstable particles, modeled based on experimental data.
The rst two are usually included in Matrix Elements generators, while the last three are
included in Parton Showering programs. Both use Monte Carlo techniques. The matching
between these Matrix Elements generators and Parton Showering should be done in a way
to avoid double counting of QCD radiation.
Figure 2.14: Representation of a proton-proton collision event. The red part includes the hard in-
teraction and the decay of the products. Initial and nal state radiation are in blue. A secondary
interaction can take place, in purple, before the nal-state partons hadronize. The hadronization is
represented by the green blobs, and the hadron decay in dark green. Photon radiation is in yellow.
[66]
Monte Carlo techniques are then used for the simulation of the interaction of the stable par-
ticles with the detector. The detector simulation is implemented using Geant4 [67]. Pileup
interactions are also added at this stage. A library of simulated hits of minimum bias events
36 Chapter 2. The CMS experiment at the LHC
is used to add a number of extra interactions onto the signal event according to a specied
pileup scenario. Out-of-time pileup is modeled by modifying the timing of the detector hits
when adding a minimum bias interaction.
Once the simulation of the detector is run, all the detector signals are converted to electronic
signals in a format identical to the one used for data. From this point onwards the simulated




Stable particles originating from proton-proton collisions are identied combining detector in-
formation with the particle ow algorithm. These stable particles are then used to build physics
objects and high-level observables to be employed at the analysis level.
The present search focuses on a nal state containing b jets coming from Higgs boson decays,
leptons and missing energy from vector boson decays, which are used also at the trigger level.
An overview of the high-level objects and of the performance of the algorithms used by CMS is
given.
3.1 Isolated leptons
The leptonic decays of the W and the Z bosons are exploited in the VH(bb̄) analysis. In
order to select leptons with high eciency and purity, muons and electrons candidates
obtained via the PF algorithm are employed. An important criterion used to select leptons
originating from the W and Z decays is the isolation. The isolation distinguishes prompt
leptons, such as the ones originating from W and Z boson decays, from leptons produced
in hadron decays that usually are embedded in a jet. When using all the PF candidates the










pT – pPUT )
where the sum runs on the particle ow candidates contained in a cone of given ∆R =√
∆φ2 + ∆η2 centered around the lepton direction, and pPUT is a correction that takes pileup
neutrals into account. Alternatively the charged particles only are used. The relative isola-
tion IsoPF/pT can also be used to select leptons at the analysis level.
3.1.1 Muons
The muon identication and reconstruction is the rst step in the PF algorithm, as muons
are identied almost unambiguously by the muon chambers. Particle ow muons are re-
quired to pass selection criteria, which depend on the isolation.
Muon tracks are reconstructed with an iterative approach, running a sequence of specic
tracking algorithms. The inputs are tracker tracks and muon track segments; after each
iteration the hits associated with the reconstructed tracks are removed.
The nal muon collection is composed by:
• Standalone muon tracks, built using information from muon subdetectors only;
• Trackermuon tracks, built "inside-out" by matching tracks to segments in the muon
system;
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• Global muon tracks, built "outside-in" by matching standalone-muon tracks with
tracker tracks: a combined t is performed for optimal momentum resolution.
The muon transverse momentum is obtained from a ret of the tracker track and the match-
ing hits in the muon system, which can constrain the very high momentum muons. For
muons up to 200 GeV in pT the inner track alone provides the best measurement. The mo-
mentum resolution for muons with transverse momenta up to approximately 100 GeV is 1%
in the barrel and 3% in the endcap.
The resolution is measured with cosmic rays data, as the relative dierence in q/pT between
the upper and the lower track segment, as shown in gure 3.1 for central barrel muons.
Events with cosmic muons passing close to the interaction point with least one hit in the
pixel detector are chosen, so both the upper and the lower leg look like collision muons.






Figure 3.1: RMS of relative q/pT dierence as a function of pT for cosmic rays recorded in 2015,
using the inner tracker t only (red) and including the muon system (black).
Several identication criteria were studied to increase the purity of the muon collection and
reduce the rate of particles misidentied as muon, i.e. the fake rate. Three main identi-
cation types of muon identication are dened based on eciency and fake rate. Loose,
Medium and Tight muon identication correspond respectively to eciencies of ∼ 99.7,
98.5 and 97 % in data.
"Loose muons" are selected by the PF algorithm and are also a tracker or a global muon.
"Medium muons" are Loose muons with a tracker track that uses hits from more than 80% of
the inner tracker layers it traverses. Dierent selections based on the t χ2 and on the com-
patibility between the tracker track and the muon track or segment are applied for tracker
and standalone muons.
"Tight muons" are loose global muons with a tracker track that uses hits from at least six
layers of the inner tracker, including at least one pixel hit, and a segment matching in at least
two of the muon stations. Other criteria applied are based on the global muon track t χ2
and on the compatibility with the primary vertex. These criteria suppress punch-through
charged hadrons and muons produced in ight. The Tight muon identication is therefore
specialized in prompt muons, while the Medium identication is used both for prompt and
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muons in jets from heavy avor decays.
The muon isolation is computed relative to muon pT summing the energy coming from the
particles in a cone of radius ∆R = 0.3 or 0.4 around the muon. Tight and loose isolation
working points are dened to achieve eciencies of 95% and 98%, respectively.
The eciency for muon identication and isolation is measured with the tag-and-probe
method in Z→ µµ events, starting with tracker tracks as probes. The total muon eciency
εµ is measured in several steps and the contributions are factorized as εµ = εtrig × εtrack ×
εreco+ID × εiso, where the rst term is taken into account if the muon is also used at the
trigger level and the second is the tracking eciency. The eciencies measured for the
identication (A,B) and isolation (C,D) for 2015 data are shown in gure 3.2. Scale factors,
i.e. the data/MC ratio, for the muon eciencies are also computed comparing data and
simulation and applied to the analyses.
(a) (b)
(c) (d)
Figure 3.2: Tag-and-probe eciency for the loose (A) and tight identication criteria (B), for the
tight PF isolation working point on top of the tight identication versus η (C), pT (D) for muons in
the acceptance of the muon chambers..
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3.1.2 Electrons
The electron reconstruction [68] is carried out as a part of the PF reconstruction, by match-
ing tracker tracks with ECAL clusters, with the aim of recovering bremsstrahlung photons
and possible photon conversions.
Unlike muons, whose charge is unambiguously measured, the electron charge measurement
is aected by bremsstrahlung, in particular when the bremsstrahlung photons convert up-
stream in the detector. The methods used most commonly for the estimation of the charge
are the curvature of the electron track, tted with the GSF algorithm, the curvature of the
Kalman Filter track matched to the electron and the dierent position of the ECAL cluster
or supercluster with respect to the rst hit of the GSF track.
The charge is chosen as the one given by at least two of these three estimates. The charge
misidentication probability of this algorithm is predicted by simulation to be 1.5% for re-
constructed electrons from Z boson decays without additional purity selections.
The electron momentum is measured using both the ECAL calibrated energy and the mo-
mentum of the GSF track, which are combined using a multivariate regression targeting
the relative weight of the tracker and ECAL measurements. The resolution is optimal for
low bremsstrahlung barrel electrons (2%) and ranges from 10 to 5% for showering endcap
electrons of pT up to 100 GeV, as shown in gure 3.3. The fraction of low bremsstrahlung
and showering electrons depends on the η, due to the material crossed by the particles. In
Z events about 60% of the electrons are showering and 25% are low bremsstrahlung, inclu-
sively in η. The remaining fraction has very large bremsstrahlung or is badly reconstructed
due to ECAL defects.
Figure 3.3: Resolution in electron momentum after combining the ECAL energy and track mo-
mentum, compared to the ECAL energy only, as a function of the generated electron pT. "Golden"
electrons in the barrel, with the best resolution, and showering electrons in the endcaps, with the
worst resolution, are shown.
The identication of isolated electrons is aimed at separating them from photon conver-
sions, or jets misidentied as electrons. Multivariate classiers implemented via Boosted
Decision Trees are mostly employed for this tasks. The variables used are observables that
compare measurements obtained from the ECAL and the tracker, calorimetric only observ-
ables, and tracking only observables. Calorimetric observables make use of the transverse
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shape of the ECAL deposits, the energy in HCAL and in the preshower, and help reject e.g.
jets with large electro-magnetic components. Tracking observables improve the separation
between electrons and charged hadrons, they are based on the GSF track and the matched
Kalman Filter track. Example variables with good discriminating power are the lateral ex-




of the ECAL superclusters, where the sum runs
on the crystals surrounding the maximum energy one in the supercluster and the weight
that depends on the crystal energy, and the ∆η between the position of the ECAL super-
clusters and the extrapolated track, as shown in gure 3.4 (A,B). Additionally, the isolation,
which uses PF candidates for oine analysis and is computed within a cone of ∆R = 0.3 or
0.4 around the electron direction, and the hit pattern and impact parameter, which discrim-
inate against converted photons, are used for the electron selection.
The eciencies for electron reconstruction, identication and isolation are also measured
using the tag-and-probe method in Z→ e+e– events. Comparing the results of tag-and-
probe in data and simulation scale factors are obtained. The method requires one electron
candidate, the "tag", to satisfy tight selection requirements. Dierent criteria are employed
to dene the tag electron, and it is found that the estimated eciencies are almost insensi-
tive to any specic denition of the tag. The probe is the second electron candidate. The
eciencies measured with 2017 data are shown in gure 3.4 (C) for a working point corre-
sponding to 90% of signal eciency including a selection on the isolation.
(a) (b) (c)
Figure 3.4: Distributions in the distance ∆η between the position of the ECAL superclusters and the
extrapolated track (A), of σηη (B) for barrel electrons at 8 TeV. Electron identication eciency in
data (C,top) and data to MC eciency ratios (C,bottom) measured for the multivariate identication
(Boosted Decision Trees) working point of 90% of signal eciency including the cut on isolation.
The error bars on the data/MC ratio represent the combined statistical and systematic errors [69].
3.2 Jets and Missing energy
As a result of QCD connement particles carrying a color charge, such as quarks and glu-
ons, cannot be observed free. Quarks and gluons produced in proton-proton collisions or in
unstable particles decays are thus reconstructed as jets, i.e. a set of stable or almost stable
hadrons and their decay products collimated in a narrow cone.
Jets originate not only from the hard scattering, but also from the underlying event and
pileup collisions. These jets are present everywhere, even if the nal state of the hard scat-
tering has no quarks or gluons. Depending on the event topology and on the kinematics of
these jets, they can be used in the analysis or tagged as pileup.
The missing energy is used to measure particles escaping the detector, such as neutrinos.
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At the LHC the transverse component of the missing momentum, or missing transverse en-
ergy, is measured. The missing transverse energy resolution is dominated by the hadronic
jets, whose resolution is worse than lepton and photon resolution.
3.2.1 Jets
In CMS jets are reconstructed from particle ow objects using the anti-kT clustering algo-
rithm [70], as implemented in the FASTJET package [71, 72]. The algorithm belongs to a
class of sequential recombination algorithms, which includes also the kT and Cambridge-
Aachen algorithms [73, 74]. These three methods are prevalent in high energy physics
nowadays and are adopted depending on the dierent analysis strategies. All the algorithms
of this family are infrared and collinear safe: infrared safeness means that the results of the
jet clustering are not altered if an arbitrary number of extra particles with momentum that
tends to zero is included in the jet clustering; collinear safeness means that the clustering
is not sensitive to a splitting of a particle into two collinear ones each taking a fraction of
the momentum.
In these algorithms, for each pair of objects to be clustered (the PF objects for CMS, but also










is computed. ∆Rij is dened as
√
(ηi – ηj)2 + (φi – φj)2 and ∆R is a xed distance param-
eter which denes the cone typical amplitude. The pair that minimizes the distance dij is
merged to form a new object. The distances are then computed with the new set of objects.
At each step the pair that minimizes dij is merged, until a stopping condition is reached.
The sign of n characterizes each algorithm: in the kT algorithm n is 1, in the Cambridge-
Aachen it is 0, while anti-kT algorithm it is -1. As a result, the anti-kT algorithm clusters
radiation around high pT objects rst, so that conical jets of radius equal to the distance
parameter ∆R are typically produced, unless multiple hard objects are clustered.
The standard clustering distance used at the CMS is ∆R = 0.4 since Run 2, while it used to
be 0.5 at 8 TeV. At the same time, larger jets, with a ∆R of 0.8, are used when looking for
boosted heavy particles decaying into hadrons.
Jets built using the PF reconstruction have good angular resolution (δη, δφ in range 0.3-0.01
for pT < 100 GeV, ∼ 0.01 for pT > 100 GeV), while the energy needs to be corrected in mul-
tiple steps.
The corrections are called "jet energy corrections" (JEC), and are applied to the 4-momentum
magnitude. They are usually derived using the jet transverse momentum, which is corrected
as a function of the jet η and pT.
CMS has adopted a factorized solution to the problem of jet energy corrections, where each
level of correction takes care of a dierent eect. The approach is based on the nal calibra-
tion at 8 TeV, documented in [75]. The jet calibration is repeated for each data taking year,
in order to take into account the dierent conditions. For our analysis we use 2017 specic
corrections.
The corrections can be briey summarized as:
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• Pileup oset corrections, determined in simulation. First, tracks coming from
pileup vertices are removed (charged hadron subtraction, CHS). Then an oset correc-
tion is applied to account for residual contamination, determined from the per-event
median energy density ρ computed with the kT clustering algorithm. The corrections
are parametrized as a function of η and pT and the jet area. The pileup correction, jet
area and ρ denitions are based on reference [76].
• Simulated response corrections, determined in simulation as a function of η and
pT by evaluating the response with respect to generator level jets.
• Residual corrections, determined in data and comparing data to simulation. The
correction is derived in two main steps. The jet energy response is corrected as a
function of η relatively to the better calibrated barrel region (|η| < 1.3), these being
usually called "relative" jet corrections. Then the jet momentum is scaled in order
to match a reference object within jet η < 1.3: these are usually called "absolute"
corrections.
Residual data/MC corrections are measured in dedicated event topologies. Relative correc-
tions are measured using dijet events, assuming pT balance and absolute corrections are
calibrated on data using the balancing of Z/γ+jet events. Analogous topologies are used to
measure the dierence in resolution between jets and simulation as a function of η and pT
and correct for it (JER correction). An analogous strategy is followed to apply at analysis
level the corrections for the b jets momenta developed specically for the VH(bb̄) analysis.
The impact of Jet Energy Corrections (JECs) on the jet response in simulation, without
residual corrections, is shown in gure 3.5 for Run 1 at 8 TeV.
(a) (b) (c)
Figure 3.5: Ratio of measured jet pT to particle-level jet pT in QCD MC simulation at various stages
of JEC: before any corrections (a), after pileup oset corrections (b), after all JECs (c). Here µ is the
average number of pileup interactions per bunch crossing [75].
The typical jet energy resolution after applying the energy corrections is 15–20% at 30 GeV,
about 10% at 100 GeV, and 5% at 1 TeV in the central rapidity region for jet clustered with
∆R = 0.4.
Track Jets
Jets clustered using only tracks [77, 78] are also reconstructed. They are used to discriminate
peculiar event topologies, usually when the hard scattering involving only the electroweak
interactions from several background with larger additional hadronic activity.
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Since the amount of additional radiation is expected to be soft, aiming to avoid the con-
tributions from pileup interactions, only the charged tracks that clearly originate from the
event primary vertex are used.
The tracks used for the soft activity jets are required to be high quality tracks and to have
pT > 300 MeV, have the minimum dz(PV) when associated with the signal primary vertex
in the event and satisfy the condition dz(PV) < 2 mm.
After this track selection, a collection of "soft track-jets" is built clustering the above tracks
with the anti-kT clustering algorithm, with distance parameter ∆R = 0.4. For analysis pur-
poses, the variables most often used are the Soft-HT =
∑
softjet pT and the number of soft
jets above a certain pT threshold.
3.2.2 Missing transverse energy
The missing transverse energy, or pmissT is dened as the negative vector pT sum of all the
PF candidates in the event. The pmissT therefore relies on the accurate measurement of all the
PF objects: leptons, photons, jets, and unclustered energy, which is the contribution from
the PF candidates not associated with any of the previous physics objects.
The reconstructed objects with worse resolution are the jets, so the jet energy corrections






where pmiss, rawT is the uncorrected p
miss
T . The sum is over jets with pT > 15 GeV.
To remove the overlap of jets with electrons and photons, jets with more than 90% of their
energy associated with the ECAL are not included in the sum. In addition, if a muon re-
constructed using the outer tracking system overlaps with a jet, its four momentum is sub-
tracted from the four momentum of the jet, and the jet energy correction appropriate for
the modied jet momentum is used in the pmissT computation.
To estimate the pmissT uncertainty, the uncertainties in the momenta of the all reconstructed
objects are propagated to pmissT by varying the estimate of each PF candidate transverse
momentum and recomputing pmissT . The JEC uncertainties are less than 3% for jets within
the tracker acceptance and reach up to 12% for those outside. The jet energy resolution
(JER) uncertainties typically in the range 5-20%. The uncertainty in the unclustered energy
is evaluated based on the momentum resolution of each PF candidate, which depends on
the type of the candidate. The largest contributions to the unclustered energy uncertainty
are due to the PF neutral hadrons and PF candidates in the forward calorimeter (HF). As it
depends on several objects, the total uncertainty on the pmissT measurement is expected to
vary with the event topology.
The pmissT is sensitive also to the entire detector readout. For this reason dedicated lters
are applied to remove anomalous high-pmissT events, which can arise because of a variety of
reconstruction failures or detector noise and ineciency. The lters include:
• Calorimeter lters, based on the isolation, electronic signal shape and timing in
HCAL, or on noisy crystals and non-functioning electronics in the ECAL.
• Beam halo lters, which remove events with energy deposits along a line with con-
stant φ, sometimes matching the muon CSC signals attributed to beam halo particles.
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• Reconstruction lters, which veto events with poorly reconstructed high energy
charged hadrons or muons, by looking at tracks with low quality and very high-pT .
The eect of the ltering can be observed in gure 3.6, in the event topology with at least
one jet and high pmissT (>250 GeV).
Figure 3.6: The pmissT without the event ltering algorithms applied, with the event ltering algo-
rithms applied to data, and in simulation [79]..
The pmissT performance and resolution are usually measured in events with Z/γ + jets,
where no genuine pmissT is expected. In such events the p
miss
T resolution is dominated by
the hadronic activity, since the momentum resolution for leptons and photons is order 1%,
compared to 5–20% for the jet momentum resolution. The pmissT for Z→ µµ + jets events is
shown in gure 3.7 (A), the peak value is at about 30 GeV. In the Z→ µµ + jets topology one
can also measure the performance in pmissT by comparing the momenta of the vector boson
to that of the hadronic recoil system. The hadronic recoil system is dened as the vector
pT sum of all PF candidates except for the muons from the Z. The hadronic recoil vector
is projected along the Z axis to evaluate the response, and the orthogonal component, as
well as the dierence between the recoil along the axis and the Z transverse momentum
provide a similar estimate of the pmissT resolution, as shown in gures 3.7 (B,C). The intrinsic
resolution, after removing the pileup contribution, is ∼10 GeV for both the components of
the recoil.
Other variables used at the analysis level include the pmissT computed using only the charged
particles, called track MET or track pmissT , and the MHT dened as the negative vector sum
of the pT of the jets above a given threshold, which is useful in particular in the trigger.
Another important variable used at the analysis level is the pmissT signicance. The signif-
icance is used to distinguish between events with genuine missing energy and those with
spurious missing energy. The pmissT signicance S is dened as a log-likelihood ratio with
the two hypotheses given by the pmissT equal to the observed one and no genuine p
miss
T .In
the reasonable Gaussian approximation S is a χ2 distributed variable with two degrees of
freedom, one for each pmissT component, and can be computed as
S = (~pmissT )
TV–1(~pmissT ) ,
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Figure 3.7: Distribution of pmissT (A) of the two orthogonal components of the hadronic recoil (B)
and (C) in the Z→ µµ +jets topology. The points in the lower panel of each plot show the data to
simulation ratio. The systematic uncertainties due to the jets and the unclustered energy are shown
in the shaded band [79].
where V is the 2×2 covariance matrix of the total missing transverse energy obtained by
propagating the uncertainties of all the hadronic objects in the event.
3.3 Identication of b jets
The most important tool used to tag signal jets in the VH(bb̄) analysis is the good capability
of identifying b jets with the CMS detector. Jets are by far the most common object at hadron
colliders. Jets from b quarks look overall very similar to the other jets and need no special
treatment in their reconstruction. However, a B hadron is produced in the hadronization
process of a b quark, and the reconstruction of its decay products inside the jet is the key
to tag the b jets.
Jets containing B hadrons can be distinguished thanks to the B hadron long lifetime: cτ '
500 µm. A B hadron with pT = 50 GeV ies on average almost half a centimeter (L ' γcτ )
after being produced.
The relatively long lifetime of B hadrons is due to the need for b quarks to decay weakly
into lighter quarks (gure 3.8, (A)). The top quark nal state would be favored, but it cannot
be accessed kinematically due to the mass of ∼ 170 GeV of the top quark. The transition
to lighter quarks, belonging to the second or the rst family, comes with a sizeable sup-
pression factor1 and results in a longer lifetime. Often B hadrons decay into charmed D
hadrons, which have in turn non negligible lifetimes (cτ ' 300 µm), so full decay chains
can be found and in some cases reconstructed within b jets.
The B hadrons’ long lifetime results in a sizeable impact parameter of the decay products
with respect to the primary vertex, which are reconstructed, if charged, as tracks (gure
3.8, (B)). A secondary vertex or multiple secondary vertices can be reconstructed and their
properties are highly discriminating variables.
Another property of the B hadron decay is the relatively high rate of lepton production from
semileptonic decays (around 25%). These leptons can be identied thanks to their relatively
1Weak decays of the quarks can result in dierent family in the nal state, because of the mixing of weak
interaction eigenstates and mass eigenstates. The mixing components, i.e. the out of diagonal elements in the
CKM matrix, are however small, i.e. < 10–2, hence the reduced decay rate.








Figure 3.8: Representation of a b quark decay inside a B hadron (A). Representation of a B hadron
decay inside a jet (B).
high pT relative to the B ight direction, approximated by the b jet direction: leptons from
B decays have order of GeV momenta relative to b jet direction, because of the B hadron
mass (∼ 5 GeV), while leptons in jets of other avors tend to be closely aligned with the jet.
Jet b tagging observables
Jet b tagging relies primarily on the measurement of the impact parameters (IP) of the tracks
associated with the jet with respect to the primary vertex. Track used for b tagging are se-
lected by a dedicated algorithm requiring high quality tracks. Standard track requirements
for b tagging in CMS include a pT above 1 GeV, a minimum number of hits in the tracker
and in the pixel detector, a loose compatibility with the primary vertex, a maximum distance
from the jet axis and a maximum distance of the point of closest approach of the track to jet
axis from the primary vertex. All the requirements help reject pileup and misreconstructed
tracks.
The IP is independent, at rst order, from the momentum of the B hadron because the angle
between the track and jet directions is roughly proportional to 1/γ, and the displacement
of the secondary vertex is proportional to γ. The IP resolution for CMS tracks is ∼ 100 µm
both in the transverse and longitudinal direction. The IP value used for tagging is both in
three spatial dimensions (3D) or in the plane transverse to the beam line (2D). The signed IP
is also used: the sign is positive (negative) if the scalar product of the jet direction with the
impact parameter direction is positive (negative). The sign of the track impact parameter
is expected to be positive if the track originates from the decay of a hadron outgoing from
the primary vertex along the jet direction. The tracks from a B hadron decay are therefore
expected to have positive impact parameters.




where σIP is the IP uncertainty. This observable takes care also of mismeasured tracks,
which can have articially large impact parameters. Figure 3.9 shows the signed 3D IP (A)
and signed 3D SIP for tracks associated with jets of dierent avors.
Other observables which are important for b tagging are related to secondary vertices (SV)
associated with the jet. Two algorithms are used to reconstruct the secondary vertices in
CMS. The rst one uses the Adaptive Vertex Reconstruction (AVR) algorithm [80, 62] tak-
ing as input tracks clustered in the jet. The other algorithm, used more frequently since
the LHC Run 2 is the Inclusive Vertex Finder (IVF) algorithm. In contrast with AVR, IVF
uses as input all reconstructed tracks in the event with pT > 0.8 GeV and a longitudinal IP <
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(a) (b)
Figure 3.9: Distribution of the 3D impact parameter value (A) and signicance (B) for tracks asso-
ciated with jets of dierent avors in t̄t events. Tracks are shown for jets with pT > 20 GeV .
0.3 cm. This vertex nder was rst used for low pT b hadrons to resolve close-by decays [81].
The IVF involves multiple steps which build and gradually clean the reconstructed vertices.
The preliminary step of the IVF sequence is the seeding of the secondary vertices: tracks
with a 3D impact parameter value of at least 50 µm and a 2D impact parameter signicance
of at least 1.2 are taken as seeds.
After a seed is found the algorithm includes four steps. Tracks are rst clustered around
seeding tracks: the compatibility between a seeding track and another track is evaluated
using requirements on the distance at the point of closest approach (PCA) of the two tracks
and the angle between them. A selection on the distance at PCA depending on the distance
from the primary vertex is also applied. Subsequently, a t to the track cluster is performed
using the Adaptive Vertex Fitter and vertices close to the primary, as determined by their
signicance, are discarded. In case two vertices share a large fraction of the tracks, one can
be kept and the other is discarded at this point. Next, tracks are reassigned based on the
compatibility with the primary or the secondary vertex (track "arbitration"). Finally, the
secondary vertex position is retted after the track arbitration, if there are still two or more
tracks associated with it. After retting the secondary vertex positions, a second vertex
cleaning is performed.
The secondary vertices are associated with the jets by requiring the angular distance be-
tween the jet axis and the secondary vertex ight direction to satisfy ∆R < 0.3.
Among the SV related observables, the ight distance and direction, i.e. the vector between
primary and secondary vertex, the SV mass and energy are included in b tagging algorithms.
Figure 3.10 shows the mass and the 2D ight distance signicance for secondary vertices
associated with jets of dierent avor.
CMS standard b tagging algorithms
Jet b tagging is one of the areas where Machine Learning is fundamental to have optimal
performances. CMS standard algorithms, optimized with Machine Learning, rely both on
secondary vertices and tracks. These algorithms were developed after and in parallel with
simpler algorithms, based on a single observable or one type of observables, which are still
useful to monitor the main observables. A description of those is rst given.
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(a) (b)
Figure 3.10: Distribution of the corrected secondary vertex mass (A) and of the secondary vertex
2D ight distance signicance (B) for jets containing an IVF secondary vertex. The distributions are
shown for jets of dierent avors from t̄t events. Secondary vertices are shown if in jets with pT >
20 GeV .
Among the single-variable based algorithms the Track Counting (TC) algorithm sorts tracks
in a jet by decreasing values of the IP signicance. The rst track has little discriminating
power, however, the probability to have several tracks with high positive values is low for
light-avor and gluon jets. Therefore the two versions of the algorithm use the IP signif-
icance of the second and third ranked track as the discriminator value. The two versions
are called Track Counting High Eciency (TCHE) and Track Counting High Purity (TCHP)
algorithm, respectively.
A natural extension of the TC algorithms is the combination of the IP information of several
tracks associated with a jet in a cone of ∆R < 0.3. Two discriminators are computed: the
Jet Probability (JP) algorithm uses an estimate of the likelihood that all tracks associated
with the jet come from the primary vertex while the Jet B Probability (JBP) algorithm gives
more weight to the 4 tracks with the highest IP signicance, with the number 4 chosen as
it matches the average number of reconstructed charged particles from B hadron decays.
The probability for a single track to originate from the primary vertex, Pi, is computed
integrating resolution histograms derived in data and simulation using tracks with negative
signed IP. The nal probability is then computed as








The probability is set to 0.5% for track probabilities below 0.5% in order to avoid a single
track to drive Pjet close to zero.
Other single observable based discriminators use the secondary vertices. The Simple Sec-
ondary Vertex (SSV) algorithms use the signicance of the SV ight distance as discriminat-
ing variable. If several vertices are present the one with the highest signicance is used. As
for the Track Counting algorithms, two SSV versions optimized for dierent purity exist:
the High Eciency version (SSVHE) uses vertices with at least two associated tracks, while
for the High Purity version(SSVHP) at least three tracks are required.
This set of algorithms was developed before the beginning of the LHC data taking. Al-
ready during Run 1 multivariate discriminators with Machine Learning techniques were
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employed: the CSV algorithm, which combines secondary vertices and tracks via a like-
lihood ratio was rst developed. The performance of these algorithms is shown in gure
3.11 (A). A receiver operating characteristic curve, or ROC curve, comparing the eciency
of b jets and the mistag of light-avor jets for the t̄t 7 TeV simulation is shown. The CSV
algorithm outperforms all the algorithm, including JP.
Better performing versions of the CSV algorithms were developed afterward. The CSVv2
requires at least 2 tracks per jet compatible with the primary vertex. Additionally, any com-
bination of two tracks compatible with the mass of the K0s meson is rejected. The training
of the algorithm is then performed in three independent vertex categories. The rst vertex
category contains jets with at least one associated reconstructed secondary vertex. The sec-
ond, called "pseudo vertex", contains jets whose tracks with an IP signicance larger than
2 can be combined in a pseudo vertex, allowing for the computation of a subset of SV ob-
servables. Otherwise, a "no vertex" category with track-based variables only is dened.
The variables used for the training include secondary vertex observables (2D ight distance
signicance, mass, number of tracks, energy and transverse momentum ratio with respect
to the jet, etc.), variables relative to the track with the highest 2D SIP (ηrel, prelT , decay length,
etc.), the 3D SIP of the rst four tracks, variables relative to the sum of the selected tracks,
and the jet η, pT. In Run 2 [82], the training was performed using a shallow neural net-
work for each category, and separately for b jets versus light-avor jets and b jets versus c
jets. The outputs were then combined via likelihood ratios among the categories and a nal
re-weighting, with relative weights of 1:3 for the b versus c and b versus light-avor jets,
respectively.
Finally, during Run 2 Deep Learning was introduced for b tagging. The DeepCSV algorithm
was developed using a deep feed-forward neural network (see 4). The DeepCSV algorithm
uses the same information as the CSVv2 one, but the training is performed using more
events and a more exible algorithm. This solves the entire b tagging problem in one step,
i.e. a training including all categories and all jet avors, and allows improved performances.
The performance of b tagging algorithms used at CMS at 13 TeV are shown in gure 3.11
(B). The CMVA algorithm, which uses also leptonic decays information to improve on top of
the CSVv2, but is outperformed by DeepCSV for high purity working points, is also shown.
Performance in data
The b tagging optimization relies on simulation for the optimization. After a discrimina-
tor is obtained the eciency is measured in data for dierent working points for b, c and
light quark jets. Scale factors are derived for the dierent jet avors in bins of η and pT by
comparing data and simulation. Additionally, analyses that use the discriminator shape in
multivariate analysis, like VH(bb̄), need a full reshaping of the b tagging discriminator in
order to describe the data correctly.
In this case the scale factors are derived in bins of pT, η only for light-avor jets, and the
discriminator value itself. The algorithm used to derive the scale factors is called "Iterativ-
eFit" [82]. The technique relies on two orthogonal regions which are very pure in jets of a
particular avor and where the scale factor for that avor are measured.
The b jet scale factors are measured in a region enriched in dileptonic t̄t, by requiring two
same sign opposite charge leptons with invariant mass at least 10 GeV away from the Z bo-
son mass, and exactly two jets. One jet is required to be b-tagged (tag jet), while the second
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Figure 3.11: Misidentication probability for c and light-avor jets versus b jet identication e-
ciency for various b tagging algorithms applied to jets in t̄t events. [83, 82].
is used as a probe. The region is about 85-90% pure in t̄t, depending also on the algorithm
used to select the tag jet. The light-avor scale factors jets are measured in a region en-
riched in Z+jets, and with exactly two jets, among which one is required to fail a b tagging
criterion and the other is used as a probe. The region is 99.9% pure in Z + light-avor jets.
The procedure is called "IterativeFit" because the distributions of the minority avor jets
(as expected from simulation) in the regions enriched in the opposite avor are rescaled at
each step with the scale factor obtained in the other region at the previous iteration and
subtracted before computing the scale factor. Charm avor scale factors are not considered
in this procedure, but the c avor contribution expected from simulation is subtracted from
both regions.
In this method, the following systematic uncertainties are considered:
• Sample purity: the fraction of heavy-avor jets in the sample is conservatively varied
upwards and downwards by 20% when calculating the scale factor for light jets; the
same variation is applied to non-b jets when measuring the b scale factor, which
represents a realistic variation of the b jet purity.
• Jet energy scale: since the measurements are performed in bins of jet pT, the fraction
of jets in each bin may vary depending on the jet energy corrections. The scale fac-
tors are remeasured after varying the jet energies by 1 standard deviation about the
nominal jet energy correction. The systematic eect due to this variation is less than
1%.
• Statistical uncertainty: the statistical uncertainties are treated using two functions (a
quadratic and a linear one), representing two independent bias eects on the discrimi-
nator bin content. The scale factor value is varied in each discriminator bin according
to σ(x) × fi(x), where σ(x) is the statistical uncertainty in the scale factor in a given
bin and fi(x) is the linear or quadratic function value as a function of distance from
the discriminator bin center. This allows us to obtain an envelope around the nominal
scale factor.
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For c jets the scale factor is set to unity. The scale factor uncertainty is obtained by doubling
the aforementioned b jet scale factor relative uncertainties and adding them in quadrature
to obtain a global relative uncertainty, which is in turn multiplied by a linear and a quadratic
function, yielding two uncertainty sources.
The b jet scale factors obtained for 2017 data and used for the VH(bb̄) analysis are shown in
gure 3.12 (A). The systematic uncertainties are shown in (B). The uncertainties are domi-
nated by the jet avor purity in the discriminator bins where the b avor is disfavored (&
10%).
(a) (b)
Figure 3.12: Scale factor for b jets as a function of jet pT and DeepCSV value for the scale factors
used in the VH(bb̄) analysis (A); uncertainty on the b jet scale factors (B).
3.4 Pileup treatment
The presence of pileup interactions aects the reconstruction of jets in general, in particular
the jet momentum resolution, and the use of vetoes on additional jet activity. It also aects
the pmissT reconstruction, lepton isolation and b tagging. The eects on the jets and p
miss
T
are addressed by the rst step of the jet energy corrections, aimed specically at pileup re-
moval. Pileup is also taken into account when computing the isolation and for the b tagging
track selections.
The problem of jets due to pileup collisions is also addressed: a multivariate technique to re-
ject such pileup jets has been developed and applied to CHS jets. The identication of pileup
jets is based on two characteristics of such jets. First, the majority of tracks associated with
pileup jets do not come from the primary vertex, and secondly, pileup jets are clustered from
particles originating from multiple collisions and tend to be broader than jets originating
from one single quark or gluon. The multivariate discriminator therefore includes variables
like the number of vertices in the event, the fraction of transverse momentum from particles
coming from the primary, the energy spread and energy fractions in rings about the jet axis.
A loose working point is usually employed for pileup identication, corresponding to 99%
eciency for quark jets in the region at |η| < 2.5, 95% eciency for quark jets at |η| > 2.5.
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The purity is ∼95% inside the tracker acceptance, while in the region at |η| > 2.5 it drops to
30-40%, as shown in gure 3.13.
(a) (b)
(c) (d)
Figure 3.13: Leading vertex jet eciency and purity in Z+jets simulation as a function of the number
of pileup interactions. Plots are shown with AK4 jets having a pT > 20 GeV and (left) |η| < 2.5 and
(right) |η| > 3. ([84]) .
3.5 Trigger objects and PF objects
Objects used at the analysis level reconstructed with the best algorithms while for the ones
used at the trigger level some parts of the reconstruction are removed or simplied in order
to reduce the run time.
The L1 trigger uses the readout of the calorimeters and the muon system only. The muons
are identied and their momentum measured with the muon chambers. The electrons and
photons are reconstructed with ECAL clusters, with no distinction. The jets (and as a con-
sequence the missing energy) are measured as "CaloJets", by clustering calorimeter energy
readout. At the HLT the objects are reconstructed in steps of increasing complexity, so that
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the most time consuming algorithms are run only on the events passing the previous re-
quirements on simpler objects: the rst step of the HLT may again be only calorimeter or
muon-detector based. Tracking is greatly simplied in the HLT reconstruction: pixel only
tracks, which are the tracking seeds, can be used. The primary vertex reconstruction can be
based on the pixel tracks and not on the full tracks, and the knowledge of the beam spot is
often necessary. In case more precise measurements are needed, pixels and strips are used,
but with strategies aimed at reducing the run-time: regional tracking in detector areas of
interest, reconstruction with a limited number of hits, and not all the iterations of tracking
are usually run. HLT tracks are used also for the particle ow sequence which comes last
in the trigger paths. The reconstructed PF objects are very similar to oine ones, so tighter
cuts can be applied at this level.
Relevant for the VH(bb̄) analysis are the trigger paths using muons, electrons and pmissT .
The muon and electron reconstruction at the HLT is very similar to the oine one. The
eciency is mainly limited by the L1 seeding and the isolation with respect to the oine.
The missing energy reconstruction is based on the PF jets, but only the higher pT jets are
corrected to save computing time. The MHT is also used in the trigger as it’s not modied
by the lower pT jets. In the oine analysis the eciency is measured both in data and
simulation as a function of the trigger requirements, allowing us to determine the threshold
of full eciency and to correct for discrepancies between data and simulation.
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Chapter 4
Machine Learning and Deep
Learning
This chapter introduces the Machine Learning and Deep Learning concepts applied in chapters
5 and 6. The work presented in this thesis was started when Deep Learning was relatively new
in High Energy Physics, therefore some of the very rst applications of Deep Learning in CMS
publications are presented. Deep Learning is used for supervised learning tasks, training on
simulated samples where the target is known. Deep learning is applied both to the global event
topology and to jets, more specically b-jets. Jets can be analyzed both by looking at their
global properties and as a set of clustered particles. In the latter case, jets are complex objects,
made up of simpler objects each with its own features, and Deep Learning techniques involving
parameter sharing, used also for sequence processing, become very useful. The chapter structure
and the content are partly inspired by reference [85], used as a guidance when approaching
Deep Learning.
4.1 Introduction
Machine Learning (ML) is a eld of computer science that uses statistical techniques to give
computer systems the ability to learn from data. ML is suitable to solve problems that are
dicult to describe with a set of rules. It can be considered instead as a form of applied
statistics, which allows the approximation of complicated functions based on the input data
distribution. A general and synthetic denition of Machine Learning is the one given by
Mitchell in ref. [86]. Paraphrasing the denition: "a computer program is said to learn from
experience with respect to some class of tasks and performance measure, if its performance
at a task improves with experience".
The most common tasks for which ML was and is employed are e.g. classication and
regression.
• In classication the computer algorithm has to separate data in dierent categories.
To solve this task, the learning algorithm is set to produce e.g. a function f : Rn →
[0, 1] in the case of two categories.
• In regression tasks the computer program is asked to predict a numerical value given
some input. To solve this task, the learning algorithm is asked to output a function
f : Rn → R.
Other tasks, including unsupervised ones, such as clustering of unlabeled data, can be very
dierent depending on the application domain and data types.
The performance metrics measure how well the algorithm performs on the task. The perfor-
mance metrics must be distinguished from the loss or cost function. Both the performance
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and the loss function measure the distance of the output value from the truth. However,
the metric is chosen depending on the actual task, while the loss is the function of the pa-
rameters minimized at training time. In case the loss is minimized via gradient descent, its
choice is based also on the possibility and the ease of calculating the derivatives.
The experience is based on datasets similar to the ones we want to apply the algorithm to.
The ML algorithm is usually trained for the task by "seeing" a dataset of examples, or data
points. Sometimes multiple passes of the dataset are necessary for the optimization.
Generalization properties
Training a ML model reduces the cost or training error and improves the performance mea-
sure for the task: this also called optimization of the ML algorithm. One of the challenges
for all ML algorithms is to achieve good performance on data not previously observed. The
ability to perform well on new data points is called generalization.
In order to evaluate the generalization, a distinct dataset, called test set, is used. The test set
data are assumed to be sampled from the same parent distribution of the training set and
to be statistically independent. The dierence between training error and test error is also
called generalization gap. A successful ML algorithm needs to have a small generalization
gap.
The minimization of the training error and the generalization gap corresponds to the two
central challenges in Machine Learning: undertting and overtting (gure 4.1 (A)). Under-
tting occurs when the model is not able to obtain a suciently low error value on the
training set. Overtting occurs when the gap between the training error and test error is
too large.
(a) (b)
Figure 4.1: Typical error versus model capacity relationship. As the capacity increases a trained
model can move to the undertting regime to the overtting regime, where the generalization gap
increases (A). Image from [85]. Example of polynomial t to data points generated with a parabolic
model with low (yellow dashed), optimal (red) and too high (green dashed) capacity models (B).
Under-tting and overtting are connected to another important concept that describes ML
algorithms, which is called the model capacity. A model’s capacity can be thought of as its
ability to t dierent classes of functions. If a model capacity is too low, the algorithm will
not be able to model the training data, so it will remain in the undert regime. On the other
hand, a high capacity model can easily overt by "learn by heart" properties of the training
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set that are not related to the test set data. This can be easily visualized when tting data
points with a polynomial (gure 4.1 (B)): the model with optimal capacity is able to capture
the features of the data and generalize to new data, while polynomials with too high or too
low degree either overt or undert the data.
The capacity of ML algorithms depends on a number of "hyper-parameters", e.g the degree
for a polynomial, which are chosen before training and dene the class of functions that
can be learned. In order to choose the best performing hyper-parameters and capacity for
a given task, an additional dataset, the so-called "validation" dataset, is employed. The val-
idation dataset is equivalent to the test set, but it is used to choose the best model, in some
cases also at training time.
Consequently, three independent training sets are usually necessary to optimize a ML learn-
ing algorithm and evaluate the nal performance: the training set is used to minimize the
loss function, the validation set serves as a guide during and after the training to choose the
best model hyper-parameters, while the nal performances are assessed on the test set.
Supervised and unsupervised learning
Machine Learning algorithms are usually classied as supervised or unsupervised learn-
ing algorithms. This distinction has practical consequences at training time, however, both
kinds of algorithms are conceptually similar.
Supervised learning algorithms learn to produce an output that is known a priori, the target
or label, based on an input distribution. Supervised learning algorithms are therefore built
to estimate a probability p ( y | x ). The algorithm can often be seen as a function mapping
the inputs into the outputs. The algorithm consists in optimizing the function based on a
criterion and nd the best parameters.
We can do this simply by using maximum likelihood estimation to nd the best parameter
vector ~θ for a parametric family of distributions p ( y | x ; ~θ ).
Unsupervised algorithms are those that experience only "features" but not a supervision sig-
nal, such as the target or label. The most common unsupervised algorithm include density
estimation, i.e. learning p ( x ) instead of p ( y | x ), learning to generate samples with a given
distribution, data de-noising, clustering the data. Another important unsupervised learning
task is to nd the "best" representation of the data, which preserves all the information but
makes the data simpler to use for another task.
ML in HEP at colliders
ML algorithms were used at colliders since the 1990s, at the LEP and the Tevatron ex-
periments. The most common tasks are again classication and regression. Examples of
classication were presented early on: b-tagging, pileup jet identication and removal, jet
identication. A very important example is the calibration of the energy of b jets, which is
described in the next chapter.
The input is usually a set of observables that describe (part of) a collision event. Histori-
cally a handful of "high level" variables, describing the collision event, were used. Dierent
kinds of algorithms were adopted: initially Neural Networks (NNs) became popular. Sub-
sequently, they were mostly replaced by Boosted Decision Trees (BDTs) for the LHC Run 1
analyses.
58 Chapter 4. Machine Learning and Deep Learning
Neural Networks came back thanks to the success of Deep Learning (DL) in other elds and
in several domains such as image classication or natural language processing. Deep Neu-
ral Networks (DNNs) can successfully replace BDTs in classication and regression tasks,
but they also allow modeling a larger number of features, even raw features, and to train
on a very large input dataset, if available.
With Deep Learning, a new trend of using "lower level" variables, e.g. single particle prop-
erties or even the detector signals, has started in HEP. New developments in this direction
are the focus of chapter 5.
Other possible tasks that can be useful in HEP, which are nowadays more and more viable
thanks to DL, tough not yet as common, are:
• Anomaly detection, which can be thought of as a way to look for unknown patterns
and physics phenomena in the data, without a model assumption. Such algorithms
would ideally allow searching for New Physics in a totally unbiased manner. Another
possibility is to use such algorithms for data quality monitoring without human su-
pervision.
• Denoising: In this type of task Machine Learning can be used to clean the data from
noise information by inferring the distribution of both the interesting and the noisy
component of the data.
• Data synthesis and sampling: this kind of task uses Machine Learning to generate
new data samples. It could be useful in particular for a less computationally intense
generation of Monte Carlo simulations.
Deep Learning oers therefore great tools, which the HEP community is starting to inte-
grate among its practices. New developments are expected in the next few years.
In the next sections the basic features of Neural Networks and Deep networks are described.
4.2 The feed-forward Neural Network
The feed-forward Neural Network, also called multilayer perceptron (MLP), is the basis of
Deep Learning models. A feed-forward neural networks is a function f : Rn → Rm, which
maps the an input vector, typically with large dimensionality, into a simple output. E.g.,
in case of a classier a large input vector is mapped into a category, yielding a real value
between zero and one.
The feed-forward network function depends typically on a number of parameters ~θ and
the goal of training a neural network is to approximate as best as possible a desired func-
tion by tuning the parameters ~θ. The networks are built by applying a sequence of linear
transformations and non-linear activation functions, hence they are indeed a very peculiar
class of functions, however it can be demonstrated that given enough parameters they can
approximate any given function [87].
The basic unit of feed-forward neural networks, which was initially inspired by biology, is
the articial neuron. As shown in gure 4.2 (A) an articial neuron takes an input vector ~x
and performs an ane transformation. An non-linear activation function is then applied.
The mapping performed by the neuron can be written as:
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(a) (b)
Figure 4.2: Articial neuron schematic representation (A). Schematic representation of an articial
neural network with 2 hidden layers (B).
~x → f ′(~w · ~x + b)
The weight vector ~w, and the bias b are the tunable parameters of the neuron. The activation
f ′ is typically chosen in such a way that it has a threshold eect, mimicking the biological
neuron (tanh was one of the popular activations early on in neural networks), but it is only
required to be non-linear.
The feed-forward Neural Network is built by gathering multiple neurons in the same layer
and stacking a number of layers, as shown in gure 4.2 (B). As shown by the colors in gure
4.2, the layers are often categorized as input, hidden and output layers. The input layers are
the vector of features fed to the NN, the hidden layers are those whose ouput is fed to an-
other layer, and the output layers are optimized to match a target value. One hidden layer is
necessary to ensure the exibility of the function, but typically deep neural networks have
two or more hidden layers.
The parameters of the neural networks are tuned dening a cost function and minimizing
the cost with respect to the parameters. The network is trained to match a desired output
and the cost is dened as a distance of the estimated value from the target value.
An important aspect of the design of a DNN is the choice of the cost or loss function. As
in other ML algorithms, the choice of the loss function is based on the principle of maxi-
mum likelihood. Minimizing the loss, which is the negative log-likelihood, is equivalent to
maximizing the likelihood of the output distribution given the dataset. If based on the prin-
ciple of maximum likelihood the choice of the loss function implies an assumption on the
expected target data distribution. Under this hypothesis, the maximum likelihood criterion
ensures the consistency of the result.
Dierent loss functions are employed depending on the problem of interest and correspond-
ingly appropriate activations are used in the output layer.
In case e.g. of binary classication the binary cross-entropy, which corresponds to the max-
imum likelihood estimator of a Bernoulli distribution, is used together with the sigmoid
activations. The sigmoid, dened as, 11+e–x , maps R into the interval [0, 1].
Some common examples of output activation are also:
• The linear activation, for regression to a real valued number, using as loss function
the mean squared error (MSE), i.e. the square of the mean dierence from the target,
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or the mean absolute error (MAE), i.e. the mean absolute value dierence from the
target. Both the loss functions are derived based on the maximum likelihood principle:
the MSE loss provides an estimator of the mean under the gaussian hypothesis, while
the MAE results in an estimator of the median.
• The softmax activation, dened for the i-th node as e
xi∑
categories e–xc
, together with the
categorical cross-entropy. In this case the ML criterion is used under the assumption
of a Multinoulli distribution.



















Figure 4.3: Examples of activation functions. The ReLU are LeakyReLU, typically used for hidden
layers, are shown in (A), together with the tanh activation, which was formerly popular as activation
for shallow networks. The sigmoid function, which is used as output layer activation for binary
classiers is shown in (B). The signoid is bound between 0 and 1. The sigmoid, compared to the tanh,
which is bound between -1 and 1, is itself a rescaled version of the tanh, as σ(x) = 1/2+1/2 tanh(x/2)..



















Figure 4.4: Some of the most common loss functions are shown. In (A) the binary cross-entropy,
also called log-loss, is shown for both examples with label 0 and 1 as a function of the discriminator
output, which is bound by the sigmoid activation between 0 and 1. In (B) the mean squared error
("mse"), which results in maximum likelihood estimator for the mean, the mean absolute error, which
gives the maximum likelihood estimator for the median, and the "huber" loss, which is behaves like
the mse in the central range and like the mae in the tails, thus becoming less sensitive to outliers..
The hidden layer activation function are by choice non-linear. Most neural networks nowa-
days use the Rectied linear unit activation (ReLU), which sets to zero the negative values
and leaves unchanged the positive ones. Several functions similar to the ReLU, but avoid
zero values, are also commonly used.
The neural networks are trained using gradient descent. The non linearity of the network
causes the loss function to be non-convex. The training consist in moving to a very low
value of the loss but there is no guarantee to reach the absolute minimum. Using negative
log-likelihood is also helpful in the gradient descent, as the loss function doesn’t usually
have at regions.
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Universal approximation properties
One of the most important properties of feed-forward neural networks is their universal
approximation capability. This properties holds for networks with just one or more hidden
layers. Specically, the universal approximation theorem [87, 88] states that a feed-forward
network with a linear output layer and at least one hidden layer with any "squashing" acti-
vation function (such as the logistic sigmoid activation function) can approximate any Borel
measurable function 1 from one nite-dimensional space to another with any desired non
zero amount of error, provided that the network is given enough hidden units.
The original theorems were rst stated in terms of units with activation functions that sat-
urate, like the sigmoid or the tanh. Subsequently, universal approximation theorems have
also been proved for a wider class of activation functions, which includes the ReLU units
[90].
The obvious consequence of the universal approximation theorem is that a large enough, or
capable enough, Neural Network will be able to learn any given function in realistic cases.
However the training algorithm may not be able to learn due to undertting or overtting.
Model depth
The universal approximation theorems were demonstrated just for NNs with one hidden
layer. However, these results don’t consider the depth of the model or the eciency in the
optimization.
An important result regarding deep networks is presented in [91]: the authors show that
functions representable with a deep neural networks (DNNs), with ReLU or similar activa-
tions, can separate a number of regions that is exponential in the depth of the network. In
case of one hidden layer, an exponential number of hidden units is required. Choosing a
model with more than one hidden layer can therefore be benecial: with a deep model the
number of nodes necessary to ensure optimal capacity is greatly reduced.
Another important feature of Deep Learning compared to simpler ML models is the em-
pirically observed better generalization for a wide variety of tasks. Choosing a deep model
implies that the function we want to learn is composition of several simpler functions. This
can be interpreted as saying that we believe the learning problem consists of discovering a
set of underlying factors of variation that can in turn be described in terms of other, simpler
underlying factors of variation. Alternately, we can interpret the use of a deep architecture
as expressing a belief that the function we want to learn is a computer program consisting
of multiple steps, where each step makes use of the previous step output. The intermediate
outputs are not always factors of variation but can be analogous to counters or pointers
that the network uses to organize its internal processing.
Thanks to Deep Learning we can therefore talk about beating the "curse of dimensional-
ity". Deep learning models, unlike linear models or boosted decision trees, can generalize
to regions where there are few or no examples, provided that the function is a indeed a
composition of simpler ones.
1The theorem is demonstrated for Borel measurable functions, dened e.g. in [89]. This set of function is
very inclusive and covers all the practical applications.
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Model choice
Another important result, which is valid for ML in general, and is useful to know when
considering the NN architecture choice, is the so called "no free lunch" theorem [92]. The
no free lunch theorem for Machine Learning states that, averaged overall possible data-
generating distributions, every classication algorithm has the same error probability. This
means that there is no ML algorithm that is better than another for all the tasks. However, in
practice the algorithms that are known to perform well for a specic task can work similarly
in tasks that are similar. The goal is therefore to nd models and architectures that are
suitable for the problems of interest. When we want to optimize a NN, one of the problems
is nding the best architecture for the problem we want to solve, both from a capacity
and eciency point of view. A big part of Deep Learning research nowadays consists in
experimenting with dierent kind of networks in order to nd suitable architectures for
given data formats and practical applications.
4.3 Training a Neural Network
The training procedure is based on the descent of the gradient of the loss function in the
parameter (~θ) space. The gradient is computed eciently using the back-propagation algo-
rithm described below, or its generalizations. Due to the large training sets necessary for
good generalization, the gradient descent is performed using small chunks of data, called
minibatches (or often just batches). This technique is called stochastic gradient descent
(SGD).
Loss functions are usually non-convex for most neural networks. The training consists
therefore in moving to lower values of the loss function in steps: iterative, gradient-based
optimizers that drive the cost function to a very low value are used.
SGD applied to non-convex loss functions is not guaranteed to converge. The initialization
of the parameters ~θ is therefore important for this kind of algorithms: all weights should
be initialized to small random values, several algorithms for the choice of the initialization
were studied. The biases can be set to zero or to small positive values.
Back-propagation and stochastic gradient descent
The back-propagation algorithm [93], allows the information from the cost to then ow
backward through the network in order to compute the gradient. Computing an analytical
expression for the gradient is straightforward, but numerically evaluating such an expres-
sion can be computationally expensive. The back-propagation algorithm helps reduce the
computation cost for computing the gradients.
The back-propagation is based on the chain rule of calculus: it computes the derivatives
using the chain rule, with a specic order of operations that is highly ecient. The chain








This relationship holds also for function with vector inputs and we can transform a gradient
via the Jacobian matrix.
Using the chain rule, one can write an analytical expression for the gradient of the loss
with respect to any node in the networks. Many sub-expressions are repeated several times
within the overall expression for the gradient. Any procedure that computes the gradient
will need to choose whether to store these sub-expressions or to recompute them several
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times. In many cases, computing the same sub-expression twice could be optimal to reduce
memory consumption. The back-propagation instead, at least in its original design [93],
reduces the number of common sub-expressions without regard to memory.
Other algorithms may be able to avoid some of the sub-expressions by performing simpli-
cations on the computational graph, or may be able to limit the memory usage by recom-
puting rather than storing some sub-expressions.
The back-propagation can be applied to gradient descent or usually to the SGD. With SGD
the gradient descent is performed in minibatches.SGD is necessary to overcome the com-
putationally expensive gradient computation on large datasets. It assumes that the correct
gradient can be estimated consistently using small sets of examples. Updating the gradient
at each minibatch can also help escape local minima in case the function is not convex.
Back-propagation and SGD constitute the basic elements for optimizing a NN. An appro-
priate learning rate must be used. Additionally, algorithms that improve on the pure SGD
and techniques that help reducing overtting are commonly used nowadays in DL models.
Optimization
The pure optimization of a model would be nding the global minimum of the cost func-
tion using gradient descent or other techniques. However, this is not possible for NNs and
DNNs, because of the non-convexity of the loss functions. The goal of the model optimiza-
tion is therefore to reach satisfactory performance according to the performance metrics
chosen for the task. The loss function itself is a proxy of the performance metrics, which
is minimized as the metrics improve. The training can be stopped when the performance
metric stops improving.
The algorithms used to minimize the loss are based on stochastic gradient descent, where
the gradient is computed via the back-propagation in minibatches and updated. With stochas-
tic gradient descent the parameters are updated at each step by the gradient multiplied by
the learning rate ε. The appropriate learning rate is an important parameter to ensure the
convergence of the training. In case the learning rate is too large, a small enough value of
the loss can be unreachable. On the other hand, a very small learning rate can slow down
the convergence (see gure 4.5 (A)). In practice, the learning rate is monitored at training
time and reduced based on the loss or other performance metrics to ensure better conver-
gence.
Alternatively to the pure stochastic gradient descent, other methods like the ones employ-
ing momentum, are used to speed up and improve the convergence. If the momentum is
used, the gradient is updated taking into account both the minibatch gradient with learn-
ing rate ε and the previous gradients. We dene a velocity ~v that depends on the previous
gradients: the velocity is updated as ~v → α~v – ε~∇θ( loss ), where the parameter α can be
tuned and is usually close to 0.9. Subsequently, the parameters are updated as ~θ → ~θ + ~v
at each step, instead of being updated based only on the last step, as ~θ → ~θ – ε~∇θ( loss ).
This behavior is exemplied in gure 4.5 (B).
This is especially useful for consistent but small gradients and noisy gradients.
Another momentum based algorithm is the one using the Nesterov momentum, where an
update is performed based on the previous gradients, then the gradient is computed and the
momentum is updated. Given the importance of the learning rate, several algorithms use
adaptive learning rates. A dierent algorithm that is commonly used nowadays is Adam
[94], "adaptive moments", which uses a rescaled version of momentum with additional bias
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corrections.
(a) (b) (c)
Figure 4.5: Sketch of the typical behavior of a DNN loss function with several learning rates (A). Mo-
mentum in minimization (red) compared to the direction indicated by pure gradient descent (black)
(B) [85]. Loss function behavior with several optimization algorithms (C) [94].
An important tool for the optimization is the so called batch normalization. Batch normal-
ization [95] is one of the most recent innovations in optimizing deep neural networks. It’s
not an optimization algorithms that helps the descent of the gradient, but it is an adaptive
re-parametrization, that was found in particular to help deep models.
Very deep models involve the composition of several functions, or layers. The gradient tells
how to update each parameter, under the assumption that the other layers do not change.
In practice, we update all the layers simultaneously. When we make the update, unexpected
results can happen because many functions composed together are changed simultaneously,
using updates that were computed under the assumption that the other functions remained
constant.
Batch normalization takes a vector of activations ~H and normalizes each component H by
updating it to (H-µ)/σ, where µ and σ are the mean and the standard deviation of the node
output. The back-propagation runs trough both the computation of µ and σ and the nor-
malization operation. Therefore, an update of the gradient cannot just move the output
in one direction on average, i.e. to very large or small values, because that component
would be removed by the standardization. Batch normalization regularizes the weights and
also helps with the issues related to the rst-order only approximation. At inference time,
learned averages are used. Finally, two additional learnable parameters β and γ are used to
renormalize the activations at training time.
Regularization
The optimization of a model is guided also via the so called "regularization" of the model.
The regularization is any modication we make to a learning algorithm that is intended
to reduce its generalization error but not its training error. Among the techniques that
help regularization are weight norm penalties and constrained optimization. Weight norm
penalties keep the weights small and help with gradient descent. Early stopping based on
the performance on the validation dataset is also used to keep the model ability to generalize.
Other techniques include parameter sharing and ensemble methods. Parameter sharing is
used under the assumption that some inputs have a symmetry property or should be treated
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in the same way. One example is the usage of convolutional neural network or recurrent
units, as outlined in section 4.4.
Ensemble methods include a typical DNN regularization method called "dropout". Dropout
[96] provides a computationally inexpensive but powerful method of regularizing DNNs.
In training with dropout, a fraction of the nodes of a layer are randomly zeroed at each
iteration (gure 4.6). Dropout trains the ensemble consisting of all sub-networks that can
be formed by removing non output units from an underlying base network.
With dropout one can train a very large ensemble of networks with little cost: each time we
load a minibatch, we randomly sample a dierent binary mask to apply to all the input and
hidden units in the network. The models share parameters, with each model inheriting a dif-
ferent subset of parameters from the parent neural network. The parameter sharing makes
it possible to represent an exponential number of models with a low amount of memory.
This would not be possible if all the models were to be initialized independently. The param-
eter sharing causes also most of the sub-networks to start at good settings of the parameters.
Additionally, dropout trains not just an ensemble of models, but an ensemble of models that
share hidden units. This means each hidden unit must be able to perform well, regardless of
which other hidden units are in the model. Hidden units must be prepared to be swapped
and interchanged between models, thus providing a more solid regularization.
One big advantage of dropout is that it is very cheap computationally. The additional cost
of dropout is only due to the binary masking, which is stored in memory and used for the
gradient descent. Running inference in the trained model has the same cost per example
as if dropout were not used, as it was demonstrated that one can run the inference on the
nal model with all the weights, but they must be multiplied by the dropout probability in
the layer. Another advantage of dropout is that it works well with most DNNs trained with
stochastic gradient descent.
(a) (b)
Figure 4.6: Example of a feed-forward DNN with dropout in the hidden layers (A). Example of test
loss evolution with and without dropout, showing the benets of the regularization (B) [96].
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4.4 Deep Neural Network architectures
The recent success of Deep Learning in several applications came through the usage of
suitable architectures, which were able to model dierent kinds of data. Using architec-
tures suitable for a task allows the reduction of the number of parameters, thus improving
the convergence of a network. This can be seen also as a form of model regularization.
An important factor in the choice of the architecture is the design of the connections be-
tween layers. In the feed-forward network layers described above, every input unit is con-
nected to every output unit. Several deep models are able to use fewer connections and
several parameters are shared between nodes, which helps also the convergence of the net-
work. The strategy used to determine how to remove connections or share parameters
depend on the specic data topology. For example, convolutional networks are used for
data with a grid topology, as 2d images or xed length time sequences. Another impor-
tant example of parameter sharing are the recurrent networks, which are specialized in se-
quence processing, usually of variable length, with parameters sharing across the sequence
elements.
4.4.1 Convolutional networks
The term convolutional network refers to feed-forward networks that use the convolution
operation in their architecture. Convolutional networks [97] were historically very impor-
tant in the development of Deep Learning, as thanks to convolutional networks unprece-
dented performances were reached in computer vision. The success of deep models in this
task played a big role in the last wave of popularity of Deep Learning.
The most common type of convolution used in Deep Learning applications is the 2d discrete
convolution applied to images. In the simplest case, e.g. a black and white picture, an image
is a 2d matrix of pixels. Figure 4.7 (A) shows an example of the 2d convolution applied to
a 2d image: a 2d lter (or kernel) moves along the x and y axes, the pixels of the image
covered by the lter (orange) are multiplied each by the corresponding lter elements. The
sum of the products for a given lter position becomes a pixel in the new ltered image
(dark orange).
The operation can be written using 2-dimensional matrices for the image Ii,j and the lter





This operation is actually called cross-correlation, and it is often implemented in Deep





where the lters moves in the opposite direction. The lters are equivalent and ipped, but
the two operations are completely equivalent from the point of view of the network opti-
mization, as the elements of the lter matrix are parameters learned trough training.
The optimization of lters made out of a small number of common weights, instead of full
layer to layer connections, allows a great simplication the optimization of networks that
use large and sparse inputs such as images. Convolutional neural networks can also be
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seen as feed-forward networks with parameters largely shared among dierent layers. The
sharing is performed with translational invariance: this means that each element in a vector
will be processed in the same way and in case of 2d matrices, like images made out of black
and white pixels, each element will be propagated with the same weights.
Usually cascades of convolutional lters are applied in order to reduce the data dimension-
ality. The convolutional layers are followed by pooling layers, which reduce further the
propagated information. The result of convolution and pooling optimized simultaneously
is then fed to a feed-forward network, which receives a learned representation of the data
optimized together with the feed-forward layers themselves.
In case of inputs of higher dimension, like Red-Blue-Green (RGB) images, processed as three
layers of single color pixels, the 2d convolution is applied similarly, but the third dimension
of the lter is xed by the input size along the axis we don’t convolve. In case of RGB images
we have a tensor of dimension (M, N, 3), so the convolutional lter will have a dimension
(m,n,3), with the dimension 3 xed.
An easy analogy can be applied between convolutional neural networks and human vision:
the cascading convolutional lters are often found to be learning several levels of detail of
the image.
4.4.2 1x1 convolutional lters and weight sharing
Convolutional lters in one spatial dimension can also be used: in this case the lter runs
over a vector of inputs and produces another vector. Convolutional lters are often used for
processing natural language, where the sentences are sequences: one can think of a vector
a representation of a sentence, and the lter output as another representation that can cor-
relate close-by elements/words.
Convolution along one dimension can also be applied to 2d matrices, as in gure 4.7 (B). In
this case the dimension of the lters along the convolution axis can be chosen, but the sec-
ond dimension is xed by the matrix dimension, analogously to the case of a simple vector,
where the lter has dimension (n,1).
The convolution along one dimension allows the application of the same lters to a set of
variables in a sequence and treat them all in the same way. The lter dimension allows the
correlation of several elements that are neighbors in the sequence.
In case there is no reason to correlate single elements of the sequence, which can be the case
in particle physics when e.g. using a set of particles in a jet, 1d lters with 1d convolution
can be still be useful. A sketch of the result of applying such "1×1" lters is shown in gure
4.8. Each lter processes all the elements of the sequence in the same way, but keeps them
independent, and each lter a new feature is built for each element of the sequence. A "1×1"
lter is therefore equivalent to a dense layer shared across the sequence elements. Given a
large number of lters we can change the representation by rebuilding new features - one
per lter, dened in the same way for each object.
The application of such lters, "1 × 1", was rst studied in [98] and it turns out to be a
suitable tool for complex physics objects, such as the jets made out of particle ow can-
didates, when wants to use the PF candidates representation instead of the global one for
Deep Learning applications.
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Figure 4.7: Representation of the application of convolutional lters on 2d-images. The 2d-
convolution operation is shown in (A). The orange 3 × 3 lters runs on the images pixel in both
directions and for each step, it produces a new pixel of the ltered image. The 1d-convolution ap-
plied to an image is shown in (B). The lter has dimension 3 for the convolution axis, while the
second dimension is xed by the image dimension. It is 1 for vectors. The result is a vector with one
element for each convolution step. .




































Figure 4.8: Representation of the application of 1x1 lters on 2d-inputs. One lter (A) produces a
vector of outputs with an element for each step of the convolution. In case the convolution runs
on elements of a sequence, the output has no correlation between neighbor elements but uses all of
them in the same way. In case multiple lters are used each builds a new elements. As a result a
new representation of the data, element by element in the sequence, is optimized by the lters..
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"1 × 1" convolutional lters can also be seen as a way to optimize the representations of
the features fed to the network, with each object being redened in the same way. A down-
stream feed-forward network will be fed the new representation, which has the advantage
of being optimized at training time, and by a ML algorithm, without human supervision.
4.4.3 Recurrent networks
Recurrent networks are a family of neural networks specialized in processing sequences.
Most of them can handle sequences of variable length. The recurrent nodes are based on
the principle of sharing parameters between dierent part of the network. Unlike convo-
lution, where the parameters are usually shared between neighbors (e.g. a time sequence
with 1d convolution), with recurrent networks parameters can be shared among members
of a very long sequence. The sequence dimension is often refereed to as "time", even if the
sequence is not in time, as recurrent networks are inspired mainly by temporal sequences.
Various types of recurrent networks can be used: networks with connections between hid-
den units, between the outputs of each hidden unit and the following one; multiple outputs
can be produced, or just one for the last time step. For recurrent networks the underlying
assumptions for sharing the parameters are two: all the sequence members are assumed to
be treatable using the same weights and the behavior must be stationary, i.e. with no time
dependence of the relationship between a member of the sequence and the previous one.
The computation of the gradient is similar to the one used for the usual gradient descent,
however back-propagation has to take into account the internal loop. The gradient is
computed with respect to the shared parameters as a function of all the inputs and the
hidden layers outputs, depending on the network topology. This extension of the back-
propagation, which makes recurrent networks more computationally intensive is often
called back-propagation through time.
The LSTM Cell
The most eective units in modeling both time sequences and other types of sequences as
of today are the gated recurrent units. Among those the Long Short Term (LSTM) memory,
which is used for b-tagging (chapter 5) is described here. The LSTM cell was introduced in
[99].
Gated units in general introduce mechanism to accumulate or "remember" information and
remove or "forget". The LSTM introduces a self-loop that avoids the problems related to the
long term dependencies. The key element of the LSTM is the cell state, the horizontal line
running through the top of the diagram, as shown in the sketch 4.9. It runs the entire chain
with only some minor linear modications. The cell state helps store information, as the
values stored in it often just remain unchanged.
The rst version included an input and output gate, while the current versions have one
more gate, called "forget gate", which acts on the cell state, and modulates the update of the
cell state based on the inputs.
The LSTM cell (gure 4.9), performs the following operations at each step of the sequence:
• Forget gate: the input and the cell outputs at the previous step are re-weighted and
passed through a sigmoid.





















Input gate Output gate
(a)
Figure 4.9: Sketch of the LSTM cell. The S line represents the cell state, the input is labeled as X
and the output is labeled as H . The index t denotes the step in the time sequence: the current step
t, takes as input the current input vector Xt , and cell state from the previous time step St–1, and the
outputs from the previous time step as a vector, Ht–1.











This step of the LSTM is meant to decide what information we are going to keep or
throw away from the previous step cell state. This decision is made by a sigmoid layer
called the forget gate layer. It uses the vectors ht–1 and xt as inputs, and outputs a
number between 0 and 1 for each number in the cell state. A 1 would completely keep
the previous cell state while a 0 would completely erase the previous cell state.
• Input gate: the gate similarly learns parameters that are used to re-weight the inputs












In this step we decide what new information we are going to store in the cell state.
A sigmoid layer called the input gate layer decides which values we update. Next, a
tanh layer creates new candidate values, that could be added to the state. In the next
step, we combine these two to create an update to the state.
• Update of the cell state:
the cell state is updated using the input gate results, the forget gate re-weighting and
the external inputs passed to through the linear transformation and the tanh. The old
cell state, s(t–1) is updated into the new cell state s(t).
The old state is multiplied by the modulator ft , thus forgetting the things we decided
to forget in the forget gate. Then we add g(t)i times the tanh output. This is the new
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• Cell output computation:
Finally, we update the output. This output will be based on our cell state s(t)i , but use
also the output gate q(t)i . The cell state is passed through a tanh (to push the values
to be between -1 and 1) and multiplied by the output of the output gate. The output
of the cell i is given by:







Deep Learning techniques applied
to b jets
Jets originating form b quarks have peculiar characteristics that one can exploit to discrimi-
nate them from jets originating from light-avor quarks and gluons, and to better reconstruct
their momentum. Both tasks have been dealt with using ML and are now tackled with Deep
Learning techniques. Two original Deep Learning applications, both involving b quark jets,
are described in this chapter. The rst application described is the momentum regression, the
second one is a b tagging algorithm that aims at processing lower level data, and lets a DNN
learn the secondary vertex information. A combination of this tagger, called "DeepVertex", with
another state-of-the-art tagger, called "DeepJet", which aims at a single particle and secondary
vertex description of the jet, is also presented. Both the regression and the DeepVertex tagger
improve on the previously developed benchmark algorithms applied in physics analysis by the
CMS collaboration. Furthermore, the combination of "DeepVertex" and "DeepJet" reaches un-
precedented performance in simulation. The DNN regression was developed together with the
ETH CMS group working on the search for Higgs pairs, but was deployed in data specically for
the VH(bb̄) analysis. The DeepJet algorithm was developed in parallel to DeepVertex by other
groups, while DeepVertex and the combinations are presented for the rst time in this thesis.
5.1 Properties and description of the b jets
The most important properties of b jets used for b tagging were highlighted already in chap-
ter 3: b tagging makes use of the relatively long lifetime of the B hadrons in the jets, which
produce signicantly displaced tracks and possibly allows to reconstruct secondary vertices.
Other useful properties of b jets used in b tagging, but even more useful in the momentum
regression, are the harder fragmentation function compared to the other avors, the mass
of the B hadrons, larger compared to other hadrons present in the jets, and the signicant
rate of semileptonic decays.
Due to the harder fragmentation function, a higher fraction of the energy expected for the
jet is absorbed by the B hadron, as shown in gure 5.1. As a result, a larger fraction of the
jet momentum is carried by the tracks coming from the B hadron decay. For the regression
the fact that some tracks are on average harder, thus better reconstructed, can help improve
the momentum resolution of a b jet compared to a light-avor jet.
The 5 GeV mass of the B hadron causes the tracks coming from the B hadron decay to have
also larger transverse momenta relative to the jet axis. The high relative pT information can
be useful also in the regression, as in a few cases particles may leak the jet clustering cone.
Finally, leptons in b jets, used also in b tagging thanks to their high relative pT and displace-
ment, are fundamental in the regression as they are accompanied by a neutrino, which is
not reconstructed. The regression has the goal of recovering the neutrino, if necessary, and
to improve the jet momentum resolution exploiting the other properties of the jet.
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Figure 5.1: Fraction of B hadron energy with respect to b-quark energy [100].
All the above mentioned properties were exploited by CMS in Run 1 and at the beginning
of Run 2 by building highly discriminating features, or "high level" variables, which aim
to capture all the most useful properties of the jet for each task (see also section 3.3). This
approach inevitably loses some of the properties that are present in a more complete and
lower level jet description. Such a description can nowadays be exploited thanks to Deep
Learning.
A more complete description of the jet is the one that uses single particles, taking advantage
of the particle ow algorithm (see section 2.2.6). Single particles without selection or with
a very loose selection can be sorted according to an importance order and used to build
sequences. With this description both the b tagging properties and a global kinematic de-
scription of the jet, with its particles kinematics describing also the fragmentation function,
are captured. This description is suitable both for b tagging and the b jet energy regression.
All the algorithms presented in this chapter pursue a particle level description: the DNN
based regression uses the PF candidates to build "particle level" jet images. On the other
hand the b tagger presented, called "DeepVertex" uses tracks, i.e. charged PF candidates
only, and no reconstructed secondary vertices. The algorithm is also compared to another
state-of-the-art tagger, called "DeepJet", which uses single particle description of the jet, but
uses also pre-reconstructed secondary vertices.
Given the performances achieved by all these algorithms, as of today, the description at
the level of PF objects can be considered state-of-the-art, for b tagging and for the b jet
regression. Even lower level representations of the data that retain the entire information,
as "detector images", using the tracker, the calorimeter and muon detector hits, can be ex-
pected in the future.
5.2 DNN based b jet energy regression
The b jet energy regression is designed to provide the best possible estimate of the b jet
momentum. It is fundamental in searches that use the invariant mass of two b jets, the
most prominent one being the search for the H→ bb̄ decay. A better resolution of the
reconstructed invariant masses of the Higgs boson candidates allows the improvement of
the signal-to-background discrimination and is used as input to multivariate techniques, as
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shown in chapter 6.
The b jet energy regression was rst used as a tool in the search for the H→ bb̄ decay at
the Tevatron [101], using neural networks with one hidden layer. BDT-based energy re-
gressions were used prior to this result by the CMS Collaboration in searches for H→ bb̄ in
dierent production modes [102, 103, 35].
The regression presented here is implemented via a Deep Neural Network (DNN): the net-
work is a feed-forward neural network with six hidden layers. The model employed has
greater capacity compared to those used previously. The training uses a larger number of
features: the particle ow candidates are not used directly, but jet composition and shape
information are provided by building energy fractions by candidate type in rings of increas-
ing radius around the jet axis.
A very large training dataset, made out of nearly 100 million Monte Carlo (MC) simulated
jets, is employed for the training. The loss function, which combines a Huber [104] and
two quantile [105] loss terms, allows the simultaneous training of point and dispersion
estimators of the regression target. The method is validated on CMS data collected in 2017,
and was successfully applied for the H→ bb̄ observation.
5.2.1 Datasets
The DNN is trained on a simulated sample of t̄t events produced in pp collisions, generated
at next-to-leading-order (NLO) accuracy in perturbative QCD with the powheg v2 pro-
gram [106]. Simulated top quark pair production events are used as the top quark decays
promptly into a b quark, which is revealed as a b jet, and a W boson. At
√
s = 13 TeV, the t̄t
production is a source of b jets that spans a large pT spectrum and covers the full η accep-
tance of the tracking detector, where b jets properties can be measured.
The trained model is then tested on simulated events with b jets originating from several
processes. The main test sample used was obtained from t̄t events not used at training
time. The regression was then tested also on the Z(``)H(bb̄) production and the resonant
HH production in the HH(bb̄γγ) nal state. Both are signal samples used in analysis with
b jets in the nal state. The ZH sample was generated with the MadGraph5_amc@nlo
generator [107] at NLO accuracy in perturbative QCD, while the di-Higgs was generated
with MadGraph5_amc@nlo at leading-order accuracy in perturbative QCD.
Finally, to validate the regression model on data, the DNN result for simulated jets was
compared to the one obtained for jets recorded by the CMS detector with pT balance. The
events used for this validation exercise were recorded in 2017 and correspond to an inte-
grated luminosity of 41 fb–1. The simulated events come from a sample of Z bosons and
up to two additional partons generated with MadGraph5_amc@nlo at NLO accuracy in
perturbative QCD.
For all simulated events, pythia 8.2 [108] with the CP5 tune [109] is used for the parton
showering and hadronization. The CMS detector response is simulated by the Geant4 [67]
package, and pileup interactions are added to the hard-scattering process according to the
pileup distribution observed in data.
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5.2.2 Inputs and targets
The target of the regression is the full b jet transverse momentum with neutrinos included:
in order to train for that target we use "generator level jets", clustered from stable par-
ticles produced by the MC generator, which include the contribution from the neutrinos
momenta. Generator level jets don’t have the true b quark energy used in simulation, but
they have much better resolutions compared to the "reconstructed jets", clustered from PF
candidates. They are matched by cone to the reconstructed level jets.
The transverse momenta are called pgenT and p
reco
T in the following sections for the genera-
tor level and the reconstructed level jets, respectively.
In order to perform the regression training, the reconstructed b jets were matched to a gen-
erated b jet and were selected by applying a minimum threshold for transverse momentum
( precoT > 15 GeV and p
gen
T > 15 GeV) and by requiring the jet axis to be within the tracker’s
acceptance (|η| < 2.5). The transverse momentum precoT is corrected with the baseline jet
energy correction as described in section 3.2. Figure 5.2 (A) shows the distribution of trans-




















































Figure 5.2: (A) The precoT distribution for reconstructed b jets in an MC t̄t sample. (B) Distribution
of the regression target for the MC t̄t training sample.
The regression target used at training time, y, is dened as the ratio of the transverse mo-
mentum of the generator level jet, pgenT , to the one of the reconstructed jet, p
gen
T , corrected
by the baseline jet energy corrections. Using this denition rather than pgenT directly has
the eect of greatly reducing the variance of the target and producing a numerical value
of order 1. When applied, the result becomes a correction, which is multiplied by precoT to
obtain the corrected pT.
The distribution of the target for b jets from a MC simulated t̄t sample is shown in gure 5.2
(B). To improve the convergence of the training of the DNN, the target is further standard-
ized by subtracting its median value and dividing it by its standard deviation. The reverse
operation is performed when applying the training results.
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The inputs are chosen with the primary goal of recovering the undetected energy fraction
due to neutrinos, and allowing an improvement in the energy resolution. In order to pre-
serve as much information as possible and perform a regression that uses all the particles
in the jet, a particle level jet image was built, using energy fractions in rings of increasing
radius about the jet axis. The energy fractions were added to an already established set of
features, which was used already in the previous versions of the regression. The former set
of inputs focused on leptons, secondary vertices and displaced tracks.
The list of inputs consists of the following features:
• jet kinematics: jet pT, η, mass, and transverse mass mT, dened as mT =
√
E2 – p2Z ;
• information about pileup interactions: the median energy density in the event, ρ,
corresponding to the amount of transverse momentum per unit area that is added by
overlapping collisions [76].
• information about semileptonic decays of B hadrons when an electron or muon can-
didate is clustered within a jet: the transverse component of lepton momentum per-
pendicular to the jet axis, the corresponding jet transverse momentum relative to the
lepton candidate direction, the radial distance ∆R =
√
(∆φ)2 + (∆η)2 between the
lepton candidate direction and the jet axis, and a categorical variable that encodes
information about the lepton candidate’s avor;
• information about the secondary vertex, selected as the highest pT displaced vertex
linked to the jet: number of tracks associated to the vertex, transverse momentum
and mass (computed assigning the pion mass to all reconstructed tracks forming the
secondary vertex); the distance between the collision vertex and the secondary vertex
computed in three dimensions with its associated uncertainty [49, 82];
• jet composition: largest pT value of any charged hadron candidates, i.e. the leading
track clustered in the jet, fractions of energy carried by jet constituents: electrons,
photons, charged hadrons, neutral hadrons, and muons. These fractions are computed
for the whole jet, and separately in ve rings of ∆R around the jet axis (∆R = 0 –
0.05, 0.05 – 0.1, 0.1 – 0.2, 0.2 – 0.3, 0.3 – 0.4);
• multiplicity of PF candidates clustered into the jet;





where i runs over all jet constituents.
This results in a total of 43 input features. No additional preprocessing is performed, apart
from the input normalization provided by batch normalization [110], which is used as the
rst layer of the DNN.
Unlike the precoT used in the target denition, all the input features are at the raw jet energy
correction level (see section 3.2). This means that the jet total energy (raw jet energy) is the
sum of all the energy fractions of the rings, when taking all the PF candidates together. The
jet energy correction is only used in the denition of the target, while the jet energy reso-
lution scale factor is not taken into account, but re-measured after comparing the results in
data and simulation.
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5.2.3 DNN loss function
The regression outputs are the estimated mean, and the 25 and 75% quantiles of the target
distribution. The estimated mean is used as the correction to be applied to the reconstructed
b jet energy, while half of the dierence of the 75 and 25% quantiles is used as a per-jet es-
timator of the b jet energy resolution.
The Huber loss function is employed to learn the mean of the target distribution instead of
the mean squared error because of its reduced sensitivity to the tails of the target distribu-





2, if |z| < δ.
δ|z| – 12δ
2, otherwise.
where z = y – ŷ represents the dierence between the target and predicted values, and δ is
set to 1 in our case.




τ · z, if z > 0.
(τ – 1) · z, otherwise.
where τ = 0.25 (0.75) corresponds to the 25% (75%) quantile.
The full loss function can be therefore written as:
loss ( ŷ(x), ŷ25%(x), ŷ75%(x) ) =
= E (x,y)∼p(x,y) [H1(y – ŷ(x)) + ρ0.25(y – ŷ25%(x)) + ρ0.75(y – ŷ75%(x)) ]
where E(x,y)∼p(x,y) indicates the expectation value sampling (x, y) on the distribution p(x, y),
x indicates the set of input features, and p(x, y) is the joint distribution of the input features
and the target variables y in the training sample. The symbols ŷ(x), ŷ25%(x) and ŷ75%(x)
indicate the DNN outputs: ŷ(x) is the estimator of the mean, ŷ25%(x) and ŷ75%(x) are the 25
and 75% quantile estimators, respectively.
The loss function minimized at training time is the sum of the three losses with each loss
function having the same weight. The outputs are therefore correlated, and the simultane-
ous training for the targets, also called "multi-task" learning can help regularize the training.
The results will be analyzed mainly for the estimator of the mean ŷ(x), but it’s worth keep-
ing in mind that it is optimized together with the quantile estimators.
5.2.4 DNN architecture and hyperparameter optimization
The model used for this study is a feed-forward, fully connected DNN with 6 hidden layers,
43 input features and 3 outputs: the energy correction and the 25 and 75% quantiles. As
mentioned above, a batch normalization layer is used to process the DNN input right before
the rst dense hidden layer.
a
Each hidden layer of the DNN is built from the following components:
• a dense layer, which outputs a linear combination of all outputs from the previous
layer and adds a bias for each node in the layer;
• a batch normalization layer, which can rearrange the inputs to have zero-mean and
unit-variance;
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• a dropout unit: an operation that zeroes a xed fraction of randomly chosen nodes,
used as a regularization handle;
• an activation unit we chose the "Leaky" Rectied Linear Unit (LReLU) [111] with
β = 0.2.
The slope β = 0.2 was chosen for the LReLU to allow for a nonvanishing gradient over
the domain of the function [111]. The output layer has a linear activation function. It is
important to note that usually the activation is part of the dense layer, but here we add it
after the batch normalization layer, as suggested in the original implementation paper [110].
The DNN is implemented using the Keras package [112] with TensorFlow backend [113].
The back-propagation is uses stochastic gradient descent with the Adam optimizer [94].
The parameters and their values are: dropout rate = 0.1, learning rate = 0.001, and 6 hidden
layers with [1024, 1024, 1024, 512, 256, 128] nodes. This architecture has therefore about
2.8 millions trainable parameters. The nal conguration of the neural network is shown
in gure 5.3. The nal DNN conguration was obtained by the CMS ETH group working
on the search for the SM di-Higgs production in the HH(bb̄γγ) nal state. To optimize the
performance of the DNN, its hyperparameters were tuned using the cross-validation algo-
rithm [114]. The mean validation loss was used as the gure of merit for the optimization
over a ve-fold splitting of the training sample. The hyper-parameters considered for the
optimization are the depth of the network architecture, the dropout rate, and the gradient
descent learning rate.
A check for possible bias due to the b jet pT spectrum was also performed by the ETH
group. The number of events in the jet pT spectrum in the training sample spans six orders
of magnitude, as shown in gure 5.2 (A). This means that, at training time, the DNN is fed
many more jets with low values of pT than with high values. A bias towards low-pT jets
can be expected when using such a sample. In order to check for a bias about 95% of the jets
with pT below 400 GeV were removed by extrapolating the shape of the high pT region of
the distribution down to low pT. The DNN trained on this subsample of events showed no
improvement for high pT jets but did have up to 0.5% degradation of the inclusive relative
jet energy resolution. The nal training was therefore performed using the natural t̄t spec-
trum of b jets. The high statistics allow a satisfactory coverage the full phase space desired
even at high pT.
Several congurations of the DNN were tested before converging to the nal architecture.
In particular networks not using the energy fractions in rings around the jet axis, but pro-
cessing all the particle ow candidates in the jet with LSTM nodes. The preliminary results
were similar to the ones of the feed-forward network with the energy rings given as in-
put, but the LSTM architecture was not pursued further due to the time constraints of the
VH(bb̄) analysis.
















3 outputs optimized at the same time: 
loss = Huber + q25 + q75
Figure 5.3: DNN architecture for training of the b jet energy regression.
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5.2.5 Results in simulation
The performance of the b jet regression was evaluated by comparing the b jet resolution
and scale (dened as the most probable values of the pgenT /p
reco
T distribution) before and af-
ter the energy correction on a test sample that is statistically independent from those used
for training and validation. The performances were tested with t̄t simulated events inde-
pendent of the training dataset. Compatible results were obtained with the other samples.
The results are relative to the estimator of the mean ŷ(x). Quantiles are used to quantify the
performances, but they are not related to the quantile estimators obtained via the training,
unless specied otherwise.
Figure 5.4 shows the 25, 40, 50, and 75% quantiles of the target distribution before and af-
ter applying the DNN b jet energy corrections, as a function of jet pT, η, and ρ. The 40%
quantile is added to the 25, 40 and 75% quantiles, as it has been found to be a good approx-
imation of the most probable value of the target distribution. It can be seen that after DNN
corrections, the distribution becomes narrower, and its median and 40% quantile exhibit a
smaller dependence on jet pT, η, and the median event energy density ρ.
The jet energy resolution, here denoted as s, is estimated as half the dierence between
the 75% (q75) and 25% (q25) quantiles of the target distribution. To quantify the resolution
improvement, we compared the relative jet energy resolution, s̄, dened as:
s̄ ≡ s
q40
= q75 – q252
1
q40
where the resolution s is divided by q40, the most probable value estimated as the 40% quan-
tile of the target distribution. The relative improvement on s̄ for b jets is on average 12%.
Figure 5.5 shows the value of s̄ obtained for b jets from the t̄t test sample as a function of
the pgenT (A), η (B), and ρ (C). The lower panels in gure 5.5 show the relative improvements
resulting from the DNN energy correction.
If we consider physics processes beside the t̄t production, the per-jet relative resolution
improvement is consistent everywhere, with values of 12-18% for pT < 100 GeV, falling to
around 5-9% for pT > 200 GeV.
The resolution estimator was not used in the VH(bb̄) analysis presented in chapter 6, but it
could be useful in future analyses. The resolution estimator is obtained using the the two
quantile estimators ŷ25% and ŷ75% as:
ŝ ≡ 12(ŷ75% – ŷ25%).
In order to check the consistency of the per-jet estimator, the correlation between the jet
resolution s and the value of the per-jet resolution estimator, ŝ was measured in bins of pT.
The estimator was found to be linearly correlated to the resolution of the jet, as expected.
Deviations are compatible within 20% with the linear correlation. More information on the
resolution estimator, which was not applied to data yet, and a summary of the regression
training and results can be found in [115].
5.3 The b jet regression in data
After verifying the performance of the DNN based regression on a simulated test set, it
is necessary to validate the algorithm with data. The validation of an algorithm in general









































































































Figure 5.4: The 25, 40, 50, and 75% quantiles are shown for the b jet energy scale pgenT / p
reco
T distri-
bution before (blue dashdot) and after (red solid) applying the regression correction as a function of
jet pT (A), η (B), and ρ (C).
consists in comparing data and simulation with the new technique applied and, if necessary,
correct the simulation to better match the data. Discrepancies can arise from the mismod-
eling of the input features in simulation. The corrections, or scale factors, can be derived
in categories or inclusively, depending on the analysis needs. In this case an inclusive scale
factor is derived.
The DNN based regression can be treated as a avor specic jet energy correction, similar
to the ones described in section 3.2. In particular, the b jet energy regression covers the last
step of the correction, as it is applied on top of the standard jet energy corrections.
As for the standard jet energy corrections, after applying a simulation based correction,
in-situ measurements are performed to assess the need for residual corrections and a jet
energy resolution scale factor. Given that the regression is a avor specic correction, it is











































































Figure 5.5: Relative jet energy resolution, s̄, as a function of generator-level jet pgenT (left), η (center),
and ρ (right) for b jets from ttbar MC events. The average pt of these b jets is 80 GeV. The blue stars
and red squares represent s̄ before and after the DNN correction, respectively. The relative dierence
∆s̄/̄sbaseline between the s̄ values before and after DNN corrections is shown in the lower panels.
necessary to validate it on a clean sample of b jets. A standard topology used for the in-situ
measurement of the jet energy corrections, the "Z(``) + jets" nal state, is used. In our case,
jet b tagging is required in order to probe the jet energy regression with a relatively pure
sample of b jets.
The validation procedure is described in the paragraph below.
5.3.1 Validation
The regression is validated with 2017 data selecting the Z(``)+b jet nal state, assuming
balance between the leading jet pT, denoted as p
j1
T , and the Z boson pT, denoted as p
``
T . The
Z(``) has much better resolution compared to the jets, therefore it can be used as a reference
object to check the jet response.
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The event selection follows the prescriptions for the "Z(``) + jets" nal state used in other
CMS jet energy corrections and resolution measurements [116]. A reconstructed Z candi-
date collinear with a jet is required. Additional hadronic activity, quantied by the ratio
between the subleading jet and the Z boson pj2T /p
``
T , here called α, is required to be sup-
pressed. The events are enriched in b jets by requiring b tagging for the leading jet. The
selections are reported in detail below.





In order to select "Z(``) + jets" events, trigger paths requiring two leptons are used. The
trigger selections are the same of the 2 lepton channel of the VH(bb̄) analysis, as reported
in chapter 6. The pT thresholds for the two muons are 17 and 8 GeV respectively, and 23
and 12 GeV for the electrons. Loose isolation and identication criteria are also applied to
the leptons at this level.
The oine selection of the leptons is also the same as for the 2-lepton selection of the VH(bb̄)
analysis (see section 6.2.3). Both the electrons and the muons are selected using relatively
loose isolation and identication criteria.
The jet selection is relatively loose: the leading must pass jet and pileup identication cri-
teria, but no pT threshold is required. The jet is required to be b-tagged, and a η selection is
applied in order to improve the b jet purity. In summary, the event must have at least one
jet with:
• loose PF Jet identication, loose pileup identication;
• Deep CSV Medium working point, corresponding to 70% b jet eciency and 1 % light-
avor quark and gluon jet mistag;
• |η| < 2.0, chosen to have a robust b tagging.
A ± 20 GeV window about the Z mass is selected.
The leading jet and the candidate Z are required to be collinear and the hadronic activity,
quantied as α to be suppressed. The selections applied are the following:
• |∆φ(``, j1)| > 2.8 ;
• α < 0.3.
A pT threshold is also required for the candidate Z boson. The p``T threshold usually adopted
in jet energy corrections measurements is 30 GeV. Here the threshold is modied, due to
the fact that jets are stored only if their pT is above 15 GeV.
If the jet response parameters were measured as a function α with a 30 GeV threshold only,
each α bin would have a dierent p``T spectrum. The jet response parameters would even-
tually be extracted as a function of p``T , and consequently of the pT of the leading jet itself.
The p``T dependency is mitigated by applying a p
``
T > 100 GeV cut, so that the p
``
T spectra
and mean values are comparable in each α bin.
Approximate transverse momentum balance is expected between the Z boson and the lead-
ing jet after the selection. Given the imperfect balance, an extrapolation to the ideal case
of 0 hadronic activity is usually performed for jet energy corrections measurements and
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resolution measurements. The sample is divided in bins in α, and the Rj parameters are ex-
tracted in each bin and extrapolated to α = 0, which corresponds to the perfect pT balance
hypothesis.
The bins in α used for the extrapolation here and in the following section are: α < 0.185,
0.185 < α < 0.245 and 0.245 < α < 0.3. The bins include events where the pT of the second
jet, pj2T , is greater than 15 GeV. The subset of events with p
j2
T < 15 GeV is not included in the
extrapolation (α is not computed and set to α = 0), but the events have the best balance in
our dataset and are used for qualitative comparisons.
We rst check the response Rj in the "α = 0" subset of events. In gure 5.6, we can observe
a similar behavior in data and simulation before (A) and after (B) applying the regression.
The mean of the distribution was measured to be compatible between data and MC, and it
moves closer to one after the regression. The resolution, reported in the gure as s̄ is worse
in data before the regression, and improves similarly in data and simulation with regression.
The fact that the resolution is worse in data both before and after the regression, points to
the fact that, as for the standard jet energy correction, a resolution scale factor is necessary.
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Figure 5.6: Distribution of the ratio between the transverse momentum of the leading b tagged jet
and that of the dilepton system from the decay of the Z boson. Distributions are shown before (A)
and after (B) applying the b jet energy corrections. The s̄ values of the core distributions are included
in the gures. The black points and histogram show the distributions for data and simulated events,
respectively.
For the extrapolation, the Rj parameter used is truncated mean of the response, computed
integrating 98.5% of the distribution symmetrically, i.e. from the 0.75% quantile to the 99.25%
quantile.
If we look just at the truncated mean of Rj, the eect of the DNN b-regression is found to
be consistent in data and MC improving the pT balance in all the α bins, as shown in g-
ure 5.7), where the jet response is compared before (A) and after the DNN correction (B).
The data points are in red, while the equivalent points for simulation is in blue. The lower
panel shows the data/MC ratio in α bins. A simple extrapolation in α, as a function of the
mean α for each α bin, can be performed to remove the extra-activity dependence, using a
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linear function in this case. This extrapolation exercise shows that pre-regression the mean
is extrapolated to ∼ 0.95, while post-regression to ∼ 1. This means that we have no bias
on average and that the regression improves the jet response, as already seen in simulation.
Moreover, the extrapolation of the truncated mean is consistent within the uncertainty in
MC and data.
(a) (b)
Figure 5.7: Truncated mean in the α bins pre regression (A) and post-regression (B). The three
points correspond to the three α bins: α < 0.185, 0.185 < α < 0.245 and 0.245 < α < 0.3. The mean of
the response depends linearly on the additional activity. The linear t and the ±1σ uncetainties are
shown. The lower panel shows the data/MC ratio in α bins.
5.3. The b jet regression in data 87
5.3.2 Resolution scale factor extraction
The measurement of the jet pT resolution also involves an extrapolation to the ideal case























T ) is the term we are interested in to measure the jet energy resolu-




T ) can in turn be written as the sum of two independent
contributions: σISR+FSR ⊕ σPLI. The rst one depends on the event imbalance due to the
extra jets in the event, both from ISR and FSR. The second one, usually called "particle level
imbalance", is due to underlying event and to particles showering outside the jet cone.
The eect of extra jet activity is studied as a function of α. In the limit α → 0 the ISR




T ) are expected to be 0, and the imbalance com-





T ) term is again in principle independent of α, except for spurious depen-




Again, the resolution is evaluated as the truncated RMS of the response Rj, computed inte-
grating 98.5% of the distribution symmetrically, i.e. from the 0.75% quantile to the 99.25%
quantile.
The extrapolation is performed by tting the resolutions as a function of the mean α for
each α bin. The t function used is:
f (α) = c · (1 + ck · α)⊕ (m · α). (5.1)
The rst term is used for theσintrinsic⊕σPLI contribution, which is not stronglyα-dependent.
An α-dependent correction ck is added to c, so that it becomes c · (1 + ck · α). The second
term (m·α) is used for the σISR+FSR contribution to the resolution and depends linearly onα.
The parameters of the tting function are not all free in the extrapolation t: the parameter
ck is extracted from a t to the MC intrinsic resolution performed similarly in α bins. A
linear t of the MC resolution is performed and ck is xed at m0/q0, where m0 and q0 are
respectively the slope and the intercept of the linear model. Theα dependency of σintrinsic⊕
σPLI, is therefore assumed to be proportional to the one of the MC intrinsic resolution. The
parameters extracted from the extrapolation t are therefore only c and m.
The jet energy resolution (JER) scale factor is nally measured by comparing the term c in
MC and data. A scale factor SF = cdata/cMC should applied to b jets in simulation, enhancing
the pT dierence between the jet and the generator level jet with the neutrino component
included, which is the target of the regression.
The distributions of the b jets response Rj after the regression in the 3 α bins used in the
extrapolation are shown in gure 5.8 for both data and MC. The MC intrinsic resolution
distributions used to x the ck parameter of the model are in gure 5.9.
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Figure 5.8: Distributions of the b jets response Rj after regression for data (black) and MC (blue) in
the α bins α < 0.185 (A), 0.185 < α < 0.245 (B) and 0.245 < α < 0.30 (C).
The extrapolation t is shown in gure 5.10, where the MC intrinsic resolution points, which
x ck are shown as green dots. Again the data points and are in red, while the equivalent
points for simulation is in blue. The "α = 0" bin points are also superimposed for compari-
son, and labeled as "0-bin": the value of alpha was roughly estimated by looking at the pj2T
distribution.
The two contributions to the resolution extracted from the t are shown as dashed green
lines. The extrapolated intrinsic contribution is c = 0.163±0.003 in data and c = 0.174±0.003
in MC, pointing to a scale factor of ' 1.07. A conservative scale factor of 1.1± 0.1 is there-
fore used for the VH(bb̄) analysis. The 0.1 is meant to cover the both the statistical and the
systematic uncertainty.
The measurement of the resolution scale factor is not rened further. The measurement can
be considered satisfactory for the VH(bb̄) analysis, as the jets selected for this measurement
are kinematically similar to the ones selected to build the Higgs boson candidate and there
is not need to make more categories. Moreover, the number of events is just enough to per-
form the inclusive extrapolation. A conservative estimate of the uncertainty (the full scale
factor) is meant to cover also the uncertainties due to the inclusive measurement.
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Figure 5.9: Distributions of the MC intrinsic resolution measured using the ratio precoT /p
gen
T in the
α bins α < 0.185 (A), 0.185 < α < 0.245 (B) and 0.245 < α < 0.30 (C).
A closure test is performed by applying the 1.1 scale factor only to the leading jet, and a
good closure of the extrapolation within the statistical uncertainty is found (see gure 5.11).
The second jet transverse momentum pj2T can also be corrected with the resolution scale fac-
tor derived by the CMS collaboration for all avor jets. This would also modify the content
of the α bins. However usually the resolution scale factor is not applied to any jet for the
extraction of the resolution scale factor itself, and we follow the same prescription.
An additional closure test with the standard JER resolution SF applied also to the extra jets
in the event is performed. A better event closure is found in this case (see gure 5.12). For
completeness, the pre-regression curve with no resolution scale factor is also reported in
gure 5.13. The parameters estimated trough the extrapolations and the MC inputs m0 and
q0 are reported for each case in table 5.1.
The distributions entering the rst closure test are reported in gures 5.14 and 5.15. The
distributions used to verify the event closure with smearing applied also to the extra jets
are reported in gures 5.16 and 5.17.
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Figure 5.10: Extrapolation of the tted resolutions with no resolution SF applied to the leading jet
as a function of α. The data points are in red, and the MC points are in blue. The MC intrinsic
resolutions which x ck , are shown as green dots.
Figure 5.11: Extrapolation of the resolutions with 1.1 resolution SF applied to the leading jet as a
function of α. A closure test with a 1.1 smearing factor applied only the leading jet is shown.
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Figure 5.12: Extrapolation of the resolutions with 1.1 resolution SF applied to the leading jet as a
function of α. A closure test with a 1.1 smearing factor applied to the leading jet and JER SF applied
to the extra jets is shown.
Figure 5.13: Extrapolation of the tted resolutions with no resolution SF applied to the leading jet
as a function of α and without applying the b jet energy regression.
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Table 5.1: Extrapolation to 0 hadronic activity summary table. The parameters q0, m0 are used to






















m0 0.069±0.027 0.066±0.030 0.030±0.032 0.067±0.031
q0 0.115±0.005 0.128±0.006 0.137±0.006 0.132±0.006
MC reco
m 0.566±0.025 0.551±0.026 0.574±0.023 0.563±0.026
c 0.163±0.003 0.172±0.003 0.180±0.003 0.172±0.003
Data
m 0.591±0.025 0.603±0.024 0.650±0.021 0.586±0.026
c 0.174±0.003 0.175±0.003 0.180±0.003 0.184±0.003
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Figure 5.14: Distributions of the b jets response after regression with 1.1 resolution SF applied to
the leading jet for data (black) and MC (blue) in the α bins α < 0.185 (A), 0.185 < α < 0.245 (B) and
0.245 < α < 0.30 (C).
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Figure 5.15: Distributions of the MC intrinsic resolution with 1.1 resolution SF applied to the leading
jet measured using the ratio precoT /p
gen
T in the α bins α < 0.185 (A), 0.185 < α < 0.245 (B) and
0.245 < α < 0.30 (C).
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Figure 5.16: Distributions of the b jets response after regression with 1.1 resolution SF applied to
the leading jet for data (black) and MC (blue) in the α bins α < 0.185 (A), 0.185 < α < 0.245 (B) and
0.245 < α < 0.30 (C). The JER resolution SF is applied also to the extra jet used to dene the α bins
in this case.
96 Chapter 5. Deep Learning techniques applied to b jets
0 0.5 1 1.5 2
gen, leading jet
T









































0 0.5 1 1.5 2
gen, leading jet
T






































0 0.5 1 1.5 2
gen, leading jet
T









































Figure 5.17: Distributions of the MC intrinsic resolution with 1.1 resolution SF applied to the leading
jet measured using the ratio precoT /p
gen
T in the α bins α < 0.185 (A), 0.185 < α < 0.245 (B) and
0.245 < α < 0.30 (C). The JER resolution SF is applied also to the extra jet used to dene the α bins
in this case.
5.4. Deep Vertexing 97
5.4 Deep Vertexing
Heavy avor jet identication has been already presented in chapter 3, with the standard
tools developed and adopted by the CMS collaboration. This section presents a new b tag-
ging algorithm based on Deep Learning, which aims to bring DL techniques at the vertex
reconstruction level, and not to use the reconstructed secondary vertices built from tracks.
The tagger, using track-only information and outputting a discriminator value, is aimed to
process the track information and infer the secondary vertices properties thanks to the ca-
pacity of a DNN. Since the secondary vertex properties are inferred in the hidden layers of
a DNN, this algorithm is called "DeepVertex". Actually, no explicit secondary vertex recon-
struction is performed, and the vertex properties cannot be retrieved, but in principle it is
possible to have a DNN process lower level inputs (the tracks) and build itself the secondary
vertex, hence the name DeepVertex. The fact that the secondary vertex is not explicitly re-
constructed is not a problem if we want to approach just the jet avor tagging task. At the
same time, the fact that the secondary vertex is "learned" by the DNN during the optimiza-
tion, can provide a more exible denition of the secondary vertex and a representation
more suitable for the DNN optimization.
The tagger was developed in parallel with the DeepJet tagger [117]. Both taggers aim for a
particle level representation of the jet and let a DNN learn the discriminating features. The
secondary vertex treatment is the most important dierence between the two taggers. The
DeepVertex tagger is based on tracks, coming from all the charged particles with no dis-
tinction among the dierent PF candidates. On the other hand the DeepJet tagger uses both
charged and neutral PF candidates, with labels of the particle identication when they are
important (i.e. electron and muon tracks). The DeepJet tagger uses also the reconstructed
IVF secondary vertices, treated by the network as single particles.
In the following paragraphs both taggers are described: rst DeepJet, briey, then Deep-
Vertex, in detail. Finally a combination of the two taggers is presented and discussed. The
training of DeepJet was performed independently by people involved in the CMS b tagging
working group, while the DeepVertex and combination were trained as a part of the work
presented in this thesis.
5.4.1 Jet b tagging with DeepJet
The DeepJet algorithm, which exploits the capacity of deep models to process a large num-
ber of particles and features, is a recent innovation developed by the CMS Collaboration
in jet b tagging. The representation of the jet used by DeepJet aims at capturing fully the
description of the jet as produced by the PF algorithm. Up to 25 charged PF candidates and
up to 16 neutral PF candidates per jet are used as input to the DNN. In addition the Inclu-
sive Vertex Finder reconstruction of the secondary vertices is exploited: up to 4 vertices
matched geometrically to the jet are fed to the neural network. Other variables used are the
high level features that provide a global description of the jet suitable for b tagging, the so
called tagging variables used since the development of the CSV algorithm, and the jet kine-
matics (pT, η). The sequences of particles include respectively 16, 8 and 12 input features
for the charged PF candidates, the neutral PF candidates and the secondary vertices. The
global variables are 15 in total.
The network exploits the batch normalization as rst layer, which is trained only for the
rst epoch, in order to rescale the input features on the y. The sequences are processed
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using 1×1 convolutional lters. For each collection of charged and neutral particles and
vertices, separate 1×1 convolutional layers are trained: 4 hidden layers with 64, 32, 32 and
8 lters respectively for charge candidates and vertices and 3 hidden layers with 32,16 and
4 lters for neutral particles. The lters act on each particle or vertex individually. The
compressed and transformed output is then separately fed into 3 LSTMs with 150, 50 and
50 output nodes respectively. The outputs from the LSTMs are merged with global jet prop-
erties which are rst fed through one dense layer with 200 nodes before being passed to 7
subsequent hidden layers with 100 nodes each.
The target is the jet avor with 6 avor categories employed in the training. The categories
are gluon, light-avor quark, charm quark and bottom quark jets, with b quark jets fur-
ther split into 3 categories: b with no leptons, b with leptonic decays and bb, which are
then merged for evaluation purposes. The loss function is the categorical cross-entropy.
The DNN is implemented using the Keras package with TensorFlow backend. The back-
propagation uses stochastic gradient descent with the Adam optimizer.
A schematic representation of the DeepJet DNN is shown in gure 5.18, where the dimen-
sionality of the inputs is also reported in the colored boxes. The total number of trainable
parameters is about 265 000.
Figure 5.18: DNN architecture of the DeepJet network. The total number of trainable parameters is
about 265K.
The DeepJet algorithm was trained on a sample of 100M jets. The jets come from t̄t pro-
duction and QCD mutijet production simulated events. All avors are included. The pT, η
and avor distribution was built articially drawing jets from dierent samples in order to
avoid biased towards the event topology or the kinematics peculiar of a given avor. More
information on the training sample distribution can be found in the paragraph 5.4.4, as the
sample was reproduced for the training of DeepVertex with the purpose of combining the
two taggers.
The performance of DeepJet represents a step forward in the jet b tagging performances.
DeepJet was found to improve on the standard algorithm both in t̄t and QCD mutijet simu-
lation, against both charm quark, light-avor quark and gluon jets. The performance of the
b jet algorithm, described by the ROC curves both in t̄t simulation are shown in gure 5.19.
The results were obtained using jets with |η| < 2.5, pT > 30 GeV (A) and pT > 90 GeV (B). The
improvement of the blue ROC curves (DeepJet) with respect to the blue curves (DeepCSV) is
sizeable everywhere. DeepCSV is actually also DNN based, but with higher level inputs are
fed to a feed-forward DNN, while DeepJet uses a lower level description and Deep Learn-
ing techniques suitable to process the particles’ sequences. Thanks to the more inclusive
description of the jet the b tagging is also largely improved for high transverse momentum
jets (pT > 100 GeV).
The performance of DeepJet were also veried in data and similar scale factors to the ones
of standard taggers were derived. As a result, DeepJet is currently the most performing b
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tagging algorithm developed by the CMS collaboration. The performance of the b jet al-
gorithm with scale factors for three standard working points are shown in gure 5.19. For
the loose, medium and tight working points, the data-to-simulation scale factors have been
applied and are represented by the triangles with error bars. Circular markers represent the
performance of the respective working point in simulated samples.
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Figure 5.19: Performance of the CMS.DeepJet and DeepCSV algorithm. The ROC curves show the b
tagging eciency as a function of probability of misidentifying non-b jets as b jets. The results were
obtained using jets with |η| < 2.5 and pT > 30 (A) and 90 (B) GeV, from simulated top pair events. For
the loose, medium and tight working points, the data-to-simulation scale factors have been applied
and are represented by the triangles with error bars. Circular markers represent the performance of
the respective working point in simulated data.
The development of DeepJet was fundamental also to check the impact of the dataset size on
the training of such a deep model. It was found that the 100M jets were necessary to achieve
the performances shown in 5.19. A training performed with 33M and 2M jets were found to
have respectively 0.6 and 3% lower b tag eciency at 10% mistag rate for light-avor quark
and gluon jets, and 2 and 8% worse b tag eciency at 1% mistag rate for light-avor quark
and gluon jets, using a test sample of jets from t̄t simulated events with |η| < 2.5 and pT >
30 GeV.
More information about the sample size dependence and the deployment of the DeepJet
tagger can be found in reference [117]
5.4.2 Motivation for "Deep Vertexing"
A similar algorithm, but aiming for an even lower level description of the jet is DeepVertex,
presented for the rst time in this thesis. DeepVertex has some similarities to DeepJet. Both
use sequences of objects: DeepVertex uses the tracks matched geometrically to the jet. The
main dierence between the two algorithms is in the handling of the secondary vertices.
While DeepJet uses the IVF reconstructed vertices, in DeepVertex only tracks are fed to the
network and the algorithm itself handles the raw information to tag the jets.
Several reasons lead us to bring Deep Learning to the secondary vertex reconstruction.
Secondary vertices are one of the most discriminating features of b jets, but they are not
all easily reconstructed. Secondary vertices with two or more well reconstructed tracks are
the ideal case. In case we have decay chains even multiple vertices, one from the B hadron
decay and a tertiary from the daughter D decay, can be reconstructed. In case some tracks
100 Chapter 5. Deep Learning techniques applied to b jets
are misreconstructed or not reconstructed, it can be convenient to merge multiple vertices
from decay chains, and to relax the criteria for matching tracks or merging candidate ver-
tices. In any case, the vertex reconstruction is tuned to give the best eciency, but some
potential vertices are missed.
Deep Learning is an ideal tool for a more exible secondary vertex denition, or to avoid a
vertex denition at all. If the DNN has enough capability, multiple secondary vertex topolo-
gies can be used without need for tuning by hand the vertexing algorithm. Moreover, a DNN
can exploit better tracks coming from a secondary vertex, but not used in a secondary ver-
tex t. Usually, only the impact parameters are used in this case, but we can benet from
correlating the impact parameters of multiple tracks and from looking at the position of the
neighbor tracks.
When applied to the jet tagging a DNN can instead be optimized to "reconstruct" the sec-
ondary vertex inside the hidden layers of the network, starting from lower level features.
In this case the secondary vertex explicit reconstruction is skipped, but it would not be
necessary anyway, as the secondary vertex properties would be fed to a multivariate dis-
criminator.
The latter approach, going end to end from raw features to jet tagging, can be seen a text-
book application of Deep Learning: the network learns the ideal representation of the data
in the upstream hidden layers - we know that the representation using secondary vertex
features can be extremely useful - while the downstream portions of the network can use
the learned representation to discriminate the jet avor. This is in fact the approach used
in "deep vertexing".
It can be compared e.g. to convolutional neural networks learning to classify images. The
convolutional lters in the best performing networks usually put together and learn objects
of increasing complexity as we go downstream in the network. The upstream layers "see"
simple features, such as smaller colored pieces or edges, and the downstream layers com-
bine them into larger pieces of an image that used to associate the images to a category.
5.4.3 Datasets
Several attempts were made to train the DeepVertex DNN. Initially, jets from t̄t were used
to study the network convergence and gauge the capability and performance in a sample
rich of both b and light-avor jets. The t̄t events were generated at next-to-leading-order
(NLO) accuracy in perturbative QCD with the powheg v2 program [106], analogously to
the samples used for the b jet regression training.
Subsequently articial samples were built drawing jet from both QCD multijet production
samples and t̄t samples with xed avor proportions and templated pT and η distributions.
This is done in order not to bias the training to jet kinematics, as in t̄t samples b jets, coming
directly from the top decays, have e.g. dierent pT spectra compared to c and light-avor
jets. The QCD multijet process was simulated in several bins of transverse momentum of
the leading jet using the generator available in pythia 8.2. The processes used in the eval-
uation are again t̄t production, using events independent from the training ones, and QCD
multijet production, generated with the leading jet pT in range [15-7000] GeV generated
with the pythia 8.2 generator.
For all simulated events, the standard pythia 8.2 [108] with the CP5 tune [109] is employed
for parton showering and hadronization. The detector is simulated by the Geant4 [67]
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package, and pileup interactions are added on top of the simulated primary vertex. No CMS
data is used for this study, which is currently in a simulation-only development stage, but
almost ready to be deployed for future usage in Physics analysis.
5.4.4 Training, validation and test samples
The training sample used to optimize the DeepVertex DNN was built to match the DeepJet
training dataset. Jets were drawn from t̄t and QCD multijet simulated samples in order to
t a template distribution in pT, η and jet avor.
The avor proportions are roughly 2:2:4:11 for b, c, light-avor quark and gluon jets respec-
tively, as shown in gure 5.20. Here and in the following plots the color convention with
b jets in red, c jets in green and light-avor quark and gluon jets in blue and light blue is
adopted. b jets are not further categorized in the training of DeepVertex, and were treated
inclusively also when building the DeepJet training sample.
Figure 5.20: Flavor composition of the sample used for the training of DeepVertex. The four bins
are lled with the fraction of jets per avor. The bins are chosen according the convention: b quark
jet - label "5", c quark jet - label "4", uds quark jet - label "1", gluon jet - label "21".
The kinematic distribution are equalized in jet pT, η for all the avor categories. The pT is
in range 20 - 1000 GeV, while |η| is less than 2.5. The normalized distributions are shown in
gure 5.21.
(a) (b)
Figure 5.21: Spectra of the jet used to build the sample by avor.
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The validation of the training uses two sets. A fraction of the training events, with the
same kinematics and avor distributions is used at training time to compute the loss and
update the learning rate if needed. Another two validation sets, made of simulated jets
from t̄t and QCD multijet production respectively, are used to select the best model based
on the ROC curves. Finally, two test sets, made of simulated jets from t̄t and QCD multijet
production, but statistically independent of the validation events, are used to quote the b
tagging performances.
5.4.5 DeepVertex inputs
Our aim is to have a DNN solve the b tagging problem without being fed the secondary
vertex information explicitly. However, the data must include the full information we could
loose when reconstructing secondary vertices. We based our work on a track-only descrip-
tion of the jet.
Approaches using e.g. detector hits could work, but are yet to be studied. Tracks only, in
the form of the track 5 parameters could be used, as they preserve the full information we
want. Other possibilities include also using b tagging typical variables together with the
track kinematics. This is the case in "DeepVertex": the impact parameters with respect to
the primary vertex and other track features used in b tagging are used as input.
Regarding secondary vertices, it was chosen to include features that help the network infer
the secondary vertex properties, instead of feeding only all the tracks independently. The
secondary vertex reconstruction algorithm used by CMS (IVF, described in chapter 3), starts
with the clustering of tracks about a track with signicant displacement from the primary
vertex. Such tracks are selected as they have higher probability to originate from a sec-
ondary and are called seeding tracks.
Clusters of tracks are built around the seeding tracks in order to keep compatible tracks,
based on the track-to-track 3d distance at the point of closest approach (PCA). These clus-
ters contain the secondary vertices. In the deep-vertexing algorithm we feed such clusters
directly to a DNN, instead of using them for a t. Both single tracks variables and rela-
tive track-to-track variables are used: single tracks variables include the kinematics and
the impact parameter. Track-to-track variables include the distance at the point of closest
approach, the angle between the tracks at PCA, etc.
The tracks and clusters of tracks are also chosen as inclusively as possible to let the DNN
pick the important objects itself.
The full list of inputs can be summarized as follows.
• The jet 4-vector in the form (pT, η, φ, m).
• The displaced tracks, used as seeding tracks, with their features. These tracks are
selected using the criterion of 1 σ displacement from the primary vertex. The tracks
are also required to have pT > 0.5 GeV, and dz < 0.5 cm from the primary vertex and
reduced χ2 < 5. The variables used for these tracks are:
– The track 4-vector in the form (pT, η, φ, m1).
– The longitudinal and transverse impact parameter (dz, dxy).
1 Particle ow information is used to determine the mass in case the particle is identied as a lepton.
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– The impact parameter and signicance in space (3D) and in the transverse plane
(2D), both with and without sign. The sign is assigned to be positive if the impact
parameter projection along the jet axis direction is in the positive or negative
direction of the jet axis, with the primary vertex used as 0. The track proba-
bilities used in standard b tagging (see section 3.3) for the 3D and 2D impact
parameters are also used.
– Track quality information: the reduced χ2 of the track t, the number of pixel
hits and the total number of tracker hits.
– Jet relative features of the track: the distance from the jet axis at point of closest
approach between the track and the jet axis direction; the distance of this point
form the primary vertex. Tracks whose minimum distance point from the PCA
is more than 5 cm away from the jet axis are also removed from the seeding
tracks collection.
The tracks in the sequence are sorted according to 3D signed impact parameter sig-
nicance and up to 10 tracks are kept as seeding tracks in the jet. The sorting variable
signed 3D SIP is shown in gure 5.22 for the ten tracks separately for the 4 jet avor
categories used at training time. The features per track are 21 in total.
(a) (b)
(c) (d)
Figure 5.22: DNN input features - the jet 4 vector variables by jet avor. All the distributions are
normalized to unity.
• The tracks in the clusters with their features. For each displaced track a cluster of
neighbors is built: the cluster is built using all the tracks with pT > 0.5 GeV, and
dz < 0.5 cm from the primary vertex, regardless of the jet angular distance and the
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displacement. The tracks per cluster are sorted by distance at the point of closest
approach from the seeding track and and up to 20 tracks are kept for the training.
The PCA distance, used as sorting variable is shown in gure 5.23 for all the seeding
tracks and all the avors. We can notice the increasing peak and average PCA distance
of the distribution from the 1st to the 20th track. Full repetition of tracks is allowed
when building clusters: a seeding track can be in the cluster of another and tracks
can be used in multiple clusters. The variables used for these tracks are:
– The track 4-vector in the form (pT, η, φ, m1), the longitudinal and transverse
impact parameter (dz, dxy).
– The impact parameter and signicance in space (3D) and in the transverse plane
(2D), all without sign.
– Track quality information: the reduced χ2 of the track t, the number of pixel
hits and the total number of tracker hits.
– Jet relative features of the track: the distance from the jet axis at point of closest
approach between the track and the jet axis direction; the distance of this point
form the primary vertex.
Figure 5.23: Shape of the input vectors used in the DeepVertex training.
For each track variable relative to the point of the closest approach to the seeding
track,i.e. track-pairs variable, are used. These are:
– The PCA distance and its signicance;
– the coordinates of the PCA, both on the neighbor and on the seeding track, in
the form (x, y, z) and their uncertainties;
– the distance from the primary vertex of the two above points (in case of a sec-
ondary vertex it would be the decay point);
– jet relative variables: the distance if the PCA (the central one) from the jet axis,
the ∆η and ∆φ of the PCA direction from the jet axis direction, the scalar prod-
uct between the jet direction and the direction given by the momentum sum of
the two tracks.
– the scalar products between the track direction and the PCA on the track direc-
tion, both the seeding track and its neighbor, the scalar products between the
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two tracks directions both in 3D and in the transverse plane, the scalar products
between the two PCA directions both in 3D and in the transverse plane.
The distributions of all the inputs can be found in appendix A. The variables are separated
by jet avor and with the usual color convention. The features of all the seeding or neighbor
tracks are merged into the same distribution.
5.4.6 Input data structure
Given the choice of the inputs the data format per jet is going to be made of three blocks.
The rst block contains the jet 4-vector, which can be useful mostly as context information.
These are 4 variables.
The second block is made of up to 10 seeding tracks. In case less than 10 seeding tracks are
selected in the jets the data is zero-padded to get to 10 input vector. For each track 21 vari-
ables are used: the shape of this matrix will be 10×21 per jet. The tracks are homogeneous
objects: they can be sorted according to a criterion and treated as a sequence, or parameter
sharing between tracks can be advantageous in the optimization.
The third block is made of clusters of tracks about the seeding tracks. For each seeding track
we built clusters based on the 3d distance at PCA. These tracks are also homogeneous ob-
jects, which are treated as a sorted sequence. Tracks are sorted by distance from the seeding
track and we take the rst 20 tracks. For each track in the cluster we include variables rel-
ative to the track-seeding track pair, and variables relative to the track in the cluster itself.
In total we have 36 variables. The shape of the tensor is therefore 10×20×36. In this case
we have a double folded sequence, so it can be again convenient to nd techniques to share
parameters.
The total number of inputs features for the network is 10∗20∗36+10∗21+4 = 7414 per jet.
The vector and matrices fed to the DNN per jet can be visualized in gure 5.24. The lines
of the matrix with dimensionality (21,10) contain homogeneous objects, the features of the
tracks. The 10 matrices with dimensionality (36,20) are homogeneous with each other, and
the lines of a matrix contain homogeneous objects, the neighbors of a seeding track. Given
the large number of inputs per jet, the DNN implementation has to take into account the
data structure and the homogeneity of the objects by using parameter sharing techniques.
  
10 x (36, 20) 
(21, 10) 
(4) 
1 2 3 4 5 6 7 8 9 10
Figure 5.24: Shape of the input vectors used in the DeepVertex training.
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5.4.7 DeepVertex implementation
Before being fed to the DNN some of the inputs are transformed. A logarithmic transforma-
tion was found to be useful for variables covering large ranges, but on average all close to
0, like the impact parameters. For the signed impact parameters the logarithm was applied
to the absolute value and the sign was used to multiply again the result. The output dis-
tributions after these transformations and data standardization were applied, can be found
in appendix A. The data standardization is applied inside the DNN itself as a custom layer,
which applies the standardization, but has no trainable parameters.
The DeepVertex network architecture is chosen taking into account the characteristics of the
inputs. The inputs contain a sequence of tracks and a sequence of sequences, the neighbors
for each of the above tracks. The sequences are all sorted. Given the presence of sequences
of objects, techniques for sharing parameters across objects are used. LSTM nodes can be
used to process the sequence of neighbors for each track. The conv 1×1 lters can be used
also where we have sequences, in order to re-optimize the input representation, both to
expand and to reduce the features’ dimensionality.
The network, with the shapes in input and output of each layer is shown in gure 5.25. The
network has two separate branches: one for the seeding tracks and one for the clusters of
neighbors. The 10 clusters matrices, with shape (36,20) are processed via a conv 1×1 layer
with 64 lters. The layer is shared across the 10 clusters (magenta). The rearranged vari-
ables are passed through a shared LSTM. The LSTM is again the same for all the clusters
(orange). Each cluster has 20 tracks and for each now 64 features. We use 64 LSTM nodes to
collapse the track sequence dimensionality of the cluster. At this point we have 10 vectors
of 64 features each. These are processed via conv 1×1 lters (red), just like the 10 seeding
tracks features. A cascade of conv 1×1 with 64, 32, 32 and 8 lters is used on both sides
of the DNN. The output is attened, merged with the jet global features and fed into ad
feed-forward network (grey).
The avor categories are 4: b, c, light-avor quark and gluon jet. The categorical cross-
entropy loss function is used. The DNN is again implemented using the Keras package
with TensorFlow backend. The back-propagation uses stochastic gradient descent with
the Adam optimizer.
The total number of parameters of the DeepVertex network is 144 000. Most of them are
actually in the dense part of the network, due to the large use of parameter sharing when
processing the sequences attached to the jet.
The model is trained by using multiple CPUs for data loading and pre-processing and one
GPU (initially NVIDIA Tesla K80, then NVIDIA Tesla T4) for the actual DNN training.
5.4.8 Hyperparameter optimization
The hyper-parameter optimization was not performed in a systematic way as for the regres-
sion. This was due mainly to practical considerations: the optimization of the DeepVertex
model with 100M jets uses over 1 TB of data, and requires about 12 hours per epoch, due
to the data loading time. The performances of the GPUs are not a limit in our case, as they
are not even fully used for 100% of the time due to the data loading latency. A model needs
about 30 epochs to be optimized, therefore when a single training is run a GPU is busy for
two weeks.


















































































































































































Figure 5.25: DNN architecture for training of DeepVertex.
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Several experiments were performed, with datasets slightly dierent from the nal one. In
particular the model was trained with several loss functions aimed at optimizing the b tag-
ging eciency at high purity, varying the number of the hidden layers of the dense part of
the DNN, making the DNN overall larger up to 250 000 free parameters. All the experiments
lead to similar performances to the ones in the original model.
One of the modications that was found to be most useful was the addition of the 1×1
convolutional lters before the LSTM nodes when processing the sequences of neighbors.
The rst model was updated to include these layers. Similar experiments were run also for
the data pre-processing, leading to the already mentioned variables transformations and
rescaling.
5.4.9 Results in simulation
The results of the DeepVertex training are presented as b tagging eciency versus mistag
rate ROC curve. The ROC curves are presented for b versus light-avor quark and gluon
jets and for b versus c jets. The ROC curves are shown inclusively for t̄t and QCD multijet
simulation for the data taking conditions of 2017 and 2018, after the new CMS pixel detector
was installed (Run 2, Phase 1) in gure 5.26. The DeepVertex ROC curves are in green: the
continuous line is the ROC curve showing the b versus light-avor/gluon performances,
while the dashed line shows the b versus c performances.
The DeepVertex tagger has b jet eciencies at the standard working points comparable
with the DeepJet ones in the 2017 t̄t simulation: at 1% mistag (Medium WP) we have 82%
eciency, at 0.1% mistag (Tight WP) we have 65% eciency. The results are similar also
with the 2018 t̄t simulation, shown in gure 5.26 (C). Comparing the DeepVertex ROC curve
(green) with the DeepJet one (in blue both in 5.26 and 5.19) we can observe a consistent
pattern: the DeepJet tagger has better b jet eciency at loose and Medium working point,
DeepJet and DeepVertex are even at the Tight WP, but for mistag rates < 0.1% the Deep-
Vertex tagger is consistently better. Using such low mistag rates is not common in analysis
nowadays, but could be useful in the future as more data will be collected.
The same ROC curves (b versus light/gluon) are shown in gure 5.26 (B,D) for the 2017 and
2018 QCD simulation. The performances are overall a bit worse for all the taggers, but we
can observe that the DeepVertex tagger has better b jet eciency for mistag rates . 0.5%.
Looking at the b versus charm jets ROC curves instead we can observe very good perfor-
mances of the DeepVertex tagger, but the DeepJet tagger is better everywhere.
Similar ROC curve in jet pT bins are reported in appendix B. The results are overall similar
to the inclusive ones. Comparing the DeepVertex and DeepJet performance we can observe
a pattern: DeepVertex is overall performing better at lower pT, and the performances are
worse for pT > 70 GeV, while the DeepJet performances improve a bit at pT close to 100 GeV
and are much better at very high pT (>200 GeV).
The DeepVertex ROC curve for the 2018 t̄t simulation is also shown in comparison with
the DeepCSV tagger in gure 5.27. Looking at the b versus light-avor/gluon ROC, we can
observe that the DeepVertex tagger has better performances than the previous generation
of taggers.
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5.4.10 Combination of DeepVertex and DeepJet
The DeepVertex and DeepJet model are both performing b taggers. The taggers are simi-
lar in terms of performance, but use dierent inputs. The ROC curves have also dierent
trends. The DeepJet has higher eciency at low and medium mistag working points (rang-
ing from 10% to 1% mistag for light-avor jets). DeepJet uses all the information available
for b tagging, including the secondary vertices. Charged leptons are included in the charged
particle ow candidates collection, but the IDs of the candidate are not explicitly fed to the
network. Conversely, the DeepVertex tagger is better performing at tighter working points
(with mistag rates < 1% for light jets). The DeepVertex tagger is track-only based. How-
ever, the fact that clusters of tracks and not reconstructed vertices are used can improve the
eciency in ambiguous and more dicult cases, i.e. at tighter working points. The perfor-
mances of the two taggers are dierent also in pT bins, with DeepJet being more performing
at high pT and DeepVertex being relatively better at low pT.
The dierent trends of the ROC curves and the dierences between the two models, from
the inputs to the network structure and the optimization, motivate a combination of the
two taggers in order to further improve the b tagging performance.
The combination can be run at multiple levels. The simplest combination uses the cate-
gories outputs of the two taggers only as input. Alternatively the two architectures can be
merged at the level of the outputs and some of the intermediate layers, initialized with the
weights optimized in the single trained models, can be retrained in order to tune the model.
Even all the weights of both networks can be unfrozen, but it is not guaranteed that training
converges in that case. Finally the inputs of the two networks can be used all together to
optimize a larger network. Also, in this case, it is not guaranteed that the model can be
successfully optimized.
Two combinations are presented here: a high level one and a lower level one. The high level
one combines the 6 categories outputs of DeepJet and the 4 categories outputs of DeepVer-
tex. For the combination two hidden layers with 100 nodes each are added downstream.
The lower level one combines the outputs of the last hidden layers before the dense part of
each network. Regarding gures 5.25 and 5.18, the inputs of the grey block and the inputs of
the "dense" block respectively are combined. The inputs of the last part of the network are
therefore 265 from the DeepJet network and 164 from the DeepVertex network, 429 in total.
Six hidden layers with [300, 200, 200, 100, 100, 100] nodes are added, and a dropout unit with
dropout rate 0.1 is added after each layer. 4 categories with categorical cross-entropy loss
are employed for the training of the combination, the Adam optimizer [94] is used again
in both cases for the optimization. Everything is implemented in Keras with TensorFlow
backend.
The results of the combinations are shown in gures 5.26 and in pT in B: the purple lines
show the performances of the lower level combination, while the orange line shows the
high level one. We can see everywhere, in t̄t and QCD simulation, across the full jet pT
range, that the combination performs better than both taggers. The performances of the
lower level combination are overall better in simulation everywhere, reaching e.g. in 2017
inclusive t̄t ∼ 85% eciency at 1% mistag and ∼ 70% eciency at 0.1% mistag rate for b
versus light and gluon jets. The performances are better than all the other taggers also in b
versus c eciency versus mistag rate.
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The ROC curves show that this combination is currently the best b tagger developed in
CMS looking at the performances in simulation. Such a combination is therefore worth
being validated in data for future analysis. Moreover the fact that the combination can
improve the performance shows that we are still not using an optimal representation of the
jet, which is worth working on in the future. Nevertheless, the usage of clusters of tracks
instead of reconstructed vertices, being this the main dierence between DeepVertex and
DeepJet, can recover information and makes it worth using Deep Learning to perform the
"reconstruction" of the secondary vertices from lower level objects, i.e. the tracks.
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Figure 5.26: DNN results for both 2017 and 2018 simulated samples - Inclusive jet spectra for the
samples t̄t hadronic and QCD are used.
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Observation of the H→ bb̄ decay
This chapter focuses on the VH (bb̄) analysis with 2017 data. The analysis was performed
quickly after completing the analysis of the rst bunch of the Run 2 data collected at 13 TeV in
2016, as the total integrated luminosity made it possible to nally reach the observation of the
H→ bb̄ decay. The strategy, the key improvements added for the 2017 data analysis, and the
results are presented in this chapter. The combination with the other H (bb̄) channels, which
resulted in the observation, is also presented.
6.1 Introduction
The H→ bb̄ decay is the only hadronic decay mode of the Higgs boson we can currently
probe with sensitivity at the level of the Standard Model (SM) expectation. The motivation
to search for the H→ bb̄ decay is the fact that its cross section allows the direct measure-
ment of the Yukawa coupling of the Higgs boson to a down-type quark, thus providing a
test of the hypothesis that the Higgs eld is the source of mass generation for fermions.
The bb̄ nal state has a few experimental advantages: in the SM a 125 GeV Higgs boson has
the largest branching fraction (∼ 58%) in the bb̄ decay channel; additionally, b jets can be
eectively tagged, thus removing a large amount of the backgrounds. However, tagging is
not sucient because the QCD multijet background is very large, even from b jet produc-
tion only, and all the searches for H(bb̄) need to target either associated production modes,
or very specic kinematic regimes, or both, in order to be sensitive.
This is mandatory at the trigger level, as b-tagging techniques are used mostly o-line and
saving events based on the presence of two b jets only is not feasible due to very high b jet
cross section. Tight selections are necessary also oine to reject the backgrounds. Multi-
variate techniques are then fundamental to optimize the searches.
At the LHC the most sensitive production process in the search for the H→ bb̄ decay is
when the Higgs boson is produced in association with a vector boson (VH). The vector bo-
son decay into leptons is used both at the trigger level and in the oine event selection.
The sensitivity of this channel is enhanced by requiring the vector boson have a large boost
in the transverse plane: a pVT & 100 GeV is typically required.
The presence of vector bosons in the nal state highly suppresses the QCD multijet back-
ground, but not the W and Z production in association with jets, which is still very large,
as shown in gure 6.1. Requiring a large boost of the vector boson allows a reduction of the
vector boson + jets (V+jets) background and a better signal to background ratio, as shown
in the bottom panel for the ZH process in gure 6.1. A large vector boson transverse mo-
mentum is also benecial for the trigger and for the mass resolution: a high pVT translates
into a large pmissT in the Z(νν)H(bb̄) channel, and makes it accessible at the trigger level;
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Figure 6.1: Top panel: dierential cross section at
√
s = 13 TeV for the Z(``)+jets SM production
(blue) and the Z(νν)H(bb̄) production (red) as a function of the generator Z pT. The cross sections of
the gg→ZH and the qq→ZH processes, which add up to the ZH total cross section (red), are shown
by dotted lines. Bottom panel: S/B ratio, increasing at large pT values.
on the other hand, the mass resolution of the reconstructed Higgs candidates is relatively
better, as the jets from the Higgs boson have in turn larger transverse momenta and better
pT resolution.
Another important production mode with good sensitivity to the H→ bb̄ decay is the asso-
ciated production with top quark pairs (t̄tH), which was useful in combination with other
nal states to measure the coupling of the Higgs boson to the top quark. Searches in the
VBF production mode have also been carried out. The sensitivity is similar to the one in the
t̄tH production mode, but lower compared to the VH one. Other searches for H(bb̄) have
been demonstrated to be possible. In particular, the search for inclusively produced H(bb̄)
with large pT [118] is worth mentioning. In this case the tiny phase space selected allows
both to remove the backgrounds and to access the very high pT tail of the Higgs production
spectrum.
The next paragraphs focus on the VH(bb̄) analysis, which is then covered in detail for the
2017 data. The results obtained in the other channels are used for the combination (6.3.2)
presented at the end of this chapter.
6.1.1 Signal characteristics
VH(bb̄) events have two b jets, with an invariant mass close to 125 GeV. The mass resolution
is expected to be of roughly 20 GeV, corresponding to a relative resolution of ∼ 15 %.
The vector boson decay products and the dijet system are approximately back-to-back and
balanced on the transverse plane, due to the large vector boson pT requirement. Two iso-
lated leptons (`) of opposite charge and of the same avor (e or µ) are expected for the
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Z(``)H(bb̄) channel; large pmissT and no extra leptons are expected in the Z(νν)H(bb̄) chan-
nel; one charged isolated lepton and a large pmissT are expected for W(`ν)H(bb̄). Signal like
events are shown in gure 6.2, where leptons or pmissT recoil against the b jets, while two
signal Feynman diagrams are shown in gure 6.3.
(a) (b)
Figure 6.2: Event candidate for the Z(νν)H(bb̄) (A) and for the Z(ee)H(bb̄) production recorded by
the CMS detector in 2017. The Higgs boson decays to two b quarks whose decays are characterized
by jets in blue. The large missing transverse momentum due to neutrinos is in purple, the signals of
electrons are in red.
Additional jets may arise from the initial state (ISR) or nal state (FSR) radiation. FSR jets
radiating from the b quarks are expected to be found close-by in angle with respect to the b
jets, and should be taken into account in the Higgs mass reconstruction, while the ISR jets
have some discriminating power for identifying signal events.
ZH events can be produced by qq scattering, as shown in g 6.3, and also by gg scattering
(see chapter 1). The latter process has a lower cross section (15% inclusively), but a harder
pT spectrum, making it important at high pVT , and on average more ISR jets.
(a) (b)
Figure 6.3: Example signal Feynman diagrams. Quark initiated processes only for ZH (A), and the
WH process(B) are shown.
6.1.2 Backgrounds
The signal cross section is about 1 pb, while most of the backgrounds cross sections are or-
der of magnitudes larger, therefore a selection that greatly reduces them is necessary. The
QCD multijet production, with the minimal requirement of HT>200 GeV, has a cross sec-
tion of order 106 pb. The V+jets production have cross sections of order 104 pb, the t̄t cross
section is ∼ 103 pb. Other processes like the single top and the diboson production have
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cross sections in ranging form tenths to hundreds of pb.
One of the dominant background is the V+jets production process. In particular, the Z(``),
W(`ν) or Z(νν)+b jets have a signature that is identical to the signal one with the exception
of the dijet invariant mass, and represent an irreducible background (see gure 6.4 A, B).
Backgrounds due to Z and W+light-avor jets can be reduced requiring jet b-tagging, but
their contribution is sizeable their cross section, which is about 100 times larger compared
to Z and W+b jets. Given the typical b-tagging eciencies and fake rates, the V+light-avor
jets and V+b jets processes end up having similar yields after the event selection.
Another large background arises from t̄t production, in particular in nal states with sig-
nicant pmissT . t̄t events are characterized by two W bosons and two b jets in the nal state.
The dileptonic t̄t is a background for the Z(``)H(bb̄) search, but it can be reduced by apply-
ing requirements on the pmissT and on the dilepton invariant mass.
More importantly, the t̄t production is a background for the W(`ν)H(bb̄) and Z(νν)H(bb̄).
In particular, semileptonic t̄t events have the same signature as the signal ones except for
the two extra jets (gure 6.4 C) and the dileptonic t̄t process contributes to the background
in case a lepton is not identied.
On the other hand, the t̄t production looks similar to the Z(νν)H(bb̄) signal one if at least
one of the W bosons decays to leptons and the lepton from the W decay is outside the de-
tector acceptance or is not reconstructed. A veto on the extra jets can help reduce the t̄t
events in this case.
The production of a single top quark is also a signicant background. A single top quark
can be produced in association with a b quark, with a W boson or with a light quark. The
nal states come always with a W boson that can decay leptonically, a b jet, and other light
or heavy-avor jets.
(a) (b) (c)
Figure 6.4: Example leading order Feynman diagrams for some of the irreducible backgrounds.
Quark initiated processes for Z/W +jets and t̄t are shown. Two b jets and leptons are present in all
nal states.
The signature of the diboson production (ZZ/WZ/WW) is very similar to the signal. Indeed,
in case of a Z boson decaying to bb̄, the events are analogous to the signal events, the only
dierence being that the dijet mass distribution peaks at mZ = 91 GeV, instead of mH = 125
GeV. Due to ∼ 20 GeV mass resolution the two peaks are partially overlapping. An opti-
mal dijet mass resolution is therefore important to reduce this source of background. The
VZ(bb̄) events can also be used as a "standard candle" to cross-check the VH analysis.
Finally, the QCD multijet production background does not have the same signature as the
signal nal states, but has a very large cross section. The presence of isolated leptons or
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large pmissT and the requirement of large p
V
T are generally sucient to reduce the large QCD
multijet production enough to make it a negligible background.
6.1.3 Analysis strategy
The analysis can be summarized in two main steps. The rst step is a tight event selection,
while the second step consists of a multivariate analysis.
The event selection starts with the identication of leptons and vector bosons. Since there
is a cross-contamination among the Z(``), the W(`ν) and the Z(νν) + H signals, the three
channels of the analysis, 0, 1 and 2-lepton, are labeled according to the number of selected
isolated leptons.
The H→ bb̄ decay is reconstructed from two jets: the most b-tagged jets are used. Further
background rejection is achieved by exploiting signal properties as the resonant dijet mass,
the back-to-back VH topology, and the reduced additional hadronic activity.
We can take as a reference for the signal and background contributions after the selection
the event yields in table 6.5 (A), obtained using the 2017 simulation normalized to 41 fb–1.
The yields are listed by channel. The 2-lepton channel analysis is further split into two
categories, low and high pVT , as the presence of a Z boson decaying into two leptons allows
the removal of all the QCD multijet background, while in the other channel only the high
pVT category is used.
The signal-to-background (S/B) ratios are close to 1% in the 0 and 2-lepton channels (high
pVT ), while they are ∼0.5% in the one lepton channel.
The backgrounds have multiple components everywhere: in the 0-lepton channel both the
V+jets and the t̄t background are important. The Z+jets are dominant among the V+jets,
but W+jets are present due not identied or out of the acceptance leptons. The t̄t and single
top backgrounds are relatively prevalent in the 1-lepton channel compared to the W+jets.
The Z+jets backgrounds are again due to Z(``) decays with leptons not identied. In the
2-lepton channel, the backgrounds are mainly due to Z+jets events.
In each channel the V+jets process has been split into three components, depending on the
number of true b jets in the simulated events: V+0b jets, V+1b jets, and V+2b jets. The b
jets are counted as the number of simulated jets containing a B hadron and having pT > 30
GeV and |η| < 2.4. The diboson (VV) background is also split into two categories, with the
VV to Heavy avor (VVHF) containing two b jets. The relative fractions of each component
is shown in gure 6.5 (B). In the 2-lepton channel the b-tagging requirements in the event
selection are looser, so the light-avor component is relatively higher compared to the other
channels.
It is also worth noticing that the event selection is tuned to maximize the S/B ratio, therefore
a large fraction of the signal events is not used. After the event selection, if we take as a
reference only the targeted decays of the vector bosons (Z(νν), Z(`` and W(`ν))), the signal
eciencies are ∼3.9% (WH), ∼3.2% (qq→ZH), and ∼6.5% (gg→ZH) - 3.6% inclusively for
the ZH process.
Following the event selection, the most discriminating variables in each channel are com-
bined into a single discriminator to maximize the sensitivity to the signal. The multivari-
ate analysis is necessary to achieve the best possible sensitivity, but it relies on a precise
modeling of the backgrounds. The backgrounds are modeled using Monte Carlo simulated
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Channel 0-lepton 1-lepton 2-lepton 2-lepton
high pVT low p
V
T
Signal 93.4 144.7 54.1 103.7
Background 6041.4 26833.3 4643.5 38041.7
W+jets % 8.7 6.9 - -
Z+jets % 38.4 1.3 91.5 77.9
t̄t+single top % 48.6 90.8 6.7 21.1
diboson % 4.3 1 1.8 1
S/B % 1.55 0.54 1.17 0.27
(a) (b)
Figure 6.5: Signal and background expected yields for the 2017 analysis by channel (A). The back-
ground components percentages are also listed. The relative fractions by avor category for the
V+jets and VV processes are shown (B). The background with top quarks is not split into avor
categories as the b jets selected are mostly true b jets. The full yields are reported in table 6.7.
samples. In order to verify the reliability of the background model in the signal region,
high-purity control regions for the V+light-avor jets and t̄t backgrounds are identied in
data. Another region, enriched V+b jets production, orthogonal to the signal region in dijet
mass, is used to constrain the V+1b jets, and V+2b jets backgrounds. Eventually, event yields
or distributions of sensitive variables in the control regions are used in the nal t together
with the discriminator in the signal region.
This two steps strategy was dened since the beginning of the LHC Run for the VH(bb̄)
analysis with CMS data, and was employed with Run 1, 2016 and 2017 data.
6.1.4 Previous results: H→ bb̄ decay evidence with CMS data
The search for VH(bb̄) started with 2011 data collected at 7 TeV, corresponding to 5.1 fb–1
[119]. The analysis was improved for the data taken in 2012, corresponding to 19.7 fb–1
[103]. The full Run 1 result showed an excess of events above the expected background,
with a local signicance of 2.1 standard deviations for a Higgs boson mass of 125 GeV, con-
sistent with the expectation from a SM Higgs boson production. The corresponding signal
strength relative to the SM predicted one was measured to be µ = 0.89 ± 0.43.
In 2016, CMS collected 35.9 fb–1 of pp data at 13 TeV. The analysis led to the evidence of the
H→ bb̄ decay with CMS data, with an excess of observed (expected) signicance of 3.3σ
( 2.8σ ). The H(bb̄) signal was extracted with a signal strength of µ = 1.2 ± 0.4 [35]. This
was combined with the Run 1 analysis for an overall signal strength of µ = 1.06 +0.31–0.29 with
observed (expected) signicance of 3.8σ ( 3.8σ ).
6.1.5 Projected sensitivity
After reaching the evidence of the Higgs boson decay to bb̄, the target of the CMS collabo-
ration was the observation of the decay, i.e. measuring an excess from the background-only
hypothesis corresponding to 5 standard deviations (5σ). CMS collected ∼41 fb–1 of data in
2017. An extrapolation of the expected sensitivity with all the available data was performed
before analyzing the 2017 integrated luminosity.
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The 2016 analysis was extrapolated to 70 fb–1, which was roughly the available data after
2017, and to 100 fb–1, with the full Run 2 in mind, and then combined with the Run 1 result.
Two dierent scenarios were considered in this extrapolation exercise.
• Scenario 1: extrapolation with the 2016 analysis systematics unchanged, the statistical
uncertainties scaled as 1/
√
L.
• Scenario 2: the experimental uncertainties were scaled with the luminosity, while the
theoretical, simulation correction and luminosity uncertainties were divided by 2.
The extrapolation of the 2016 analysis to higher luminosities is shown under the two sce-
narios in gure 6.6 (A), while the expected sensitivity in combination with the Run 1 results
is shown in table 6.6 (B). The 5.0σ is reached with 70 fb–1 only under the scenario 2.
(a)
70 fb–1 100 fb–1
+ Run1 + Run1
scenario 1 4.7σ 5.2σ
scenario 2 5.0σ 5.6σ
(b)
Figure 6.6: Extrapolation of the 2016 VH(bb̄) analysis result to higher integrated luminosities under
scenarios 1 and 2 (A); combination of the extrapolated results at 70 and 100 fb–1 with Run 1 VH (bb̄)
result.
This simple extrapolation exercise showed that simply replicating the 2016 analysis with
the larger amount of data wouldn’t have been sucient to reach the H→ bb̄ decay obser-
vation with the∼41 –1 of data available, but an improvement in sensitivity had to be sought
during the analysis of 2017 data. An increase of about 10% in sensitivity would have been
necessary in case the improvements were applied only to the 2017 integrated luminosity. In
case they were extended to the 2016 data, an increase of the sensitivity of 5-7% would still
have been necessary.
In the end, the CMS collaboration opted to publish the observation of the H → bb̄ decay
after analyzing only the 2017 data and combining with the previously published results.
However, the improvements developed for the 2017 data are now being ported to the full
Run 2 luminosity, including the 2016 data, for a legacy Run 2 result.
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6.2 The VH(bb̄) analysis including 2017 data
Several possibilities to improve the analysis were tested. The most important improvements
were all based on Deep Learning techniques.
• Deep Learning was applied to b-tagging, as the DeepCSV tagger was employed to
select the jets and build the Higgs boson candidate, while previously the CMVA tagger
was used (see chapter 3).
• The b jet energy regression was upgraded to the DNN based regression described in
chapter 5, while the previous analyses used a BDT based regression.
• Feed-forward DNNs were employed to build the multivariate discriminators per chan-
nel used to extract the signal signicance.
• Deep Learning turned out to be useful also to improve the background modeling in
the t: a multi-category DNN was optimized to separate the dierent sources of back-
ground and the output of the discriminator helped to constrain individual background
sources.
My contributions were important both for the regression, where I started testing deep learn-
ing tools and validated the nal training, for the DNN training, and the application of the
trained models to all the analysis channels.
Other improvements targeted the Higgs boson reconstruction together with the b jet en-
ergy regression. Final state radiation (FSR) jets partially overlapping with b jet used to build
the Higgs candidates were merged for the invariant mass computation. The recovery of FSR
was found to improve the relative dijet mass resolution, as the Higgs peak was shifted closer
to 125 GeV. Finally, in the 2-lepton channel, where no genuine pmissT was expected, a kine-
matic t was used to constrain the dijet invariant mass and improve its resolution.
6.2.1 Datasets and simulated samples
The datasets employed, or "primary dataset" as dened in chapter 2, depend on the channel,
as dierent trigger paths are used in each. Only good quality data collected during 2017 by
CMS is used for the analysis. The data sample amounts to 41.3 fb–1, corresponding to ∼
83% of the total integrated luminosity delivered by the LHC and to∼ 91% of the luminosity
recorded by CMS. The integrated luminosities used for the analysis by LHC Run are listed
in table 6.1.






All 2017 data 41.3
Table 6.1: Integrated luminosities for each LHC Run used for the VH(bb̄) analysis.
An uncertainty of 2.3% is assigned for the 2017 luminosity.
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Signal and background processes are simulated with several Monte Carlo (MC) event gener-
ators, while the CMS detector response is simulated by the Geant4 [67]. Simulated samples
were centrally produced by the CMS collaboration and tuned to match the 2017 data tak-
ing conditions. For all samples, simulated additional proton-proton interactions (pileup) are
added to the hard-scattering process with the multiplicity distribution matched to the 2017
data.
The quark induced ZH and WH signal processes are generated at NLO QCD accuracy using
the powheg v2 [106] event generator extended with the MiNLO procedure [120, 121], while
the gluon-induced ZH process is generated at LO accuracy with powheg v2. The Higgs bo-
son mass is set to 125 GeV for all signal samples and the Higgs boson is forced to decay to
bb̄ pairs. The samples used are listed in detail in table 6.2.
Diboson background events are generated with MadGraph5_amc@nlo generator [107] at
NLO in perturbative QCD with the FxFx merging scheme [122] and up to two additional
partons, and at LO with the pythia 8.2 [108] generator, as backup option. NLO samples are
used for the VZ(bb̄) cross-check analysis if available, while LO samples are used as back-
ground samples for the VH(bb̄) analysis and for the cross-check analysis in the Z(νν)Z(bb̄)
case.
The MadGraph5_amc@nlo generator is used at LO accuracy with the MLM matching
scheme [123] to generate V+jets events in inclusive and b quark enriched congurations.
The V+heavy avor component has a cross section order 100 times smaller than the inclu-
sive V+jets production, therefore using a b-enriched conguration enhances the statistical
power of the simulation in the most sensitive phase space of the analysis. The same gener-
ator and merging scheme is used for QCD multijet events. The t̄t and single top production
processes in the tW and t channels are generated to NLO accuracy with powheg v2, while
the s channel single top process is generated with MadGraph5_amc@nlo.
The parton distribution functions used to produce all samples are the next-to-next-to-leading
order (NNLO) NNPDF3.1 set [124]. For parton showering and hadronization, the matrix el-
ement generators are interfaced with pythia 8.2 [108] with the CP5 tune [109].
The simulated background processes are listed in table 6.4. All the simulated background
samples have equivalent luminosities of the order of 100 to 1000 fb–1. For the Z+jets and
W+jets processes, in particular, the samples are binned in HT and "b-enriched" samples are
used, in order to better cover the most sensitive analysis phase space, even if the low HT
bins of the simulation have equivalent luminosities close to the one of the data (41 fb–1).
On the other hand, the QCD-multijet simulation has an equivalent luminosity lower than
the dataset one for HT up to 2000 GeV and its equivalent luminosity ranges from 0.01 fb–1
(200 < HT < 300 GeV), to∼70 fb–1 for HT > 2000 GeV. The QCD-multijet simulation is used
just to make sure that the signal region is not aected by this type of background.
Monte Carlo reweighting
The production cross sections for the signal samples are rescaled as a function of the vector
boson transverse momentum, pVT , to NLO electroweak accuracy, and to NNLO QCD accu-
racy inclusively and as described in reference [17]. The electroweak dierential correction
reduces the signal cross section by 10% at pVT near 100 GeV, and by∼ 20% at p
V
T near 300 GeV
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process generator + PS cross section (pb) cross section × B.R. (pb)
W+H, W(`ν)H(bb̄) 0.840 0.053
W–H, W(`ν)H(bb̄) 0.533 0.034
qq̄ZH, Z(``)H(bb̄) powheg 0.7612 0.049
qq̄ZH, Z(νν)H(bb̄) + 0.7612 0.089
ggZH, Z(``)H(bb̄) pythia 0.1227 0.008
ggZH, Z(νν)H(bb̄) 0.1227 0.014
Table 6.2: Signal Monte Carlo samples by process, with mH = 125 GeV. The generator and PS sim-
ulator are listed in the second column. The cross sections for the specic Higgs boson production
mode are reported in the third column, while the cross sections times the branching ratios for both
the Higgs and the vector boson decay are listed in the fourth column.
The production cross sections for the t̄t samples are rescaled to the NNLO prediction with
the next-to-next-to-leading-log result obtained from top++ [125], while the V+jets samples
are rescaled to the NNLO cross sections using fewz 3.1 [126].
In the V+jets samples, the pVT spectrum in data is observed to be softer than in simulation, as
expected from higher order electroweak and QCD corrections to the production processes.
Events in each channel are reweighted using a dierential correction as a function of pVT ,
which reaches up to 10% for pVT near 400 GeV. After the above rescaling, an extra dierential
NLO/LO correction is applied as a function of the separation in η between the two jets from
the candidate Higgs bosons, as in [35]. The NLO/LO ratio is calculated and applied sepa-
rately for the Z(``)+0b, Z(``)+1b, Z(``)+2b cases. The scale factor is ∼ 1 for ∆η(jj) . 2 and
reaches up to∼ 1.5 for ∆η(jj) close to 4. The same scale factor is used for W and Z(νν)+jets
samples.
The t̄t simulated samples require an extra correction on top of the above ones to account
for an observed dierence between data and simulation, consistent with [127]. The samples
are reweighted as a function of the reconstructed pVT . A correction is derived from data in
a dedicated control region in the 1-lepton channel, mainly populated by t̄t events, but also
by W+jets. Linear reweighting functions for t̄t, W+light-avor jets, and the combination
of W+bb and single top are extracted via a t of the reconstructed pVT . The reweighting is
applied to the t̄t, W+jets and single top backgrounds in the 1-lepton channel, and to the t̄t
simulation only in the 0 and 2-lepton channels. The linear reweighting is of order 10% at pVT
= 200 GeV, and has a relative uncertainty of 10% (see table 6.3). The procedure was validated
when performing the 2016 data analysis, and the correction derived as a function of the pVT
was consistent with the one recommended centrally for the CMS data analysis to correct
the top pT spectrum.
Process t̄t W+light-avor W+bb & single top
Fitted Slope (/GeV) 0.00061 ± 0.00008 0.00064 ± 0.00004 0.0016 ± 0.0001
Norm. preserving constant 1.103 1.115 1.337
Table 6.3: Linear corrections used for the 2017 analysis and normalization preserving constants.
The normalization preserving constants maintain the process rate after the correction.
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WW (`νqq) MadGraph + pythia 50.86
WZ (`νqq) MadGraph + pythia 10.88
WW (``qq) MadGraph + pythia 3.69
DY+jets, Z(``) MadGraph+ pythia m`` > 50 GeV 6571.9
HT>100 GeV, HT bins, m`` > 50 GeV 270.0
pVT>100 GeV, p
V
T bins, m`` > 50 GeV 5.97
b enriched (hard scattering)
pVT>100 GeV, p
V
T bins, m`` > 50 GeV 5.54
b enriched (hadronization)
HT>100 GeV, HT bins, m`` < 50 GeV 327.1









W+jets, W(`ν) MadGraph + pythia 64057.4









t̄t, 2 lepton decays powheg + pythia 88.29
t̄t, semileptonic decays powheg + pythia 365.34
t̄t, hadronic decays powheg + pythia 377.96
single top, tW top powheg + pythia 35.85
single top, tW antitop powheg + pythia 35.85
single top, t-channel top powheg + pythia 136.02
single top, t-channel antitop powheg + pythia 80.95
single top, s-channel, leptonic decays powheg + pythia 3.354
QCD multijet powheg + pythia HT>200 GeV, HT bins 1907121
Table 6.4: Summary of the background Monte Carlo samples by process. The generator and PS
simulator used are listed in the second column of the table. In case several samples are used, the
phase space selections at the generator level are specied in the third column. The cross sections
or the sum of the cross sections used in the analysis are reported in the fourth column. In case a
process generated at LO is corrected to match the NLO cross section, the corrected cross section is
reported. The sum of cross sections is reported in case sub-samples are generated several in bins of
HT or pVT .
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6.2.2 Trigger strategy
The 1-lepton (e, µ) channels utilize single lepton triggers. The pT thresholds are 27 GeV for
the muon and 32 GeV for the electron trigger. The Z(µµ)H and Z(ee)H channels are instead
based on dilepton triggers, with lower pT thresholds compared to the single lepton triggers.
The pT threshold for the muons are respectively 17 and 8 GeV, with loose isolation require-
ments. For the electrons the pT thresholds are 23 and 12 GeV, with loose identication and
isolation required. The angular acceptances are |η| < 2.5, i.e. the full tracker coverage, for
the electrons, and |η| < 2.1 for optimal muon triggering. Due to both the angular acceptances
and the respective identication eciencies, the 1-lepton triggers have signal eciencies
of approximately 95% for muons and 90% for electrons, while the dilepton trigger eciency
is 91% for muons and 96% for electrons in signal simulation.
The dierent trigger eciencies between data and simulation are corrected for using scale
factors. The scale factors are derived using the tag-and-probe method exploiting dilepton
events from Z bosons decays, as described in chapter 3. The trigger eciencies are mea-
sured after the application of the oine lepton identication and isolation selections.
In the 0-lepton channel the logical OR of two triggers is used. Both triggers require a pmissT
and MHT both larger than 120 GeV, where pmissT is the opposite pT vector sum of all the
reconstructed particles in the event, while MHT is the opposite pT vector sum of the jets
with pT > 30 GeV in this trigger path. The main trigger has no other requirements, while
the second has the extra requirement of HT > 60 GeV. The simulated trigger eciency is
corrected specically for this analysis: the trigger eciency is measured as a function of
min(pmissT , MHT) both in data and simulation, selecting W(eν)+jets events, and a correction
is derived as the ratio of the two tted functions for data and simulation. The events used
are required to pass a single electron trigger, to have an isolated electron with pT> 37 GeV





Figure 6.7: Trigger eciency as function of min(pmissT , MHT) for the data and MC (A). The eciency
correction applied to simulation is shown as a function of the min(pmissT , MHT) (B). In addition to
the nominal eciency correction, the variation in the correction due to uncertainties in the function
tted to the eciency are shown. The eciency correction is close to 1, except in the trigger turn-on
region, where the dierence in eciency between data and simulation is up to 8%.
Figure 6.7 (A) shows the trigger eciency as a function of the oine min(pmissT , MHT) in data
and simulation, obtained from a convolution of a crystal ball function and a step function
t. As shown by the data turn-on (red) the 0-lepton trigger eciency reaches 100% above
pmissT ∼ 220 GeV. Figure 6.7 (B) shows the correction as a function of min(p
miss
T , MHT).
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The relevant sources of uncertainty are determined by performing the eigenvector decom-
positions of the covariance matrices of the tted functions, each having 5 parameters, in
data and simulation. 5 eigenvectors are obtained and they are multiplied by the square root
of the relative eigenvalue, then added to the tted parameters’ vector, yielding ve sources
of uncertainties per function. The most relevant ones are shown. The variations were then
used to estimate a normalization uncertainty.
6.2.3 Event pre-selection and vector boson reconstruction
Events selected under the channel specic trigger paths are again selected oine based on
the number of isolated leptons. Two opposite charge and same avor leptons are required
in the 2-lepton channel, while strictly one or zero leptons are required in the 1 and 0-lepton
channels. The categories of the oine selection are mutually exclusive in order to prevent
events selected by multiple trigger paths to be double counted.
Electrons in the 1 and 2-lepton channels are selected using a multivariate electron discrim-
inator. The pseudorapidity range 1.44 < |η| < 1.57 is vetoed. Two dierent working points
based on the expected selection eciency of either 90% (loose, WP90) or 80% (tight, WP80)
are used. The loose WP90 working point is used in the event selection of the 2-lepton chan-
nel. The tighter WP80 working point is used in the 1-lepton channel. The pT thresholds
for the electrons are dierent in the two channels: in the 1-lepton channel the only lepton
is required to have pT > 30 GeV. For the 2-lepton channel the pT thresholds are 20 GeV for
both electrons.
Analogously, for muons loose identication criteria are used in the 2-lepton channel, and
tight identication criteria are used in the 1-lepton channel. The muon pT threshold in the
1-lepton channel is 25 GeV. For the 2-lepton channel 20 GeV pT thresholds are required.
All the muon candidates are also required to have dxy < 0.05, dz < 0.2 with respect to the
primary vertex.
Isolation cones of radius 0.3 (0.4) in the (η,φ) plane around the electron (muon) momentum
are used. Both muons and electrons in the 1-lepton channel are required to have a relative
isolation smaller than 0.06. In the 2-lepton channel, the threshold is relaxed to 0.12 (0.15) for
muons (electrons). Working points and isolation cuts for 2-lepton channels are generally
looser because requiring two leptons eliminates almost all the QCD multijet background,
whereas in the 1-lepton channels tighter cuts are necessary.
Candidate Z (νν) decays are identied in the 0-lepton channel requiring pmissT > 150 GeV
and no extra leptons.
The reduction factor of the preselection for the QCD multijet production is shown in gure
6.8. The colored bins show the eciency after the trigger and the oine requirements. The
QCD multijet background is reduced to only ∼ 103 events in the 2-lepton channel, and it
is easily removed when applying loose selections on the Z candidate pT and mass. On the
other hand, the 1 and 0-lepton channels need dedicated strategies.
In the 2-lepton channel, candidate Z(``) decays are reconstructed by combining the selected
opposite charge electrons or muons, and by requiring 75 < M`` < 105 GeV. The dilepton can-
didate pT, p``T , is required to be larger than 50 GeV. The analysis is performed in two bins
of p``T . The "low pT" category where 50 < p
``
T < 150 GeV and the "high pT" category where
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p``T > 150 GeV.
In the 1-lepton channel, candidate W → `ν decays are identied primarily by the single iso-

















The analysis is performed in one category with pWT > 150 GeV.
In the 0-lepton channel, the transverse momentum of the Z candidate is dened as pZT = min
( pmissT , MHT), as in the 0-lepton trigger path. The Z (νν) analysis is performed in one p
Z
T
category with pZT > 170 GeV.
The transverse momentum normalized distributions for the V+jets backgrounds and the
signal after the preselection are shown in gure 6.9 for the 1-lepton (A) and 0-lepton (B)
channel, after the event categorization. The t̄t and the residual QCD multijet backgrounds
are also shown. The distributions are shown with only the lepton preselection applied, thus
showing the better S/B ratio at high pVT .
The MT distributions for the 1-lepton channel are shown in gure 6.10 after the lepton
preselection only (A) and with pWT > 150 GeV (B). For inclusive W+jets production, the dis-
tribution of MT reects the characteristic Jacobian peak and is eective at separating W
events from the QCD multijet production at small values of the transverse mass. However,
the discriminating power is not the same for the WH signal, due to the harder pT spectrum.
This is evident also for the W production itself when pWT > 150 GeV is required. Therefore,
no selection is applied on MT, but the variable is used in the multivariate analysis.
Figure 6.8: Background reduction of QCD multijet events based on lepton requirements only. The
vector boson transverse momentum is not considered at this stage, except for the 0-lepton channel,
where events with pmissT > 150 GeV only are preselected. The colored bins show the eciency by
channel and lepton avor after the trigger and o-line lepton requirements.
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(a) (b)
Figure 6.9: Vector boson transverse momentum distribution in signal , QCD, and V+jets in events
in the 1-lepton channel (A) and in the 0-lepton channel (B). The t̄t background is included in the
1-lepton case. The distributions are normalized to unit area after the pre-selection.
(a) (b)
Figure 6.10: MT distributions after the lepton selection for W+jets, signal and the t̄t background
in the 1-lepton channel (A). The pVT > 150 GeV selection is applied in (B). The distributions are
normalized to unit area after the selection.
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6.2.4 Higgs candidate reconstruction
The jets in the event most likely originating from b quarks are used to identify the Higgs
boson candidates.
Loose jet identication criteria are applied to reject misreconstructed jets resulting from
detector noise, as well as jets primarily due to pileup. Jets that overlap geometrically (∆R
< 0.4) with preselected electrons or muons are discarded. Jets are required to be within the
tracker acceptance (|η| < 2.5) in order to perform b-tagging. In the 0-lepton channel, trans-
verse momentum thresholds of 60 and 35 GeV are required for the leading and subleading
jet respectively. In the 1-lepton channel a pT threshold of 25 GeV is used for both jets, while
a looser requirement, pT > 20 GeV, is applied in the 2-lepton channel.
The jets used to reconstruct the Higgs boson candidate are selected as the most b-like jets
in the event, using the DeepCSV discriminator. Additionally, the jets are required to meet
at least the loose b-tagging working point criterion, corresponding to ∼ 10% eciency for
light quark and gluon jets and ∼ 90% eciency for b jets. In the 0 and 1-lepton channel the
jet with the highest b-tag score is also required to meet the tight b-tagging WP criterion,
corresponding to ∼ 0.1% eciency for light quark and gluon jets and ∼ 55% eciency for
b jets. The b jet regression described in chapter 5 is applied to b jets used to build the
Higgs candidate in order to improve the mass resolution. The b jet energy regression is
one of the Deep Learning improvements introduced for the 2017 dataset. Previously a BDT
regression was employed. A comparison of the two techniques, using the dijet invariant
mass distribution in Z(``)H(bb̄) signal events, is shown in appendix C.
FSR recovery
In the hadronization process, the b quarks can emit radiation that is not clustered in the b
jet and is detected as a nal state radiation (FSR) jet. FSR jets are typically soft and collinear
to the originating hadron, but not enough to be clustered in the same jet. They can be re-
covered eectively by looking at the jets close in angle to the b jets.
In order to recover the FSR emission and reconstruct the invariant mass of all the products
of the Higgs boson decay, the 4-vectors of the Higgs candidates are corrected by adding the
4-vector of additional jets selected among those within ∆R < 0.8 of either Higgs candidate b
jet and passing the pT > 20 GeV and |η| < 3.0 selection cuts. Recovering the FSR jets changes
the selection acceptance and improves the relative mass resolution of signal events by∼ 2%
thanks to shift in the mass peak, without sculpting the background shape. The net eect of
FSR recovery in Z(``)H(bb̄) signal events is also shown in appendix C.
Kinematic t in 2-lepton channel
The resolution on the kinematic properties of nal state objects can be improved also by
applying kinematic constraints based on the target event topology and an event-by-event
least square tting technique, as shown in [128]. The kinematic constraints, which can be
dened just for some of the particles or for the full event, are applied by means of Lagrange
multipliers. The technique, usually called "kinematic t", was tested successfully also in
another VH(bb̄) search in the 2-lepton channel [129].
The 2-lepton channel of the VH(bb̄) analysis is well suited to the application of the kine-
matic t. Two leptons and at least two jets are expected, but no genuine missing energy. The
vector sum of the transverse momenta of all particles events should be zero. This kinematic
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constraint can be used to improve the transverse momentum estimate of the jets, which have
lower momentum resolutions compared to the leptons, and eventually of the dijet invari-
ant mass. Additionally the fact that the leptons come from a Z boson decay can be exploited.
The nal state objects considered for the kinematic t and their properties given as input
to the t are listed below.
• Two Higgs candidate jets: b jets from the Higgs candidates are used, after the jet
energy regression and FSR recovery are applied. The b jets resolutions in pT, η, φ are
based on standard recipes developed for the analysis in [130]. The resolutions used
are shown in gure 6.11.
• Two lepton candidates: electrons and muons are used. The estimate of the per-lepton
momentum uncertainty, which is used for the pT variance, is the one measured for
CMS standard objects. The angular resolutions, of order 10–4, are considered negli-
gible.
• The hadronic recoil vector: additional jets, which are not used to build the Higgs
candidate, are summed and used. They are required to have pT > 20 GeV, and to
pass loose pileup rejection and jet identication criteria, and have |η| up to 5. The
covariance in px and py of the recoil vector is estimated using standard recipes. A
value of 8 GeV is used as resolution in both directions for the χ2 minimization.
(a) (b) (c)
Figure 6.11: Jet transverse momentum and angular resolutions used in the t. The pT (A), η (B) and
φ (C) resolution are shown as a function of the jet pT.
The constraints applied are the nominal Z boson mass and the absence of genuine pmissT .
The invariant mass of the 4-vector sum of the two lepton candidates is constrained to 91
GeV, by varying the momenta within their uncertainties. The transverse momentum of the
dilepton+dijet+recoil system is then constrained to be zero, varying the jets 4-vector within
their resolutions, which is equivalent to requiring no pmissT .
Dijet mass resolution
After all the event selection criteria are applied, the dijet mass (m(jj)) resolution is approxi-
mately 15%. After the regression, the FSR recovery and the kinematic t, them(jj) resolution
is in the 8 - 13% range, depending on the channel, the pT of the reconstructed Higgs boson
and the number of extra jets. The dijet mass for the 2-lepton channel is shown in gure
6.12 in two categories, based on the presence of extra jets beside the two b jets used to build
the Higgs candidate, to gauge the improvements due to the regression and the kinematic
t. The tted resolution are reported in table 6.5
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Figure 6.12: Distributions of m(jj) for simulated signal samples in the 2-lepton channel for events
with no exta jets (A) and with one recoiling jet (B). The distributions are shown before (red) and
after (blue) the regression application, and after the kinematic t procedure (green) is used after the
regression. A Bukin function [131] t is performed. The tted mean and width are displayed in the
legend [132].
pVT N.ISR jets σbaseline σreg σkint
>150 GeV 0 17.4 GeV 14.9 GeV 9.9 GeV
>150 GeV 1 17.9 GeV 15.4 GeV 12.4 GeV
>150 GeV >1 18.9 GeV 15.9 GeV 14.4 GeV
Table 6.5: Resolution on m(jj) in the 2-lepton channel high-pT bin. The resolution is listed before
the regression, after the regression and the FSR recovery and after the kinematic t in 3 categories
depending on the number of extra jets used in the kinematic t.
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Apart from the validation procedure used specically for the b jet energy regression and de-
scribed in chapter 5, all three improvements are validated in data by studying the pT balance
between the dijet and the dilepton system in samples of Z(``)+jets events containing at least
one b-tagged jet, and by studying the top quark mass distribution in a high-purity sample
of t̄t events [132]. The pT balance distribution are shown in gure 6.13 for the Z(``)+jets
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Figure 6.13: Ratio of the dijet pT to the pVT in the 2-lepton V+b jets control region [132]. The b jets
in the center plot have been updated by the regression. The dijet pT resolution is visibly improved
from (A) to (B). In (C) the b jet energies are updated once again with a kinematic t, which constrains
the b jet energies using the full event, showing good data/MC agreement.
6.2.5 Signal Region selection
The signal regions are primarily dened by the dijet mass window: 60 < m(jj) < 160 GeVis
required in the 0-lepton channel, while 90 < m(jj) < 150 GeV is required in the 1- and 2-
lepton channels.
Other channel specic selection are applied channel by channel to reduce specic back-
grounds.
• Events with 2 or more additional jets are removed from the 1-lepton signal region
to reduce the t̄t background; events with additional loosely identied leptons are re-
moved from both the 1 and 0-lepton signal regions.
• In order to reject the QCD multijet background in the 0-lepton channel, an "anti-
QCD" selection is applied. The "anti-QCD" selection aims to reject both neutrinos in
jets and mismeasured jets, with the latter dominating at pVT > 170 GeV. ∆φ(j, p
miss
T ) >
0.5 is required for all jets with pT > 30 GeV.
• A selection on the ∆φ between the vector boson and the candidate Higgs boson
(∆φ(V,jj)) is also used the for 0 and 1-lepton channel, to enforce the back-to-back
topology requirement.
• Finally, the 0-lepton signal region is cleaned further by requiring the track-pmissT , com-
puted with charged particles only, to be approximately aligned with the pmissT . Fur-
thermore, in the 1-lepton signal region a maximum angle requirement between the
lepton and the pmissT is imposed.
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The selection criteria for the signal regions are summarized in table 6.6. The normalized
distributions of some of the features are shown for signal and background in gure 6.14.
Variable / Channel 0-leptonf 1-leptonf 2-leptonf
b-tagj1, b-tagj2 Tight+Loose Tight+Loose Loose+Loose
pj1T , p
j2
T > (60,35) > (25,25) > (20,20)
p`T – (> 25, > 30) > 20
pT(jj) > 120 > 100 –
m(jj) [60 – 160] [90 – 150] [90 – 150]
pVT > 170 > 150 [50 – 150], > 150
m`` – – [75 – 105]
pmissT > 170 – –
N. extra jets – < 2 –
N. extra lepton = 0 = 0 –
∆φ(V,jj) (rad) > 2.0 > 2.5 –
∆φ(pmissT , track-p
miss
T ) (rad) < 0.5 – –
∆φ(pmissT , `)(rad) – < 2.0 –
anti-QCD Yes – –
Table 6.6: Signal region selection criteria for each channel. The values listed for kinematic variables
are in units of GeV, otherwise it is reported explicitly.
The total event yields of the simulated signal and background, by process, are reported in
table 6.7, together with the total data yield. The numbers are all reported by channel, lepton
avor and pVT category. The discrepancy between the total MC yield and the data yield is
covered by the uncertainties included in the t. The QCD multijet contribution was deter-
mined to be negligible in simulation.
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(a) (b)
(c)
Figure 6.14: Distributions of some of the features employed in the event selection. The 1-lepton
channel m(jj), N. extra jets, ∆φ(V,jj) are shown. The selection criteria were optimized in previous
iterations of the analysis.
Channel 0-leptonf 1-lepton (e) 1-lepton (µ) 2-lepton (ee) 2-lepton (µµ) 2-lepton (ee) 2-lepton (µµ)







WH 11.96 59.82 80.76 - - - -
qqZH 61.53 1.52 2.61 14.63 20.67 32.99 50.23
ggZH 19.94 - - 7.80 10.99 8.16 12.33
W+jets, 0b 117.47 254.9 362.75 - - - -
W+jets, 1b 143.35 236.77 311.19 - - - -
W+jets, 2b 265.07 288.45 391.97 - - - -
Z+jets, 0b 193.75 18.09 30.18 1098.69 1589.47 6181.34 9608.18
Z+jets, 1b 595.88 50.36 65.77 283.12 384.80 2247.08 3587.16
Z+jets, 2b 1530.84 76.43 121.45 376.69 518.52 3077.49 4926.98
single top 310.15 1509.88 2004.31 6.11 12.44 112.73 161.18
t̄t 2625.88 8835.16 12005.3 111.53 180.76 2965.82 4801.21
VV (Heavy avor) 245.13 103.09 139.81 24.54 35.91 111.92 168.82
VV (Light avor) 13.84 7.7 19.71 8.03 12.84 31.04 60.79
Signal 93.43 61.34 83.37 22.43 31.66 41.15 62.56
Background 6041.36 11380.84 15452.43 1908.72 2734.74 14727.41 23314.32
Total MC 6134.79 11442.18 15535.8 1931.15 2766.39 14768.56 23376.87
data 6892 11268 16054 1826 2695 13325 21737
Table 6.7: Signal region pre-selection event yields for each process by channel. The total data yield
is also reported.
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6.2.6 Multivariate analysis
The signal is extracted tting a DNN trained to discriminate signal from background. Due to
the presence of dierent background sources, all modeled using simulated samples, several
control regions, each enriched in events from individual background processes are selected.
As already pointed in the introduction a precise model of the backgrounds is needed as
much as a robust discriminator in order to have the best possible sensitivity. A simulta-
neous binned-likelihood t of the signal region, and of the control regions for all channels
is used to extract the signal. The variables used in the t are chosen depending on the region.
Three control regions are designed to be enhanced in t̄t events, V+light-avor jets and V+b
jets. They are labeled as t̄t, V+LF and V+HF. All the control regions are mutually exclusive
from each other and with respect to the signal regions.
The normalizations of the t̄t, W+0/1/2 b jets and Z+0/1/2 b jets (see table 6.7) are treated as
unbiased nuisance parameters in the signal extraction t. The ratios of the tted normal-
izations to those predicted by MC are usually referred to as Scale Factors (SF).
Dierent scale factors are used for the same processes in dierent channels, except for the
W+jets ones in the 0-lepton channel, which are in common (i.e. correlated in the ts) with
the 1-lepton channel, as they can model also potential residual dierences in the physics
object selection. However, in the 1 and 2-lepton channels the scale factors are correlated
between muons and electrons, as the lepton eciencies are taken into account as systematic
uncertainties.
As some of the control regions are not pure in the processes we want to model, it can be
necessary to further discriminate among processes in the control regions, in particular in
the V+HF control regions, to better isolate V+b jets events.
The selections for each control region are listed by channel in the next paragraph. Data to
Monte Carlo comparisons for a few selected variables in control regions are shown in gure
6.15.
0-lepton channel control regions
The t̄t, Z+LF, Z+HF control regions selections for the 0-lepton channel are listed in table
6.8. All the regions are characterized by high pmissT . The selections can be compared to the
signal region ones in table 6.6, as only the requirements that are dierent are listed here.
• The t̄t control region is dened by requiring at least two additional jets (besides the
two b-tagged jets) with pT >30 GeV, at least a medium working point (1% mistag -
70 % eciency) b-tagged jet among the best b-tagged ones, and at least one isolated
lepton.
• The Z+LF control region is dened inverting the b-tagging cut and removing the m(jj)
window requirement. The remaining cuts are identical to the Z+HF control region.
• The Z+HF control region is the most similar to the signal region, only requiring an
inverted m(jj) selection. The anti-QCD cut is used to increase the Z+b jets purity.
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Variable / CR t̄t Z+LF Z+HF
m(jj) (GeV) – – /∈ [60 – 160]
b-tagj1, b-tagj2 Medium+Loose <Medium+Loose Tight+Loose
N. extra leptons ≥ 1 = 0 = 0
N. extra jets ≥ 2 ≤ 1 ≤ 1
∆φ(pmissT , track-p
miss
T ) (rad) – < 0.5 < 0.5
min ∆φ(j, pmissT ) (rad) < π/2 – –
anti-QCD – Yes Yes
Table 6.8: Denition of control regions for the 0-lepton channel. Only the selection that are dierent
from the signal region ones are reported.
1-lepton channel control regions
The t̄t, Z+LF, Z+HF control regions specic selections for the 1-lepton channel are listed
in table 6.9. The criteria dening the control regions are the same for the 1-lepton (µ) and
1-lepton (e) selections.
• The t̄t control region is dened by requiring one tight b-tag and increasing the re-
quirement on number of additional jets to 1 or more jets (besides the two b jets).
• The W+LF control region is dened by inverting the b-tagging requirement of the
signal region, to enhance the light-avor jets contribution. The m(jj) window re-
quirement is also removed.
• The W+HF has the same b-tagging requirements as the t̄t control region and the signal
region, and no additional jets. In addition, a dijet invariant mass window veto is
applied to remove the overlap with the signal region.
Variable / CR t̄t W+LF W+HF
m(jj) (GeV) < 250 < 250 < 250, > 90 /∈ [90 – 150]
b-tagmax >Tight <Medium >Tight
N. extra jets > 1 – = 0
N. extra leptons = 0 = 0 = 0
pmissT signicance – > 2.0 > 2.0
∆φ(pmissT , `)(rad) < 2 < 2 < 2
Table 6.9: Denition of control regions for the 1-lepton channel. Only the selection criteria that are
dierent from the signal region ones are reported.
2-lepton channel control regions
The control regions specic selection criteria for the 2-lepton channels are listed in table
6.10. The selection criteria are common for the electrons and muons.
• The t̄t control region is dened by inverting the dilepton invariant mass cut.
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• The Z+LF control region is dened by inverting the b-tagging requirement of the
signal region, to enhance the light-avor jets contribution.
• The Z+HF control region is the most similar to the signal region. An inverted m(jj)
selection is applied to remove any overlap with the signal region.
Variable / CR t̄t Z + LF Z + HF
m(jj) (GeV) – [90, 150] /∈ [90, 150]
b-tagj1, b-tagj2 Tight+Loose <Loose+Loose Tight+Loose
m`` (GeV) /∈ [0, 10], /∈ [75, 120] [75, 105] [85, 97]
pmissT (GeV) – – < 60
∆φ(V,jj) (rad) – > 2.5 > 2.5
Table 6.10: Denition of control regions for the 2-lepton channel. Only the selections that are
dierent from the signal region ones are reported.
DNN for signal versus background discrimination
The goal of the analysis is to perform a t of a multivariate discriminator able to distinguish
the signal from the backgrounds. In all the previous iterations of the analysis BDTs were
trained by channel. The input features were optimized using iterative procedures.
DNNs were employed for the rst time in 2017 data analysis: as for the BDTs, the DNNs
for signal are trained separately for each channel using simulated samples for signal and all
background processes. The set of input variables was chosen based on the previous BDT
optimizations. The main changes in the inputs were due to the introduction of the kine-
matic t in the 2-lepton channel. The input variables are considered after the regression
and FSR recovery in all channels.
Among the most discriminating variables, the pT and the b-tag discriminators of the two
jets used to build the Higgs boson candidate are used in all the channels. The dijet system
variables are also important: the m(jj), pT(jj) and the angular separation in η among the
two jets are used in all channels. In the two lepton channel the kinematic t is applied. The
kinematic t returns also the resolution on the dijet invariant mass which is added to the
DNN input variables.
The vector boson transverse momentum, pVT , is used in all channels; the dilepton mass is
added to the input variables in the 2-lepton channel. Other discriminating variables rely on
the fact that the vector boson and the Higgs boson are back-to-back in the hard scattering
rest frame: the transverse momentum balance and the ∆φ between the Higgs boson and
vector boson candidate are used.
The extra jets, which describe the event topology, are exploited in all channels. Addition-
ally, the track jets (or soft-activity jets, see 3) counter is used. For the VH analysis the track
jets with an overlap with the selected leptons or jets are not counted. The track jets pro-
vide a clean estimate of the extra hadronic activity in the event, which is generally larger
in background events compared to VH events.




Figure 6.15: Control regions distributions of some chosen variables: here reported are the the b-tagj2
for the t̄t control regions,the pVT for the V+LF regions and the dijet mass for the V+HF control regions.
The plots are shown for the 0-lepton channel control regions (A,B,C), the 1-lepton channel control
regions (D,E,F) and the 2-lepton channel high-pVT control regions (G,H,I), respectively. The scale
factors derived from the a global control region and signal region t are applied to the distributions.
Some variables are highly discriminating in the 1-lepton signal region, which is dominated
by the t̄t background. Among those the φ angle between the lepton and the pmissT , the W
boson transverse mass and the reconstructed top mass (mTop). The full list of DNN inputs
per channel is listed in the table 6.11.
The DNN is trained using half of the simulated sample, so that the remaining half is used
for the validation and the application stages. In this case a proper test sample is not used,
but the compatibility between the output in the training and the validation samples ensures
there is no overtraining. The total number of training events is of about 100 000 per channel
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∆φ(pmissT , j) - -
- N. extra jets (1-lep) N. extra jets (2-lep)
- - N. recoil jets (kin. t)
N. track jets N. track jets N. track jets
(pT>5 GeV) (pT>5 GeV) (pT>5 GeV)
- mTop -





Table 6.11: List of input variables used in the training of the multivariate discriminators, and their
use in the dierent lepton category.
and category.
Two categories are used at training time: background, including all background reweighted
according to their cross sections, and signal. All the input variables are standardized sub-
tracting the mean and dividing by the standard deviation of the original distributions.
Several attempts were performed to optimize the DNN architecture and loss function, both
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in Keras package [112] + TensorFlow [113] and in pure TensorFlow. In particular two
loss function were tested: the standard binary cross-entropy and a customized loss function
that aimed at maximizing the S/B ratio.
The nal optimized architecture is a feed-forward network, consisting of 5 hidden layers
with 32 nodes for each layer. A 10 or 20% dropout and batch normalization are applied after
each layer to ensure regularization (see gure 6.16). The leaky ReLU [111] is used as acti-
vation function (see gure 4.3), and the binary cross-entropy as loss function (see 4.4).













Figure 6.16: Schematic representation of the optimized DNN architecture.




and 15 equidistant bins between 0 and 1 were used. The mapping ensures that the signal is
better sampled in the most sensitive bins of the distribution.
Deep learning for background modeling
The DNN score is used as the tted variable in each signal region, while dierent strategies
are used in the control regions. For the t̄t and V+LF control regions, which have very good
purity in the target background process, only the yields of these processes are considered
in the t.
For the V+HF control region, in the 2-lepton channel the main components are V+jets and
V+b jets. The minimum b-tag discriminator among the two jets is used to t the scale fac-
tors in 2 bins: one bin has a larger component of V+light-avor jets, while the second bin
is more enriched in V+b jets.
In the 1 and 0-lepton channels the V+HF control region is enriched in V+b jets, but contains
several background processes (see table 6.12), including t̄t and single top production.
A dedicated DNN (DNNHF) is therefore trained to distinguish among the background com-
ponents. The DNNHF uses the same variables as the signal region DNN, but is trained to
individually distinguish the t̄t, single top and V+jets in 3 categories: 0b, 1b, 2b. The same
architecture of the signal region DNN is also used, with the only dierence being the last
layer, which has 5 output nodes instead of one, and the softmax activation instead of the
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Channel 0-leptonf 1-lepton (e) 1-lepton (µ)
/Process
W+jets, 0b 5.1 7.2 6.9
W+jets, 1b 4.3 6.5 6.5
W+jets, 2b 3.5 2.9 2.8
Z+jets, 0b 3.8 0.4 0.5
Z+jets, 1b 12.7 1.4 1.5
Z+jets, 2b 29.1 0.6 0.6
single top 9.8 13.7 13.6
t̄t 31.2 66.7 67.0
VV (Heavy Flavor) 0.5 0.4 0.4
VV (Light Flavor) <0.1 0.1 0.1
Table 6.12: Control region background percentages for the V+HF control regions of the 0 and 1-
lepton channels.
sigmoid. The loss function used or the DNNHF is the categorical cross-entropy.
The DNN outputs ve probabilities: one for each background process. The distribution used
in the nal t is made of ve bins: a bin is lled if the DNN output for the event has the
maximum probability in the corresponding category. The three DNNHF distribution for
the 0-lepton and 1-lepton (µ and e) channels are shown in gure 6.17. The discrepancies
between data and simulation are adjusted by scale factors (and to a lesser extent by the
nuisance parameters) obtained from the simultaneous control region and signal region t.
The post-t distribution are shown in section 6.2.8.
Statistical treatment
The signicance of the observed excess of events in the t is computed using the prole
likelihood asymptotic approximation. The test statistic used to compute the signicance
and the treatment of the nuisance parameters follow the recommendations in [133].
Each systematic uncertainty is described using a nuisance parameter θi. The probability
density functions (pdfs) of the nuisance parameters, ρ( θi | θ̃i ), are interpreted as posterior
probabilities with θ̃i as initial estimate of the nuisance parameter, and are expressed as
ρ( θi | θ̃i ) = p( θi | θ̃i )× prior( θi ).
The prior is kept at, while the function p( θ̃i | θi ) is used to build the global likelihood
function. The expected signal s and background b models are described depending on the
parameters θi.
The systematic uncertainties are modeled with log-normal pdfs, or propagating the uncer-
tainty to obtain up and down variation histograms. In the latter case the histograms, to-
gether with the central one, are used to model s( θi ) and b( θi ) and a Gaussian pdf with µ =
0 and σ = 1 models the nuisance. The oating background normalizations are parametrized
with nuisance parameters with a at pi( θ̃i | θi ).
The global likelihood function is expressed as the product of likelihoods of the data in each
DNN histogram for signal regions and the chosen control region histogram, multiplied by
the nuisance pdfs:
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Figure 6.17: Pre-t distributions of the DNNHF variable for 2017 analysis in the 1-lepton channel for
muon (A) and electron (B) control regions, and for the 0-lepton channel (C). The post-t distributions
are shown in gure 6.20 in the results section.
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L( data |µ, θ ) =
N∏
n=1
Ln( data |µ, θ )×
Nθ∏
i=1
pi( θ̃i | θi ) ,
where N is the number of tted histograms Nθ is the number of nuisance parameters, and
µ is a multiplying factor to the signal normalization. In each histogram, the individual
likelihood is dened as:
L( data |µ, θ ) =
NB∏
k=1
Poisson( nk |µ · s(θ)k + b(θ)k ) ,
where sk and sk are the expected signal and background yield in bin k, nk is the observed
yield, and NB is the number of bins.
The signicance of the observed excess of events in the t is computed using the test statis-
tic:
q0 =
L( data | 0, θ̂0)
L( data | µ̂, θ̂ )
with µ̂ ≥ 0 ,
where θ̂0 is the θ value maximizing the likelihood at the numerator in the background-only
hypothesis, and θ̂ and µ̂ are the values maximizing the likelihood at the denominator. The
constraint µ̂ is due to the fact that we are not interested in interpreting a downward uctu-
ation below the expected background.
More specically, in this iteration of the VH(bb̄) analysis, the t uses 28 distributions com-
ing from independent regions in total. The signal regions are 7 (2-lepton µ and e both high
and low-pT, 1-lepton µ and e, 0-lepton). A binned DNN distribution with 15 bins is used for
each signal region.
For each signal region, 3 control region plots are used, making it 21 control distributions
and 28 in total. Among those, for 7 regions actual distributions are used: 5 bins in the 0
and 1-lepton V+HF control regions and 2 bins in the 2-leptons V+HF control regions. The
remaining 14 control region distributions are used just to extract the normalization: a 1 bin
histogram is used for all the V+LF and t̄t regions.
The nuisance parameters are 386 in total, when the MC statistical uncertainty is included
in the count, otherwise about 250. Among those, 16 independent oating normalization
parameters (or scale factors) are used: 4 t̄t scale factors (0-lepton, 1-lepton, 2-lepton high
and low-pT regions), 3 scale factor for the Z(νν)+jets process (0b, 1b, 2b), 3 scale factor for
the W(`ν)+jets process (0b, 1b, 2b) and 6 scale factor for the Z(``)+jets process (0b, 1b, 2b,
both high and low-pT).
Three ts are performed: one with the global VH(bb̄) signal strength as parameter of inter-
est, one tting separately the signal strengths in the 1,2,0-lepton channels and one where
the WH and ZH signal strengths are extracted separately.
6.2.7 Systematic uncertainties
The systematic uncertainties used in the t are propagated consistently to the DNN output
in the signal regions and the variables used for the t in the control regions. The systematic
uncertainties can aect both the nal signicance and the signal strength uncertainty.
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The systematic uncertainties are implemented as normalization variations of a process,
shape variations of the tted distribution, or both. If a shape uncertainty is used, the uncer-
tainty is either applied to the relevant objects and propagated through the event selection
and the DNN computation, or treated as an event weight when building the variations about
the nominal distribution.
The full list of systematic uncertainties considered for the analysis is listed below.
• Experimental uncertainties
– Luminosity: a normalization uncertainty of 2.3% is used, as measured for 2017
luminosity collected by CMS.
– Pileup: a shape uncertainty is obtained by varying the minimum bias cross sec-
tion used in the pileup reweighting applied to simulated events.
– Lepton eciency: the muon and electron trigger, reconstruction, and identi-
cation eciencies are determined centrally for the CMS analyses using the
tag-and-probe method in Z events. The corresponding scale factors are applied
to the Monte Carlo samples. The systematic uncertainty on the scale factor is
evaluated and a 2% normalization uncertainty is used.
– pmissT +jets trigger: the variations of the parameters describing the trigger e-
ciency curve correction were used to assess a normalization uncertainty. A total
uncertainty of 1% is estimated.
– Jet energy scale: the energy scale for each jet is varied up and down within one
standard deviation, individually for each source of uncertainty as recommended
centrally for CMS data analysis. In total, 27 sources of uncertainty are con-
sidered. The uncertainties are propagated through the selection and the DNN
computation, resulting in a shape and normalization uncertainty.
– Jet energy resolution: the jet energy is varied for each b jet used to build the
Higgs boson candidates using the 10% resolution scale factor measured in the re-
gression validation (see chapter 5). A 10% uncertainty about the nominal smear-
ing is used. The uncertainty propagation is analogous to the jet energy scale
one.
– Jet energy resolution for additional jets: jets which are not b-tagged, thus not
needing the regression, but are used as FSR jets or in the event selection, require
the standard jet energy resolution smearing, derived centrally for the CMS col-
laboration. The corresponding uncertainties are used. The uncertainty propa-
gation is analogous to the jet energy scale one.
– Unclustered pmissT : the uncertainty on the p
miss
T is mostly covered by the jet
uncertainties. For the unclustered component a 3% normalization uncertainty
is used.
– Jet b-tagging: the b tagging scale factors computed centrally for the CMS col-
laboration have variations implemented via jet weights, which are multiplied to
get event weights. The "up" and "down" event weights are applied to remake the
DNN distribution, and the resulting DNN histogram is used in the t as a shape
and normalization uncertainty. The systematic uncertainties for the b-tagging,
are decorrelated in ve pT and three η bins.
– ∆η(jj) Monte Carlo reweighting: the V+jets samples are corrected as a function
of ∆η(jj). The entire reweighting applied to LO simulation is used as shape
systematic uncertainty.
144 Chapter 6. Observation of the H→ bb̄ decay
– W boson and t̄t transverse momentum reweighting: the systematic uncertainties
on the pVT corrections are taken from the uncertainties on the tted correction
and implemented as a shape systematic uncertainty.
The jet energy scale and jet energy resolution are the only uncertainties that af-
fect the signal region acceptance and the mutual signal and control region accep-
tances, besides the shapes and normalizations of the tted distributions, and are prop-
agated through the analysis keeping the selections consistent with the up and down
variations. Other experimental uncertainties aecting the shape of the distributions
(pileup, jet b-tagging, ∆η(jj) reweighting, t̄t transverse momentum reweighting) are
implemented and propagated using event weights.
The latter two uncertainties are placed by choice into the "experimental" group as
they are meant to correct for eects known from experimental measurements. They
are applied to the relevant samples only, while the rest of the systematics is applied
to both signal and background simulation.
• Theoretical uncertainties
– H→ bb̄ decay branching ratio: three independent normalization uncertainties,
as recommended in [17], are used.
– Signal cross section: the total signal cross section has been calculated at NNLO
accuracy, and the normalization uncertainty is about 2% for the WH and qq→ZH
processes, and 25% for gg→ZH process.
– Theoretical signal pT spectrum. A mismodeling of the pT spectrum of the vec-
tor boson could lead to acceptance dierences. The calculations available (elec-
troweak and QCD) are applied as a central value correction. The normalization
uncertainty estimated for the electroweak correction is 2%, while the QCD cor-
rection bring an uncertainty of 5%.
– Background Estimate: an uncertainty of 15% is assumed for single top and dibo-
son processes (approximately the uncertainty on the measured cross sections).
The other background models are veried in data, with the associated uncer-
tainties from the control regions.
– PDF uncertainties: the uncertainty is encoded in a set of PDF replicas. For each
process, the RMS of all the variations is checked in each bin of the DNN distri-
bution and the largest variation among the bins is used as normalization uncer-
tainty for the process.
– Perturbative QCD scale variations: the perturbative QCD renormalization and
factorization scale variations of 1/2 and 2 times the nominal values are consid-
ered separately for each process and taken as uncorrelated sources of systematic
uncertainties, aecting both shape and normalization.
Among the theoretical uncertainties, the only ones implemented as shape and nor-
malization uncertainties are the perturbative QCD scale variations. All the other sys-
tematic uncertainties are implemented as normalization only uncertainties.
• Monte Carlo simulation size
– The shape of the DNN is allowed to vary within the bin-by-bin statistical uncer-
tainties from the MC samples. The bin-by-bin uncertainties are used together
with the normalization uncertainty for the total sample size, which is treated
independently. The implementation follows the Barlow-Beeston method [134].
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6.2.8 VH(bb̄) results with 2017 data
For the 2017 data, the observed signicance is 3.3σ above the background-only hypothesis,
while an excess of 3.1σ is expected for the SM Higgs boson. The corresponding measured
signal strength is µ = 1.08 ± 0.34, where the uncertainty combines both statistical and sys-
tematic components. The largest sources of uncertainty and their observed impact on µ
from the t are listed in table 6.14. The dominant sources of uncertainty, other than the
purely statistical one, which depends only on the dataset size, arise from the background
normalizations, the simulated sample size, the b-tagging eciency and misidentication
rates, and the modeling of the V+jets background.
The distributions of the DNN in the 2-lepton signal region are shown in gure 6.18. The
high-pT signal region DNNs are shown in (A) for the dimuon channel and in (B) for the di-
electron channel. The corresponding discriminators in the low-pT signal region are shown
in (C) and (D). The DNN distributions for the 1-lepton and 0-lepton channels are shown in
gure 6.19.
The scale factors obtained for the full t (signal region + control regions) for the 2017 anal-
ysis are reported in table 6.13. Post-t plots for the DNNHF distributions are shown in
gure 6.20. The post-t distribution of the variable used in the Z+HF control region for the
2-lepton channel, the lower b-tag score among the two jets, in 2 bins, is shown also for the
2-lepton(ee) high-pVT selection.
Process / Channel gg 0-lepton gg gg 1-lepton gg gg 2-lepton gg gg 2-lepton gg
low-pT high-pT
W+jets, 0b 1.04± 0.07 1.04± 0.07 – –
W+jets, 1b 2.09± 0.16 2.09± 0.16 – –
W+jets, 2b 1.74± 0.21 1.74± 0.21 – –
Z+jets, 0b 0.95± 0.09 – 0.89± 0.06 0.81± 0.05
Z+jets, 1b 1.02± 0.17 – 0.94± 0.12 1.17± 0.10
Z+jets 2b 1.20± 0.11 – 0.81± 0.07 0.88± 0.08
t̄t 0.99± 0.07 0.93± 0.07 0.89± 0.07 0.91± 0.07
Table 6.13: Data/MC scale factors for the 2017 analysis in the 0-, 1- and 2-lepton channels from
SR+CRs t. The errors include both statistical and systematic uncertainties. Compatible tted values
are obtained from the CR-only t.
The results of the t are summarized in gure 6.21. The left plot (A) shows the distribution of
events of all channels as a function of the post-t value of log10(S/B) for the 2017 data. The
signal (S) and background (B) yields are determined from the DNNs used in each analysis
(gures 6.18, 6.19). The lower panel shows the ratio between the data and the background
expectation. As the ratio departs from unity, the background-only hypothesis is disfavored,
while the prediction for the signal is compatible with the observation.
The right plot shows the signal strength by process (WH) or (ZH), and by analysis chan-
nel: 2, 1 or 0-leptons. The per-channel signal strengths are compared to the global signal
strength (green band). The per-channel signal strengths are found to be compatible with
the global signal strength t with a probability of 96.9%.
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Figure 6.18: Post-t distributions of multivariate discriminator output channels for 2017 analysis,
after all signal region pre-selection criteria have been applied. 2-lepton muon (A) and electron (B)
channel for high pVT region, in the second row the low p
V
T is shown.
A more detailed uncertainty breakdown is shown in gure 6.22. The two rows show the pull
of the nuisance parameters, (θpostt – θinitial)/σinitial or the ratio with respect to the initial
value in case the parameters are normalization parameters (scale factors), and the impact of
the nuisance on the parameter of interest. The impact plot is reported for the global signal
strength t. Several checks were performed before the t: rst, a t was performed using
an Asimov dataset, then the data were used in the t only for control regions (21 regions).
Finally, the full signal+control region t was performed (28 regions). The nuisances showed
a similar impact in all the ts. The goodness of t was also checked using the Kolmogorov-
Smirnov test in 14 regions, the signal and the V+HF ones, yielding a p-value between 0.05
and 0.9 for all the regions except for one with p-value 0.01.
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Figure 6.19: Post-t distributions of multivariate discriminator output channels for 2017 analysis,
after all signal region pre-selection criteria have been applied. Third row: 1-lepton muon (A) and
electron (B) channel, 0-lepton channel (C).
6.2.9 VZ(bb̄) cross-check
The VZ diboson process with Z→ bb̄, having an identical nal state as the VH process with
H(bb̄) process, except for the dijet mass, and a dijet mass very close to signal one, is used
to validate the analysis method. The VZ(bb̄) cross section is about ∼ 5-10 times larger than
the Higgs one, therefore the analysis, even if tuned for the VH(bb̄) signal, is sensitive to this
process.
The VZ(bb̄) cross check has been performed also in the previous versions of the analysis by
the CMS collaboration [119, 103, 35].
To extract this diboson signal, the DNNs are trained using the simulated samples for this
process as signal. All the other processes, including VH production, are treated as back-
ground. The only modication made to the analysis is the requirement that the signal re-
gion is in the dijet mass window [60, 160] GeV for all channels.
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Figure 6.20: Post-t distributions of the DNNHF variable for 2017 analysis in the 1-lepton channel
for muon (A) and electron (B) control regions, and for the 0-lepton channel (C). The post-t distribu-
tion of the lower b-tag score among the two jets, in 2 bins, is also shown for the 2-lepton(ee) high-pVT
selection in (D).
For the 2017 dataset, the combined WZ and ZZ production processes have an observed
signicance of 5.2σ compared to the background-only hypothesis, with an expected signif-
icance of 5.0σ. The observed signal strength of the VZ(bb̄) process is µ = 1.05 ± 0.22.
Figure 6.23 summarizes the diboson results obtained with 2017 data. The left plot (A) shows
the distribution of events of all channels sorted according to the post-t value of log10(S/B)
for the 2017 data. The lower panel exhibits a good compatibility between the data and the
expected total event yield. The right plot shows the signal strength by analysis channel: 2,
1 or 0-leptons. The per-channel signal strengths are compared to the global signal strength
(green band) and are found to be compatible with the single signal strength t with a prob-
ability of 64.2%.
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Figure 6.21: Distributions of signal, background, and data event yields sorted into bins of similar
signal-to-background ratio, as given by the result of the t to their corresponding multivariate dis-
criminant (A). All events in the 2017 VH(bb̄) signal regions are included. The red histogram indicates
the Higgs boson signal contribution, while the grey histogram is the sum of all background yields.
The best-t signal strength and uncertainty per-channel and for the WH and ZH processes, extracted
from a simultaneous t of all channels for the 2017 analysis (B).
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Uncertainty source ∆µ
Statistical +0.26 -0.26
Normalization of backgrounds +0.12 -0.12
Experimental +0.16 -0.15
b-tagging eciency and misid. +0.09 -0.08
V+jets modeling +0.08 -0.07
Jet energy scale and resolution +0.05 -0.05
Lepton identication +0.02 -0.01
Luminosity +0.03 -0.03
Other experimental uncertainties +0.06 -0.05
MC sample size +0.12 -0.12
Theory +0.11 -0.09
Background modeling +0.08 -0.08
Signal modeling +0.07 -0.04
Total +0.35 -0.33
Table 6.14: Major sources of uncertainty in the measurement of the signal strength µ, and their
observed impact (∆µ) from a t to the 2017 data set, are listed. The total uncertainty is separated
into four components: statistical (including data yields), experimental, MC sample size, and theory.
Detailed decompositions of the statistical, experimental, and theory components are specied. The
impact of each uncertainty is evaluated considering only that source. Because of correlations in
the combined t between nuisance parameters in dierent sources, the sum in quadrature for each
source does not in general equal the total uncertainty of each component.
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Figure 6.22: Post-t impact plot: the left row shows the pull of the nuisance parameters, (θpostt –
θinitial)/σinitial , while the right one shows the impact of the nuisances on the parameter of interest.
The nuisances are ranked by the impact: only the 30 most impacting nuisances are reported here.
Among the nuisances that have the largest impact, one can nd the ones aecting the backgrounds
in the most sensitive bins of the DNN (V+HF scale factors, LO to NLO reweighting, V+HF theoretical
uncertainties).
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Figure 6.23: Distributions of signal, background, and data event yields sorted into bins of similar
signal-to-background ratio, as given by the result of the t to their corresponding multivariate dis-
criminant. All events in the 2017 VZ(bb̄) signal regions are included. The red histogram indicates the
VZ(bb̄) signal contribution, while the grey histogram is the sum of all background yields. The best-t
and uncertainty per-channel signal strengths extracted from a simultaneous t of all channels for
the 2017 analysis in the VZ(bb̄) validation analysis.
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6.3 Combined H→ bb̄ results
The VH, H(bb̄) analysis results were combined with previous results for the H→ bb̄ decay
both in the same production mode and in other production modes. The results came from
the analysis of 2016 and Run 1 data.
6.3.1 VH, H(bb̄) combination
The result was rst combined with the previous Run 2 VH(bb̄) result, obtained using 35.9
fb–1 of data collected in 2016. The combined result yields an observed signal signicance
of 4.4σ, with 4.2σ expected, and a signal strength of µ = 1.06 ± 0.26. All systematic uncer-
tainties are assumed to be uncorrelated in this t, except for theory uncertainties and the
dominant uncertainties in the measurement of the jet energy scale, which are assumed to
be fully correlated.
The VH(bb̄) results from Run 2 are combined with the results of the corresponding CMS
analysis of the Run 1 data using collisions at
√
s = 7 and 8 TeV, with data samples cor-
responding to integrated luminosities of up to 5.1 and 18.9 fb–1, respectively. Systematic
uncertainties in this t are assumed to be uncorrelated for separate collision energies, ex-
cept for the theory uncertainties.
The combination gives an observed signal signicance of 4.8σ, with 4.9σ expected. The
measured signal strength is µ = 1.01 ± 0.22 = 1.01 ± 0.17 (stat.) ± 0.09 (exp.) ± 0.06 (MC
stat.) ± 0.08 (theory).
The combined results for VH(bb̄) are summarized in gure 6.24. The left plot (A) shows
again the distribution of events of all channels sorted according to the post-t value of
log10(S/B). The inputs of the plot are either the DNN or BDTs for each channel depending
on the technique used in each year.
The signal strengths VH production, with H→bb̄ are shown in the right plot (B). The Run 1
and Run 2 (2016+2017) are reported separately and in combination. The signicances and
signal strengths are also reported in table 6.15. The 2017 results are quoted both globally
and split by channel, together with the combined ones.
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Figure 6.24: Distributions of signal, background, and data event yields sorted into bins of similar
signal-to-background ratio, as given by the DNN t result (A). The events in the VH(bb̄) signal
regions of the combined Run 1 and Run 2 data sets are included. The red histogram shows the Higgs
boson signal contribution, while the grey histogram is the sum of all background yields. The bottom
panel shows the data to background ratio, with the total uncertainty indicated by the grey band. The
red line shows the sum of signal plus background divided by the background. Best-t value of the
signal strength µ, for the t of all VH(bb̄) channels in the Run 1 and Run 2 data sets (B). The results
of the 2016 and 2017 measurements, the Run 2 combination, and the Run 1 result are also shown.
The error bars indicate the 1σ systematic (red) and 1σ total (blue) uncertainties, and the vertical line
the SM expectation.
Data set Expected Observed Signal
signicance signicance strength
2017
0-lepton 1.9σ 1.3σ 0.73 ± 0.65
1-lepton 1.8σ 2.6σ 1.32 ± 0.55
2-lepton 1.9σ 1.9σ 1.05 ± 0.59
Combined 3.1σ 3.3σ 1.08 ± 0.34
Run 2 4.2σ 4.4σ 1.06 ± 0.26
Run 1 + Run 2 4.9σ 4.8σ 1.01 ± 0.23
Table 6.15: Expected and observed signicances, in σ, and observed signal strengths for the VH(bb̄).
The results are shown for the 2017 data, the combined Run 2 (2016 and 2017) data, and for the
combination of the Run 1 and Run 2 data sets. For the 2017 analysis, the results are shown also
separately by channel and for a combined simultaneous t to all channels. (mH = 125.09 GeV for all
the results).
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Uncertainty source ∆µ (2017) ∆µ (Run2) ∆µ (Run1 + Run2)
Statistical +0.26 -0.26 + 0.20 -0.20 +0.18 -0.17
Normalization of backgrounds +0.12 -0.12 +0.10 -0.09 +0.08 -0.07
Experimental +0.16 -0.15 +0.11 -0.10 +0.10 -0.09
b-tagging eciency and misid. +0.09 -0.08 +0.07 -0.06 +0.05 -0.05
Jet energy scale and resolution +0.05 -0.05 +0.03 -0.03 +0.03 -0.03
Lepton identication +0.02 -0.01 +0.01 -0.01 +0.01 -0.01
Luminosity +0.03 -0.03 +0.04 -0.02 +0.03 -0.02
Other experimental uncertainties +0.10 -0.09 +0.05 -0.05 +0.06 -0.05
MC sample size +0.12 -0.12 +0.08 -0.08 +0.06 -0.06
Theory +0.11 -0.09 +0.11 -0.10 +0.09 -0.08
Background modeling +0.08 -0.08 +0.09 -0.09 +0.07 -0.07
Signal modeling +0.07 -0.04 +0.07 -0.05 +0.05 -0.03
Total +0.35 -0.33 +0.26 -0.25 +0.23 -0.22
Table 6.16: Uncertainty breakdown for the measurement of the signal strength µ. The sources of
uncertainty as in table 6.14. The Run 2 and Run1 + Run2 combination ts are shown (together with
the 2017 one, reported also here for comparison).
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Invariant mass plot
The results obtained with a t of the DNN distributions are accompanied by a mass-independent
analysis, where both the VZ(bb̄) and the VH(bb̄) excesses are visible over the backgrounds.
As in the VZ analysis, the signal region is dened to be in the interval [60, 160] GeV in m(jj).
The mass-independent version of the analysis was performed using the same DNN discrimi-
nator of the main analysis for 2017 data, but xing the values of some of the mass-correlated
input features when running the inference. For the 2016 dataset, dedicated DNNs were
trained with the same procedure as for 2017 and the same variables were xed.
The variables whose values were xed at their mean value in the background are listed by
channel in table 6.17.
0-lepton pj1T , p
j2
T , m(jj), pT(jj), ∆η(jj), p
V
T
1-lepton pj1T , p
j2
T ,m(jj), ∆η(jj)
2-lepton pj1T , p
j2
T , m(jj) (kin. t), σm(jj) (kin. t), ∆η(jj)
Table 6.17: List of input variables xed at their mean value in the mass-decorrelated evaluation
Fixing a few of the variables highly correlated to the dijet mass, including the dijet mass it-
self, has the eect of moderately reducing the sensitivity of the analysis. However, the DNN
distribution is not highly correlated to the dijet mass, therefore it is possible to use the DNN
to select events and then t the VH(bb̄) and VZ(bb̄) signals in the dijet mass distribution.
The eect of such a procedure is shown in the sketch in gure 6.25: the top row shows the
eect on the dijet mass distribution of a cut on the DNN; the bottom row shows the eect
of the same cut on the DNN evaluated with xed values of the dijet mass correlated inputs.
After the DNN evaluation, the events are categorized into four bins of increasing S/B ratio
according to the score of their corresponding discriminant. The resulting four m(jj) dis-
tributions in each data set are t together with the same distributions used in the control
regions, to extract signal and background yields. The observed (expected) signicance of
this t is 2.7 (3.0) σ, with a signal strength µ = 0.91+035–0.34, which makes it less sensitive com-
pared to the 4.4 (4.2) σ of the Run 2 results.
The tted m(jj) distributions are combined and weighted by S/(S+B), where S and B are
computed from the Higgs boson signal yield and the sum of all background yields for each
category considering their tted normalizations, respectively.
The combined m(jj) distribution, is shown in gure 6.26, before (A) and after (B) background
subtraction. The VZ(bb̄) and the VH(bb̄) contributions are separately visible in grey and red,
respectively.





Figure 6.25: Sketch of the expected behavior of the m(jj) distribution after applying a cut on the
standard DNN (top row). In case the DNN is decorrelated from the m(jj) little background sculpting
is expected (bottom row). The signal and background histograms, with the background including
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Figure 6.26: Distribution of m(jj) for events weighted by S/(S+B) in all channels combining the 2016
and 2017 data sets (A). The weights are derived from a t to the m(jj) distribution. Distribution
of m(jj) after background subtraction (B): the data (points) and the tted VH signal (red) and VZ
background (grey) distributions are shown, with all other tted background processes subtracted.
The error bar for each bin represents the pre-subtraction 1σ statistical uncertainty on the data, while
the grey hatching indicates the 1σ total uncertainty on the signal and all background components.
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6.3.2 H(bb̄) Observation
The global VH(bb̄) combination has an expected signicance of 4.9σ and a corresponding
observed signicance of 4.8σ. In order to reach the 5σ threshold a global combination of
H(bb̄) measurements using CMS data was performed.
The included analyses targeted the following production processes: VH (reported above),
gluon fusion (ggF) [118], vector boson fusion (VBF) [102], and associated production with
top quarks (t̄tH ) [32, 135, 136]. All the available channels are used. These analyses use data
collected at 7, 8, and 13 TeV, depending on the process. In this t, most sources of system-
atic uncertainty are treated as uncorrelated. The dominant jet energy scale uncertainties
are treated as correlated between processes at the same collision energy, while the theory
uncertainties are correlated between all processes and data sets.
The observed (expected) signal signicance is 5.6 (5.5) σ, and the measured signal strength
is µ = 1.04 ± 0.20. In addition to the overall signal strength for the H→bb̄ decay, the signal
strengths for the individual production processes are also determined in this combination,
where contributions from a single production process to multiple channels are properly ac-
counted for in the t. All the results are summarized in gure 6.27.
µBest fit 







stat      syst
 0.14± 0.14 ±1.04 
 0.16± 0.24 ±0.88 
 0.24± 0.29 ±1.24 
 0.37± 0.23 ±0.85 
 1.17± 0.98 ±2.53 
 1.30± 2.08 ±2.80 
CMS
 (13 TeV)-1 77.2 fb≤ (8 TeV) + -1 19.8 fb≤ (7 TeV) + -1 5.1 fb≤
bb→H
Observed
 syst)⊕ (stat σ1±
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Figure 6.27: Best-t value of the H→ bb̄ signal strength with 1σ systematic (red) and total (blue)
uncertainties by production mode, together with the combination. The vertical line shows the SM





The analysis presented establishes the observation for the Higgs decay to bottom quarks
with CMS data. An observation of the bb̄ decay of the Higgs boson by the ATLAS Collab-
oration [36] was published at the same time. The two analyses use similar strategies, but
were performed independently. Yet, both analyses reach about the same sensitivity and the
results are in agreement.
This observation closes a big chapter in the experimental history of the Higgs boson. The 5
most sensitive decay channels at the LHC are nally all rmly established. The nal states
with bosons were the ones contributing to the discovery and rst to be observed. Fermionic
nal states followed in Run 2: the decay to tau pairs was observed with 2016 data and at the
same time the coupling to top quarks was measured. Adding the 2017 data, the observation
of H(bb̄) completed the picture. A signicant amount of data was collected in 2018, but
other nal states cannot be measured with similar precision at this point.
The near future of H→bb̄ measurements includes the transition to dierential measure-
ments. This is already possible thanks to full Run 2 luminosity, so a Run 2 analysis with
dierential measurements is now being developed. The ATLAS collaboration already pub-
lished an analysis using the same integrated luminosity as the "Observation" one, but fo-
cusing on dierential measurements [137]. The STXS framework, briey described in para-
graph 7.1, is used to dene the phase-space categories where the signal is extracted.
The VH, H→bb̄ analysis is also limited by experimental systematic uncertainties, so new
strategies are being tested in order to reduce the systematic uncertainties.
Rarer decay modes are also a current target of the LHC experiments, in order to access the
coupling to the second generation of fermions: the H→ µµ decay is the most promising
decay channel for this purpose. Machine learning techniques used for H→bb̄, and in par-
ticular Deep Learning, turn out to be useful also for this analysis. During the last year of
my Ph.D., I contributed to the VBF production dedicated analysis with the optimization of a
DNN. A brief description of the analysis and of the expected results are given in paragraph
7.2, while the details of the training procedure are in appendix D.
Deep Learning was a fundamental tool in my work, both in the VH(bb̄) analysis and to
develop the DeepVertex b-tagger and the b jet energy regression. It is desirable in the coming
years to deploy the combined tagger of DeepVertex and DeepJet, and adopt it at the analysis
level. Deep Learning techniques will likely also be used for other tasks, among which the
reconstruction the secondary vertex itself. Parameter sharing techniques, as LSTM nodes
or conv 1×1 layers, turned out to be useful for processing the jet data, and can be applied to
other tasks. On the other hand, new techniques specic to other kinds of data formats will be
developed, making Deep Learning a central tool for LHC analysis and data reconstruction.
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7.1 H→bb̄: Simplied template cross sections framework
The next Higgs analyses at the LHC, at least in the main channels, are targeting dierential
measurements. A common framework has been developed, and is now being adopted by
most of the analysis groups. This is the "Simplied Template Cross Sections" (STXS) frame-
work: it has been developed with the goal of minimizing the dependency form theory, but
to maximize the sensitivity and be exible for dierent interpretations. The dierential
measurements are performed in ducial phase-space regions motivated by theory, but in-
dependently dened based on the reconstructed objects.
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Figure 7.1: Schematic overview of the simplied template cross section framework [17]
On the left the experimental analyses are divided by decay channel, production mode and
other experimental categories. In the center there is a sketch of the simplied template cross
sections, which are determined from the experimental categories by a global t They are
cross sections per production mode, split possibly into mutually exclusive kinematic. The
dierent Higgs boson decays are treated by tting also the partial decay widths.
The measured simplied template cross sections together with the partial decay widths can
then be used as input for dierent interpretations (gure 7.1 right). The signal strengths and
couplings can be extracted, but also specic models of new physics and deviations from the
SM parametrized in the eective eld theory framework can be tested.
The theory dependence is aimed to be shifted to the interpretation: theoretical predictions
and their uncertainties wouldn’t be used for the actual measurement. The SM expected
rates and kinematics will be used only as a guideline to build the analyses.
The ducial regions or bins are built based on well-measured experimental quantities, and
have a correspondence to truth bins. There will be residual theoretical uncertainties due
to the experimental acceptances for each truth bin. In order to facilitate the interpretation
the same denitions should be used by all the analyses, however, some will have limited
sensitivity in some bins. For this reason, several stages with an increasing number of bins
are dened.
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In the future, as a larger amount of data will be analyzed, a ner binning will be adopted.
In gure 7.2, a possible binning for the VH production mode, for which the H→bb̄ channel
contributes majorly, is shown.
qq̄′ → WH
0-jet 1-jet ≥ 2-jet
gg → ZH
0-jet 1-jet ≥ 2-jet
qq̄ → ZH
0-jet 1-jet ≥ 2-jet









Figure 7.2: Proposed stage 1.2 STXS binning for for VH [17]
The categories are built by production process, separating the qq→WH, the qq→ZH and
the gg→ZH processes. Events are further categorized by the transverse momentum of the
vector boson pVT and if possible by the number of extra jets, where a common denition of
extra-jet is adopted by all the analyses.
7.2 H→ µµ with CMS Run 2 data
The search for the H→ µµ is currently the most sensitive among the rare decay channels.
The H(µµ) appears as a∼3-4 GeV wide peak above a large background of mainly Drell-Yan
events. In the full Run 2, about 1000 signal events are expected, while the DY to dimuon
events are about 85000/GeV in the relevant region.
The most sensitive result published by CMS uses data collected in 2016 [138] in combination
with the analogous Run 1 result. Data are found to be compatible with the predicted back-
ground. The expected upper limit is 2.2 times the standard model value with an expected
signicance of 1.0 standard deviations. The corresponding observed upper limit is 2.9 with
an observed signicance of 0.9 standard deviations. This corresponds to an observed signal
strength of 1.0 ± 1.0 (stat) ± 0.1 (syst).
In the 2016 analysis events are classied into categories using variables that are largely
uncorrelated with mµµ in order to enhance the sensitivity to the Higgs boson signal. The
primary Higgs boson production mechanisms targeted by this analysis are VBF and ggH.
A t of the invariant mass spectrum is then performed in each category to extract the signal.
A full Run 2 analysis is currently being nalized. Instead of a single analysis with multiple
categories, dedicated production searches by production mode have been implemented. In
particular a dedicated VBF channel analysis has been studied extensively. Dedicated t̄tH
and VH searches have also been added.
The dedicated search for VBF H→ µµ exploits the clean nal state and excellent mass reso-
lution due to the decay into muons of the Higgs boson, and the peculiar VBF topology, with
two forward jets. Exploiting the VBF helps to reduce the background greatly, with respect
to the ggH production. The main disadvantages are the lower VBF cross section (10% of the
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total) and the very low branching ratio for H→ µµ (2·10–4). Therefore, only about a hun-
dredth of events are expected in the full Run 2. After the event selection, which has a signal
eciency of ∼20% about 20 signal events are left, compared to a few thousand background
events. The main background sources are the DY+jets and VBF production of a Z boson, as
a small component of the Z resonance tail overlaps with the Higgs peak. Minor background
sources are the t̄t, single top and diboson production.
Similarly to the VH analysis, multivariate techniques that use the full event topology are
employed to obtain the best possible discriminating power. Actually, the mass resolution is
much better in this channel, and this makes in principle the search of a peak over a smooth
background more sensitive. However, the total number of signal events expected is much
lower, making the presence of a peak of about 20 events over a background of a few hun-
dreds less signicant. Multivariate techniques remove backgrounds optimally and isolate a
handful of signal like events, thus maximizing the signal signicance.
The best result in the multivariate analysis were given by a DNN, for which I tested several
training options and setups. The DNN output in the best performing setup for the 2016
signal region is shown in gure 7.3. More details about the DNN training procedure can be
found in appendix D.
Figure 7.3: DNN distribution for 2016 data in the signal region. The DNN distribution in the signal




In this appendix reference plots for the input variables used in the DeepVertex training are
reported.
A.1 DeepVertex Inputs
The jets used as input for the DeepVertex training have avor composition as shown in
gure A.1. The pT and η distributions are built to be uniform in each avor. The global
jet features fed to the DNN, pT, η, phi and m, are shown in gure A.2. The actual input
distributions, after undergoing standardization and in case of pT also a transformation, are
shown in gure A.3.
Figure A.1: avor composition of the sample used for the training of DeepVertex. The four bins are
lled with the fraction of jets per avor. The bins are chosen according the convention: b quark jet
- label "5", c quark jet - label "4", uds quark jet - label "1", gluon jet - label "21".
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(a) (b)
(c) (d)




Figure A.3: DNN input features - the jet 4 vector variables by jet avor. The inputs are transformed
and standardized. All the distributions are normalized to unity.
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The seeding tracks features used as input for the DNN are :
- the 4 vector componests: pT, η, phi and m of the track (gure A.4 (A-D))
- the transverse and longitudinal impact parameters: dxy and dz (gure A.4 (E), (F))
- the 2d (transverse) and 3d impact parameters and their signicances: 3D IP, IP signif-
icance, 2D IP, IP signicance (gure A.4 (G), (H), gure A.5 (A), (B))
- the 2d (transverse) and 3d impact parameters and their signicances with the jet re-
altive sign: signed 3D IP, IP signicance, 2D IP, IP signicance (gure A.5 (C-F))
- the 2d and 2d track probabilities (gure A.5 (G), (H))
- track quality features: the reduced χ2, the number of hits and pixel hits (gure A.6
(A-C))
- the distance from the jet axis and the distance of the point of closest approach to the
jet axis from the primary vertex (gure A.6 (D), (E))





Figure A.4: DNN input features - the inputs relative to the seeding tracks are shown. All the seeding
tracks of a jet are used, and the distributions are shown by avor of the jet, not by avor of the
originating hadron. All the distributions are normalized to unity.





Figure A.5: DNN input features - the inputs relative to the seeding tracks are shown. All the seeding
tracks of a jet are used, and the distributions are shown by avor of the jet, not by avor of the
originating hadron. All the distributions are normalized to unity.




Figure A.6: DNN input features - the inputs relative to the seeding tracks are shown. All the seeding
tracks of a jet are used, and the distributions are shown by avor of the jet, not by avor of the
originating hadron. All the distributions are normalized to unity.
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Figure A.7: Fraction of tracks selected as seeding tracks by avor by track sorting position. The
tracks are sorted by signed impact parameter signicance. The fractions reported on top of the bins
histograms are the ones of b jets, which have the maximum seeding eciency.
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The neighbor tracks features used as input for the DNN are :
- the 4 vector componests: pT, η, phi and m of the track (gure A.8 (A-D))
- the transverse and longitudinal impact parameters: dxy and dz (gure A.8 (E), (F))
- the 2d (transverse) and 3d impact parameters and their signicances: 3D IP, IP signif-
icance, 2D IP, IP signicance (gure A.8 (G), (H), gure A.9 (A), (B))
The other variables are relative to the point of closest approach between the seeding track
and its neighbour. These are:
- the distance at point of closest approach, or PCA, and its signicance (gure A.10 (A),
(B))
- the PCA (x, y, z) coordinates both on the seeding track and on the neighbour track,
an the uncertainties (∆x, ∆y, ∆z) for both points (gure A.11, A.12)
- the scalar product between the track and the PCA direction both for the neighbour
track and the seeding track (gure A.9 (C), (F))
- the scalar product between the seeding track and the neighbour track (both in 3D and
in the transverse plane) (gure A.9 (D), (E))
- the scalar product between the PCA directions on the seeding and neighbour track
(both in 3D and in the transverse plane) (gure A.9 (G), (H))
- the PCA distance from the primary vertex, both for the PCA on the seeding track and
the neighbour track (gure A.10 (G), (H))
- jet relative variables: the distance pf the PCA (the central one) from the jet axis,
the ∆η and ∆φ of the PCA direction from the jet axis direction, the scalar product
between the jet direction and the direction given by the momentum 4-vector sum of
the two tracks. (gure A.10 (C-F))





Figure A.8: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity.





Figure A.9: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity.





Figure A.10: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity.




Figure A.11: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity.




Figure A.12: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity.
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The actual DNN input distributions are shown in gures A.13, A.14, A.15 for the neighbour





Figure A.13: DNN input features - the inputs relative to the seeding tracks are shown. All the
seeding tracks of a jet are used, and the distributions are shown by avor of the jet, not by avor of
the originating hadron. All the distributions are normalized to unity. The variables are trasformed
and standardized.





Figure A.14: DNN input features - the inputs relative to the seeding tracks are shown. All the
seeding tracks of a jet are used, and the distributions are shown by avor of the jet, not by avor of
the originating hadron. All the distributions are normalized to unity. The variables are trasformed
and standardized.




Figure A.15: DNN input features - the inputs relative to the seeding tracks are shown. All the
seeding tracks of a jet are used, and the distributions are shown by avor of the jet, not by avor of
the originating hadron. All the distributions are normalized to unity. The variables are trasformed
and standardized.





Figure A.16: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity. The
variables are trasformed and standardized.





Figure A.17: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity. The
variables are trasformed and standardized.





Figure A.18: DNN input features - the inputs relative to the neighbour tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity. The
variables are trasformed and standardized.




Figure A.19: DNN input features - the inputs relative to the seeding tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity. The
variables are trasformed and standardized.




Figure A.20: DNN input features - the inputs relative to the seeding tracks are shown. All the
neighbour tracks for each seeding track in a jet are used, and the distributions are shown by avor
of the jet, not by avor of the originating hadron. All the distributions are normalized to unity. The
variables are trasformed and standardized.
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A.2 DeepJet input features
The features used in the DeepJet training are listed below for reference.
The jet and global event features included are:
- the jet pT and η.
- the number of charged PF candidates, of neutral PF candidates, of secondary vertices
associated with the jet
- the number of primary vertices in the event
- b-tagging specic features:
- the ratio of track sum transverse energy over jet energy
- the ∆R distance between the jet axis and track 4-vector sum
- the category of secondary vertex (one associated vertex or a "pseudovertex")
- the 3D and 2D signed impact parameter and signicances of rst track lifting
mass above charm
- the number of tracks passing the two dierent b-tagging selection criteria.
The features (12) of the charged PF candidates included are:
- the pT of the secondary vertex (1)
- the ∆R relative to the jet axis (1)
- the invariant mass of the vertex (1)
- the number of associated tracks (1)
- the χ2 and normalized χ2 of the vertex t (1)
- the 2d (transverse) and 3d impact parameters and their signicances: signed 3D IP, IP
signicance, 2D IP, IP signicance (4)
- the vertex/jet energy ratio (1)
- the cosine of the angle between the vertex and the jet axis directions (1)
The features (16) of the charged PF candidates included are:
- the pT, η relative to the jet axis (2)
- the ∆R relative to the jet axis (1)
- the momentum component parallel to the jet axis and its fraction relative to the track
momentum (2)
- the 2d (transverse) and 3d impact parameters and their signicances with the jet rel-
ative sign: signed 3D IP, IP signicance, 2D IP, IP signicance (4)
- the distance from the jet axis (1)
- the pT over jet pT ratio (1)
- the minimum ∆R from a secondary vertex, if present (1)
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- the track quality of the association to the primary vertex (2)
- the probability of being a pileup track, in the form of a weight assigned the PUPPI
pileup removal algorithm (1)
- the track χ2 and a quality ag (1)
The features (6) of the neutral PF candidates included are:
- the pT relative to the jet axis (1)
- the ∆R relative to the jet axis (1)
- the photon ID ag (1)
- the fraction of energy in the hadron calorimeter (1)
- the probability of being a pileup energy deposit, in the form of a weight assigned the
PUPPI pileup removal algorithm (1)





This appendix contains an extended version of the DeepVertex results presented in chapter
5. The ROC curves by year (2017 and 2018 simulation) and in pT bins are reported for both
t̄t and QCD simulation.
B.1 ROC curves
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Figure B.1: DNN results for both 2017 and 2018 simulated samples - Inclusive jet spectra for the all
hadronic t̄t and QCD are used.
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Figure B.2: DNN Roc curves in pT bins (2017 simulation).
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Figure B.3: DNN Roc curves in pT bins (2018 simulation).
190 Appendix B. DeepVertex results

















 < 200 GeV
T
150 < p
CMS Simulation Work in progress
=13 TeV, Phase 1s
 hadronic 2017tt
(a)

















 < 200 GeV
T
150 < p
CMS Simulation Work in progress
=13 TeV, Phase 1s
QCD 2017
(b)

















 > 200 GeV
T
p
CMS Simulation Work in progress
=13 TeV, Phase 1s
 hadronic 2017tt
(c)

















 > 200 GeV
T
p
CMS Simulation Work in progress
=13 TeV, Phase 1s
QCD 2017
(d)

















 < 200 GeV
T
150 < p
CMS Simulation Work in progress
=13 TeV, Phase 1s
 hadronic 2018tt
(e)

















 < 200 GeV
T
150 < p
CMS Simulation Work in progress
=13 TeV, Phase 1s
QCD 2018
(f)

















 > 200 GeV
T
p
CMS Simulation Work in progress
=13 TeV, Phase 1s
 hadronic 2018tt
(g)

















 > 200 GeV
T
p
CMS Simulation Work in progress
=13 TeV, Phase 1s
QCD 2018
(h)




The appendix contains comparison plots between the BDT regression and the new DNN
based regression performed using Z(``)H(bb̄) signal events. No FSR recovery is applied.
The net eect of the FSR recovery is also shown for the Z(``) channel.
C.1 Z(``)H(bb̄) regression comparisons
The DNN based regression is compared to the BDT based one used in [35] and to the base-
line dijet invariant mass (gure C.1). No FSR recovery is applied, while the selection is the
2-lepton signal region, except for the data/MC full re-weighting. The high and low pVT cases
are both tested. The regression eects are tested in the inclusive case, in case one b jet con-
tains a lepton and in case no lepton is reconstructed inside the jet cone.
The peak value is shifted to values close to 125 in all cases, both for the BDT and DNN based
regression. The DNN based regression is also found to provide the best invariant mass res-
olution, measured as the gaussian width of a Bukin function [131], in all cases, as expected
from single jet performance studies. The mean and standard deviations obtained from the
ts are also reported in table C.1.
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Variable / CR Baseline BDT regression DNN regression
µ σ µ σ µ σ
low pVT 110.6 19.8 120.1 19.2 122.4 17.9
low pVT 108.6 19.4 117.9 19.4 122.8 18.3
semileptonic
low pVT 113.7 19.6 122.4 18.5 122.1 17.6
no leptons
high pVT 116.5 17.9 123.1 17.4 123.8 15.5
high pVT 113.0 18.0 120.0 18.2 122.9 16.5
semileptonic
high pVT 120.5 16.6 126.1 15.7 124.7 14.3
no leptons
Table C.1: Z(``)H(bb̄) regression comparisons. The low pVT and the high p
V
T cases are analyzed
separately. The µ and σ obtained from are reported in the inclusive case, in case one b jet contains
a lepton and in case no lepton is reconstructed inside the jet.
C.1. Z(``)H(bb̄) regression comparisons 193





















 = 17.9 GeVσ
 = 116.5 GeVµ
 
BDT regression
 = 17.4 GeVσ
 = 123.1 GeVµ
 
DNN regression
 = 15.5 GeVσ
 = 123.8 GeVµ
 
(a)




















 = 19.8 GeVσ
 = 110.6 GeVµ
 
BDT regression
 = 19.2 GeVσ
 = 120.1 GeVµ
 
DNN regression
 = 17.9 GeVσ
 = 122.4 GeVµ
 
(b)























 = 18.0 GeVσ
 = 113.0 GeVµ
 
BDT regression
 = 18.2 GeVσ
 = 120.0 GeVµ
 
DNN regression
 = 16.5 GeVσ
 = 122.9 GeVµ
 
(c)





















 = 19.4 GeVσ
 = 108.2 GeVµ
 
BDT regression
 = 19.4 GeVσ
 = 117.9 GeVµ
 
DNN regression
 = 18.3 GeVσ
 = 122.8 GeVµ
 
(d)






















 = 16.6 GeVσ
 = 120.5 GeVµ
 
BDT regression
 = 15.7 GeVσ
 = 126.1 GeVµ
 
DNN regression
 = 14.3 GeVσ
 = 124.7 GeVµ
 
(e)





















 = 19.6 GeVσ
 = 113.7 GeVµ
 
BDT regression
 = 18.5 GeVσ
 = 122.4 GeVµ
 
DNN regression
 = 17.6 GeVσ
 = 122.1 GeVµ
 
(f)
Figure C.1: DNN based regression applied to dijet mass of the Z(``)H(bb̄) events after the 2 lepton
channel selection. The regression is also tested separately for semileptonic (C,D) and no semilpetonic
(E,F) decays inside the b jets.
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C.2 Z(``)H(bb̄) FSR recovery
Additional jets selected among those within ∆R < 0.8 of either Higgs candidate b jet and
passing the pT > 20 GeV and |η| < 3.0 selection cuts are added as FSR to the invariant mass
computation. The net eect is shown in gure C.2.
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DNN training for VBF H→ µµ
This appendix describes the training procedure of the DNN used for the H → µµ search
in the VBF channel. Similarly to the VH analysis, multivariate techniques are employed to
obtain the best possible discriminating power. In this analysis the mass resolution is much
better (∼3%), as the Higgs boson decays into muons and not to quarks. However, the total
number of events expected is much lower, making a peak search over a smooth background
less sensitive. Multivariate techniques allow the optimal usage of the full event topology
and isolate a handful signal like events, thus maximizing the signal signicance.
The training of the DNN was performed in parallel with the training of a Bosted Decision
Tree (BDT). The DNN exploits feed-forward architechtures and is trained with the keras
package [112] and Tensorow backend [113].
The signal region event selection, which denes the phase space where the multivariate
analysis is performed, can be summarized as follows. Single muon triggers are employed.
The oine selection requires two opposite charge isolated muons with pT > 30,20 GeV and
|η| < 2.4. Two pT-leading jets, with |ηj|<4.7 are selected. The selected jets are required to
have pT > 35,25 GeV, a rapidity gap ∆ηjj > 2.5. The signal region is dened applying the
condition |mµµ-125| < 10 GeV.
Two control regions (Z region and sideband) orthogonal to the signal region are also dened
by selections onmµµ: the sideband contains events with 110<mµµ<115 GeV or 135<mµµ<150
GeV; events satisfying the condition |mµµ-91|<15 GeV belong to Z region.
D.1 Training setup
In the VBF H→ µµ analysis a Deep Neural Network (DNN) has been optimized in parallel
with the BDT. The inputs of the BDT were chosen performing a scan over a large number
of input features.
The DNN inputs were chosen based on the BDT optimization, but using a DNN allowed us to
seek extra improvement by adding inputs based on previous analysis experience. Moreover,
several training setups and architectures were tested in order to leverage on the exibility
of the DNNs compared to the BDTs.
The training was performed using simulated samples for the three data taking years, 2016,
2017 and 2018, all mixed together. This allows us to exploits the higher statistical power of
the simulation, compared to dedicated models for each year of the data taking. The variable
"year" is added to the training and it serves as a ag, so that possible discrepancies due to
the simulation of dierent data taking conditions can be taken into account.
The simulated samples used in the training are:
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• the background samples:
– DY+jets, Z(``), MadGraph + pythia, 105 > m`` > 160 GeV
– DY+jets, Z(``), MadGraph + pythia, 105 > m`` > 160 GeV, mjj > 350 GeV
– VBF Z, Z(``), MadGraph + Hergwig++, 105 > m`` > 160 GeV
– t̄t, powheg + pythia
• the signal sample:
– VBF H→ µµ, mH = 125 GeV, powheg + pythia.
The DY+jets samples used in the training are generated at LO precision, and replaced with
a NLO sample in the nal evaluation. The signal and t̄t samples are generated at NLO pre-
cision, while the VBF Z process is generated at LO precision.
The signal and the VBF Z samples are used both in the training and in the nal evaluation of
the DNN. In order not to lose half of the statical power of the sample in the nal evaluation,
a 4-fold procedure is used at training time.
Half of the training samples are used for the training. A quarter is used for the validation,
i.e. to choose the best performing model. The model is evaluated at test time, i.e. for the
nal t and extraction of the signicance, on the remaining quarter of the events.
A schematic representation of the k-fold procedure with 4 folds is shown if gure D.1.
Figure D.1: Scheme of the 4-fold training, validation and evaluation procedure
The procedure is performed for all the samples used in the training, including the ones
which are not used as test samples. This allows the partial regularization of the nal result,
as the uctuations of single subsets of events are reduced by a factor 2. For the evaluation
on data and on the simulated samples not used at training time, the 4 DNNs are computed
and the nal discriminator is built using the average DNN histogram for each sample.
The events are weighted at training time by applying the event weights used in the analysis.
The weights are then divided by the average weight of each class (signal and background),
in order to obtain weights of order 1 and the relative weights are consistent in the back-
ground class. The top events (t̄t, powheg + pythia) are down-weighted, as they have larger
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weights compared to the other background simulations, and they are a relatively easy back-
ground for the nal discriminator.
In the best performing setup, the training is performed in multiple steps and with a suitable
architecture.
Four networks are rst optimized independently with dierent inputs and for dierent
tasks. The outputs of the last hidden layer nodes, are then merged and combined to solve
the actual classication problem. The nal stage of the training consists of ne-tuning
the model by unfreezing some of the upstream layers and training them together with the
downstream ones.
The loss function used at each step is the binary cross-entropy or "log-loss", which results
in the maximum likelihood estimator for binary classication problems.
A schematic representation of the DNN architecture is shown in gure D.2. The grey block
indicates the DNNs optimized for single tasks, with their output in blue. The last hidden
layer outputs for the 4 networks are merged in as a single vector and used as input for a
combination, whose output is shown in red. The preliminary tasks of the training are aimed
at optimizing single backgrounds rejection and exploiting the event topology independently
of the mass. The four preliminary steps are:
• (1) signal -vs- VBF Z
• (2) signal -vs- DY
• (3) mass independent signal -vs- background
• (4) mass + mass resolution (a quick pre-training is performed just as input to the
combination)
The combination step (5.a) uses all the information coming from the networks (1,2,3), which
are frozen. The network (4) weights are left unfrozen at this stage. A ne-tuning (5.b) is
then performed, where the weights of the network (3) are also unfrozen. All the stages use
a minibatch size of 1024 events, while in the nal step (5.b) a few epochs have the same
minibatch size, and the very nal epochs have a 10240 events minibatch size.
Each network in grey is made of 2 to 3 hidden layers with a few tenths of nodes in each hid-
den layer and has a pyramidal architecture. A 20% dropout is used after each hidden layer
in order to regularize the model. The learning rate is also gradually decreased at training
time based on the validation loss, thus preventing overtting.
The input variables used are:
• mµµ, ∆mµµ , ∆mµµ relative - the dimuon mass and the absolute and relative mass
resolutions
• mjj, logmjj - the dijet mass and its logarithm for the VBF tagging jets
• R(pT), dened as
| ~pTjj + ~pTµµ|
| ~pTj1 | + | ~pTj2 | + | ~pTµµ|
,
where the pT vectors of the dimuon system, of the dijet system and of the two VBF
jets j1 and j2 are used
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Figure D.2: Schematic representation of the DNN architecture: the training procedure consists in
optimizing for single tasks, combining the outputs and ne-tuning the model by unfreezing upstream
weights with appropriate learning rate.
• the Zeppenfeld variable z?, dened as
z? = y
?
| yj1 – yj2 |
,
where
y? = yµµ –
yj1 + yj2
2
and yµµ, yj1 and yj2 are the rapidities of the dimuon system and the two VBF jets
• ∆ηjj - the pseudorapidity dierence between the 2 VBF jets
• N soft5 - counter of soft activity jets with pT > 5 GeV
• H softT - HT for the above mentioned soft activity jets
• minj ∆η(µµ, j) - the minimum η dierence between a VBF jet and the dimuon system
• pµµT , log p
µµ
T , ηµµ - the dimuon 4-vector components
• pj1T , p
j2
T , ηj1 , ηj2 , φj1 , φj2 - the VBF jets’ 4-vectors components
• QGLj1 , QGLj1 - the the quark-gluon likelihood discriminators for the VBF jets.
• the cosine of the θ angle and φ angle in the Collins-Soper reference frame.
The Collins-Soper reference frame is the rest frame of the dimuon pair: θ is the angle be-
tween one muons and the bisector of the proton minus the other proton direction, while φ
is the angle between the dimuon plane and the the plane spanned by the protons’ directions.
The rst three variables are the ones used by the network (4) as shown in gure D.2, while
the remaining 22 together with the year are used in the stage (3). All the variables are em-
ployed when training against single backgrounds (1,2), and in the for the output classier
(5.a and 5.b).
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Before being fed to the DNN all the inputs are standardized. The sample mean is subtracted
from each value and the result is divided by the sample standard deviation: as a result, the
new input distributions have mean 0 and standard deviation 1.
The best trained model is chosen using the estimated signicance in simulation. The signif-
icance is computed both for the training and validation fold, and the minimum signicance
is used to pick the best model. The signicance is evaluated using the "asimov" signicance√
2 ((s + b) · log(1 + s/b) – s),
where s and b are the signal and background yields in bins containing 0.5 expected signal
events. The signicances of single bins are then summed in quadrature. The signicances
for each epoch are shown in gure D.3: the training (light blue) and validation (blue) sig-
nicance per training epoch are shown. The minimum signicance (red) is the estimator
used to pick the best performing model. The steps in the plots are due to the dierent per-
formances in the 5 training steps.
(a) (b)
(c) (d)
Figure D.3: Plot of the signicance estimator versus training epoch for the 4 folds used in the train-
ing. The simulated samples of 2016, 2017 and 2018 are used all together. The signicance is shown
for training samples (light blue) and for validation samples (blue). The minimum signicance (red)
is the estimator used to pick the best performing model.
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D.2 Training results
A comparison of the DNN performances with respect to the BDT ones are shown by the
ROC curves in gure D.4. The test fold is used here. The DNN is found to provide a ∼ 5%
better eciency in the most sensitive analysis phase space, i.e. for background eciency
between 1 and 0.1%.
Figure D.4: ROC curves comparing the signal versus background eciency for the BDT, the DNN
trained with 2018 samples only and several versions of the DNN trained on the 2016+17+18 simula-
tion.
A comparison of the DNN output in data and simulation is shown in gure D.5. The discrim-
inator output is shown in the signal region, which is centered around mµµ = 125 GeV, and in
two control regions: the mass sideband and region centered around the Z boson mass. The
distributions are shown by data taking year. The DNN output in the signal region together
with the sideband is currently planned to be used in the nal t.
Notably, in the signal region the test fold is used at this point, after the training and valida-
tion folds were used for training and choosing the best model.




Figure D.5: DNN distribution for each data taking year in the signal region (A,D,G), in the dimuon
mass sideband region (B,E,H) and in the dimuon mass region around the Z peak (C,F,I). The DNN
score was computed with the dimuon mass xed at 125 in the sideband and in the Z peak regions.
The DNN distribution in the signal region together with the DNN in the sideband are currently




Higgs boson physics perspectives
In this appendix some of the projected results for the Higgs boson properties are sum-
marized. The appendix is related to the results described in chapter 1 and has a similar
structure.
E.1 Future perspectives
The measurement of the couplings is a target of the LHC Run 3 and beyond. The statistical
uncertainties on the current measurements will be reduced thanks to the large amount of
data expected to be collected in Run3 (300 fb–1) and at the High Luminosity LHC (HL-LHC)
(3000 fb–1). The systematic uncertainties that are already limiting some of the current mea-
surements are both theoretical and experimental. Improvements are expected by the end of
the HL-LHC Run, however, the systematic uncertainties are expected to be the main limit-
ing factor at that point.
The large amount of data will also allow the measurement of dierential cross sections with
good precision. The measurement of the Higgs boson dierential cross sections can pro-
vide constraints on physical parameters that have a small eect on inclusive quantities, but
cause larger deviations in specic phase space regions.
A very general framework that accommodates the currently known SM Physics and possi-
ble deviations due to new physics, is the so called Eective Field Theory (EFT) framework.
In that model the SM is seen as the low energy approximation of a more fundamental the-
ory, which would become apparent at a mass scale Λ beyond the energy ranges currently
investigated. The SM Lagrangian contains only terms that have dimension D≤ 4 in energy
units. In EFT higher-dimension operators are introduced.
The EFT Lagrangian takes the form:
















The higher-dimensional operators are organized in a systematic expansion in D, where each
consecutive term is suppressed by a larger power of Λ. where each O(D)i is a gauge in-
variant operator of dimension D and the parameters c(D)i multiplying the operators in the
Lagrangian are called the Wilson coecients. The eects of the new physics are therefore
expected to be suppressed by a factor c(D)/ΛD–4. For each power D a complete set of gauge
invariant operators can be built, providing a general parametrization of the new physics
eects which can be probed as deviations from the SM predictions.
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This framework can be used also to combine in a global t the electroweak precision mea-
surements and the Higgs results. Global combined ts are performed in the high energy
physics community by the GFitter and HEPFit groups [139, 140].
E.1.1 Precision measurements outlook
The LHC coupling measurements will reach a precision of 1 – 5%. Experimental uncertain-
ties can be reduced to a certain extent, but the precision is going to be aected also by the
theoretical predictions.
In order to have an idea of the precision achievable by LHC experiments in Run 3 and beyond
one can take as a reference [141]. Results based on data collected at 13 TeV are projected to
the Run 3 and to the HL-LHC luminosities.
Two dierent scenarios are considered for the systematic uncertainties:
• Scenario 1 (S1), where systematic uncertainties are kept constant with integrated lu-
minosity. The performance of the CMS detector is assumed to be unchanged with
respect to the reference analysis;
• Scenario 2 (S2): Theoretical uncertainties are scaled by a factor 1/2, while experimen-
tal systematic uncertainties are scaled with 1/
√
L with a lower boundary due to the
expected detector performance.
The statistical uncertainty due to the size of the simulated samples is ignored, the detector
performance is assumed not to deteriorate with respect to Run 2 in both scenarios.
Figures E.1 and E.2 show the input analyses combined results with 2016 data on the left and
the expected projections with the uncertainties in both scenarios. The total uncertainties
are decreased for each decay channel and nal state component.
It should be however highlighted that all the HL-LHC measurements performed with the
current methods and knowledge are going to be mainly aected by systematic uncertain-
ties, both theoretical and experimental. The statistical only component is also plotted in
the right plots for comparison. A reduction of the uncertainties below∼1% will be possible
only at e+e– colliders, where model independent measurements can be performed. This is in
fact a very large physics program and one of the possible future directions for high energy
physics, but out of the scope of this thesis.
Together with inclusive measurements, dierential cross section will be probed. Both the
ATLAS and CMS Collaborations have already performed dierential measurements of the
Higgs boson production cross sections at
√
s = 8 and 13 TeV (see for example reference
[142]). Dierential cross sections are measured at 13 TeV in the following variables: pHT , the
transverse momentum of the Higgs boson, its rapidity |yH|, the number of hadronic jets Njets
, and the transverse momentum of the leading hadronic jet. The decay channels used are
mainly the H→ γγ and ZZ(∗) → 4` decay channels, but the H→ bb̄ decay channel can also
be exploited to probe the very high transverse momentum tail of the Higgs production spec-
trum. Projections in the dierential cross sections measurements can also be found in [141].
The projections for the width using the method as in [40] with the full HL-LHC luminosity
predict ΓH to be measured in the interval [2.0-6.0] MeV at 95% condence level in the most
optimistic scenario S2, as shown in gure E.3 (B). The projection can be compared with the
most sensitive measurement of the width with the current amount of data, which uses the
4 lepton channel with 2017 and 2016 integrated luminosity E.3 (A).
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0.09 (Stat); 0.10 (S2); 0.13 (S1)
0.02 (Stat); 0.03 (S2); 0.04 (S1)
0.02 (Stat); 0.05 (S2); 0.07 (S1)
0.02 (Stat); 0.03 (S2); 0.05 (S1)
0.01 (Stat); 0.03 (S2); 0.04 (S1)
0.01 (Stat); 0.03 (S2); 0.05 (S1)
 (13 TeV)-13000 fb
CMS
Projection
w/ Run 2 syst. uncert. (S1)
w/ YR18 syst. uncert. (S2)
w/ Stat. uncert. only
(b)
Figure E.1: Summary plot showing the signal measured signal streght per decay channel at
√
s =
13TeV (A) and the projected uncertainty with 3000 fb–1 (B). In the projections the±1σ uncertainties
in two scenarios are shown. The statistical-only component of the uncertainty is also shown.
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0.02 (Stat); 0.06 (S2); 0.10 (S1)
0.04 (Stat); 0.06 (S2); 0.07 (S1)
0.05 (Stat); 0.06 (S2); 0.08 (S1)
0.03 (Stat); 0.04 (S2); 0.05 (S1)
0.01 (Stat); 0.03 (S2); 0.06 (S1)
 (13 TeV)-13000 fb
CMS
Projection
w/ Run 2 syst. uncert. (S1)
w/ YR18 syst. uncert. (S2)
w/ Stat. uncert. only
(b)
Figure E.2: Summary plot showing the signal measured signal streght per production mode at
√
s =
13TeV (A) and the projected uncertainty with 3000 fb–1 (B) . In the projections the±1σ uncertainties
in two scenarios are shown. The statistical-only component of the uncertainty is also shown.
E.1.2 Self-coupling
Another important measurement in the context of Higgs Physics is the self-coupling, which
is predicted in the SM by the Higgs potential V (Φ). The self-coupling depends on the pa-
rameter λ, which can be predicted once the Higgs mass and the vacuum expectation value
v are known. However, a direct measurement could provide insight on the Higgs potential,
which could dier from the simple hypothesis in several well-motivated scenarios of new
physics.
The self-coupling can be measured in Higgs pair production, but it’s currently out of the
reach at the LHC due to the lower cross section. After the HL-LHC, with a combination of
both ATLAS and CMS data the projections indicate a 4σ expected signicance[143]. Several
improvements are expected in the meantime, but a precise measurement of the Higgs pair
production will be a very hard task for LHC experiments. For this measurement, a e+e–
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Figure E.3: Likelihood scans ΓH . The left plot (A) presents results both combining Run 1 and Run2
data (in red) and usign Run 2 data only (black). For The projection (B) to 3000 fb–1 two scenarios are
considered for the systematic uncertainties.
machine wouldn’t give large gains, again due to the very low cross sections, but a higher
energy hadron collider or a muon collider would be more suitable.
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