Two-dimensional numerical simulations of plasma heating and temperature hot spots relaxation are presented in the domain where the diffusive approximation for heat transport fails. Under relevant conditions for laser plasma interactions, the effects of the nonlocality of heat transport on the plasma response are studied comparing the Spitzer-Härm model with several frequently used nonlocal models. The importance of using a high-order numerical scheme to correctly model nonlocal effects is discussed. A significant increase of the temperature relaxation time due to nonlocal heat transport is observed, accompanied by enhanced density perturbations. Applications to plasma-induced smoothing of laser beams are considered.
I. INTRODUCTION
Controlling the propagation of high-power laser beams through large-scale underdense plasmas is a crucial point in the context of inertial confinement fusion ͑ICF͒. Controlling the growth rate and saturation level of parametric instabilities such as filamentation 1 and stimulated scattering [2] [3] [4] has been a challenging issue for several tens of years. In the indirect drive approach, 5 the growth of plasma instabilities may induce beam spreading, deflection, and energy losses leading to a significantly deteriorated target performance. In the direct drive approach, 6, 7 inhomogeneities in the laser beam intensity distribution may create pressure perturbations on the target surface and induce hydrodynamic instabilities. This will decrease the fuel compression 8 and reduce the energy gain. [9] [10] [11] In order to control the laser energy distribution in plasma, the optical techniques of laser beam smoothing are implemented. They consist in breaking the temporal 12 and spatial 13 coherence of the beam and creating a small-scale dynamic interference pattern. The resulting intensity distribution presents many nonstationary local maxima. These socalled speckles are randomly distributed in space and time but have well-known, reproducible average properties. 14, 15 In the past two decades, it has been shown 16, 17 that the propagation of such smoothed beams through the plasma may lead to an enhanced laser incoherence. This phenomenon, known as plasma-induced smoothing, follows from the stimulated 18, 19 and spontaneous 20 scattering on self-induced density perturbations. Understanding of such phenomena requires correct modeling of the laser plasma coupling. The inverse bremsstrahlung absorption is one of the mechanisms responsible for this coupling. It may modify the temperature distribution and strongly enhance the hydrodynamic plasma response.
For parameters of interest, the speckles have a width of the order of electron-ion mean free path so that the electron heat transport is nonlocal. [21] [22] [23] [24] [25] [26] Previous studies have shown a strong effect of the electron transport model on the plasma response. 27, 28 The nonlocality of heat transport modifies the relaxation of the hot spot temperature and enhances the plasma density perturbation as observed in Ref. 29 . However, these studies were based on the perturbation approach or on one-dimensional ͑1D͒ kinetic codes. They were restricted to relatively short time periods and small volumes. In this paper, the plasma response to a localized laser heating is analyzed using a two-dimensional ͑2D͒ hydrodynamic code CHIC 30 with a 2D nonlocal transport module based on the Schurtz-Nicolaï-Busquet ͑SNB͒ nonlocal model. 26, 31 Although based on the kinetic equation, this model uses various assumptions in order to reduce the computational cost and to allow its implementation in 2D code. It assumes a small departure of the distribution function from the Maxwellian function, and the high velocity approximation is used to simplify the collision operator. 26, 31 These restrictive conditions reduce the limits of validity of the model, which nevertheless correctly describes the heat transport in the ICF context. This model is fully 2D and compatible with hydrodynamic modules. It allows us to consider time intervals at the nanosecond level and large plasma dimensions, which could exceed several millimeters. The SNB model has been compared with the direct solution of the Fokker-Planck equation and a good agreement was found. 26 The paper considers a sequence of test problems with increasing difficulty. All along, each simulation is performed with the classical Spitzer-Härm ͑SH͒ model, 32 with or without limitation ͑model regularly used in large hydrodynamic codes͒ and with the SNB model. Section II is devoted to a short presentation of this SNB electron heat flux model. In Sec. III, we start from the case discussed in Ref. 29 classical SH model, the flux limited SH model, and the nonlocal Brantov model. 33 This latter is based on another approach ͑solution to a linearized Fokker-Planck equation͒ yielding a significantly different domain of validity. A good agreement is found under the conditions in which both models are valid. Utilization of nonlocal models in a 2D geometry is a complicated problem, because numerical methods of interpolation of heat transport may introduce modifications in the value and direction of the heat flux.
In Sec. IV, the numerical schemes of discretization are discussed and the relaxation of a 2D cylindrical hot spot is considered. It is shown that using inappropriate numerical schemes may strongly modify the physical results and even cancel the expected effects. In Sec. V, more realistic 2D hot spot configurations are studied. The cases of a nonround hot spot and two neighboring hot spots are considered. It is demonstrated that the SNB heat flux model correctly captures the kinetic effects. The laser-plasma coupling due to the inverse bremsstrahlung absorption is studied in 2D geometry in Sec. VI in the case of a spatially and temporally smoothed laser beam. The SNB effects on the plasma response and beam propagation under conditions of interest for ICF are discussed. Section VII presents the concluding remarks.
II. ELECTRON NONLOCAL HEAT FLUX MODEL
The temperature relaxation rate of a hot spot depends on the heat flux, which in the classical strongly collisional case reads Q =− SH ٌ T e , where T e is the electron temperature and SH = ͑128/ 3͒ n e v T ei ͑Z͒ is the SH heat conductivity.
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The electron density is n e , v T = ͱ T e / m e is the thermal velocity, and Z is the ion charge number. The function ͑Z͒ = ͑0.24+ Z͒ / ͑2.4+ Z͒ accounts for the electron-electron collisions. The electron-ion mean free path reads ei =3T e 2 / ͑4 ͱ 2Zn e e 4 ⌳͒, where ⌳ is the Coulomb logarithm and e is the electron charge. The classical formula for Q fails if the characteristic scale length of temperature variation becomes comparable to one-hundredth of the electron-ion mean free path. Luciani et al. 22 proposed a convolution formulation to describe the electron nonlocal effects. They noted that the energy flux depends not only on the local thermodynamic conditions, but also on the conditions within the interval of a few hundred ei from which the electrons may come. The heat flux is therefore determined by the temperature profile enclosed in this interval and it is, in this sense, nonlocal. The heat flux was mathematically expressed as a 1D integral of the local SH flux multiplied by a kernel W͑x , xЈ͒ such as the heat flux at x is given by Q͑x͒ = ͐Q SH ͑xЈ͒W͑x , xЈ͒dxЈ. Several 1D kernels have been derived from the kinetic Fokker-Planck ͑FP͒ equation. 21, 22, 25, [33] [34] [35] In particular, for small temperature variations the kernel W depends only on the relative position x − xЈ. Consequently, the nonlocal heat flux can be presented in Fourier space in the form Q k =−ik ͑k͒T k with the heat conductivity that depends on the wave number of temperature perturbation. A simple interpolation formula for the nonlocal heat conductivity has been derived in Ref. 22 , ͑k͒
The comparisons with kinetic models show that the integral form of Q provides good results in 1D geometry even if the temperature perturbations are not too small. However, its computational cost becomes unaffordable in 2D or 3D geometry. Moreover, the integral formula for Q in Ref. 22 does not account appropriately for 2D effects where the heat flux vector is not necessarily parallel to the temperature gradient. Another nonlocal transport model especially adapted to the two-dimensional geometry has been developed in Refs. 26 and 31. It is based on a multigroup approach and accounts for the dependence of the electron-ion mean free path on the electron energy. For numerical realization, this model is interpreted as a first-order angular momentum of the integral solution of a linear steady-state transport equation with an exponential kernel. This formulation allows one to use very efficient standard numerical 2D methods. The nonlocal convolution kernel is considered as a Green function of a simple transport operator. This latter satisfies a diffusion equation well adapted to implementation in hydrodynamic codes. In particular, this model has been implemented in the 2D Lagrangian radiation hydrodynamic code CHIC.
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III. SINGLE CYLINDRICAL HOT SPOT
A. Temperature relaxation
Senecha et al. 29 have considered a sufficiently simple and well-posed problem of temperature relaxation in a single hot spot. It describes the physics clearly and allows us to compare the SNB with another nonlocal model in the specific hot spot configuration. First, following Ref. 29 we consider a given initial temperature profile. A cylindrical hot spot is supposed to have a Gaussian profile of the electron temperature in the radial direction,
where the background temperature T e0 = 0.7 keV, T e1 = 0.12 T e0 , and R = 6.6 m is the hot spot radius. In this paper, such a temperature perturbation is called a "hot spot" in contrast to a "speckle," which is a laser intensity local maximum ͑see Sec. VI͒. The ion charge number is fixed, Z =5, and the electron density n e0 =10 21 cm −3 . Under these conditions, the electron-ion mean free path is about 2.2 m and the hot spot radius R =3 ei . Two other characteristic values are the electron-ion collision time ei = ei / v T = 0.2 ps and the collision frequency ei = ei −1 . The 1D cylindrical domain of computation is 10 ei ϫ 10 ei with 100 cells. The time step is about 10 fs. The boundary conditions are periodic. Second-order schemes are used for the hydrodynamic and the conduction models.
The radial distribution of temperature obtained using the SH flux and the SNB model are shown in Fig. 1͑a͒ at t = ei . This figure has to be compared to Fig. 1 of Ref. 29 , where a simple analytical formula derived in the linear theory 33 was used. That gives an accurate result for a constant density and k ei Շ 1. In order to reproduce results 29 with the code CHIC, we first consider the temperature relaxation of a hot spot in a plasma treated as a perfect gas with a fixed ions.
A good agreement with Ref. After one collision time t = ei , a flux limiter f = 7% reproduces the temperature maximum but the spatial shape is different. The peak has a top hat profile. At t =3 ei , a limitation close to 10% agrees better with the SNB result. In conclusion, flux limitation is a method that provides crude results and is required to be time-and space-dependent, which is never the case.
B. Plasma density response
The nonlinear plasma hydrodynamic response to a given temperature perturbation was analyzed with the code CHIC to demonstrate the validity of a simplified equation for the plasma motion in Ref. 29 . Figure 2 shows the temporal evolution of the spatial profile of the normalized density perturbation. After t = 150 ei Ӎ 30 ps, the maximum of density depletion in the hot spot center is about 0.55% in the SNB case, whereas the depletion is much smaller in the SH case ͓Fig. 2͑b͔͒. The temporal evolution of the density profiles in Figs. 2͑c͒ and 2͑d͒ demonstrates that the use of flux limiters in the SH model allows us to obtain an appropriate density depletion but it modifies the profile shape. After 75 ei , the density profile obtained with the flux limitation of 10% ͓Fig. 2͑c͔͒ is very different from the one observed in the SNB simulation ͓Fig. 2͑a͔͒. This can be explained by the fact that the plasma response to a thermal input is determined by two effects. First, the temperature gradients initiate in a short time a density modulation in the initially unperturbed plasma. Second, these density and temperature perturbations create a pressure gradient of density having an opposite effect.
The flux-limited SH model does not deplete the density in the center of the hot spot, because the gradient of temperature and consequently of pressure is null. This creates a strikingly different density profile. The density minimum in the flux-limited SH model is initially at the periphery of the hot spot. It arrives at the center only after 100 collision times, a long time after the hot spot relaxation. The amplitude of density perturbation depends on how long the temperature peak exists. The characteristic time of the SH diffusion ͑0.08 ps͒ is smaller than the electron-ion collision time ͑0.2 ps͒ and than the SNB one ͑1 ps͒. Consequently, the density perturbation in the nonlocal case is much larger. This will be demonstrated in the last part of the paper, where the plasma response to realistic partially incoherent laser beams is considered. Panels ͑b͒ and ͑d͒ show the evolution of the ion density at the hot spot center for cases ͑a͒ and ͑c͒, respectively.
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IV. NUMERICAL EFFECTS ON HEAT CONDUCTION MODELING
The discretization method and structure of the numerical grid may affect the physical results especially in 2D geometry. To check the effects of numerical resolution, we consider the previous problem as a test case. As shown in Fig. 3 , the 2D SNB or unlimited-SH model agree with the 1D results on a regular mesh.
A. Discretization of the limited heat flux
An inappropriate discretization of the limited SH flux could lead to an anisotropic and thus unphysical hot spot relaxation. Panels ͑b͒ and ͑c͒ in Fig. 3 shows the electron temperature distribution obtained with different numerical schemes using the limited SH model. The conditions are the same as in the case shown in Fig. 1 .
The 2D domain of computation is 10 ei ϫ 10 ei length meshed with 100ϫ 100 cells. The time step is about 10 fs. The boundary conditions are periodic. Second-order schemes are used for the hydrodynamic and the conduction models.
As is shown in the previous section, a SH limited flux could produce, at a given time, a correct temperature maximum, even if the spatial shape is not correct. In the 2D case, the SH limited flux gives a square-shape relaxation, which follows the mesh ͓Fig. 3͑c͔͒. This effect is due to an inappropriate discretization method of the flux.
Usually, in a two-dimensional code, the fluxes are computed at the faces of the mesh. In some cases, as in the problem considered above, this induces preferential directions and breaks down the cylindrical geometry of the problem. One way to avoid this deformation is to compute the flux and the limitation coefficient at cell centers. The cellcentered flux method allows, as shown in Fig. 3͑b͒ , to preserve the symmetry.
B. Semi-implicit flux approximation
The SH heat flux is proportional to the gradient of temperature. An explicit time difference scheme induces a prohibitive short time step unaffordable for multinanosecond calculations required for the ICF. Conversely, the amplification factor of an implicit time difference leads to a scheme stable for any time step. The values of temperature at the spatial mesh are found from the solution of a sparse nonnegative symmetric matrix in the SH case. An efficient and reliable numerical method and high-order schemes have been developed for this case. Conversely, in the SNB case, the number of nonzero off-diagonal elements increases as the electron-ion mean free path becomes larger. As it is not a priori known, the determination of each unknown element of the mesh depends on every other element of the mesh. The solution of the linear set of equations becomes much more expensive in terms of data storage and computing time. A crude solution has been proposed in the past to partly circumvent this problem. 25 The idea is to force the diffusive formulation calculating an effective thermal conductivity. 36 This approach is in general ill-posed. It suffers from severe drawbacks, because an effective conductivity cannot be calculated in places where the temperature gradient is zero, nor in places where the temperature gradient has the same sign as the SNB heat flux. Therefore, the fast electron preheating and counter streaming fluxes cannot be predicted by this approach. 25, 26 The SNB nonlocal model allows us to circumvent this difficulty because the stability criterion for an explicit time difference scheme is much less restrictive compared to the SH case. The introduction of electric fields into the model induces a linear stability condition. This condition has proven to be difficult to fulfill rigorously in practical multigroup calculations, where the temperature over-͑or under-͒ shoots are sometimes observed. Solutions that lay somewhere in between a full implicit or explicit resolution are suggested by a SNB flux form that appears as the sum of a local contribution and a correction for nonlocality,
where ei v = v 4 m e / ͓4n e e 4 ⌳͔ is the mean free path of the electron. Here, f 1 m is the anisotropic part of the distribution function in the local case and ١ ᭝ f 0 is the nonisotropic part of the distribution function, which induces the SNB correction on the heat flux. Equation ͑2͒ allows a different numerical treatment for the "local" part of the flux ͑Q LOC ͒ and its nonlocal correction ͑Q NL ͒. The SNB correction is computed explicitly from the temperature profile of the previous time step, whereas the local component is implicitly timedifferenced. This choice leads to the following finite difference energy equation: 
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where the upper subscript n stands for the time n ᭝ t. This implicit-explicit scheme allows us to retain the main features of the nonlocal model, and the implicit part of it is efficient in damping eventual overshoots caused by the explicit calculation.
C. High-order scheme module
In a realistic configuration, where the laser speckles switch on and off, a hot spot sequence gives rise to a complicated density distribution consisting of many compressions and depressions. In a Lagrangian code, the mesh follows the matter and then can be distorted.
This high-order spatial numerical scheme has been implemented for the heat transport description in the code CHIC. First, the diffusion problem is solved for each energy group. 26 After that, the solution is used to modify the local SH flux and to build the SNB flux. This flux is then used to solve the equation for the temperature. For each diffusion problem in each group, the divergence operator is discretized with the same space scheme as the main diffusion operator. The divergence operators presented in the model are expressed as matricial diffusion operators. Every diffusion operator is written as the divergence of a flux ٌ · Q. The equation is resolved by a finite volumes scheme in each cell of the mesh. The application of the theorem of the divergence induces already the choice of a scheme using only the direct neighbors. We do not apply the theorem of divergence to the operator of diffusion. This opens the possibility of using naturally all the neighbors.
To analyze the effect of mesh on the temperature relaxation, we rerun the same problem of a hot spot relaxation as was presented above in Sec. III A, but on a strongly deformed grid. The domain of computation is 10 ei ϫ 10 ei with 60ϫ 60 cells and periodic boundary conditions. A second-order scheme is used for the hydrodynamics. This so-called Kershaw grid, 37 shown in Fig. 4͑a͒ , is currently used to test the diffusion solvers. Figure 4 shows the effect of a five-point low-order scheme. The original spherical shape is distorted and the mesh structure clearly influences the diffusion. The maximum temperature evolution with time is not reproduced, and the numerical diffusion exceeds the difference between the SH and SNB models and shadows the expected effects. This scheme, still used for its speed, cannot be applied in our case. As is demonstrated in Fig. 4 , the high Kershaw scheme 37 correctly simulates the temperature relaxation and discriminates between the physical effects. This scheme retains an isotropic shape of the heat wave front. In what follows, we use this high-order scheme.
V. REALISTIC HOT SPOT CONFIGURATIONS
In the ICF context, a realistic energy distribution in the laser beam involves several speckles. Interference between them produces intensity distributions with complicated speckle shapes. In what follows, several basic profiles are considered. FIG. 4 . Temperature profiles and contours ͑in keV͒ in a round hot spot at t = ei / 5: ͑b͒ SH model and ͑c͒ SNB models. Transverse sections are presented for the five points diffusion scheme. The dashed line demonstrates the superposition of the high-order scheme and reference case on an undeformed mesh shown in Fig. 3 ; ͑a͒ the Kershaw mesh.
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A. Elliptic hot spot
Temperature relaxation
Characteristic temperature profiles at the time t = ei for the case of an elliptic hot spot with the aspect ratio 1:2 are shown in Fig. 5 . The domain of computation is 20 m ϫ 10 m with 200ϫ 100 cells. The time step is about 10 fs. The boundary conditions are periodic. Second-order schemes are used for the hydrodynamic and the conduction models.
As we have already noticed in the 1D case for the parameter chosen, the SH model ͓Fig. 5͑a͔͒ gives a very fast diffusion of the temperature: the initial form disappears after 0.2 ps and the hot spot relaxes to a round shape. The SH model with a 10% flux limiter ͓Fig. 5͑a͔͒ gives a slower diffusion. A numerical 2D effect is observed, however. The discretization on cells edges induces a dependence on the mesh ͓Fig. 5͑b͔͒ as it was noticed in the previous analysis ͑Fig. 4͒. The flux-limited SH model gives, following the numerical scheme, a rectangular form of hot spot if attention is not paid to the approximation. The approximation of the flux limitation in the center of the cells ͓Fig. 5͑c͔͒ effectively improves the hot spot shape, but the radial profile shape remains different. The top hat profile already observed in the 1D case indicates that the limiter value should be a function of coordinate and of time. This analysis confirms the conclusions of 1D simulations. The SNB model preserves the proportion of the initial shape ͓Fig. 5͑d͔͒. It does not present any space or time singularity and it is a starting point of a hydrodynamic process.
Hydrodynamic response
The hydrodynamic response to the thermal solicitation is very dependent on the model as it was already observed in the 1D case. The SH model diffuses the temperature so fast that it does not produce any noticeable density perturbation ͓Fig. 6͑a͔͒, although it reproduces the initial elliptic shape of the temperature distribution. The response to the flux-limited SH model depends strongly on the geometrical considerations and it is different along the two axes. The cell centered approximation decreases but does not completely remove this defect ͓Figs. 6͑b͒ and 6͑c͔͒. In addition, the flattened temperature profile in the hot spot center does not create the density depletion. Figure 6͑d͒ presents the response in the SNB model. The strong gradient along the y axis induces a depletion in the middle of the hot spot and generates two divergent compression waves. This configuration induces crossed gradients of density and temperature and it can generate vortical flows and magnetic fields. 38 However, these effects are not accounted for in the present simulations.
B. Double maximum hot spot
A hot spot with two maxima separated by a distance of five electron mean free paths formed by two neighboring speckles is shown in Fig. 7 along with the SNB and SH heat fluxes.
The domain of computation is 100 m ϫ 50 m meshed by 200ϫ 100. The time step is about 10 fs. The boundary conditions are periodic. Second-order schemes are used for the hydrodynamic and the conduction models. Other parameter are the same as those described in Sec. III A.
The SH flux follows the temperature gradient while this is not the case for the SNB flux. It presents regions where the flux sign changes and does not follow the gradient of temperature. This behavior comes from the competition of two opposite temperature gradients as a distance of a few electron-ion mean free paths. 26 The SH fluxes are large enough to eliminate two maxima and reduce the hot spot to a round shape. The temperature profile quickly disappears, while it is preserved using the SNB model. FIG. 5 . Contour lines of temperature ͑keV͒ for an elliptic hot spot at t = ei ; ͑a͒ the SH heat conductivity; ͑b͒ the SH heat conductivity with a 10% limitation; the edge approximation; ͑c͒ is the same model as ͑b͒ but with a cell-centered approximation; ͑d͒ the SNB model. The simulation parameters are given in the text.
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VI. PLASMA RESPONSE TO A SPECKLE PATTERN
Optical smoothing techniques used on high-power laser facilities reduce the laser temporal and spatial coherence providing a highly inhomogeneous and nonstationary laser intensity distribution. The speckle pattern has been simulated for the LIL conditions. 16 The details of modeling of this random intensity distribution are discussed in the Appendix .
This section considers the effect of the laser beam speckled structure on the density and the temperature distributions. The interaction parameters are chosen to be characteristic of coronal plasmas on current laser facilities. 16 The plasma is completely ionized with the charge state Z = 5; the electron density and temperature are n e0 = 3.3ϫ 10 19 cm −3 and T e0 = 500 eV, respectively.
The laser parameters are those of the LMJ laser facility 41 with the wavelength 0 Ӎ 0.351 m, the speckle radius d Ӎ 3.1 m, the coherence time c Ӎ 2.2 ps, and the average intensity 10 15 W / cm 2 . Under such conditions, the electron-ion collision time is estimated to be ei Ӎ 0.9 ps, the SH characteristic time of temperature relaxation is about 0.4 ps, which is shorter than c , whereas the SNB one is almost 5 ps, which is larger than c . The hydrodynamic characteristic time is d / c s Ӎ 25 ps. The inverse bremsstrahlung absorption is considered as the mechanism responsible for the coupling between the laser and the plasma. The ponderomotive force is not accounted for in the present simulation. The conservation of momentum equation allows us to evaluate the static plasma response to the ponderomotive force, The speckle size d is ϳ3 times the electron mean free path; the heating effect is ϳ10 times stronger than the effect of the ponderomotive force. Under these conditions, the ponderomotive effect is weaker than the bremsstrahlung absorption.
The domain of computation is 60 m ϫ 60 m meshed by 128ϫ 128. The time step is about 10 fs. The boundary FIG. 6 . Density contour lines driven by the initial elliptic temperature distribution ͓͑n e − n e0 ͒ / ͑n e max − n e0 ͔͒; ͑a͒ the SH heat conductivity; ͑b͒ the SH model with a 10% limitation; the edge approximation scheme; ͑c͒ the same as ͑b͒ but with a cell-centered approximation; ͑d͒ the SNB model. Corresponding temperature profiles are shown in Fig. 5 . The simulation parameters are given in the text. 
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conditions are periodic. Second-order schemes are used for the hydrodynamic and the conduction models. Figures 8 and 9 present the electron temperature and density distributions obtained from CHIC simulations after 1 and 20 ps, respectively. Panels ͑a͒ and ͑b͒ show results obtained with the SNB model, panels ͑c͒ and ͑d͒ are results from the SH model, and panels ͑e͒ and ͑f͒ are results from the SH model with a 7% limiter.
After one collision time ͑Fig. 8͒, the SH model already diffused the temperature ͓Fig. 8͑c͔͒ and the hydrodynamic response is weak ͓Fig. 8͑d͔͒. For the limited SH and SNB models, the temperature distribution ͓Figs. 8͑a͒ and 8͑e͔͒ is much more inhomogeneous leading to a strong electron pressure and to enhanced density perturbations ͓Figs. 8͑b͒ and 8͑f͔͒.
After 20 collision times ͑Fig. 9͒, the differences between the SH model and the limited SH and SNB models become even more apparent. For the SH model ͓Figs. 9͑c͒ and 9͑d͔͒, the temperature has been completely smoothed and the density perturbations are very small. Conversely, for the limited SH and SNB models, the electron temperature and density distribution are even more inhomogeneous ͓Figs. 9͑a͒ and 9͑b͔͒. Whereas no difference between limited SH and SNB models can be seen after 1 ps ͑Fig. 8͒, the density perturbations are stronger in the SNB model at 20 ps.
In order to better understand the differences between the models, more quantitative diagnostics have been developed. Figure 10͑a͒ presents the temporal evolution of the plasma temperature spatially averaged over many speckles. As one can expect, all three models give almost the same results. The global plasma heating is not modified by a small-scale heat transport. Figures 10͑b͒ and 10͑c͒ show the temporal evolution of the normalized density fluctuation level
␦n͑t͒
= ͗͑n e ͑t , r͒ − n e0 ͒ 2 / n e0 2 ͘ 1/2 and the average temperature perturbation level ␦T e ͑t͒ = ͗͑T e ͑t , r͒ − T e ͑t͒͒ 2 ͘ 1/2 , respectively. Figure 10͑b͒ shows that all models lead to a strong increase of the temperature perturbation for the very first moment of the interaction. The heat transport still has no time to modify the temperature distribution and no difference observed between the models. Then the SH model, where the estimated relaxation time is about 0.4 ps, quickly diffuses the electron temperature. After 5 ps, the temperature perturbations do not exceed a few eV. The density fluctuation level stays to a very low level ͓less than 0.2%, as observed in Fig.  10͑b͔͒ .
On the contrary, for the limited SH and SNB simulations, the temperature perturbations remain at a higher level. In the limited SH case, temperature perturbations up to 30 eV are observed after almost 10 ps. Then they decrease gradually in time to the level of the order of a few eV ͑as already observed in Fig. 9͒ . The density perturbations arise in the place of temperature maxima in the first 20 ps, when the electron pressure is the highest. Then, these density perturbations propagate freely in the plasma. The density fluc- tuations stay almost at a constant level of the order of 5%. The SNB model exhibits a different temporal evolution of the temperature perturbations after 10 ps. The temperature perturbations are maintained at an almost constant level Ӎ25 eV during the simulation time. The plasma response to this nonstationary temperature distribution occurs on the characteristic hydrodynamic time scale, d / c s Ӎ 25 ps. The density fluctuations are growing to a quite high level, up to 12.5%. This is almost twice the level obtained in the limited SH model and 25 times higher than the one obtained in the SH model.
VII. CONCLUSION
The processes of plasma heating and temperature relaxation in a hot spot have been studied in a 2D geometry using hydrodynamic simulations with nonlocal heat transport using SH, limited SH, and SNB models.
Simulations of a simple hot spot in a cylindrical geometry demonstrated good agreement of the SNB model with another one used in Ref. 29 . The flux-limited SH model can reproduce the characteristic time of density perturbations, but the temperature profile is not correct and the hydrodynamic response is two to three times weaker for the set of parameters used in present simulations.
An appropriate choice of the numerical discretization scheme is important for the correct description of the heat transport with the SNB model. A high-order numerical scheme is required to account for the nonlocal effects.
Multispeckle simulations have been performed under conditions typical for present-day high-energy laser systems, where the inverse bremsstrahlung absorption is the dominant mechanism of laser plasma coupling. The ordering of the temperature relaxation and the laser coherence times is of great importance for the level of the plasma density fluctuations excited by the nonstationary speckle pattern. The nonlocal SNB model of heat transport predicts the density perturbation at the level Ӎ10%. The laser beam propagation through it might then be strongly modified. It may experience a multiple scattering and the forward stimulated Brillouin scattering might be enhanced. 20 The associated loss of coherence, due to the plasma-induced smoothing, may lead to angular spraying of the laser light. An accurate description of the nonlocal heat transport is therefore of great importance to correct the laser-plasma interaction in the coronal plasma of ICF targets. FIG. 11 . ͑Color online͒ Formation of the speckle pattern: ͑a͒ generation of a static speckle pattern randomly distributed for each pixel. By using a spectral filter ͑b͒ in the Fourier space, we generate a pattern corresponding to the speckle size ͑c͒. In the time domain, generation of a new random speckle pattern at each time step ͑e͒ and a spectral filter in frequency domain allow us to choose the lifetime of the speckle ͑f͒. Panel ͑g͒ shows a spacetime speckle pattern. Panels ͑d͒ and ͑h͒ present the space and time correlation functions; the first zero gives the size d and the lifetime c of the speckle, respectively.
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Static speckle pattern
A laser field E͑x , y͒ with a random real and imaginary part is generated following a Gaussian statistics, 40 E͑x,y͒ = Rand r ͑x,y͒ + i Rand i ͑x,y͒, ͑A1͒
where Rand r ͑x , y͒ and Rand i ͑x , y͒ are randomly distributed real numbers in the mesh in ͑x , y͒ space. They follow a normal low, i.e., ͗E͑x , y͒͘ = 0 and ͗Rand i ͘ = 0 with ͗Re͓E͑x , y͔͒ 2 ͘ = ͗Im͓E͑x , y͔͒ 2 ͘ = 2 . We define a speckle with a Gaussian statistics as ͗I͘ = 2 , where ͗I͘ = ͗EE * ͘ is the mean intensity. Then the speckle pattern contrast C = 2 / ͗I͘ is 100%. At this stage, the beam correlation length is very short, defined by the mesh; see Fig. 11͑a͒ .
To control the speckle width, we use a filter F s ͑k x , k y ͒ in the Fourier space. To obtain the same statistical properties as the LIL beam, 41 we use a door function ⌸͑k x , k y ͒, which is equal to 1 for ͉͑k x ͉ , ͉k y ͉͒Յ D / ͑ 0 f͒; see Fig. 11͑b͒ ͑D is the quad beam width, 0 is the laser wavelength, and f is the focal length of the lens͒. In the LIL conditions, one obtains k x , k y Յ 1.0 m −1 ͑D = 0.9 m, f = 8 m, and 0 = 0.351 m͒. Then using the inverse Fourier transform ͓Fig. 11͑c͔͒, one obtains the final speckle pattern, E f ͑x,y͒ = F x,y −1 ͕F s ͑k x ,k y ͒F͓E͑x,y͔͖͒, ͑A2͒
where F x,y and F x,y −1 are the spatial Fourier and inverse Fourier transforms, respectively.
The randomized laser intensity distribution is characterized by the intensity correlation function, 42 ⌫ s ͑x,y͒ = ͗I͑X + x,Y + y͒I͑X,Y͒͘. ͑A3͒
The speckle radius is defined as the first zero of the correlation function ͓Fig. 11͑d͔͒. It is d Ӎ 3.1 m, which is consistent with the theoretical value d = 0 f / D.
Dynamic speckle pattern
The procedure described above generates one speckle pattern. One can also consider a temporal evolution by introducing the speckles lifetime. First we generate a randomly independent speckle pattern at each time step ͓Fig. 11͑e͔͒. The lifetime of a speckle is then equal to the time step. Then a spectral filter in the frequency domain ͓Fig 11͑f͔͒ is used, E͑t͒ = e i⌽͑t͒ ,F t ͑͒ = FE͑t͒. ͑A4͒
For the case of a phase modulation ⌽͑t͒ =2␤ sin͑ m t͒, ␤ is the modulation depth and m is the modulation frequency. For the LIL beams, ␤ =15 ͑at 0 = 0.351 m͒ and m = 14 GHz. An inverse Fourier transform is computed to obtain the final spacetime speckle pattern, E F ͑x , y , t͒, E F ͑x,y,t͒ = F t −1 ͕F t ͑͒F t ͓E͑x,y,t͔͖͒, ͑A5͒
where F t and F t −1 are the time Fourier and inverse Fourier transform, respectively. Figure 11͑g͒ shows the final spacetime intensity. The temporal correlation function ⌫ t ͑t͒ = ͗I͑T + t͒ I͑T͒͘ characterizes the speckle lifetime, i.e., the coherence time c ͓Fig. 11͑h͔͒. We define the c as the position of the first zero of the autocorrelation function ⌫ t ͑t͒. For the LIL case, c = 2.2 ps, which agrees with the theoretical value c Ӎ 1 / ͑2␤ m ͒. Moreover, to validate the calculations, we evaluated the instantaneous contrast to assure that it is near 100%.
