choices), the optimization program typically returns not one tree, but a set of hundreds or thousands of near-optimal or equally-optimal trees.
Traditionally, this rich and expensive dataset of optimal trees has been summarized with a single consensus tree and then thrown away. The consensus tree presents the features shared by all or most of the trees. If all the trees agree that a group of taxa have a common ancestor, a node corresponding to that common ancestor appears in the consensus tree. A consensus tree which is well resolved (that is, with many internal nodes, so that the tree is nearly binary) shows that the original data strongly support a single hypothesis about the evolutionary relationships of the taxa. If, on the other hand, the set of trees contains subsets which differ considerably from each other, the consensus tree of the whole set will contain very few internal nodes, all of high degree; in the extreme case, all of the taxa are connected to a single common ancestor and the consensus tree conveys no information. Our tool allows the biologist to interactively visualize and explore the whole set of trees, providing insight into the overall distribution and possible conflicting hypotheses.
We have also found that our system is useful for exploring sets which include non-optimal trees. In particular, biologists are interested in monitoring the computational search for optimal trees, to better understand the heuristics and perhaps to enable computational steering. Our tool can be used to visualize the search process, after-the-fact, as in Figure 2 ; we added coloring and animation features specifically for this application.
System Overview: As the visual interface, our tool provides two linked views of the data. The point-set view shows the overall distribution of trees. Each tree is represented as a point. The layout is computed using multidimensional scaling (MDS), a heuristic which places points so that the distances in the image reflect, as well as possible, the distances between the corresponding trees. We use a distance metric on trees which is related to the definition of the consensus tree, so that a set of points which are close together in the point-set view tends to have a consensus tree which is well-resolved. In many of the datasets we have examined, groups and clusters of trees in the point-set view produce well-resolved consensus trees.
The linked tree views are used to attach meaning to points or groups of points. When the user selects a single point, the corresponding tree is displayed. When a group of points is selected, the consensus tree is displayed. Selecting multiple points or groups allows for side-by-side comparison of the trees.
As an example, in Figure 1 , the fact that there are three distinct groups of trees is apparent. The consensus tree of the small selected set of trees, on the left, is much less re-solved than the tree on the right, belonging to the larger selected cluster, indicating that the larger cluster in some sense gives a more coherent evolutionary hypothesis.
Previous work: Our system is the first to address this application, but it includes existing elements from information visualization and computational biology.
Low-dimensional visualization of point-sets in highdimensional or other difficult metric spaces, in particular by using MDS, is a textbook technique [3] . We were particularly inspired by the interface in the general-purpose MDS tool Ú × [4] , which we used in initial experiments. Tree visualization is another central information visualization topic [15, 12] , although systematic biologists use specialized programs for drawing evolutionary trees [11, 13] . Linking of the two views, including the computation of consensus trees on the fly, was needed to convey the meaning of the distribution. A design based on multiple linked views, with interaction via brushing [2] , has worked well in other applications [9, 5] .
Since efficiency is essential, we use a linear-time algorithm due to Day [8] for computing consensus trees and inter-tree distances. To our knowledge ours is the first implementation. We use sampling to speed up MDS [6] . In combining these elements, we chose to integrate MDS into an existing platform for phylogenetic computation and visualization, rather than adding the computational biology elements to an existing general-purpose MDS tool such as Ú ×. We use the Å ×ÕÙ Ø platform [10] , which provides tree visualization and other application-specific functionality. More importantly, it makes our tool convenient for biologists to find and use.
System design decisions
We tried to choose elements in our design, such as the distance metric and consensus tree definition, which are familiar and meaningful to the biologists as well as computationally efficient.
Evolutionary Trees: The leaves of an evolutionary tree are always labeled with the taxa, and permuting the labels on a tree with fixed topology generally produces a very different evolutionary tree. Internal nodes-the hypothetical ancestors-are generally unlabeled. Evolutionary trees may be rooted or unrooted, and edges may be weighted (with positive weights) or unweighted. Order is unimportant; for example, for a node in a rooted tree, swapping the left and the right child does not change the tree.
Computational biologists find it useful to represent evolutionary trees in terms of bipartitions. Removing an edge e i from a tree separates the leaves on one side from the leaves on the other; this division of the leaves into two subsets is the bipartition b i associated with edge e i . An evolutionary tree is uniquely and completely represented by its set of bipartitions.
Consensus tree: Biologists define several kinds of consensus tree, including strict consensus, semi-strict consensus, and majority tree. Since we need to compute the consensus tree whenever the user brushes a new set of points, efficiency was our major decision criterion, and the strict consensus is the simplest to compute. The strict consensus tree of a set T of trees includes only those edges whose bipartitions are included in all the trees of T . The linear-time algorithm below computes the strict consensus tree in time Θ´nmµ, where n is the number of taxa and m is the number of trees. This is optimal since just reading m trees on n taxa requires Θ´nmµ time.
Metric on Trees:
There are several metrics on trees of interest to biologists; we use the Robinson-Foulds distance [14] (RF-distance). Like the strict consensus tree, RFdistance is defined in terms of bipartitions; hence trees close together with respect to RF-distance tend to have a wellresolved strict consensus tree. In addition, computing most alternative distances, such as nearest neighbor interchange distance (NNI) or tree bisection and reconnection distance (TBR), is NP-complete [7, 1] .
The RF-distance between two trees counts the number bipartitions that are not shared by the two trees:
The distance is normalized by n, the number of taxa. Since RF distance is a particular kind of Hamming distance, it is a metric.
Layout:
The point-set visualization is done with multidimensional scaling (MDS), a technique which takes a matrix of dissimilarities δ i j as input and produces a layout of points in a low-dimensional space IR k , attempting to make the the Euclidean interpoint distances d i j in the layout reflect the δ i j as well as possible. We currently lay out the point distribution only in IR 2 . The other option we considered is Principal Components Analysis (PCA), which computes a linear mapping of the points into the IR k . The mapping produced by PCA is guaranteed to minimize ∑ i j δ 2 i j d 2 i j . This tends to weight large dissimilarities more strongly than one might like. With MDS we are free to choose a more natural optimization function, so as to produce better layouts. We used the popular Stress or Kruskal-1 function [3] , which is equivalent to optimizing ∑ i j´δi j d i j µ 2 . The drawbacks of MDS are that it is slow and that it may get stuck in local minima.
Efficient algorithms
Efficiency is essential to a successful interactive experience. The three computational bottlenecks in our system are the computation of the inter-tree distance matrix, the layout of points using MDS and the computation of consensus trees in response to user queries. The brute-force algorithms for these problems are all Ω´n 2 µ; MDS is an iterative algorithm which is Θ´n 2 µ per iteration. We require interactive performance on sets of thousands of trees and hundreds of taxa. To achieve this, we implemented a linear-time algorithm from the computational biology literature for the distance matrix and consensus tree computation, and we used sampling to reduce the time per iteration of MDS.
Consensus trees:
The strict consensus tree for a set of n trees can be computed by finding the consensus tree T for the first two, finding the consensus tree of T and the third, and so on; hence we focus on finding the consensus tree for two trees. The brute-force algorithm represents the two trees by their sets of bipartitions and compares the two sets. Although there are only a linear number of bipartitions in each tree, writing down a bipartition in the obvious way requires Θ´nµ time, so overall the brute-force approach requires Θ´n 2 µ time. Day's linear-time algorithm [8] improves on this by using a sufficiently specific constant-size representation for bipartitions. We first index the taxa based on their order in a traversal of the first tree. A subtree corresponding to a bipartition is then represented by the minimum index i min and maximum index i max contained in the subtree, as well as the number of leaves l in the subtree. For a bipartion in the first tree, l i max i min · 1, so it is the only bipartition given this representation. Representations for which l i max i min · 1 may be used by many possible bipartitions, but no such bipartition can belong to the consensus tree since it cannot belong to the first tree. Given this representation, the algorithm is simply to store the bipartitions of the first tree in a dictionary, and look up the bipartitions of the other tree.
Distance computation:
The algorithm for computing the RF-distance between two trees is very similar. Since we need to compute the distances between all pairs of trees in the input set, we can arrange for some additional efficiencies. The dictionary for each tree is computed only once, and each tree needs to compute its distance only to trees following it in the file. Nonetheless, computing the distance matrix, which is done once on start-up, requires O´nm 2 µ time, for m trees and n taxa.
Linear-iteration MDS:
Each iteration of MDS adjusts each point's position slightly in a direction that decreases the layout's stress, requiring Θ´n 2 µ time.
Our approach to scaling up the algorithm is to optimize the low-dimensional layout with respect to only a fixed-size subset of the interpoint dissimilarities, on the assumption that the full dissimilarity matrix is generally very redundant. Certainly on our data, the layouts we computed based on a subset of dissimilarities resembled those computed using all the distances, e.g. in Figure 3 . We tried several ways of selecting this subset of dissimilarities. The simplest was to select a random subset of the points as an anchor set Ψ, so that only dissimilarities d i j : p i ¾ Ψ are considered. A second method takes into account only the k largest and k smallest dissimilarities involving each point, for some fixed k. With this method, the layout's overall structure is outlined by the large dissimilarities, and the the fine detail of each point's position is determined by its near neighbors. Our third method, similar to that of [6] , uses all the dissimilarities among points in the anchor set as well as the biggest and smallest dissimilarities for each of the rest of the points. In addition, membership in the anchor set is reassigned randomly for each new iteration of MDS, so that over time all dissimilarities among points are eventually taken into account.
We evaluated the performance of these different sampling methods by comparing the layouts they generated against those produced by the original MDS algorithm. We looked at both the increase in stress for the sampled-MDS layouts as well as the degree to which they were distorted with respect to the full-MDS layouts, where we define distortion as the average error in inter-point distances between two layouts: ∑ i j d 1 i j d 2 i j , divided by n´n 1µ 2, the number of interpoint distances. Of our three sampling techniques, we found that the third method gives the best tradeoff between layout quality and the speed of MDS. On the left, a layout given by normal MDS, using all of the interpoint dissimilarities at each iteration. On the right, the same points are arranged using only the dissimilarities involving a randomly selected anchor set of 100 out of the 1000 points. This layout is distorted but can be computed more quickly.
