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ABSTRACT
FIFO is perhaps the simplest scheduling discipline. For
single-class FIFO, its delay performance has been exten-
sively studied: The well-known results include an upper
bound on the tail of waiting time distribution for GI/GI/1
by Kingman [1] and a deterministic delay bound for D/D/1
by Cruz [2]. However, for multiclass FIFO, few such results
are available. To bridge the gap, we prove delay bounds
for multiclass FIFO in this work, considering both deter-
ministic and stochastic cases. Specifically, delay bounds are
presented for multiclass D/D/1, GI/GI/1 and G/G/1. In
addition, examples are provided for several basic settings
to demonstrate the obtained bounds in more explicit forms,
which are also compared with simulation results.
1. INTRODUCTION
Multiclass FIFO refers to the scheduling discipline where
customers are served in the first-in-first-out (FIFO) man-
ner and the services required by different classes may differ.
Compared to single-class FIFO where all customers typi-
cally have the same service requirements, multiclass FIFO
is more general, providing a more natural way to model
the system for scenarios where the service requirements of
customers from different classes may differ. One example is
downlink-sharing in wireless networks, where a wireless base
station, shared by multiple users, sends packets to them in
the FIFO manner. Since the characteristics of the wire-
less channel seen by these users may differ, the data rates
to them may also be different. Another example is input-
queueing on a switch, where packets are FIFO-queued at the
input port before being forwarded to the output ports that
pick packets from the FIFO queue and serve at possibly dif-
ferent rates. A third example is video conferencing, where
the video part stream and the audio part stream have highly
different characteristics. However, the two streams are syn-
chronized when they are generated. In addition, inside the
network, they may share the same FIFO queues, e.g. in
network interface cards and in switches.
Surprisingly, while there are a lot of results for single-
class FIFO, few such results exist for multicalss FIFO. The
existing results for multiclass FIFO are mostly under the
classic queueing theory (e.g. [3]). However, those available
results are rather limited and their focus has been mainly
on the queue stability condition. In the context of input-
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queueing in packet-switched systems, multiclass FIFO has
also been studied (e.g. [4]). However, in these studies, the
focus has been on the throughput of the switch, assuming
saturated traffic on each input port. None of these studies
has focused on the delay performance of multiclass FIFO.
In terms of delay bounds for FIFO, available results are
almost all for single-class FIFO. Among them are the two
well-known delay bound results: one by Kingman [1] for
the stochastic case GI/GI/1, and one by Cruz [2] for the
deterministic case D/D/1. For other or more general ar-
rival and service processes, various delay bounds have also
been derived, mainly in the context of network calculus (e.g.
[5][6][7]). In particular, for some multiclass settings studied
in this work, analytical bounds on their single-class coun-
terparts can be found in the literature (e.g. [8][9]). With
those results, one might expect that they could be readily or
easily extended to multi-class FIFO. Unfortunately, such an
extension is surprisingly difficult and a direct extension may
result in rather limited applicability of the obtained results.
This work is devoted, as an initial try, to bridging the gap.
The focus is on finding bounds (or approximations) for the
tail distribution of delay or waiting time in multiclass FIFO.
The rest is organized as follows. In Section 2, the difficul-
ties in extending or applying single-class FIFO delay bound
results to multiclass FIFO are first discussed, using the two
well-known delay bounds as examples. Then in Section 3,
we prove delay bounds for multiclass FIFO, considering both
deterministic and stochastic cases. Specifically, delay anal-
ysis is performed and delay bounds are derived for D/D/1,
GI/GI/1 and G/G/1, all under multiclass FIFO. In Section
4, examples are further provided for several basic settings
to demonstrate the obtained bounds in more explicit forms
and compare the obtained bounds with simulation results.
2. DIFFICULTIES
Below we use the Kingman’s bound and the Cruz’s bound
as examples to discuss the difficulties or limitations in ap-
plying the single-class delay bounds to multiclass FIFO.
2.1 Kingman’s Bound
For a GI/GI/1 queue, the following delay bound on wait-
ing time by Kingman [1] is well-known:
P{W ≥ τ} ≤ e−ϑτ (1)
where W denotes the steady-state waiting time in queue,
ϑ = sup{θ > 0 :MY (1)−X(1)(θ) < 1}
with X(1) being the interarrival time and Y (1) the service
time of a customer, and MZ(θ) denotes the moment gener-
ating function of random variable Z, i.e., MZ(θ) ≡ E[e
θZ ].
The i.i.d. condition on interarrival times and the i.i.d.
condition on service times imply that the bound (1) is mostly
applicable only for single-class FIFO. Extending it or di-
rectly applying it to multiclass FIFO can be difficult. For
example, for a multiclass FIFO system, even under that the
two i.i.d. conditions hold for each class, the applicability of
(1) may still be limited due to three main reasons:
• For the aggregate of all classes, the two i.i.d. condi-
tions for the aggregate may not hold. For example, for
a two-class system with one class being M/M and the
other being D/D, the i.i.d. conditions, particularly
the identical part, for the aggregate do not hold.
• There are cases where, even though within each class,
customers are independent, there is dependence be-
tween classes. For example, in video conferencing, the
video stream and the audio stream are synchronized
when generated. As a result, the independent part of
the i.i.d. condition, for the aggregate, may not be met.
• For cases where the two i.i.d. conditions for the ag-
gregate also hold, it can still be challenging to find
the probability distribution or characteristic functions
of the interarrival times and the service times of the
aggregate class of customers, which are needed by (1).
We remark that the above reasons also make other related
single-class results (e.g. [8][9]), which rely on similar i.i.d.
conditions, difficult to apply to multiclass FIFO.
2.2 Cruz’s Bound
For a D/D/1 system in communication networks, the fol-
lowing delay bound was initially shown by Cruz [2]
D ≤
σ
C
(2)
where D denotes the system delay of any packet, C (in bps)
the service rate of the system, and σ (in bits) the traffic
burstiness parameter.
The conditions of the Cruz’s delay bound are r ≤ C and
that the input traffic during any time interval [s, s+ t], de-
noted as A(s, s+ t), for all s, t ≥ 0, is upper-constrained by
A(s, s+ t) ≤ r · t+ σ.
Unlike the Kingman’s bound, the Cruz’s bound may be
readily used for multiclass FIFO. To illustrate this, consider
a FIFO queue with N classes, where the traffic of each class
n is upper-constrained by An(s, s+ t) ≤ rn · t+ σn and the
service rate of the class is Cn with rn ≤ Cn.
Without difficulty, (2) can be extended to this multiclass
queue. Specifically, for the aggregate, there holds A(s, s +
t) ≡
∑
nAn(s, s + t) ≤
∑
n rn · t +
∑
n σn. Then, if there
holds ∑
n
rn ≤ min
n
{Cn},
the delay of any packet is upper-bounded by
D ≤
∑
n σn
minn{Cn}
.
Unfortunately, the condition
∑
n rn ≤ minn{Cn} can be
too restrictive, particularly when the service rates differ
much. As a result, the bound can be highly loose or even it
cannot be used due to that the condition to use the bound
is not met, as to be exemplified later in Section 4.
3. MAIN RESULTS
3.1 System Model and Notation
Consider a multiclass queueing system. There is only one
queue that is initially empty. Customers are served in the
FIFO manner. If multiple customers arrive at the same
time, the tie is broken arbitrarily. The size of the queue is
unlimited. The serving part of the system is characterized
by a work-conserving server.
There are N(≥ 1) classes of customers (e.g. packets in a
communication network). Let pjn denote the jth customer
of class n, with n ∈ [1, N ] and j = 1, 2, · · · . Each customer
pjn is characterized by a traffic parameter l
j
n that denotes
the amount of traffic (in the number counted on a defined
traffic unit, e.g. bits in the communication network setting)
carried by the customer. To customers of class n, the service
rate (in traffic units per second, e.g. bps - bits per second)
of the server is constant, denoted by Cn.
For each class n, let An(0, t) ≡ A(t) denote the amount of
traffic (in traffic units, e.g. bits) that arrives within the time
period [0, t), and An(s, t) ≡ An(t)−An(s) the traffic in [s, t).
For the aggregate traffic of all classes, A(s, t) ≡
∑
nAn(s, t)
and A(t) are similarly defined. Also for each class n, we use
λn to denote the average customer arrival rate and µn the
average customer service rate, and define ρn =
λn
µn
.
For any customer pjn, let a
j
n and d
j
n respectively denote
its arrival time and departure time. By convention, we let
a0n = d
0
n = 0. The delay in system of the customer is then
Djn = d
j
n − a
j
n, and the waiting time in queue is W
j
n =
Djn − l
j
n/Cn.
In addition, corresponding to the notation used in Section
2.1, we use Xn(j) to denote the interarrival time between
pj−1n and p
j
n, and Yn(j) the service time of p
j
n. By definition,
Xn(j) = a
j
n − a
j−1
n , for j = 1, 2, . . . , and Yn(j) = l
j
n/Cn. In
this paper, we assume that for each class n, the processes
Xn(j) and Yn(j) are both stationary. Then by definition,
we can also write λn = 1/E[Xn(1)], µn = 1/E[Yn(1)], and
ρn = E[Xn(1)]
−1E[Yn(1)].
Like single-class FIFO, the dynamics of the multiclass
FIFO system are also described by, for all j = 1, 2, . . . ,
dj = max(aj , dj−1) + lj/Cj (3)
where j = 1, 2, . . . denotes the aggregate sequence of all cus-
tomers ordered according to their arrival times, and pj , aj , dj , lj
and Cj respectively denote the jth customer in this ordered
aggregate sequence, its arrival time, departure time, carried
traffic amount and received service rate. Similarly, we de-
note the delay of pj as Dj = dj − aj , and its waiting time
in queue as W j = Dj − lj/Cj .
3.2 Delay Bound for Multiclass D/D/1
Suppose that the traffic of each class n is constrained by
An(s, s + t) ≤ rnt + σn for all s, t ≥ 0. For this multiclass
D/D/1 queue, we have:
Theorem 1. If
∑
n
rn
Cn
≤ 1, the delay of any customer
pj is bounded by:
Dj ≤
∑
n
σn
Cn
(4)
and the delay bound is tight.
Proof. For any pj , there exists some time t0 that starts
the busy period where it is in. Note that such a busy period
always exists, since in the extreme case, the period is only
the service time period of pj and in this case, t0 = aj .
Since the system is work-conserving, it is busy with serv-
ing customers in [t0, dj ]. So, dj = t0 +
∑N
n=1 Yn(t
0, dj),
where Yn(t
0, dj) denotes the total service time of class n
customers that are served in [t0, dj ]. Because of FIFO and
that the system is empty at t0−, Yn(t
0, dj) is hence lim-
ited by the amount of traffic that arrives in [t0, aj ], i.e.,
A(t0, aj+), where x− ≡ x − ǫ and x+ ≡ x + ǫ with ǫ → 0.
Specifically, Yn(t
0, dj) ≤
An(t
0,a
j
+)
Cn
, so we then have dj ≤
t0 +
∑N
n=1
An(t
0,a
j
+)
Cn
. Under the condition
∑N
n=1
rn
Cn
≤ 1,
we then obtain:
Dj ≤
N∑
n=1
An(t
0, aj+)
Cn
+ t0 − aj (5)
≤
N∑
n=1
rn · (a
j − t0) + σn
Cn
− (aj − t0) ≤
N∑
n=1
σn
Cn
where the second last step is due to the traffic constraint
and the last step is from
∑
n
rn
Cn
≤ 1 and aj ≥ t0.
Note that, for the system, consider that immidiately after
time 0, every traffic class generates a burst with size σn.
In this case, the customer in these bursts, which receives
service last, will experience delay
∑N
n=1
σn
Cn
that equals the
delay bound. So, the bound is tight.
3.3 Delay Bounds for Multiclass GI/GI/1
To assist proving results for the ordinary multiclassGI/GI/1
system, we first consider a discrete time counterpart of the
system, where time is indexed by t = 0, 1, 2, . . . . The length
of unit time is δ. The discrete time system becomes the
former by letting δ → 0.
In the discrete time system, depending on the length of
the unit time δ, it could happen that multiple customers ar-
rive at the same (discrete) time. Because of this, in addition
to waiting time, we introduce the concept of virtual waiting
time. The virtual waiting time at time t is defined to be the
time that a virtual customer, which arrives immediately be-
fore time t, would experience: All arrivals at t are excluded
in the calculation of the virtual waiting time at t.
More specifically, for any pj , the corresponding virtual
waiting time V j can be written as:
V j ≡ sup
0≤s≤aj
[
N∑
n=1
An(s, a
j)
Cn
− (aj − s)
]
. (6)
Note that the definition of virtual waiting time also applies
to continuous time systems. If in a (continuous time or
discrete time) system, there is at most one arrival at a time,
then V j equals W j , i.e. W j = V j .
For the discrete-time counterpart of multiclass GI/GI/1,
we have the following result. Its proof is in the Appendix.
Lemma 1. For the discrete time system, if there exists
small θ > 0 such that E[e
θ(
∑N
n=1
An(1)
Cn
−1)
] ≤ 1, then, for
any pj and for all such θ, the virtual waiting time at aj and
the delay of the customer are respectively bounded by,
P{V j ≥ τ} ≤ M∑
n
An(1)
Cn
−1
(θ)e−θτ (7)
P{Dj ≥ τ} ≤ 1− FA1(1)
C1
∗ · · · ∗ FAN (1)
CN
∗ FV (τ ) (8)
where FX denotes the CDF (or a lower bound on CDF) of
X, FV (τ ) ≡ 1 − M∑
n
An(1)
Cn
−1
(θ)e−θτ , and ∗ denotes the
convolution operation.
For Lemma 1, we highlight that, though in the term FA1(1)
C1
∗
· · ·∗FAN (1)
CN
of (8), the time index 1 is used, the term is actu-
ally contributed by concurrent arrivals of the considered pj ,
specifically by the total service time of all arrivals at time
aj , as shown in the proof. For the ordinary continuous time
multiclass FIFO system, if there is at most one customer
arrival at a time, the rest of this part disappears and the re-
maining is the contribution by the considered customer pj ,
which is the service time of pj . Now by letting δ → 0, the
following result immediately follows from Lemma 1.
Theorem 2. For a multiclass GI/GI/1 system with no
concurrent arrivals at any time, if there exists small θ > 0
such that E[e
θ(
∑N
n=1
An(1)
Cn
−1)
] ≤ 1, then, the waiting time
and delay of any customer pj are respectively bounded by,
P{W j ≥ τ} ≤ e−θ
∗τ (9)
P{Dj ≥ τ} ≤ 1− FY (j) ∗ FW (τ ) (10)
where FY (j) is the CDF (or a lower bound on CDF) of the
service time of the customer, FW = 1− e
−θ∗τ and
θ∗ = sup{θ > 0 : E[eθ(
∑
n
An(1)
Cn
−1)] ≤ 1}.
3.4 Delay Bounds for Multiclass G/G/1
As discussed in Section 2.1, when there are multiple classes,
even though the i.i.d. conditions may hold for each class,
such i.i.d. conditions do not necessarily carry over to be-
tween classes. As a consequence, Theorem 2 may not be ap-
plicable. To deal with this, we present the following bounds.
Theorem 3. Suppose the traffic of each class has gener-
alized Stochastically Bounded Burstiness (gSBB) [10] [11],
satisfying for some Rn > 0 and ∀t > 0,
P{ sup
0≤s≤t
[An(s, t)−Rn · (t− s)] > σ} ≤ F¯n(Rn, σ)
for all σ ≥ 0. Then, for ∀(R1, . . . , RN), under the condition∑
n
Rn
Cn
≤ 1,
the delay of any customer pj is bounded by (a.s.):
P{Dj > τ} ≤ inf
p1+···+pN=1
N∑
n=1
F¯n(Rn, pn · Cnτ )
and if the arrival processes of the N classes are independent
of each other, then the delay is bounded by (a.s.):
P{Dj > τ} ≤ 1− F1 ∗ · · · ∗ FN (Rn, Cnτ )
where Fn(Rn, Cnτ ) ≡ 1− F¯n(Rn, Cnτ ).
Proof. Following the proof of Theorem 1, we have ob-
tained (5). By applying
∑N
n=1
Rn
Cn
≤ 1 to (5), we further
obtain
Dj ≤
N∑
n=1
An(t
0, aj+)−Rn · (a
j − t0)
Cn
. (11)
Note that in (11), t0 is a random variable. Taking all
sample paths into consideration, with An(t
0, aj+)−Rn ·(a
j−
t0) ≤ sup0≤s≤aj [An(s, a
j
+)−Rn · (a
j − s)] , we get:
Dj ≤
N∑
n=1
sup0≤s≤aj [An(s, a
j
+)−Rn · (a
j − s)]
Cn
. (12)
Since the traffic of each class has gSBB, with simple ma-
nipulation on the definition and applying ǫ→ 0, we have,
P{
sup0≤s≤aj [An(s, a
j
+)−Rn · (a
j
+ − s)] +Rnǫ
Cn
> τ}
≤ F¯n(Rn, Cnτ ).
The theorem then follows from probability theory results on
sum of random variables.
We remark that it is easily verified that the determinis-
tic traffic model is a special case of the gSBB model with
F¯ (x) = 0 for all x ≥ σn and F¯ (x) = 1 otherwise. In addi-
tion, a wide range of traffic processes have been proved to
have gSBB [11].
4. EXAMPLES
To illustrate the obtained delay bounds, this section presents
examples for some basic settings, whose single-class counter-
parts have been extensively studied in the literature, with
more explicit expressions for the delay bounds. In addition,
the obtained bounds are compared with simulation results
and discussed.
4.1 Multiclass D/D/1
Consider a multiclass FIFO queue in a communication
network. Assume that there are two traffic classes, and for
each class, packets have constant size ln, which arrive peri-
odically with Xn being the period length.
It is easily verified that for each class, its traffic arrival
process satisfies An(s, t) ≤ rn · (t−s)+σn, with rn = ln/Xn
and σn = ln. Applying them to Theorem 1, a delay bound
is found as: If r1
C1
+ r2
C2
≤ 1, the delay of any packet satisfies:
D ≤
l1
C1
+
l2
C2
. (13)
To compare, recall the delay bound directly from single
class D/D/1 network calculus analysis discussed in Section
2.2, which is, if r1 + r2 ≤ min{C1, C2},
D ≤
l1 + l2
min{C1, C2}
. (14)
To illustrate the two bounds, Figure 1 is presented, where
two cases, Case 1 and Case 2, are considered. For Case
1, C1 = 20Mbps and C2 = 100Mbps; l1 = 100 bytes and
l2 = 1250 bytes; X1 = 0.1ms and X2 = 1ms. For Case 2,
the other settings are the same except that C1 = 10Mbps.
For both cases, r1 = 8Mbps and r2 = 10Mbps. It is easily
verified that while for both cases, the condition r1
C1
+ r2
C2
≤ 1
is satisfied, the condition r1+ r2 ≤ min{C1, C2} is only met
for Case 1.
Figure 1 shows that, for both cases, the bound by Theo-
rem 1 is not only able to bound the delays of all simulated
packets but also tight, i.e., some packets can indeed experi-
ence delay equal to the bound. However, (14) can be highly
conservative as shown by Figure 1(a) for Case 1, and may
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even not be applicable (N.A.) due to that its required con-
dition is not met as indicated by Figure 1(b) for Case 2.
4.2 Multiclass GI/GI/1
In this subsection, we give two examples for multiclass
GI/GI/1, which are multiclassM/D/1 and multiclassM/M/1.
In both examples, customers of each class arrive according
to a Poisson process with average interarrival time Xn. In
addition, customers of the same class have the same ex-
pected service time Yn. However, while for M/M/1, the
service time of each customer is exponentially distributed,
it is constant for M/D/1.
Similar to the D/D/1 example, for each of them, we try
to give an expression for the tail of delay / waiting time in
a closed-form format to help the use of the related bounds.
In particular, we have the following corollaries, for which we
assume the stability condition is met, i.e. ρ ≡
∑
n
rn
Cn
< 1.
Their proofs are included in the Appendix.
Corollary 1. For multiclass M/D/1, if all classes are
independent, then for any customer pjn, its waiting time sat-
isfies: P{W jn > τ} ≤ e
−θ∗τ with
θ∗ = sup{θ > 0 :
∑
n
λn(e
θYn − 1)− θ ≤ 0} (15)
an approximation of which is
θ∗ = 2(1− ρ)τ/(
N∑
n=1
X−1n Y
2
n ). (16)
Corollary 2. For multiclass M/M/1, if all classes are
independent, then for any customer pjn, its waiting time sat-
isfies P{W jn > τ} ≤ e
−θ∗τ with
θ∗ = sup{0 < θ < min
n
µn :
∑
n
λn
µn − θ
≤ 1} (17)
an approximation of which is
θ∗ = (1− ρ)τ/(
N∑
n=1
X−1n Y
2
n ). (18)
We remark that, with the bound on waiting time, a bound
on delay can be easily obtained, e.g. for M/D/1, P{Djn >
Yn + τ} = P{W
j
n > τ}. In addition, we remark that the
single class version of the bounds in the above two corollaries
resemble closely with the literature approximations for tail
of delay / waiting time distribution in single class M/G/1,
e.g., (2.9), (2.124) and (2.143) in [12].
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To illustrate the bounds, Figure 2 is presented, where two
cases, Case 3 and Case 4, are respectively considered. For
Case 3, the other settings are the same as for Case 2, except
that packets of each class arrive according to an independent
Poisson process, i.e. Case 3 is multiclass M/D/1. For Case
4, the other settings are the same as for Case 3, except
that the traffic of each packet results in an exponentially
distributed service time, i.e. Case 4 is multiclass M/M/1.
In Figure 2(a), the delay CCDF simulation results of the
1st, the 10th and the 100th packet of Class 1, are included,
in addition to the steady state delay CCDF and the analyt-
ical bound. Figure 2(a) shows that the delays of packets are
stochastically increasing as the packet number goes higher
and they converge to the steady state distribution. This
is as expected and it is a proven phenomenon for single-
class FIFO (e.g. [12]). For this reason, in later figures, only
steady-state delay or waiting time distribution will be fo-
cused. In Figure 2(b), the curves are for Class 2, which
include the simulated steady-state waiting time CCDF, the
analytical bound based on (17) and the approximate ana-
lytical bound (18).
Figure 2 shows that the analytical bounds are fairly tight
and provide good approximations of the corresponding steady-
state delay CCDF for both cases.
4.3 Multiclass G/G/1
In this subsection, we consider two examples where, even
though within each class, the interarrival times and the ser-
vice times are still respectively i.i.d., the overall FIFO sys-
tem no more has i.i.d. interarrival times or i.i.d. service
times. To ease expression, only two classes are considered.
Corresponding to the two examples are Case 5 and Case 6.
The settings of Case 5 are the same as Case 3 except that
some dependence1 is introduced in the two Poisson arrival
processes. To denote this case, we use M∗/D/1, where ∗
indicates that some dependence exists among classes.
In Case 6, Class 1 has the same settings of Class 1 in Case
2, while Class 2 has the same settings of Class 2 in Case 4.
In other words, the system has two classes, where one is
D/D and the other is M/M . In Figure 3, we denote the
system by DM/DM/1. As discussed in Section 2.1, in this
DM/DM/1system, customers do not identical service time
distribution.
For the two cases, the following corollaries are obtained by
directly applying Theorem 3 with the characteristics of the
corresponding processes. The detailed proofs are omitted.
1The same series of pseudo random numbers have been used
in generating the interarrival times for both classes.
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Corollary 3. For the M∗/D/1 example, we have for
any customer pjn,
P{W jn > τ} / Ne
−θ∗τ/N . (19)
with θ∗ as shown in (16).
Corollary 4. For the DM/DM/1 example, we have for
any customer pj1,
P{W j1 > τ} ≤ e
−(µ2−
λ2
1−ρ1
)τ
, (20)
and for any customer pj2
P{W j2 − Y1 > τ} ≤ e
−(µ2−
λ2
1−ρ1
)τ
. (21)
To illustrate the two bounds in Corollary 3 and Corol-
lary 4, Figure 3 presents results for the two cases, both for
Class 2. Figure 3(a) indicates that when there is dependence
between the two classes, the analytical bound assuming in-
dependent classes is no more an upper-bound. However, the
general analytical bound (19) holds, even though there is
a noticeable gap from the actual distribution. Note that
the general bound holds for any possible dependence struc-
ture between the classes. By making use of the dependence
information in the analysis, the analytical bound could be
improved, but this is out of the scope of the present paper
and we leave it for future investigation.
Figure 3(b) indicates an interesting phenomenon, which
is that the (steady state) waiting time distributions of the
two classes are different. Note that, here, the waiting time
distribution has been intentionally used. In Case 3 - Case 5,
where both classes have Poisson arrivals, the waiting time
distribution is the same for both classes. However, in Case
6, while Class 2 still has Poisson arrivals, Class 1 has peri-
odic arrivals. This arrival process difference results in the
waiting time distribution difference: The waiting time ob-
served by a Poisson inspector is different from that by a
periodic inspector. Nevertheless, the bounds (20) and (21)
are valid and are fairly good. Though improvement might
be further made, the bounds provide an initial step towards
the analysis of similar problems.
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APPENDIX
A. PROOF OF LEMMA 1
Our starting point is (5). From (5) and following the
same argument as for (12), the following inequality is readily
obtained, which holds for all sample paths:
Dj ≤ sup
0≤s≤aj
[
N∑
n=1
An(s, a
j
+)
Cn
− (aj − s)
]
(22)
= V j +
N∑
n=1
An(a
j , aj+)
Cn
(23)
Define Z(k) = e
θ[
∑N
n=1
An(a
j−k,aj)
Cn
−k]
, k = 1, 2, . . . , aj ,
where θ > 0 is a constant. Then, under the condition
E[e
θ(
∑N
n=1
An(1)
Cn
−1)
] ≤ 1, it can be proved that {Z(k)} forms
a supermartingale. We now have,
P{V j > τ} = P{eθV
j
> eθτ}
≤ P{e
θ sup
s≤aj
[
∑N
n=1
An(s,a
j)
Cn
−(aj−s)
] > eθτ}
= P{ sup
1≤k≤aj
Z(k) > eθτ}
≤ E[Z(1)]e−θτ (24)
where the last step follows from the Doob’s maximal inequal-
ity for supermartingale. SinceE[Z(1)] = E[e
θ(
∑N
n=1
An(1)
Cn
−1)
] ≡
MAn(1)
Cn
−1
(θ), the first part is proved.
For the second part, since V j and An(a
j ,aj+1)
Cn
, n = 1, · · · , N ,
are independent, it follows from elementary probability the-
ory results on sum of independent random variables and that
An(a
j , aj+) ≤ An(a
j , aj + 1) =st An(1).
B. PROOF OF COROLLARY 1
Note that, An(1) is a compound Poisson process with
An(1) =
∑Nn(1)
i=1 l
i
n = Nn(1) × ln, where Nn(1) denotes the
number of Class n packets that arrive within a unit time.
In addition, since Cn is constant, we can write
An(1)
Cn
=
Nn(1)×
ln
Cn
, which is also a compound Poisson with MGF:
E[e
θ
An(1)
Cn ] = eλn(e
θln/Cn−1).
Then, M∑
n
An(1)
Cn
−1
= e
∑
n λn(e
θln/Cn−1)−θ , which implies
that solving M∑
n
An(1)
Cn
−1
≤ 1 to get θ is equivalent to find-
ing θ from: ∑
n
λn(e
θln/Cn − 1)− θ ≤ 0 (25)
which proves the first part.
With eθln/Cn ≈ 1 + θln/Cn +
1
2
θ2(ln/Cn)
2 from Taylor
expansion and θ > 0, (25) can be rewritten as
θ
∑
n
λnYn +
θ2
2
∑
n
λnY
2
n − θ ≤ 0.
Since θ > 0, ρ =
∑
n λnYn and λn = X
−1
n , we then get
θ / 2(1− ρ)/(
N∑
n=1
X−1n Y
2
n ).
Taking θ∗ = 2(1−ρ)/(
∑N
n=1X
−1
n Y
2
n ), the 2nd part is proved.
C. PROOF OF COROLLARY 2
Note that, An(1) is again a compound Poisson process
with An(1) =
∑Nn(1)
i=1 Yn(i) and similarly, An(1)/Cn is also
a compound Poisson. Since each Yn(i) = l
i
n/Cn has expo-
nential distribution, the MGF of An(1) can be written as,
with 0 < θ ≤ minn µn,
E[eθAn(1)/Cn ] = e
λn
µn−θ
θ .
Then, solving M∑
n
An(1)
Cn
−1
≤ 1 to get θ is equivalent to
finding θ from:
∑
n(
λn
µn−θ
θ)− θ ≤ 0 and with simple manip-
ulation, it becomes
∑
n
λn
µn − θ
≤ 1. (26)
which proves the first part.
While (26) looks neat, finding an explicit expression for
θ is not easy. In the following, we adopt an approximation
approach. In particular,
λn
µn − θ
=
ρn
1− θ/µn
≈ ρn(1 + θ/µn)
applying which to (26) gives ρ+ θ
∑
n
ρn
µn
/ 1 i.e.,
θ / (1− ρ)/(
N∑
n=1
X−1n Y
2
n )
since µn = Y
−1
n and λn = X
−1
n . Then taking θ
∗ = (1 −
ρ)/(
∑N
n=1X
−1
n Y
2
n ), the 2nd part is proved.
D. PROOF OF COROLLARY 3
Our starting point is (12). Without loss of generality,
suppose pj is a customer of class n. Due to also that all
customers of the same class have the same service time Yn
and that at time aj+, there is only one arrival that is p
j and
hence W j = Dj − Yn, we now have
W j ≤
N∑
n=1
sup0≤s≤aj [An(s, a
j
+)−Rn · (a
j − s)]
Cn
− Yn
=
N∑
n=1
sup0≤s≤aj [An(s, a
j)−Rn · (a
j − s)]
Cn
(27)
The right hand side of (27) has N items. Denote each as
W˜ jn =
sup0≤s≤aj [An(s, a
j)−Rn · (a
j − s)]
Cn
. (28)
Following the proof of the first part of Theorem 3, we have
the following inequality that holds without any assumption
on the potential dependence condition among classes,
P{W j > τ} ≤ inf∑
n pn=1
∑
n
P{W˜ jn > pn · τ} (29)
We highlight that (28) has a form similar to (6). Then
following the same approach as for the proof of Lemma 1
and Theorem 2, we can get:
P{W˜ jn ≥ τ} ≤ e
−θ∗ωn
·τ
where ωn ≡
Rn
Cn
, and θ∗ωn is the solution of
E[e
θ(
A(1)
Cn
−ωn)] = 1.
For M/D, using similar approximation as for Corollary 1,
θ∗ωn = 2(ωn − ρn)/(X
−1
n Y
2
n ). (30)
Finding the solution for (ω1, . . . , ωN ) from
2(ω1 − ρ1)/(X
−1
1 Y
2
1 ) = · · · = 2(ωN − ρN )/(X
−1
N Y
2
N).
under the conditions ωn ≤ ρn and
∑
n ωn ≤ 1, the resul-
tant θ∗ωn becomes θ
∗. Finally, (19) is obtained by directly
applying the resultant P{W˜ jn > τ} to (29).
E. PROOF OF COROLLARY 4
If pj belongs to Class 2, we can start also from (12). Fol-
lowing the same argument of (27), we get
W j ≤
N∑
n=1
sup0≤s≤aj [An(s, a
j)−Rn · (a
j − s)]
Cn
. (31)
Note that for Class 1, its customers arrive at Y1, 2Y1, 3Y1, . . . ,
so, for any time period [s, t], A1(s, t) ≤ r1 · (t− s) + l1, ap-
plying which to (27), together with letting R1 = r1, gives:
W j ≤
sup0≤s≤aj [A2(s, a
j)−R2 · (a
j − s)]
C2
+
l1
C1
.
Letting R2 = (1−
R1
C1
)C2 = (1− ρ1)C2, we have
W j − Y1 ≤ sup
0≤s≤aj
[
A2(s, a
j)
C2
− (1− ρ1) · (a
j − s)](32)
Following the same approach, a bound on W j−Y1 can be
found as
P{W j − Y1 ≥ τ} ≤ e
−θ∗τ
where θ∗ is the maximum θ satisfying
E[eθA2(1)/C2−(1−ρ1)] ≤ 1.
Since Class 2 is M/M , applying it to A2(1)/C2 gives
λ2
µ2 − θ
− (1− ρ1) ≤ 0
from which, we can further get θ∗ = µ2 − λ2/(1− ρ1).
However, if pj belongs to Class 1, we can start from (5)
and apply A1(s, t) ≤ r1 · (t− s) + l1 to it directly. What we
then get is:
Dj ≤
2∑
n=1
An(t
0, aj+)
Cn
+ t0 − aj (33)
≤
r1 · (a
j − t0) + l1
C1
+
A2(t
0, aj+)
C2
− (aj − t0)
=
A2(t
0, aj+)
C2
− (1− ρ1)(a
j − t0) +
l1
C1
≤ sup
0≤s≤aj
[
A2(s, a
j)
C2
− (1− ρ1) · (a
j − s)] +
l1
C1
.
Since pj belongs to Class 1, the above then gives
W j ≤ sup
0≤s≤aj
[
A2(s, a
j)
C2
− (1− ρ1) · (a
j − s)]. (34)
Comparing (34) with (32), one can see the only differ-
ence is the Y1 term on the left hand side of (32). Following
the same approach, the waiting time distribution bound for
Class 1 is obtained.
