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Abstract
This review article provides a pedagogical introduction into various classes of chiral
string compactifications to four dimensions with D-branes and fluxes. The main con-
cern is to provide all necessary technical tools to explicitly construct four-dimensional
orientifold vacua, with the final aim to come as close as possible to the supersymmetric
Standard Model. Furthermore, we outline the available methods to derive the resulting
four-dimensional effective action. Finally, we summarize recent attempts to address the
string vacuum problem via the statistical approach to D-brane models.
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1 INTRODUCTION
The history of theoretical particle physics has been extremely successful. Based on
the principles of quantum mechanics and its relativistic generalization in the form of
quantum field theory a unified framework could be developed over the second half of
the twentieth century allowing the prediction of many experimental data with amazing
precision. In the so-called electro-weak Standard Model (SM) of particle physics the
fundamental particles, the quarks, leptons and the Higgs scalar, interact via three types
of gauge interactions, namely the strong, the weak and the electromagnetic interaction.
The fermionic matter particles come in three identical copies which only differ by their
mass. The third family is hierarchically heavier than the first two1. All stable particles
we observe in our universe consist only of fermions from the first and lightest family.
The only ingredient of the SM not yet detected experimentally is the Higgs particle, a
scalar boson that triggers spontaneous gauge symmetry breaking at the electro-weak
scale by a vacuum expectation value and gives masses to the gauge bosons of the weak
interactions as well as to all the matter fields.
Given the fact that the SM is very powerful in explaining a surprisingly large num-
ber of independent experimental data, one may still feel not quite satisfied with a purely
phenomenological approach. From a more conceptual point of view we do not know
the principles which fix the numerical parameters that define the Lagrangian of the SM
to the values they have in our universe. In the SM Lagrangian they appear simply as
free parameters like coupling constants and mixing angles which we fix a posteriori by
observation. Is it possible to actually calculate their values at some higher scale from a
more fundamental theory?2 Moreover, the choice we make when we single out the field
theory to describe particle interactions involves an even larger degree of arbitrariness.
The SU(3)× SU(2)× U(1)Y gauge invariant and renormalizable Lagrangian with the
given matter spectrum of quarks and leptons in three generations is just one specific
model out of the infinite class of possible local quantum field theories. Beyond these
issues of arbitrary choices there is also the question of naturalness. On a technical
level, it refers to the necessity of fine-tuning tree-level parameters to accommodate for
experimentally acceptable values given the size of the perturbative quantum correc-
tions. This reasoning has motivated most of the explicit models for extensions of the
SM.
1If this also holds for the neutrino member remains to be seen.
2One would still need to evolve the values to the electro-weak scale by renormalization group
running.
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Any truly fundamental theory should somehow be able to incorporate quantum
gravity at very high energies. But despite all the successes of the SM it does not
seem to be a good candidate for a complete theory of elementary particle physics
simply because gravity does not appear to fit into the framework of perturbative local
quantum field theories in any obvious way. Trying to quantize Einstein’s theory of
general relativity perturbatively around a flat background one encounters infinities in
the resulting Feynman diagrams, that cannot be cured by the usual renormalization
procedure.
Adding up the evidence, the SM together with classical general relativity appears
to be an excellent field theory to describe our universe up to the electro-weak energy
scale of 100GeV. In a way, it works much better than we may have expected and until
to date has needed only very minor modifications to explain all the low energy data3.
On the other hand, the SM is unsatisfactory from the perspective of searching for a
fundamental theory. So we expect new physics, i.e. new particles, new interactions, or
other new effects, at energies only little beyond the 100GeV threshold, at most two
orders of magnitude above it. The SM is thus expected to be only an effective theory.
The motivation for this expectation does not only follow from the theoretical rea-
soning but also from recent cosmological observations. From the analysis of supernovae
at large red shifts and the recent precision measurement of the temperature fluctua-
tions in the cosmic microwave background radiation, a cosmological standard scenario
has been derived. It implies that roughly 70% of the current energy density in the
universe consists in a form of dark energy that basically behaves like a cosmological
constant Λ, and that 26% come in the form of an unknown kind of dark matter. The
rest is accounted for by ordinary particles, i.e. mostly baryons. The most appealing
version of this model is then known as ΛCDM, the cosmological constant Λ together
with cold dark matter. There is no straightforward realization of such a scenario within
the SM, in particular due to the lack of a candidate particle species to serve as cold
dark matter4. Beyond that, there are various other problems which do not find good
answers within the SM, such the issue of baryogenesis which requires a strong first
order phase transition not found in the SM.
Another widely accepted, but still more speculative ingredient of the standard cos-
mology is the paradigm of inflation. It says that in a rather early period of its evolution
3Such a statement depends on what may still be counted as part of the SM and what is considered
an extension. An example would be the addition of right-handed neutrinos and Majorana neutrino
masses.
4Neutrinos lead to hot dark matter.
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our universe has undergone a phase of accelerated expansion. In the simplest scenarios
this could have been triggered by the vacuum energy of an unidentified scalar field,
the so-called inflaton. The only scalar that exists in the SM is the Higgs scalar, and
it does not seem to be a reasonable inflaton candidate. All this shows that there must
be physics beyond the SM.
One candidate for the new physics at the TeV scale, mainly motivated by the nat-
uralness problem of the SM, is a supersymmetric quantum field theory that includes
the SM particles as a subset. In its simplest form it assumes for each known elemen-
tary particle the existence of a superpartner with the opposite spin-statistics, i.e. the
fermionic quarks and leptons have bosonic scalar partners called squarks and sleptons
(s for scalar), and the gauge bosons have fermionic partners, the gauginos. The Higgs
scalar would come with a fermionic partner as well, a higgsino5. This model is called the
minimal supersymmetric extension of the SM, the MSSM. One of its solid prediction is
that the mass of the lightest neutral Higgs scalar should be around the weak scale, at
least not heavier than, say, 150GeV6. Supersymmetric field theories provide a potential
candidate particle species to serve as dark matter, namely the lightest supersymmetric
particle (LSP). Assuming a plausible discrete symmetry called R-parity this particle
is absolutely stable. Within the MSSM a very attractive concrete possibility for the
LSP is the lightest neutral fermion among the superpartners, the lightest neutralino,
which could produce just the right amount of cold dark matter, given favorable choices
of parameters.
Since we do not observe the superpartners directly, supersymmetry has to be bro-
ken at low energies. In order not to spoil the original motivation, the breaking has to
be “soft”. One option to achieve this is to start from an extended model with more
fields in a so-called hidden sector which then undergoes spontaneous supersymmetry
breaking. Integrating out the extra fields leads to soft breaking in the visible sector,
ideally the MSSM. An example is the minimal supergravity model (mSUGRA) with
spontaneous supersymmetry breaking at an intermediate scale 1011−1013GeV which is
communicated to the MSSM by gravitational interactions only, leading to an effective
breaking scale just around a TeV. To parameterize the Lagrangian of the MSSM in-
cluding these effects one has to add all the soft breaking terms to the supersymmetric
theory. This entire procedure introduces many new parameters into the model, partly
due to the supersymmetrization, partly due to the breaking of supersymmetry. Even-
5As is very well known, anomaly considerations force the doubling of scalar degrees of freedom,
such that the minimal extension of the SM has two complex Higgs scalars instead of only one, two
charged real scalars and two neutral real scalars.
6Further extensions of the Higgs sector of the MSSM allow one to weaken this bound.
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tually, they would need to be determined by experiments, a formidable task beyond
any present plans for future experiments. However, if supersymmetry in form of the
MSSM is realized at all will be tested at the large hadron collider (LHC).
Eventually, it might turn out that a supersymmetric generalization of the SM, which
is still a local quantum field theory, indeed pushes our understanding of elementary
particle physics many orders of magnitude higher in energy, maybe even not far from to
the Planck scale of about 1019GeV where quantum effects of gravity become important.
But it does not solve any of the fundamental problems related to the shortcomings of
quantum field theories, in particular supersymmetric extensions of gravity, supergravity
theories, do not appear to be perturbatively renormalizable either. This may be related
to the extremely small value of the cosmological constant whose unnaturalness is not
cured by supersymmetry in the broken phase. In order to make progress in the direction
of reconciling quantum field theory with quantum gravity one has to give up one of
the implicit underlying assumptions. To take into account that space-time itself is
expected to fluctuate and deviate from the classical picture of smooth geometry at the
Planck scale, one can contemplate various approaches. For example, one may want
to change the smoothness of the space-time itself at small Planckian distance scales
and discretize in some manner. One might hope that for instance concepts like non-
commutative geometry, which assumes that the space-time coordinates do not commute
and instead obey an uncertainty principle, lead to a description of quantum gravity.
Whether such a formulation exist is not clear at the moment, though interesting first
results have been obtained. Similarly, the approach of loop quantum gravity leads to
a quantization of space-time at very small distances which may or may not lead to a
consistent theory of quantum gravity.
String theory starts from a rather different point of view. It postulates that the
fundamental objects in nature are not point-particles but one-dimensional strings, at
least this is the perturbative definition of the theory. Space-time itself together with
the fields of general relativity and quantum field theories are emergent phenomena
that arise as effective descriptions of string dynamics. Fundamental strings are of
finite length ℓs and thus cannot resolve distances smaller than ℓs, the string scale.
Below this scale, there is no meaning to the geometry of space-time in perturbative
string theory. String perturbation theory in fact means a quantum theory of small
fluctuations of elementary strings around a given background. At larger distances such
a theory is again described by an effective field theory, a quantum field theory plus
general relativity and potentially with supersymmetry built in. A priori, these are the
ingredients needed for a unified theory of all forces and particles.
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After its discovery thirty years ago, it became clear that this at first sight quite ad
hoc construction leads to many interesting consequences. By quantizing the fundamen-
tal string moving in a flat Minkowski space the first proponents of string theory realized
that strings live in more than four space-time dimensions and that the space-time only
becomes stable in the presence of supersymmetry. More specifically, closed strings
incorporate gravity and open strings potentially non-abelian gauge interactions. For
supersymmetric strings the critical space-time dimension turned out D = 10. More-
over, the perturbative expansion of superstring theory was argued to be finite, which
was shown explicitly up to two-loop order7. Nowadays superstring theory is considered
to be a very promising, if not the most successful, candidate for the fundamental unified
theory underlying particle physics and gravity, the theory of everything. Indeed, it is
very encouraging that such a simple idea in principle automatically incorporates all the
features we know of that a fundamental theory must have, such as local reparametriza-
tion invariance and non-abelian gauge symmetry, plus some other ingredients which
are maybe not equally essential, but which we still like, for instance supersymmetry
and extra dimensions.
Around 1995 it was realized that string theory is more complex and more general
than anticipated before. It not only contains strings as fundamental degrees of free-
dom, but also higher-dimensional objects called p-branes [1] (see [2, 3] for reviews).
These are not present in the perturbative spectrum, since their masses scale inversely
with the coupling constant. They are only relevant in the non-perturbative regime.
Moreover, supersymmetry was used to argue for certain duality relations between dif-
ferent string theories and different string backgrounds, essentially claiming that these
are only apparently different descriptions of identical physics. Everything eventually
pointed towards a yet unknown theory that unifies all known string theories, called
M-theory, with an eleven-dimensional effective description motivated by the maximal
dimension of supergravity. The various string theories in ten dimensions are considered
to be only perturbative limits of this M-theory. After all, this has also raised a number
of new questions that need to be answered in order to make a completely convincing
case that string theory is really the fundamental theory we are longing for. We still
have no conclusive idea about the mathematical framework in which to formulate the
quantum theory in eleven dimensions.
The problem of much more practical urgency on the contrary is to relate the higher-
7This means that individual loop diagrams are free of ultra-violet (UV) divergences. It does not
say anything about the convergence of the perturbation series and does not claim that perturbative
string theory is complete by itself.
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dimensional theories to our macroscopic four-dimensional universe, and to the experi-
ments we are planning to perform in the near future. This review article is concerned
with recent progress in improving our understanding in this respect, we concentrate on
what is called string phenomenology.
To make contact with four-dimensional physics starting from ten dimensions, we
have to explain what happens to the other six dimensions. Performing a dimensional
reduction in the spirit of Kaluza-Klein (KK) field theories, one studies string theories
on a compact six-dimensional internal space of very tiny dimensions. Our visible world
would effectively be four-dimensional. Among the infinite towers of KK states that
follow from the expansion of the higher-dimensional fields one only keeps the states
of lowest mass. All excitations along the internal space have masses which are para-
metrically given by the compactification scale 1/R, R being the average linear scale of
the internal space, the radius. If this is small enough only massless modes will be of
direct phenomenological relevance8. Such a description in principle allows to determine
at least the classical couplings in the effective four-dimensional theory from a dimen-
sional reduction. This provides a geometric interpretation for some of the parameters
and other characteristics of the SM. For instance, the spectrum of massless chiral four-
dimensional fermion fields is determined by topological invariants of the compact space.
Then also the number of generations of matter particles gets a geometric explanation.
The next question to address then is to find the allowed (and interesting) com-
pactifications. In the semi-classical regime one has to solve the string equations of
motion and then test whether the solutions are able to describe our universe to the
measured accuracy. The, sort of, conservative viewpoint regarding supersymmetry in
this process goes as follows: The fundamental string scale is assumed to be rather close
to the Planck scale. The background that is used in the compactification is required
to preserve (minimal local) supersymmetry, such that the four-dimensional theory is
supersymmetric at the compactification scale. Supersymmetry is eventually broken in
one way or another such that the visible sector with the MSSM or a moderate extension
thereof receives soft breaking corrections with an effective scale close to the electro-
weak scale. Spontaneous breaking in a hidden sector like the moduli sector of string
compactifications, followed by gravitational mediation, would be an attractive possi-
bility, but not the only one, and not without drawbacks. In any case, we will mostly
stick to the paradigm that string theory has to be compactified on a supersymmetric
background to start with9. A major challenge always remains, namely to explain how
8Massive modes may contribute to quantum corrections by “running in the loop”. This could be
important for example for precise gauge coupling unification.
9There are alternative proposals in the framework of effective field theory models based on the
the dynamics of models relevant at the string scale looks at low energies. The hardest
of these riddles is probably to understand how supersymmetry can be broken without
generating an unacceptably large cosmological constant. All this is part of what we
call the string vacuum problem. If all the constraints imposed by low energy physics
could be solved for one concrete string compactification, this would be a great advance
towards the understanding of our universe, it would among others involve solutions to
the cosmological constant problem and the hierarchy problem.
There now exist two main classes of string compactifications with serious hope to
find realistic four-dimensional physics, which have so far received the largest amount
of attention. The first one has been pursued since the mid of the eighties already. Its
starting point is the discovery of the cancellation of gravitational and gauge anomalies
in ten-dimensional N = 2 type II supergravity theories as well as in ten-dimensional
N = 1 supersymmetric Yang-Mills gauge theories with gauge groups SO(32) and
E8×E8 [4, 5]. This was followed by the subsequent construction of the heterotic string
in ten dimensions with gauge group E8 × E8 [6]. It is compactified on a so-called
Calabi-Yau manifold, which is the unique supersymmetric background where only the
internal metric is non-trivial, all other fields vanish [7]. Of course, there are many
six-dimensional Calabi-Yau manifolds. In addition, they have to get endowed with a
non-trivial profile for the gauge fields of E8×E8, a vector bundle, that breaks the gauge
symmetry down to subgroups. A central piece of motivation for this model comes from
the E6 grand unification scenario which can be embedded here. Subsequently, exact
heterotic string solutions on six-dimensional orbifold spaces were constructed [8, 9, 10],
which can be regarded as being singular limits of specific smooth Calabi-Yau spaces.
Finally, it was shown that one can construct a very large number of four-dimensional
heterotic string vacua directly in four dimensions by using for the internal degrees of
freedom either free fermions [11, 12] or bosons on a covariant lattice [13] 10.
The other possibility is that of orientifold compactifications respectively open string
descendants (see e.g. [14, 15, 16, 17, 18, 19, 20]), as they were called before the advent
of D-branes in the mid of the nineties (see e.g. [21, 22, 23, 24, 25, 26] and the review
[20] for a detailed discussion of the history of this field). It can be interpreted as a
generalization of compactifications of the type I string with gauge group SO(32) in
ten dimensions. The type I string is the unique string theory in ten dimensions which
assumption that the string scale could be much smaller than the Planck scale or even close to the
TeV scale. In this case one can contemplate to start right away with a non-supersymmetric string
background, i.e. break supersymmetry at the compactification scale. However, when one tries to find
explicit string theoretic realizations such models usually have serious stability problems.
10This reference estimates the number of four-dimensional heterotic strings to be of order 101500.
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contains unoriented closed string and open strings. Open strings in general have their
ends on certain kinds of p-branes, called Dp-branes, and their lowest excitation modes
gives rise to massless gauge fields (and their fermionic superpartners). This makes
them promising candidates for realistic string compactifications. Indeed it was realized
that on the intersection of two such D-branes, chiral fermions appear [27] which are
another main feature of the SM. All these aspects have been applied to concrete globally
consistent string compactifications in many examples starting with the early work of
[28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41].
In general, any string model contains more than just the SM sector, and other sec-
tors usually have dramatic physical effects. In particular, there is a rather large number
of unobserved light neutral scalar particles, called moduli fields. Geometrically, their
expectation values parameterize the size and shape of the compactification manifold or
positions of D-branes, and similar data. These fields would mediate long range forces
and, due to their very weak couplings, would be dominating the energy density of the
universe to an unacceptable degree (“They would overclose the universe.”). Not only
are the moduli phenomenologically unacceptable, but their expectation values also de-
termine parameters like gauge couplings and masses of the effective four-dimensional
theory. Without uniquely determining these expectation values by means of minimising
an effective potential, which would then also induce mass terms for the moduli, string
models are not predictive. This is the moduli problem of Calabi-Yau compactifications.
Another big advance during the last five years has been the discovery of a control-
lable mechanism which generates a potential for moduli fields. It requires to go beyond
the purely geometric Calabi-Yau compactifications where only the metric (and possibly
the gauge connection in the gauge bundle) are non-trivial. The spectrum in ten di-
mensions also contains the various anti-symmetric tensor fields, so called p-form fields
Cp. One has to allow the corresponding field strengths, schematically Fp+1 = dCp,
to take non-trivial expectation values along the internal space, avoiding the breaking
of four-dimensional Lorentz invariance (heterotic flux compactifications were already
discussed in the mid eighties by A. Strominger [42]). These fluxes induce the inter-
esting effects and modify the metric via the Einstein equations in a way that can be
interpreted as a scalar potential for the moduli fields in the effective four-dimensional
theory [43, 44, 45, 46, 47, 48, 49, 50]. The most general potential known for such
a flux compactification can have both stable supersymmetric as well as meta-stable
non-supersymmetric minima. This is an important step towards realistic string com-
pactifications with fixed moduli, such that at least in principle predictions about the
low energy Lagrangian in a given flux compactification can be made. However, flux
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compactifications are in various aspects not understood as good as Calabi-Yau com-
pactifications, e.g. quantum corrections to the background and back-reaction among
fluxes and D-branes could be severe and are much harder to obtain. So a lot of work
remains to be done on the subject of flux vacua.
When flux vacua were taken more and more seriously a number of string theorists
changed their view towards the string vacuum problem. Most attempts before had
concentrated on the study of classes of Calabi-Yau string vacua. Simply assuming
some unspecified low energy effect to take care of the moduli stabilization, one can
estimate the total number of vacua in that case. A reasonable approximation for the
degeneracy of Calabi-Yau vacua seems to be of the order of around 1010. On the
contrary, the scalar potentials generated by fluxes have of the order of 10500 different
supersymmetric minima11. The search for realistic flux vacua has thus led string theory
to face an enormous vacuum degeneracy. In a sense, this is the other face of the
vacuum problem. Various still heavily debated proposals to address this situation were
made, ranging from a statistical treatment of the properties of these vacua to the
use of the anthropic principle to eliminate undesirable solutions. It is not our aim
with this article to enter into this sometimes rather philosophical debate. Instead, we
wish to review the string theoretic foundations of the recent developments in model
building with D-branes and fluxes, in order to provide the reader with a comprehensive
compendium of techniques, methods, some examples, and an overview of achievements
and shortcomings of various approaches.
In this review we will to large extent focus on string compactifications based on
orientifolds with D-branes. Since there have been interesting parallel developments
recently, we have also included a short section on heterotic string model building. Our
intention is that this article should provide a broad overview and a deep introduction
into the subject starting from elementary concepts. It should be equally suitable for
students and advanced researches. We hope the reader may be able to use it to either
enter this active field of research or only get an idea about what theoretical notions
the debate about the string vacuum is based on, according to his taste.
Of course, it is impossible to cover this extremely vast topic from first principles
in all its variety. It was mandatory to leave out various aspects, and the selection
of topics clearly reflects our personal approach to the field. There are various other
aspects of string model building, most notably the study of local models with D-branes
at singularities, compactifications of M-theory in the framework of heterotic M-theory
11This is based on classical supergravity formulas for the potential. Assuming randomly distributed
quantum corrections it appears very unlikely that they can reduce the number of minima substantially.
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or on manifolds of G2 holonomy, local non-compact as well as compact models of the
heterotic string, or even F-theory compactifications. Some of these can be related via
dualities to models we discuss, but we will not try to unravel this structure in any
detail. Other interesting developments in string phenomenology are not covered at
all. We neither deal with most of the more phenomenologically motivated work on
D-brane models (which was partially reviewed in [51]), but stick to the conceptual
issues. Instead of going into detail about the physical interpretation of the low en-
ergy Lagrangian, we provide techniques for deriving it. Most of the physics in the end
depends crucially on the concrete model and the way supersymmetry is broken eventu-
ally, a question no-one can answer conclusively to date. It is very interesting though to
contemplate string theoretic features that are common in all string models, or at least
common in an entire class of compactification. These could lead to a “smoking gun”
of string theory. Recent attempts to find such generic signatures involve a possible
stringy correction to the proton decay rate [52, 53] or the presence of many scalars
with behavior similar to the standard axion. They could possibly serve as dark matter
or quintessence candidates [54, 55, 56, 57].
Let us provide a brief guide through this long article. To begin with, we are assum-
ing that the reader is familiar with the basic notions of string theory as for instance
provided by the textbooks [58, 59, 60, 61, 62, 63, 64]. Most of our conventions are taken
from the books by Polchinski [61, 62]. We are trying to be comprehensive and peda-
gogic in the exposition of the topic, which makes some overlap with existing reviews
unavoidable, notably with review articles on D-branes [2, 3], on orientifolds [65, 20], on
D-brane model building [66, 67, 68, 69, 70, 51] (see also the PhD theses [71, 72, 73]) , or
on fluxes [74, 75] (see also the PhD theses [76, 77]). On the other hand, it is impossible
to cover all the topics we are dealing with in an exhaustive way, so we have to refer to
other reviews like the above, or the original literature in a number of places, where we
would rather like to go into more detail ourselves. In such a long article, sometimes
some repetitions are not only inevitable but are intended to keep the average readers
on track.
In section 2 we introduce the basic concepts relevant to the class of models we are
dealing with in the later sections. We start off with D-branes from first principles,
their description via boundary states, as well as the way they appear in effective field
theory. Next we discuss the general concept of orientifolds of type II string theories,
using either simple examples from conformal field theory or the effective approximation
within supergravity. Finally, we generalize the previous two subsections into the subject
of intersecting and magnetized D-branes that can exist in orientifolds. Essential pieces
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needed later for the construction of models include the conditions for supersymmetry in
these models, and the basic field theoretic formulation of the four-dimensional Green-
Schwarz mechanism.
Section 3 treats a number of approaches to string model building with type II
orientifolds and D-branes. The first discussed class of models are supersymmetric in-
tersecting D6-brane models in type IIA orientifolds on general Calabi-Yau manifolds
(in the suergravity regime). In the first part we are describing such models in most
general terms without specifying any concrete background. We derive the tadpole can-
cellation conditions, give the general rules for the determination of the chiral massless
spectrum, work out in detail the Green-Schwarz mechanism for the cancellation of field
theory abelian anomalies. We discuss the supersymmetry conditions and employing
supersymmetry derive the tree level gauge couplings. Eventually, we discuss D-term
potentials resulting from the anomalous U(1)s and in addition provide an outlook on
F-term potentials generated by world-sheet and space-time instantons.
As concrete examples we briefly present some aspects of intersecting D6-brane on
toroidal orbifold backgrounds, which is the class mostly studied so far in the literature,
but clearly constitutes only a very tiny fraction of all imaginable intersecting D-brane
models on generic Calabi-Yau spaces. As a prototype model serves the T6/Z2 × Z2
orientifold, which we discuss for the two possible choices of discrete torsion giving rise
to different kinds of D-branes.
Next we describe in general terms the mirror symmetric compactifications, which
are given by type IIB orientifolds with either O9/O5 or O7/O3-planes. The new
issue is that the D-branes are now wrapping even dimensional cycles of the Calabi-
Yau and also carry non-trivial vector bundles on their world-volume. We give the
general description for the case with O9/O5 planes, as here the D-branes can easily
be described in terms of vector bundles on Calabi-Yau spaces 12. We systematically
provide the same information as for the type IIA case and point out the appearing
differences and analogues.
So far the discussion was based on supergravity and therefore is valid and trustable
in the large radius regime. For certain Calabi-Yau space, which are not toroidal orb-
ifolds, the exact conformal field theory is known at special points in the moduli space.
These are the so-called Gepner models. We provide some of the technical details of the
construction of orientifolds of these Gepner models (in the formal approach which is
closest to our expositions for orientifold constructions described in the second section.)
12To our knowledge, the case with O7/O3-planes has not been worked out in full generality yet and
we will only cover certain aspects of this type of orientifolds later in the article.
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At the very end of the string model building section we also briefly mention recent
advances in geometric heterotic string constructions. First, using sophisticated vector
bundle constructions a number of concrete models have been found which are quite
close to the MSSM. Second, by extending the set of vector bundles to those with U(n)
structure groups, these heterotic models by S-duality were argued to have very similar
features than the type IIB orientifolds.
In section 4 we elaborate on the technical methods to extract more information
about the low energy effective action which cannot be seen by dimensional reduction
of the tree level D = 10 supergravity action and the one-loop Green-Schwarz counter
terms. While it is rather straightforward to construct the D = 4 low–energy effective
action by a dimensional reduction of the supergravity action of the underlying string
theory in D = 10, some truly stingy effects cannot be captured by this method. A
dimensional reduction is always limited by the fact, that already the effective action
in D = 10 is only known up to a certain order in α′. Moreover, this procedure does
not take into account in an appropriate way truly stringy effects such as string–loops
or effects from the string world–sheet. In Section 4 we shall especially be interested in
such effects and obtain non–trivial coupling functions capturing stringy effects for the
matter field metrics, Yukawa couplings and one–loop gauge threshold corrections.
In section 5 we provide a rough introduction into flux compactifications. Since
there exists a very good review article on general flux compactifications [74], here we
mostly stick to the best understood case of three-form fluxes in type IIB orientifolds
with O7/O3-planes. Only at the very end we briefly summarize advances towards
the understanding of type IIA and heterotic flux vacua. We discuss how the presence
of fluxes modifies the model building rules outlined in section 3. This includes new
contributions to the tadpole cancellation conditions and additional supersymmetry
constraints on the fluxes. In addition one encounters the generation of a tree level
flux induced superpotential giving rise to a moduli dependent scalar potential and
new consistency conditions for the presence of both fluxes and D-branes. We also
review moduli stabilization in Type IIB orientifolds, and how supersymmetry breaking
fluxes can induce soft supersymmetry breaking terms on the world-volume of D3 and
D7-branes.
Finally, in section 6 we summarize the main technical arguments underlying one of
the most controversial conclusions drawn from the immense proliferation of the num-
ber of flux vacua, namely that it is very unlikely that we will ever find the realistic
string model, but instead can only try to find statistical arguments for their existence.
According to the topic of this review article, we put less emphasis on the closed string
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sector (this has been reviewed in [78, 75]), but briefly discuss statistical methods de-
veloped to estimate the distributions of physical parameters for the open string sector
in intersecting D6-brane models.
Section 7 contains our conclusions, which, of course, can only reflect the contem-
porary state of the art in our approach to the string vacuum problem.
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2 BASIC CONCEPTS
We start by introducing D-branes, orientifolds, and a number of other concepts and
notions of string theory. Clearly, the presentation cannot be exhaustive and cover
all aspects of these topics. Nevertheless we try to be self-contained in what is really
essential to the specific models discussed later. Necessarily, we have to leave much
interesting extra material on the various subjects these models are based on to the
more specialized literature. Some background material is collected in appendices.
The crucial property of D-branes for string phenomenology is the fact that their
world volume zero-modes form a potentially supersymmetric and non-abelian gauge
theory. How this arises and how various aspects like the gauge symmetry, the matter
spectrum, conditions for supersymmetry and anomaly freedom are determined, is the
subject of this section.
2.1 D-branes
There are various different aspects to the nature of D-branes in string theory. They can
be interpreted in a microscopic way as boundaries of the world sheet of fundamental
strings. This provides a definition in terms of the conformal field theory (CFT) on
the respective world sheet, which is perturbative in nature. D-branes are also solitonic
solutions to macroscopic equations of motion for the supergravity theory defined on the
target space. This “geometric” description is effective and only involves the degrees
of freedom visible at low energies. In this domain D-branes are related to objects like
black holes, cosmic strings, monopoles, instantons or domain walls.
For our purposes the definition of D-branes in a CFT and in the effective geometric
language are equally useful. We start with the former point of view and introduce the
notion of boundaries in the world sheet of closed strings, and deduce from there the
other relevant properties of D-branes.
2.1.1 Closed and open string world-sheets
In string theories with open and closed strings Riemann surfaces with and without
boundaries are both included in the perturbative definition of the string theoretic path
integral. In generality, Riemann surfaces are topologically classified by the number of
handles g, boundaries b and cross caps c. The presence of cross-caps makes a surface
non-orientable. The order at which a given topology appears in string perturbation
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theory is given by the Euler characteristic
χ(Σ) = 2− 2g − b− c . (2.1)
Any string diagram is weighted by a factor g−χs . The string coupling gs is related to
the vacuum expectation value of the dilaton scalar field Φ by gs = 〈eΦ〉.
The leading terms of the non-linear world sheet sigma-model action of the bosonic
string on a general background and with a potential boundary is given by [79, 80, 81,
82, 83]13
S = 1
4πα′
∫
Σ
dσ1dσ2
√
h
[(
hαβgMN(X) + ǫ
αβBMN (X)
)
∂αX
M∂βX
M + α′R(h)Φ(X)
]
+
∫
∂Σ
dσ AM(X)∂σX
M . (2.2)
The parameter α′ is related to the string length scale ℓs via
ℓs = 2π
√
α′ . (2.3)
The metric on the world sheet is denoted hαβ(σ1, σ2). The target space background
fields are the closed string metric gMN and antisymmetric two-form tensor BMN , and
the open string (abelian) vector field AM on the boundary. It has a field strength
FMN = 2∂[MAN ] = ∂MAN − ∂NAM . We use conventions where the fields gMN , BMN
and 2πα′FMN are dimensionless. The equations of motion for these fields are derived
from the conditions that the beta-functions of the sigma-model vanish.
A major part of this chapter will only deal with non-compact empty Minkowski
space-time, with gMN = ηMN , ηMN denoting the flat Minkowski metric (in “mostly
plus” conventions), BMN = 0 and constant Φ. As compact spaces we will consider tori
and toroidal orbifold backgrounds with constant metric and B-field, or otherwise the
effective low energy supergravity limit where all fields only vary very slowly over the
internal space. Later, also backgrounds defined by Gepner models will be discussed.
A closed superstring propagating in ten-dimensional Minkowski space or a torus is
described by the free CFT of the ten world sheet coordinates XM(σ1, σ2) plus their
fermionic counter parts under world sheet supersymmetry ψM(σ1, σ2) and ψ˜
M(σ1, σ2),
plus the reparametrization ghost. Often the world sheet coordinates σ1 and σ2 are
complexified into z, z¯ as given in (A.2). By use of the equations of motion the world
sheet fields can be split into chiral and anti-chiral fields XM = XML (z) + X
M
R (z¯) and
13We are working in conventions of [61, 62] in most respects.
21
ψM = ψM(z), ψ˜M = ψ˜M(z¯). We have included some basic definitions in appendix A
to settle our conventions, following [61, 62].
The closed string world sheet Σ, a Riemann surface, is (locally) parameterized by
coordinates (σ1, σ2) with
0 ≤ σ1 ≤ 2π , σ1 ≡ σ1 + 2π , −∞ < σ2 <∞ . (2.4)
Such a patch forms an infinite cylinder. For a surface with a boundary ∂Σ we pick
(local) coordinates (σ, τ) such that ∂Σ is at τ = 0, with
0 ≤ σ ≤ 2π , σ ≡ σ + 2π , 0 ≤ τ <∞ . (2.5)
Now τ is a time variable for the evolution of the string, describing a closed string
emitted from the boundary, as depicted in figure 1.
σ
τ
∂Σ = {τ = 0}
Figure 1: Closed string emitted from a D-brane: semi-infinite cylinder
Each component of the boundary can couple to a different gauge field AM but we
refrain from introducing an extra label to distinguish the various boundary components
at this point. The action has the abelian gauge invariance of the vector potential at
the boundary (independently at each component of the boundary)
δAM = ∂Mλ , (2.6)
and the combined two-form gauge invariance of the antisymmetric tensor BMN , which
also involves a boundary term,
δBMN = ∂MζN − ∂NζM , δAM = − 1
2πα′
ζM . (2.7)
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Therefore, the gauge invariant field strength is [84]
2πα′FMN = BMN + 2πα′FMN . (2.8)
The boundary condition that follow from the variations of the world sheet action are
[81]
gMN∂τX
M + 2πα′FMN∂σXM = 0
∣∣∣
∂Σ
. (2.9)
They interpolate between Neumann (N) and Dirichlet (D) boundary conditions, namely
N : ∂τX
M = 0
∣∣∣
∂Σ
, D : ∂σX
M = 0
∣∣∣
∂Σ
. (2.10)
To evaluate (2.10) for the momenta pM and winding modes wM of the closed string
one may use the mode expansion (A.5) to get
N : pM =
1
2
(
pML + p
M
R
)
= 0 , D : wM =
1
2
(
pML − pMR
)
= 0 . (2.11)
Neumann conditions allow no energy-momentum transfer at the boundary, while the
closed string can move freely in Dirichlet directions.
One can now construct states made out of closed string oscillator and zero-mode
excitations that automatically satisfy the above boundary conditions [15, 85, 86, 87, 88].
They take the form of products of coherent states. We define a state |Bp〉 that satisfies
∂τX
M |Bp〉 = 0 for M = 0, ... , p , ∂σXM |Bp〉 = 0 for M = p+ 1, ... , 9 , (2.12)
to describe a Dp-brane. The piece |Bp〉osc of |Bp〉 involving the bosonic string oscillators
modes can be written
|Bp〉osc = exp
(
SMN
∑
n>0
1
n
αM−nα˜
N
−n
)
|0〉 , (2.13)
using (A.5) and (A.7). The matrix SMN encodes the boundary conditions and takes
the simple form
S = diag(−1, ...,−1, 1, ..., 1) , (2.14)
with eigenvalue −1 for Neumann and +1 for Dirichlet directions. Furthermore, the
state (2.13) needs to be multiplied by delta-functions in momentum or coordinate space
to impose (2.11). The proper normalization of the state is fixed by comparing the tree-
channel transition function that defines a cylinder diagram to a loop calculation, see
e.g. [89] for more details on these issues.
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2.1.2 Open bosonic strings ending on D-branes
We now reconsider the description of boundaries in the string world sheet in a dual
language by switching to the open string picture. The open string world sheet on an
infinite strip we parameterize by coordinates (τ, σ) with
−∞ < τ <∞ , 0 ≤ σ ≤ π . (2.15)
The boundary has two components ∂Σ1 and ∂Σ2 at σ = 0, π.
σ
τ
∂Σ2 = {σ = π}
∂Σ1 = {σ = 0}
Figure 2: Open string: infinite strip with two boundaries
The world sheet sigma-model contains two boundary terms with potentially differ-
ent gauge potentials,
−
∫
∂Σ1
dτ AaM(X)∂τX
M +
∫
∂Σ2
dτ AbM (X)∂τX
M . (2.16)
The relative sign that appears in (2.16) reflects the orientation of the open string or
the relative charge of the two end points.
The boundary conditions (2.9) can now be applied independently at both ends of
the open string,
σ = 0 : gMN∂σX
M + 2πα′FaMN∂τXM = 0
∣∣∣
∂Σ1
,
σ = π : gMN∂σX
M + 2πα′F bMN∂τXM = 0
∣∣∣
∂Σ2
. (2.17)
Since they involve the field strength from (2.8) one can distinguish open strings that
stretch between one and the same type of boundary when a = b, or two different types
with different gauge fields FaMN 6= F bMN .
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For Neumann or Dirichlet conditions at both ends the open string mode expansion
(A.14) leads to opposite results regarding open string momenta pM and winding wM ,
as compared to (2.11),
N : wM = 0 , D : pM = 0 . (2.18)
Thus, open strings have non-vanishing momenta and can move along the Neumann
directions, whereas Dirichlet condition freeze the motion of the open string and fix the
coordinate to a constant value, only allowing winding.
This implies that the ends of open strings are not always free to move throughout the
full space-time, but may be confined to certain regions if Dirichlet boundary conditions
apply. These regions are the D-branes, more specifically Dp-branes [90, 1, 3]. At
the classical level, they are geometric submanifolds of the total space-time, and their
dimensionality is given by the number p + 1 of directions with Neumann boundary
conditions at a given position in space-time. Even if there are no directions with
Dirichlet conditions one uses the term D-brane, in that case D9-brane (for a total
space-time dimension 10). There are extra names for some special cases: p = 2 is a
membrane, p = 1 is a D-string, p = 0 is a D-particle, and p = −1 is a D-instanton.
For the purpose of models with intersecting D-branes in type IIA string theory the
D6-branes will be most important, in type IIB D-branes of dimensions p = 3, 5, 7, 9
will be considered in the models we discuss.
The Dirichlet boundary conditions are an unavoidable consequence if one wants to
make open string theory compactified on a circle (or more generally a torus) invariant
under T-duality [90]. A T-duality on a circle is simply the inversion of its radius in
string units. On a circle momentum and winding states are labelled by integers (m,n).
Left- and right-moving momenta are defined
pL =
m
R
+ n
R
α′
, pR =
m
R
− nR
α′
, (2.19)
such that p = m/R and w = nR/α′. T-duality is the flip of momentum and winding
states of the string mode expansion,
R 7→ α
′
R
⇐⇒ (pL, pR) 7→ (pL,−pR) . (2.20)
Regarding (2.11) this just exchanges Dirichlet and Neumann boundary conditions on
the momentum and winding modes, i.e. it maps a Dp-brane to a D(p + 1)-brane or a
D(p− 1)-brane.
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In general one can define T-duality on a circle along XM as a reflection of the
right-moving chiral world sheet fields,
R 7→ α
′
R
⇐⇒
{
(XML , X
M
R ) 7→ (XML ,−XMR )
(ψM , ψ˜M) 7→ (ψM ,−ψ˜M) . (2.21)
The mode expansions of the fields on Minkowski space are defined in (A.5). Since
∂τX
M
R = −∂σXMR and ∂τXML = ∂σXML this flips the Neumann and Dirichlet boundary
conditions. This operation can also directly be applied to the boundary state (2.13)
where it flips the signs of SMN as required.
2.1.3 Superstrings with boundaries
We will be dealing with D-branes in supersymmetric type II string theories later,
so let us briefly discuss the extension of bosonic strings to superstrings. The world
sheet sigma-model for the fermions can be obtained from the bosonic one in (2.2)
by supersymmetrization in the RNS (Ramond and Neveu-Schwarz) formalism. Some
relevant material for flat target space backgrounds has been collected in appendix A.
The chiral closed string world sheet coordinates in that case are XML (z) and X
M
R (z¯),
accompanied by fermionic partners ψM(z) and ψ˜M(z¯), see (A.5).
The boundary conditions for the world sheet fermions are the analogue of (2.9), but
there is a sign ambiguity referring to the possibility to have periodic or anti-periodic
world sheet fermion modes at the boundary. It is reflected in η = ±1 labelling the
so-called spin structure [91]. The Neumann or Dirichlet boundary conditions on flat
space-time are
N : ψM + iηψ˜M = 0
∣∣∣
∂Σ
, D : ψM − iηψ˜M = 0
∣∣∣
∂Σ
. (2.22)
The boundary state that satisfies the bosonic and fermionic boundary conditions of
(2.10) and (2.22) can be written
|Bp, η〉osc = exp
(
SMN
∑
n>0
1
n
αM−nα˜
N
−n + iηSMN
∑
r>0
ψM−rψ˜
N
−r
)
|Bp, 0, η〉 , (2.23)
generalizing (2.13). The ground state |B, 0, η〉 is a tensor product of the NSNS and
RR ground states, as dictated by the GSO projection. This is the place where type
IIA and IIB differ by a sign,
PclGSO =
1
2
[1 + (−1)F ]× 1
2
{
[1 + (−1)F˜ ] for NSNS
[1∓ (−1)F˜ ] for RR , (2.24)
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with minus sign for IIA and plus for IIB in the right-moving R sector. The world sheet
fermion number operators F and F˜ are given in (A.10). They act on the NSNS and
RR components of the boundary states by (see e.g. [89])
(−1)F |Bp, 0, η〉NSNS = (−1)F˜ |Bp, 0, η〉NSNS = − |Bp, 0,−η〉NSNS ,
(−1)F |Bp, 0, η〉RR = |Bp, 0,−η〉RR ,
(−1)F˜ |Bp, 0, η〉RR = (−1)p+1|Bp, 0,−η〉RR . (2.25)
One has to form linear combinations of states with η = ±1 to get invariant states.
It follows that in the RR component this can only be achieved for even p in IIA and
odd p in IIB, restricting the dimensionalities of supersymmetric Dp-branes to the well
known values.
The open superstrings are similarly obtained from open bosonic strings via super-
symmetrization with a single holomorphic world sheet fermion. Some details on open
strings in flat backgrounds are collected in appendix A.3. The spectrum of physical
states is generated by the zero-modes and the mode operators αM−n and ψ
M
−r acting on
the groundstate, subject to the open string GSO projection onto states of even world
sheet fermion number. The projector reads
PopGSO =
1
2
[1 + (−1)F ] . (2.26)
The simplest case is an open string with both ends on the same D-brane with FMN = 0.
The mode expansion has only integer moded bosons and integer and half-integer moded
fermions in the NS and R sectors. The mass of an open string excitation is
α′M2 =
∑
n>0
αM−nαMn +
∑
r>0
ψM−rψMr −
{
1
2
for NS
0 for R
. (2.27)
The Lorentz index M runs only over transverse excitations in light-cone gauge.14 For
most phenomenological considerations only the massless fields are of any relevance.
All excitations with bosonic oscillators are massive. Only the lowest excitations
of the NS sector and the degenerate groundstate of the R sector produce massless
particles. The NS states can be written
8V : ψ
M
−1/2|0〉NS , M = 2, ... , 9 . (2.28)
14One way to fix the local world sheet reparametrization gauge invariance is to use light-cone gauge.
This means that we eliminate the light-cone direction M = 0, 1 from the physical polarization of the
world sheet fields XM and ψM , ψ˜M but do not consider any ghost fields explicitly.
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It carries a ten-dimensional space-time vector index and is eight-fold degenerate. The
fermionic zero modes of the R sector of an open superstring satisfy a Clifford algebra
{ψM0 , ψN0 } = ηMN . (2.29)
One can define raising and lowering generators in a standard fashion by ψI± = ψ
2I
0 ±
iψ2I−10 , I = 1, ... , 4, which form an oscillator algebra. Its vacuum, the R groundstate,
is annihilated by one half of the operators, ψI−|0〉R = 0. The massless states of the R
ground state are written
4∏
I=1
(ψI+)
sI+1/2|0〉R , sI = ±1
2
, (2.30)
which produces 24 = 16 states. These form a spinor representation of the SO(8) little
group, and thus behaves like a space-time fermion.
The GSO projection acts on the R vacuum as the chirality projector, and restricts
the number of raising operators ψI+ acting on the lowest weight state to be even. The
R vacuum of the open superstring in ten dimensions is thus 23 = 8 fold degenerate, i.e.
transforms as an irreducible ten-dimensional Majorana-Weyl spinor 8s. We denote it
by |α〉R, where α is the relevant spinor index, or equivalently by the weights sI of the
spinor representation,
8s : |α〉R = |s1, s2, s3, s4〉R . (2.31)
The massless spectrum of an open string with identical boundary conditions on both
ends can finally be written in light-cone gauge
(8V ⊕ 8s) : AMψM−1/2|0〉NS ⊕ χα|α〉R . (2.32)
The fields (AM , χα) together form a vector or spin one supermultiplet under ten-
dimensional N = 1 supersymmetry.
For a Dp-brane 9− p of the polarizations of the vector field are actually transverse
components from the point of view of the D-brane world volume, i.e. scalars under the
SO(p, 1) Lorentz group on the brane. Geometrically, they parameterize the location
of the branes in the transverse space. For non-abelian gauge symmetries, these scalars
can play the role of adjoint Higgs fields. Their vacuum expectation values break the
gauge symmetry spontaneously.
In any string compactification, the target space is split into 3 + 1 large dimensions
and 6 internal compact directions. This gives a split SO(9, 1) into SO(3, 1)×SO(6). In
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the situations we consider, the 3+1 macroscopic dimensions are part of the p+1 world
volume dimensions of any Dp-branes present, in particular p ≥ 3. Together, SO(9, 1)
reduces to SO(3, 1) × SO(p − 3) × SO(9 − p). From the four-dimensional point of
view, the ten-dimensional vector AM transforms as a four-dimensional vector plus six
scalars, Aµ and Ai. The ten-dimensional spinor 16 decomposes into (2, 4)⊕ (2¯, 4¯).
One is left with two representations each of either four-dimensional spin, a total of four
four-dimensional Weyl fermions from a single ten-dimensional Majorana-Weyl spinor.
This is a non-chiral spectrum. Together with the bosons they fill out an N = 4
supersymmetric vector multiplet, forming a N = 4, d = 4 supersymmetric gauge
theory on a D3-brane.
This reduction is part of the “chirality problem” of Kaluza-Klein (KK) reduction
[92]. It means the challenge to produce a fermion spectrum that involves states of
different representations under the gauge symmetry for the particles of left- respectively
right-handed four-dimensional chirality, as in the Standard Model. The decomposition
of the ten-dimensional multiplets showed that a trivial dimensional reduction of the
ten-dimensional theory on a torus cannot provide this, and one needs more complicated
internal structures for the six-dimensional compactification space.
2.1.4 Chan-Paton labels: non-abelian gauge symmetries
Whenever a number of identical D-branes is located in the same position in space-time
(and all have an identical world volume field configuration) the individual branes are
indistinguishable. We say they form a stack. The abelian U(1) gauge symmetry of a
single D-branes then gets promoted to a non-abelian gauge group [84].
An open string can have either one of its ends on any individual D-brane in a stack.
To distinguish the open strings that connect the various D-branes one introduces the
concept of Chan-Paton (CP) labels and assigns a formal label λA to every open string
[93]. These CP labels can be represented by matrices that satisfy a Lie algebra as
a symmetry group of open string interactions, i.e. the λA can be chosen as hermitian
matrix generators and A is the adjoint index. The symmetries of open string scattering
amplitudes turn out to be compatible with symmetry algebras U(N), SO(N) or Sp(N)
[94, 95]. The symmetry is a global symmetry from the point of view of the world sheet
sigma-model, but local in the ten-dimensional target space-time. Thus, the theory of
open strings with ends on a stack of D-branes has a non-abelian gauge symmetry by
means of the CP labels.
The degeneracy of open string states results from distinguishing strings that run
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from a brane i to another brane j by their label |ij〉. Using the representation matrices
λAij one can choose a basis of states
|A〉 = λAij|ij〉 , (2.33)
where all other quantum numbers have been suppressed. The massless open string
states from (2.32) with this extra degeneracy are
AAMψ
M
−1/2λ
A
ij |0, ij〉NS ⊕ χAαλAij |α, ij〉R , (2.34)
The CP label λA determine the representation of the respective multiplets (AAM , χ
A
α)
under the gauge symmetry.
The total number of oriented open strings in a background with N D-branes is
thus N2. One can deduce the dimensions of the representations carried by the various
strings from counting degeneracies.15 For an open string with one end attached to a
stack ofNa D-branes the degeneracy isNa, the dimension of the fundamental irreducible
representation (denoted a) of the gauge group. The orientations of the strings that
go into or go out off a given stack are related by a CPT transformation. This implies
that the representation of the opposite orientation is the conjugate representation, the
anti-fundamental ¯a.
The representations for general open string states are then the tensor products
of fundamental and anti-fundamental representations from the two endpoints. If the
open string has both ends on the same set of branes and is N2a degenerate it carries
a representation of ( a, ¯a). It has the dimension of the adjoint for a SU(Na) gauge
group plus a singlet. In this case (2.34) provides the vector multiplet of an SU(Na)×
U(1)a = U(Na) gauge group. The explicit U(1)a factor is always chosen as the diagonal
proportional to the Na × Na unit matrix. The charges are normalized such that a
representation a has charge +1 and ¯a has −1. In the presence of charged matter
fields the U(1)a are very often anomalous, and the anomaly-free symmetry group can
reduce to the simple group SU(Na). This will be discussed in section 2.3.5. For open
strings with ends on two different branes, the CP factor will carry the representation
( a, ¯b) or ( a, b), a bifundamental representation.
16
In theories of unoriented strings the components λAij and λ
A
ji can get identified up to
a sign. The N × N matrix is then projected to either a symmetric or anti-symmetric
15For a more complete discussion see e.g. [20].
16Note that the spectrum of the Standard Model or the MSSM is assembled entirely out of bifun-
damental representations. This is, however, not the case for some of the most attractive grand unified
models, such as the SO(10) which cannot be realized in D-brane models because it involves a spinor
representation 16.
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matrix. This breaks the adjoint representation of U(N) down to the adjoint of the
SO(N) or Sp(N) (in conventions, where Sp(N) has rank N/2) gauge symmetry. In
this way, the most general gauge group that can appear in any open string theory is of
the form
G =
∏
a
U(Na)×
∏
b
SO(Nb)×
∏
c
Sp(Nc) . (2.35)
The only representations that can appear are adjoint representations, symmetric rep-
resentations a, anti-symmetric representations a, or finally bifundamental represen-
tations ( a, b) or ( a, ¯b). These are the ingredients to start any model building with
D-branes.
A rather efficient tool to summarize the data of the massless open string sector
including gauge group and spectrum are quiver diagrams [96]. In figure 3 we have
depicted a random example for a piece of such a diagram.
N1
N2
N3
N4
N5
Figure 3: Open string spectrum represented by quiver diagram
The nodes stand for the factors in the gauge group G with the adjoint vector
multiplets implicit. Each line represents a matter field chiral multiplet connecting the
two factors of G it transforms non-trivially under. Arrows indicate the orientation and
can distinguish (¯a, b) from ( a, ¯b) and a from a in an obvious manner. For the
use of quiver diagrams in orientifold models see e.g. the appendix of [97].
A configuration of D-branes in this way has an alternative interpretation apart
from cutting holes in closed string world sheets. At low energies and small string
coupling, only the massless gauge and matter fields on the world volume are visible.
In this regime, a D-brane can be characterized by its location in space-time and the
gauge field configuration on its world volume. In other words, a stack of D-branes
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is given by specifying a submanifold of the sigma-model target space together with
a gauge bundle with support on this submanifold, the so-called Chan-Paton bundle.
In more complicated configuration with several stacks this type of data is needed for
every stack. To be physically acceptable the submanifold has to satisfy additional
criteria such as being a spin manifold, i.e. admitting spinors. An obstruction to this
is a non-vanishing second Stiefel-Whitney class. We will later see how this condition
emerges from anomaly cancellation conditions in the effective theory on the D-brane
world volume. There are in fact more refined versions of such a definition of a D-brane
“at large volume” which involve more sophisticated mathematics such as K-theory,
sheaves or even derived categories.
2.1.5 The effective DBI and CS action
The dynamics of the massless open string modes, the ten-dimensional gauge field multi-
plet or its lower-dimensional descendants, is described by the Dirac-Born-Infeld (DBI)
[79, 83] plus the Chern-Simons (CS) action [98, 99, 100, 101, 102, 103, 104]. Together
they form the relevant Lagrangian at leading classical order in the string coupling (disk
level) and at leading order in derivatives. The known expressions do in fact contain
terms with more than two derivatives, but further corrections at the same higher or-
ders are expected to exist. The two pieces involve different background fields which
the open string modes couple to,
Seff = SDBI[g,Φ, B] + SCS[Cp] . (2.36)
The DBI action contains the coupling of the open string degrees of freedom to the bulk
NSNS fields, the dilaton, metric and two-form, while the CS action involves the RR
p-forms Cp. In particular, the DBI action is only well understood for a single brane
with only abelian gauge symmetry.
Let us start with the DBI action, a generalization of Maxwell theory with higher
derivative couplings. The bosonic part in string frame is given by
SDBI = −µp
∫
W
dp+1ξ e−Φ(X)
√
−det(gab(X) + 2πα′Fab(X)) , (2.37)
where we split the ten-dimensional indices {M,N, ...} for the space-time directions into
the brane world volume with labels {a, b, ...}, running from 0 to p and the transverse
space {i, j, ...}, running from p + 1 to 9. The prefactor of the dilaton identifies (2.37)
as the open string tree-level effective action, i.e. resulting from disk diagrams only. In
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the non-abelian case it contains a single trace over gauge group indices or CP labels.
The fields are defined
gab = ∂aX
M∂bX
NgMN , Bab = ∂aX
M∂bX
NBMN , (2.38)
and the overall (dimensionfull) parameter
µp = 2πℓ
−p−1
s ×
{
1 for type II
1√
2
for type I
. (2.39)
We use conventions where the integration measure
∫
dp+1x produces a factor ℓp+1s .
The functions XM(ξ) are the coordinates of the (p + 1)-dimensional Dp-brane world
volume W, parameterized by the coordinates ξa, in the ten-dimensional target space
Y . Denoting the embedding by f this means, f : W 7→ Y , ξa 7→ XM(ξa). The metric
gab is the pull-back of the ten-dimensional metric gMN under f , etc.
17
The bosonic degrees of freedom of the D-brane, the massless open string fields,
are the (p + 1)-dimensional gauge field Aa(ξ) and the fluctuations of the transverse
coordinates X i(ξ). The latter are describing the motion and deformation of the brane.
Linearized in transverse fluctuations Φi one can expand
Xa = δab ξ
b , X i = xi + 2πα′Φi(ξ) + · · · (2.40)
with constant xi. There is one scalar field Φi for each of the 9− p transverse direction
of the Dp-brane.18 Together the Aa and the Φ
i comprise the eight bosonic degrees of
freedom found in the open string spectrum in (2.32).
In order to extract the two-derivative leading order Lagrangian out of (2.37) one
can perform an expansion in powers of the field strength by use of
det(1 +M) = 1 + tr(M)− 1
2
tr(M2) + · · · . (2.41)
If four-dimensional components are involved one needs to take care of the sign in the
“mostly plus” metric. The simplest case is a D9-brane as appears in type I string
theory. It has only gauge fields, no transverse scalars, and all pull-backs are trivial.
On a flat background with flat metric and vanishing vacuum expectation value for FMN
the expansion (in the abelian case) just produces
SDBI = −µ9
∫
d10x e−Φ
√−g
[
1 +
1
4
(2πα′)2FMNFMN + · · ·
]
. (2.42)
17See [105] as a useful reference.
18These scalars should not be confused with the ten-dimensional dilaton field Φ.
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These are the kinetic terms for the gauge fields and a term proportional to the volume of
the brane, in this case the total infinite space-time volume. The latter is a contribution
to the vacuum energy of the theory, the tension of the D-brane. One can read off the
ten-dimensional gauge coupling of type I string theory as
g−2YM = µ9(2πα
′)2e−Φ . (2.43)
Formally, the formula (2.37) is also the form of the (disk-level) action expected for the
non-abelian case, however, it is not fully known how to define the trace over gauge
group indices in that case. Various different approaches have been attempted [106,
107, 105, 108, 109, 110, 111, 112]. In any case, one expects corrections to the DBI
action from higher order string diagrams and from higher derivative interactions.
The second piece of the open string effective action is the CS action of a D-brane,
sometimes also called Wess-Zumino action. It is essential in obtaining a supersymmetric
theory and furthermore plays an important role in the process of anomaly cancellation
via generalizations of the Green-Schwarz mechanism. This CS action is given by [98,
99, 100, 101, 102]
SCS = −µp
∫
W
ch (2πα′F) ∧
√
Aˆ(RT )
Aˆ(RN )
∧
⊕
q
Cq , (2.44)
where we are using standard differential form calculus. The curvature two-forms 2πα′F
and R = ℓ2sR appearing in the Chern character A-roof genus are made dimensionless,
the p-form potentials Cp are dimensionless as well. The indices N, T on R stand for
the curvature form of the tangent or normal bundle of W. We will not need explicit
formulas for these. The Chern character and the A-roof genus are defined in (B.36)
and (B.39). The sum over the RR q-forms is over all the potentials that appear in
either type IIA or IIB theory. The exotic and non-dynamical forms of high degree, the
ten-form and eight-form of IIB, and the nine-form and seven-form of IIA, are meant
to be included. The CS action does not involve the metric and is thus of topological
nature. It measures the charge of a D-brane.
The supersymmetrization of the DBI action including the world volume fermions
was originally derived in a superfield formulation [113, 114, 115, 116, 117] much alike
(2.37) and (2.44) with bosonic fields replaced by superfields. Its expansion in terms of
component fermionic fields has, for instance, been partly performed in [118].
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2.1.6 D-branes as charged BPS states
What makes D-branes so extremely useful tools in the study of string dualities is
the fact that they carry conserved charges of topological nature [1]. In the context
of extended supersymmetry the charge can be related to the central charge of the
superalgebra [119]. This implies that D-branes satisfy BPS conditions, they can be
grouped into short multiplets and one can benefit from non-renormalization theorems
for such states. For the construction of D-brane models, string compactifications with
D-branes in the vacuum, an important consequence of this is the so-called “no-force
law”, the statement that two BPS states do not exert any force towards each other.
Thus, BPS D-branes are static and can be superposed without creating an instability.
Polchinski’s discovery of the charged nature of D-branes [1, 2, 3] was a major
step in the development of modern string theory since 1995. The RR charge of D-
branes emerged from an analysis of the one-loop annulus diagram of strings stretching
between two stacks of parallel D-branes, such as two space-time filling D9-branes. This
amplitude vanishes by the cancellation of an attractive gravitational and a repulsive
electromagnetic force. The latter is due to the RR fields of the theory which behave
like generalized electromagnetic fields, which couple to D-branes as generalized charged
particles.
At low energies D-branes are described by solitonic supersymmetric solutions to
the effective supergravity equations of motion that carry RR charge. The field content
of these theories contains the metric and dilaton plus various anti-symmetric tensor
fields. The classical equations of motion can be written (see e.g. [120, 121, 122, 123])
RMN =
1
2
∂MΦ∂NΦ +
1
2(p+ 1)!
eAΦ
(
FMN2...Np+2FN
N2...Np+2 (2.45)
− p + 1
8(p+ 2)
gMNFN1...Np+2F
N1...Np+2
)
,
∇M(eAΦFMN2...Np+2) = 0 , ∇M∂MΦ = A
2(p+ 2)!
eAΦFN1...Np+2F
N1...Np+2 .
where A = (3 − p)/2 for a Dp-brane. To obtain this form, one has to use the ten-
dimensional Einstein-frame, Φ is the dilaton, and FM1...Mp+2 the RR (or NSNS) (p+2)-
form field strengths. These are the Einstein equation, and the equations of motion for
Φ and Fp+2. More details of the underlying type II supergravity theories from which
this set of equations derives will be discussed in section 2.2.3.19
19The string frame Lagrangian is given in (2.60) to which the Weyl rescaling (2.69) has to be applied.
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To write a solution, one splits indices into the world volume directions a, b = 0, ..., p
and the transverse space i, j = p + 1, ..., 9. The metric, dilaton and p-form are then
determined by a single harmonic function H(xi),
H(xi) = 1 +Qrp−7 , r = (δijxixj)1/2 , Q > 0 , p ≤ 7 , (2.46)
Q denoting the charge unit of the brane. The (electric) solution then reads
ds2 = H
p−7
2∆ ηabdx
adxb +H
p+1
2∆ δijdx
idxj ,
eΦ = H−
2A
∆ , Fia1...ap+1 = − ǫa1...ap+1i∂iH−1 . (2.47)
Here ∆ = A2 + (p + 1)(p− 7)/4. The function of the internal radial distance in front
of the four-dimensional piece ηabdx
adxb is called the warp factor. Together, D-branes
warp the geometry of the transverse space, for p 6= 3 they lead to a non-trivial dilaton
profile, and a (p + 1)−dimensional Dp-brane induces a non-trivial (p + 2)-form Fp+2.
The charge can be computed by integrating the RR flux through an (8−p)-dimensional
sphere at transverse infinity, ∫
S8−p
∗Fp+2 = Q . (2.48)
Comparing to (2.44) allows to identify the charge Q of the soliton with the coupling
strength µ6−p in the world volume action.
The no-force law for two D-branes that preserve mutual supersymmetry now fol-
lows from the DBI and CS actions (2.37) and (2.44). One can use one D-brane as a
probe of a background created through the presence of other branes if the backreaction
with respect to the probe can be neglected. The effective potential energy of such a
configuration is obtained by inserting the solution for the background fields into the
DBI plus CS action of the probe. The simplest case is a D3-brane in a background of
a number of parallel D3-branes at some distance in the transverse space. One finds a
flat potential for the scalar field that parameterizes the distance due to a cancellation
between the attractive DBI and repulsive CS pieces.
In this section we have used the solitonic p-brane solution to illustrate the type
of backreaction that appears unavoidably whenever D-branes are present, non-trivial
warp factors, dilaton profiles and anti-symmetric tensor fields. For four-dimensional
models, the internal space has to be replaced with a compact space where the branes
wrap submanifolds. In such a situation explicit solution are not known except from
special examples and the backreaction cannot be computed in the same way, not even
at the classical level. Nevertheless, similar effects on the metric, the dilaton and other
fields like in flat space are expected.
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2.2 Orientifolds
The importance of orientifolds20 lies in the fact that type II compactifications with
D-branes are often inconsistent or at least unstable. Both of these deficits can be
repaired by performing an orientifold projection. It introduces a background charge and
background energy density which together allow to stabilize D-brane configurations.
The same is true for compactifications with background fluxes which we come to later.
The charge and tension that allows to balance the D-branes or fluxes are carried by
the so-called orientifold planes or O-planes.
2.2.1 Orientifolds of type IIA and type IIB
An orientifold is by definition obtained from one of the two type II superstring theories
by performing a projection that involves the world sheet parity operator Ω that just
swaps the left- and right-moving sectors of a closed string and flips the two ends of an
open string via
Closed : Ω : (σ1, σ2) 7→ (2π − σ1, σ2) ,
Open : Ω : (τ, σ) 7→ (τ, π − σ) . (2.49)
The orientifolds we will discuss will all be built on type II string theories and their super-
symmetric compactifications to four-dimensional Minkowski space-time. The standard
choices of such compactifications without background fluxes or other modifications are
schematically
Type II on Y = R1,3 ×X , X =

Calabi− Yau for N = 2
K3× T2 for N = 4
T6 for N = 8
. (2.50)
We are not going to provide an extensive introduction into the compactification of
type II strings here, but some more material will be added in later sections. In a type
II compactification one half of the gravitinos in the spectrum always comes from the
left-moving the other from the right-moving world sheet sector. Thus, identifying fields
under the world sheet parity always reduces the number of gravitinos, and thus the
number of supercharges to one half of the values given in (2.50).
In general, Ω can be combined with any other discrete symmetry of the background
to form the orientifold projection. These operations may be defined geometrically
20There are a number of excellent other review articles available which are entirely devoted to the
subject of orientifolds. For more details on the subject we like to refer to [124, 20].
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by using isometries of the metric on X , or other symmetries of the background field
configuration if fields beside the metric are turned on. Or, in case the compactification
is given in form of an abstract world sheet CFT like a Gepner model, it can be specified
by describing its action on the fields of the CFT. Both cases will be considered later
on.
Only rather specific choices of orientifold projections will be used, and only such
which preserve supersymmetry in the construction. This does not necessarily mean that
all the models have to be automatically supersymmetric, since the D-brane content,
the open string sector, can break supersymmetry. But all the orientifolds will at least
possess a supersymmetric ground state.
We will use the notation Ωσ or Ωσ¯ for the combined operation in IIB or IIA re-
spectively. When acting on the background geometry Ω and σ, σ¯ are both of order two
and commute, i.e. Ω2 = σ2 = σ¯2 = 1, ΩσΩ−1σ−1 = Ωσ¯Ω−1σ¯−1 = 1. When they act on
fermions these relations may hold only up to phase factors. The prototype example of
an orientifold is of course the type I string theory in ten dimensions, which is obtained
from type IIB with σ the identity.
One can also include other identifications which do not include Ω when performing
an orientifold of some type II compactification. Let these form the group G. We then
denote the full orientifold group of, say, a IIB orientifold by21
GΩ = G ∪ ΩσG . (2.51)
Of course, one can think of the orientifold by GΩ as first performing an orbifold of type
II on X by G and afterwards its orientifold by Ωσ, but it can be useful to treat this as
a one step procedure.
The simplest situation is a toroidal orientifold compactification, where the type II
theory is compactified on a six-dimensional torus T6, G is a cyclic group ZN = 〈Θ〉 =
{Θ,Θ2, ...,ΘN = 1} or a product of two ZN × ZM = 〈Θ1,Θ2〉 [8, 9], and σ another
isometry. If it is the identity, the model can sometimes be interpreted as type I string
theory on an orbifold, but the concept of an orientifold is more general.
We will explicitly use two qualitatively different world sheet parity operators, re-
ferring to IIA or IIB orientifolds. In the context of toroidal orientifolds both can be
derived from Ω as a symmetry of IIB by T-dualities. Since a T-duality is a right-moving
reflection of the free world sheet fields as in (2.21) the T-dual of Ω is just equal to Ω
times a reflection along the dualized circles. When acting on the R ground states such
21See e.g. [18, 21, 22, 24, 125, 26, 126] for a number of examples of II orientifolds.
38
a reflection generates phase factors which have to be properly included. A way to make
the microscopic definition of the T-duality consistent with the effective description is
to combine any reflection along a complex coordinate with a phase factor (−1)FL, FL
the left-moving space-time fermion number. In the effective description a RR p-form
CM1···Mp maps to forms CM1···MpN1N2 , CM1···Mp−1N1 , CM1···Mp−2 of degrees p+ 2, p, p− 2
upon two T-dualities. If the original p-form was even under Ω, and the (p± 2)-forms
odd, the signs resulting from the reflection along the dualized circles and from (−1)FL
just work out to keep all three T-dual components in the spectrum, as desired. How-
ever, we will often suppress the extra phase factor and just write Ωσ or Ωσ¯ for the two
operations we are using.
Introducing a complex structure on the T6 we can employ complex coordinates ZI ,
I = 1, 2, 3, for the bosonic fields of the world sheet sigma-model. The action of σ and
σ¯ on these fields can be chosen
IIA : σ¯ZI σ¯−1 = ±Z¯I for I = 1, 2, 3 ,
IIB : σZIσ−1 =
{ ±ZI with even number of minus signs : O5/O9
±ZI with odd number of minus signs : O3/O7 .(2.52)
It extends to the fermionic fields by supersymmetry. This explains the use of σ or σ¯,
the IIA operation is anti-holomorphic while the IIB operation is holomorphic. In IIB
there is the distinction referring to the number of complex directions that are reflected
being even or odd, leading to orientifold models which either permit compactifica-
tions with D5- and D9-branes or D3- and D7-branes. This definition of the “dressed”
world sheet parity on a toroidal orientifold will be generalized to type II Calabi-Yau
compactifications later.
2.2.2 Type I superstrings as a type IIB orientifold
The world sheet parity Ω is defined to act by exchanging the left- and right-moving
world sheet fields of a closed string, such as
ΩXML Ω
−1 = XMR , Ωψ
MΩ−1 = ψ˜M . (2.53)
In the free CFT of closed strings in a flat background, one can easily solve for the
invariant degrees of freedom. States that are invariant under this operation are those
with
αMn = α˜
M
n , ψ
M
r = ψ˜
M
r , p
M
L = p
M
R . (2.54)
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Let us introduce some relevant elements of type II string theories to explain, why this
operation is actually a symmetry of the type IIB superstring but not of type IIA. From
the algebra of the fermionic world sheet oscillators in (A.7) it follows that zero mode
oscillators ψM0 and ψ˜
M
0 in the two R sectors satisfy two independent Clifford algebras.
After imposing light-cone gauge one can combine the transverse polarizations of the
zero-modes into raising and lowering operators
ψI± = ψ
2I
0 ± iψ2I−10 , ψ˜I± = ψ˜2I0 ± iψ˜2I−10 , I = 1, ... , 4 . (2.55)
The ground states of the left- and right-moving R sectors are then defined as for
the open string, and carry a eight-fold degeneracy after imposing the GSO projection
(2.24). The GSO projection again acts as the chirality projection on the spinor repre-
sentations of the R ground states, projecting onto identical chiralities in the left- and
right-moving R vacuum in IIB and opposite in IIA. The exchange of the two sectors is
a symmetry of type IIB, but not of type IIA. As representations of SO(8) the R vacua
transform as 8c or 8s, the indices s and c distinguishing the two chiralities. More
generally, since σ¯ flips the chirality by exchanging raising and lowering operators in
(2.55), but not so σ, Ωσ¯ is a symmetry of IIA and Ωσ of IIB.
D-branes in type I string theory can be defined by boundary states in the closed
string theory just as in type II. They take the same form as in (2.23). The states then
also have to be compatible with the world sheet parity projection. This singles out the
D1-, D5- and D9-branes as the only supersymmetric Dp-branes of type I string theory.22
The Dp-branes which come into play by the use of the world sheet parity (2.52) can
be deduced from these by the T-duality that maps Ω to Ωσ or Ωσ¯ by reflecting two,
three, four or all six circles of the T6.
As an alternative definition of the orientifold projection performed on type IIB one
can view type I as type IIB with extra orientifold planes. A path on the string world
sheet from σ1 to 2π−σ1 already forms a closed loop in the orientifolded theory. One can
thus restrict the closed string world sheet to positive values of σ1 which is equivalent
to inserting a cross-cap into the world sheet at σ1 = 0. In type I the image of such
a path in the target space-time is free to extend throughout the entire space-time,
but in general its endpoints are restricted to the fixed locus of σ in order to form a
closed loop. This fixed locus (or each disconnected component) is called an orientifold
plane, an Op-plane of dimension p + 1. In type I where σ is trivial this is the entire
target space-time, an O9-plane. With an O9-plane the fields of type IIB are projected
22There are however boundary states for D-branes of different dimensions which are not supersym-
metric [127, 128]. This matches with classification of D-branes by K-theory (see section (3.1.3)).
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down to the fields of type I invariant under Ω at every point in space-time, whereas
in theories with lower-dimensional Op-planes also type II fields odd under Ωσ can be
present in the bulk away from the O-planes.
The O-planes can be described by cross-cap states |Cp〉, similar to the boundary
states |Bp〉 introduced earlier. The periodicity condition along the cross-cap lead to
relations for the oscillator modes like Neumann or Dirichlet boundary conditions but
with extra phase factors, namely [15]
αMn ± eiπnα˜M−n = ψMr ± iηeiπrψ˜M−r = 0 . (2.56)
A state that satisfies these conditions as operator equations is the cross-cap state whose
oscillator contribution can be written
|Cp, η〉osc = exp
(
SMN
∑
n>0
1
n
eiπnαM−nα˜
N
−n + iηSMN
∑
r>0
eiπrψM−rψ˜
N
−r
)
|Cp, 0, η〉 . (2.57)
The NSNS and RR components are again built out of linear combinations with η = ±1
to get GSO invariant states, and SMN is as in (2.14). The above oscillator part of the
state needs to be complemented with delta-functions for momenta or coordinates and
with proper normalization factors as well.
2.2.3 Effective action for type I and II closed superstrings
The properties of the closed string part of an orientifold are rather directly obtained
from the underlying type II theory, in particular the massless spectrum and the form
of the effective action.
In generality, the spectrum of any closed string theory in ten dimensions is just
obtained by tensoring the left- and right-moving massless states and applying the GSO
projection. In the NSNS sector of type II theories this leads to the universal result
8V ⊗ 8V −→ {gMN , BMN , Φ} . (2.58)
The massless spectrum consists of the ten-dimensional metric, the antisymmetric NSNS
two-form, sometimes called just B-field, and the dilaton. These fields appeared in the
DBI action (2.37). The massless states in the RR sector are given by tensoring the two
R ground states, as discussed above,
8c ⊗
{
8s for IIA
8c for IIB
−→
{ {(C1)M , (C3)MNR} for IIA
{C0, (C2)MN , (C4)MNRS} for IIB . (2.59)
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It contains the antisymmetric RR p-form potentials. The four-form of IIB carries a
self-duality constraint, only half of the degrees of freedom survive. These are the RR
forms that couple to the various Dp-branes via the CS action (2.44). The fermionic
spectrum in the RNS and NSR sectors just consists of the two gravitinos of the N = 2
supergravities, which are of equal or opposite chirality respectively.
The effective Lagrangian (at the two-derivative level, and at tree-level in the string
coupling) is basically dictated by N = 2, d = 10 (local) supersymmetry. The full
action is the sum of the three pieces, the kinetic terms of the NSNS and RR fields and
the CS action,
S = 1
2κ210
∫
d10x
√−g
[
LNSNS + LRR + LCS
]
, (2.60)
for either IIA or IIB. The gravitational coupling is
κ210 =
1
4π
(4π2α′)4 =
ℓ8s
4π
. (2.61)
For later reference we also note the four-dimensional gravitational coupling
κ24 = ℓ
−6
s κ
2
10 =M
−2
Pl = (8πG)
−1 , (2.62)
where G is Newton’s constant and MPl ≃ 2× 1018GeV. The generic NSNS part of the
Lagrangian in string frame is
LNSNS = e−2Φ
[
R + 4∂MΦ∂
MΦ− 1
2
1
3!
HMNRH
MNR
]
, (2.63)
where the field strength of the NSNS two-form is defined
H3 = dB2 , HMNR = 3∂[MBNR] . (2.64)
The RR p-forms appear in the action via their field strengths in the kinetic terms
LRR = −1
2
∑
p
1
p!
FM1...MpF
M1...Mp = −1
2
∑
p
|Fp|2 , (2.65)
the sum running over p = 2, 4 in IIA or p = 1, 3, 5 in IIB. This action also appears at
the sphere-level, but for the proper loop counting with RR forms one has to absorb a
factor gs in Fp. The field strengths are actually defined in a way that Fp also involves
the RR potentials Cq of degree q = p − (2n + 1), and the NSNS two-form B2. But
setting B2 to zero they collapse to Fp = dCp−1. For later use, we only record the
definitions of the IIB field strengths F1, F3 and F5,
F1 = dC0 , F3 = dC2 − C0dB2 , F5 = dC4 − 1
2
C2 ∧ dB2 + 1
2
B2 ∧ dC2 . (2.66)
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The RR forms also appear in the Chern-Simons action, which is
IIA : LCS = −1
2
1
2!4!4!
ǫM0...M9BM0M1FM2...M5FM6...M9 ,
IIB : LCS = −1
2
1
4!3!3!
ǫM0...M9CM0...M3HM4M5M6FM7M8M9 . (2.67)
The only subtlety that remains, is the self-duality constraint of F5 in type IIB,
F5 = ∗F5 , FM0...M4 =
1
5!
ǫM0...M4
M5...M9FM5...M9 , (2.68)
which has to imposed after deriving the equations of motion from the action. For some
purposes it can also be implemented by an extra factor 1
2
in the kinetic term.
To put the actions into ten-dimensional Einstein frame one has to perform the
rescaling of the metric by
gEMN = e
−Φ/2gMN . (2.69)
Once this is done, the type IIB action can be written in the form that makes its
SL(2,R) symmetry manifest. To do so, one defines the complex scalar and three-form
τ = C0 + ie
−Φ , G3 = F3 − τH3 . (2.70)
Then the IIB action in Einstein frame can be formulated23
SIIB = 1
2κ210
∫
d10x
√
−gE
[
RE − ∂Mτ∂
M τ¯
2(Im τ)2
− 1
2
|G3|3
Im τ
− 1
2
|F5|2
]
+
1
8iκ210
∫
1
Im τ
C4 ∧G3 ∧ G¯3 . (2.71)
Again, the self-duality of F5 still needs to be imposed. This form of the action is the
best starting point for studying IIB flux compactification.
There is another way of encoding the same set of type II equations of motion in a
pseudo-Lagrangian, i.e. an action plus a set of duality constraints [129, 130], which is
better adapted to deal with D-branes (see e.g. [131, 132, 133]). The reason being that
the D-brane CS-action (2.44) is written with RR forms of all degrees ranging from 0
to 9. The kinetic terms of the RR forms in string frame can also be written in such a
way. One simply replaces (2.65) by
L′RR = −
1
2
∑
p
|Fp|2 , IIA : p = 0, 2, ..., 10 , IIB : p = 1, ..., 9 , (2.72)
23For a complex p-form we define |Fp|2 = 1p!FM1...Mp F¯M1...Mp .
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with p taking all even or odd values, even if the Cp do not represent propagating degrees
of freedom. After deriving equations of motion, one imposes the constraints
IIA : F2 = ∗F8 , F4 = − ∗ F6 ,
IIB : F1 = ∗F9 , F3 = − ∗ F7 , F5 = ∗F5 . (2.73)
This leads to identical classical dynamics, exchanging Bianchi identities and equations
of motion. Now the action contains a kinetic term for each RR p-form potential, which
then couples to a Dp-brane via (2.44). Note that in this “democratic” version of the RR
Lagrangian there is no CS term in the action. Its effects are reproduced by integrating
out the RR forms of degree higher then five [129, 130].
The action for the bulk fields of the type I orientifold theory is given by projecting
out all degrees of freedom of the type IIB theory that are odd under the world sheet
parity. These are the non-vanishing independent states of the type II spectrum with
(2.54) imposed. The bosonic spectrum is given by
Closed string type I spectrum : {gMN , Φ, (C2)MN} , (2.74)
plus a single gravitino in the fermionic sector.
The Lagrangian is identical to the relevant pieces of the type IIB theory, i.e. in
string frame
LI = e−2Φ
[
R + 4∂MΦ∂
MΦ
]
− 1
2
|F3|2 . (2.75)
The type IIB RR three-form field strength is defined F3 = dC2 − C0dB2, but since C0
and B2 are projected out, the type I three-form in (2.75) is just dC2 (in the absence of
open string degrees of freedom). Note that there is no CS term in type I. One can also
write the RR part of the type I action in a democratic version, where then in addition
to the two-form C2 a six-form C6 appears, and the constraint is dC2 = − ∗ dC6. The
two-form and six-form then couple to D-strings and D5-branes. Beyond that, there is
also a non-dynamical ten-form C10 coupling to D9-branes.
Note that (2.75) is the action for the dynamical degrees of freedom that survive
the projection in a trivial background. Even though it does not contain for example
a second two-form tensor BMN from the NSNS sector one can still introduce a non-
trivial discrete background and define orientifolds on such a background. In this way,
orientifold compactifications can contain background fields of type II which are no
longer dynamical. In more general orientifolds with Ωσ or Ωσ¯ projection one can
introduce background profiles for fields of type II that are odd under the projection
and are projected out of the spectrum. This includes background fluxes which we will
study later.
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2.2.4 Cancellation of charge and tension with O-planes
The most important consistency condition that has to be regarded in any orientifold
compactification is the condition of RR charge cancellation. In terms of the effective
field theory of the massless modes, it arises as a consequence of the Gauss law.
The simplest field theoretic analogue of this charge cancellation criterion is a scalar
field φ on a compact space with a source term φJ . The equation of motion, schemati-
cally φ = −J , leads to the condition that J integrates to zero. In the same sense a
non-vanishing tadpole for a RR form is an inconsistency of the vacuum at the classical
level. For more details see [134, 135].
For simplicity, let us look at a single RR form field with field strength Fp+2 = dCp+1.
The potentials couple to sources as in the CS action of a Dp-brane in (2.44). The generic
form of the relevant action is
S = − 1
4κ210
∫
d10x
√−g|Fp+2|2 − µq
∑
a
∫
Cp+1 ∧ πa9−p , (2.76)
where πa9−p is a closed (9 − p)-form, dπa9−p = 0. The explicit expression follows from
(2.44) in a given background.24 The label a stands for different sources, different stacks
of D-branes. This leads to an equation of motion
d ∗ dCp+1 = 2µqκ210
∑
a
πa9−p . (2.77)
One can integrate this equation over the compactification manifold or any (9 − p)-
dimensional compact submanifold of it. As long as πa9−p is closed, the integral will only
depend on the topological class in homology. Denoting the cohomological class of πa9−p
as Πa = [π
a
9−p] it follows ∑
a
Πa = 0 . (2.78)
One gets a set of conditions on the topological data that define the gauge bundle and
the geometry of the cycle wrapped by the brane, by integrating the equation (2.77)
over a basis of cycles of proper dimension. These are the RR tadpole cancellation
conditions. For example, a D6-brane in type IIA can wrap any three-cycle and the
πa3 are just the Poincare´-dual three-forms of these three-cycles. Expanding in a basis
of the third cohomology one finds b3 charge cancellation conditions, b3 the third Betti
number of the compactification manifold.
24In a flux compactification the CS action (2.67) can also function as a source for RR forms.
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The condition (2.78) is the main restriction why there are no supersymmetric com-
pactifications of type II string theories with D-branes that fill out the four-dimensional
space-time. The integral in (2.77) only vanishes if the brane charges effectively add
up to zero, which is in conflict with supersymmetry. Branes of negative charge, anti-
branes, preserve different supersymmetries than branes of positive charge, and hence
models with both types of branes tend to be unstable.
This inconsistency is repaired in the process of orientifolding type IIB to obtain
type I by adding orientifold planes, O9-planes. They do not carry any new dynamical
degrees of freedom, and there is no field theory of massless modes associated to their
world volume. In this sense O-planes should not directly be interpreted as physical
objects, but as auxiliary formal constructions that cover essential aspects of the vacuum
of orientifolds. In particular, O-planes carry charge and tension, and thus couple to
the bulk closed string fields including the RR forms. The action which describes this
coupling is formally identical to the DBI and CS action after setting world volume
fields to zero [103, 104]
SOplDBI = −Tpµp
∫
W
dp+1ξ e−Φ
√
−det(gab) ,
SOplCS = −Qpµp
∫
W
√
L(RT /4)
L(RN/4) ∧
⊕
q
Cq , (2.79)
with the Hirzebruch L-polynomial in (B.40). The world volume W of an Op-plane is
defined as the fixed locus of an element of the orientifold group ΩσG in (2.51). For
every element that is not freely acting there is an O-plane of proper dimension. For
example, for the dressed world sheet parity Ωσ one has an O-plane located at the fixed
locus of σ, denoted WΩσ, or formally
WΩσ = Fix(σ) . (2.80)
Since (2.80) uniquely fixes WΩσ the O-planes cannot fluctuate and their coordinates
are not dynamical.
For the world sheet parity operations that we use in toroidal models as given in
(2.52) there are the following types of O-planes: In type IIA σ¯ is the complex conjuga-
tion up to a possible sign, and its fixed locus on a T6 is three-dimensional, an O6-plane
along the real or imaginary axes. In IIB σ is a reflection along zero, one, two, or all
three complex directions inside T6, leading to a O9-, O7-, O5-, or O3-planes. Whenever
the orbifold group ZN that can appear in a supersymmetric orientifold on T
6 contains
an element of order two, Θ2 = 1, then Θ is a reflection along two complex directions
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of the T6. In IIA σ¯Θ also only leads to O6-planes, while σΘ in IIB adds O5-planes
to models with O9-planes, and O3-planes to models with O7-planes, and vice versa.
This reasoning now also explains the use of the two different world sheet projections
for type IIB in (2.52).
The coefficients Tp and Qp measure the charge and tension of an Op-plane relative
to that of a Dp-brane. In supersymmetric models they have opposite sign compared to
D-brane charge and tension. They may thus balance the tadpole conditions (2.82).25
In a model with a non-vanishing source for the RR form Cp+1 from O-planes, the action
(2.79) contains a term
−Qqµq
∫
Cp+1 ∧ πOp9−p , (2.81)
where again dπOp9−p = 0, and ΠOp = [π
Op
9−p]. The charge neutrality condition then
becomes ∑
a
Πa +QqΠOp = 0 . (2.82)
For supersymmetric compactifications, all D-branes have to wrap cycles with the same
orientation as the O-planes, such that solutions will only exist for negative O-plane
charge Qq ≤ 0. The actual value of the charge of an Op-plane turns out
Qp = − 32
29−p
. (2.83)
Note that the set of orientifold planes in an orientifold model is uniquely specified when
the type II background and the world sheet parity operation are given. Thus, the closed
string sector is determined. However, the open string sector or the content of D-branes
in the model may differ. The condition of charge neutrality only puts constraints on
the overall RR charge of all branes. Even with the requirement of supersymmetry there
can be many different solutions, as well shall see later. In this way one can engineer a
large amount of string models with a single orientifold by varying the D-brane content.
In type I string theory the fixed locus of Ω is the entire ten-dimensional space-time,
an O9-plane, with T9 = Q9 = −32. By the presence of 32 D9-branes its charge and
tension is balanced, the right-hand-side of (2.82) becomes proportional to µ9(ND9−32).
The values for T9, Q9 are determined by an explicit calculation of one-loop string
diagrams, performed in section 2.2.9. The relative charge is determined as the relative
25If one wants to keep track of all possibilities one sometimes distinguishes O-planes by the sign of
their charge and tension, {++,+−,−+,−−}.
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sign of the exchange of massless RR states in the one-loop diagrams with two boundaries
(annulus) or one boundary and one cross-cap (Mo¨bius strip).
Related to the tension of the branes and planes, there can also be tadpoles for
the NSNS fields, i.e. the metric, dilaton and two-form. An NSNS tadpole signals
that one has not solved the equation of motion for the corresponding ten-dimensional
fields respectively that the model does not sit in a stationary point of the effective
four-dimensional potential. Therefore the true vacuum (if it exists) deviates from a
flat four-dimensional Minkowski space times and internal (conformal) Calabi-Yau with
constant two-form and dilaton.
However, this instability may at least in principle be cured by including other
stabilizing effects, and does not necessarily render the model fatally inconsistent, such
as a RR tadpole does. The simplest NSNS tadpole that can appear is a tadpole for
the dilaton field. The dilaton appears as a prefactor in the DBI action (2.37) whose
leading term in an expansion in derivatives describes the tension of the Dp-brane. Let
us look at type I with ND9 D9-branes as a simple example to illustrate the problem.
The action for Φ in Einstein frame is schematically of the form
S = − 1
2κ210
∫
d10x
√
−gE
[1
2
∂MΦ∂
MΦ + µ9e
3Φ/2(ND9 + T9) + · · ·
]
. (2.84)
We have just kept the kinetic term for Φ from (2.63) and the tension terms from
(2.42) and (2.79), transformed to Einstein frame via (2.69). In the supersymmetric
case ND9 = −T9 = 32, but otherwise a non-vanishing tadpole remains for the dilaton.
In that case a constant dilaton is no solution anymore.
In four-dimensional language the tension plays the role of a scalar potential. For
constant dilaton there is a non-vanishing potential energy in the vacuum except if the
tensions cancel out. This is not in accord with a compactification to a four-dimensional
Minkowski space-time with vanishing cosmological constant. It could for instance be
countered by other terms in the action which depend on Φ, or by a space-dependent
profile for the background of Φ [136, 137, 138, 139].26
2.2.5 Compactification ansatz in orientifolds
A Calabi-Yau compactification starts from an ansatz for the ten-dimensional met-
ric that splits into a six-dimensional Ricci-flat internal piece and a four-dimensional
26In that situation care has to be exercised to use an effective action derived by assuming the
background to be trivial to describe other vacua.
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Minkowski space which is a solution to the vacuum equations of motion of supergravity.
This ansatz will however no longer be a solution when the D-branes are added due to
a backreaction of the geometry towards their charge and energy density. The same is
true for fluxes. In the absence of orientifold-planes there even exist no-go theorems for
branes and fluxes in type II string theories on a compact internal space [140, 141, 142].
Starting from a warped compactification ansatz for the ten-dimensional metric with
four-dimensional Minkowski space to preserve four-dimensional Lorentz symmetry, such
as
ds2 = gMNdx
MdxN = ∆−1(xk)ηµνdxµdxν +∆(xk)gˆijdxidxj , (2.85)
one can write the “trace reversed” Einstein equations
Rµν =
1
2
gµνg
ij∇ˆi∂j ln(∆) = κ210(Tµν −
1
8
ηµνTMM) ,
Rij = κ
2
10(Tij −
1
8
gijTMM) . (2.86)
Hence, gµνRµν is a total derivative on the internal space X . If this is compact the
combination Tµµ − 12TMM = 12(Tµµ − Tii) has to integrate to zero,
0 =
∫
X
d6x
√
gˆ (Tµµ − Tii) . (2.87)
In a standard Calabi-Yau compactification27 the solution is
Rˆij = 0 , ∆ = const . (2.88)
No fields other than the metric are turned on,
eΦ = gs = const , Fp = H3 = 0 . (2.89)
This is not an arbitrary choice, but a direct consequence of the condition (2.87). Eval-
uating this expression for the DBI action (2.37) with FMN = 0 one finds
gµνT DBIµν −
1
2
gMNT DBIMN =
p− 7
2
µpe
(p−3)Φ/4 1√
g⊥
δ(9−p)(x) . (2.90)
With only D-branes of positive tension µp > 0 (and p < 7) it is impossible to satisfy
(2.87). The same is true for NSNS and RR field strengths. The contribution of the
27The proper definition of a Calabi-Yau three-fold is that of a complex Ka¨hler manifold with van-
ishing first Chern class, or equivalently with holonomy group SU(3). The additional information is
required to ensure supersymmetry, here we only look at equations of motions.
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kinetic action −1
2
√−g|Fp|2, with internal components of Fp potentially non-vanishing,
to the right-hand-side of the trace of the first equation in (2.86) is
gµνT fluxµν −
1
2
gMNT fluxMN = −
p− 1
2
|Fp|2 , (2.91)
This cannot be compensated for, which leads to the no-go theorem that a warped
Calabi-Yau compactification of type II with D-branes or fluxes (with p > 1) and a
four-dimensional Minkowski space does not exist. The problem can be circumvented
by a negative four-dimensional cosmological constant so that anti-de Sitter compacti-
fications are possible.28
In orientifolds there are orientifold planes which can have negative tension. Their
contribution to the effective action (2.79) can balance the tension of a D-brane if
Tp < 0. For example, in type I the right-hand-side of (2.87) becomes proportional to
µ9(ND9 + T9) again. In a very similar way, internal fluxes become possible when O-
planes with negative tension are present. The example that is best understood involves
vacuum expectation values for the three-forms H3 and the Fp of type IIB [49]. We will
come to study this in more detail later.
If (2.87) is not satisfied the compactification is unstable, but not necessarily incon-
sistent. In the effective four-dimensional action this is a situation where some scalar
fields deviate from minima and generate a non-vanishing vacuum energy, as described
in section (2.2.4). If a stable configuration can be reached, the model can find a stable
minimum, if not the potential will show a run-away behavior.
In most interesting orientifold models the D-branes and O-planes are not lying on
top of each other, such that the right-hand-side of (2.86) is practically never vanishing
locally, even if it integrates to zero. This implies that the background metric is always
warped, ∆(xi) 6= const. Furthermore, the equation of motion of the dilaton will also not
allow for constant solutions with the exception of models with only D3-branes. Thus,
in orientifolds in which charge and tension do not cancel locally the backreaction of
the bulk fields with respect to the presence of the D-branes and O-planes leads to a
warped background metric, a non-trivial dilaton profile, and non-trivial RR forms as
discussed in section 2.1.6. In most instances of model building all these elements of
backreaction are ignored and a “perturbative” approach is taken in that we assume
the deviations of the solution from a Calabi-Yau metric with constant warp factor and
from a constant dilaton to be small. This approximation is expected to be accurate at
28There are other caveats, mainly the possibility that higher derivative terms in the Lagrangian can
lead to important modifications.
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large radius and small coupling, when all fields and the warp factor vary slowly over
the internal space and interactions are weak [49].
2.2.6 Elements of effective actions and Calabi-Yau compactifications
In this subsection we now provide some basic material on the structure of the four-
dimensional effective theory that describes the light modes of a compactification on
Calabi-Yau spaces. This is basically for later use when we discuss the effective action
of orientifolds in more detail.
As displayed in (2.50) type II string theories lead to N = 2 supersymmetry in four
dimensions which is reduced to N = 1 by the orientifold projection. We therefore start
by introducing the relevant notation and terms of the N = 1 supergravity Lagrangian
following the standard textbooks [61, 62]. Furthermore, it will also be useful to add
some information about the moduli spaces of type II compactifications on Calabi-Yau
spaces, since the general structure already implies stringent restrictions on the potential
and in particular its quantum corrections that can appear in either theory.
First of all, the general Lagrangian contains in its bosonic part at the two-derivative
level the kinetic action of the gauge fields and scalars plus a potential,
LSG = 1
2κ24
R−Gαβ¯(φ, φ¯)DµφαDµφβ¯ − VSG(φ, φ¯)
−1
8
Re fab(φ)F
a
µνF
bµν − 1
8
Im fab(φ)ǫ
µνρσF aµνF
b
ρσ + · · · (2.92)
These are the types of terms we are mostly going to concentrate on. The scalar fields
φα are complex coordinates of the sigma-model target space with metric Gαβ¯ which is
given as second derivative of the Ka¨hler potential K(φ, φ¯),
Gαβ¯ =
∂2K(φ, φ¯)
∂φα∂φβ¯
. (2.93)
The gauge fields are in general labelled by the adjoint index a. The matrix of gauge cou-
plings and theta-angles fab, the gauge kinetic functions, has only off-diagonal elements
for abelian factors in the gauge group, otherwise we write fab = δabfa. The functions
fab are holomorphic in the φ
α. Note that the terms multiplied by the imaginary parts
is odd under CP.
The general form of the scalar potential has two pieces which are referred to as
F-terms and D-terms,
VSG(φ, φ¯) = VF + VD . (2.94)
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The two pieces are written in terms of the Ka¨hler potential K(φ, φ¯) and the superpo-
tential W (φ). The latter is also holomorphic. The F-term potential is29
VF = eκ24K
(
Gαβ¯DαWDβ¯W¯ − 3κ24|W |2
)
. (2.95)
The covariant derivative
DαW = ∂αW + κ
2
4KαW = Fα (2.96)
indicates that W is actually not a function but a section of a holomorphic line bundle
over the sigma-model target space. The Fα are the auxiliary complex scalar fields
in the chiral multiplets, thus the name F-terms, and a non-vanishing value indicates
(spontaneously) broken supersymmetry.
The D-term potential is written in terms of the auxiliary Da-fields in the vector
multiplets as
VD = 1
2
(Re(f)−1)abD
aDb . (2.97)
The Da(φ, φ¯) are the auxiliary D-fields. Denoting the holomorphic Killing vectors by
Xaα, the Da satisfy ∂αD
a = −iKαβ¯Xaβ¯. For linearly transforming scalars and diagonal
gauge kinetic matrix the D-term potential becomes
VD = 1
8
(Re fa)
−1(KαT aφα + h.c. )2 . (2.98)
The T a are the constant representation matrices of the gauge symmetry. For an abelian
gauge symmetry the D-term can always be shifted by the Fayet-Iliopoulos parameter
Da → Da + ξa. A non-vanishing value of Da means supersymmetry is broken in the
vacuum. Together the conditions for unbroken supersymmetry are
Fα = 0 , D
a = 0 . (2.99)
In a supersymmetric Minkowski vacuum the vacuum energy proportional to κ24|W |2
also has to vanish which implies W = 0.
By general non-renormalization theorems there are no perturbative quantum cor-
rections to the superpotential at all, and no corrections to the gauge kinetic functions
beyond one-loop. The Ka¨hler potential can in principle have corrections at any loop
order. Furthermore, all three quantities can have corrections from non-perturbative
quantum effects such as instantons. This set of statements is summarized in table 1.
29The dimensions work out as follows: The fields φα have dimension one, the Ka¨hler potential
dimension two, and the superpotential dimension three. The factors of κ4 = 1/MPl are put in to give
the potential dimension four. Later on we will often use dimensionless scalar fields such that DαW
has the same dimension as W .
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Quantity Quantum correction
Ka¨hler potential K(φ, φ¯) Any perturbative and non-perturbative
Gauge kinetic function fa(φ) One-loop and non-perturbative
Superpotential W (φ) Non-perturbative
Table 1: Quantum corrections in general N = 1 supergravity
A case that is important throughout the various classes of models we discuss is the
gauging of a shift symmetry in the context of the Green-Schwarz mechanism. It is
described by a constant Killing vector
Xaα = iQaα , (2.100)
for some real constant Qaα. A simple case where this happens is a (dimensionless)
scalar S with Ka¨hler potential
κ24K(S, S¯) = − ln(S + S¯) (2.101)
such that S parameterizes the space SU(1, 1)/U(1). One finds immediately
iKSX
aS = κ−24
QaS
S + S¯
. (2.102)
This is the famous Fayet-Iliopoulos parameter of the heterotic string [143]. Strictly
speaking it is just a D-term but after stabilizing S it may be viewed as a constant
Fayet-Iliopoulos term. Similar Fayet-Iliopoulos terms are always induced along with
the Green-Schwarz mechanism. Another useful way to derive them is to replace the
Ka¨hler potential (2.101) by the gauge invariant expression
κ24K˜(S, S¯, V ) = − ln(S + S¯ −QaSV a) , (2.103)
where V a are the abelian vector fields that gauge the shift isometry of S. In superfield
notation the gauge transformations are δS = QaSΛ and δV a = Λ + Λ¯ for a chiral
multiplet Λ. One can then use K˜ instead of K as a superspace density to derive the
Lagrangian, schematically in the form
∫
d2θd2θ¯ K˜. The D-term contribution is
ξa
g2a
=
∂K˜
∂V a
∣∣∣
V a=0
. (2.104)
Due to the fact that these Fayet-Iliopoulos terms are related to anomalies in the Green-
Schwarz mechanism they are also protected from perturbative quantum corrections
beyond one-loop [144, 145, 143].
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We now turn to the more specific case of type II string theories on Calabi-Yau man-
ifolds. In the first place they lead to N = 2 supersymmetry. It has a more restrictive
structure for the scalar fields contained in vector multiplets (VM) and hypermultiplets
(HM). The total moduli space is a direct product of two factors, one for each type
of moduli. The two manifolds are of particular geometric nature with either special
Ka¨hler geometry (VM) or quaternion Ka¨hler (or shorter quaternionic) geometry (HM).
The Lagrangian in particular for the VM is given through a single holomorphic func-
tion, the so-called prepotential which serves as a chiral superspace density and benefits
from non-renormalization theorems similar to the superpotential of N = 1.
As mentioned earlier, in IIA the complex structure moduli of the Calabi-Yau enter
the HM, the Ka¨hler deformations go into VM, and vice versa in IIB. This structure
is summarized in table 2. In both cases the ten-dimensional dilaton, i.e. the string
coupling constant, is part of the universal HM. This implies that quantum corrections
in the string coupling, either perturbative or non-perturbative, do not depend on the
VM and only affect the HM moduli space. On the other hand, corrections in the
derivative expansion of the effective action, quantum corrections in the sigma-model
expansion parameter α′ only depend on Ka¨hler moduli. This leads to the pattern of
possible corrections also displayed in table 2.
IIA IIB Multiplets
Ka¨hler: α′ Complex structure: None VM: Special Ka¨hler
Complex structure: gs Ka¨hler: gs and α
′ HM: Quaternionic
Table 2: Moduli spaces and quantum corrections of Calabi-Yau compactifications
Furthermore, the complexified Ka¨hler moduli always include internal components
of anti-symmetric tensor fields, either of the NSNS two-form or of the RR forms. They
enjoy additional abelian gauge symmetries in ten dimensions which descend to shift
symmetries of the effective theory that are exact in perturbation theory. Because the
superpotential is holomorphic it can not depend on the Ka¨hler moduli perturbatively
in order to be invariant. Non-perturbatively a superpotential can be induced by world
sheet instanton corrections or space-time non-perturbative effects, as we will discuss in
some detail later on.
For later reference we write the Ka¨hler potentials and some more geometrical data
for type II Calabi-Yau compactifications written in terms of integrals of the Ka¨hler
two-form J2 and the holomorphic three-form Ω3 that are characteristic of a Calabi-
Yau. In our conventions these form have dimension two and three respectively, and
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their periods are integer after pulling out factors of ℓs. The complex structure Ka¨hler
potential is
κ24KCS = − ln
[
− i 1
ℓ6s
∫
X
Ω3 ∧ Ω¯3
]
, (2.105)
and the Ka¨hler moduli space potential given by
κ24KK = − ln
[ 1
3!
1
ℓ6s
∫
X
J2 ∧ J2 ∧ J2
]
. (2.106)
The potential for the complex dilaton of IIB is
κ24KDil = − ln[−i(τ − τ¯ )] . (2.107)
In IIA the universal HM originally arises in the form of a tensor multiplet that needs
to be dualized. The full Ka¨hler potential is simply the sum of three pieces, and the
metric therefore block-diagonal. Both J2 and Ω3 are closed and can be expanded in
terms of (dimensionless) harmonic two-forms ωA or three-forms (αΛ, β
Σ) as
1
ℓ2s
J2 = v
AωA , A = 1, ..., h
1,1 ,
1
ℓ3s
Ω3 = X
Λ(z)αΛ − FΣ(z)βΣ , Λ,Σ = 0, ..., h2,1 . (2.108)
The vA are the (dimensionless) real Ka¨hler moduli scalars which get complexified by
axionic scalars into Ka¨hler moduli scalars tA. The XΛ(z) are projective coordinates
on the complex structure moduli space with holomorphic dependence on the (dimen-
sionless) moduli zK , K = 1, ..., h2,1, defined as periods of Ω3 along a dual basis of
three-cycles (AΛ, BΣ) via
XΛ =
1
ℓ3s
∫
AΛ
Ω3 , FΣ = 1
ℓ3s
∫
BΣ
Ω3 . (2.109)
One can choose conventions such that the forms used in the expansion satisfy the
relations ∫
X
αΛ ∧ βΣ = δΣΛ ,
∫
X
αΛ ∧ αΣ = 0 =
∫
X
βΛ ∧ βΣ , (2.110)
and
KABC =
∫
X
ωA ∧ ωB ∧ ωC , KAB = 1
ℓ2s
∫
X
ωA ∧ ωB ∧ J2 = KABCvC , (2.111)
KA = 1
ℓ4s
∫
X
ωA ∧ J2 ∧ J2 = KABCvBvC , K = 1
ℓ6s
∫
X
J2 ∧ J2 ∧ J2 = KABCvAvBvC .
Analogously, the intersection pairing of the three-cycles satisfies AΛ◦AΣ = 0, BΛ◦BΣ =
0 and AΛ ◦BΣ = δΛΣ.
Thus, the argument of the logarithm in (2.106) is given by the tripel intersections
numbers KABC of harmonic two-forms, and the intersections of three-forms are nor-
malized to a delta-function. The metric is in in either case computed by using (5.114).
Part of this structure survives in orientifold models with N = 1 supersymmetry as
long as additional open string (or bundle) moduli are neglected. In that case, the closed
string sector is only a truncation of the type II compactification and one expects its
properties to survive, even though in general N = 1 supersymmetry is not as restrictive
and all scalars come in chiral multiplets (We do not consider the possibility of linear
multipets.). When open string scalars also enter, the direct product structure of the
moduli space into complex structure and Ka¨hler deformations is broken and one has
to deal with a single manifold for the sigma-model target space. In section 2.2.10 and
more generally in 4.3 we will give an example of this phenomenon and show how the
open string moduli lift the factorization of the corresponding type II moduli space.
2.2.7 Closed string spectra in Calabi-Yau orientifolds
We now discuss how to determine the spectrum of closed string modes in an orientifold
that starts from a supersymmetric type II compactification on a Calabi-Yau or a space
that permits even more supersymmetries, K3×T2 or a T6.
The type II compactification is orientifolded by identifying states under GΩ from
(2.51). The number of supercharges is cut in half by the orientifold projection in any
case. One may view this as a quotient of the type II compactification on X /G by Ωσ
or Ωσ¯.
The spectrum of the closed string sector consists first of all of the parent type II
spectrum projected onto states invariant under the orientifold group. If the orbifold
group G is non-trivial and its elements have fixed loci, there also exist twisted sectors.
Twisted states satisfy periodicity conditions on the covering space only up to elements
of G. On a torus one can write explicitly for the world sheet bosons
XM(σ1, σ2) = ΘX
M(σ1 + 2π, σ2)Θ
−1 , (2.112)
for any Θ ∈ G. More generally, such twisted periodicity condition would have to be
applied to any field in the theory. We will first discuss the case where the spectrum
of type II on X /G has already been determined (or where G is trivial) and only the
projection onto states invariant under the world sheet parity needs to be performed.
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Let us start with a simple illustrative case where everything is very explicit, the
toroidal compactification of type IIA with N = 4 supersymmetry. The naked world
sheet parity Ω acts together with the complex conjugation σ¯ introduced in (2.52).
For a toroidal background space, it is related to Ω in type IIB by three T-dualities.
Denote the three direction of the T6 that are reflected by σ¯ as i, j ∈ {4, 6, 8}, the
three other internal directions a, b ∈ {5, 7, 9}, while the four-dimensional space-time
is µ, ν ∈ {0, 1, 2, 3}. The closed string spectrum that descends from the IIA fields of
(2.59) is then determined by decomposing the fields into internal and four-dimensional
components and keep the even fields. It comes out as
NSNS : {Gµν , Gij, Gab, Bµa, Bia, Φ} , (2.113)
RR : {(C1)a, (C3)µab, (C3)iab, (C3)µij , (C3)µνi, (C3)ijk} ,
which comprises 35 scalars, 12 vectors, plus 3 antisymmetric tensors, which in four
dimensions can be dualized into scalars, and finally the metric. This spectrum consists
of a spin two N = 4 multiplet and six abelian spin one multiplets.30
This procedure can be generalized to specify the spectrum of IIA and IIB orientifolds
on Calabi-Yau manifolds [147, 148]. Morally speaking, the projection will be performed
in a very similar fashion. We will make use of the standard results for the dimensional
reduction of type II theories on Calabi-Yau spaces [7]. The spectrum of closed string
modes is stated in terms of supermultiplets of the N = 2 supersymmetry of the type
II model which is then reduced to N = 1 by the projection. These are the gravity
multiplet, vector multiplets and hypermultiplets.31 The vectormultiplets contain a
four-dimensional vector field plus a complex scalar, the hypermultiplets two complex
scalars as bosonic components.
For type IIA the dimensional reduction on a Calabi-Yau leads to h1,1 vector mul-
tiplets (hp,q being the Hodge numbers of the Calabi-Yau) whose vectors come from
the reduced RR three-form C3 and whose scalars come from the NSNS two-form B2
and the Ka¨hler deformations. Further, there are h2,1 + 1 hypermultiplets which in-
clude the internal components of C3 and the complex structure moduli (the one extra
hypermultiplet is the universal one that includes the dilaton). The N = 2 supersym-
metry requires that the moduli space is of a direct product form, one for each type
30See also [146, 132] for a similar IIB orientifold on T6 studied in the frame work of flux compacti-
fications.
31We do not distinguish here between hyper- and tensormultiplets assuming that all anti-symmetric
tensors have been dualized into axionic scalars via four-dimensional Hodge duality of their field
strengths. Similarly we do not distinguish between chiral and linear multiplets in N = 1 spectra.
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of multiplet. The vector multiplets enjoy so-called special Ka¨hler geometry while the
hypermultiplet parameterize a quaternionic manifold.
Multiplicity Multiplet Moduli
1 gravity multiplet
h1,1 vector multiplets Ka¨hler
h2,1 + 1 hyper multiplets Complex Structure
Table 3: N = 2 spectrum of IIA Calabi-Yau compactification
The operation σ¯ acts on the cohomology groups by
IIA : σ¯ : Hp,q 7→ Hq,p . (2.114)
This implies that (1, 1)-forms are mapped onto themselves, but (3, 0)- and (2, 1)-forms
are swapped with the complex conjugate. Thus, H1,1 can be split into subspaces of
eigenvalues ±1 with dimensions h1,1± . For N = 2 vectormultiplets that come from a re-
duction with internal component in H1,1+ the vector field survives as bosonic component
the projection with Ωσ, whereas for H1,1− the scalar survives. Among the hypermul-
tiplets one can form linear combinations such that precisely one half of the scalars is
even under Ωσ¯.
Putting the pieces together, the N = 1 supergravity theory of the massless closed
string modes of a type IIA Calabi-Yau orientifold with orientifold group generated by
Ωσ¯ alone is summarized in table 4.
Multiplicity Multiplet
1 gravity multiplet
h1,1+ vector multiplets
h1,1− + h2,1 + 1 chiral multiplets
Table 4: Spectrum of IIA Calabi-Yau orientifolds
The classical moduli space of the closed string fields is still of a direct product form,
involving h1,1− Ka¨hler moduli and h
2,1 complex structure moduli that can be viewed as
the real or imaginary parts of the 2h2,1 deformations present in the IIA compactification
[148].
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Multiplicity Multiplet Moduli
1 gravity multiplet
h2,1 vector multiplets Complex Structure
h1,1 + 1 hyper multiplets Ka¨hler
Table 5: N = 2 spectrum of IIB Calabi-Yau compactification
In type IIB orientifolds one starts with the spectrum of table 5 identical to the IIA
case after flipping the two Hodge numbers.
Here the situation is slightly different because σ contains an even number of reflections.
It is holomorphic and maps
IIB : σ : Hp,q 7→ Hp,q . (2.115)
Now, all the cohomology groups split into even and odd subspaces under σ. There is
a further ambiguity that referring to the two versions mentioned in (2.52), the O5/O9
or the O3/O7 orientifold projection. One then gets by similar reasoning as above the
spectrum of an N = 1 IIB orientifold as displayed in table 6 [147]. The upper sign
refers to the O3/O7 version the lower to O9/O5.
Multiplicity Multiplet
1 gravity multiplet
h2,1± vector multiplets
h2,1∓ + h
1,1 + 1 chiral multiplets
Table 6: Spectrum of IIB Calabi-Yau orientifolds
The effective Lagrangian that captures the classical dynamics of these fields has
been obtained by explicit dimensional reduction from the ten-dimensional type II par-
ent theories [147, 148].
The situation where G is non-trivial and has elements that are not free we only
treat briefly by an example, the case of a toroidal orientifold model based on an orb-
ifold T6/ZN . Fixed points correspond to the twisted sectors of this orbifold. In the
geometric large volume regime one can deal with these without explicit CFT calcula-
tions needed.32 An isolated fixed point of the orbifold group is resolved by replacing
32The supersymmetric CFT solutions for such an orientifold, however, does not have to be “in
59
it with a CP2 which contributes h1,1 = 1 to the relevant Hodge numbers. Thus, in IIA
there is an extra vector multiplet, in IIB a hypermultiplet.
The spectrum of the orientifold in IIA now depends on if a fixed point of some
element Θ of G is fixed under σ¯ as well. If not, the fixed point and its image form
a pair and one half of the states survive the projection, i.e. the two N = 2 vector
multiplets decompose into a chiral and vector multiplet under N = 1, the pair carries
h1,1+ = h
1,1
− = 1. An invariant fixed point simply supports a single chiral multiplet.
If a fixed point of Θ is invariant under σ¯ or not, in turn depends on the complex
structure of the underlying torus. To give a concrete example, the orientifold T6/Z3
in [31, 30, 149] has 33 = 27 isolated fixed points, leading to h1,1 = 27. But there are
four distinct choices for the complex structure of the underlying torus compatible with
the orientifold projection Ωσ¯ which produce 13, 12, 9 or zero N = 1 vector multiplets.
Many more such examples can be found in the literature, for instance in [150]. In IIB
the distinction is less important since only chiral multiplets are present.
2.2.8 Open strings in orientifolds
One may formally interpret closed strings that are twisted under the world sheet parity
Ω as open strings. A closed string twisted by Ω satisfies the periodicity condition
XM(σ1, σ2) = ΩX
M(σ1 + 2π, σ2)Ω
−1 = XM(−σ1, σ2) . (2.116)
The mode expansion then becomes identical to that of an open string with Neumann
boundary conditions along all space-time directions, i.e. like an open string with ends
on a D9-brane [17].
This is another way to argue that an orientifold automatically introduces open
strings or D-branes into type II compactifications. When D-branes are added the closed
string spectrum (2.74) is extended by massless open string modes such as (2.32). The
open strings introduce non-abelian gauge symmetry and charged matter fields, while
the closed string modes have at most abelian gauge symmetries.
Since Ω inverts the orientation of the closed string world sheet, one has to include
all oriented and unoriented Riemann surfaces in the perturbative loop expansion of
string scattering amplitudes in orientifolds, weighted by their Euler number (2.1). The
closed string tree-level is given by the sphere diagram with g = b = c = 0 or χ = 2. The
open string tree-level is the disk with g = c = 0, b = 1 and cross-cap g = b = 0, c = 1
the geometric phase”. This means, it can lead to different Hodge numbers than predicted by the
geometrical method, see e.g. [126].
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both with χ = 1. The sphere leads to the supergravity Lagrangian of the closed string
or bulk fields, such as (2.75) for the type I theory. It is blind to open strings. The disk
and cross-cap produce the DBI plus CS action of the D-branes in (2.37) and (2.44)
and of the O-planes in (2.79). The former involve open string fields, i.e. the gauge
fields and scalars plus fermions on D-branes, and their couplings to the bulk fields.
The CS interactions between closed and open string modes are actually required by
ten-dimensional N = 1 supersymmetry [151] and play an important part in the Green-
Schwarz anomaly cancellation mechanism [5].
Let us again treat the case of type I string theory in ten dimensions first. Here,
there are 32 D9-branes whose multiplicity will be determined by a calculation of the
one-loop divergences in section 2.2.9. The massless states on the D9-branes are the
analogue of (2.34) subject to the orientifold projection. It inverts the orientation of
the world sheet fields
ΩXM(z)Ω−1 = XM(π − z¯) , ΩψM(z)Ω−1 = ψ˜M(π − z¯) = ψM(z − π) , (2.117)
which leads to
ΩαMn Ω
−1 =
{
eiπnαMn for NN boundary conditions
eiπeiπnαMn for DD boundary conditions
,
ΩψMr Ω
−1 =
{
eiπrψMr for NN boundary conditions
eiπeiπrψMr for DD boundary conditions
, (2.118)
for the oscillators.33 Of course, on a D9-brane all directions have NN boundary condi-
tions. Furthermore, there is an extra phase factor −i on the NS vacuum, such that the
massless vector ψM−1/2|0〉NS is odd, and a factor −1 on the R vacuum. An unambiguous
way to compute these phase factors is to read off the relative signs of diagrams with
boundaries or cross-caps in the one-loop calculation of section 2.2.9. The CP matrices
are a priori 32× 32 unconstrained matrices that form the adjoint of U(32) in type IIB.
On these Ω acts by transposition
ΩλAij |ij〉 = λAij|ji〉 = λAji|ij〉 . (2.119)
It follows that invariant states in the massless spectrum satisfy
λAij = −λAji . (2.120)
Only the 32(32 − 1)/2 antisymmetric generators among the 322 of U(32) survive the
projection. The gauge symmetry is thus broken to SO(32) and the vector gauge field
33The last equality in (2.117) is due to the doubling trick, see section A.3.
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and gaugino as given in (2.34) transform in its adjoint representation.34 In type I these
are all open string modes.
The CS interactions with the bulk modes are described by modifying the three-form
field strength of the RR two-form C2 by
F˜3 = dC2 − κ
2
10
g210
(
ωYM3 − ωL3
)
, (2.121)
where ωYM3 and ω
L
3 are the Yang-Mills and Lorentz CS three-forms. The value of the
coefficient is
κ210
g210
=
α′
4
. (2.122)
The CS three-forms are defined by their properties
dωYM3 = trF ∧ F , dωL3 = trR ∧ R . (2.123)
Here F is the Yang-Mills two-form field strength F = 1
2
FMNdx
M ∧ dxN and R the
curvature two-form not to be confused with the curvature scalar that appears in the
Einstein-Hilbert action. This modifies the Bianchi identity of F˜3 to become
dF˜3 =
κ210
g210
(
trF ∧ F − trR ∧R
)
. (2.124)
It implies a coupling of C2 to (two or more) gauge bosons and gravitons. The gauge
(and Lorentz) transformations are defined in such a way that F˜3 is automatically gauge
invariant, formally
δωYM3 = dω
YM
2 , δC2 =
κ210
g210
ωYM2 , (2.125)
and similar for ωL3 .
The full bosonic Lagrangian of type I string theory in string frame, to leading order
in the string coupling (at sphere plus disk level) and up to two derivatives can now be
collected. Since the tension terms from D9-branes and O9-planes just cancel, the only
34By a different choice of O9-planes, namely with negative RR charge but positive tension, su-
persymmetry is broken but the RR charge neutrality constraint (2.82) still maintained. This non-
supersymmetric ten-dimensional orientifold of type IIB has a vector gauge boson in the adjoint of the
gauge group Sp(32) [152].
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terms that survive at the two-derivative level from the open string sector are the gauge
kinetic terms from (2.42). Together with (2.75) and (2.124) one has
SI = 1
2κ210
∫
d10x
√−g
[
e−2Φ
[
R + 4∂MΦ∂
MΦ
]
− 1
2
|F˜3|2 − 2κ
2
10
4g2YM
trFMNF
MN
]
.(2.126)
This is the form dictated by local N = 1 supersymmetry in ten dimensions [151].
A very important derivative correction to (2.126) is the CS term C2 ∧ F 4 that is
included in (2.44). It completes the couplings necessary for a contribution to the six-
point function (hexagon diagram) of gauge bosons via tree-level exchange of C2, which
is the essence of the Green-Schwarz anomaly cancellation [5].
The type I action can now be rewritten in the democratic version analogous to
(2.72) with the RR six-form C6. This allows one to leave out the correction (2.124) of
the three-form field strength and use the full expression of the equally democratic CS
action (2.44). The six-form appears in 2.44 with a term C6∧F 2. Its equation of motion
d ∗ dC6 + (κ210/g210)F 2 = 0 then reproduces the Bianchi identity (2.124) after replacing
∗dC6 = −F3 (leaving out the gravitational correction). At the same time, the equation
of motion of C2 is the Bianchi identity of C6, including the C2 ∧ F 4 coupling. In this
way, the CS correction of the three-form field strength is automatically induced by
the CS action of the six-form, see [153] for the relevant analysis in case of D7-branes.
This point of view lends itself much better to generalizations for other orientifolds
with Dp-branes of lower dimensions since one can start from the CS action (2.44) and
the democratic RR kinetic action (2.72) with all RR forms in a given orientifold, and
does not need to know explicitly how the Bianchi identities of the field strengths get
modified by open string fields.
Let us now only briefly turn to other orientifold compactifications and their open
string spectra. We will be more explicit later on. Since our central subject is the
construction of models of particle physics from string compactification, we are mainly
interested in the gauge group and the spectrum of charged particles of any given model.
To determine the open string spectrum and gauge group for models with a CFT descrip-
tion one has to analyze the spectrum of open string states supported by the boundary
states of the theory. In geometric models one needs to find gauge bundles on the
internal compactification space and their topological properties.
The simplest example is again provided by toroidal orientifold models with orien-
tifold group (in IIB for definiteness) GΩ = Ωσ ∪ ΩσZN , ZN = 〈Θ〉. An element of the
orientifold group acts on an open string state by acting on the coordinates themselves,
i.e. on the representation under the Lorentz group, and on the CP label, the represen-
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tation under the gauge group. To describe the latter there is an elaborate formalism
which denotes the operation of any element on the CP labels by a gamma-matrix γΩσ,
γΩσΘ, γΘ, etc. More precisely, the gamma-matrices form a projective representation
of the orientifold group, which means they satisfy the algebra of GΩ only up to phase
factors. There is a unitary N × N γ-matrix, N the number of branes that are added
to the parent type II theory, one for each element of GΩ,
ΩσΘ 7→ γΩσΘ , Θ 7→ γΘ . (2.127)
Algebraic consistency implies, for instance, γ2Ωσ = ±1, γNΘ = ±1, γΩσΘ = γΩσγΘ. In
type I string theory there is only a single element Ω and γΩ can be chosen the identity
matrix of dimension 32. In generality, states invariant under the action of the elements
of GΩ have to satisfy
G : ψM−rλ
A
ij |0, ij〉 = [ΘψM−rΘ−1][(γΘ)ikλAkl(γ−1Θ )lj ]|Θ, ij〉 , (2.128)
ΩσG : ψM−rλ
A
ij |0, ij〉 = [(ΩσΘ)ψM−r(ΩσΘ)−1][(γΩσΘ)ikλAlk(γ−1ΩσΘ)lj]|ΩσΘ, ij〉 .
Determination of the gauge group and spectrum then requires an analysis of all the
elements of the orientifold group and its representations. Different representations, i.e.
choices of γ-matrices, can lead to different gauge symmetries and spectra, referring to
different gauge bundles used in the compactification.
However, we will not use this formalism. Instead, we will stick to a more geometric
approach. It is a little easier to explain for type IIA orientifolds. Starting from a type
IIA compactification on X /G with D6-branes wrapping three-cycles characterized by
topological classes Πa a lot about the spectrum can be determined without much effort.
The stacks in IIA carry U(Na) gauge symmetries with adjoint gauge multiplets, plus
potential non-chiral matter which we ignore for the moment. Under σ¯ the stacks may
or may not be invariant. Denoting the image of a stack a by a′ the operation of Ωσ¯ on
the various open strings can be summarized schematically
Ωσ¯ :
(
aa a′a ba b′a
aa′ a′a′ ba′ b′a′
)
7→
(
a′a′ a′a a′b′ a′b
aa′ aa ab′ ab
)
. (2.129)
If a stack a is not invariant, one half of the states among the aa strings and their images
are invariant, no projection applies. Thus one just inherits the diagonal U(Na) gauge
symmetry from the pair of stacks in IIA. In a similar way, the spectrum of strings in
any ab sector is mapped to the b′a′ sector, and a′b to b′a, again no projection applies
to these fields. One half of the IIA states survives the projection.
The only sectors that require extra care are aa′ strings which mapped among them-
selves under σ¯. The case of invariant stacks where a = a′ is a special case of this
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situation. Here, the CP matrices satisfy λAij = ±λAji the sign deciding over either sym-
metric representations a or anti-symmetric ones a. For stacks of invariant branes
this distinguishes an SO(Na) gauge group like in type I from an Sp(Na) gauge group.
As explained for the case of type I, the sign is determined in a CFT from a one-loop
calculation by comparing the relative phase of these states in the annulus and Mo¨bius
strip diagrams in the open string loop-channel. If the stacks and O-planes are defined
by boundary and cross-cap states, one needs to compute their overlap in the tree-
channel and perform the modular transformation to the loop-channel to read off the
sign. In this way, the use of gamma-matrices can completely be avoided.
2.2.9 Cancellation of one-loop divergencies
In the previous section we have discussed the presence of tadpoles on the level of the
classical tree-level effective action, where they signal a potential violation of the bulk
equations of motion induced by adding D-branes and O-planes to a Calabi-Yau com-
pactification of type II theories. Whenever charge and tension cancel it is permissable
to add them to the type II Calabi-Yau compactification. Otherwise a net charge results
in an inconsistency of the model and with a net energy density from left-over tension
the background has to be modified.
The conventional and most rigorous way to detect the presence of a tadpole in a
compactification for which a description in terms of a CFT is given consists of calcu-
lating not the one point functions of the massless fields at tree-level, but the one-loop
vacuum amplitude, the partition function. In a supersymmetric vacuum it vanishes
by a cancellation of the NSNS and RR contribution. But this does not imply the
cancellation of the tadpoles. A non-zero tadpole for a massless field manifests itself
through a divergence in the one-loop amplitude. The cancellation of the divergences
insures the absence of such tadpoles. In the language of four-dimensional field theory
the divergences can be interpreted as quadratic UV divergences for a massless field at
one-loop, resulting from the integrated propagator
∫
d4k/k2 ∼ Λ2UV.
At the one-loop level in string perturbation theory, with χ = 0, there are four
diagrams that interfere, the torus with g = 1, the Klein bottle with c = 2, the annulus
or cylinder with b = 2, and finally the Mo¨bius strip with b = c = 1. The first two are
closed string diagrams, while the latter have boundaries (see e.g. [154, 155, 17, 20]).
The one-loop partition function then is
Z1−loop = T +K +A+M . (2.130)
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Let us go through the calculation for type I string theory in ten dimensions and
on a toroidal compactification on T6, which are the simplest cases to consider. In
four-dimensional terms these models have N = 4 supersymmetry. To be more precise,
since type I has only D9-branes and O9-planes, the annulus and Mo¨bius strip diagrams
are over 99 open strings and should be denoted A99 andM9 but we will leave out the
indices. To start with, the torus diagram is defined
T =
∫
FT
d2τ
4τ2
Trcl
[1
2
PclGSOe2πiτL0e−2πiτ¯ L¯0
]
. (2.131)
Since the fundamental domain FT of conformally inequivalent tori does not include
τ = τ1 + iτ2 = 0 the integration does not lead to UV divergences for small τ2 and the
torus diagram can be ignored. The other three diagrams are defined through
K =
∫ ∞
0
dτ2
2τ2
Trcl
[Ω
2
PclGSOe2πiτL0e−2πiτ¯ L¯0
]
,
A =
∫ ∞
0
dτ2
2τ2
Trop
[1
2
PopGSOe−2πτ2L0
]
,
M =
∫ ∞
0
dτ2
2τ2
Trop
[Ω
2
PopGSOe−2πτ2L0
]
. (2.132)
A number of explanations are in order: The traces are over the Hilbert space before
applying the GSO projections, for the closed strings in the Klein bottle, and the open
strings in the two diagrams with boundaries. It includes an integral over space-time
momenta, sums over Kaluza-Klein states, and traces over all open string D-brane
sectors and the CP labels. The GSO projection is then performed explicitly. It is
further understood that space-time fermions from the open string R sector enter with
opposite sign.
The equivalent formulation of the amplitude in terms of tree-channel overlap of
boundary and cross-cap states made of closed strings is
K +A+M =
[∑
Op
〈C|+
∑
Dp
〈B|
] ∫ ∞
0
dl e−2πl(L0+L¯0)
[∑
Op
|C〉+
∑
Dp
|B〉
]
. (2.133)
Pictorially this is shown in figure 4.
There is one boundary state |B〉, one for each set of Dp-branes in the model, and a
cross-cap state |C〉 for each O-plane, in type I of course only the D9-branes and the
O9-plane. Formulas for their oscillator pieces were given in (2.23) and (2.57). In this
formulation, the tree- or closed string channel, the one-loop amplitude appears as a
transition function of boundary and cross-cap states, and it forms a perfect square.
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〈B| 〈C| |C〉 |B〉
Figure 4: One-loop partition function: tree-channel interpretation
The interference of two boundary states is the annulus, two cross-caps form the Klein
bottle, and one of each gives the Mo¨bius strip.
Some properties of orientifold planes find an explanation in the one-loop diagrams:
The Klein bottle and Mo¨bius strip have contributions only from states that are invariant
under the world sheet parity and are localized at its fixed locus on the O-plane. It is
also evident from (2.133) that a cancellation of contributions from various fields in the
amplitude needs opposite couplings to boundary and cross-cap states, to O-planes and
D-branes, which is why their RR charges are required to be opposite.
Due to normalization issues in defining the boundary and cross-cap states, the
actual calculation of the partition function better starts from the loop-channel. We
first treat the case of ten-dimensional Minkowski space and compactify afterwards. To
evaluate (2.132) we use
Tr e−2πτ2α
′p2 ≡
∫
dDp
(2π)D
e−2πτ2α
′p2 =
VD
(8π2α′τ2)D/2
,
Tr exp
(
2πiτ
[∑
n 6=0
αM−nαMn −
D − 2
24
])
=
1
η(τ)D−2
,
Tr[α
β
] exp
(
2πiτ
[∑
r 6=0
rψM−rψMr −
D − 2
48
])
= ηαβ
ϑ[α
β
](0, τ)D/2
η(τ)D/2
. (2.134)
The dimension isD = 10 and VD the regularizedD-dimensional volume. The labels α, β
take values 0, 1
2
independently and run over the four spin structures. The interpretation
is
α =
{
0 trace over NS sector
1
2
trace over R sector
, β =
{
0 trace without (−1)F
1
2
trace with (−1)F . (2.135)
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We have further defined
ηαβ = (−1)2α+2β+4αβ . (2.136)
In the tree-channel the four contribution come from the interference of the various
terms with different spin structure, i.e. η = ±1, as follows from (2.25). The same value
of η in the in- and out-state maps to the loop-channel trace over NS fields, opposite
values to the trace of R fields, the NSNS component maps to the trace without insertion
of (−1)F the RR component to the terms with (−1)F insertion (see e.g. [15, 89]). The
relative sign between charge and tension corresponds to the sign of the GSO projection
in the loop channel.
For the annulus the argument τ in (2.134) is to be replaced with iτ2. To treat traces
in the Klein bottle, note that the invariant closed string states are of the type
Ωαµnα˜
µ
nΩ
−1 = αµnα˜
µ
n , Ωψ
µ
r ψ˜
µ
rΩ
−1 = ψµr ψ˜
µ
r , (2.137)
which means that one can replace Ωe2πiτL0e−2πiτ¯ L¯0 by e−4πτ2L0 in the Klein bottle, and
only trace over left-movers, such that τ in (2.134) gets replaced by 2iτ2 (except in the
first line). For the Mo¨bius strip, one needs (2.118). The argument τ of the Mo¨bius
amplitude then turns out to be 1
2
+ iτ2 on the right-hand-side of (2.134). We refrain
from using the machinery of gamma-matrices for the CP labels, and just introduce the
multiplicities by hand. The D9-brane boundary states simply come with an extra CP
degeneracy factor ND9. Putting pieces together, one has for (2.132) the explicit result
K = V10
4(4π2α′)5
∫ ∞
0
dt
t6
1
η(2it)12
∑
α,β
ηαβϑ[
α
β
](0, 2it)4 , (2.138)
A = V10
4(8π2α′)5
N2D9
∫ ∞
0
dt
t6
1
η(it)12
∑
α,β
ηαβϑ[
α
β
](0, it)4 ,
M = ± V10
4(8π2α′)5
ND9
∫ ∞
0
dt
t6
1
η(1
2
+ it)12
∑
α,β
ηαβϑ[
α
β
](0, 1/2 + it)4 .
Each of these amplitudes vanishes by virtue of (A.29) as a consequence of space-time
supersymmetry. In order to extract the UV divergences one has to look at the con-
tributions from small proper time parameters t → 0 in the integrals. This is done by
performing the modular transformation that translates the loop-channel formulation
(2.132) into the tree-channel (2.133). It consists of replacing
t 7→

l−1 for A
(2l)−1 for K
(4l)−1 forM
. (2.139)
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One then utilizes (A.25), (A.26) and (A.28) to recast the eta- and theta-functions as
functions of l, leading to35
K˜ = V10
4(4π2α′)5
25
∫ ∞
0
dl
1
η(il)12
∑
α,β
ηαβϑ[
β
α
](0, il)4 , (2.140)
A˜ = V10
4(8π2α′)5
N2D9
∫ ∞
0
dl
1
η(il)12
∑
α,β
ηαβϑ[
β
α
](0, il)4 ,
M˜ = ± V10
4(8π2α′)5
26ND9
∫ ∞
0
dl
1
η(1
2
+ il)12
∑
α,β
ηαβϑ[
α
β
](0, 1/2 + il)4 ,
According to the definition of the theta-functions in (A.23) the upper characteristic
distinguishes world sheet fermions with either half-integer or integer mode expansion
from the NSNS or RR sectors. This identifies the integer-moded states as the exchange
of the RR sector. Expanding the integrand for large l the constant terms refer to the
propagation of massless modes which lead to divergences. If one cuts off the integral
at the upper bound by replacing
∫∞
dl→ ∫ Λ2UV dl, these are quadratic in the cut-off.
Adding the three amplitudes, one finds the famous tadpole cancellation for the type
I string
Z1−loop = V10
4(8π2α′)5
(1NSNS − 1RR)
∫ ∞
0
dl
[
16(ND9 ± 32)2 + · · ·
]
, (2.141)
The solution is ND9 = 32 and the sign in the Mo¨bius strip −1. This sign is the
phase factor that appeared in (2.120) for the action of Ω on the massless fields in the
open string spectrum. Starting from 32 D9-branes with a primordial gauge symmetry
U(32) the sign in the open string NS sector distinguishes between the SO(32) and
Sp(32) subgroups thereof, where −1 chooses SO(32). One may think of the condition
ND9 − 32 = ND9 + Q9 = 0 as a degenerate version of the general topological charge
cancellation condition (2.82), expressed for the case of space-time filling charges.
It is straightforward to generalize the above calculation done for ten-dimensional
Minkowski space-time to a compactification on an internal six-dimensional torus T6
(leaving out Wilson lines). To be general, and because this will be of relevance later,
we will also include the NSNS B-field. Even though it is not in the spectrum, i.e. its
fluctuations are frozen, it can be non-vanishing.
In computing the diagrams in a toroidal compactifications, the only modification
of the above calculation in ten-dimensional Minkowski space needed is to replace the
35For more details see again [20], in particular regarding the phase factors in the Mo¨bius diagrams.
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first equation of (2.134) with∫
d4p
(2π)4
e−2πτ2α
′p2Tr e−2πτ2α
′M2KK =
V4
(8π2α′τ2)2
Tr e−2πτ2α
′M2KK , (2.142)
where M2KK is the mass operator for the KK modes that propagate in the loop-channel.
The tree-channel KK mass operator we always denote M˜2KK. One needs to be careful
that the KK spectra can be different for different diagrams, and that there is an extra
factor 1
2
in the closed string Hamiltonian in front of α′p2.
Just for simplicity, we assume that the torus factorizes into two-dimensional tori,
T6 =
⊗3
I=1 T
2
I , by which we mean that the metric gij is block-diagonal, as well as the
B-field. The closed string momenta on a torus are36
√
α′(pL)i = mi + (gij +Bij)nj ,
√
α′(pR)i = mi − (gij − Bij)nj . (2.143)
The (mi, n
j) are a priori arbitrary integers. In order that the theory is symmetric
under Ω the spectra of left- and right-moving momenta have to match. This leads to
the requirement that
2Bijn
j ∈ Z . (2.144)
The entries of B can thus be half-integer or integer [19, 156, 157, 158, 159, 160, 35].
Invariant states in the Klein bottle have to satisfy (2.54) or nj = 0. Therefore, the
Klein bottle amplitude does not see the B-field at all. The mass spectrum in the Klein
bottle loop-channel can then be written
K : α′M2KK = α′pigijpj = migijmj . (2.145)
The Neumann boundary conditions (2.11) on the contrary require that left- and right-
movers are opposite equal, mi = Bijn
j . For Bij = 0 this just imposes mi = 0. For Bij
half-integer the condition leads to nj ∈ 2Z. The closed string winding modes on the
D9-brane boundaries,
√
α′wi = gijnj are doubled if Bij 6= 0. The KK mass spectrum
in the tree-channel then reads
A˜ : α′M˜2KK = α′wigijwj = nigijnj , nj ∈
{
Z for Bij = 0
2Z for Bij 6= 0 . (2.146)
36Note that the momenta in (2.19) were written in terms of an ein-bein on the circle, i.e. the momenta
there are pa = pie
i
a with e
i
a =
√
α′/R, etc. Also remember that gij and Bij are dimensionless, hence
no factors of α′.
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In the open string loop-channel the mass spectrum becomes identical to that of the
Klein bottle amplitude in (2.145) but up to a possible factor 1
4
for half-integer mo-
mentum states. Via Poisson resummation using (A.27) this produces a total prefactor
2rk(B) = (rk(B))2 in the tree-channel annulus diagram. For the boundary state from
(2.23) that describes the D9-brane in this background a factor rk(B) has to be incor-
porated into its overall normalization, schematically
|B9〉 ∝ rk(B)|B9〉osc . (2.147)
Since the Klein bottle is invariant the cross-cap state |C9〉 does not carry such a factor.
In the Mo¨bius strip this leads to a relative factor rk(B) in the tree-channel.37
Making the replacement in (2.138) it is straightforward to follow through the modu-
lar transformation (2.139) and derive the analogue of (2.140). The tadpole cancellation
condition is only modified by the relative factors in the Mo¨bius and annulus diagrams.
It reads
Z1−loop = V10
4(8π2α′)2
(1NSNS − 1RR)
∫ ∞
0
dl
[
16(ND9 rk(B)± 32)2 + · · ·
]
. (2.148)
The solution is ND9 = 32/rk(B) with a gauge group G = SO(32/rk(B)) in the super-
symmetric case. In this manner, the discrete NSNS B-field can reduce the rank of the
gauge group [19].
Let us also briefly discuss the additional elements that appear when D5-branes and
O5-planes are included. Of course, D5-branes follow from D9-branes by T-duality along
a T4 inside the T6. Such a T-duality transforms Ω into ΩΘ where Θ is the reflection
along the four directions of the T4. Such an operation appears in every orientifold
compactification on a T6/Z2N where Θ is the N -th power of any generator of Z2N .
Any such model has 16 = 24 O5-planes along the fixed T2 of ΩΘ and D5-branes along
the same torus and at arbitrary points on T4.
Every amplitude now comes with an insertion of the orbifold projector onto invari-
ant states in the loop-channel, which at least involves an insertion of Θ. Let us ignore
the other insertions for the moment. The Klein bottle amplitude with the insertion of
Θ, call it KΘ, is, of course, T-dual to the Klein bottle with the identity. The states
invariant under Ω are also invariant under Θ, except for KK modes. Here the condition
wi = 0 is replaced by pi = 0 for directions along the T
4, and thus the relevant piece
of the KK sum in KΘ has winding instead of momentum modes. In the presence of a
B-field it behaves like the KK sum (2.146) in A˜99. It will give rise to an extra factor
37See for instance [157] for an alternative derivation of this effect.
71
2−rk(B|T4 ) in the tree-channel diagram, B|T4 the B-field restricted to the T4. This factor
has to be included into the normalization of the cross-cap state of the O5-plane,
|C5〉 ∝ 1
rk(B|T4) |C5〉osc , (2.149)
whose charge and tension is thus diminished in the presence of a B-field. Analogously,
one finds that the 55 annulus diagram A˜55 has KK modes with nj = 0 along Dirichlet
directions and is blind to the B-field there. Therefore, the extra normalization factor
in |B5〉 only depends on the B-field along the Neumann directions,
|B5〉 ∝ rk(B|T2)|B5〉osc , (2.150)
as opposed to (2.147). Following this reasoning, the tadpole cancellation condition for
the RR charge of O5-planes and D5-branes reads
ND5 ± 32
rk(B)
= 0 . (2.151)
Of course, one could also add D5-branes to a given model without O5-planes, in which
case the tadpole cancellation is ND5 = 0. Branes and anti-branes are needed in equal
numbers and supersymmetry is broken. The sign −1 for the Mo¨bius strip contribution
turns out to imply an opposite projection for the CP label of 55 open strings compared
to 99 strings, namely λAij = λ
A
ji [21]. The gauge group on a stack of D5-branes is then
Sp(ND5).
We have so far ignored all other contributions to the partition function present
on T6/Z2N orientifolds, other insertions of elements of the orbifold group in the Klein
bottle, and the other terms of the open string diagrams. They turn out to produce
contributions to the exchange of twisted closed string fields in the tree-channel. The
tadpole cancellation conditions for these twisted tadpoles are often expressed in terms
of conditions on the gamma-matrices that are introduced according to (2.127). We will
not go through this, and instead later interpret these conditions as coming from the
so-called exceptional divisors of the orbifold background.
2.2.10 The toroidal orientifolds on T6/(Z2 × Z2)
In the course of this review we will frequently make use of a specific simple set of
Calabi-Yau orientifolds, namely the type II orientifolds built on the toroidal orbifold
background
X = T
6
Z2 × Z2 . (2.152)
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It is defined by the two generators of the Z2 denoted Θ1 and Θ2, such that G =
Z2 × Z2 = {1,Θ1,Θ2,Θ1Θ2}. Their geometric operation on the bosonic world sheet
coordinates ZI = x2I−1 + uIy2I , I = 1, 2, 3, (the so-called point group) is given by
Θ1 :

Z1 7→ −Z1
Z2 7→ −Z2
Z3 7→ +Z3
, Θ2 :

Z1 7→ +Z1
Z2 7→ −Z2
Z3 7→ −Z3
. (2.153)
States in the spectrum of the type II theory on the T6 are then projected onto invariant
states. In addition, the orbifold theory contains twisted sectors satisfying periodicity
conditions (2.112) for some element of the orbifold group G. Since each generator of
G has 24 = 16 fixed two-dimensional tori there are 48 such twisted sectors with fields
localized along the fixed loci.
The invariant untwisted fields are just the parameters in the diagonal 2× 2 blocks
of the six-dimensional metric, plus diagonal components of the NSNS two-forms and
the invariant components of the various RR forms. We will be more specific on how to
parameterize the two-dimensional torus metric in section 2.3.3. Here we only note that
there are three complex structure moduli U I and three (complexified) Ka¨hler moduli
T I in addition to the scalar S that involves the dilaton.38 The explicit definitions of the
fields in terms of geometric quantities depend on the concrete model. This spectrum
also follows directly from the number of invariant harmonic two- and three-forms to be
h1,1untw = h
2,1
untw = 3. The Ka¨hler potential for the fields S, U
I , T I can be deduced from
explicit dimensional reduction [161]
κ24K = − ln(S + S¯)−
3∑
I=1
ln(T I + T¯ I)−
3∑
I=1
ln(U I + U¯ I) . (2.154)
This indicates that the seven untwisted scalars parameterize the space (SU(1, 1)/U(1))7.
It arises as remnant of the moduli space of the T6 (with dilaton) which is SU(1, 1)/U(1)×
SO(6, 6)/(SO(6)× SO(6)).
To construct orientifolds from this type II orbifold compactifications let us briefly
discuss the issue of discrete torsion [162, 126]. In the CFT definition of the type
II orbifold discrete torsion refers to the freedom to add extra phase factors to the
sum over insertions of elements of G and over twisted sectors in the total partition
function. Effectively, there appears a freedom of a single sign choice ǫ = ±1 in this
orbifold, ǫ = 1 meaning no discrete torsion. The choice of sign leads to relative signs
38We use capital T I and U I to denote the properly defined and normalized scalars in the chiral
multiplets and tI and uI for the naked geometric quantities of the tori.
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in the projection onto invariant twisted sector contributions. Consistency implies that
still all twisted sectors are treated with the same relative sign, such that either the
states of a vector multiplet or a hypermultiplet survive as invariant. In other words,
depending on the presence or absence of discrete torsion the Hodge numbers of the
compactification receive a contribution (h1,1, h2,1) = (1, 0) or (h1,1, h2,1) = (0, 1) from
each twisted sector.
In defining the orientifold one has the further freedom of choosing the orientifold
projection Ωσ¯ in IIA or Ωσ in IIB. The fixed loci of the elements of σG define the
location of O9- and O5-planes, that of σ¯G O6-planes only. Their charges are cancelled
by adding the D-branes of appropriate dimensions in the standard approach. Tadpole
cancellation now relates the sign ǫ = ±1 to minus the product of the charges (nor-
malized to ±1) of the three O-planes located at σΘ1, σΘ2 and σΘ1Θ2, and similar
in the case of IIA. Thus, without discrete torsion one is forced to add D5-branes and
anti-D5-branes at the same time and supersymmetry is broken in the spectrum. Only
discrete torsion allows to construct a supersymmetric type II orientifold on the Z2×Z2
orbifold. We summarize the situation in table 7. For more details of this analysis see
[126].
Type IIA models Type IIB models Supersymmetry
(h1,1, h2,1) = (51, 3) , ǫ = +1 (h1,1, h2,1) = (3, 51) , ǫ = −1 N = 1
(h1,1, h2,1) = (3, 51) , ǫ = −1 (h1,1, h2,1) = (51, 3) , ǫ = +1 N = 0
Table 7: Type II orientifolds on T6/(Z2 × Z2)
The maximal gauge group in the supersymmetric models is Sp(16)4 each factor
supported on a stack of D9- or D5-branes in IIB and D6-branes in IIA. When general
intersecting D6-branes or magnetic background fluxes are admitted, as we will discuss in
the next section, the constraints of table 7 can be lifted in that there are supersymmetric
solutions to the tadpole cancellation conditions for either choice of sign ǫ = ±1. This
allows to work with either set of Hodge numbers in this orbifold model.
The orientifold T6/(Z2 × Z2) is also a good example to illustrate how the factor-
ization of the type II moduli space with N = 2 supersymmetry is broken when open
string moduli are added, as discussed in section 2.2.6. In the standard orientifold of
IIB with σ the identity the orientifold involves D9-branes and D5-branes. Concentrat-
ing on the Wilson line moduli AI of the D9-branes39 and suppressing a label for the
individual D-brane stacks, it is also known from dimensional reduction how the Ka¨hler
39Since the background space is a Calabi-Yau there are no actual non-contractible one-cycles and
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potential gets modified. The direct product structure of the type II compactification
from (2.154) is lost and the potential is modified to the form given in (4.92). The
modification is due to a redefinition (4.93) of the proper Ka¨hler coordinates and also
lifts the no-scale structure of the scalar potential in type II.
2.3 Intersecting and magnetized D-branes in orientifolds
After briefly introducing the foundations of D-branes and orientifold models we now
turn to the subject of intersecting and magnetized D-branes. D-branes at angles or
magnetized D-branes are interesting ingredients to model building within string theory,
because they allow to solve the chirality problem in a simple and very geometrical way.
We will study the simplest prototypes here first, D-branes in flat Minkowski space and
on (factorized) tori.
2.3.1 General boundary conditions and chirality
As a starting point to set up the notion of intersecting and magnetized D-branes
[27] we like to consider the simplest configuration, which is a D-brane in a flat two-
dimensional plane (or on a two-dimensional torus). Either the brane is extended over
the two-dimensional plane or it is a one-dimensional submanifold of the plane. The
situation when it is point-like will arise as a limiting case of the first option.
Starting with a D-brane that covers the plane, this is described by the boundary
conditions (2.10) which one can also write
(gij + 2πα
′Fij)∂τXjL + (gij − 2πα′Fij)∂τXjR = 0
∣∣∣
∂Σ
. (2.155)
By introducing a (constant) world volume zwei-bein eja, a, b = 1, 2, i, j = 1, 2, and
world volume coordinates Xa = eajX
j one can rewrite this
(ηab + 2πα
′Fab)∂τXbL + (ηab − 2πα′Fab)∂τXbR = 0
∣∣∣
∂Σ
, (2.156)
with ηab = e
i
agije
j
b the flat metric and Fab = eiaFijejb. One can divide by the determinant
and obtain a rotation matrix Θab,
Θab =
ηab + 2πα
′Fab
det(η + 2πα′F) . (2.157)
thus no Wilson lines. Nevertheless, the open string moduli are often referred to as Wilson lines. More
accurately, we could call them bundle moduli.
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The boundary conditions read
∂τ (ΘabX
b
L +Θ
−1
ab X
b
R) = 0
∣∣∣
∂Σ
. (2.158)
We write Θab in terms of an angle ϕ,
Θab =
(
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
)
ab
, (2.159)
where
2πα′Fab = tan(ϕ)ǫab , ǫ12 = −ǫ21 = 1 . (2.160)
This shows that the presence of the world volume gauge field background Fab can be
interpreted as an asymmetric rotation of the world sheet coordinates, where left- and
right-moving modes are treated with opposite rotation angles [163]. The two limiting
cases of pure Neumann or pure Dirichlet boundary conditions are
N : F12 = 0 ⇔ ϕ = 0 , D : F12 =∞ ⇔ ϕ = π
2
. (2.161)
Of course, the angle ϕ is only defined modulo π here, −π
2
< ϕ ≤ π
2
.
The other situation of a one-dimensionally extended brane, a straight line, can be
obtained by T-duality from (2.158). A T-duality along, say, X1 reflects X1R which can
be equivalently described by replacing (2.158) by
∂σΘ1bX
b = ∂τΘ2bX
b = 0
∣∣∣
∂Σ
, (2.162)
which is just a rotation of ND boundary conditions along X1 and X2 through an angle
ϕ.
Now consider the intersection of two intersecting D6-branes in flat space-time, filling
out a common 3+1 subspace. For simplicity assume that the rotation matrices that
describe their location in the six-dimensional transverse space are both block-diagonal
at the same time. Each D6-brane is then described by three rotation angles ϕIa, where
a = 1, 2 distinguishes the two individual branes, and I = 1, 2, 3. As is explained in
appendix A.4, the quantization of the open string modes that live on strings stretching
between the two branes differs from that of open strings with both ends on either brane
in important ways [81, 27]. The mode expansion of the world sheet fields along the
plane labelled by I gets shifted by
δIab =
ϕIab
π
=
ϕIa − ϕIb
π
. (2.163)
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In particular, there are no longer any fermionic zero-modes in the R sector along the
internal space directions. The Clifford algebra generated by the R zero-modes is thus
restricted to the 3+1 directions along the the common world volume. Taking the GSO-
projection into account removes one four-dimensional chirality, leaving two degrees of
freedom, denoted |α〉R = |s0, s1〉R with s0 = ±s1 with a fixed relative sign depending on
the chirality. The R groundstate is thus a single chiral, say left-handed, Weyl fermion,
R ground state : χAαλ
A
ij|α, ij〉R , α = 1, 2 , (2.164)
where we have reinstalled the CP labels for intersecting stacks of multiple D6-branes.
Since it connects two different stacks of D-branes the state transforms in the bifunda-
mental representation ( a, ¯b) or ( a, b) of the gauge group factors on the two stacks.
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This shows how intersecting D-branes can lead to chiral spectra in non-abelian gauge
groups. The same holds for branes with constant magnetic world volume flux via
T-duality. This observation is the starting point for model building with magnetic
background fields [28].
2.3.2 Supersymmetry
The concept of supersymmetry in orientifolds has two aspects, the supersymmetry
of the background bulk theory, i.e. the type II theory supergravity subject to the
orientifold projection, and the supersymmetry of the world volume theory on the D-
branes. We will only be dealing with compactifications on Calabi-Yau spaces which
guarantees N = 1 supersymmetry in the bulk.41
Regarding the supersymmetry of the background type II theory, let us only briefly
repeat some well known statements about Calabi-Yau compactifications. The starting
point is the ten-dimensional type II theory with D = 10, N = 2 supersymmetry. In the
absence of expectation values for the NSNS and RR field strengths and for constant
dilaton, the supervariations of the two gravitinos (both denoted collectively by ψM)
simply read
δψM = ∇Mǫ , (2.165)
where ∇M is the covariant derivative of the Levi-Civita connection. The full ten-
dimensional metric is the direct product metric from (2.85) with ∆(xi) = 1. The
internal metric is the Ricci-flat Calabi-Yau metric. The orientifold projection in any
40In more general situations this can also be a self-intersection of a single stack.
41As remarked earlier, we will ignore the effects of backreaction for most of what we have to say.
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case flips the NSR and RNS sectors of the closed string spectrum, and thus identifies
the two gravitinos projecting to D = 10, N = 1 supersymmetry. The existence of
the ten-dimensional constant spinor ǫ follows from δψM = 0. It guarantees an internal
six-dimensional constant spinor η±,
∇iη± = 0 . (2.166)
We will be more explicit about the notation η± in section 5.2.2. Using this spinor, one
can construct the Ka¨hler form J2,
(J2)ij ∝ η†±Γijη± , (2.167)
and the holomorphic three-form Ω3,
(Ω3)ijk ∝ η†−Γijkη+ . (2.168)
The gamma-matrices are anti-symmetrized products of six-dimensional gamma-matrices
and the factors of proportionality will be fixed later. Both forms are closed,
dΩ3 = dJ2 = 0 , (2.169)
as a consequence of (2.166). With respect to the complex structure of the Calabi-Yau,
they are of Hodge type (3, 0) and (1, 1). With this property, J2 and Ω3 can be used
as defining quantities for the Calabi-Yau as well. The condition (2.169) makes the
internal space a complex Ka¨hler manifold with SU(3) holonomy. So much about the
supersymmetry conditions for the background geometry, let us turn to the D-branes.
For the world volume theory on a D-brane the existence of unbroken supersymmetry
relies on the existence of another local symmetry, the so-called κ-symmetry [113, 114,
115, 116, 117, 164]. The simultaneous supersymmetry and κ-symmetry variation of a
spinor θ on the brane world volume reads
δθ = (1 + Γ)κ+ ǫ , (2.170)
where κ and ǫ are the parameters of κ-symmetry and supersymmetry, functions of the
world volume and space-time coordinates. Γ satisfies Γ2 = 1 and will be defined in a
moment. From δθ = 0 it follows
(1− Γ)ǫ = 0 , (2.171)
which is the defining property of world volume supersymmetry for a D-brane. Note
that the background dependence with respect to the bulk fields enters via ǫ which (up
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to normalization) is the bulk Killing spinor η± from (2.166). The world volume fields
on the brane, in particular the gauge field strength Fab and the pull-back gab of the
background metric, enter via Γ. There are a number of ways to write Γ. The most
suited formulation for us is [164]
Γ = e−
1
2
yΓ′(0)e
1
2
y , y =
{ −YabγabΓ11 for IIA
Yab(σ3 ⊗ γab) for IIB (2.172)
with
Γ′(0) =
{
(Γ11)
(p−2)/2Γ(0) for IIA
σ
(p−3)/2
3 σ2 ⊗ Γ(0) for IIB
(2.173)
and
Γ(0) =
1
(p+ 1)!
√
g
ǫm1...mp+1γm1...mp+1 , γm = E
M
m ΓM . (2.174)
The ΓM are ten-dimensional gamma-matrices, M = 0, ..., 9, the γm, m = 0, ..., 9, are
defined by pulling back with the ten-dimensional viel-bein, and γa, a = 0, ..., p, are the
world volume gamma-matrices γa = e
m
a γm. The anti-symmetric two-form Yab can be
put into block-diagonal shape, when it becomes
Y =
3⊕
I=1
(
0 ϕI
−ϕI 0
)
. (2.175)
The three angles ϕI are defined by the magnetic field strength Fab as in (2.160), i.e.
2πα′F =
3⊕
I=1
(
0 2πα′FI
−2πα′FI 0
)
=
3⊕
I=1
(
0 tan(ϕI)
− tan(ϕI) 0
)
. (2.176)
This is a heavy machinery, but one can learn a number of things without doing much.
Consider constant Fab and gab. For a single D-brane one can always remove the
field-dependence from Γ via
ǫ′ = e
1
2
yǫ , (2.177)
and multiply (2.171) by e−
1
2
y. Then, Γ gets replaced by the constant Γ′(0) while (2.166)
is not affected. This implies that on a single supersymmetric Dp-brane in a type II
theory constant background fields strengths always preserve supersymmetry. Examples
are a D-brane on flat ten-dimensional Minkowski space-time or compactified on a torus,
and with constant magnetic field on its world volume.
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Non-trivial conditions arise when two or more (stacks of) D-branes are present
simultaneously. For any set of two branes, labelled by a, b,42 the conditions (2.171) can
be put into the form(
1− Γ′(0)
)
ǫ =
(
1− e− 12 yabΓ′(0)e
1
2
yab
)
ǫ = 0 , (2.178)
where we have redefined ǫ as above, and yab is defined similar to y but with ϕ
I replaced
by ϕIab = ϕ
I
a − ϕIb in (2.175). Since yab and Γ′(0) anti-commute, this just means that
eyabǫ = exp
(
i
3∑
I=1
2sIϕ
I
ab
)
ǫ = ǫ . (2.179)
The state ǫ = |s1, s2, s3〉 is labelled by the weights sI = ±12 of the six-dimensional
spinor representation, the eigenvalues of the generators of rotations. Conditions for
unbroken supersymmetry are then
3∑
I=1
sIϕ
I
ab = 0 mod π , (2.180)
or
± ϕ1a ± ϕ2a ± ϕ3a = θ mod 2π , (2.181)
for all a with fixed θ. To convert this into a condition on F one can use some trigonom-
etry to get (we suppress the label a)
3∑
I=1
2πα′FI −
3∏
I=1
(2πα′FI) = tan(θ)
[
1−
3∑
I=1
δIJK(2πα′FJ)(2πα′FK)
]
, (2.182)
using
δIJK =
{
1 for I 6= J 6= K 6= I
0 else
. (2.183)
To summarize, any pair of branes conserves mutually supersymmetry if (2.181) is sat-
isfied for both branes with the same θ and some combination of signs. The number
of supercharges preserved is given by the number of sign choices allowed. This clas-
sification of supersymmetric D-brane configurations is equally valid for D-branes with
42The reader should try not to confuse the labels for the D-brane stacks and the Lorentz indices for
the world volume coordinates.
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constant world volume magnetic fields background or for D-branes intersecting at rel-
ative angles (or D-branes with magnetic field and angles) via the T-duality that was
discussed in section 2.3.1. It applies to flat Minkowski space or to a (factorized) torus.
For non-constant world volume fields non-trivial conditions necessarily arise already
for single D-branes, since (2.166) forbids a field-dependent rescaling of ǫ ∝ η±. One
then can make use of the properties (2.167) and (2.168) of the Killing spinor and replace
gamma-matrices acting on ǫ by the geometric quantities Ω3 and J2. The conditions
that follow from (2.171) are in general called calibrations.
Since we will be interested in D6-branes of IIA on three-cycles43 and in Dp-branes
of IIB with p =3, 5, 7, 9 on zero-, two-, four-, and six-cycles in Calabi-Yau orientifold
compactifications, let us quote the results for these cases from [166]. For a D6-brane
wrapping a three-manifold the calibration condition is
f ∗Ω3 = eiθdvol|3 , F = 0 . (2.184)
The pull-back of the holomorphic three-form has to be equal to the volume form dvol =√
gd6x restricted to the three-manifold up to a phase factor, and the gauge bundle flat.
This makes Ω3 a calibration form for supersymmetric three-manifolds which are called
special Lagrangian (sLag) manifolds. For the IIB Dp-branes on (2q)-manifolds one has
exp(f ∗J2 + 2πiα′F)|2q = eiθ
√
det(η + 2πα′F)dvol|2q , F (2,0) = 0 . (2.185)
Here ηab + 2πα
′Fab = eia(gij + 2πα′Fij)ejb is expressed via the world volume viel-bein
eia, as before. The calibration form is exp(J2 + 2πiα
′F) which on a supersymmetric
cycle equals the argument of the DBI action (2.37) up to its dilaton prefactor and the
phase. In addition, the world volume gauge field strength is restricted to Hodge type
(1, 1). Note also that the volume form of the entire Calabi-Yau is
dvol =
1
3!
J32 . (2.186)
Even-dimensional calibrated submanifolds with F = 0 are holomorphic curves or holo-
morphic planes (divisors).
Since the calibration forms are always closed (which is part of their definition)
the volume of a calibrated submanifold is already specified by its homological class.
43There is actually another possibility to have a supersymmetric brane configuration in IIA on a
Calabi-Yau, namely a so-called co-isotropic D8-brane (see [165] in this context). It wraps a trivial
five-cycle and is stabilized by a world volume gauge field.
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This is why one mostly talks about wrapping a D-brane on a supersymmetric q-cycle
Σq ∈ Hq(X ) (instead of a calibrated submanifold of dimension q).
So far, all the calibration conditions leave a U(1) ambiguity that allows to choose
the overall angle θ as a free parameter. In orientifold models this parameter is fixed
by the presence of orientifold planes. This is another way of saying that the D-brane
configuration have to be symmetric under the action of the dressed world sheet parity
Ωσ or Ωσ¯. Whenever there is an orientifold plane present the D-branes have to satisfy
the calibration conditions with the same phase as the orientifold. Since the orientifold
has no world volume gauge fields, it will always either wrap sLag or holomorphic sub-
manifolds calibrated with Ω3 or exp(J2) for some value of θ depending on conventions.
This then fixes the ambiguity.
In this section we have presented the supersymmetry condition from a geometrical
point of view using the κ-symmetry of the DBI action. This relies on the assumption
that classical geometry is applicable and corrections due to quantum effects or higher
derivative terms are small. Whenever a CFT description of a given model is available
one can also define the supercharges on a microscopic level by operators of the CFT, or
derive the the supersymmetry conditions in other ways. In the following section 2.3.4 we
compute the one-loop partition function for toroidal models and show that it vanishes
when the calibration conditions are satisfied. Since the torus is flat, geometrical and
CFT methods lead to the same conclusions because corrections are absent.
The calibration conditions derived above are conditions on the moduli parameters
of the background Calabi-Yau and the D-branes that enter the effective action as scalar
fields. The consistency of the four-dimensional effective action requires that supersym-
metric D-brane configurations in a Calabi-Yau compactification to four-dimensional
Minkowski space correspond to minima of the effective potential with vanishing vac-
uum energy. Therefore, one should be able to derive the above conditions also from
minimizing the potential of the relevant moduli scalars. We will later see how this
works out.
2.3.3 Intersecting and magnetized D-branes on tori
In this section we incorporate relative angles of intersecting branes or magnetic back-
ground fields into the simplest case of compactified D-branes, namely toroidal com-
pactification.
Let us start with a two-dimensional torus, the easiest model which captures many
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features of higher-dimensional tori (but also misses some of their structure).
~e2
~e1
Figure 5: Two-dimensional torus T2 = C/Λ2 with two intersecting D-branes
A complex torus is defined by three real parameters, the complex structure and the
volume. The latter is complexified as well by the component of the NSNS B-field. Two
lattice vectors ~ei form the basis of the two-dimensional lattice Λ
(2) that defines T2 via
T2 = C/Λ(2). A sketch of this, together with two intersecting D-branes of co-dimension
one is shown in figure 5. We write the zwei-bein in components as
~e1 =
1√
α′
(0, R1) , ~e2 =
1√
α′
(R2 sin(θ), R2 cos(θ)) . (2.187)
They define the parameters44
u =
R2
R1
eiθ , Im t =
1
α′
sin(θ)R1R2 , (2.188)
and the dimensionless metric
gij = ~ei · ~ej = Im t
Im u
(
1 Reu
Reu |u|2
)
. (2.189)
The complex Ka¨hler parameter is
t = b+ i
1
α′
sin(θ)R1R2 , (2.190)
44Note again that u and t are not the Ka¨hler coordinates that appear in the effective action as
bosonic components of chiral multiplets. These are denoted U and T (with indices) and are obtained
after including factors of the string coupling, proper normalization, and in our conventions, a flip of
imaginary and real part.
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where b is the component of Bij along the T
2.
D-branes of interest are now either of co-dimension one or wrap the entire torus. In
the latter case they can carry magnetic background fields. Let us first look at the first
type. Topologically, co-dimension one branes are described simply by the homology
class of the one-cycle they are wrapped on. If we denote the classes that are generated
by the two lattice vectors ~e1 and ~e1 by e1 and e2, a general one-cycle Πa ∈ H1(T2,Z)
is just a linear combination with integer coefficients
Πa = pae1 + qae2 . (2.191)
Whenever we just talk about a single brane we drop the label a. In principle p and q
can be any integers. But whenever the two are not co-prime, say p = n1r and q = n2r,
the single brane configuration would decay into a stack of r D-branes with winding
numbers (n1, n2) and gauge symmetry U(r) instead of U(1). Therefore, we require the
two co-prime from the start, (p, q) = (1). The number of intersection points (counted
with orientation) of two such branes is
Iab = Πa ◦ Πb = paqb − qapb . (2.192)
Of course, this relies on e1 ◦ e2 = 1 and the antisymmetry of the intersection pairing.
An example with two D-branes with winding numbers (2, 1) and (2, 3) is drawn in
figure 5. A co-dimension one brane of minimal energy is a straight line. Let us also
note some of its elementary geometrical data. The coordinate of its termination point
is
p~e1 + q~e2 =
1√
α′
(qR2 sin(θ), pR1 + qR2 cos(θ)) . (2.193)
Thus, its (dimensionless) length L and the distance D to the next copy in the elemen-
tary cell satisfy
L2 =
Im t
Im u
|p+ qu|2 , D2 = (Im t)
2
L2
=
Im u Im t
|p+ qu|2 . (2.194)
From these formulas one can immediately read off the normalization of KK momentum
modes in the open string spectrum, quantized asm/L for integerm, and winding modes
quantized as nD. The tan of the angle of intersection with vertical axis can be expressed
tan(ϕ) =
p
q
1
Im u
+ cot(θ) . (2.195)
These data are illustrated in figure 6 for the D-brane with winding numbers (2, 1).
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~e2
~e1
θ
ϕ
Figure 6: Geometry of D-brane with co-dimension one
We have seen in section 2.3.1 that magnetized D-branes are obtained from rotated
D-branes of one dimension less by T-duality. Let us apply this to obtain a D-brane
wrapping the full T2 and with a magnetic background field. A T-duality along the axis
parallel to ~e1 takes R1 7→ R′1 = α′/R1 and thus
u 7→ t′ = 1
α′
R1R2e
iθ , t 7→ u′ = Reu′ + i sin(θ)R2
R1
. (2.196)
This flip of complex and Ka¨hler structure leads to a torus with Reu′ = b and b′ =
1
α′
R1R2 cos(θ). A tilted torus with θ 6= π2 becomes a torus with non-vanishing b′, and
vice versa. The T-dual of the D-brane rotated relative to the axis orthogonal to ~e1 by
the angle ϕ from (2.195) now has a background gauge field given by
2πα′F ′ = tan(ϕ) = 1
Im t′
(
p
q
+ b′
)
. (2.197)
We can read off
2πα′F ′ =
p
q
1
Im t′
, B′ =
b′
Im t′
, (2.198)
for the components of F ′ab and B
′
ab along the D-brane. The factor of the volume Im t
′
in the denominators is made up for by the pull-back with ~ei that converts F ′ab into F ′ij.
The normalization is such that the integral on the torus has periods
2πα′
ℓ2s
∫
T2
1
2
Fijdxi ∧ dxj = p+ bq
q
, (2.199)
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omitting the prime. Note that the brane wraps the torus with multiplicity q such that
the integral of F over the world volume is always 2π times an integer.
This has the following interpretation as a gauge bundle on a stack of D-branes.
One starts with q D-branes wrapped on the torus and their U(q) gauge symmetry.
This decomposes into the abelian U(1) and the SU(q) precisely as U(q) = (U(1) ×
SU(q))/Zq. We often ignore the discrete Zq identification but here it is crucial. The
gauge field background is classified by the first Chern number C1 (proportional to the
integral of F ′ over the T2) taking values in Z/q, in the present case C1 = p/q. When the
corrected field strength F ′ is used F ′ is simply corrected by adding B. The intersection
number (2.192) has an interpretation as a chiral index. For more details on the dual
gauge bundles on tori we refer for example to [107, 167].
To implement the effects of the orientifold, we need to take care of the invariance
of the tori and D-brane configurations under the world sheet parity. In case of the IIA
version the D-branes on one-cycles are relevant and Ωσ¯ comes with a reflection along
one of the axes, namely the direction that was T-dualized. In IIB there is a reflection
along either none or both directions of the T2. Starting with IIA, σ¯ acts by reflection
along ~e1,
σ¯ : (qe12, pe
2
1 + qe
2
2) 7→ (qe12,−pe21 − qe22) . (2.200)
To make the lattice invariant under σ¯ the vector (0, 2e22) needs to be a lattice vector,
too.
~e2
~e1
σ¯
~e2
~e1
σ¯
Figure 7: Two choices of complex structure compatible with symmetry under σ¯
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This implies that the real part of u = u1 + iu2 satisfies
u1 =
{
0
1
2
mod Z . (2.201)
By the T-duality along the reflected axis, this translates into the quantization of the
NSNS B-field in IIB (dropping the prime on b′),
b =
{
0
1
2
mod Z . (2.202)
On the elementary cycles, σ¯ then acts by e1 7→ −e1 and e2 7→ −2u1e1 + e2, hence,
any brane along a cycle labelled (p, q) is accompanied by another copy wrapped on the
image,
σ¯ : (p, q) 7→ (−p− 2u1q, q) . (2.203)
It is helpful to define a new winding number
p˜ = p+ u1q , (2.204)
on which σ¯ operates by
σ¯ : (p˜, q) 7→ (−p˜, q) , (2.205)
irrespective of the value of u1. Using p˜ the formula for the relative angle (2.195) can
be rewritten
tan(ϕ) =
p˜
qu2
. (2.206)
We usually label the image of the a stack a by a′.
An invariant brane obviously satisfies p˜ = p+u1q = 0. These branes have Dirichlet
boundary conditions along the T-dualized circle only, they correspond to fully wrapped
D-branes with vanishing world volume flux before the T-duality. A brane with q = 0
has Dirichlet conditions along the orthogonal direction and Neumann conditions along
the T-dualized circle, it refers to a fully localized D-brane before the duality. These
branes get reflected onto themselves under σ¯ which only flips the orientation.
Let us now look at six-dimensional compactification tori, concentrating again on
direct products of two-dimensional ones, such that the metric and B-field respect the
factorization
T
6 =
3⊗
I=1
T
2
I . (2.207)
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If the brane configurations also have this product structure, one only needs to keep
track of the index I = 1, 2, 3 labelling tI and uI , winding numbers (pIa, q
I
a), and all
other quantities above. Note that these are not the most general configurations of
branes that are compatible with supersymmetry on tori, and they also do not produce
a complete set on toroidal orientifolds with N = 1 supersymmetry. Nevertheless it is
useful to start with these.
First of all, one can easily identify the D-branes known from type I in this more gen-
eral framework. By the above reasoning, D9-branes and D5-branes of IIB orientifolds
on (2.207) can be identified by their dual winding numbers as follows,
D9 : (p˜Ia, q
I
a) = (0, 2
2uI1) for I = 1, 2, 3 ,
D5 : (p˜Ia, q
I
a) =
{
(0, 22u
I
1) for I = J1
(1, 0) for I = J2, J3
. (2.208)
The above describes a D5-brane wrapped on the torus labelled J1. For completeness
we also denote the intersection number for two factorizable three-cycles on the six-
dimensional torus
Iab =
3∏
I=1
(
pIaq
I
b − pIbqIa
)
, (2.209)
which immediately follows from (2.192). More formally the gauge connection on the
torus giving rise to a field strength F taking values only in the diagonal U(1) inside a
U(N) (or a U(1) along the Cartan subalgebra of SO(2N)) defines a line bundle on the
torus, i.e. the structure group of the gauge bundle is U(1). The gauge symmetry that
survives in the lower-dimensional theory in this background is the commutant of the
structure group inside the higher-dimensional gauge group. Since it is abelian in this
case, the rank is not reduced. So starting from type I in ten dimensions we can split
SO(32) into
SO(32) −→ SO(32− 2N)×
∏
a
U(Na) ,
∑
a
Na = N ≤ 16 . (2.210)
If we also have O5-planes and D5-branes with maximal symmetry gauge Sp(32) this
can also be decomposed in the same manner as
Sp(32) −→ Sp(32− 2N)×
∏
a
U(Na) ,
∑
a
Na = N ≤ 16 . (2.211)
Together the product of (2.210) and (2.211) forms the gauge symmetry of intersecting
or magnetized D-brane models, in full generality and not just in toroidal models. This
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is the explicit version of (2.35). In this way, compactifying on a line bundle (or tensor
products thereof) breaks the primordial gauge symmetry down to unitary groups. The
intersection form (2.209) has an interpretation as the index of the Dirac operator in
this background
Iab =
∫
W
ch(2πα′Fa ⊗ 2πα′F¯b) ∧ Aˆ(R) . (2.212)
The curvature forms are normalized to give integer periods. The integral runs over the
world volume of the D9-branes and covers the torus multiple times. This geometric
point of view is valid beyond the toroidal CFT models discussed in this introductory
section and will also be useful later for orientifolds on other Calabi-Yau manifolds.
Let us now discuss the spectrum of the lightest states in the NS sector of an open
string connecting two different stacks of rotated or magnetized D-branes on a torus of
complex dimensions one to three. These strings transform as bifundamental represen-
tations ( a, ¯b) or ( a, b) of the gauge groups on the two stacks. As explained earlier,
the ground state of the R sector is a massless chiral fermion in four dimensions. In the
presence of supersymmetry it is clear that it must be accompanied by a complex scalar
to form a chiral multiplet, which is provided by the lightest, in that case massless, NS
state.
In general, the mode expansion of the oscillator modes generating the open string
states has modes shifted by (2.163) as defined via the relative angle. The complexified
world sheet coordinate fields ZI and ΨI have mode operators αI
n+δIab
, α¯I
n−δIab
and ψI
r+δIab
,
ψ¯I
r−δI
ab
respectively. The shift vector δIab is defined modulo 2Z, since the angles them-
selves are defined modulo 2πZ. However, whenever any δIαβ becomes greater than 1
two level in the spectrum cross. It is therefore more convenient to pick conventions in
which the shift vectors are defined modulo Z. This is done by flipping the orientation
of a D-brane whenever a relative angle does not satisfy
−π
2
< ϕIab ≤
π
2
. (2.213)
With this prescription, the relative angles ϕIab are defined modulo Z even though the
absolute angles ϕIa are given modulo 2Z. This means that one exchanges a brane
for an anti-brane with any such flip and thus has to use the GSO projection with
opposite sign.45 Depending on the number of such flips being even or odd either the
45From the boundary state one can deduce that a rotation by an angle π, a flip of orientation, changes
the sign of the RR component since it acts by a phase factor i on the fermionic R groundstate. In
an annulus diagram, this change of sign leads to the opposite GSO projection in the open string
loop-channel, as explained below (2.136).
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NS groundstate or the first oscillator level is the lightest physical state in the NS
spectrum. Following this reasoning the mass of the lightest state is easily found using
the formula (A.21) for the zero point energy to be
α′M20 =

1
2
∑
I |δIab| −maxI{|δIab|} for at most one |δIab| > 12
1 + 1
2
(|δIab| − |δJab| − |δKab|) for |δIab| ≤ 12 , |δJab|, |δKab| > 12
1− 1
2
∑
I |δIab| for all three |δIab| > 12
. (2.214)
It follows (for small angles) that with only a single relative angle non-vanishing, i.e.
two intersecting branes on a T2, the scalar is always of negative mass −1
2
|δab|. On a T4
the mass is always proportional to the difference of the two angles −1
2
||δ1ab| − |δ2ab|| ≤ 0
and negative or zero. But this is no longer true for two branes on T6, where the
mass for small angles is 1
2
(|δIab| + |δJab| − |δKab|) if |ϕKab| is the largest of the three angles
in absolute value. The supersymmetry conditions (2.181) imply the existence of a
massless NS groundstate on T4 and T6, but they have no solution on T2 except for
vanishing relative angles. The degeneracy of the massless groundstate is four-fold on
T4 (two complex scalars to form a hyper multiplet) and two-fold on T6 (one complex
scalar for a chiral multiplet).
It is interesting to compare these results derived from an exact quantization of
open strings in a flat background geometry to mass spectra derived from effective field
theory or even quantum mechanics. The mass spectrum of open strings connecting
two magnetized branes of different world volume gauge field strengths has been used
to test and better understand the non-abelian DBI effective action [107, 108, 168].
Furthermore, one can identify the lowest oscillator excitation with a semi-classical
quantum mechanical mass formula (see [28])
M2QM = (2n+ 1)|eF |+ 2seF , (2.215)
which is the standard formula for the Landau levels of a point particle in a background
magnetic field F and with spin s and charge e.
As a consequence of (2.214) configurations of intersecting or magnetized D-branes
on an internal six-dimensional torus can in principle be meta-stable with respect to
small deformations of open string modes even without supersymmetry. However, by
their tension these configurations are also sources for the background closed string
bulk fields which are destabilized by non-supersymmetric brane configurations in the
absence of other effects to counter the brane tension.
The case of a tachyonic mass for a scalar field at the intersection has an interpreta-
tion as a spontaneous symmetry breaking scenario with a bifundamental Higgs scalar
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[169]. The negative mass signals an instability that leads to a non-vanishing vacuum
expectation value for the respective scalar field. The recombination breaks the gauge
symmetry to the diagonal, e.g. U(1)1 × U(1)2 → U(1)diag. This process is of phe-
nomenological interest since it closely resembles the Higgs mechanism of the Standard
Model or the MSSM when applied to U(2)× U(1)Y .
Geometrically, the two stacks of D-branes are deformed into a single stack in the
same topological class when the tachyonic scalar takes a non-vanishing value. On a
two-dimensional torus with two intersecting branes this is just the decay of the two into
a single straight line given by adding the winding numbers (pa.qa) of the two stacks.
m2 ≤ 0 m2 ≥ 0
Figure 8: Recombination of two intersecting D-branes
In general, starting from the flat factorized sLag three-cycles described above, the
recombination can lead to more general calibrated sLag cycles which are no longer
of the factorized type. This has been explored in a number of approaches to model
building in order to obtain more general classes of cycles, e.g. in [170, 171].
2.3.4 One-loop divergences with intersecting and magnetized D-branes
In this section we compute the one-loop partition function for a type II orientifold with
intersecting or magnetized D-branes on an internal six-dimensional torus. Essential
steps were developed in [32, 33, 35]. We impose the factorization (2.207) for the full
background, the NSNS fields and the brane configurations.
For definiteness, we adopt the language of type IIA with D6-branes. Each D6-brane
wraps a sLag three-cycle, a one-dimensional straight line on each T2I , I = 1, 2, 3. The
world sheet parity comes with the complex conjugation σ¯ from (2.52). O6-planes are
located along the axes fixed under σ¯, they are T-dual to O9-planes. The stacks of branes
are labelled by a, b, ... with brane multiplicity Na. Boundary conditions for the rotated
D6-branes are given by (2.162) each brane characterized by three angles ϕIa. The angles
are defined via the two co-prime integers (pIa, q
I
a) through (2.206), alternatively we use
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(p˜Ia, q
I
a) which in case u
I
1 =
1
2
do not necessarily have to be co-prime and p˜Ia can then also
be half-integer. The three-cycles wrapped by the O6-planes are denoted ΠO6, they are
given by winding numbers (0, 22u
I
1) for I = 1, 2, 3. The world sheet parity Ωσ¯ reflects
the angles by (2.205), i.e. Ωσ¯ : ϕIa 7→ −ϕIa = ϕIa′ . It identifies two stacks of branes at
opposite angles.
With these preliminaries, we have to compute the three diagrams, Klein bottle,
annulus and Mo¨bius strip. The Klein bottle has no boundaries. It is not at all sensitive
to the relative angles of the D-branes, and thus identical to the Klein bottle of type I
string theory on a six-dimensional torus as computed in section 2.2.9, only up to the
T-duality that exchanges the D9-branes into D6-branes. This T-duality along the three
imaginary parts of the coordinates ZI maps Ω to Ωσ¯, and D9-branes with magnetic
fluxes as described by (2.158) to D6-branes with relative angles defined through (2.160).
Thus, the Klein bottle amplitude is still given though (2.132). The oscillator traces
are given in (2.134) and the trace over zero-modes in (2.142). In the Klein bottle the
KK modes are obtained by just taking the T-dual of (2.145). In the loop-channel the
mass spectrum can be written
K : α′M2KK =
3∑
I=1
|nI +mItI |2
tI2
1
uI2
. (2.216)
The momentum and winding numbers (mI , nI) run over integers, t
I , uI are the Ka¨hler
and the complex structure moduli defined through (2.189) and (2.190). The modular
transformation of the open string partition function to the tree-channel via (A.27)
produces a moduli-dependent prefactor
K˜ ∼
3∏
I=1
uI2 . (2.217)
All the numerical factors just work out as for the type I string theory on T6. This is
just the T-dual of the prefactor obtained in type I which was the overall volume of
space-time. Here we find the ratio of the three-dimensional internal volume covered
by O6-planes dual to the O9-planes, divided by the volume of the transverse internal
space.
In the annulus diagram we have to distinguish two different types of open strings,
those with both ends on the same stack of branes, and those connecting different stacks,
Aaa or Aab diagrams. The Aaa annuli are identical to the diagrams in type I in (2.138)
and (2.140) up the bosonic zero modes. Here the mass operator of the open string KK
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modes follows from (2.194),
Aaa : α′M2KK =
3∑
I=1
[ m2I
(LIa)
2
+ n2I(D
I
a)
2
]
=
3∑
I=1
|nI +mItI |2
tI2
uI2
|pIa + qIauI |2
. (2.218)
The closed string KK spectrum can be obtained by modular transformation or directly
from the boundary conditions (2.162) [163] as
A˜aa : α′M˜2KK =
3∑
I=1
|nI +mItI |2
tI2
|pIa + qIauI |2
uI2
. (2.219)
The modular transformation from the loop-channel to the closed string tree-channel
by means of (A.27) produces a prefactor
A˜aa ∼
3∏
I=1
V Ia
DIa
=
3∏
I=1
(V Ia )
2
tI2
=
3∏
I=1
|pIa + qIauI |2
uI2
. (2.220)
For the T-dual of a D9-brane with (pIa+ u
I
1q
I
a, q
I
a) = (0, 2
2uI1) this collapses to the same
moduli dependence
∏
I u
I
2 as in the Klein bottle. In case that a u
I
1 =
1
2
there appears
the extra factor (qIa)
2 = 4 which we have argued about around equation (2.147). For a
dual D5-brane one finds the inverse moduli dependence with respect to the moduli of
the T2I with Dirichlet directions and no extra factor 4.
The role of the missing annulus diagrams A˜ab and of the Mo¨bius diagrams M˜a is
now to complete (2.217) and (2.220) into a sum of perfect squares. The normalization
of the cross-cap states of the O6-planes is proportional to the square root of (2.217),
schematically,
|C6〉 ∝
3∏
I=1
√
uI2 |C6〉osc . (2.221)
The boundary states for rotated D6-branes has to carry factors proportional to
|B6, a〉 ∝
3∏
I=1
|pIa + qIauI |√
uI2
|B6, a〉osc . (2.222)
Let us still demonstrate the appearance of the complete square by calculating the
loop-channel diagrams. The annuli Aab do not have any bosonic zero modes along the
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internal space, i.e. there is no KK sum to perform. The traces over the oscillator modes
are modified compared to (2.134) because the modings are shifted by δIab from (2.163).
They become
Tr exp
(
2πiτ
3∑
I=1
[∑
n 6=0
(
αI−n−δIabα¯
I
n+δIab
+ αI−n+δIabα¯
I
n−δIab
)
− a(δIab)
])
=
3∏
I=1
[
eiπ(δ
I
ab+
1
2
) η(τ)
ϑ[1/2+δ
I
ab
1/2
](0, τ)
]
,
Tr[α
β
] exp
(
2πiτ
3∑
I=1
[∑
r 6=0
(
rψI−r−δI
ab
ψ¯Ir+δI
ab
+ rψI−r+δI
ab
ψ¯Ir−δI
ab
)
− a(δIab)[αβ ]
])
= ηαβ
3∏
I=1
[
e2πi(α+δ
I
ab)β
ϑ[α+δ
I
ab
β
](0, τ)
η(τ)
]
.
The mode generators are now complexified, see appendix A.4. Phase factors are ba-
sically determined by demanding that the tree-channel is properly normalized. The
zero-point energy a(δIab) defined in (A.21) depends on the spin structure. The modular
parameter for the annulus is τ = iτ2 = it. With this the annulus diagrams are
Aab = −iV4
4(8πα′)2
NaNbIab
∫ ∞
0
dt
t3
∑
α,β
ηαβ
ϑ[α
β
](0, it)
η(it)3
3∏
I=1
eiπδ
I
ab
ϑ[α+δ
I
ab
β
](0, it)
ϑ[1/2+δ
I
ab
1/2
](0, it)
, (2.223)
in the loop channel and
A˜ab = V4
4(8πα′)2
NaNbIab
∫ ∞
0
dl
∑
α,β
ηαβ
ϑ[−β
α
](0, il)
η(il)3
3∏
I=1
ϑ[ −β
α+δIab
](0, il)
ϑ[ −1/2
1/2+δIab
](0, il)
, (2.224)
in the tree channel. The amplitude with opposite orientation, Aba, has to be added.
The intersection number Iab is defined by the topological intersection of the two three-
cycles, given in (2.209).
From here the normalization of the boundary states can be recovered as the pre-
factor of the bosonic part of the partition function,
Iab
3∏
I=1
2
ϑ[ 1/2
1/2+δIab
](0, il)
= Iab
3∏
I=1
1
sin(ϕIab)
+ · · ·
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=3∏
I=1
|pIa + qIauI2||pIb + qIbuI2|
uI2
+ · · · (2.225)
in accord with (2.222). In this way, the intersection numbers can also be calculated from
the proper normalization of the boundary states. The contribution of the RR sector
comes from the spin structure with upper characteristic 1
2
in the theta-functions. Using
Iab
3∏
I=1
1
tan(ϕIab)
=
3∏
I=1
p˜Iap˜
I
b + q
I
aq
I
b (u
I
2)
2
uI2
(2.226)
one can extract the moduli dependence.
When the supersymmetry condition (2.181) is satisfied the shifts δIab sum to zero
such that one can use the Jacobi identity (A.29) to show that the amplitude vanishes.
This signals that the NSNS and RR sectors precisely cancel. Thus, the exact no-force
law at one-loop among intersecting D-branes arises as a consequence of the calibration
condition (2.181). The loop calculation on the toroidal background includes all orders
of α′ while the derivation of (2.181) was based on classical geometry. Only in the case of
an exactly flat background like a torus the two can become equivalent in sigma-model
perturbation theory.
Since Ωσ¯ flips the value of the angle of any brane relative to the real axes of the three
tori, the Mo¨bius strip loop-channel can only have contribution from aa′ open strings
that connect branes with their images. It is quite tedious to evaluate the Mo¨bius strip
directly in the loop-channel, getting all phase factors right.46 So we prefer to write
directly the result for the tree channel expression,
M˜a = ± V4
4(8πα′)2
26Na
3∏
I=1
p˜Ia (2.227)
×
∫ ∞
0
dl
∑
α,β
ηαβ
ϑ[α
β
](0, 1
2
+ il)
η(1
2
+ il)3
3∏
I=1
ϑ[ α
β+ϕIa/π
](0, 1
2
+ il)
ϑ[ 1/2
1/2+ϕIa/π
](0, 1
2
+ il)
.
The overall numerical factor has been fixed in order to reproduce the normalization of
the Mo¨bius strip in type I in (2.140) in the limit where only D6-branes are present that
are directly T-dual to D9-branes without any world volume magnetic fields. Again, the
46For example, there are extra phase factor from the action of Ωσ¯ on fields with mixed boundary
conditions, interpolating between the two cases given in (2.118).
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bosonic partition function gives the moduli-dependent normalizations of the cross-cap
and boundary states,
p˜Ia
sin(ϕIa)
=
|pa + qauI2|
uI2
uI2 . (2.228)
The RR contribution has a moduli dependence
p˜Ia
tan(ϕIa)
= qIau
I
2 . (2.229)
Putting all the pieces together, the RR tadpole cancellation condition comes out as[
K˜ +
∑
a,b
A˜ab +
∑
a
M˜a
]
RR
= (2.230)
8V4
4(8πα′)2
3∏
I=1
uI2
∫ ∞
0
dl
[(∑
a
Na
3∏
I=1
qaI ± 16
)2
+
(∑
a
Na
3∏
I=1
p˜Ia
uI2
)2
+
3∑
I=1
(∑
a
Naq
I
a
∏
J 6=I
p˜Ja
uJ2
)2
+
3∑
I=1
(∑
a
Na
p˜Ia
uI2
∏
J 6=I
qJa
)2
+ · · ·
]
.
Terms of massive modes are left out in the integrand. This is a sum of eight squares,
corresponding to the eight components of the RR seven-form with one leg along each
of the three T2I , i.e. 8 = 2
3. These are the massless modes that propagate in the tree
channel as intermediate states. Topologically the eight terms correspond to the eight
factorizable three-cycles of the torus. The solution is given by any choice of co-prime
(pIa, q
I
a) that satisfies the four independent conditions∑
a
Na
3∏
I=1
qIa = 16 ,
∑
a
Naq
I
a
∏
J 6=I
p˜Ja = 0 . (2.231)
The other four conditions which are linear or cubic in the p˜Ia are automatically satisfied
due to the symmetry (2.205) under Ωσ¯. This set of conditions is the an explicit way of
writing (2.82) for D6-branes with flat world volume CP bundle on factorizable three-
cycles of a torus [37].47 The counting of branes is adapted to (2.210) and (2.211) now,
we only count the pairs a and a′ as one brane so that the total number is 16 instead
of 32. The gauge symmetry involves a factor SO(2N) for the invariant D6-branes that
are just T-dual to D9-branes, Sp(2N) for dual D5-branes, and factors U(Na) for pairs
of stacks not invariant.
47Note that the rank reduction for T-dual D9-branes through non-vanishing uI1, a dual NSNS B-field
background, is built in automatically since in that case the relevant qIa is doubled.
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Similarly, the massless contribution in the NSNS sector can be written as a sum of
squares corresponding to the propagation of the dilaton and the moduli scalar fields.
Given what we said about adding O5-planes and D5-branes to a toroidal compact-
ification at the end of section 2.2.9 one can rather easily see that O5-planes add a
background charge to the second set of equations in (2.231). There are three potential
O5-planes which map to three potential types of O6-planes, each providing a source
for one of the three tadpoles. Furthermore, as is evident from (2.151), a non-vanishing
uI1 along a T
2
I transverse to the dual O5-plane depletes the charge by a factor
1
2
. The
cross-cap states |C6, I〉, I = 1, 2, 3, are then normalized
|C6, I〉 ∝
√
uI2∏
J 6=I 2
2uJ1
√
uJ2
|C6, I〉osc , (2.232)
Topologically, these O6-planes wrap cycles characterized by winding numbers (0, 1)
along the T2J , J 6= I, and D6-branes on top of these O6-planes will give rise to symplectic
gauge groups to start with. We will study models of this type in section 3.2.4.
The open string spectrum can in principle be read off from the partition functions
calculated above. The theta-functions for the non-compact directions with upper char-
acteristic 1
2
provide a factor 2 as the degeneracy of the massless open string modes of
the R sector. It stands for the two polarization states of the four-dimensional Weyl
spinor in (2.164). The only other source of a degeneracy of this state comes from the
intersection numbers in the loop channel. We have already outlined the method to
determine the open string spectrum at the end of section 2.2.8. Strings with both ends
on a given stack a not invariant under Ωσ¯ form the adjoint of the gauge group U(Na).
Open strings connecting two different stacks are bifundamental. We distinguish those
that connect ab from the ab′ by either using ( a, ¯b) or ( a, b). The multiplicity of chi-
ral Weyl fermions (or chiral multiplets) in these representations is given by the relevant
intersection number (2.209).
Only if a stack is invariant under Ωσ¯ a projection λAij = ±λAji applies to the CP
label, where the sign is fixed by comparing the relative signs in the annulus and Mo¨bius
strip diagrams in the loop-channel. Since a D6-brane with vanishing relative angle ϕIa
is T-dual to a D9-brane, the sign is identical to type I and the gauge group on such
a stack is SO(2Na) and the gauge boson (or vector multiplet) transforms in the anti-
symmetric representation a. Similarly, massless states on dual D5-branes transform
as a for Sp(2Na). Whenever the supersymmetry condition (2.181) on the relative
angles is satisfied, the bifundamental fermions are completed into chiral multiplets with
massless NS scalars. Open string states at intersections of branes a with their images
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a′ are also subject to the projection onto either symmetric or anti-symmetric states.
We will be more concrete later on.
2.3.5 Anomaly cancellation and Green-Schwarz mechanism
String theory starts out as an anomaly free ten-dimensional theory of gravity and gauge
fields. An essential piece in the anomaly cancellation in ten dimensions is the Green-
Schwarz mechanism [5]. It is known that in type I vacua essentially all the RR scalars
can participate in its generalized lower-dimensional versions [172, 173, 174, 175, 176].
Here, we will only consider the four-dimensional effective theories, and describe the
anomaly structure of their gauge currents, as well as the four-dimensional remnant of
the Green-Schwarz mechanism needed to make the theories consistent (see e.g. [177,
178, 179, 180, 181]).
In the presence of chiral fermions one has to worry about anomalies in the theory.
Anomalies in gauge theories are inconsistences of the theory which spoil the validity of
current conservation, or Ward identities, at the quantum level. An anomaly is induced
by triangle diagrams (and one-loop diagrams with four and five external legs). For a
theory with left-handed chiral fermions ψL the anomaly of the current ψ¯Lσ¯
µψL can be
written48
(DµJ
µ)A =
i
32π2
ǫµνρσtr(TAFµνFρσ) . (2.233)
The field strength is Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] and the trace is over all fermion
representation of the spectrum.49
We are interested in a theory with gauge group G × U(1)3 where G is a simple
non-abelian group, SU(N), SO(N) or Sp(N). This covers all anomalies that can arise
from the general gauge group (2.35) that can appear in orientifold models. In general
each stack a supports a gauge group U(Na) = SU(Na)× U(1)a, SO(2Na) or Sp(Na).
In this section we will denote abelian vector field of the U(1)a by C
a
µ and the non-
abelian gauge field (Aµ)
A(T a)A = AµT
a where the matrices T a are traceless hermitian
generators. The charge operator of the U(1)a is Q
a. A is the adjoint index. For the
field strengths we write FAµν(T
a)A = FµνT
a and Caµν .
48We use the form of the so-called covariant anomaly.
49Besides the actual gauge anomalies there can also be sigma-model and Ka¨hler anomalies in ori-
entifolds. Their cancellation can also be important and may require a separate Green-Schwarz mech-
anism.
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The anomaly of the non-abelian gauge current is not relevant for the Green-Schwarz
mechanism. The only condition that arises is the standard cancellation condition for
the irreducible non-abelian anomaly of each factor a, namely,
Aaaa = tr((T a)A{(T a)B, (T a)C}) = 0 . (2.234)
This condition is only non-trivial for SU(Na) with Na > 2 in the cases we consider.
The current conservation laws for the abelian U(1)a currents J
a
µ contain various terms,
namely
∂µJ
aµ =
i
32π2
ǫµνρσtr
(
Qa(T b)A(T b)BFAµνF
B
ρσ +Q
aQbQcCbµνC
c
ρσ
)
, (2.235)
Sums over repeated stack indices b, c are meant to be implicit. One method to derive
this is the Wess-Zumino descent formalism. One starts from a gauge invariant six-form,
the only candidate for the mixed U(1)a − SU(Nb)2 anomaly being I6 = trF ∧ F ∧ C,
where F and C are the field strength two-forms. This can be written as derivative of
a five-form,
I6 = trF ∧ F ∧ C = a1d(Cµdxµ ∧ trF ∧ F ) + a2d(C ∧ ωYM3 ) = dI5 , (2.236)
with a1+ a2 = 1. Its gauge variation under abelian gauge transformations is again the
derivative of a four-form which defines the anomaly50
δI5 = a1d(ΛatrF ∧ F ) = dI4 . (2.237)
The freedom to choose the coefficients reflects the possibility to shuffle anomalies from
the abelian to the non-abelian current and vice versa. Our choice is actually a2 = 0
and a1 = 1. The cubic abelian anomaly follows even simpler from I6 = C
a ∧ Cb ∧ Cc.
Furthermore, the currents are also coupled to gravity. The triangle diagrams with
one gauge current and two gravitons lead to
∂µJ
aµ|grav = i
768π2
ǫµνρσtr(Qa)RµνκτRρσ
κτ . (2.238)
The various anomalies are divided into the mixed U(1)a − SU(Nb)2 anomaly Aabb =
tr(QaT bT b), mixed abelian U(1)3 anomaliesAabc = tr(QaQbQc), and the mixed U(1)−gra-
vitational anomaly are proportional to Aagg = tr(Qa).
To evaluate the anomalies in practice only the mixed U(1) − SU(N)2 needs some
extra techniques, all other anomalies just require summing over U(1) charges. For a
50More precisely, the descent formalism gives the formula for the consistent version of the anomaly,
whereas we are using the covariant form for simplicity only.
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given multiplet of charge Qa one can employ (B.41) to convert all traces into traces
over the fundamental representation of SU(N) and then sum over the charges of these.
The consistency of the theory now demands that the right-hand-sides of (2.235) and
(2.238) either vanish due to cancellations among the various fermion species, or need
to be balanced by the Green-Schwarz mechanism.
The latter adds a piece LGS to the classical Lagrangian which is not invariant
under abelian gauge transformations, schematically (suppressing identical gauge group
indices in the following)
δaLGS = Λa
(
kabbǫµνρσF bµνF
b
ρσ + k
abcǫµνρσCbµνC
c
ρσ + k
aggǫµνρσRµνκτRρσ
κτ
)
. (2.239)
Choosing the coefficients appropriately, one can achieve
Λa∂µJ
aµ + Λa∂µJ
aµ|grav + δaLGS = 0 . (2.240)
This is the essence of the four-dimensional Green-Schwarz mechanism. The two con-
tributions are diagrammatically displayed in figure 9.
Figure 9: Interference of Feynman diagrams in Green-Schwarz mechanism
The variation (2.239) can be obtained by gauging the shift symmetries of RR scalars
in the theory if these appear in the gauge kinetic functions of the gauge fields. Written
in terms of four-dimensional tensor fields BIµν with field strengths F
I
µνρ the relevant
piece of the Lagrangian looks
LGS = − 1
12
∑
I
F IµνρF
Iµνρ +
1
6
∑
I
kIaǫµνρσCaµF
I
νρσ , (2.241)
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The F Iµνρ are gauge invariant and satisfy
2
3
ǫµνρσ∂µF
I
νρσ = k
IbbǫµνρσF bµνF
b
ρσ + k
IabǫµνρσCaµνC
b
ρσ + k
IǫµνρσRµνκτRρσ
κτ . (2.242)
This is very similar to the Chern-Simons modification of the ten-dimensional three-
form of type I in (2.121). We are allowing complete flexibility for the coefficients of the
various terms. Applying δaC
a
µ = ∂µΛa, the second term in (2.241) produces the gauge
transformation (after partial integration)
δaLGS = −1
4
Λa
∑
I
kIa
(
kIbbǫµνρσF bµνF
b
ρσ + k
IbcǫµνρσCbµνC
c
ρσ + k
IǫµνρσRµνκτRρσ
κτ
)
.
Ignoring numerical coefficients, one can read off the anomaly cancellation conditions
for the conservation of the abelian current to be
U(1)a − SU(Nb)2 : Aabb = tr(QaT bT b) ∝
∑
I
kIakIbb ,
U(1)a − U(1)b − U(1)c : Aabc = tr(QaQbQc) ∝
∑
I
kIakIbc ,
U(1)a − grav : Aagg = tr(Qa) ∝
∑
I
kIakI . (2.243)
In the orientifold models we are interested in, the trace over the fermion spectrum
and the couplings on the right-hand-sides of (2.243) are both expressed in terms of
topological data such as winding numbers of D-branes. In order for a Green-Schwarz
mechanism to work their dependence on these data have to match, which is what we
will demonstrate in various classes of examples.
An important consequence of the Green-Schwarz mechanism is the fact that a mass
is generated for the abelian gauge boson whose current would otherwise not be con-
served. Thus, for each BIµν involved in the anomaly cancellation, one abelian vector
Caµ will become massive, the two combining into a massive vector field. This can
easier be demonstrated by replacing the BIµν by scalars a
I , schematically related via
∂µa
I ∼ ǫµνρσ∂νBIρσ. These are the RR axions. The Lagrangian (2.241) is replaced by
LGS = −1
2
∑
I
(∂µa
I − kIaCaµ)2
−1
4
∑
I
aIǫµνρσ
(
kIbbF bµνF
b
ρσ + k
IabCaµνC
b
ρσ + k
IRµνκτRρσ
κτ
)
. (2.244)
The gauge transformation of the participating RR scalars aI are
δaa
I = kIaΛa , (2.245)
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leading to the variation (2.239) as before. In this language, the Green-Schwarz mecha-
nism consists of gauging the non-linear shift symmetries of the RR scalars aI combined
with non-minimal (and non gauge invariant) gauge kinetic functions. The kIa are the
constant Killing vectors that generate the shift symmetries. One can decouple the
scalars and vectors. They absorb the scalars and become massive. The mass term
reads
1
2
α′M2abC
a
µC
bµ =
1
2
∑
I
kIakIbCaµC
bµ . (2.246)
Regarding the couplings kIa as vectors in the charge space, they span a subspace of
the dimension given by the number of scalars aI with linearly independent couplings.
The linear combinations of abelian vectors orthogonal to these remain massless, while
those along the subspace become massive. A very important observation is here that
the masses only depend on the couplings kIa while the currents Jaµ can be free of
anomalies if the couplings in (2.242) vanish.51 Therefore, abelian gauge bosons can
become massive and decouple even if their currents are not anomalous (those with
anomalous currents must become massive). This provides the opportunity to remove
all unwanted abelian factors from the gauge group. On the other hand, one has to take
care off the hypercharge gauge boson in this process [38].
51In that case there is a relation to six-dimensional anomalies [].
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3 MODEL BUILDING
After having laid down the basic string theoretic notions for the construction of string
compactifications with D-branes, the purpose of this section is to explain in some
technical detail the main rules for model building. We will try to be as general as
possible and discuss not only type IIA orientifolds with intersecting D6-branes, but
also the general structure of type IIB orientifolds with magnetized D-branes, both in
the large radius regime as well as at certain points deep inside the Ka¨hler moduli space,
the so-called Gepner model orientifolds. For completeness, we will also have a brief
section on recent advances in heterotic string constructions. Toroidal orbifolds will
only appear as specific examples.
Some of the features in the effective four-dimensional field theory of D-brane mod-
els are purely topological in nature. These are the ones which can be determined for
fairly general background spaces. Among such topological aspects are the gauge group,
the chiral matter content, the anomalies with the generalized Green-Schwarz anomaly
cancellation mechanism, and the leading and next-to-leading order perturbative contri-
butions to gauge kinetic functions and Fayet-Iliopoulos couplings. As we will discuss,
due to non-renormalization theorems these can already be exact in sigma-model or
string perturbation theory.
For the “non-holomorphic” data of the effective action like the Ka¨hler potential
more knowledge of the underlying geometry is necessary which, except in the large
radius limit or for some simple (toroidal) orbifolds is still beyond our contemporary
computational capacities. In the geometric domain at large radius some important
information can be gained by dimensional reduction of the effective ten-dimensional
actions [147, 153, 148]. But for quantities without a ten-dimensional origin, like the
matter fields localized at the intersections of D-branes, such an approach is not appli-
cable.
As one important piece of information about the vacuum structure one in general
expects a superpotential for some of the closed and open string moduli to be gener-
ated. For intersecting D-brane models on general Calabi-Yau spaces this can lead to a
lifting of moduli scalars, or even to a destabilization of the background. For concrete
compact models essentially nothing is known so far about the concrete form of this
superpotential.
From a phenomenological point of view, the main question is whether in the plethora
of various string compactifications that we summarize in the following realistic (and
possibly supersymmetric) “Standard-like” models can be found. One economic way to
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realize a model with gauge symmetries close to the Standard Model from D-branes is to
start with four stacks of D-branes with initial gauge symmetry U(3)×U(2)×U(1)×U(1)
or U(3)× Sp(2)× U(1)× U(1). The Standard Model matter fields can be realized by
bifundamental fermions. Such a configuration can be encoded in a quiver diagram in an
obvious manner, see figure 10. (Alternative D-brane realizations of the Standard Model
can be found in [182, 183, 184].) In this case there are no chiral fermions transforming
in the symmetric or antisymmetric representations of the unitary gauge symmetries
(which would be arrows starting and ending on the same node of the quiver). Since
the multiplicities of the fields are given by topological intersection numbers of three-
cycles such as (2.192), this puts constraints on the allowed three-cycles. There should
be three bifundamental representations of quarks and leptons, and anti-symmetric or
symmetric matter absent.
U(1) U(1)
U(3) U(2) or Sp(2)
QR
LR
LL
QL
Figure 10: Standard Model quiver with four stacks and three generations
Since concrete searches for semi-realistic examples and their phenomenological con-
sequences have been reviewed elsewhere [185, 186], here we will mainly focus on the
technical aspects of these constructions.
3.1 Type IIA orientifolds with intersecting D6-branes
Type IIA orientifolds with intersecting D6-branes are the prototype of D-brane model
building. They have been studied most during the last couple of years. The CFT
aspects of such models have been discussed in the previous section in the framework of
toroidal orientifolds. Many of the important features of these models can be already
derived from the classical DBI action (2.37) on the D6-branes. Let us demonstrate how
this can be done quite generically for intersecting D6-branes on arbitrary Calabi-Yau
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three-folds. Here we will restrict ourselves to compact manifolds but generalizations
to non-compact ones (having compact three-cycles) have been proposed in [187, 188]
(see also [189, 190, 191, 192] for some recent semi-realistic local Type IIB orientifold
models).
The following presentation is mainly in the spirit of [193]. Consider the compactifi-
cation of type IIA string theory on Y = R1,3×X with X a Calabi-Yau three-fold. Now
we perform an orientifold Ωσ¯(−1)FL where σ¯ is the complex conjugation as defined in
(2.52). The Ka¨hler form J2 and holomorphic (3, 0)-form Ω3 of the Calabi-Yau from
(2.167) and (2.168) transform as
σ¯(J2) = − J2 , σ¯(Ω3) = e2iθΩ¯3 . (3.1)
The resulting O6-plane preserves N = 1 supersymmetry and wraps the fixed locus of
the anti-holomorphic involution σ¯. Its topological class in homology is denoted ΠO6,
the Poincare´ dual 3-form of ΠO6 is called πO6 in the following.
3.1.1 Tadpole cancellation
As discussed in generality in section 2.2.4 the orientifold plane induces a tadpole for
the RR 7-form potential C7 with four legs on the flat uncompactified part R
1,3. This
can be derived from the CS-terms (2.79) on the O6-plane
SO6CS = −4µ6
∫
Y
C7 ∧ πO6 , (3.2)
In order to cancel this tadpole we add stacks of Na D6-branes wrapping three-cycles Πa
in the internal manifold X and with flat gauge connections on their world volume. For
σ¯ to be a symmetry, one has to introduce “mirror branes” wrapping the three-cycles
Π′a, images under the action induced by σ¯ on the homological classes. The CS action
(2.44) on a stack of D6-branes simplifies to
SD6aCS = µ6
∫
Y
C7 ∧ πa (3.3)
with a similar contribution from the mirror cycles π′a. From these CS terms it is
straightforward to derive the tadpole cancellation condition for C7, the analog of (2.82).
It is ∑
a
Na (Πa +Π
′
a) = 4ΠO6 . (3.4)
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Non-abelian representation U(1) charges Multiplicity
a (2a)
1
2
(Π′a ◦ Πa +ΠO6 ◦ Πa)
a (2a)
1
2
(Π′a ◦ Πa − ΠO6 ◦ Πa)
( a, b) (−1a, 1b) Πa ◦ Πb
( a, b) (1a, 1b) Π
′
a ◦ Πb
Table 8: Chiral spectrum for intersecting D6-branes
The total number of stacks is 2K, split into equal number of branes and their images.
Whenever a stack is invariant under Ωσ¯ one has to correct by a factor 1
2
. The condition
(3.4) simply means that the total homology class of all D6-branes and the orientifold
plane has to vanish.
3.1.2 Massless spectrum
The massless spectrum in the closed string sector was already described in section
2.2.7 following [193, 148]. Besides the universal chiral multiplet there are h2,1 complex
structure moduli each consisting out of a real complex structure modulus and a RR
scalar. In addition, there are h1,1+ vector multiplets and the h
1,1
− chiral multiplets
containing the complexified Ka¨hler moduli.
In the open string sector one gets various non-abelian gauge fields in addition to
chiral charged matter. If a D6-brane wraps a submanifold that is invariant under Ωσ¯
the gauge symmetry is SO(2Na) or Sp(2Na).
52 In general, the cycles are mapped non-
trivially, Π′a 6= Πa, and the gauge symmetry is U(Na). The chiral massless spectrum is
given by the topological intersection numbers. For a gauge group G = ∏Ka=1 U(Na) it
is given in table 8.
The common situation is an open string connecting two distinct branes, identified
under Ωσ¯ with another string between the two images. These open string states are
in bifundamental representations of the two factors in the gauge group. Open strings
stretched between a D-brane and its image under σ¯ are the only ones left invariant under
the combined operation Ωσ¯(−1)FL . Therefore, they transform in the antisymmetric
or symmetric representation of the gauge group. More concretely, it turns out that
chiral states localized at intersection points invariant under Ωσ¯(−1)FL transform in
the antisymmetric representation and intersections points which are anti-invariant give
52Note that it is not sufficient that the cycle Πa is mapped to itself under the induced action of Ωσ¯
in homology. The submanifold representative of the cycle has to be invariant.
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rise to chiral states in the symmetric representation.
Additional non-chiral matter transforming in the adjoint representation of U(Na)
arises from open strings stretched between branes in the same stack, i.e. branes lying on
top of each other. Geometrically, these correspond to deformations of the three-cycle
inside the Calabi-Yau, respectively to Wilson lines along non-trivial one-cycles inside
the three-cycles. For supersymmetric cycles the number of these two kinds of moduli
are equal. They combine into complex scalars in the adjoint whose multiplicity is then
given by the first Betti number b1(Πa) of the three-cycle.
For the spectrum of charged matter fields in table 8 the RR tadpole cancellation
condition (3.4) guarantees the absence of non-abelian gauge anomalies. Thus, the
condition (2.234) is satisfied for any factor a of the gauge group by virtue of (3.4).
Using (B.41) the contribution of the states listed in table 8 to the anomaly (2.234) for
the factor SU(Na) in the gauge group is proportional to
Aaaa ∝
∑
b6=a
Nb
[
− Πa ◦ Πb +Π′a ◦ Πb
]
+
Na − 4
2
[
Π′a ◦ Πa +ΠO6 ◦ Πa
]
+
Na + 4
2
[
Π′a ◦ Πa − ΠO6 ◦ Πa
]
= −Πa ◦
(∑
b
Nb
[
Πb +Π
′
b
]
− 4ΠO6
)
= 0 . (3.5)
There can be additional non-chiral massless matter fields whose spectrum cannot be
determined from topology, instead one really has to compute the number of points
in which two submanifolds intersect geometrically (not just the intersection number
in topology which counts intersections with orientation) or use conformal field theory
methods. In the latter case the combination of the annulus and the Mo¨bius strip
amplitude allows one to read off the complete massless spectrum, as was discussed in
simple toroidal models in section 2.3.4.
3.1.3 K-theory constraints
The topological classification of D-branes via cohomology actually has to be refined
by using K-theory instead [194, 195]. This means that besides the usual RR tadpole
cancellation conditions (which are conditions on the homology of the cycles wrapped
by the branes) additional constraints arise due to torsion factors in the K-groups of
the Chan-Paton bundles of the D-branes. For more background material on K-theory
and the relevant applications to string theory and in particular orientifolds we refer
the reader to [195].
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For instance, for the type I string there are various K-theory groups consisting of
finite abelian groups (torsion)
KO(S1) = Z2 , KO(S
2) = Z2 , KO(S
9) = Z2 , KO(S
10) = Z2 . (3.6)
These imply that there exist non-BPS D8-, D7-, D0- and D(−1)-branes carrying a
discrete Z2 charge. Due to the conservation of this charge the branes are stable.
For type IIA orientifolds something similar is expected to happen. For a compact
Calabi-Yau it is in general quite difficult to explicitly compute the K-theory groups.
However, it has been pointed out in [196] that often the K-theory constraints guarantee
the absence of discrete anomalies on string theory probe branes. For four-dimensional
intersecting D-brane models this in particular refers to the absence of Sp(2N) global
Witten anomalies [197] which could exist on probe branes with symplectic gauge fields.
It is not clear in general whether this captures all K-theory constraints for such models,
but at least it provides a number of additional constraints not visible to the RR charge
cancellation conditions. For the Z2 × Z2 orientifold it has been shown in [198] that
indeed the probe brane argument provides all K-theory constraints. In practice, one
first classifies all D-branes carrying symplectic gauge symmetries in a given model, and
then requires that the number of fundamental representations is even. For the F/M
theory dual origin of these K-theory constraints see [199].
3.1.4 Green-Schwarz mechanism
Given the chiral spectrum of table 8, we have shown that the non-abelian gauge anoma-
lies of all SU(Na) factors in the gauge group vanish. On the other hand, the pure
abelian, and the mixed anomalies with abelian and non-abelian gauge fields and with
abelian gauge fields and gravitons do not cancel among the charged fields of table 8
alone. However, string theory provides the Green-Schwarz mechanism to cancel the
mixed anomalies, as discussed in section 2.3.5. It works for orientifold models with
intersecting D-brane [37] (see [181] for a more general recent study of U(1) anomalies).
To demonstrate that we now discuss in some detail the relevant axionic counter terms
that allow to confirm (2.243).
The U(1)a−SU(Nb)2 anomalies Aabb (with one abelian and two non-abelian gauge
bosons) result from the second triangle diagram shown in figure 11.
The anomaly itself for any two stacks a and b is proportional to
Aabb ∝ Na
2
[
− Πa +Π′a
]
◦ Πb . (3.7)
108
Caµ
AAµ (T
b)A
AAµ (T
b)A
Caµ
gµν
gµν
Figure 11: One-loop diagrams for mixed gravitational and U(1)a−SU(Nb)2 anomalies
The mixed U(1)a-gravitational anomaly Aagg depicted by the first diagram in figure 11
is given by
Aagg ∝ NaΠO6 ◦ Πa . (3.8)
To derive the Green-Schwarz couplings in the four-dimensional effective action it is
convenient to use the integral basis (AΛ, BΛ) of the homology H3(X ,Z) introduced
in (2.109). In terms of the Poincare´ dual basis of (2.110) the (3, 0)-form Ω3 can be
expanded as in (2.108). The tree-level Ka¨hler potential on the complex structure
moduli space of type IIA compactified on X was also given in (2.105). Similarly, the
three-forms that define the cycles wrapped by D6-branes can be expanded in that basis
as
πa = π
Λ
a αΛ − πaΛ βΛ , π′a = π′Λa αΛ − π′aΛ βΛ , (3.9)
and analogously for the O6-plane with coefficients πΛO6 and πO6Λ.
To describe the physical degrees of freedom of the RR p-forms reduced to four
dimensions it is useful to employ the democratic description discussed in section 2.2.3.
As follows from the spectrum of the IIA orientifold on T6 in (2.113) the RR form C3,
and thus also its partner under Hodge duality C5, can be reduced along three-cycles.
They decompose into four-dimensional axions C(0) and two-forms C(2) labelled by Λ,
1
ℓ3s
C3 = C
(0)ΛαΛ − C(0)Λ βΛ ,
1
ℓ3s
C5 = C
(2)ΛαΛ − C(2)Λ βΛ .
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In four dimensions (C
(0)
Λ ,−C(2)Λ) and (C(0)Λ, C(2)Λ ) are related by Hodge duality to each
other, by inheriting the duality (2.73) of F4 and F6 from ten dimensions. Only half of
these fields are independent degrees of freedom.
The D6-brane couplings (2.44) can now be dimensionally reduced to four dimen-
sions. In contrast to the derivation of the tadpole cancellation condition, now also the
gauge fields and curvature two-forms with legs along the four-dimensional Minkowski
space have to be taken into account. Eventually, one obtains axionic couplings of the
form
SD6ax = (3.10)
1
2 (2π)
∑
a
∫
R1,3
[
trNaF
2
a −
Na
48
trR2
](
C
(0)
Λ
(
πΛa + π
′Λ
a
)
+ C(0)Λ
(
πaΛ + π
′
aΛ
))
.
The orientifold action gives rise to an additional piece
SO6ax =
1
48 (2π)
∑
a
∫
R1,3
trR2
(
C
(0)
Λ
(
πΛa + π
′Λ
a
)
+ C(0)Λ
(
πaΛ + π
′
aΛ
))
. (3.11)
Denoting the field strength two-form of the diagonal U(1)a in U(Na) as fa, the axion-
gauge boson mixing terms (Stueckelberg mass terms for the gauge bosons) can be
written as
SD6mass =
1
ℓ2s
∑
a
Na
∫
R1,3
(
C
(2)
Λ ∧ fa
(
πΛa − π′Λa
)
+ C(2)Λ ∧ fa
(
πaΛ − π′aΛ
))
. (3.12)
The axionic couplings in (3.10) and (3.11) are not invariant under the gauge symmetries
and contribute to the mixed gauge anomalies at tree-level. The contribution to the
mixed gauge anomaly is diagrammatically depicted in figure 12.
F aµν
C(0)Λ
C
(2)
Λ
F bµν
F bµν
Figure 12: Tree-level anomalous contribution of RR axions
Adding up all the terms and taking the RR tadpole condition into account, one can
show that the result has precisely the form (3.7) and (3.8) and can cancel these field
110
theoretic anomalies. This provides an explicit check of the relations (2.243) up to
numerical factors. Said differently, the mixed gauge anomalies are canceled by gauging
the shift symmetries C(0) → C(0)+ Q
2
Λa of the axions through the U(1)a gauge bosons
Caµ → Caµ + ∂µΛa as in (2.245). The charges Q take the role of the Killing vectors of
the gauging.53
As in (2.246) some linear combinations of the RR axions provide the longitudi-
nal modes for the gauge bosons of the anomalous U(1)a which become massive via
the couplings (3.12). As explained earlier, not only anomalous gauge bosons can get
massive through the couplings to the axions. Therefore, to determine the low energy
spectrum, one has to take the couplings (3.12) into account. Before the Green-Schwarz
mechanism is taken into account all perturbative string correlation functions obey the
selection rules for the U(1) gauge symmetries. After these have become massive via
the axionic couplings these selection rules still apply, since there is no breaking of the
symmetries in the Green-Schwarz Lagrangian. Thus the massive U(1) symmetries still
give rise to perturbatively exact global symmetries of the low energy effective action.
The continuous shift symmetry of the RR axions is in fact known to be broken to
a discrete shift symmetry by instantons. Therefore, also the continuous global U(1)
gauge symmetry under which the axions transform is broken to a discrete subgroup. In
the case of intersecting D6-brane in type IIA string theory, the relevant instantons are
Euclidean D2-branes wrapped on three-cycles of the underlying Calabi-Yau manifold,
to which the three-form C3 couples.
3.1.5 Supersymmetry
We have discussed the conditions under which D-branes preserve supersymmetry in
generality in section 2.3.2. Let us here specialize the formalism to type IIA with
calibrated D6-branes.
As explained earlier, type IIA string theory compactified on a Calabi-Yau three-
fold preserves N = 2 supersymmetry in four dimensions which is broken by the orien-
tifold projection to N = 1 supersymmetry. One way to see this is to notice that the
three-cycle invariant under an anti-holomorphic involution has the special Lagrangian
property, which is known to be the supersymmetry condition for a general three-cycle
to preserve supersymmetry [200, 201]. A three-dimensional submanifold Σa is called
Lagrangian if the restriction of the Ka¨hler form vanishes,
J2|Σa = 0 . (3.13)
53More precisely, the Killing vectors are imaginary constants proportional to iQ.
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If the submanifold in addition minimizes the volume among such Lagrangian manifolds
it is called special Lagrangian. This can be formulated as the condition
Im(e−iθa Ω3)|Σa = 0 . (3.14)
The constant parameter θa parameterizes a U(1) that determines which N = 1 ⊂ N =
2 supersymmetry is preserved by the brane. Since the calibration forms are closed we
usually only refer to Σa as a three-cycle denoted Πa = [Σa].
Thus, different three-cycles with different values for θa preserve different N = 1
supersymmetries. The condition (3.14) implies that the volume form on the three-
cycle is given by
dvol|Σa = Re(e−iθaΩ3)|Σa , (3.15)
the three-cycle is calibrated with respect to the three-form Re(e−iθaΩ3). In order to
preserve an overall N = 1 supersymmetry, all stacks of D6-branes have to wrap special
Lagrangian three-cycles with the angle defined by the orientifold planes, θa = θ. Note
that these conditions are first of all valid in the geometric regime at large radius and
for a single D6-brane, i.e. in the abelian limit.
In the case supersymmetry is preserved also the NSNS tadpole vanishes along with
the RR tadpole, as shown in section 2.3.4 for toroidal orientifolds. This can be demon-
strated by using the above calibration conditions for curved background spaces as well.
The calibration condition (3.15) together with the flatness of the Chan-Paton world
volume gauge bundle of sLag D6-branes implies that the DBI action (2.37) evaluated
on the world volume is proportional to the right-hand-side of (3.15). In particular, it
only depends on the topological class of the submanifold wrapped by the brane as well.
In that case, it follows from the RR charge cancellation constraint (3.4) that the sum
of the D6-brane and O6-plane tension vanishes.
It has been pointed out that there is another possibility for supersymmetric D-
branes in IIA Calabi-Yau orientifolds besides D6-branes with flat gauge connections.
These are the so-called co-isotropic D-branes which, for instance, are D8-branes stabi-
lized by a non-trivial gauge bundle, i.e. endowed with magnetic flux F (see also [202]
for a general discussion on generalized calibrated submanifolds). Even though on a
genuine Calabi-Yau manifold there are no non-trivial five-cycles and thus no source
for the nine-form C9 can be induced, these D8-branes do not decay through the non-
trivial D6-brane charge induced by the magnetic flux. The supersymmetry conditions
for these branes read
dvol|Σ5 = 2πα′F ∧ Ω3|Σ5 , (3.16)
(2πα′F + iJ)2|Σ5 = 0 . (3.17)
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Concrete D-brane model building using these kinds of branes has been performed in
[165].
3.1.6 Gauge couplings
Each factor of the gauge group is supported on a stack of D6-branes and comes with
its own four-dimensional gauge coupling ga. The classical tree-level (disc diagram)
expression can be deduced from the DBI action. In any supersymmetric gauge theory
the gauge coupling can be combined with an axionic theta-angle into the holomorphic
gauge kinetic function. In principle, the gauge kinetic functions are not diagonal among
different abelian factors of the gauge group and are collected into a matrix fab. The
kinetic action of the gauge fields is given by the general form of the N = 1 supergravity
Lagrangian in (2.92). The matrix of gauge kinetic function actually turns out to be
diagonal at tree-level, fab = δabfa. Performing the dimensional reduction of the DBI
action the resulting classical gauge coupling is given by [203, 193, 204]
Re(fa) =
1
2πℓ3s
e−Φ
∣∣∣∣∫
Πa
Ω3
∣∣∣∣ , (3.18)
where eΦ = gs. Thus, the gauge coupling depends on the volume of the sLag three-
cycles. Using (3.10) for the axionic couplings of the RR fields, the gauge kinetic function
for a D6-brane wrapping a calibrated three-cycle is simply given by
fa =
1
2πℓ3s
[
e−Φ
∫
Πa
Re(e−iθa Ω3)− i
∫
Πa
C3
]
. (3.19)
The real part depends on the h2,1 real complex structure moduli of the Calabi-Yau
manifold. They combine with the components of C3 along the three-cycles into com-
plex scalars. Moreover, it is known that in supersymmetric theories the gauge kinetic
function receives quantum corrections only at the one-loop level. Using the normaliza-
tion Tr(TA TB) = 1
2
δAB for the generators of the non-abelian gauge groups the physical
gauge couplings become
4π
g2a
=
1
gs ℓ3s
∫
Πa
Re(e−iθa Ω3). (3.20)
3.1.7 D-terms and Fayet-Iliopoulos couplings
The tension of wrapped D6-branes induces a vacuum energy from the effective four-
dimensional point of view. It is a contribution to the effective potential. We will see in
113
a moment that in the case of calibrated D6-branes this vacuum energy only depends on
the complex structure of the Calabi-Yau three-fold. From the arguments in [205, 206]
one therefore expects that in the effective N = 1 field theory this vacuum energy does
not arise from a superpotential but instead from a D-term for the U(1) gauge groups
localized on the D6-branes. Since it is independent of Ka¨hler moduli there are no
α′ corrections to this Fayet-Iliopoulos term, neither perturbative nor non-perturbative
(world sheet instantons). For globally supersymmetric field theories with an anomalous
U(1) gauge group a Fayet-Iliopoulos term is dynamically generated only at the one-
loop level [144, 145]. This statement has been generalized to Fayet-Iliopoulos terms in
string perturbation theory [143].
The D-term scalar potential for scalars Φα that transform linearly and with charges
qαa under the gauge transformations of some U(1)a has the following general form
VD =
∑
a
1
2 g2a
(∑
α
qαa |Φα|2 + ξa
)2
. (3.21)
For later purposes we are working in the convention where in the Lagrangian the kinetic
terms of both the gauge fields and the charged matter fields are multiplied by 1/g2a.
In the minimum of the D-term potential the Φα can obtain a positive or negative
mass term for non-vanishing ξa, depending on the sign of their U(1)a charges q
α
a and
the sign of ξa. Supersymmetry will only be unbroken, if the potential vanishes in the
groundstate. On the other hand, any charged condensate breaks the gauge symmetry.
As we will discuss below, an uncanceled tension of the wrapped D6-brane and O6-
plane configuration can be interpreted as a non-vanishing D-term potential energy.
When the vacuum expectation values of the charged fields vanish, i.e. with unbroken
gauge symmetry, it corresponds to the term 1
g2a
ξ2a in (3.21). The scalars Φα are open
strings fields which become massive, massless or tachyonic, depending on their values
in the minimum.
Let us determine the Fayet-Iliopoulos term for a brane configuration which slightly
breaks supersymmetry by violating the calibration condition (3.14) by only a bit, i.e.
we are performing an expansion in (the integrals over) Im(e−iθΩ3), where θ is fixed
by the calibration of the orientifold plane and we choose it to be zero. The disk-level
scalar potential for D6-branes wrapping sLag cycles is just the DBI action integrated
over the three-cycle. Summing over all D6-branes and the O6-planes it can be written
as [193, 207, 208]
VDBI = 1
2
µ6 e
−Φ
[∑
a
Na
∣∣∣∣∫
Πa
Ω3
∣∣∣∣+∑
a
Na
∣∣∣∣∫
Π′a
Ω3
∣∣∣∣− 4 ∫
ΠO6
Re(Ω3)
]
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= µ6 e
−Φ ∑
a
Na
(∣∣∣∣∫
Πa
Ω3
∣∣∣∣− ∫
Πa
Re(Ω3)
)
. (3.22)
Using ∣∣∣∣∫
Πa
Ω3
∣∣∣∣ =
√(∫
Πa
Re(Ω3)
)2
+
(∫
Πa
Im(Ω3)
)2
(3.23)
and taking only the leading order term in Im(Ω3) one obtains
ξ2a
2g2a
≃ 2π
2 ℓ7s
e−Φ
(∫
Πa
Im(Ω3)
)2∫
Πa
Re(Ω3)
+ · · · . (3.24)
Using the expression (3.19) for the gauge coupling, again to leading order, one realizes
that
ξa =
1
2πα′
∫
Πa
Im(Ω3)∫
Πa
Re(Ω3)
+ · · · , (3.25)
so that the Fayet-Iliopoulos term indeed vanishes if the cycle Πa is special Lagrangian.
Thus, the calibration condition on the three-cycle can be rederived to leading order in
the effective field theory from minimization of the scalar potential. This can be written
in a compact way. Defining a complex valued central charge as
Za =
1
2π ℓ3s gs
∫
Πa
Ω3 , (3.26)
the U(1)a gauge coupling and the Fayet-Iliopoulos are given by
1
g2a
= |Za| , 2πα′ ξa = arg (Za) . (3.27)
In this way it becomes clear that a choice of the angle variable θ in the calibration
condition fixes the Fayet-Iliopoulos parameter.
3.1.8 F-terms
For compactifications with N = 1 supersymmetry in four dimensions possible chiral
massless fields Φi can appear in the superpotentialW (Φi). It appears in the superspace
action as a chiral density
S =
∫
d4x d2θ W (Φi) + h.c. . (3.28)
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A superpotential generates a scalar potential (2.95) which, in case VF−term shows a
runaway behavior, can also destabilize the vacuum [209, 210]. Therefore, for any
potential N = 1 vacuum it is a very important whether such an F-term potential is
generated, and if so, what the resulting surviving moduli space is. For general type
IIA orientifolds this is a largely unsolved problem.
In addition, in an instanton sector charged matter couplings might be generated
which are absent perturbatively. In particular, we have seen that anomalous U(1)
gauge symmetries due to the Green-Schwarz mechanism survive as perturbative global
symmetries, often prohibiting certain charged matter couplings in the superpotential.
These global symmetries involve the axionic shift symmetries, which are broken by the
corresponding instantons.
Let us discuss in some more detail such superpotentials for type IIA orientifolds
with intersecting D6-branes. In this case, besides the closed string moduli of complex
structure and Ka¨hler deformations, one has open string moduli which describe the
infinitesimal deformations of the special Lagrangian three-cycles, which are counted
by b1(Πa). Following the discussion in [206, 211], and as shown in figure 13, let us
denote by {γα} a basis of one-cycles inside Πa. Since b1(X ) = 0, one can find a volume
minimizing disk Dα inside X , which satisfies ∂Dα = γα. Then the volume of this disc
is given by ωα =
∫
Dα
J2. This area defines a natural candidate for an open string
modulus. It is complexified by the Wilson line aα =
∫
γα
A of the gauge connection A
on the D-brane around the one-cycle γα. Very similar to the closed string case, the
complex variable
∆α = ωα + i aα (3.29)
is the bosonic part of a chiral superfield and the imaginary part has a Peccei-Quinn
shift symmetry. The latter implies that the superpotential can only be a function
of exp(−∆α/α′), so that there can only be world-sheet instanton corrections to the
superpotential, no perturbative α′-corrections. To summarize, W cannot be corrected
by perturbative world-sheet or string loop corrections.
In addition to these world sheet instantons, there can also be space-time instantons,
which are non-perturbative in gs. These are given by Euclidean D2-branes, called
E2-branes, wrapping special Lagrangian three-cycles Ξ of the Calabi-Yau manifold.
In order for such an instanton to contribute to the superpotential, it must be 1/2-
BPS. Any correlation function in this single-instanton background contains the classical
factor
e−SE2 = exp
[
−2π
ℓ3s
(
1
gs
∫
Ξ
Re(Ω3)− i
∫
Ξ
C3
)]
, (3.30)
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Dα γα
D6-brane on Πα
Figure 13: World sheet disk instantons
which depends exponentially on the complex structure moduli. One can show that due
to the GS mechanism, this instanton factor transforms under a U(1)a gauge symmetry
with infinitesimal parameter Λa as
e−SE2 → ei Qa(E2)Λa e−SE2 (3.31)
with
Qa(E2) = Na Ξ ◦ (Πa −Π′a) . (3.32)
Therefore, the U(1) charge of this term is given by the topological intersection number
of the three-cycle wrapped by the E2-instanton and the three-cycles wrapped by the
D6-branes. If any of the charges Qa(E2) is non-vanishing, it is clear that a purely expo-
nential superpotential of the formW = c ·exp(−SE2) cannot be generated due to gauge
invariance. Only if the exponential factor gets multiplied by a suitable combination of
matter superfields Φab also charged under U(1)a can a superpotential
W =
∏
ab
Φab e
−SE2 (3.33)
be gauge invariant. The microscopic origin of the U(1)a charges of the instanton factor
is the appearance of extra fermionic zero modes λa living on the intersection of the
instanton with the D6-branes. This was worked out in detail in [212] (see also [213]).
The total number of such charged fermionic zero modes is displayed in table 9, where
we have split the topological intersection number as
Ξ ◦ Πa = [Ξ ∩ Πa]+ − [Ξ ∩Πa]− . (3.34)
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Note that, if the instanton wraps a cycle which is also wrapped by a D6-brane, ad-
ditional bosonic and fermionic zero modes arise. To keep the presentation simple, we
neglect this possibility in the following.
Zero modes Representation Multiplicity
λa,I (−1E , a) I = 1, . . . , [Ξ ∩ Πa]+
λa,I (1E , a) I = 1, . . . , [Ξ ∩ Πa]−
λa′,I (−1E , a) I = 1, . . . , [Ξ ∩ Π′a]+
λa′,I (1E , a) I = 1, . . . , [Ξ ∩ Π′a]−
Table 9: Zero modes on E2-D6 intersections
The single rigid E2-instanton contribution to the charged matter superpotential
was determined in [212] in terms of open string CFT correlators. In the simplest case,
the E2 has to be placed in an σ invariant position with gauge group O(1). When
each matter field soaks up precisely two fermonic zero modes, the relevant instanton
amplitude is given by the following zero mode integral over disk and one-loop open
string CFT amplitudes
〈Φa1,b1 · . . . · ΦaM ,bM 〉E2−inst =
=
∫
d4x d2θ
∑
conf.
∏
a(
∏[Ξ∩Πa]+
i=1 dλ
i
a) (
∏[Ξ∩Πa]−
i=1 dλ
i
a) exp(−SE2) × exp (Z ′0)
× 〈Φa1,b1〉λa1 ,λb1 · . . . · 〈ΦaM ,bM 〉λaM ,λbM (3.35)
with the one-loop Pfaffian
exp (Z ′0) = exp
(∑
a
[
Z ′A(E2,D6a)
]
+ Z ′M(E2,O6)
)
. (3.36)
Here in an annulus partition function Z ′A(E2,D6a) for open strings between the E2-
instanton and a D6-brane, the zero modes have to be removed as the integral over them
is carried out explicitly. The formula (3.35) contains from the disk the exponential
instanton action and the combinatorics of disk tadpole diagrams with two charged
fermionic zero modes attached to each disk (see figure 14). At the one-loop level, the
annulus and Mo¨bius strip amplitudes provide the non-vanishing exponential vacuum
contribution. This is nothing else than the one-loop Pfaffian/determinant over the
fluctuations around the instanton background.
The open string moduli dependence can be uncovered by additional ∆α insertions
along the D6-boundaries, both in the disk and in the annulus diagrams. The schematic
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Figure 14: Standard disk tadpole.
form of the superpotential, making the moduli dependence explicit, is
W =
∑
E2
∑
discs
e−SE2(U) f
(
exp
(− T
α′
)
, tr
[
exp
(−∆α
α′
)]
,Φab
)
, (3.37)
where the exponential dependences are enforced by the fact that the imaginary parts
of the complex scalars are either axions or Wilson lines having a shift symmetry.
The string tree-level superpotential, which is solely generated by world-sheet instan-
tons, has been discussed in [214, 215, 216, 217]. Using open string mirror symmetry,
in [215, 216] for a non-compact example and a specific D6-brane, the discs instantons
sum could really be extracted.
Let us sumarize some of the main effects of E2-instantons. Instantons wrapping
rigid supersymmetric three cycles can generate charged matter couplings in the super-
potential, which can potentially destabilise the vacuum or lead to new effects in the
four-dimensional action which are absent in perturbation theory. In this case their
contribution, though exponentially suppressed, yields the leading order terms. As an
example, E2-instantons with appropriate intersections with the two D-branes support-
ing the right-handed neutrinos in an MSSM like intersecting D-brane model can give
rise to Majorana mass-terms [212, 218]. The scale of these masses is
MM ∝Ms e−
2π
ℓ3s gs
VolE2
(3.38)
with a constant of proportionality that is expected to be of order O(1). These can
easily generate a hierarchy between the string and the Majorana mass scale.
In general, summing up all multiple E2- and world-sheet instanton corrections,
one expects a complicated F-term potential over the combined open string, Ka¨hler
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and complex structure moduli space which is largely unexplored. To compute this
instanton expansion directly is still a horrendous task, as one does not understand
the background well enough to determine all non-trivial holomorphic discs and special
Lagrangian three-cycles.
3.2 Toroidal models
So far we have presented the general formalism for the construction of intersecting D6-
brane models on type IIA orientifolds. As we have seen, the effective DBI action allows
one to derive some of the phenomenologically important aspects of the models quite
easily, at least at the classical level. Many concrete intersecting D-brane models have
been discussed in detail in the literature. For most of them the underlying Calabi-Yau
manifold is a toroidal orbifold. The main reason for this choice is of technical nature, as
for toroidal models the formulae from the last section can be evaluated quite explicitly,
since all background fields are constant. As the simplest example and since it underlies
most of the constructions existing in the literature, let us go through the formalism on
the six-dimensional torus as presented in [32].
3.2.1 Intersecting brane models on the torus
For simplicity we assume that the six-dimensional torus factorizes as before in (2.207),
by which we mean that the background metric, NSNS B-field are block-diagonal and
the brane configurations also respect the factorization. As in section 2.3.3, for each T2I
we choose the lattice vectors
~e I1 =
1√
α′
(0, RI1) , ~e
I
2 =
1√
α′
(RI2 sin(θ), R
I
2 cos(θ)) . (3.39)
defining a torus with complex structure
uI = uI1 + iu
I
2 =
RI2
RI1
eiθ
I
. (3.40)
Invariance of the tori under the orientifold projection ~e I1 7→ −~e I1 and ~e I2 7→ −2uI1~e I1+~e I2
requires uI1 ∈ {0, 12}. Factorizable D6-branes are specified by co-prime integer wrapping
numbers (pIa, q
I
a) along the fundamental one-cycles e
I
1 and e
I
2 . It is useful to express
also the branes for the tilted tori in terms of the untilted one-cycles. Then a three-cycle
is specified by a triplett of wrapping numbers
(p˜Ia, q
I
a) , I = 1, 2, 3 (3.41)
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along the two fundamental one-cycles on each T2I . with
p˜Ia =
{
pIa for Re(u
I) = 0
pIa +
1
2
qIa for Re(u
I) = 1
2
. (3.42)
Note that p˜Ia can be half-integer whenever u
I
1 =
1
2
. The intersection number between
two three-cycles can be computed as
Πa ◦ Πb =
3∏
I=1
(p˜Ia q
I
b − qIa p˜Ib) =
3∏
I=1
(pIa q
I
b − qIa pIb) . (3.43)
To work out the tadpole cancellation conditions one has to determine the three-cycle
of the O6-plane and the action of the anti-holomorphic involution on the D6-branes.
Independent of the tilt on each T2I , the O6-plane stretches along the real axis.
The action of σ¯ on a general three-cycle is simply (p˜I , qI)→ (−p˜I , qI). Expanding
the general tadpole cancellation condition for the homological RR charges (3.4) one
obtains the four independent equations∑
a
Na
∏
I
qIa = 16 ,∑
a
Na p˜
I
ap˜
J
aq
K
a = 0 for J 6= I 6= K 6= J . (3.44)
These conditions were also derived in section 2.3.4 from the requirement that the
divergences of the RR contribution to the one-loop partition function cancel.
As discussed in subsection 3.1.3, the tadpole conditions are supplemented with
the following K-theory constraints [71]. Employing the probe brane argument, one
first has to determine the branes yielding Sp(N) gauge groups. Requiring that the
resulting total number of fundamental representations with respect to the symplectic
gauge groups is even leads to the following three constraints∑
a
Nap˜
I
a q
J
a q
K
a = 0 mod 2 with I 6= J 6= K 6= I . (3.45)
Concerning supersymmetry, The Lagrangian condition J2|Πa = 0 is always satisfied
for flat factorizable branes. Using the metric in (2.189) the calibration condition
Im(Ω3)|Πa = 0 can be brought to the following form
3∏
I=1
p˜Ia −
∑
I 6=J 6=K 6=I
p˜Iaq
J
a q
K
a u
J
2u
K
2 = 0 . (3.46)
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A further constraint arises from the condition Re(Ω3)|πa > 0, which takes the form
3∏
I=1
qIa −
∑
I 6=J 6=K 6=I
qIa
p˜Ja p˜
K
a
uJ2u
K
2
> 0 . (3.47)
We conclude that for a given D-brane with definite wrapping numbers the supersymme-
try condition (3.46) puts a constraint on the complex structure moduli. This constraint
is required to make the vacuum energy induced by the brane tension vanish, as dis-
cussed earlier.
3.2.2 Non-supersymmetric intersecting D-brane constructions
Toroidal intersecting D-brane models were the first models that have been studied
systematically [32, 33]. It was realized that it is not possible to get any chiral su-
persymmetric model on this background, mainly for the reason that there is only one
O6-plane along the real axes. Nevertheless, by ignoring the instabilities induced by the
uncanceled NSNS tadpoles [39] (see also [219, 220]), there have been several attempts
to construct semi-realistic non-supersymmetric intersecting D-brane models on tori.
Since these more phenomenological aspects have been covered in the review [185], let
us here only briefly summarize some of the main ideas.
The minimal realization of the Standard Model gauge group started from four
stacks of D-branes as in figure 10. The straightforward generalization of the four
stack realization of the Standard Model is to use more than four stacks of D6-branes
[221, 222]. Similarly, one can try to find models with characteristics and gauge groups
of Grand-Unified-Theories (GUT) in this toroidal set-up [223, 224]. As one is giving
up supersymmetry there is a priori no need to introduce orientifold planes in the first
place, since the RR charge can be canceled among branes and anti-branes. One can
simply start with intersecting D6-branes in type IIA [36, 37].
Another approach is not to work with D6-branes but instead with D4-branes in
IIA, respectively D5-branes in IIB. In order to achieve chirality one has to perform an
additional orbifold projection in the transverse space [36, 37]. Therefore, the models
constructed in [36, 37, 225, 226, 227, 228, 229, 230, 231, 232, 233, 234] can be regarded
as a hybrid of these two methods to obtain chiral fermions, namely as intersecting
branes at singularities. Without supersymmetry one can also study orientifolds of type
0 string theory [235].
A peculiarity about the nature of supersymmetry breaking in intersecting D-brane
models has been pointed out in [203, 169, 236], namely that one can build models in
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which at each intersection between two D6-branes some N = 1 of the initial N =
2 supersymmetry is preserved, but not all intersections preserve the same N = 1
supersymmetry. In such models the absence of one-loop corrections to the Higgs mass
weakens the gauge hierarchy problem and allows one to enhance the string scale up to
10TeV. These models were called quasi-supersymmetric.
An alternative way to break supersymmetry is via the Scherk-Schwarz mechanism.
This has been generalized to the intersecting D-brane context in [237]. Magnetized
D-branes have also been argued to be a stringy realization of the split-supersymmetry
scenario [238, 239, 240].
Another interesting idea has been presented in [241], where it was proposed that a
non-supersymmetric intersecting D-brane model on T9 might explain the emergence of
four large and six compact dimensions via its scalar potential.
3.2.3 Intersection numbers on orbifolds
In order to introduce additional orientifold planes one can perform a toroidal orbifold.
As explained in section 2.3.4, for Θ generating a ZN action on T
6 there are new orien-
tifold planes located at the fixed point loci of Ωσ¯Θk with k = 0, . . . , N − 1. In order
to construct the orientifold one can either use conformal field theory techniques or, for
just the chiral spectrum and RR tadpole constraints, one can utilize the homological
formalism introduced in section 3.1.
The spectrum in table 8 can be applied to orbifold models as well. In doing so
one has to use the intersection numbers on the resolved orbifold space and not on the
ambient torus. Some three-cycles Πa on the orbifold space are inherited from the torus.
Under a ZN orbifold group, three-cycles Π
T
a of the torus are arranged in orbits of length
N [193], i.e.
ΠOa =
N−1∑
j=0
Θj ΠTa . (3.48)
Such an orbit can then be considered as a three-cycle of the orbifold, the intersection
numbers given by
ΠOa ◦ΠOb =
1
N
(
N−1∑
j=0
Θj ΠTa
)
◦
(
N−1∑
k=0
Θk ΠTb
)
. (3.49)
Beside these untwisted three-cycles, certain twisted sectors of the orbifold action can
give rise to additional twisted three-cycles. They correspond to massless fields in the
twisted sectors of the orbifold and will be discussed in some more detail in section 3.2.5.
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3.2.4 Intersecting D6-branes on the Z2 × Z2 orbifold
As pointed out at the end of the last section, to obtain non-trivial supersymmet-
ric models one needs more orientifold planes altogether extending along the real and
imaginary axes. The easiest way to obtain these is by considering not just tori but
toroidal orbifolds, of which the Z2 × Z2 orbifold is the simplest one [34, 40, 41]. The
general features of this model have been introduced already in section 2.2.10. The orb-
ifold action of the two Z2 symmetries is defined in (2.153). The two generators we here
denote as Θ and Θ′ for convenience. Together with the world sheet parity Ωσ¯ these
generate the orientifold group GΩ as in (2.51). First we consider the model in which the
(1, 1)-forms in the twisted sectors are invariant and the (2, 1)-forms removed from the
spectrum. According to table 7 this model with Hodge numbers (h2,1, h1,1) = (3, 51)
has no discrete torsion [162]. There are precisely eight three-cycles in the untwisted
sector.
In order to deal with three-cycles on the orbifold space we have to carefully dis-
tinguish between three-cycles on the covering space and three-cycles on the actual
orbifold. In the particular case at hand, under the action of Z2 × Z2 a factorizable
three on T6 has three images, all of them with the same wrapping numbers as the
initial three-cycle. Therefore, a three-cycle ΠBa in the bulk of the orbifold space can be
identified with ΠBa = 4Π
T
a . Computing the intersection number we get
ΠBa ◦ ΠBb = 4
3∏
I=1
(
pIa q
I
b − qIa pIb
)
, (3.50)
Therefore, the cycles ΠBa do not span an integral homology lattice, which suggests
that there exist smaller three-cycles in the orbifold space. This is indeed the case. By
choosing the three-cycles to run through fixed points of either Z2, we obtain three-cycles
which are given by ΠOa =
1
2
ΠBa , which have intersections on the orbifold Π
O
a ◦ ΠOb =
ΠTa ◦ ΠTb .
Working out the fixed point locus of the four non-trivial elements of the orientifold
group GΩ, Ωσ¯(−1)FL, Ωσ¯Θ(−1)FL, Ωσ¯Θ′(−1)FL, Ωσ¯ΘΘ′(−1)FL, and expressing every-
thing in terms of three-cycles ΠOa , we obtain the four tadpole cancellation conditions
for the homological RR charges
∑
a
Na
3∏
I=1
qIa = 8 , (3.51)∑
a
Na q
I
a p˜
J
a p˜
K
a = −23−2u
J
1−2uK1 , with I 6= J 6= K 6= I .
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D6-branes on top of one of the four orientifold planes always yield an Sp(2Na) gauge
symmetry [23]. One can also compute the four K-theory constraints for these factors
in the gauge group. The supersymmetry conditions are the same as for T6 shown in
(3.46,3.47). The minus sign in the second line of (3.51) refers to the convention to
choose the orientation of the O6-plane such that relative rotation angles add up to
zero.
One of the phenomenological disadvantages of this Z2 ×Z2 orientifold is that none
of the three-cycles in rigid, which means that one always gets one chiral multiplet in the
adjoint representation of the U(Na) gauge groups. As worked out in [242], the other
Z2×Z2 orientifold, where one keeps instead of the twisted sector two-cycles the twisted
three-cycles, allows for rigid three-cycles. Let us demonstrate this in more detail, as
it also shows how the twisted sector three-cycle can be dealt with in the topological
formalism.
3.2.5 Rigid three-cycles
Now consider the type IIA Z2 × Z2 orientifold with discrete torsion, i.e. now there
are also three-cycles in the three twisted sectors. More concretely, in addition to the
untwisted cycles we have 32 independent collapsed three-cycles for each of the three
twisted sectors, Θ, Θ′, and ΘΘ′. Let us first consider the Θ-twisted sector. We denote
the 16 fixed points on (T21×T22)/Z2 by [eΘij ], with i, j ∈ {1, 2, 3, 4} (see figure 15). After
blowing up the orbifold singularities, these become two-cycles with the topology of S2.
Each such four-dimensional T4/Z2 is an orbifold of K3 before taking the other elements
of the orientifold group into account.
With our choice of discrete torsion, these two-cycles are combined with a one-cycle
(p3, q3) of T23, in order to form a three-cycle in the Θ-twisted sector. Let us denote a
basis of such twisted three-cycles as
[αΘij, p] = 2 [e
Θ
ij ]⊗ [~e 31 ] , [αΘij, q] = 2 [eΘij]⊗ [~e 32 ] , (3.52)
where the factor of two is due to the action of the second Z2. Analogously, we define
the basic twisted three-cycles in the Θ′ and ΘΘ′ twisted sectors as
[αΘ
′
ij, p] = 2 [e
Θ′
ij ]⊗ [~e 11 ] , [αΘ′ij, q] = 2 [eΘ′ij ]⊗ [~e 12 ] ,
[αΘΘ
′
ij, p ] = 2 [e
ΘΘ′
ij ]⊗ [~e 21 ] , [αΘΘ′ij, q ] = 2 [eΘΘ′ij ]⊗ [~e 22 ] .
(3.53)
The intersection number between a pair of such cycles is easy to compute knowing that
the collapsed two-cycles of the K3-orbifold have self-intersection number [eij ] ◦ [ekl] =
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−2δikδjl in each twisted sector, and that two-cycles of different twisted sectors do not
intersect. For the three-cycles [Πgij, a] = p
Ig
a [αij, p] + q
Ig
a [αij, q] and [Π
h
kl, b] = p
Ih
b [αkl, p] +
qIhb [αkl, q], with g, h = Θ,Θ
′,ΘΘ′, we find
[Πgij, a] ◦ [Πhkl, b] = = 4 δikδjlδgh (pIga qIgb − qIga pIgb ) . (3.54)
In this notation, for the sectors twisted by g = Θ,Θ′,ΘΘ′ one has Ig = 3, 1, 2, respec-
tively.
Equipped with the above description of the untwisted and twisted sector three-
cycles, one can build rigid D6-branes. Namely, one considers fractional D6-branes
charged under all three twisted sectors of the orbifold. In order to construct such D-
branes, let us start with a factorizable three-cycle, described by three pairs of wrapping
numbers (pIa, q
I
a). A fractional D6-brane should be invariant under the orbifold action,
and hence it must run through four fixed points for each twisted sector, as illustrated
in fig. 15.
y1
x1 x2
y2
x3
y3
Figure 15: Fractional brane passing through four fixed points of each element of the
orbifold group. Fixed points of Θ are denoted by dots, those of Θ′ by squares, those
of ΘΘ′ by crosses.
Let us denote such a set of four fixed points of the element g (each labelled by a pair
(i, j)) as Sag . Then the entire three-cycle that such a fractional D-brane is wrapping is
of the form
Πa = (3.55)
1
4
ΠBa +
1
4
∑
(i,j)∈SaΘ
ǫΘa,ij Π
Θ
ij, a +
1
4
∑
(j,k)∈Sa
Θ′
ǫΘ
′
a,jk Π
Θ′
jk, a +
1
4
∑
(i,k)∈Sa
ΘΘ′
ǫΘΘ
′
a,ik Π
ΘΘ′
ik, a ,
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where the signs ǫΘa,ij , ǫ
Θ′
a,jk, ǫ
ΘΘ′
a,ik = ±1 define the charge of the fractional brane a with
respect to the massless fields living at the various fixed points. Geometrically, these
numbers indicate the two possible orientations with which the brane can wrap around
the blown-up S2. Clearly, only those fixed points appear in (3.55), which the D6-brane
is passing through. Since the brane is stuck at the orbifold fixed points in all three
T2I , there are no adjoint scalars appearing in the massless spectrum. This can also be
confirmed by a direct CFT computation of the corresponding boundary states. There
appear additional constraints which the interested reader can find in [242]. Here we just
wanted to explain how twisted three-cycles and rigid three-cycles can be constructed
in a prototype model. In [242] all the other details of this model have been worked out
and supersymmetric Pati-Salam type models were constructed. In [243, 244] it was
shown that Z2 × Z2 shift orbifolds [245, 246, 247] do also admit rigid cycles.
3.2.6 Supersymmetric intersecting D-brane models on toroidal orbifolds
As first shown in [40, 41], the first discussed Z2×Z2 orientifold without discrete torsion
admits chiral supersymmetric intersecting D-brane models. Given its relative simplic-
ity, it is the background studied most for systematic searches for Standard Model- or
MSSM-like [248, 249, 250, 251, 251, 252] and GUT-like [248, 253, 254, 255] intersecting
D-brane configurations. For the phenomenological details of these models we refer the
reader to the original literature or to the review article [185].
One way to generalize the Z2 × Z2 orientifolds is to include additional shift sym-
metries in the Z2 actions [246, 256, 247, 243, 244]. These have the effect of eliminating
some of the orientifold planes present in the original models, which makes it much
harder to find interesting supersymmetric models. On the other hand, it also gives rise
to twisted sector three-cycles, which allows for more general fractional D6-branes.
Employing the topological methods introduced in section 3.1, chiral supersymmetric
intersecting D-brane models have been studied on the Z4 [170], Z4×Z2 [257, 258, 259],
Z6 [171] and Z
′
6 [260] toroidal orbifolds. In the first two cases, semi-realistic MSSM-
like models can only be achieved after certain D-brane “recombination processes” were
taken into account (see the original papers for more details). For the Z6 model [171]
an exhaustive search for MSSM-like models was performed and a class of interesting
D-brane configurations found. It gives rise to the MSSM spectrum without the com-
plication of brane recombinations. In this example the K-theory constraints remain to
be checked explicitly.
Moreover, there are both four- and six-dimensional toroidal backgrounds, where so
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far only non-chiral models with D6-branes parallel to the orientifold planes have been
constructed [31, 149, 34, 163, 150].
3.3 Type IIB orientifolds with magnetized D-branes
So far we have mainly discussed type IIA string model building with intersecting D6-
branes. The advantage of this is a very clear geometric picture, where D-branes wrap
geometric three-cycles and carry only flat gauge bundles. The chiral fermions are then
given by the topological intersection number between pairs of such cycles. However,
supersymmetry requires that these three-cycles are special Lagrangians. For general
compact Calabi-Yau manifolds finding sLag submanifolds is a very hard task and no
systematic classification exists. Mathematically, one of the reasons is that three-cycles
cannot be described by complex geometry with all its powerful tools.
For model building on non-orbifold Calabi-Yau spaces it appears to be more ap-
propriate to study the mirror symmetric orientifold compactifications of type IIB.54
According to (2.52) the world-sheet parity transformation can be combined with a
holomorphic involution σ of the Calabi-Yau three-fold. The action of σ on the Ka¨hler
form and the holomorphic three-form are
σ(J2) = J2 , σ(Ω3) =
{
+Ω3 for O9/O5
−Ω3 for O3/O7 . (3.56)
Note that in the case with O3- and O7-planes the complete orientifold projection is
actually Ωσ(−1)FL , for O9/O5 models it is only Ωσ. These two different classes of IIB
orientifolds both preserve N = 1 supersymmetry in four dimensions.
The tadpoles are canceled by introducing stacks of so-called B-type Dp-branes, p =
3, 5, 7, 9, which are wrapping even-dimensional holomorphic cycles of the underlying
Calabi-Yau. They are endowed with (stable) holomorphic vector bundles with a general
structure group G ⊂ U(N). From the mathematical point of view, a vector bundle
on a Dp-brane can be described as a coherent sheaf on a D9-brane whose fiber is
non-zero only on a codimension 9− p submanifold of the Calabi-Yau manifold. Thus,
coherent sheaves allow for a unified description of all B-type branes on the Calabi-Yau
manifold55.
54Actually, the first models of this type on a toroidal background have been discussed in the beautiful
early work [28]. More recent Type IIB orientifold models with magnetized D-branes include [261, 262]
.
55What we have merely described here is the supergravity, i.e. large radius description of topological
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The advantage of IIB orientifolds clearly is that one is dealing with complex geome-
try. However, there is always a prize to pay, namely that besides the holomorphic cycles
one also has to deal with the Chan-Paton gauge bundles on their world volume. Recall
that for the type IIA models the string tree level F-terms depend on the Ka¨hler moduli
and are therefore subject to world-sheet instanton corrections, whereas the D-terms
depend on the complex structure moduli and are therefore exact at string sigma-model
tree level [214, 206]. However, there can be stringy non-perturbative corrections from
E2-instantons. For type IIB models at string tree level, the F-terms (the superpoten-
tial) depend on complex structure moduli and are exact at string tree-level. They are
only corrected non-perturbatively by E1-, E5-instantons depending on the Ka¨hler mod-
uli. The string tree level D-terms now depend on the Ka¨hler moduli and are therefore
corrected by higher loops and world-sheet instanton corrections. This implies that the
stability of D-branes depends on Ka¨hler moduli. The relevant mathematical notion of
stability for the gauge bundles (or for coherent sheaves) in the large radius regime is
the so-called Mumford- or µ-stability. It gets corrected to what is called Π-stability
[264] due to the α′-corrections (see section 3.3.8).56. Beyond these corrections, one also
expects stringy non-perturbative corrections from E1- and E5-instantons.
The ultimate goal in a systematic analysis of supersymmetric type IIB orientifold
compactifications on Calabi-Yau three-folds is to determine for each point in Ka¨hler
moduli space the set of stable B-type D-branes (i.e. the Π-stable coherent sheaves in
the gs << 1 regime) and classify all solutions to the tadpole and K-theory consistency
conditions. At the moment we are still far away from such a goal. However, so far
we do have the means to study the large radius supergravity regime as well as some
B-type branes. It has been pointed out that the precise definition of such branes, consistent with open
string mirror symmetry, is provided by the mathematical notion of derived categories of coherent
sheaves. The objects (D-branes) in this category are complexes of coherent sheaves E• and the
morphisms (open strings) are given by the the global Extn(E•,F•) groups. For more information on
this issue please consult the review article [263] and the references therein.
56While the notion of Π-stability will be explained in the course of this section, let us spell out what
µ-stability means. The slope of a coherent sheaf F with respect to a Ka¨hler form J2 on a manifold X
is defined as
µ(F) = 1
rk(F)
∫
X
J2 ∧ J2 ∧ c1(F) . (3.57)
A vector bundle V is called µ-stable if for each coherent subsheaf F of V with 0 < rk(F) < rk(V ) one
has
µ(F) < µ(V ) . (3.58)
We denote the sheaf itself and the curvature form by the same symbol.
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special points inside the Ka¨hler moduli space.
Following [265, 266] let us now review rules for model building in type IIB ori-
entifolds, where σ is just the identity (Ωσ = Ω), but on general smooth Calabi-Yau
spaces in the large radius regime. For the orientifold projection with O3/O7-planes,
the analogous formulas have not yet been worked out in full generality. In section 3.4
we discuss IIB orientifold models at very small radius by use of CFT methods.
3.3.1 Tadpole cancellation
In this section, we consider compactifications of the type I strings to four space-time
dimensions on a Calabi-Yau manifold X . Therefore, the total ten-dimensional space is
Y = R1,3 ×X . We start with the ambient model, which is the type IIB string divided
by the world-sheet parity transformation Ω. As is well known, this induces a tadpole
for the RR 10-form C10, and, since the Calabi-Yau is generically curved, a tadpole for
the 6-form C6. Quantitatively, these tadpoles are given by the CS action from (2.79)
on the O9-plane
SO9CS = −32µ9
∫
Y
2⊕
p=0
C4p+2 ∧
√
L
(RT (Y)
4
)
, (3.59)
with µ9 given in (2.39) and R = 2πα′R. The Hirzebruch L-polynomial is defined in
(B.40).
In order to cancel these tadpoles, one introduces D9-branes endowed with holomor-
phic vector bundles on their world-volume. In the following we now use labels i, j, ... for
D9-branes and a, b, ... for D5-branes. Concretely, we take stacks of Mi = Ni ni branes
and allow a non-trivial holomorphic vector bundle Vi along the diagonal U(ni). This
breaks the gauge group to
∏
i U(Ni). If the gauge field strength on such a stack is Fi,
then under the action of Ω this stack is mapped to a different stack with field strength
−Fi. Therefore, we have to introduce these stacks in pairs with vector bundles Vi and
V ∗i supported on their world-volume. The Chern-Simons action on the D9-branes reads
SD9CS = 2µ9
∫
Y
2⊕
p=0
C4p+2 ∧ ch(2πα′Fi) ∧
√
Aˆ(RT (Y)). (3.60)
The Chern character and the A-roof genus are defined in (B.36) and (B.39).
In addition, we allow stacks of 2Na D5-branes wrapping holomorphic two-cycles Γa
inside X . The total six-dimensional world-volume of the D5-branes is Za = R1,3 × Γa
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and the corresponding CS action reads
SD5CS = −µ5
∫
Za
⊕
p=0,1
C4p+2 ∧
(
2Na +
ℓ4s
2 (2π)2
trSp F
2
a
)
∧
√√√√ Aˆ (RT (Za))
Aˆ (RN(Za)) .(3.61)
Here T (Za) denotes the tangent bundle and N(Za) the normal bundle of the D5-brane
in R1,3 × X . The gauge group on a stack of D5-branes is Sp(2Na). Similarly, 2Mi
D9-branes with flat gauge bundle support SO(2Mi) gauge symmetries. For brevity, we
do not explicitly include these cases in our formulas, but this is easily accomplished.
Note that the overall minus sign in (3.61) relative to the gauge bundles on the Calabi-
Yau reflects the fact that a D5-brane wrapping a holomorphic two-cycle Γa can be
considered as a small instanton Fa with Chern class c2(Fa/2π) = γa, where γa denotes
the Poincare´ dual four-form of the two-cycle Γa.
From the CS terms it is straightforward to derive the tadpole cancellation condition
for C10 and C6
K∑
i=1
Ni ni = 16 , (3.62)
K∑
i=1
Ni ch2(Vi)−
L∑
a=1
Na γa = −c2(X ) ,
the concrete form of (2.82) in this class of models. Here we have used the notation
ch2(V ) for the Chern character ch2(FV /2π) of the curvature FV of the vector bundle
V .
3.3.2 Massless spectrum
The spectrum of massless closed string modes that survive the orientifold projection in
IIB orientifolds was described in section 2.2.7. There are h1,1 chiral superfields whose
scalars involve the Ka¨hler moduli and the universal dilaton superfield. For the case
at hand, orientifolds with O9- and O5-planes, one gets h2,1− vector superfields and h
2,1
+
chiral superfields with complex structure deformations (vice versa in the case of O7-
and O3-planes). In addition to these closed string fields there will be massless chiral
multiplets for the open string moduli of the D9- and D5-branes.
The chiral massless spectrum resulting from open strings stretched between stacks of
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Non-abelian representation U(1) charges Vector bundle W
a (2i)
⊗2
sym Vi
a (2i)
∧2 Vi
( i, j) (1i, 1j) Vi ⊗ Vj
( a, b) (1i,−1j) Vi ⊗ V ∗j
( i, a) (1i) Vi ⊗Fa
Table 10: Chiral massless spectrum of type IIB orientifold.
⊗2
sym Vi denotes the sym-
metric tensor product bundle.
D9-branes carrying gauge bundles is determined by the respective Euler characteristics
χ(X ,W ) =
3∑
r=0
(−1)rdimHr(X ,W ) =
∫
X
(
ch3(W ) +
1
12
c1(W ) ∧ c2(X )
)
. (3.63)
where the appearing vector bundles W can be read off from the decomposition of the
adjoint representation of the ten-dimensional gauge symmetry SO(32). For the case of
interest these are displayed in table 10. The complete massless spectrum is given by
the cohomology groups Hr(X ,W ), which is the cohomology of holomorphic p-forms
over X with values in the holomorphic vector bundle W .
For computing the massless D5-brane matter we use the description of the D5-
brane wrapping the two-cycle Γa by the sheaf Fa mentioned above. The relevant Euler
characteristic is
χ(X , Vi ⊗ Fa) = −
∫
Γa
c1(Vi) . (3.64)
The full chiral spectrum is listed in table 10 in terms of representations under the gauge
symmetry
G =
K∏
i=1
[
SU(Ni)× U(1)i
]
×
L∏
a=1
Sp(2Na) . (3.65)
Again, one can show that for the chiral matter in table 10 the non-abelian gauge
anomalies in four dimensions precisely cancel if the tadpole cancellation conditions
(3.62) are satisfied.
The non-chiral massless spectrum can be determined from the respective cohomol-
ogy groups H∗(X ,W ). In addition, there exists non-chiral adjoint matter given by
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the bundle deformations H1(X , Vi ⊗ V ∗i ) for the D9-branes. For D5-branes one gets
antisymmetric matter counted by
H1(Γa,O) +H0(Γa,NΓa) . (3.66)
These two types of moduli correspond to Wilson lines along the two-cycle and defor-
mations of the holomorphic curve inside the Calabi-Yau.
3.3.3 K-theory constraints
Recall that K-theory constraints follow from the absence of Sp(2N) global Witten
anomalies [197]. In our case symplectic gauge symmetries arise from D5-branes wrap-
ping two-cycles of the Calabi-Yau X . Therefore, the cancellation of the Witten anomaly
leads to
K∑
i=1
Ni χ(X , Vi ⊗ Fa) = 0 mod 2 (3.67)
for every two-cycle Γa, again represented by Fa. This condition is the criterion for the
entire vector bundle W =
⊕K
i=1Ni Vi to admit spinors,
57
c1(W ) =
K∑
i=1
Ni c1(Vi) = 0 mod 2 . (3.68)
Let us comment that for the heterotic string this condition was derived from the absence
of anomalies in the two-dimensional non-linear world sheet sigma-model [267, 268].
3.3.4 Green-Schwarz mechanism
Since all these string models naturally contain abelian gauge groups, one also has mixed
abelian-non-abelian, mixed abelian-gravitational and cubic abelian anomalies. These
anomalies only cancel after axionic couplings are taken into account [269]. The mixed
U(1)i − SU(Nj)2 anomaly Aijj for i 6= j is given by
Aijj ∝ 2Ni
∫
X
[
njch3(Vi) + c1(Vi) ∧ ch2(Vj) + nj
12
c1(Vi) ∧ c2(T )
]
. (3.69)
57Note that for complex vector bundles the second Stiefel-Whitney class is given by the first Chern
class modulo two.
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The last expression also holds for the case i = j, where the contribution from the
symmetric and antisymmetric matter fields have to be taken into account. The mixed
U(1)i − Sp(Na)2 anomaly is
Aiaa ∝ −Ni
∫
X
c1(Vi) ∧ γa . (3.70)
For the mixed U(1)i−gravitational anomaly one finds
Aigg ∝ Ni
∫
X
[
24 ch3(Vi) +
1
2
c1(Vi) ∧ c2(T )
]
. (3.71)
These anomalies have to be canceled by axionic Green-Schwarz couplings arising from
the dimensional reduction of the three kinds of CS terms in (3.59,3.60,3.61). We expand
the relevant forms C2 and C6 as
C2 = C
(2)
0 + ℓ
2
s
h1,1∑
k=1
C
(0)
k ωk , C6 = ℓ
6
s C
(0)
0 dvolX + ℓ
4
s
h1,1∑
k=1
C
(2)
k ωˆk , (3.72)
where dvolX denotes the normalized volume from in the Calabi-Yau manifold. Note
that for the pure Ω orientifold h1,1− = 0. Moreover, ωk and ωˆk form a normalized basis
of harmonic two- and four-forms on X with ∫ ωk ∧ ωˆl = δkl. The four-dimensional
two-forms (C
(2)
0 , C
(2)
k ) are Hodge dual to the four-dimensional scalars (C
(0)
0 , C
(0)
k ).
By dimensional reduction we obtain the following Stueckelberg mass terms in four-
dimensions58
Smass = 1
6 (2π)5α′
∑
i
Ni
∫
R1,3
C
(2)
0 ∧ fi
∫
X
[
trniF¯
3
i −
1
16
trniF¯i ∧ trR¯2
]
, (3.73)
for C
(2)
0 and
Smass = 1
(2π)2 α′
∑
i,k
Ni
∫
R1,3
C
(2)
k ∧ fi
[
trniF¯i
]
k
, (3.74)
for C
(2)
k . where fi denotes the field strength of the U(1)i factor in the gauge group and
F¯i the internal field strength. The traces are over the fundamental representation of
the structure group U(ni) or the internal Lorentz group. We have also expanded
trF¯i = (2π)
∑
k
[trF¯i]k ωk . (3.75)
58Here we are using the type IIB variables. If we were consistently using the Type I parameters,
the equations (3.73) and (3.77) would have an extra factor of two.
134
Similarly one obtains the axionic couplings of C
(0)
0 as
Sax = 1
2 (2π)
∑
i
ni
∫
R1,3
C
(0)
0 ∧ trNiF 2i −
1
4 (2π)
∫
R1,3
C
(0)
0 ∧ trR2 (3.76)
and for C
(0)
k
Sax = 1
4 (2π)
∑
i,k
∫
R1,3
C
(0)
k ∧ trNiF 2i
[
trniF¯
2
i −
ni
48
trR¯2
]
k
(3.77)
− 1
2π
∫
R1,3
C
(0)
k ∧
(1
4
∑
a
trSp(2Na)F
2
a [γa]k +
1
768
trR2
[
trR¯2
]
k
)
.
Here, we have expanded
trF¯ 2i = (2π)
2
∑
k
[trF¯ 2i ]k ωˆk , γa =
∑
k
[γa]k ωˆk , (3.78)
and similarly for the internal curvature. Note that in the axionic couplings also the D5-
branes give a contribution. The tadpole cancellation conditions have be used to bring
the expression to its final form (3.77). Combining the Stueckelberg mass terms and the
axionic couplings provides counter terms for the triangle anomalies. Adding up all con-
tributions yields precisely the right form to cancel the mixed anomalies (3.69,3.70,3.71).
As usual the gauge fields of anomalous gauge symmetries become massive via the
Green-Schwarz couplings (3.73) by absorbing the axions as longitudinal modes and
give rise to perturbative global U(1) symmetries. Similar to the type IIA case, these
are broken non-perturbatively by wrapped Euclidean E1- and E5-branes.
3.3.5 Gauge kinetic functions
Let us now give the expressions for the gauge kinetic functions for the non-abelian
SU(N) gauge groups. The holomorphic gauge kinetic function fi appears in the four
dimensional effective field theory as in (3.18). The complexified dilaton and Ka¨hler
moduli appearing in the N = 1 four-dimensional superfields are59
S =
1
2π
[
e−Φ
vol(X )
ℓ6s
+ i C
(0)
0
]
, Tk =
1
2π
[
− e−Φαk + iC(0)k
]
, (3.79)
59In the presence of open string moduli these Ka¨hler coordinates will get corrected. See the discus-
sion at the end of section 2.2.10.
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with αk = ℓ
−2
s
∫
X J2 ∧ ω̂k and vol(X ) = 13!
∫
X J2 ∧ J2 ∧ J2. Then the gauge kinetic
functions can be deduced from the imaginary parts in the axionic couplings (3.76,3.77).
One finds
fi = ni S +
1
2
h1,1∑
k=1
Tk
[
trniF¯
2
i −
ni
48
trR¯2
]
k
. (3.80)
The real part of the holomorphic gauge kinetic function fi can be cast into the form
Re fi =
1
2πℓ6sgs
[
ni
3!
∫
X
J2 ∧ J2 ∧ J2 − (2πα
′)2
2
∫
X
J2 ∧
(
trniF¯
2
i −
ni
48
trR¯2
)]
(3.81)
and further be written as60
Re fi =
1
2πℓ6sgs
Re
∫
X
trni
[
eJ2+2πiα
′Fi
√
Aˆ(X )
]
. (3.82)
For the D5-branes the gauge couplings are given by
Re fa =
1
2πℓ2sgs
∫
Γa
J2 , (3.83)
which consistently is the small instanton limit of the second term in (3.81).
3.3.6 D-terms and Fayet-Iliopoulos couplings
In deriving the Fayet-Iliopopoulos terms we follow the discussion of [143]. Let us just
briefly recall the basic Green-Schwarz mechanism as explained in much more detail
in section 2.3.5. The gauge invariance of the quadratic axion-gauge boson mixing
terms (2.244) forces the axion to transform under an otherwise anomalous U(1)m gauge
symmetry by a shift (2.245). As in (2.103) this phenomenon can be described by a
gauge invariant Ka¨hler function where the chiral and vector superfields appear in the
combination S + S¯ −QSmVm etc.
The tree-level Ka¨hler potential for the ten-dimensional dilaton τ and the Ka¨hler
moduli of a type II Calabi-Yau compactification was given in (2.106) and (2.107). The
Ka¨hler potential of S is identical to that of τ and the potential for the Tk is just the
truncation of (2.106) onto modes that survive the orientifold projection. Due to the
non-trivial gauge transformations (2.245) of the axions inside S and Tk it is, however,
not any longer gauge invariant.
60Working with Type I parameters amounts to replacing α′ by
√
2α′ in (3.82).
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Without any explicit computation, one can write an invariant Ka¨hler potential of
the form
κ24K = − ln
(
S + S¯ −
∑
i
Qi0 Vi
)
− ln
[
−
h1,1∑
k,l,m=1
Kklm
6
(
Tk + T¯k −
∑
i
Qik Vi
)
×
(
Tl + T¯l −
∑
i
Qil Vi
)(
Tm + T¯m −
∑
i
Qim Vi
)]
.(3.84)
The charges Qik (up to proportionality the components of the constant Killing vectors)
are defined via
Smass =
∑
i
h11∑
k=0
Qik
2πα′
∫
R1,3
fi ∧ C(2)k (3.85)
and can be read off from the mass terms (3.73). For such a Ka¨hler potential the
coefficients ξi of the Fayet-Iliopoulos terms can be derived from the relation (2.104).
This results in the Fayet-Iliopoulos terms
ξi
g2i
=
1
gs (2π)8 (α′)4
[
(2πα′)
2
∫
X
J ∧ J ∧ trniF¯i −
(2πα′)3
3!
∫
X
[
trniF¯
3
i −
1
16
trniF¯i ∧ trR¯2
]]
, (3.86)
which have a tree-level and a one-loop term in sigma model perturbation theory. Ac-
cording to [143] there are no higher loop contributions. However, one expects these
expressions to be corrected by world-sheet and space-time instanton contributions.
Supersymmetry of the four-dimensional effective theory implies that the D-terms
have to vanish, which for zero expectation values for charged matter fields means that
all FI-terms have to vanish. Similarly to the type IIA case, the U(1)a gauge couplings
and FI-terms can be expressed in terms of a complex valued central charge
Zi =
1
2πgs ℓ6s
∫
X
trni
[
eJ2+2πiα
′Fi
√
Aˆ(X )
]
(3.87)
as
1
g2i
= |Zi| , 2πα′ξi = arg (Zi) . (3.88)
This is precisely the perturbative part of the expression appearing in the Π-stability
condition of [264] (which also has no higher loop contributions).
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3.3.7 F-terms
For type IIA we have discussed the possibility of both a world-sheet and a space-time
instanton generated superpotential. For the mirror dual type IIB orientifolds the story
simplifies in that the sigma-model superpotential is believed to only depend on the
complex structure moduli [206] and has the simple form
κ210Wtree =
∫
X
F˜3 ∧ Ω3 , (3.89)
where F˜3 is the RR three-form field strength (2.121) of type I. Therefore, the super-
potential is exact at sigma-model tree-level and can only have additional contributions
from space-time instantons. The E2-instantons for Type IIA orientifolds map to E1-
and E5-instanton for Type I models, where the E5-instanton can carry in addition a
non-trivial vector bundle. These instanton break the global U(1) symmetries, which
have become massive due to Stu¨ckelberg mass couplings to the Ka¨hler and universal
axions. Therefore, here the general form of the superpotential is
W =
∑
E1
e−SE1(T ) f1(U,B,Φab) +
∑
E5
e−SE5(S,T ) f2(U,B,Φab) , (3.90)
where B denote the vector bundle moduli.
In order to further evaluate the tree level superpotential (3.89), note that the
Bianchi identity for F˜3 (the equation of motion for the Hodge dual six-form poten-
tial C6) reads
1
ℓ2s
dF˜3 =
1
2 (2π)2
[
trSU(3)R
2 −
∑
i
Ni trniF¯
2
i
]
+
∑
a
Na γa . (3.91)
Locally one can write the right-hand-side in terms of CS 3-forms, trniF¯
2
i = dω
YM
3i and
trSU(3)R
2 = dωL3 , so that the superpotential is given by
κ210Wtree =
ℓ2s
2 (2π)2
∫
X
[
ωL3 −
∑
i
Ni ω
YM
3i
]
∧ Ω3 + ℓ2s
∑
a
∫
Ca
Ω3 . (3.92)
In the last term the integrals are over three-cycles Ca satisfying ∂Ca = Γa. Note that
(3.92) is gauge invariant, as the variation of the CS 3-forms is exact and Ω3 is closed.
This superpotential reflects two possible sources for non-trivial relations between
open string and closed string complex structure moduli. Say one has, for instance,
satisfied the tree-level supersymmetry conditions for a particular choice of complex
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structure and vector bundle moduli. This in particular means that the vector bundle
Vi is holomorphic, its curvature is of type (1, 1). Infinitesimally, such a bundle has
dimH1(X , Vi⊗V ∗i ) vector bundle moduli which by definition preserve the holomorphy
of the bundle.
However, it is not necessarily true that all these deformations can be integrated. In
fact, it can happen that at a some order n in a power series expansion in a deformation
parameter ǫ the curvature ceases to be purely of type (1, 1), instead
Fi = F
1,1
i + ǫ
n F 0,2i . (3.93)
At order n there is an obstruction to this deformation of the bundle, and one expects a
term in the superpotential of the form Φn with Φ denoting the vector bundle modulus
in question. One can easily verify that the deformation (3.93) leads to a non-vanishing
superpotential once inserted into (3.92). Similarly, the D5-brane term in (3.92) reflects
the fact that the local deformations of a holomorphic curve counted by H0(Γa, NΓa)
cannot necessarily be integrated to finite deformations. Very similarly to this argument
for bundle moduli, by deforming the complex structure of the Calabi-Yau, a (1, 1)−form
does not necessarily stay of this type and can pick up a component of type (0, 2).
Thus, we have seen that on general grounds the tree-level superpotential is expected
to be non-vanishing. Mirror symmetry relates the tree-level superpotential of IIB
to the world-sheet instanton corrected superpotential of the corresponding type IIA
orientifolds. Though exact at sigma-model tree-level, the type IIB superpotential can
receive corrections from space-time E1- and E5-instantons introducing an exponential
dependence on the Ka¨hler moduli.
3.3.8 Supersymmetry
For the mostly studied case of just U(1) bundles on D9-branes the supersymmetry
condition is simply the vanishing of the Fayet-Iliopoulos terms (3.86). This is an
effective criterion obtained after integrating over the internal space.
However, for non-abelian bundles the supersymmetry condition is more involved
and very similar in spirit to the situation for the heterotic string (see section 3.5). In
analogy one proposes [270] that the local supersymmetry condition is the integrand of
(3.87), so that the resulting matrix equation reads
Im
(
e−iθ e2πα
′F abi −iJ2
√
Aˆ(X )
)∣∣∣
top
= 0 . (3.94)
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Note that this is nothing else than the non-abelian generalization of the MMMS equa-
tion [166] also including curvature terms.
Since this equation is related to a D-term in the effective low energy action, one does
not expect higher sigma-model loop-corrections, whereas non-perturbative world-sheet
instanton corrections will in general appear.
In analogy to the µ-stability condition explained in footnote 56 one defines the
Π-slope of a sheaf V with respect to a Ka¨hler form J2 as
ξ(V) = arg
[∫
X
trnV
[
e2πα
′FV−iJ2
√
Aˆ(X )
]
+O(e−1/α′ , e−1/gs)
]
. (3.95)
In analogy to the theorem by Donaldson-Uhlenbeck and Yau, one expects that, if the
integrated supersymmetry condition is satisfied for a bundle V , i.e. ξ(V ) = 0, and
the bundle is Π-stable, then there exist a unique solution to the local supersymmetry
condition for the curvature FV . Here a bundle V is called Π-stable, if for any subsheaf
V ⊂ V with rk(V) < rk(V ) the Π-slope is smaller, i.e. ξ(V) < ξ(V ).
This is the type I generalization of the Π-stability condition for B-type D-branes
as introduced in [264]. The difference lies in the fact that for the type I string, the
orientifold plane already breaks the supersymmetry down to N = 1, so that in order
for the D-branes to preserve the same supersymmetry the slope of the vector bundle
V is fixed at ξ(V ) = 0.
These stability conditions are to be understood as restrictions first on the vector
bundles and second on the Ka¨hler moduli. A vector bundles is in general only stable
on a subset of the entire Ka¨hler moduli space. Since the study of Π-stable bundles for
concrete Calabi-Yau spaces is just beginning to evolve, most concrete model building
attempts are solely using line bundles Li which are trivially stable and ξ(Li) = 0 only
imposes a condition on the Ka¨hler parameters.
From the model building point of view it would be very useful to have control over
these models not only in the large radius regime. Though we do not understand the
stringy regime in generality, at least there exists a class of conformal field theories, the
so-called Gepner models, which correspond to exactly solvable points in the moduli
space of Calabi-Yau compactifications. Using conformal field theory techniques, these
models are discussed in the next section.
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3.4 Gepner model orientifolds
In the last section we have outlined the general model building rules for type IIB
Calabi-Yau orientifolds at large radius. As we have mentioned, both the supersymmetry
conditions as well as the gauge couplings will receive world-sheet instanton corrections.
How can we learn something about type IIB orientifolds on Calabi-Yau manifolds
at small radii? It is known that at special points with enhanced symmetry in the
Ka¨hler moduli space of certain Calabi-Yau manifolds the non-linear sigma-model is
exactly solvable. It is given by an N = (2, 2) supersymmetric rational conformal field
theories. These conformal field theories have been discovered by Gepner [271, 272]
and are called Gepner models. In figure 16 a sketch of a (compactified) complex one-
dimensional Ka¨hler moduli space is given, where the large radius limit and the Gepner
model are the two points under fairly good control.
Gepner point: r −→ ls
Supergravity: r −→∞
Figure 16: One-dimensional Ka¨hler moduli space
This situation occurs literally in the quintic Calabi-Yau which has precisely one Ka¨hler
modulus. As demonstrated in [205], there are so-called lines of marginal stability in the
Ka¨hler moduli space. Crossing these lines by changing the Ka¨hler modulus formerly
stable D-brane configurations become unstable and decay into other, now stable, states.
Thus, the notion of stability depends on the moduli.61
The Gepner models and their D-branes have been under intense investigation during
the last years. All this work would easily fill a review article of its own. Therefore,
we restrict ourselves to a brief review of the main aspects of Gepner models and in
particular concentrate on the orientifolds that can be constructed from these.
61The notion of lines of marginal stability relies on the presence of N = 2 supersymmetry.
141
After some earlier studies [273, 274] which proceeded model by model, various
equivalent frameworks have been developed for the systematic construction of Gepner
model orientifolds [275, 276, 277, 278, 279, 280, 281, 282, 283, 284, 285, 286, 287].
Some of them are mathematically more abstract and general than others. In order
to avoid too much of advanced conformal field theory techniques we stick to a very
direct method which follows straightforwardly the usual steps for the construction of
conformal field theory orientifolds as described in section 2.
Starting from the Klein bottle partition function one defines cross-cap states, and
analyzing consistent boundary conditions one obtains boundary states that describe
the D-branes. From computing their overlap analogous to (2.133) conditions for RR
charge cancellation are derived. The entire procedure is in the same spirit as the steps
performed in sections 2.2.9 and 2.3.4 to define orientifolds of toroidal (orbifold) type
II compactifications.
Moreover, here we just stick to the usual Gepner models, i.e. without explicitly
presenting the analogous results for orbifolds thereof or simple current extensions.
Those can be found in the existing literature [288, 278, 279, 283]. The simple current
extensions actually give rise to the plethora of different Gepner model orientifolds
computed in [280, 283].
3.4.1 Review of Gepner models
Let us briefly review some aspects of Gepner models needed in the subsequent sections.
Here we assume that the reader is familiar with the basic notions of both ordinary and
boundary conformal field theory. If some readers find this section rather technical and
advanced they can directly jump to section 3.5.
In light-cone gauge, for a compactification to four space-time dimensions there
remain two dynamical non-compact directions. From the world-sheet point of view,
these correspond to two free bosons Xµ and two free fermions ψµ with µ = 2, 3. The
two fermions form an SO(2)1 = U(1)2 current algebra with the current given by the
normal ordered product j(z) = :ψ2ψ3 : (z). The internal six dimensions are compactified
on a Calabi-Yau three-fold, which on the world-sheet is described by an abstract N = 2
supersymmetric conformal field theory (SCFT) with central charge c = 9. The minimal
symmetry algebra of such an N = 2 SCFT is the N = 2 extension of the Virasoro
algebra, generated by the components Lm of the energy momentum tensor, a U(1)
current Jm and two fermionic primary fields G
±
r of conformal dimension h =
3
2
. The
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algebra reads
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1) δm+n,0 ,
[Jm, Jn] =
c
3
mδm+n,0 , [Lm, Jn] = − nJm+n , {G±r , G±s } = 0 ,[
Lm, G
±
r
]
= −
(
r − m
2
)
G±m+r ,
[
Jm, G
±
r
]
= ±G±m+r ,
{G+r , G−s } = 2Lr+s + (r − s) Jr+s +
c
3
(
r2 − 1
4
)
δr+s,0 . (3.96)
Space-time supersymmetry is realized on the world-sheet by the existence of a spectral
flow for the N = 2 Virasoro algebra
L′m = Lm + η Jm +
c
6
η2 δm,0 , G
′±
r = G
±
r±η , J
′
m = Jm +
c
3
η δm,0 , (3.97)
which for η = 1
2
provides an isomorphism between the NS- and R-sector of the N =
2 SCFT. This implies a one-to-one map between space-time bosons and space-time
fermions.
A comparably simple class of SCFTs is given by tensor products of the rational
models of the two-dimensional N = 2 super Virasoro algebra with total central charge
c = 9 [271, 272]. To summarize, a Gepner model has the conformal field theory building
blocks shown in table 11.
Central charge CFT
c = 2 Xµ, µ = 2, 3
c = 1 ψµ, µ = 2, 3 ≃ U(1)2
c = 9 (2, 2) SCFT:
⊗5
j=1(kj)
Table 11: SCFT for N = 2 type II Gepner models
Now, let us discuss in some detail the unitary models of the N = 2 super Virasoro
algebra. The minimal models are parameterized by the level k = 1, 2, . . . and have
central charge
c =
3k
k + 2
. (3.98)
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Such a model is denoted by (k). Since c < 3, one achieves the required value c = 9 by
using tensor products of such minimal models
⊗r
j=1(kj). The irreducible representa-
tions of the N = 2 Virasoro algebra of each unitary model are labelled by the three
integers (l,m, s) in the range
l = 0, . . . k , m = −k − 1,−k, . . . k + 2 , s = −1, 0, 1, 2 , (3.99)
with l + m + s = 0 mod 2. Actually, the identification between (l,m, s) and (k −
l,m + k + 2, s + 2) reveals that the range (3.99) is a double covering of the allowed
representations. The conformal dimension and charge of the highest weight state with
label (l,m, s) are given by
∆lm,s =
[ l(l + 2)−m2
4(k + 2)
+
s2
8
]
mod 1, qlm,s =
[ m
k + 2
− s
2
]
mod 2 . (3.100)
To obtain the precise conformal dimension h and charge from (3.100) one first shifts the
labels into the standard range |m−s| ≤ l by using the shift symmetries m→ m+2k+4,
s→ s+4 and the reflection symmetry. The NS-sector consists of those representations
with even s, while those with odd s make up to the R-sector.
In addition to the internal N = 2 sector, one has the contributions with c = 3 from
the two uncompactified directions. The two world-sheet fermions ψµ generate U(1)2
whose four irreducible representations are labelled by s0 = −1, 0, 1, 2. The highest
weight and charge are, respectively,
∆s0 =
s20
8
mod 1 , qs0 = −
s0
2
mod 2 . (3.101)
The GSO projection in Gepner models projects onto states with odd overall U(1) charge
Qtot = qs0 +
∑r
j=1 q
lj
mj ,sj . To have a good space-time interpretation one has to ensure
that in the tensor product only states from the NS respectively the R sectors couple
among themselves.
These projections are described most conveniently in the following notation. First
one defines some multi-labels
λ = (l1, . . . , lr) , µ = (s0;m1, . . .mr; s1, . . . , sr) , (3.102)
and the respective characters
χλµ(q) = χs0(q)χ
l1
m1,s1
(q) . . . χlrmr ,sr(q) . (3.103)
In terms of the vectors
β0 = (1; 1, . . . , 1; 1, . . . , 1) , βj = (2; 0, . . . , 0; 0, . . . , 0, 2︸︷︷︸
jth
, 0, . . . , 0) , (3.104)
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and the following product
Qtot = 2β0 • µ = −s0
2
−
r∑
j=1
sj
2
+
r∑
j=1
mj
kj + 2
, βj • µ = −s0
2
− sj
2
, (3.105)
the projections are Qtot = 2β0 • µ ∈ 2Z + 1 and βj • µ ∈ Z for all j = 1, . . . , r. The
first is the GSO projection and the second guarantees that only NS and R sectors from
the different tensor products are coupled among each other, respectively. Gepner has
shown that the following partition function
ZC(τ, ωτ) = (3.106)
1
2r
(Im τ)−2
|η(q)|4
K−1∑
b0=0
∑
b1,...,br=0,1
∑
λ,µ
β
(−1)s0 χλµ(q)χλ−µ+b0β0+b1β1+···+brβr(ωq)
is indeed modular invariant and vanishes due to space-time supersymmetry. Here
K = lcm(4, 2kj + 4), and
∑β means that the sum is restricted to those λ and µ in
the range (3.99) satisfying 2β0 • µ ∈ 2Z + 1 and βj • µ ∈ Z. The factor 1/2r due
to the field identifications guarantees the correct normalization of the amplitude. In
the partition function (3.106) states with odd charge are arranged in orbits under the
action of the β-vectors. Therefore, although the partition function is non-diagonal in
the original characters, it can be written as a diagonal partition function for all odd
levels in terms of the GSO-orbits under the β-vectors (3.104) which in this case have all
equal length 2rK. Geometrically, these models correspond to Calabi-Yau three-folds
defined by Fermat type hypersurfaces∑
i
zki+2i = 0 (3.107)
in the appropriate weighted projective space Pw1,...,w5[d], with d =
∑
i wi.
The rules for applying the modular transformation S : τ → −1/τ to the characters
involved in (3.106) are as follows. For the SU(2)k Kac-Moody algebra the S-matrix is
given by
Sl,l′ =
√
2
k + 2
sin(l, l′)k , (l, l′)k =
π(l + 1)(l′ + 1)
k + 2
. (3.108)
For the N = 2 minimal model with level k, the modular S-matrix reads
S
U(1)2
s0,s′0
=
1
2
e−iπ
s0s
′
0
2 ,
S(l,m,s),(l′,m′,s′) =
1
2
√
2k + 4
Sl,l′ e
iπmm
′
k+2 e−iπ
s s′
2 . (3.109)
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The loop-channel and tree-channel Mo¨bius amplitudes are related by the P -matrix
P = T
1
2S T 2 S T
1
2 , which for the SU(2)k Kac-Moody algebra is given by
Pl,l′ =
2√
k + 2
sin
[
1
2
(l, l′)k
]
δ
(2)
l+l′+k,0 , (3.110)
and for the N = 2 unitary models reads
P
U(1)2
s0,s′0
=
1√
2
σs0σs′0e
−iπ s0s
′
0
4 δ
(2)
s0+s′0,0
, (3.111)
P(l,m,s),(l′,m′,s′) =
1
2
√
2k + 4
σ(l,m,s) σ
′
(l′,m′,s′) e
iπ
2
mm′
k+2 e−iπ
s s′
4 δ
(2)
s+s′,0
×
[
Pl,l′ δ
(2)
m+m′+k+2,0 + (−1)
l′+m′+s′
2 eiπ
m+s
2 Pl,k−l′ δ
(2)
m+m′,0
]
.
The extra sign factors in (3.111),
σs0 = (−1)hs0−∆s0 , σ(l,m,s) = (−1)h
l
m,s−∆lm,s , (3.112)
stem from the roots of the modular T -matrix in the definition of P .
3.4.2 Orientifolds of Gepner models
Now we are in the position to describe orientifolds of the 168 different Gepner models
with c = 9. Let us start with some general comments on Gepner model orientifolds.
The partition function (3.106) is the so-called charge conjugate invariant in the sense
that it combines left- and right-moving states with opposite U(1) charge. Geometri-
cally, the resulting model describes the type II string compactified on a Calabi-Yau
space X . Besides the charge conjugate partition function ZC , there also exists the
diagonal partition function ZD where one combines left- and right-moving states with
the same U(1) charges in each tensor factor. As is well known this describes the type
II string on the mirror manifold W. Moreover, under mirror symmetry type IIB with
the diagonal invariant is mapped to type IIA with the charge conjugate invariant and
vice versa.
These relations continue to hold if we perform an orientifold projection which breaks
the space-time supersymmetry down to N = 1. As usual, in an orientifold one takes
the quotient by the world-sheet parity transformation Ω62. The orientifold projection
62As we will see in the following, also for Gepner models there exist more general orientifold models
where one combines Ω with some other Z2 symmetry of the internal SCFT.
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of type IIB with ZD by Ω is exchanged with the orientifold projection of type IIA with
ZC by Ωσ¯, and vice versa, where σ¯ denotes the charge conjugation of the U(1) charge
in each tensor factor. For reasons which will become clear below we call the type IIB
orientifold with ZD the B-type model and the orientifold with ZC the A-type model.
All these relations are summarized in table 12.
IIB A-type IIB B-type IIA A-type IIA B-type
Projection Ω Ω Ωσ¯ Ωσ¯
Partition function ZC ZD ZD ZC
Calabi-Yau W X X W
Table 12: Gepner model orientifolds
Due to this relation via mirror symmetry we can restrict ourselves to the discussion
of type IIB orientifold models. Since in type IIB one has even-dimensional orientifold
planes and D-branes on the Calabi-Yau, the number of tadpole conditions is related
to the number of even cycles in the Calabi-Yau, the Hodge number h1,1. For Gepner
models with ZD this number is generally rather small, whereas for ZC it is rather
large. Therefore, the A-type orientifold models are much more restrictive than B-
type orientifolds. It is known that by successive orbifolding one can reduce h1,1 while
increasing h2,1. For instance, the first four-dimensional concrete examples appearing
in the literature [274] were constructed for the (3)5 Gepner model. There, for the
diagonal partition function ZD one gets h1,1 = 1. The only two resulting tadpole
conditions allowed a non-chiral gauge group as big as SO(20)× SO(12). However, for
the charge conjugate partition function ZC with h1,1 = 101 the only solution was found
to have gauge group SO(4).
After these generalities, let us now compute the Klein bottle amplitude for the A-
type orientifold models in detail. A Gepner model
⊗r
j=1(kj), r = 5, 9, with only four
tensor factors can be treated as if having five tensor factors, the fifth being given by
k5 = 0. Our starting point is the charge conjugate modular invariant (3.106). As is
evident from (3.106) the states surviving the Ω-projection have to satisfy
µ ∼= −µ + b0β0 + b1β1 + · · ·+ brβr , (3.113)
i.e. they have to be equal up to reflections and shifts. This means
mj = b+
1
2
ηj(kj + 2) mod (kj + 2) for all j ,
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s0 = b+
∑
i
bi mod 2 ,
sj = b+ bj + ηj mod2 for all j , (3.114)
for some b in the range {0, . . . , K
2
− 1}, bj = 0, 1. The parameters ηj take values
ηj = 0, 1 in every tensor factor where lj =
1
2
kj and are zero otherwise. Therefore,
they are only present for even K ′ = lcm(kj + 2). The origin of ηj is due to the
fact that for even levels the value lj =
1
2
kj is invariant under the reflection symmetry
(lj , mj, sj)→ (kj− lj , mj+kj+2, sj+2), thus leading to the existence of shorter simple
current orbits. The constraints on sj and s0 imply∑
j
ηj = 0 mod2 . (3.115)
However, the orientifold projection is by no means unique in the sense that one is
always free to dress the characters which survive the projection with additional signs
consistent with the fusion rules [289].
In view of the free parameters in (3.113) and the various relations (3.114) between
them, we define the orientifold projection Ω∆j ,ω,ωα by including the sign factors
(−1)ω (b+s0)+
P
j ∆jηj (3.116)
for ∆i, ω = 0, 1. Note that the ∆j only have a non-trivial effect if kj is even. Moreover,
the combination (b+ s0) is just right for the dressing with ω to preserve supersymme-
try of the resulting Klein-bottle amplitude. It is only well-defined for K ′ even. The
resulting overall A-type Klein bottle can be written as
KA(∆j , ω) = 4
∫ ∞
0
dt
t3
1
2r+1
1
η(2it)2
∑
λ,µ
β ∑
η1,...,ηr=0,1
K
2
−1∑
b=0
(−1)s0 (−1)ω(b+s0)(−1)
P
j ∆jηj
×δ(2)P
j ηj ,0
(∏
k<l
(−1)ηkηl
)(∏
j
δ
ljηj ,
kj
2
ηj
)(
r∏
j=1
δ
(kj+2)
mj ,b+ηj
1
2
(kj+2)
)
χλµ(2it) , (3.117)
where generally δ(n) denotes the delta-function modulo n. The tree-channel amplitude
can be obtained as usual by applying a modular S-transformation
K˜A(∆j , ω) = 2
4
2
3r
2
∏
j
√
kj + 2
∫ ∞
0
dl
1
η(2il)2
∑
λ′,µ′
ev ∑
η1,...,ηr=0,1
K−1∑
ν0=0
∑
ν1,...,νr=0,1
∑
ǫ1,...,ǫr=0,1
×
∏
k<l
(−1)ηkηlδ(2)P
j ηj ,0
δ
(4)
s′0+ν0+2
P
νj+2,2ω
δ
(2)
P
j
1
kj+2
(m′j+(1−ǫj)(kj+2)),ω
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×
r∏
j=1
[
Pl′j ,ǫjkjPl′j ,(ǫj+ηj)kj
Sl′j ,0
δ
(2)
ηjkj ,0
(−1)ηj(
m′j
2
+ν0+∆j+(1−ǫj)) (3.118)
×δ(2)m′j+(1−ǫj)(kj+2),0 δ
(4)
s′j+ν0+2νj+2(1−ǫj),0
]
χλ
′
µ′(2il) .
From the tree-channel Klein bottle, we can read off the cross-cap state up to an overall
phases factor. One can for instance follow the method presented in [277] which was
shown to work in the NSNS sector and is therefore sufficient for supersymmetric models.
The cross-cap state takes the form
|C; ∆j , ω〉NSNS =
1
κAc
∑
λ′,µ′
ev
K
2
−1∑
ν0=0
∑
ν1,...,νr=0,1
∑
ǫ1,...,ǫr=0,1
(−1)ν0(−1)
P
j νj
∏
k<l
(−1)νkνl
×(−1)ω s
′
0
2 e
iπ
P
j
∆j
kj+2
(m′j+(1−ǫj)(kj+2)) δ(4)s′0+2ν0+2
P
νj+2,2ω
δ
(2)
P
j
1
kj+2
(m′j+(1−ǫj)(kj+2)),ω
(3.119)
×
r∏
j=1
(
σ(l′j, m
′
j , s
′
j)
Pl′j ,ǫj kj√
Sl′j ,0
(−1)ǫj
m′j+s
′
j
2 δ
(2)
m′j+(1−ǫj)(kj+2),0 δ
(4)
s′j+2ν0+2νj+2(1−ǫj),0
)
|λ′, µ′〉〉c ,
where |λ′, µ′〉〉c denote the Cardy type cross-cap states in the tensor product CFT and(
κAc
)−2
=
25
2
3r
2 K
∏
j
√
kj + 2
. (3.120)
3.4.3 Open string one-loop amplitudes
As usual, in order to cancel the charge and tension of the orientifold planes one intro-
duces appropriate D-branes. In the CFT D-branes are described by boundary states.
Starting with the so-called Cardy boundary states for the individual tensor factors,
the A-type boundary states for Gepner models were constructed in [290]. They are
essentially given by the modular S-matrix as
|B, a〉 =
∣∣∣S0; r∏
j=1
(Lj,Mj , Sj)
〉
=
1
κa
∑
λ′,µ′
β
(−1) s
′2
0
2 e−iπ
s′0S0
2
r∏
j=1
[
Sl′j ,Lj√
Sl′j ,0
e
iπ
m′jMj
kj+2 e−iπ
s′jSj
2
]
|λ′, µ′〉〉
with normalization
(κa)
−2 =
K
2
r
2
+1
∏
j
√
kj + 2
. (3.121)
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In order to finally read off the massless spectrum, we have to transform the annulus
diagram to the loop-channel
Aa˜ a = NaNa˜ 1
2r+1
∫ ∞
0
dt
t3
1
η(it)2
∑
λ,µ
ev
K−1∑
ν0=0
∑
ν1,...,νr=0,1
∑
ǫ1,...,ǫr=0,1
(−1)ν0 (3.122)
×δ(4)
s0,2+S˜0−S0−ν0−2
P
j νj
r∏
j=1
[
N
|ǫjkj−lj |
Lj ,L˜j
δ
(2kj+4)
mj+Mj−M˜j+ν0+ǫj(kj+2),0δ
(4)
sj ,S˜j−Sj−ν0−2νj+2ǫj
]
χλµ(it) .
There is one subtlety here which appears if levels are even. In this case some of the
boundary states (3.121) are not fundamental. This can for instance be deduced from
degeneration of the vacuum state in the annulus amplitude Aaa. These boundary states
have to be further resolved which was discussed in [291, 292]. Keeping in mind this
subtlety, we still work with the unresolved boundary states (3.121) of Recknagel and
Schomerus [290, 205] to keep the presentation simple.
Let us now address the issue of the action of Ω∆j ,ω on a boundary state. For this
purpose, we compute the overlap of a boundary state with the cross-cap state (3.119).63
After transforming into loop channel we obtain
MNSa (∆j, ω) = (−1)sNa
1
2r+1
∫ ∞
0
dt
t3
1
ηˆ(it+ 1
2
)2
∑
λ,µ
ev
K
2
−1∑
ν0=0
∑
ǫ1,...,ǫr=0,1
(−1)ω(ν0+ s02 )
×δ(2)P
j ρj ,0
δ
(2)
s0,0
∏
k<l
(−1)ρkρl
r∏
j=1
(
σ(lj ,mj ,sj) Y
lj
Lj ,ǫjkj
δ
(2)
sj ,0
δ
(2kj+4)
2(Mj−∆j)+mj+2ν0+ǫj(kj+2),0
×(−1)
ǫj
2
[2Sj−sj−2ǫj ](−1)
(1−ǫj )
2
[2Mj−mj+ǫj(kj+2)]
)
χˆλµ(it+ 1/2) , (3.123)
where
r = 4s+ 1 , ρj =
s0 + sj
2
+ ω + ǫj − 1 . (3.124)
The real hatted characters χˆ are defined as
χˆ(it+ 1/2) = e−iπ(h−
c
24) χ(it+ 1/2) (3.125)
and similarly for ηˆ. The Y -tensor is defined as
Y l3l1,l2 =
k∑
l=0
Sl1,l Pl2,l Pl3,l
S0,l
. (3.126)
63This remains the same for the resolved boundary states, as the cross-cap state only contains
untwisted contributions.
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Requiring that the Mo¨bius amplitude (3.123) is consistent with the annulus amplitude
(3.122) for a D-brane and its image under Ω∆j ,ω, one can derive the action of Ω∆j ,ω on a
boundary state. First note that Ω reverses the sign of the labels S0,Mj , Sj. The phase
dressings shift the Mj to Mj + 2∆j and the ω dressing changes the GSO projection in
(3.123). It therefore maps a brane to an anti-brane, which can also be described by
the shift S0 → S0 + 2. To summarize, the entire action of Ω∆j ,ω on a boundary state
is given by
Ω∆j ,ω :
∣∣∣S0,∏
j
(Lj ,Mj , Sj)
〉
7→
∣∣∣− S0 + 2ω,∏
j
(Lj ,−Mj + 2∆j ,−Sj)
〉
. (3.127)
In particular, the invariant branes of the Gepner model are now classified by
∣∣∣S0, r′∏
j=1
(kj
2
,∆j +
kj + 2
2
, Sj
)
,
r∏
j=r′+1
(Lj ,∆j, Sj)
〉
(3.128)
for (r′ − ω) even and the Mj chosen modulo (kj + 2). The massless spectra for the
various open strings stretched between pairs of boundary states can be computed from
the annulus (3.121) and Mo¨bius strip amplitude (3.123). Note that they contain both
information about the chiral and the non-chiral spectrum.
In order for the entire background to be supersymmetric, the boundary states have
to preserve the same supersymmetry as the cross-cap state, which boils down to the
simple condition
S0 − ω
2
−
∑
j
[Mj −∆j
kj + 2
+
Sj
2
]
= 0 mod 2 . (3.129)
From this expression it is clear that the phase dressings can be thought of as a rotation
in the Mj planes, whereas the ω quantum dressing similarly can be considered as a
rotation in the S0 plane. Therefore, from the CFT point of view the phase shifts and
the quantum dressing are completely analogous.
3.4.4 Tadpole cancellation conditions
The tadpole cancellation conditions contain both the contribution from the D-branes
and from the orientifold planes. They take the general schematic form
TadD(λ, µ)− 4TadO(λ, µ) = 0 (3.130)
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for all the massless fields (2)(0, 0, 0)5 and (0)
∏
j(lj , lj, 0) with
∑
j
lj
kj+2
= 1. The NSNS
tadpoles of the orientifold plane read
TadO(λ, µ) = (−1)(1+
s0
2
)(1+ω)
∑
ǫ1,...,ǫr=0,1
e
iπ
P
j
∆j
kj+2
(1−ǫj)(kj+2)
δ
(2)
P
j ǫj ,ω+
s0
2
∏
k<l
(−1)ǫkǫl
×
∏
j
(
sin
[1
2
(lj, ǫjkj)kj
]
δ
(2)
lj+(1−ǫj)kj ,0 δ
(2)
mj+(1−ǫj)(kj+2),0 (−1)ǫj
mj
2
)
. (3.131)
Note that for even kj only those massless states with even mj have a non-vanishing
tadpole on the orientifold plane. Collecting all terms from the boundary states and
their images under Ω∆j ,ω the massless tadpoles read
TadD(λ, µ) =
∑
a
2Na cos
[
π
∑
j
mj(M
a
j −∆j)
kj + 2
] ∏
j
sin(lj , L
a
j )kj . (3.132)
As has been checked in many examples, even though the tadpole equations seem to con-
tain non-integer coefficients, one can bring them in a form with only integer coefficients
by forming appropriate linear combinations.
As we mentioned earlier, besides the tadpole cancellation conditions, there are also
K-theory constraints, which for Gepner model orientifolds so far can only be derived
in a case by case analysis utilizing the probe brane argument and the vanishing of
the global Witten anomaly [285]. For Gepner models themselves, i.e. without the
orientifold projection, the algebraic K-theory groups have been computed in [293].
3.4.5 Examples
Let us assume that all the levels of the Gepner model are odd, i.e. we are choosing a
model from table 13. For the massless states (0)
∏
j(lj , lj, 0) an odd number of the lj are
odd and an even number even. One can then show that there exists a generic solution
to the tadpole cancellation condition. Just introducing four D-branes invariant under
the world sheet parity operation and with
Lj =
kj ∓ 1
2
, Mj = Sj = S0 = 0 (3.133)
for all kj = 4nj ± 1. This solution corresponds geometrically to placing the D-branes
on top of the orientifold plane. One finds an SO(4) gauge group for five tensor factors
and Sp(4) for the single model with nine tensor factors.
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Levels (h2,1, h1,1) Calabi-Yau
(1, 1, 1, 1, 1, 1, 1, 1, 1) (84, 0) −
(1, 1, 3, 7, 43) (67, 19) P1,5,9,15,15[45]
(1, 1, 3, 13, 13) (103, 7) P1,1,3,5,5[15]
(1, 1, 5, 5, 19) (65, 17) P1,3,3,7,7[21]
(1, 1, 7, 7, 7) (112, 4) P1,1,1,3,3[9]
(1, 3, 3, 3, 13) (75, 3) P1,3,3,3,5[15]
(3, 3, 3, 3, 3) (101, 1) P1,1,1,1,1[5]
Table 13: Gepner models with only odd levels.
3.4.6 MSSM-like Gepner model orientifolds
Clearly, the supersymmetric Gepner model orientifolds constitute a very large class of
consistent string compactifications. The abstract CFT description gives some insights
into D-branes deep inside the truly stringy regime, at least at special points in moduli
space. This by itself is quite remarkable.
However, one can do more and search systematically for models with characteristics
close to the MSSM. As a starting point we require the realization of the Standard Model
gauge symmetry and of its quiver from figure 10 in the chiral matter spectrum. Then
we try to satisfy the tadpole cancellation condition by introducing additional stacks of
hidden branes [283], with the restriction of only vector-like matter charged under the
Standard Model gauge group.
An exhaustive search for Gepner model orientifolds including simple current exten-
sions using grid computing technology has been carried out in [283] (see also [287]). The
large number of 180.000 MSSM-like models was found. The statistical distributions of
certain gauge theoretic quantities for this ensemble feature very similar patterns as the
intersecting D-brane models on the Z2 × Z2 orientifold, all described in section 6.
In all the models found in [283] extra vector-like matter appeared, which is probably
related to the fact that Gepner models lie at very specific, symmetric points in the
Calabi-Yau moduli space. It would be interesting to explore whether any of the many
models found can accommodate a realistic pattern of Yukawa couplings. One would
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need to to develop the necessary tools to compute the couplings in the CFT [294].
3.5 Heterotic string compactifications
Though it is a bit off the main track of this review, for completeness and to show
that many aspects are analogous to the type II orientifolds, we include a brief section
about certain aspects of heterotic string model building. Before the advent of D-branes,
heterotic string theory, in particular the E8 × E8 heterotic string, was considered to
be the essentially the only promising candidate for realizing realistic four-dimensional
compactifications with GUT gauge groups like SO(10) or SU(5). Various types of
compactifications have been discussed in the literature, which include toroidal orbifolds,
Gepner models, or hypersurfaces in toric varieties, just to name a few prominent ones.
It is not our purpose to review all these different constructions, but just focus on some
aspects which are reminiscent to orientifold models we have discussed so far.
3.5.1 String model building constraints
The rules for model building in the geometric large radius domain are very similar
to type IIB orientifolds as discussed in section 3.3. In fact, the Spin(32)/Z2 heterotic
string is related to the type I string by S-duality [295], such that similarity among their
compactifications is to be expected. Let us summarize these rules briefly.
To preserve N = 1 supersymmetry in four dimensions, one compactifies the E8×E8
or Spin(32)/Z2 heterotic string on a Calabi-Yau three-fold X . Due to right moving su-
persymmetry the right moving fermions couple to the tangent bundle of the Calabi-Yau
space. However, to completely define the supersymmetric non-linear world sheet sigma-
model one also has to specify to which bundle the left moving world-sheet fermions
couple. The heterotic non-linear sigma-model takes the following general form
S = i
2π
∫
Σ
d2z
[1
2
Gi¯ (∂X
i ∂¯X ¯ + ∂X ¯ ∂¯X i)− 1
2
Bi¯ (∂X
i ∂¯X ¯ − ∂X ¯ ∂¯X i)
+ i
(
λa D¯λ
a + ψı¯Dψ
ı¯
)
+ F aı¯b¯ (X)λa λ
b ψı¯ ψ
¯
]
(3.134)
where the coordinates X i(z, z¯) define the embedding from the two-dimensional world-
sheet Σ into the Calabi-Yau manifold. The right-moving fermions ψ ı¯ couple to the
pull-back of the Levi-Civita connection
Dψ ı¯ = ∂ψ ı¯ + ∂X ¯ Γı¯¯k¯(X)ψ
k¯ (3.135)
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and the left-moving fermions to a holomorphic connection
D¯λa = ∂¯λa + ∂X iAabi(X)λ
b (3.136)
with curvature F abi¯(X). If, like in type II string theory, this bundle is identified with
the tangent bundle, one gets (2, 2) supersymmetry on the world-sheet and a gauge
symmetry E6 × E8 or SO(26) × U(1), respectively [7]. However, this is only a very
specific subclass of heterotic string models and in general the vector bundle W can be
different from the tangent bundle TX . In most cases studied W is of the form
W =
K⊕
i=1
Vni , (3.137)
where the Vni are SU(ni) and U(ni) bundles respectively. In addition, there can also be
stacks of Na heterotic five-branes wrapping holomorphic two-cycles Γa of the Calabi-
Yau. On the six-dimensional world volume of these five branes there are Na massless
tensormultiplets plus hypermultiplets in the case of E8 × E8 and a vectormultiplet
plus a hypermultiplet in the anti-symmetric representation of Sp(2Na) in the case of
Spin(32)/Z2. To leading order in α
′ the string equations of motion, respectively the
supersymmetry conditions, provide several constraints on the vector bundle W .
First, the structure group of W has to be embedded into SO(32) or E8 × E8,
respectively. The gauge group H in four dimensions is the commutant of the structure
group inside Spin(32)/Z2 or E8×E8. By embedding single SU(n) factors into E8×E8
a set of gauge groups appears familiar from GUTs,
SU(n)× E9−n ⊂ E8 , (3.138)
where we defined E5 = SO(10), E4 = SU(5) and E3 = SU(3) × SU(2). This can be
modified by further splitting SU(n) = U(n−1)×U(1) and considering U(n−1)×U(1)
bundles
Vn−1 ⊕ L with c1(Vn−1) + c1(L) = 0. (3.139)
Then the structure group is SU(n − 1) × U(1) and the commutant in E8 becomes
E9−n × U(1).
For SO(32) there also exists a very natural class of embeddings of U(N) bundles
which underlies also the type IIB orientifolds. Decomposing the group SO(32) as
SO(2M)×
K∏
i=1
U(Mi) (3.140)
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withM +
∑K
i=1Mi = 16 and embedding a vector bundle with structure group
∏K
i=1 U(ni)
with Mi = Ni ni results in the non-abelian gauge group
SO(2M)×
K∏
i=1
U(Ni) . (3.141)
For both heterotic theories, anomaly freedom of the two dimensional sigma-model
implies that
c1(W ) ∈ H2(X , 2Z) , (3.142)
which means that the bundle has to admit spinors. For Spin(32)/Z2 the same con-
straint can be derived from the vanishing of the global Witten anomaly for probe
heterotic five-branes [266].
At string tree-level, the connection of the vector bundle has to satisfy the hermitian
Yang-Mills equations
Fij = Fı¯¯ = 0 , g
i¯ Fi¯ = 0 . (3.143)
The first equation implies that each term in (3.137) has to be a holomorphic vector
bundle. One can identify this constraint as an F-term in the effective N = 1 super-
gravity description, which does not receive any perturbative corrections in α′ or in
the string-loop expansion. For the second equation in (3.143) to hold, the so-called
Donaldson-Uhlenbeck-Yau (DUY) condition,∫
X
J2 ∧ J2 ∧ c1(Vni) = 0 (3.144)
necessarily has to be satisfied. If so, a theorem by Uhlenbeck and Yau guarantees a
unique solution to (3.143) provided each term is a µ-stable vector bundle. Completely
analogous to the type I string discussed in section 3.3, this second constraint arises from
a D-term in the effective supergravity description. Perturbatively it might therefore be
subject to at most one-loop corrections for anomalous U(1) gauge factors.
As has been pointed out in [296, 270], for U(n) bundles there indeed exists a one-
loop correction to the DUY equation giving rise to a loop correction to the µ-slope.
For the specific embedding of U(n) bundles into SO(32) (3.140,3.141) the one-loop
corrected central charge can be defined as
Z
Spin(32)/Z2
i =
1
2πgs ℓ6s
∫
X
trni
[
eJ2+2πiα
′gsFi
√
Aˆ(X )
]
+O(e−1/α′ , e−1/g2s ) (3.145)
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so that the gauge couplings and FI-terms of the U(1)i ⊂ U(Ni) subgroups are given by
1
g2i
= |Zi| , 2πα′ξi = arg (Zi) . (3.146)
Note, that for SU(n) bundles with non-vanishing third Chern character the additional
constraint ξ(V ) = 0 cannot be satisfied. This one loop corrected heterotic slope can
be viewed as the S-dual of the type I Π-slope.
One gets a very similar result for the U(n − 1) ⊕ U(1) bundles (3.139) embedded
in for instance the first of the two E8 factors [296]
ZE8 =
1
2πgs ℓ6s
∫
X
eJ2 (1 + f¯)
(
1− 1
8
[
trE8F¯
2 − 1
2
trSO(1,9)R¯
2
])
(3.147)
+O(e−1/α′ , e−1/g2s )
with the rescaled curvatures f¯ = 2πiα′gsfU(1), F¯ = 2πiα′gsFU(n−1)⊕U(1) and R¯ =
2πiα′gsR containing in particular a factor of gs. In contrast to (3.145), the one-loop
correction contains a sum over all vector bundles embedded into E8. Note, that for
SU(n) bundles both the tree-level and the one-loop contribution vanish. The five-
brane contributions to (3.147) have been computed in [297] and the generalization to
K3 manifolds was worked out in [298].
The Bianchi identity for the NS three-form field strength H3 in the E8×E8 heterotic
string reads
1
l2s
dH3 =
1
4(2π)2
[
trR2 − trF 21 − trF 22
]
+
∑
a
Na γa , (3.148)
For SO(32) there is only one field strength and the term tr(F 22 ) is absent. Here we
have also introduced stacks of heterotic (or better M-theory) 5-branes wrapping holo-
morphic, effective curves in the Calabi-Yau manifold with Poincare´-dual four-forms γa.
It imposes the so-called tadpole condition for the background bundles. For direct sums
of SU(n) bundles the resulting tadpole cancellation condition takes the familiar form
K∑
i=1
c2(Vni) +
L∑
a=1
Naγa = c2(T ) . (3.149)
The rules for computing the chiral massless spectrum are very similar to the type IIB
orientifolds and for the SO(32) heterotic string the table 10 still applies.
For U(n) bundles in both heterotic string theories one finds abelian anomalies,
which are canceled by a generalized Green-Schwarz mechanism involving the universal
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axion and the internal axions that complexify the Ka¨hler moduli. Analogously to the
type II orientifolds one can compute the gauge kinetic functions which receive one-
loop threshold corrections as well. See [269, 299, 300, 297, 301] for more details on
four-dimensional heterotic string models with U(N) bundles.
As for the type II orientifolds, it is a very hard problem to have control over instan-
ton corrections to the superpotential which might lift some (or even all) of the classical
moduli. The moduli include the complex structure, the Ka¨hler, and the bundle moduli.
For heterotic compactifications, described by (0, 2) supersymmetric world sheet linear
sigma-models no superpotential is generated for neutral scalars by world-sheet instan-
tons [302, 303, 304]. This result is supported by the construction of exactly solvable
superconformal field theories, (0, 2) Gepner models, for some examples in this class
[305, 306]. As mentioned, a similar strong result for type II orientifolds is still lacking.
In addition one expects heterotic five-brane instanton corrections, which are beyond
analytic control so far.
3.5.2 Progress in semi-realistic heterotic model building
During the last years there has been some progress in constructing heterotic compacti-
fications with realistic gauge groups and particle spectra. In order to proceed from the
general model building rules summarized in the last section, one needs to have some
mathematical control over Calabi-Yau manifolds and their vector bundles.
A class of Calabi-Yau three-folds for which constructive methods to obtain stable
vector bundles exist is given by elliptic fibrations. In this case, Freedman, Morgan,
and Witten [307] have defined stable vector bundles by the so-called spectral cover
construction. It is beyond the scope of this review article to cover this mathematical
method, but let us stress that it plays an essential role in almost all recent developments
about compactifications of the heterotic string. Therefore, for more details we refer
the interested reader to the literature, where these methods have been refined for the
search of realistic compactification of the E8 × E8 heterotic string (see [308, 309, 310,
311, 312, 313, 314, 315, 316] for a representative selection). Alternative interesting
realistic heterotic string models based on the Z6 orbifold have been constructed in
[317, 318, 319]. Large classes of SO(32) heterotic string vacua have been explored in
[320].
If one uses SU(5) or SU(4) bundles to break the observable gauge group down to
SU(5) or SO(10), respectively, the problem arises that there does not exist a Higgs
field in the massless spectrum, which can break the GUT model down to the MSSM.
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Therefore, in these compactifications, one has to implement an alternative way to break
the GUT gauge symmetry. This is done by turning on discrete Wilson lines, which
however only exist if the Calabi-Yau contains non-contractable one-cycles, i.e. if the
first fundamental group is non-trivial (It can only be finite group, as the first Betti
number vanishes.)
Concretely, if the Calabi-Yau manifold admits a Z2 [321] or Z3×Z3 [322, 323, 324]
Wilson line it allows to break the SU(5) or SO(10) GUT gauge symmetry down to the
Standard Model gauge symmetry. Such manifolds can be constructed by taking free
quotients of simply connected Calabi-Yau manifolds. It has been demonstrated in a
series of papers that such manifolds can be defined. Using sophisticated mathematical
tools for constructing both SU(5) [321, 325] and SO(10) [322, 323, 324] bundles, string
models can be defined whose particle content comes remarkably close to the MSSM.
Indeed, the charged massless spectrum in the observable supersymmetric sector consists
precisely of three generations of Standard Model matter even without additional vector-
like matter. These are very interesting advances and it remains to be seen how realistic
the further details are going to be.
All the compactifications mentioned in the last paragraph start with SU(5) or
SU(4) bundles. An alternative way to get GUT string models has been proposed in
[297], where also bundles with U(N) structure groups have been allowed. Without
going into the details let us mention that it is possible to get, for instance, so-called
“flipped” SU(5) GUT models at the string scale whose gauge symmetry can be sponta-
neously broken to the Standard Model by a vacuum expectation value for a Higgs field
in the anti-symmetric representation of SU(5). For more details on all these heterotic
string model building attempts we refer the reader to the still growing literature.
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4 LOW–ENERGY EFFECTIVE ACTION
In the previous sections we have developed the techniques for constructing consistent
string vacua with D–branes and orientifolds. In trying to use these theories to describe
the observed physics or the measurements in future accelerator experiments like the
LHC, it is of fundamental importance to obtain the low–energy field theory of each
given class of D = 4 string vacuum.
For a given string vacuum the physics below the Planck scale may be described by
a low–energy effective action, which is valid below a certain cut–off scale. The latter
may be the string scale Ms ∼ α′−1/2. The effective action then describes the dynamics
of all fields with masses below this scale.
Hence in defining a field theory originating from string theory one first has to find
all string states with masses below this scale. These states include all the massless
closed and open string states of a given string vacuum. In addition, there may be
states, which become light or even massless in a certain region of the string theory
moduli space. Moreover, heavy string states like string oscillators with masses close to
or above the string scale may have a considerable impact on the low–energy couplings64
through one–loop threshold effects.
While finding all massless or light string states of a given string vacuum is rather
straightforward even for non-toroidal backgrounds, finding their interactions turns out
to be a non–trivial program. There are two efficient ways to construct the effective
interaction terms. One way to proceed is to start with the effective action of the
underlying D = 10 string theory and perform a dimensional reduction on all interaction
terms. This provides the effective low–energy action up to a certain accuracy. The
latter is limited by the fact, that already the effective action in D = 10 is only known
up to a certain order in α′. Moreover, this procedure does not take into account in
an appropriate way truly stringy effects coming from string–loops or effects from the
string world–sheet. Nevertheless, qualitative important results may be obtained this
way. The second method to construct the D = 4 effective action uses the string S–
matrix approach, i.e. computing string scattering amplitudes involving massless string
states as external states. A string S–matrix represents a perturbative expansion in α′
and the string coupling constant gs. From this expansion one may extract for a given
order in α′ and gs the relevant interaction terms of the low–energy effective action.
This way the low–energy effective action becomes a perturbative series in α′ and gs.
64The low–energy (bare) effective field–theory couplings are generically related to the string coupling
gs.
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The S–matrix approach may be carried out to an arbitrary order in α′ and gs, but
it requires the knowledge of the vertex operators and their interactions within the
underlying conformal field theory. About ten years ago the S–matrix approach was
pursued with great detail and also some success, see e.g [326, 327, 328, 329, 330] for
D = 4 heterotic string vacua [6].
In this section by using the above described two methods we shall construct the
effective low–energy action for type II orientifolds with D–branes. In particular we
shall present non–trivial coupling functions capturing stringy effects for the matter
field metrics, Yukawa couplings and one–loop gauge threshold corrections.
4.1 Low–energy effective field theory
It is well known [331] that anyN = 1 supergravity action in four space–time dimensions
is encoded by three functions, namely the Ka¨hler potential K, the superpotential W ,
and the (matrix of) gauge kinetic function f . We have collected some basic elements of
the action that is derived from these in section 2.2.6 which we refer to in the following.
When such an effective action arises from a higher dimensional string theory these
three functions usually depend non–trivially on moduli fields φα, φ
α¯
describing the
background of the present string model. It is the aim of this section to present the
moduli dependence of the Ka¨hler potential, superpotential, and gauge kinetic function
f at string tree–level and one–loop. The Ka¨hler potential will always be chosen as
a gauge invariant function of the chiral superfields. In addition to the metric also
the sigma model couplings of the chiral superfields are derived from it (c.f. subsection
4.4). The terms of the second line of (2.92) represent the gauge kinetic terms for the
world volume gauge fields of D-branes with their individual gauge symmetry. Gauge
couplings are encoded in the holomorphic gauge kinetic functions fa(φ). Finally, the
function VSG(φ, φ¯) is the scalar potential accounting for F- and D-terms given in (2.95)
and (2.97). Due to N = 1 supersymmetry the fermionic terms that we leave out are
related to (2.92) by supersymmetry.
It is useful to split the set of scalar fields φ into a set of neutral moduli fields M
and into charged matter fields C. While the set of fields M refers to the dilaton field
and the geometric moduli fields of the compactification manifold X , the set of fields C
accounts for all kinds of charged chiral matter fields whose vacuum expectation values
would change the gauge symmetry. If the gauge symmetry is unbroken, the vevs of
the matter fields C vanish. We therefore may expand the Ka¨hler potential and the
superpotential with respect to small C.
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The most general renormalizable superpotential involving the chiral superfields C is:
W (M, C) = (4.1)∑
α
aα(M) Cα + 1
2
∑
α,β
µαβ(M) Cα Cβ + 1
3
∑
α,β,γ
Wαβγ(M) Cα Cβ Cγ + · · · .
Similarly we expand the Ka¨hler potential in terms of the matter fields as:
K(M,M¯, C, C¯) = (4.2)
K0(M,M¯) +
∑
α,β
GCαCβ¯(M,M¯) Cα Cβ¯ +
(
1
2
Hαβ(M,M¯) Cα Cβ + h.c.
)
+ · · · .
Explicitly, we are interested to compute the coefficient functions of these expansions,
at least their dependence on the moduli scalars. Higher powers (denoted by the dots)
in the matter fields C both in the superpotential (4.1) and in the Ka¨hler potential
(4.2) may come from higher order string corrections. The form (4.1) and (4.2) makes
sure, that supersymmetry is unbroken explicitly. In (4.1) the second and third terms
give rise to supersymmetric mass terms and Yukawa couplings in the scalar potential
(2.94). On the other hand the first term of (4.1) generates non–vanishing F-terms FC
for the matter fields C and supersymmetry may be broken dynamically. In subsection
5.5 the superpotential is extended by further potential supersymmetry breaking terms
generating also F-terms for the closed string moduli fields FM. Furthermore, the
elements of the action are subject to the non-renormalization constraints mentioned in
section 2.2.6 and table 1.
4.2 Closed string moduli space
Starting from the parent type II compactification on the Calabi-Yau X in this subsec-
tion we shall perform the truncation to the orientifold theory. Most of the non-trivial
information is in the proper definition of the Ka¨hler variables in the N = 1 Lagrangian.
4.2.1 Calabi–Yau compactification of type IIB strings
We start with a type IIB compactification on a Calabi–Yau (CY) manifold X . This
leads to N = 2 supersymmetry in D = 4 dimensions. The geometry of the manifold
X is described by h1,1(X ) Ka¨hler moduli T I and h2,1(X ) complex structure moduli
UΣ. These moduli fields represent scalar components of N = 2 hyper– and vector
multiplets, respectively. Together with the universal hypermultiplet we have h1,1(X )+1
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hypermultiplets and h2,1(X ) vector multiplets. The full moduli space M is a direct
product
M =Mh2,1(X )CS ⊗Mh
1,1(X )+1
KM (4.3)
of a special Ka¨hler manifold MCS of (complex) dimension h2,1(X ) and a quaternionic
manifold MKM of (quaternionic) dimension h1,1(X ) + 1.
The holomorphic 3–form Ω3 may be expanded with respect to a real symplectic
basis (αΛ, β
Λ) [332]
Ω3 =
h2,1(X )∑
Λ=0
XΛ αΛ − FΛ βΛ , (4.4)
with the sections (XΛ, FΛ) depending holomorphically on the complex structure defor-
mations uΣ. Here FΛ is the first derivative of the holomorphic prepotential F (X) with
respect to XΛ. A set of special coordinates, with XΛ = (1, uΛ), may be introduced.
The metric g
uΛuΣ
(u, u) on the space of complex structure deformations uΛ is derived
from the Ka¨hler potential
κ24 KCS = − ln
(
−i
∫
X
Ω3 ∧ Ω3
)
, (4.5)
with
gΛΣ =
∂2
∂uΛ∂uΣ
KCS(u, u) . (4.6)
On the other hand, the metric gIJ ≡ gtI tJ (t, t) on the space of Ka¨hler deformations
is derived from the Ka¨hler potential [332]
κ24 KKM(t) = − ln
(
1
6
∫
X
J2 ∧ J2 ∧ J2
)
, (4.7)
with the Ka¨hler form
J2 =
h1,1(X )∑
I=1
Im(tI) ωI , (4.8)
the complexified Ka¨hler coordinates tI and the h1,1(X ) harmonic (1, 1)–forms ωI . Let
us introduce the triple intersection numbers KIJK and the intersection form KIJ
KIJK =
∫
X
ωI ∧ ωJ ∧ ωK , KIJ =
∫
X
ωI ∧ ωJ ∧ J2 , (4.9)
and
KI =
∫
X
ωI ∧ J2 ∧ J2 , K =
∫
X
J2 ∧ J2 ∧ J2 . (4.10)
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Finally, with this information we may write the metric for the Ka¨hler moduli65 tI :
gIJ = −
∂2
∂tI∂tJ
KKM(t, t) = −3
2
κ−24
( KIJ
K −
3
2
KI KJ
K2
)
. (4.11)
4.2.2 Calabi–Yau orientifolds of type IIB superstring theory
To arrive at N = 1 supersymmetry in D = 4 we introduce an orientifold projection
O. The orientifold projection O acting on the closed type IIB string states is given
by a combination of world–sheet parity transformation Ω and a reflection σ in the
internal CY space. Here, Ω describes a reversal of the orientation of the closed string
world–sheet and σ is an internal symmetry of the manifold X . More precisely, con-
sistency requires σ to act as an isometric and holomorphic involution on X . We shall
also label the CY geometry X modded out by the additional involution σ by X . The
transformation σ leaves the Ka¨hler form invariant, but may act non–trivially on the
holomorphic three–form Ω3. In a local coordinate patch of X , the transformation σ
may be represented as a reflection σ ≡ In of n internal coordinates xi, i = 1, . . . , 6,
supplement with some additional transformations in the extra coordinates parameter-
izing the local patch. For ΩIn to represent a symmetry of the original theory, n has
to be an even integer in type IIB . Moreover, in order that ΩIn becomes also a Z2–
action in the fermionic sector, the action ΩIn has to be supplemented by the operator
[(−1)FL][n2 ]. Here, [n
2
]
represents the integer part of n/2. The operator (−1)FL assigns
a (+1)-eigenvalue to states from the NSNS–sector and a (−1) to states from the RR–
sector. With these details, subject to the transformation behavior of Ω3, two choices
for σ are possible [333, 334]:
(i) O = (−1)FL Ω σ∗ , σ∗ Ω3 = −Ω3 =⇒ σ = I6, I2 , (4.12)
(ii) O = Ω σ∗ , σ∗ Ω3 = Ω3 =⇒ σ = I0, I4 . (4.13)
Here, σ∗ is the action of σ on the cohomology Hp,q(X ) of the CY manifold X (pullback
of σ). Generically, the projection O produces orientifold fixed planes [O(9-n)–planes],
placed at the orbifold fixpoints of the double cover X /In. Case (i) leads to a set of
orientifold O3/O7–planes, while case (ii) yields O5/O9–planes. The orientifold planes
have negative D–brane charge, which has to be balanced by introducing positive tension
65As we shall see in the next subsections, in orientifold compactifications new Ka¨hler moduli T have
to be introduced, since the Ka¨hler moduli t do not represent proper scalars of N = 1 chiral multiplets.
In the following only the Ka¨hler deformations Im(t) will be relevant. By abuse of notation we shall
simply write t for the Ka¨hler deformations Im(t) of the CY manifold X .
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objects. Candidates for the latter may be collections of D(9-n)–branes and/or non–
vanishing three–form fluxes H3 and C3. In order to obtain a consistent low–energy
supergravity description, the above objects are subject to the supergravity equations
of motion. Eventually, this puts restrictions on the possible choices of fluxes, to be
discussed later.
Due to the holomorphic action of σ∗, the latter splits the cohomology groups
Hp,q(X ) into a direct sum of an even eigenspaceHp,q+ (X ) and an odd eigenspaceHp,q− (X )
[334]. Hence, the action σ splits the h1,1(X ) harmonic (1, 1) forms ωI of X into a set
of h1,1+ (X ) even forms ωi and into a set of h1,1− (X ) odd forms ωa. Since the Ka¨hler form
J2 is invariant under the orientifold action, it is expanded with respect to a basis of
H1,1+ (X )
J2 =
h1,1+ (X )∑
i=1
ti ωi , (4.14)
i.e. only the even harmonic forms ωi survive in the expansion (4.8). On the other hand,
the action σ∗ splits the h2,1(X ) harmonic (2, 1) forms dΛ of X into a set of h2,1+ (X ) even
forms dα and into a set of h
2,1
− (X ) odd forms dλ. Hence, in case (i) the three–form Ω3
is expanded with respect to a basis {dλ} of H3−(X ), while in case (ii) it is expanded
with respect to a basis {dα} of H3+(X ). So, the orientifold action splits the forms into
the subsets shown in Table 14.
H1,1(X ) H1,1+ (X ) H1,1− (X )
ωI ωi ωa
H2,1(X ) H2,1+ (X ) H2,1− (X )
dΛ dα dλ
Table 14: Splitting of H1,1(X ) and H2,1(X ) under the orientifold action.
The same pattern holds for the Ka¨hler tI and complex structure moduli uΛ, as
shown in the next Table 15.
h1,1(X ) h1,1+ (X ) h1,1− (X )
tI ti ta
h2,1(X ) h2,1+ (X ) h2,1− (X )
uΛ uα uλ
Table 15: Splitting of geometric moduli under the orientifold action.
Finally let us remark, that the situation of h1,1− (X ) 6= 0 occurs quite generically for
orientifolds of resolved orbifolds (see also subsection 4.2.5 and [335]).
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4.2.3 Calabi–Yau orientifolds of type IIB with D3/D7–branes
In this subsection we shall discuss the low–energy effective action of the closed string
moduli space M after applying the orientifold projection (i), defined in Eq. (4.12).
To cancel tadpoles and to construct models of phenomenological interest we also add
stacks of D3– and D7–branes.
The scalars φ, C0, the CY metric g and the four–form C4 are even under the action
(−1)FL Ω. On the other hand, the two–forms B2 and C2 are odd under (−1)FL Ω.
Only h2,1− (X ) complex structure deformations Uλ survive the orientifold projection
(4.12). Because of (4.12), the holomorphic three–form (4.4) may be expanded with
respect to a real symplectic basis (αλ, β
λ) of H3−(X ) , i.e.
Ω3 =
h2,1− (X )∑
λ=0
Xλαλ − Fλβλ , (4.15)
with (Xλ, Fλ) the periods of the original CY manifold X . Furthermore, in type IIB
orientifolds with D3– and D7–branes, under the orientifold action (4.12) the NSNS
two–form B2 and the RR two–form C2 are odd under the projection Ω(−1)FL . Hence,
under σ∗ these forms must transform with a minus sign, i.e. they are expanded with
respect to a basis of the cohomology H1,1− (X ):
B2 =
h1,1− (X )∑
a=1
ba ωa , C2 =
h1,1− (X )∑
a=1
ca ωa . (4.16)
Similarly, a two–form flux is expanded with respect to a basis of the odd cohomology
H1,1− (X ):
F2 =
h1,1− (X )∑
a=1
fa ωa . (4.17)
Clearly, D3– and D7–branes may only be wrapped around four–cycles whose Poincare´
dual two–forms are elements ofH2+(X ). On a stack of D7–branes, there are two kinds of
world–volume U(1) two–form fluxes Xf and f˜ . The flux Xf is inherited from the ambient
CY space X , while the flux f˜ is a harmonic two–form of the four–cycle Ck, which means
homologically that its Poincare dual two cycle is not the intersection of Ck with another
four-cycle in X . We refer the reader to [336, 133] for a description of the orthogonal
splitting of a general two–form flux f into f =Xf + f˜ , with Xf ∈ im(ι⋆), f˜ ∈ coker(ι⋆),
with the map ι⋆ : H2−(X ) → H2−(Ck). Therefore, in the above expansion (4.17) we
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assume the orthogonal decomposition fa =Xfa+f˜a. Let us also introduce the instanton
number
Qf˜ ,k = (2πα
′)2
∫
Ck
f˜ ∧ f˜ , (4.18)
and the combination
Ba = ba − 2πα′ Xfa , (4.19)
which will become relevant later
In type IIB orientifolds the fields ba, ca and the flux Xfa give rise to h1,1− (X ) complex
scalars [336, 133]
Ga = i ca − S Ba , a = 1, . . . , h1,1− (X ) (4.20)
of N = 1 chiral multiplets [147, 337]. The moduli space of the dilaton field66
S = e−Φ + i C0 ≡ i τ (4.21)
is locally spanned by the Ka¨hler coset:
MS = SU(1, 1)
U(1)
. (4.22)
To summerize so far, for the type IIB compactifications with the orientifold projection
(4.12) the spectrum consists of the following moduli fields: the dilaton S, h2,1− (X ) com-
plex structure deformations uλ, h1,1+ (X ) Ka¨hler moduli ti and h1,1− (X ) Ka¨hler moduli
ba and ca. With the dilaton field S a CY orientifold compactification X has h1,1+ (X )
Ka¨hler moduli tk, h1,1− (X ) scalars Ga and h2,1− (X ) complex structure moduli uλ. As
shown in Table 16, under the orientifold action (4.12) the original set of h1,1(X ) + 1
N = 2 hypermultiplets and h2,1(X ) N = 2 vectormultiplets is split into a set of N = 1
chiral and vectormultiplets. The additional h2,1+ (X ) vectors (and their magnetic duals)
arise from the Ramond 4–form C4 reduced with respect to the cohomology H
3
+(X ).
The intersection properties (4.9) and (4.10) generically change under the orientifold
action. First of all, only Kijk and Kiab may be non–vanishing, while Kabc = 0 and
Kaij = 0. Second, the non–vanishing triple intersections Kijk and Kiab may change
their values after the orientifold projection. Concrete examples, where this happens,
represent the resolved orbifolds [335].
66We reserve the letter τ for the ten–dimensional complex dilaton scalar of type IIB as defined in
(2.70), while S denotes the four-dimensional Ka¨hler coordinate and often the corresponding chiral
superfield, that measures the string coupling.
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1 dilaton S chiral multiplet
h2,1− (X ) CS moduli uλ chiral multiplets
h1,1+ (X ) Ka¨hler moduli T k tk, ρk chiral/linear multiplets
h1,1− (X ) add. moduli Ga ba, ca chiral multiplets
h2,1+ (X ) add. vectors V j˜µ vector multiplets
Table 16: Moduli of Calabi–Yau orientifold X with O3/O7–planes.
In the Ka¨hler potential for the moduli fields
κ24 K = − ln(S + S)− 2 ln
(
1
6
∫
X
J2 ∧ J2 ∧ J2
)
− ln
(
−i
∫
X
Ω3 ∧ Ω3
)
, (4.23)
besides the dilaton field S only the h1,1+ (X ) invariant Ka¨hler moduli tk and the h2,1− (X )
invariant complex structure moduli enter explicitly. However, the string theoretical
Ka¨hler moduli tj are not yet scalars of an N = 1 chiral multiplet. After defining
the proper holomorphic moduli fields T j (in the string frame67) [147, 337] (c.f. also
[338, 339] for the case with h1,1− (X ) = 0)
T j =
3
4
Kjkl tk tl− 3
8
eΦ Kjbc Gb (G+G)c+ 3
2
i
(
ρj − 1
2
Kjbc cb Bc
)
− 3
4
S δjk Qf˜ ,k ,
(4.24)
the second term κ24 KKM = −2 lnVol(X ) = −2 ln 16Kijktitjtk in (4.23) may be ex-
pressed in terms of the N = 1 fields T j by eliminating the moduli tj. This way, in
the low–energy effective action of type IIB CY orientifolds, the fields Ga do enter the
Ka¨hler potential for the Ka¨hler moduli tk through eliminating the moduli tk via the
definition (4.24). By that the Ka¨hler potential KKM for the h
1,1
+ (X ) Ka¨hler moduli
T j becomes a complicated function KKM(S, T
j , Ga) depending on the dilaton S, the
h1,1+ (X ) moduli T j and the h1,1− (X ) moduli Ga [147, 337]. In (4.24) the axion ρj origi-
nates from integrating the RR four-form along the four–cycle Cj. Eventually, the full
Ka¨hler potential
κ24 K = − ln(S + S)− 2 lnVol(X ) +KCS (4.25)
67In the Einstein frame the Ka¨hler moduli tk are multiplied with e−
1
2
Φ. In the Einstein frame the
CY volume reads Vol(X ) = 16e−
3
2
Φ Kijktitjtk.
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for the dilaton S, h1,1+ (X ) Ka¨hler moduli T j, h1,1− (X ) scalars Ga and h2,1− (X ) complex
structure moduli takes the form [147, 337]:
κ24 K = − ln(S + S) +KKM(S, T j, Ga) +KCS . (4.26)
Finally, from the form of this Ka¨hler potential we deduce, that the full closed string
moduli space M has the form [147, 337]:
M =Mh
2,1
− (X )
CS ⊗Mh
1,1(X )+1
KM . (4.27)
Each factor is a Ka¨hler manifold.
The structure of the terms in the definition of the Ka¨hler modulus (4.24) may be
easily anticipated from studying the holomorphic gauge couplings on a D7–brane. On
a D7–brane, which is wrapped around the four–cycle Cj the world–volume Chern–
Simons couplings
∫
R1,3×Cj Cp ∧ e−(B−2πα
′F ) give rise to the following series of CP–odd
gauge couplings∫
R1,3
F j ∧ F j
∫
Cj
(
C4 − C2 ∧ B2 + 1
2
C0 B2 ∧ B2 + (2πα
′)2
2
C0 f˜ ∧ f˜
)
, (4.28)
with B = B − 2πα′F and F j the space–time gauge field strength on the D7–brane
wrapping the four–cycle Cj . The terms in the bracket may be identified with the
imaginary part ImT j of the Ka¨hler modulus (4.24):
Im(T j) ≡ 3
2
∫
Cj
(
C4 − C2 ∧ B2 + 1
2
C0 B2 ∧ B2 + (2πα
′)2
2
C0 f˜ ∧ f˜
)
. (4.29)
Since Im(T j) couples to the CP–odd coupling F j ∧F j, according to N = 1 supersym-
metry in D = 4, Re(T j) is related to the CP even gauge coupling. This may be seen
by studying the calibration condition for the D7–brane wrapped around the four–cycle
Cj. More precisely, from the Born–Infeld action
−µ7 e−Φ
∫
R1,3×Cj
d8ξ [− det(G+B − 2πα′F )]1/2
we extract the CP–even gauge–coupling Re(T j)F jµνF
jµν . In order for the D7–brane
to respect 1/2 of the supersymmetry of the bulk theory, which is N = 2 in D = 4,
the internal four–cycle Cj the D7 brane is wrapped on has to fulfill the calibration
conditions [166, 336, 133]:
e−Φ
∫
Cj
d4ξ det(G+B−2πα′F )1/2 = 1
2
∫
Cj
J2∧J2−e
−Φ
2
∫
Cj
(
B2 ∧ B2 + (2πα′)2f˜ ∧ f˜
)
,
(4.30)
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and B2∧J2 = 0. Hence, the real part of the correct holomorphic modulus T j, describing
the CP even gauge coupling, is given by
Re(T j) ≡ 3
4
∫
Cj
J2 ∧ J2 − 3
4
e−Φ
∫
Cj
(
B2 ∧ B2 + (2πα′)2f˜ ∧ f˜
)
, (4.31)
in agreement with the definition (4.24). With ωj the Poincare´ dual two–form of the
four–cycle Cj, we have:
∫
Cj
J2 ∧ J2 =
∫
X
ωj ∧ J2 ∧ J2. With (4.14) we may write
Vol(Cj) =
3
4
∫
Cj
J2∧J2 = 3
4
Kjkl tk tl = 1
4
∂
∂ti
∫
X
J2∧J2∧J2 = 3
2
∂
∂tj
Vol(X ) , (4.32)
which gives the volume Vol(Cj) of the four–cycle Cj in string units.
To conclude, the holomorphic gauge kinetic function fj for a gauge group on a
D7–brane, which is wrapped on the four–cycle Cj is:
fD7,j = T
j . (4.33)
On the other hand, for a space–time filling D3–brane the gauge kinetic function is given
by the dilaton field S:
fD3 = S . (4.34)
Finally, the presence of the background two–form fluxes (4.16) and (4.17) gives rise
to the D–term potential
VD ∼
∫
J2 ∧ B2 (4.35)
on the D7–world volume (for more details see subsection 4.3). In [340] this potential
has been used to stabilize some of the h1,1− (X ) Ka¨hler moduli Ga.
4.2.4 Calabi–Yau orientifolds of type IIB with D5/D9–branes
In this subsection we shall discuss the low–energy effective action of the closed string
moduli space M after applying the orientifold projection (ii), defined in Eq. (4.13).
To cancel tadpoles and to construct models of phenomenological interest we also add
D9–branes and stacks of D5–branes. The simplest example is the one with just the
undressed Ω projection discussed in length in section 3.3.
Only h2,1+ (X ) complex structure deformations uγ survive the orientifold projection
(4.12). Because of (4.12), the holomorphic three–form (4.4) may be expanded with
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respect to a real symplectic basis (αγ, β
γ) of H3+(X ) , i.e.
Ω3 =
h2,1+ (X )∑
γ=0
Xγαγ − Fγβγ , (4.36)
with (Xλ, Fλ) the periods of the original CY manifold X . Furthermore, in type IIB
orientifolds with D9– and D5–branes, under the orientifold action (4.13) the NSNS two–
form B2 is odd under Ω, while the RR two–form C2 is even under Ω. Hence, under σ
∗
these forms must transform with a minus and plus sign, respectively. Therefore these
forms are expanded with respect to a basis of the cohomology H1,1− (X ) and H1,1+ (X ),
respectively, i.e.
B2 =
h1,1− (X )∑
a=1
ba ωa , C2 =
h1,1+ (X )∑
i=1
ci ωi . (4.37)
Similarly, a two–form flux from the ambient space X is expanded with respect to
a basis of the odd cohomology H1,1− (X ), i.e. it assumes the expansion (4.17). To
summarize so far, for the type IIB compactifications with the orientifold projection
(4.13) the spectrum consists of the following moduli fields: the dilaton S, h2,1+ (X )
complex structure deformations uλ, h1,1+ (X ) Ka¨hler moduli ti and cj and h1,1− (X ) Ka¨hler
moduli ba. As shown in Table 17, under the orientifold action (4.13) the original set of
h1,1(X ) + 1 N = 2 hypermultiplets and h2,1(X ) N = 2 vectormultiplets is split into a
set of N = 1 chiral and vectormultiplets. (c.f. Table 17).
1 dilaton S chiral/linear multiplet
h2,1+ (X ) CS moduli uλ chiral multiplets
h1,1+ (X ) Ka¨hler moduli T k tk, ck chiral multiplets
h1,1− (X ) add. moduli Ga ba, ρa chiral/linear multiplets
h2,1− (X ) add. vectors V j˜µ vector multiplets
Table 17: Moduli of Calabi–Yau orientifold X with O5/O9–planes.
As in the case with O3/O7–planes the complex structure moduli uλ are already good
Ka¨hler coordinates, while for the other fields new Ka¨hler coordinates have to be defined
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(in the Einstein frame) [147, 337] (c.f. also [203, 338] for the case with h1,1− (X ) = 0):
T j = e−Φ tj − i cj , Ga = e−Φ Kab bb + i
(
ρa −Kabj bb cj
)
, (4.38)
S = e−Φ Vol(X )− 1
2
e−Φ Kab ba bb + i
(
c6 − ρa ba + 1
2
Kabj ba bb cj
)
.
Here, c6 is the integrated 6–form c6 =
∫
X C6, while c
j are the integrated two–forms
cj =
∫
Cj2
C2 over the two–cycle C
j
2. In this coordinates the Ka¨hler potential for the
dilaton and Ka¨hler moduli becomes a complicated function K(S, T j , Ga). Starting
from the Ka¨hler potential (c.f. (4.23) or (4.25))
κ24 K = − ln
(
2 e−Φ
)− 2 ln e− 32Φ Vol(X )− ln(−i ∫
X
Ω3 ∧ Ω3
)
, (4.39)
the full Ka¨hler potential for the dilaton S, the h1,1+ (X ) Ka¨hler moduli T j, h1,1− (X )
scalars Ga and h
2,1
+ (X ) complex structure moduli becomes:
κ24 K = − ln
[
S + S +
eΦ
4
(G+G)a Kab (G+G)b
]
(4.40)
− ln
[
1
48
Kijk (T i + T i) (T j + T j) (T k + T k)
]
− ln
(
−i
∫
X
Ω3 ∧ Ω3
)
.
Furthermore, after introducing the D = 4 dilaton field
Φ4 = Φ− 1
2
lnVol(X ) (4.41)
we may also write [338]
κ24 K = − ln
(
2 e−4Φ4
)− ln(−i ∫
X
Ω3 ∧ Ω3
)
, (4.42)
which makes the duality to the type IIA and heterotic string manifest. Finally, from
the form of this Ka¨hler potential we deduce, that the full closed string moduli space
M has the factorized form [147, 337]
M =Mh
2,1
+ (X )
CS ⊗Mh
1,1(X )+1
KM , (4.43)
with each factor a Ka¨hler manifold.
Let us now discuss the gauge kinetic function. Generically, we have stacks of D5–
branes and one stack of D9–branes wrapped around the full CY X . The gauge kinetic
function for the stack of D9–brane is given by:
fD9 = S , (4.44)
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while for the D5–branes wrapped around the two–cycle Cj2 we have:
fD5,j = T
j . (4.45)
Again, the specific forms of the holomorphic moduli (4.38) may be understood from
studying the CP–even and CP–odd gauge couplings. E.g. the imaginary part of the
dilaton S follows from the CS–couplings
∫
R1,3×X Cp∧e−(B−2πα
′F ) on the D9–brane. The
latter give rise to the following series of CP–odd gauge couplings∫
R1,3
F ∧ F
∫
X
(
C6 − C4 ∧ B2 + 1
2
C2 ∧ B2 ∧ B2
)
, (4.46)
with F the space–time gauge field strength on the D9–brane wrapping the full CY
manifold X . The terms in the bracket may be identified with the imaginary part ImS
of the dilaton (4.38):
Im(S) ≡
∫
Cj
(
C6 − C4 ∧ B2 + 1
2
C2 ∧ B2 ∧ B2
)
. (4.47)
Similarly, the CS–couplings
∫
R1,3×Cj2 Cp∧e
−(B−2πα′F ) on the D5–brane, which is wrapped
around the two–cycle Cj2 , give rise to the CP–odd gauge coupling∫
R1,3
F ∧ F
∫
Cj2
C2 , (4.48)
The term in the bracket may be identified with the imaginary part ImT j of the Ka¨hler
modulus (4.38):
Im(T j) ≡ −
∫
Cj
C2 . (4.49)
The real part of the dilaton follows from the calibration condition for the D9–brane.
4.2.5 Type IIB orientifolds of toroidal orbifolds
In this section we shall discuss type IIB orientifolds of toroidal orbifolds with O3/O7
or O9/O5–planes. Specifically, we start with the type IIB superstring compactified on
the six–dimensional orbifolds
X = T
6
ZN
, X = T
6
ZN × ZM , (4.50)
with the orbifold groups Γ = ZN and Γ = ZN × ZM . To define the orbifold compacti-
fication X , we must specify the six–torus T6 and the discrete point group Γ. We will
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restrict ourselves to orbifolds with Abelian point group without discrete torsion. The
point group element θ can then be written as θ = exp[2πi(v1M12 + v2M34 + v3M56)],
where theM ij are the generators of the Cartan sub-algebra and 0 ≤ |vi| < 1, i = 1, 2, 3.
The group generator θ ∈ Γ acts as follows on the three complex coordinates of T6:
θ : (z1, z2, z3) −→ (e2πi v1 z1 , e2πi v2 z2 , e2πi v3 z3) . (4.51)
To obtain N = 2 supersymmetry in D = 4, the point group Γ must be a subgroup of
SU(3), to furnish SU(3) holonomy (θ Ω3 = Ω3). This requires ±v1± v2± v3 = 0 [8, 9].
This condition together with the requirement that Γ must act crystallographically
on the lattice specified by T6 leads to Γ being either ZN with N = 3, 4, 6, 7, 8, 12 or
ZM×ZN with N a multiple ofM and N = 2, 3, 4. Z6, Z8 and Z12 have two inequivalent
embeddings in SO(6). In the following two tables we display the possible point groups
for the toroidal orbifolds (4.50).
Point group θ vi = 1
N
(n1, n2, n3)
Z3
1
3
(1, 1,−2)
Z4
1
4
(1, 1,−2)
Z6−I 16 (1, 1,−2)
Z6−II 16 (1, 2,−3)
Z7
1
7
(1, 2,−3)
Z8−I 18 (1, 2,−3)
Z8−II 18 (1, 3,−4)
Z12−I 112 (1, 4,−5)
Z12−II 112 (1, 5,−6)
Table 18: Point group θ of ZN–orbifolds.
A six–torus T6 has 15 Ka¨hler moduli associated to (1, 1)–forms of H1,1(T6) and six
complex structure moduli related to the cohomology H3(T6). The orbifold group Γ
projects out some of these forms, resulting in the untwisted Hodge numbers h1,1untw.(X )
and h2,1untw.(X ). The twist elements θ, . . . , θN−1 produce conical singularities at the
fixpoints f
(n)
α . A fixpoint under θn is defined by θn f
(n)
α = f
(n)
α + λ, with some lattice
vector λ ∈ Λ. In a small neighborhood around them, the space locally looks like
C3/Γ (isolated singularity) or C2/Γ(2) × C (non–isolated singularity). In [335] these
singularities are resolved using the methods of toric geometry resulting in a smooth
Calabi–Yau space X . Each singularity is resolved locally in a patch and then patches
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Point group θ, ω vi = 1
N
(n1, n2, n3) w
i = 1
M
(m1, m2, m3)
Z2 × Z2 12 (1, 0,−1) 12 (0, 1,−1)
Z2 × Z4 12 (1, 0,−1) 14 (0, 1,−1)
Z2 × Z6 12 (1, 0,−1) 16 (0, 1,−1)
Z2 × Z6′ 12 (1, 0,−1) 16 (1, 1,−2)
Z3 × Z3 13 (1, 0,−1) 13 (0, 1,−1)
Z3 × Z6 13 (1, 0,−1) 16 (0, 1,−1)
Z4 × Z4 14 (1, 0,−1) 14 (0, 1,−1)
Z6 × Z6 16 (1, 0,−1) 16 (0, 1,−1)
Table 19: Point groups θ, ω of ZN × ZM–orbifolds.
are put together according to the fixed set configuration. The twisted Hodge numbers
h1,1twist.(X ) and h2,1twist.(X ) count the number of exceptional divisors necessary to obtain
a smooth CY manifold. In Table 20 we give a list of possible ZN orbifolds, together
with their torus lattices T6 they live on and their Hodge numbers. The lattices marked
with ♭, ♯, and ∗ are realized as generalized Coxeter twists, the automorphism being
in the first and second case S1S2S3S4P36P45 and in the third S1S2S3P16P25P34. The
Hodge numbers h1,1twist., h
2,1
twist. depend both on the orbifold group Γ and the underlying
torus lattice T6 [341, 342]. In Table 21 we give a list of possible ZN × ZM orbifolds,
together with their torus lattices T6 they live on and their Hodge numbers [343]. We
shall now introduce an orientifold projection O and determine the closed string moduli
space of the resulting orientifold X . Let us first discuss the orbifold case, i.e. the
h1,1twist.(X ) twisted Ka¨hler and h2,1twist.(X ) twisted complex structure moduli are fixed.
For those orientifolds an exact CFT description is at hand (c.f. section 2). According
to subsection 4.2.2 the two orientifold projections O, given in Eqs.(4.12) or (4.13), are
possible. The orbifold group Γ mixes with the orientifold group ΩIn. As a result, if the
group Γ contains Z2–elements θ, which leave one complex plane fixed, we obtain in the
case (i) additional O(9− |n− 4|)–planes or in the case (ii) additional O(3 + |n− 2|)–
planes from the element ΩInθ. From the action of the reflection σ
∗ on the untwisted
cohomology Hp,q(X ) of the orbifolds (4.50), one deduces that for the case (i), i.e.
σ∗ = I6, we obtain:
h1,1+,untw.(X ) = h1,1untw.(X ) , h1,1−,untw.(X ) = 0 ,
h2,1+,untw.(X ) = 0 , h2,1−,untw.(X ) = h2,1untw.(X ) , (4.52)
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ZN lattice T
6 h1,1untw. h
2,1
untw. h
1,1
twist. h
2,1
twist.
Z3 SU(3)
3 9 0 27 0
Z4 SU(4)
2 5 1 20 0
Z4 SU(2)× SU(4)× SO(5) 5 1 22 2
Z4 SU(2)
2 × SO(5)2 5 1 26 6
Z6−I (G2 × SU(3)2)♭ 5 0 20 1
Z6−I SU(3)×G22 5 0 24 5
Z6−II SU(2)× SU(6) 3 1 22 0
Z6−II SU(3)× SO(8) 3 1 26 4
Z6−II (SU(2)2 × SU(3)× SU(3))♯ 3 1 28 6
Z6−II SU(2)2 × SU(3)×G2 3 1 32 10
Z7 SU(7) 3 0 21 0
Z8−I (SU(4)× SU(4))∗ 3 0 21 0
Z8−I SO(5)× SO(9) 3 0 24 3
Z8−II SU(2)× SO(10) 3 1 24 2
Z8−II SO(4)× SO(9) 3 1 28 6
Z12−I E6 3 0 22 1
Z12−I SU(3)× F4 3 0 26 5
Z12−II SO(4)× F4 3 1 28 6
Table 20: Orbifold groups, lattices and Hodge numbers for ZN orbifolds.
while the case (ii), i.e. σ∗ = I0 yields:
h1,1+,untw.(X ) = h1,1untw.(X ) , h1,1−,untw.(X ) = 0 ,
h2,1+,untw.(X ) = h2,1untw.(X ) , h2,1−,untw.(X ) = 0 . (4.53)
If the orbifold group Γ contains Z2–elements θ, the generators Oθ, which produces an
O7– or O5–plane, respectively, does not put further restrictions on the twist invariant
forms. Nonetheless, for both cases the geometry of the resulting orientifold X is de-
scribed by h1,1untw.(X ) Ka¨hler moduli T i and h2,1untw.(X ) structure moduli Uλ as in the
case without orientifold projection. Hence, the orientifold group does not reduce the
number of untwisted moduli, and their number is determined by the orbifold action.
Besides we do not encounter the additional moduli fields Ga, Ga (c.f. Table 16 and 17).
Without D–brane moduli locally the closed string moduli space M is a direct
product of the dilatonMS, the Ka¨hlerMK and complex structure moduli space [338,
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ZN × ZM lattice T6 h1,1untw. h2,1untw. h1,1twist. h2,1twist.
Z2 × Z2 SU(2)6 3 3 48 0
Z2 × Z4 SU(2)2 × SO(5)2 3 1 58 0
Z2 × Z6 SU(2)2 × SU(3)×G2 3 1 48 2
Z2 × Z6′ SU(3)×G22 3 0 33 0
Z3 × Z3 SU(3)3 3 0 81 0
Z3 × Z6 SU(3)×G22 3 0 70 1
Z4 × Z4 SO(5)3 3 0 87 0
Z6 × Z6 G32 3 0 81 0
Table 21: Orbifold groups, lattices and Hodge numbers for ZN × ZM orbifolds.
161] (see also subsection 4.4):
M =MS ⊗MKM ⊗MCS . (4.54)
Here, the manifoldMS is given in Eq. (4.22). The spacesMKM andMCS with dimen-
sions h1,1untw.(X ) and h2,1untw.(X ), respectively are discussed in the following. Depending on
the specific numbers h1,1untw., h
2,1
untw. of untwisted Ka¨hler t
i and complex structure moduli
uj the generic (untwisted) moduli spaces appearing in the toroidal orbifold compacti-
fications X are described by the following six different cosets [344, 345, 346, 329]:
h1,1untw. = 3 , h
2,1
untw. = 0, 1, 3 : MKM =
(
SU(1, 1)
U(1)
)3
, MCS =
(
SU(1, 1)
U(1)
)h2,1untw.
,
h1,1untw. = 5 , h
2,1
untw. = 0, 1 : MKM =
SU(2, 2)
SU(2)× SU(2)× U(1) ⊗
(
SU(1, 1)
U(1)
)
,
MCS =
(
SU(1, 1)
U(1)
)h2,1untw.
,
h1,1untw. = 9 , h
2,1
untw. = 0 : MKM =
SU(3, 3)
SU(3)× SU(3)× U(1) . (4.55)
The corresponding Ka¨hler potentials for these spaces (4.55) are known from heterotic
string compactifications [344, 345, 346, 329]:
h1,1untw. = 3 , h
2,1
untw. = 0, 1, 3 : κ
2
4 KKM = −
3∑
i=1
ln(ti − ti) ,
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κ24 KCS = −
h2,1untw.∑
j=1
ln(uj − uj) ,
h1,1untw. = 5 , h
2,1
untw. = 0, 1 : κ
2
4 K = − ln det(tij − tij)− ln(t5 − t5) ,
κ24 KCS = −
h2,1untw.∑
j=1
ln(uj − uj) ,
h1,1untw. = 9 , h
2,1
untw. = 0 : κ
2
4 KKM = − ln det(tij − tij) . (4.56)
What is less known is the parameterization of the moduli fields ti, ui in terms of the
data of the torus T6, i.e. the real metric g and the discrete symmetries of the underlying
effective field theory. This has been worked out in great detail in [347].
The cosets (4.55) with their Ka¨hler potentials (4.56) are the relevant moduli spaces
for the orbifold compactifications X . Since we are interested in the moduli for the type
IIB orientifold X , we have to replace the Ka¨hler moduli tj by the proper good Ka¨hler
coordinates T j . Concretely, for the orientifold projection (4.12) we have to determine
the holomorphic Ka¨hler moduli (4.24), while for the projection (4.13) we have to use
the Ka¨hler moduli (4.38). At any rate, we only have to know the intersection numbers
(2.111) of the coset spaces (4.55) to determine the holomorphic Ka¨hler moduli (4.24)
or (4.38) for the type IIB orientifolds compactified on the orbifolds (4.50).
Let us present an example. We briefly discuss the case h1,1untw.(X ) = 3. The Ka¨hler
moduli space MKM =
(
SU(1,1)
U(1)
)3
is realized e.g. in the Z2 × Z2 type IIB orientifold,
with the twists Q1, Q2
Q1 : e1,2 −→ −e1,2 , e3,4 −→ −e4,5 , e5,6 −→ e5,6 ,
Q2 : e1,2 −→ −e1,2 , e3,4 −→ e4,5 , e5,6 −→ −e5,6 (4.57)
acting on the integral basis {ei} of the torus T6. The twists Q1, Q2 only allow for a
factorizable lattice, i.e. T6 being a direct product of three two–tori, i.e. T 6 = ⊗3j=1T2j ,
with the metrics gj. Each individual two–torus T2j has one Ka¨hler modulus t
j and one
complex structure modulus uj describing the real parameters of the metric gj. The
complex structure moduli are given by (c.f. subsection 2.3.3):
uj =
1
gj11
( gj12 + i
√
det gj ) , with : gj =
(
gj11 g
j
12
gj12 g
j
22
)
. (4.58)
Before introducing the orientifold projection, we would have N = 2 in D = 4 and the
full Ka¨hler potential would be given by (2.154). In type IIB orientifolds the complex
structure coordinates uj are already good Ka¨hler coordinates, i.e. U j2 = u
j
1, U
j
1 = u
j
2.
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The imaginary part of the Ka¨hler modulus tj describes the size
√
det gj of the subtorus
T2j , i.e. Im(t
j) =
√
det gj. According to (4.56) the Ka¨hler potential (2.106) KKM for
the Ka¨hler moduli ti reads
κ24 KKM = − ln
[
1
8
(t1 − t1) (t2 − t2) (t3 − t3)
]
,
from which we determine the only non–vanishing intersection form (c.f. Eq. (2.111)):
K123 = 1 .
With this information, from (4.24) we determine Re(T i) = 3
2
Im(tj) Im(tk). The twist–
invariant 4–form C4 is given by
C4 = ρ
1 dx2∧dy2∧dx3∧dy3+ρ2 dx1∧dy1∧dx3∧dy3+ρ3 dx1∧dy1∧dx2∧dy2 . (4.59)
According to (4.24), the Ka¨hler modulus T j is complexified with the internal part of
the Ramond 4–form C4, i.e. Im(T
j) = 3
2
∫
T 2,k×T 2,l
C4 =
3
2
ρj. To this end, the three
holomorphic Ka¨hler moduli T i become:
T j =
3
2
Im(tk) Im(tl) +
3
2
i cj , (j, k, l) = (1, 2, 3) . (4.60)
In terms of these holomorphic coordinates T j the full Ka¨hler potential (4.26) reads:
κ24 K = − ln(S + S)−
3∑
j=1
ln
[
1
3
(T j + T
j
)
]
−
3∑
i=1
ln(U i + U
i
) . (4.61)
On the other hand, for the orientifold action (4.13), following (4.38) we determine
the three Ka¨hler moduli (in the Einstein frame):
T j = e−Φ Im(tj)− i cj , j = 1, 2, 3 (4.62)
with the components cj of the RR two–form:
C2 = c
1 dx1 ∧ dy1 + c2 dx2 ∧ dy2 + c3 dx3 ∧ dy3 . (4.63)
Furthermore, the dilaton field S becomes:
S = e−Φ Im(t1)Im(t2)Im(t3) + i c6 , (4.64)
with the integrated 6–form c6 =
∫
X C6. In terms of these holomorphic coordinates
S, T j the full Ka¨hler potential takes the same form as (4.61).
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A detailed account of the previous presentation with many more examples and
details may be found in [347].
Let us now move on to type IIB orientifolds of the resolved orbifolds (4.50). We shall
discuss orientifold actions, which allow for O3/O7–planes. After resolving the orbifolds
(4.50) resulting in a smooth Calabi–Yau space X a consistent orientifold action (4.12)
is introduced, resulting in the Calabi–Yau orientifold X . The involution σ acting on
the complex coordinates zi may also involve the new coordinates yj associated to the
exceptional divisors [335]. After resolving the orbifold, three kinds of divisors D appear,
namely Eα, Diα, and Ri. The divisors Eα are the exceptional divisors arising from the
resolution of an orbifold singularity fα (or an orbit under the orbifold group), while the
divisors Diα denote hyperplanes passing through fixed points: Diα = {zi = zifixed,α}.
The divisors Ri = {zi = c} for c 6= zifixed,α are hyperplanes not passing through a fixed
point [335]. As opposed to the Diα the latter are allowed to move. Furthermore, the
divisors Ri are directly related to the unresolved orbifold and are independent on the
resolution as they do not feel the blow up procedure.
In the case of h1,1− (X ) 6= 0 some divisors E (or divisor orbits under the orbifold group
on the T6) in the geometry of the covering space X may not be invariant under the
orientifold action σ, but are mapped to other divisors E˜ (or orbits under the orbifold
group), i.e. :
σE = E˜ . (4.65)
In this case, a pair of divisors (Ei, Ea), which are eigenstates (with eigenvalues ±1)
under σ may be constructed:
Ei :=
1
2
(E + E˜) , Ea :=
1
2
(E − E˜) (4.66)
such that:
σEi = Ei , σEa = −Ea . (4.67)
Then we have ωi ∈ H1,1+ (X ) and ωa ∈ H1,1− (X ) for their corresponding Hodge dual
two–forms. This way, the h1,1− (X ) odd forms ωa are paired with h1,1− (X ) even forms
ωi. To this end, the original number of divisors h
1,1(X ) is split into h1,1+ (X ) even and
h1,1− (X ) odd divisors. These numbers are determined for the orientifolds of the resolved
orbifolds (4.50) in [335] and are displayed in Table 22.
In the orbifold limit, discussed before, the involution σ : zi −→ −zi introduces 64
O3–planes. Some of them may be identified under orbifold group θ or may be grouped
into orbits under the orbifold group. In the smooth case the orientifold action has to
be chosen on the local patches in terms of the local coordinates (zj , yi). Those of the
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Γ h1,1+ h
1,1
− Γ h
1,1
+ h
1,1
−
Z3 23 13 Z8−II 23 4
Z4 19 6 Z8−II 31 0
Z4 23 4 Z12−I 19 6
Z4 31 0 Z12−I 23 6
Z6−I 19 6 Z12−II 31 0
Z6−I 23 6 Z2 × Z2 51 0
Z6−II 19 6 Z2 × Z4 61 0
Z6−II 23 6 Z2 × Z6 51 0
Z6−II 23 8 Z2 × Z6′ 36 0
Z6−II 27 8 Z3 × Z3 47 37
Z7 15 9 Z3 × Z6 51 22
Z8−I 19 5 Z4 × Z4 90 0
Z8−I 27 0 Z6 × Z6 84 0
Table 22: Hodge numbers h1,1(X ) after the orientifold action.
64 O3–planes on the cover, which are located away from the resolved patches (resulting
from the global involution) remain the same in the resolved orientifold. The O3–plane
solutions, which coincide with the orbifold fixed sets are replaced by the solutions of
the corresponding patch. This way an orientifold of a resolved orbifold may have less
than 64 O3–planes.
The total D3–brane charge is calculated as follows. The contribution from the
O3–planes is (in the orientifold quotient X /Z2 of X )
Q3(O3) = −1
4
× nO3 , (4.68)
where nO3 denotes the number of O3–planes. The stacks a of D7–branes contribute to
the D3–tadpole (in the orientifold quotient X /Z2)
Q3(D7) = −1
2
∑
a
nD7,a χ(Da)
24
, (4.69)
where nD7,a denotes the number of D7–branes in the stack located on the divisor Da.
As we have seen, the Da can be local D–divisors as well as exceptional divisors E. The
last contribution to the D3–brane tadpole comes from the O7–planes (in the orientifold
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quotient X /Z2):
Q3(O7) = −1
2
∑
a
χ(Da)
6
. (4.70)
So the total D3–brane charge that must be canceled is
Q3,tot = −nO3
4
− 1
2
∑
a
(nD7,a + 4)χ(Da)
24
. (4.71)
These are the values for the orientifold quotient X /Z2, in the double cover X this value
must be multiplied by two. If we would like to avoid mobile D3–branes, this tadpole
may be saturated by turning on 3–form flux G3.
The formula (4.71) for the total D3–brane charge Q3,tot differs from the known
tadpole equation for the singular orbifold case by the second term. The latter is
induced by the curvature of the D7–branes which is absent in the singular case. In
that case, the number of orientifold O3–planes is always 64, i.e. nO3 = 64, and (4.71)
boils down to Q3,tot = −16 [339]. In the CFT description, this tadpole originates
from the total leading divergent contribution of the Klein bottle amplitude ZK(1, 1) of
the untwisted orbifold sector. However, there are additional tadpole contributions from
other orbifold sectors to be canceled. More precisely, the tadpole arising from the Klein
bottle amplitude ZK(1, θk) and in addition for even N the Z2–twisted tadpole related to
ZK(θN/2, θk) have to be canceled (k = 0, . . . , N−1). The tadpoles from the sector (1, 1)
and for even N also from the sector (1, θN/2) may be canceled by introducing the right
amount of D3–brane (or/and three–form flux) and D7–branes, respectively. On the
other hand, the divergences of the Klein bottle amplitude ZK(1, θk), k 6= 0 or for even N
from the combination ZK(1, θk)+ZK(θN/2, θk), k 6= 0, N/2 can only be canceled against
any of the annulus and Mo¨bius strip contributions in the case that the orbifold group Γ
is Z3, Z6−I , Z6−II , Z7 or Z12−I [26] or Z2×Z2,Z3×Z3,Z6×Z6,Z2×Z3,Z2×Z6,Z2×Z′6
[125]. Hence singular orbifolds have much more constraining tadpole equations, which
are non–trivial to fulfill for all ZN– and ZN ×ZM orbifolds. However, if one introduces
discrete torsion or vector structure tadpoles from all orbifold sectors may be completely
canceled in all singular orbifold cases [126, 97, 348].
Nevertheless, the orientifolds X constructed geometrically in [335] in the large ra-
dius regime from resolved orbifolds X need not have a CFT counterpart in their orbifold
limit, since D–branes (in particular stacks of D7 and O7–branes) wrapping cycles which
vanish in the orbifold limit, give rise to extra non–perturbative states in the orbifold
limit.
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As an example let us discuss the resolved Z2 × Z2 orientifold68 with the orien-
tifold action (4.12) allowing for O3 and O7–planes. This orbifold allows for two
different resolutions, one symmetric and one asymmetric. In the following we shall
report the symmetric resolution [349]. The orbifold has 48 non–isolated singulari-
ties fiα,jβ with the local topology C
2/Z2 × C located at zi = fα, zj = fβ, with
i < j, i, j = 1, 2, 3, α, β = 1, . . . , 4. The points fα denote the four fixed points of
T
2/Z2. Each fixed line is resolved locally by introducing one exceptional divisor Eiα,jβ,
with the topology of IP1 × IP1, blown up in four points. The latter correspond to the
four intersections of a fixed line with the fixed planes in T6/Z2×Z2. In addition, there
are 12 divisors Diα, α = 1, . . . 4, i = 1, 2, 3, which are hyperplanes passing through
the fixed points fα, i.e. Diα = {zi = fα}. The topology of the divisors Diα is IP1× IP1.
Note that both divisors Eiα,jβ and Di,α have the Hodge numbers h
0,1 = 0 = h0,2. The
orientifold action (4.12) may be introduced such, that it is compatible with the local
patches, such providing 64 O3–planes. Furthermore on each divisor Diα an orientifold
action producing an O7–plane may be introduced. The tadpole from the O7–planes
may be locally canceled by placing a stack of eight D7–branes on top of each O7–plane.
Thus, with nO3 = 64, nD7,a = 8 and χ(IP
1 × IP1) = 4, from (4.71) we obtain a total
D3–brane charge of Q3,tot = −28. A basis of divisors is given by the three untwisted
Ri ≡ dzi ∧ dzi divisors and the 48 exceptional divisors Eiα,jβ. The divisors Diα may
be expressed as linear combination of those divisors:
D1α = R1 −
4∑
β=1
E1α,2β −
4∑
γ=1
E1α,3γ ,
D2α = R2 −
4∑
β=1
E1β,2α −
4∑
γ=1
E2α,3γ , (4.72)
D3α = R3 −
4∑
β=1
E1β,3α −
4∑
γ=1
E2γ,3α .
Note, that these equations give rise to relations between the gauge coupling Vol(Diα)
on a stack of D7–branes, which is wrapped on the divisor Diα, and the divisor volumina
Vol(Ri) and Vol(Eiα,jβ), e.g.
Vol(D1α) = r1 −
4∑
β=1
t1α,2β −
4∑
γ=1
t1α,3γ . (4.73)
68As already pointed out in subsection 2.2.10 there are two different Z2×Z2 type IIB orientifolds, c.f.
table 7. In the following we resolve the orbifold with the Hodge numbers Hodge numbers h1,1+ (X ) = 51
and h2,1
−
(X ) = 3. On the other hand, in subsection 5.3 we shall discuss the first orbifold, with
h1,1+ (X ) = 3 and h2,1− (X ) = 51.
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The Ka¨hler form J2 is expanded with respect to this basis:
J2 =
3∑
i=1
ri Ri −
4∑
α,β=1
t1α,2β E1α,2β −
4∑
β,γ=1
t2β,3γ E2β,3γ −
4∑
α,γ=1
t1α,3γ E1α,3γ . (4.74)
The intersection ring may be determined after gluing together the local patches:
Vol(X ) = 1
6
∫
X
J2 ∧ J2 ∧ J2 = (4.75)
= r1r2r3 − 1
2
4∑
β,γ=1
(
r1 t
2
2β,3γ + r2 t
2
1β,3γ + r3 t
2
1β,2γ
)
− 1
3
4∑
α,β=1
(
t31α,2β + t
3
2α,3β + t
3
1α,3β
)− 1
2
4∑
α,β,γ=1
t1α,2β t2β,3γ t1α,3γ
+
1
4
4∑
α,β,γ=1
(
t1α,2β t
2
2β,3γ + t1α,2β t
2
1α,3γ + . . .
)
. (4.76)
Hence, the Ka¨hler potential for the 51 Ka¨hler moduli of the orientifold X becomes
κ24 KKM = −2 lnVol(X ).
In [335] all other orbifolds (4.50) have been resolved and a consistent orientifold
action (4.12) introduced. See also [77] for a detailed pedagogical work on this. The
phenomenology of these orbifolds in view of moduli stabilization has been discussed in
[340].
4.3 Open string moduli space
The fluctuations of a D–brane are described by a set of massless open string states. On
the D–brane world volume there are the massless gauge fields Aaµ, which are represented
by massless open string modes with Neumann boundary conditions. Furthermore, the
transverse excitations of the D–brane are described by massless open string modes with
Dirichlet boundary conditions. If the D–brane is wrapped around a cycle, additional
Wilson line moduli may appear, provided the wrapped part of the D–brane contains
non–trivial one–cycles. For a Dp–brane wrapped around a p−3–cycle Cj, the spectrum
of open string moduli is determined by the cohomology of the cycle Cj . We have
dimH0+(Cj, NCj) D–brane position moduli Ck (matter) and dimH
0,1
− (Cj) Wilson line
moduli Ai [153, 336, 133]. Here NCj denotes the normal bundle of the p− 3–cycle in
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X . The open string moduli are69:
D− brane positions : Ck k = 1, . . . , dimH0+(Cj, NCj) ,
Wilson lines : Ai i = 1, . . . , dimH
0,1
− (Cj) . (4.78)
Both classes of moduli fields are in the adjoint representation of the gauge group.
From point of view of the D = 4 effective field theory open string moduli lead to an
enlargement of the moduli space discussed in the previous subsection 4.2. Further open
string moduli may arise from a non–trivial gauge bundle on the D–brane world volume.
Finally, additional charged matter fields Caa′ or Cab arise from self–intersections of one
stack a of Dp–branes with its orientifold mirror a′ or from intersections of different
stacks a, b of Dp and Dp′–branes, respectively:
Matter fields : Caa′ Open strings between stack a and its orientifold mirror a
′ ,
Matter fields : Cab Open strings between stack a and stack b . (4.79)
To conclude, our set of open string moduli C, introduced in subsection 4.1, is comprised
by the sets (4.78) and (4.79). In this subsection we shall report on the dependence
of the effective action on the open string moduli fields (4.78). The dynamics of those
fields may be derived by a dimensional reduction of the Born–Infeld and CS world
volume action. This has been accomplished for a stack of space–time filling D3–branes
in [350, 351] and for a single D7–brane in [352, 153, 336, 133]. Furthermore, for D5,
D9–branes a similar analysis has been performed in [353]. More general work on the
interplay between the open and closed string moduli space for D–branes on Calabi–Yau
spaces has been pioneered in [217, 354, 355, 356]. On the other hand, the dependence
of the effective action on the second type of moduli (4.79) is more complicated due
to the lack of a local action description of the intersection of two D–branes. However
studying scattering of matter fields from D–branes proves to be a powerful tool to
determine those open string couplings (c.f. subsection 4.4).
In the following we show, how to obtain the kinetic energy terms for Wilson line
moduli Ai and D-brane position moduli Ck by performing a dimensional reduction
of the Born–Infeld action (2.37). To understand better the structure of the interplay
between the open and closed string moduli sectors we shall focus on type IIB orientifolds
of toroidal orbifolds. The latter have been introduced in subsection 4.2.5.
69E.g. for a D7–brane wrapping the four–cycle Cj this dictionary reduces to [153, 336, 133]:
D− brane positions : Ck k = 1, . . . ,dimH2,0− (Cj) ,
Wilson lines : Ai i = 1, . . . ,dimH
0,1
−
(Cj) . (4.77)
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4.3.1 Open string moduli from Dp–branes in toroidal orientifolds
Let us start with the Born–Infeld action (2.37) for a stack of np Dp–branes and di-
mensionally reduce this action on a Cp−3–cycle. For this we assume the orthogonal
splitting of the ten–dimensional metric G into tangential and orthogonal components
with respect to the Dp–brane world volume
G =
3∑
µ,ν=0
ηµν dx
µ dxν +
p∑
i,j=4
gij dy
i dyj +
9∑
i,j=p+1
g˜ij dy
i dyj (4.80)
Similarly, we make the following decomposition of the gauge field strength F in (2.37):
FaMN =
 0 0 00 Faij −Dνaai
0 Dµa
a
j F
a
µν
 . (4.81)
Here, the matrix 2πα′ Faij = Bij+2πα′F aij , i, j = 4, . . . , p combines the anti–symmetric
tensor B with the constant background fluxes F aij . The latter are in the Cartan subal-
gebra of the gauge group Ga. Furthermore, the a
a
i are Wilson lines with respect to the
i–th internal direction. In the Born–Infeld action (2.37) the 9− p transverse position
moduli φi, i = p+1, . . . , 9 are incorporated by the pull–back, i.e. by replacing in (2.37)
the space–time part of metric G by [105]:
P [Gµν ] = ηµν + (2πα
′)2 g˜ij Dµφi Dνφj . (4.82)
With the backgrounds (4.80) and (4.81) and after replacing (4.82) into (2.37) at the
leading order in D = 4 we obtain the following terms from the Born–Infeld action for
the Dp–brane70:
SDp = − 1
2π
∫
d4x e−Φ
√−g4
√
det(g + 2πα′F)
{
np∑
a=1
[
1
(2πα′)2
+
1
4
F aµνF
aµν
+
1
2
ηµν Dµφ
i
a g˜ij Dνφ
j +
1
2
ηµν Dµa
a
i (g + 2πα
′F)ijsymm. Dνaaj
]}
+ . . . .
(4.83)
Here, the index symm. means symmetrization of the corresponding matrix. Since in
D = 4 the gauge kinetic term is invariant under a Weyl rescaling, we immediately
extract the real part of the gauge kinetic function:
Re(fDpa) = (2π)
−1 e−Φ
√
det(g + 2πα′ F) . (4.84)
70Note, that this is the type II result, while the type I result receives an additional factor of 1/
√
2.
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Due to the calibration condition this result agrees with the results from the previous
Subsections 4.2.3 and 4.2.4. The Weyl rescaling gµν → e2Φ(detG)−1/2gµν , which trans-
forms the Einstein term of the closed string sector into its canonical form, yields the
following kinetic energy term for the 9− p Dp–brane position moduli φja and the p− 3
Wilson lines aai :
− 1
4π
∫
d4x eΦ
√−g4
√
det(g + 2πα′F)√
detG
(4.85)
×
{
np∑
a=1
ηµν Dµφ
i
a g˜ij Dνφ
j + ηµν Dµa
a
i (g + 2πα
′F)ijsymm Dνaaj
}
.
Additional kinetic energy terms mixing the Wilson line moduli Ai with axions of
the closed string moduli derive in type I from the coupling (c.f. Eq. (2.121))∫
d10x
√−g10 e−2Φ
(
dC2 − κ
2
10
g210
ω3
)2
, (4.86)
with the CS three–form ω3 = A∧dA+ 23 A∧A∧A. In type IIB orientifolds with D9– and
D5–branes those couplings appear from the world–volume CS–coupling
∫
C6 ∧F2 ∧F2
of the D9–branes and the CS–coupling
∫
C2 ∧ F2 ∧ F2 of the D5–branes. On the other
hand, in type IIB orientifolds with D3– and D7–branes these couplings appear from
the world–volume CS–coupling
∫
C4 ∧ F2 ∧ F2 of the D7–branes. Furthermore, kinetic
energy terms mixing the position moduli φi with axions of the closed string moduli
derive from the pullback of the Ramond forms Cp [153]
P [Cq] =
(
1
q!
Cµνi1...iq−2 −
1
(q − 1)! Dµφ
i Ciνi1...iq−2 +
1
2(q − 2)! Dµφ
i Dνφ
j Ciji1...iq−2
)
× dxµ ∧ dxν ∧ dxi1 . . . ∧ dxiq−2 (4.87)
applied on the CS–action of the Dp–branes.
As an application let us discuss the case, that the internal manifold X is a direct
product (2.207) of three two–tori T2, with the metric (2.189). Furthermore, we assume
F = 0. In that case we may simplify the integrand of (4.85) to the form:
− 1
4π
∫
d4x eΦ
√−g4 1√
det g˜
(4.88)
×

np∑
a=1
(p−3)/2∑
i=1
1
ti2u
i
2
|ui Dµaa2i+2 −Dµaa2i+3|2 +
3∑
j=(p−3)/2+1
tj2
uj2
|Dµφ2j+2a + uj Dµφ2j+3a |2
 .
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The (real) fields Ai and φ
j do not yet correspond to complex scalars of supersymmetry
multiplets and the proper complex fields A and C have to be defined by introducing
the complex structures uj1 = U
j
2 , u
j
2 = U
j
1 :
Aal = U
l
aa2l+2 + i a
a
2l+3 , l = 1, . . . ,
p− 3
2
,
Caj = −i φ2j+2a + U j Dµφ2j+3a , j =
p− 3
2
+ 1, . . . , 3 .
(4.89)
In the following we shall construct the Dp–brane moduli spaces by combining the
actions (4.88) and (4.86).
4.3.2 D9– and D5–branes
D9–branes:
For p = 9 the kinetic energy terms (4.88) may be written
− 1
4π
∫
d4x
√−g4
n9∑
a=1
3∑
l=1
1
T l1U
l
1
|U l Dµaa2l+2 − i Dµaa2l+3|2 , (4.90)
with the holomorphic moduli T l, introduced in (4.38). In D = 4 the type I coupling
(4.86) gives rise to the terms:
3∑
i=1
1
(T i + T
i
)2
[ ∂T i2 +
1
2
nD9∑
a=1
(∂aa2i+2 a
a
2i+3 + a
a
2i+2 ∂a
a
2i+3) ]
2 . (4.91)
On the other hand, in type IIB this coupling arises from from the world–volume CS–
coupling
∫
C6 ∧ F2 ∧ F2 of the D9–branes. Together with the closed string moduli
metrics (for the fields S, T i and U j), given in Eq. (4.61), the metrics (4.90) and (4.91)
conspire together and may be derived from the Ka¨hler potential K [161]
κ24 K = − ln(S + S)−
3∑
i=1
ln
[
(T i + T
i
)(U i + U
i
)− 1
2
nD9∑
a=1
(Aai + A
a
i )
2
]
, (4.92)
with the redefined Ka¨hler moduli T i:
T i = T i
∣∣
A=0
+
1
2
nD9∑
a=1
aa2i+2 A
a
i , i = 1, 2, 3 . (4.93)
The Ka¨hler potential (4.92) unifies the geometry of open and closed sting moduli in
the coset space:(
SU(1, 1)
U(1)
)
S
⊗
3∏
i=1
(
SO(2, 2 + nD9)
SO(2)× SO(2 + nD9)
)
T i,U i,Aai
. (4.94)
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For toroidal orbifolds, some of the moduli are projected out by the orbifold group and
only a part of (4.94) survives.
D5–branes:
For p = 5 the kinetic energy terms (4.88) may be written
− 1
4π
∫
d4x
√−g4 (4.95)
×
{
n5∑
a=1
1
S1U11
|U1 Dµaa4 − i Dµaa5|2 +
∑
j,k=2,3
1− δjk
U j1T
k
1
|i Dµφ2j+2a + U j Dµφ2j+3a |2
}
,
with the holomorphic moduli S, T i, introduced in (4.38). Again, additional kinetic
energy terms, mixing the open and closed string moduli derive from type I coupling
(4.86).
For toroidal orbifolds, some of the moduli are projected out by the orbifold group
and only a part of (4.95) survives. The Wilson line moduli Aa1 = U
1
aa4 + ia
a
5 conspire
with the closed string moduli S, U1 into a single Ka¨hler potential. The type I coupling
(4.86) gives rise to the terms:
1
(S + S)2
[ ∂S1 +
1
2
nD5∑
a=1
(∂aa4 a
a
5 + a
a
4 ∂a
a
5) ]
2 . (4.96)
On the other hand, in type IIB this coupling arises from from the world–volume CS–
coupling
∫
C2 ∧ F2 ∧ F2 of the D5–branes. Together with the closed string moduli
metrics (for the fields S, T 1 and U1), given in Eq. (4.61), the couplings (4.95) and
(4.96) may be derived from the Ka¨hler potential K [161]:
κ24 K = − ln(T 1 + T 1)− ln
[
(S + S)(U1 + U
1
)− 1
2
nD5∑
a=1
(Aa1 + A
a
1)
2
]
, (4.97)
with the redefined dilaton S field:
S = S |A=0 +
1
2
nD5∑
a=1
aa4 A
a
1 . (4.98)
The Ka¨hler potential (4.97) unifies the geometry of open and closed sting moduli in
the coset space: (
SU(1, 1)
U(1)
)
T 1
⊗
(
SO(2, 2 + nD5)
SO(2)× SO(2 + nD5)
)
S,U1,Aa1
. (4.99)
189
D9/D5–branes:
In the case of both D9– and D5–branes the mixing between open and closed string
moduli becomes more complicated. We consider nD9 D9–branes, which are wrapped
around the full internal space X and nD5 D5–branes wrapping the first torus. In
addition, Wilson lines aa4, a
a
5 and a˜
a
4, a˜
a
5 with respect to this torus are turned on. Here the
first set of Wilson lines refers to the D9, while the second group refers to the D5 gauge
group. According to (4.89) they are grouped into the complex scalars Aa = U
1
aa4+ i a
a
5
and A˜a = U
1
a˜a4 + i a˜
a
5, respectively. For the case A˜
a = 0 the moduli space and the
corresponding Ka¨hler potential would be given by (4.92) and (4.94) (with Aa2, A
a
3 = 0),
while for Aa = 0 the moduli space and the Ka¨hler potential would be given by (4.97)
and (4.99), i.e. :(
SU(1, 1)
U(1)
)
S
⊗
(
SO(2, 2 + nD9)
SO(2)× SO(2 + nD9)
)
T 1,U1,Aa
, A˜a = 0 , (4.100)(
SU(1, 1)
U(1)
)
T 1
⊗
(
SO(2, 2 + nD5)
SO(2)× SO(2 + nD5)
)
S,U1,A˜a
, Aa = 0 . (4.101)
In the case A, A˜ 6= 0 the full Ka¨hler manifold of complex dimension 3 + n5 + n9 is no
longer a symmetric space and the Ka¨hler potential becomes [161]
κ24 K = − ln
[
(T 1 + T
1
)(U1 + U
1
)− 1
2
nD9∑
a=1
(Aa + A
a
)2
]
,
− ln
[
(S + S)(U1 + U
1
)− 1
2
nD5∑
a=1
(A˜a + A˜
a
)2
]
+ ln(U1 + U
1
) , (4.102)
with the redefined fields:
S = S |A˜a=0 +
1
2
nD5∑
a=1
a˜a4 A˜
a ,
T 1 = T 1
∣∣
Aa=0
+
1
2
nD9∑
a=1
aa4 A
a . (4.103)
Instead of the Ka¨hler potential (4.102) one may also use the following Ka¨hler potential:
κ24 K = − ln
[
(S + S)(T 1 + T
1
)(U1 + U
1
)− 1
2
(S + S)
nD9∑
a=1
(Aa + A
a
)2
−1
2
(T 1 + T
1
)
nD5∑
a=1
(A˜a + A˜
a
)2
]
. (4.104)
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The corresponding scalar manifold is not anymore of special type, though it is Ka¨hler.
Actually, it corresponds to the homogeneous not symmetric space L(0, n5, n9) [357].
This geometry describes the vector multiplet moduli space of K3× T2 or T4/ZN × T2
orientifolds with the action (4.13) and D9/D5–branes [161].
4.3.3 D3– and D7–branes
D3–branes:
Since the case with nD3 space–time filling D3–branes is T–dual to the D9–brane
case, we may keep the discussion short. From Eq. (4.88) for a D3–brane we derive the
following kinetic energy terms
− 1
4π
∫
d4x
√−g4
nD3∑
a=1
3∑
j=1
1
T j1U
j
1
|i Dµφ2j+2a + U j Dµφ2j+3a |2 (4.105)
for the six transverse coordinates φia, i = 1, . . . , 6. The latter are arranged into the
three complex fields (4.89). In addition, the pullback (4.87) of the Ramond 4–form
yields the coupling on the D3–world volume
1
4
Dµφ
i Dνφ
j Cijρσ dx
µ ∧ dxν ∧ dxρ ∧ dxσ ,
which mixes the kinetic energy terms of the brane positions φi with the axion of the
Ka¨hler moduli T i. To this end, the closed string moduli S, T i, U i conspire together
with the three complex fields Cai , defined in Eq. (4.89), into the coset space:(
SU(1, 1)
U(1)
)
S
⊗
3∏
i=1
(
SO(2, 2 + nD3)
SO(2)× SO(2 + nD3)
)
T i,U i,Cai
. (4.106)
The Ka¨hler potential (4.61) is upgraded to:
κ24 K = − ln(S + S)−
3∑
i=1
ln
[
(T i + T
i
)(U i + U
i
)− 1
2
nD3∑
a=1
(Cai + C
a
i )
2
]
, (4.107)
with the redefined Ka¨hler moduli T i:
T i = T i
∣∣
C=0
+
1
2
nD3∑
a=1
φ2i+3a C
a
i , i = 1, 2, 3 . (4.108)
D7–branes:
191
For nD7 D7–branes Eq. (4.88) yields:
− 1
4π
∫
d4x
√−g4 (4.109)
×
{
nD7∑
a=1
3∑
j,k=1,2
1− δjk
T k1 U
j
1
|U j Dµaa2j+2 − i Dµaa2j+3|2 +
1
S1U31
|i Dµφ8a + U3 Dµφ9a|2
}
.
The definitions for complex fields A1, A2 and C3 may be found in Eq. (4.89). In addition,
the pullback (4.87) of the Ramond 8–form yields the coupling on the D7–world volume
1
2 · 6! Dµφ
i Dνφ
j Cijρσk1...k4 dx
µ ∧ dxν ∧ dxρ ∧ dxσ ∧ dxk1 ∧ . . . ∧ dxk4 ,
which mixes the kinetic energy terms of the brane positions φi with the axion of the
dilaton S. To this end, the closed string moduli S, T i, U i and the open string modulus
C3 give rise to the coset:(
SU(1, 1)
U(1)
)
T 3
⊗
3∏
i=1
(
SO(2, 2 + nD7)
SO(2)× SO(2 + nD7)
)
S,U3,Ca3
. (4.110)
The corresponding Ka¨hler potential is:
κ24 K = − ln(T 3 + T 3)− ln
[
(S + S)(U3 + U
3
)− 1
2
nD7∑
a=1
(Ca3 + C
a
3)
2
]
, (4.111)
with the redefined dilaton S field:
S = S |C=0 +
1
2
nD7∑
a=1
φ9a C
a
3 . (4.112)
D3/D7–branes:
In the case of both D3– and D7–branes the mixing between open and closed string
moduli becomes more complicated. In fact, this case is T–dual to the D9/D5–case,
discussed before and a similar structure is exhibited. We consider nD3 (space–time
filling) D3–branes and nD7 D7–branes, which are transversal to the third torus. In
the following we consider the D3–brane positions φ8, φ9 and D7–brane positions φ˜8a, φ˜
9
a
along the third torus. According to (4.89) these positions are grouped into the complex
scalars Ca = −iφ8a + U 3 φ9a and C˜a = −iφ˜8a + U 3 φ˜9a, respectively. For the case C˜a = 0
the moduli space and the corresponding Ka¨hler potential would be given by (4.107)
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and (4.106) (with Ca1 , C
a
2 = 0), while for C
a = 0 the moduli space and the Ka¨hler
potential would be given by (4.111) and (4.110), i.e. :(
SU(1, 1)
U(1)
)
S
⊗
(
SO(2, 2 + nD3)
SO(2)× SO(2 + nD3)
)
T 3,U3,Ca
, C˜a = 0 , (4.113)(
SU(1, 1)
U(1)
)
T 3
⊗
(
SO(2, 2 + nD7)
SO(2)× SO(2 + nD7)
)
S,U3,C˜a
, Ca = 0 . (4.114)
In the case C, C˜ 6= 0 the full Ka¨hler manifold of complex dimension 3 + n3 + n7 and
the Ka¨hler potential becomes:
κ24 K = − ln
[
(S + S)(T 3 + T
3
)(U3 + U
3
)− 1
2
(S + S)
nD3∑
a=1
(Ca + C
a
)2
−1
2
(T 3 + T
3
)
nD7∑
a=1
(C˜a + C˜
a
)2
]
. (4.115)
with the redefined fields:
S = S |C˜a=0 +
1
2
nD7∑
a=1
φ˜9a C˜
a ,
T 3 = T 3
∣∣
Ca=0
+
1
2
nD3∑
a=1
φ9a C
a . (4.116)
This geometry describes the vector multiplet moduli space of K3× T2 or T4/ZN × T2
orientifolds with the action (4.12) and D3/D7–branes [358]. The Ka¨hler potential
(4.102) may be derived from the following N = 2 prepotential [161, 358]:
F (S, T 3, U3, C, C˜) = ST 3U3 − 1
2
S
n3∑
b=1
(Cb)2 − 1
2
T 3
n7∑
a=1
(C˜a)2 . (4.117)
D3/D7–branes with two–form fluxes:
On the internal D7–brane world volume the non–trivial (magnetic) two–form gauge
flux
FaNP = Fa45 + Fa67 = 2πα′
(
F a45 dx
1 ∧ dy1 + F a67 dx2 ∧ dy2
)
(4.118)
may be turned on. The latter obey the quantization rule F aij = 2π
naij
maij
, i.e. :
faij =
1
(2π)2
∫
Cij
Faij = α′
naij
maij
, (i, j) = (4, 5) , (6, 7) . (4.119)
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The dependence of the moduli and matter field metrics on these two–form fluxes has
been derived in [339, 338]:
G
T 3T
3 =
1
(T 3 + T
3
)2
, GSS =
1
(S + S)2
, G
U3U
3 =
1
(U3 + U
3
)2
,
G
C˜aC˜a
=
1
(S + S)(U3 + U
3
)
− α
′−2 fa45f
a
67
(T 3 + T
3
)(U3 + U
3
)
,
G
CbC
b =
1
(T + T )(U3 + U
3
)
. (4.120)
In fact, up to second order in the open string moduli Ca and C˜a, we may summarize
these results in the Ka¨hler potential [359]
κ24 K = − ln
[
(S + S)(T 3 + T
3
)(U3 + U
3
)− 1
2
n3∑
b=1
(S + S) (Cb + C
b
)2
− 1
2
n7∑
a=1
[ (T 3 + T
3
)− (S + S) fa45fa67 α′−2 ] (C˜a + C˜a)2
]
, (4.121)
which is derived from the following N = 2 prepotential [359]:
F (S, T 3, U3, C, C˜) = ST 3U3−1
2
S
n3∑
b=1
(Cb)2−1
2
n7∑
a=1
(T 3−α′−2 S fa45fa67) (C˜a)2 . (4.122)
Hence, Eq. (4.121) is the generalization of (4.115) to the case of non–vanishing two–
form fluxes on the D7–brane world–volume. It may be interesting to note, that a similar
instanton–number dependent prepotential arises in heterotic K3×T2 compactifications
[360]. Finally, the moduli space described by the Ka¨hler potential (4.121) corresponds
to an orientifold limit of the underlying F–theory compactification on K3×K3. The
latter has been investigated thoroughly in [359].
4.4 Scattering of moduli and matter fields on the disk
4.4.1 Disk amplitudes and open/closed string moduli space
The low–energy effective string action (2.92) may be reconstructed from string scat-
tering amplitudes. Up to the order (two–derivative level), displayed in (4.1) and (4.2),
the function K(M,M), the matter field metric GCC and the trilinear couplings Wijk
may be derived by computing four–point scattering amplitudes involving moduli and
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matter fields. This program has been pioneered in [328] for heterotic CY compactifi-
cations by considering tree–level four–point scattering on the sphere. In [338, 361] this
idea is generalized to type II orientifolds with D–branes. Though partial results may
be also obtained by considering two– or three–point amplitudes on the disk [338, 362],
only four–point amplitudes can give the full answer [338, 361]. These amplitudes give
non–trivial information on the Riemann curvature of the geometric moduli space and
matter field couplings.
In the following we shall discuss tree–level disk scattering from D–branes. The
world–sheet diagram of a string S–matrix describing the interaction of open and closed
strings at (open string) tree–level can be conformally mapped to a surface with one
boundary. The latter may be described by a disk, which is conformally equivalent to
the upper (complex) half–plane H+ = {z ∈ C | Im(z) > 0}. The string states, which
correspond to asymptotic states in the string S–matrix formulation, are created through
vertex operators. The open string vertex operators are inserted at the boundary of the
disk. On the other hand, the closed string vertex operators are inserted inside the
disk. In theories with D–branes massless fields like gauge fields, Wilson line moduli
or matter fields originate from open string excitations living on the D–brane world–
volume. Hence the boundary of the disk diagram is attached to the D–brane world–
volume. On the other hand, the closed strings, representing e.g. the graviton, dilaton
S and metric moduli M live in the bulk and are inserted in the bulk of the disk. The
disk, represented as upper half plane H+, may be obtained from the full complex plane
representing the sphere, through a Z2 projection z 7→ z. It is convenient to perform the
computations in the double cover, i.e. in the complex plane C, by taking into account
the interaction between left–moving and right–moving closed string fields (doubling
trick). Disk scattering of gauge, matter and moduli fields in the presence of D–branes
has been pursued in [363, 338].
For each type II compactification on the CY manifold X on the closed string world–
sheet a two–dimensional (2, 2) superconformal field theory (SCFT) with stress tensors
(T, T ), supercurrents (TF , T F ) and the Abelian U(1) currents (J, J) is furnished. From
the SCFT the string spectrum and all couplings from the closed string sector may
be derived. From the viewpoint of this CFT the geometric moduli fields M describe
marginal deformations of the underlying σ–model. The vertex operators in the (−1,−1)
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picture for NSNS moduli are given by
V
(−1,−1)
tK
(z, z, k) = ctK e
−φ˜(z) e−φ(z) ΠK(z, z) eikρX
ρ(z) , K = 1, . . . , h1,1(X ) ,
V
(−1,−1)
uΣ
(z, z, k) = cuΣ e
−φ˜(z) e−φ(z) ΞΣ(z, z) eikρX
ρ(z) , Σ = 1, . . . , h2,1(X ) ,
(4.123)
and their complex conjugates. The fields φ, φ˜ are related to the U(1) currents of
the superconformal system and k is the space–time momentum. The latter obeys
the massless on–shell constraints k2 = 0. The normalizations ctK , cuΣ may be fixed
by considering four–point correlators. The conformal fields ΠK(z, z) , ΞΣ(z, z) have
conformal dimensions (h, h) = (1
2
, 1
2
) with respect to the internal left/right (2, 2) SCFT
of type II superstring compactifications on X . The field ΠK(z, z) has U(1) charges
(1,−1) in type IIA and (1, 1) in type IIB, while the field ΞΣ(z, z) has the charges
charges (1, 1) in type IIA and (1,−1) in type IIB with respect to the internal U(1)
currents J, J [364, 365]. The vertex operators for the other sectors may be obtained by
spectral flow. Finally the vertex operator for the bosonic massless NSNS closed string
modes describing a graviton, dilaton or anti–symmetric tensor in the (−1,−1) ghost
picture is given by:
V
(−1,−1)
G (z, z, q) = ǫµν e
−φ˜(z) e−φ(z) ψ˜µ(z) ψν(z) eiqνX
ν(z,z) . (4.124)
The polarization tensor ǫµν is subject to the on–shell conditions ǫµνq
µ = 0 = ǫµνq
ν
and q2 = 0. For further details, see also [366]. Apart from these constraints we shall
perform the calculation for arbitrary polarization ǫµν , thus allowing to also extract
the gauge and matter field couplings to the graviton and anti–symmetric tensor. The
polarization ǫµν in (4.124) determines the relevant closed string state:
ǫµν = ǫνµ , Graviton ,
ǫµν = −ǫνµ , Kalb− Ramond ,
ǫµν =
1√
2
(ηµν − qµqν − qνqµ) , q2 = 0 , qµqµ = 1 , Dilaton . (4.125)
After introducing the orientifold action, the vertex operators (4.123) do not correspond
to moduli fields representing complex scalars of chiral multiplets in N = 1 in D = 4.
We have to define new vertex operators related to the holomorphic moduli fields T I , UΣ
through a linear combination. As a result, e.g. in type IIB orientifolds with D3/D7–
planes the vertex operator (4.123) for the Ka¨hler moduli T I is replaced by (c.f. Eq.
(4.24)) [361]
V
(−1,−1)
T I
(z, z, k) =
1
6
KIJ V (−1,−1)
tJ
(z, z, k) . (4.126)
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with the inverse intersection form KIJ .
The uncharged moduli fields M ∈ {T I , UΣ} interact with each other through their
σ–model couplings or interact gravitationally. In addition there are couplings due to
a moduli dependent scalar potential V in (2.92). At tree–level the string S–matrix
ADisk(M I ,MJ ,MK ,ML) of four moduli fields M decomposes into a power series in α′,
starting at α′−1. Each power in α′ accounts for a class of irreducible and reducible
Feynman diagrams with four external legs. The reducible diagrams are built from the
above described interactions with intermediate moduli or graviton exchanges. The first
order in α′ gives:
ADisk(M I ,MJ ,MK ,ML)
∣∣∣
α′1
= t RIJKL+κ
2
4
st
u
GIL GKJ +κ
2
4
tu
s
GIJ GKL , (4.127)
with the metric GIJ and the Riemann tensor RIJKL of the closed string moduli space
M . Furthermore, we have introduced the kinematic invariants s = α′(k1 + k2)2, t =
α′(k1+k3)2, u = α′(k1+k4)2 with the four external space–time momenta ki of the four
incoming and outgoing moduli fields. Subleading contributions α−1, α0 originate for a
non–vanishing potential V in the action (2.92). After extracting the first α′ order of the
string amplitude ADisk(M I ,MJ ,MK ,ML), the equation (4.127) becomes a non–trivial
differential equation for the closed string Ka¨hler potential K(M,M), which allows to
fix uniquely the closed string moduli metrics (5.114).
For type II compactifications on X a similar relation (4.127) holds for the geometric
moduli mI ∈ {tI , uK} of X [328]:
ASphere(mI , mJ , mK , mL)
∣∣∣
α′1
= t R˜IJKL + κ
2
4
st
u
gIL gKJ + κ
2
4
tu
s
gIJ gKL , (4.128)
with the metric gIJ and Riemann tensor R˜IJKL of the closed string moduli space m.
The four moduli string S–matrix ASphere(mI , mJ , mK , mL) is computed on the sphere
with the vertex operators (4.123). The set of equations (4.128) allow to probe the
N = 2 results of subsection 4.2. In that case not any subleading corrections from
a moduli–dependent scalar potential exist. We may apply the relation between the
N = 2 and N = 1 metrics
gIJ KIK KJL = −
9
4
GKL +
9
4
KK KL , (4.129)
to translate the r.h.s. of (4.128) into N = 1 language. However due to the second
term in (4.129) the r.h.s. of (4.128) does not map to the r.h.s. of (4.127) as a result of
additional interactions between left– and right moving closed string fields on the disk.
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Now we consider the scattering of two closed and two open string moduli. Open
string moduli may account for Wilson lines Ai, D–brane positions Ck (c.f. (4.78)) and
charged matter fields Caa′ , Cab (c.f. (4.79)). The vertex operator for such an open
string state is given by
VCα(z, k) = cα e
−φ(z) Λα(z) ei kρX
ρ(z) , (4.130)
to be inserted at the boundary z = z of the disk H+. Here, the field Cα collectively
accounts for the open string fields Ai, Ck, Caa′ and Cab, introduced in (4.78) and (4.79).
On the boundary the world–sheet supercurrent is given by TF (z, z) =
1
2
[ TF (z)+TF (z) ].
The conformal fields Λα(z) have conformal dimension h = 1
2
. Again, the normalization
cα may be fixed by considering scattering of e.g. four open string moduli C
α. The
linear α′–order of a disk scattering of two closed string moduli M I ,M
J
and two open
string moduli Cα, C
β
gives [328]:
ADisk(M I ,MJ , Cα, Cβ)
∣∣∣
α′1
= t RIJαβ + κ
2
4
tu
s
GIJ Gαβ , (4.131)
with mixed components of the Riemann tensor for the whole moduli space:
RIJαβ = KIJαβ −KIαγ Gγδ KδβJ . (4.132)
Again, subleading contributions α−1, α0 originate for a non–vanishing potential V .
Finally we discuss the disk scattering of four open string moduli, which gives non–
trivial information on three–point functions Wijk of (4.1).
ADisk(Cα, Cβ, Cγ, Cδ)
∣∣∣
α′0
=
t
u
Gαδ Gγβ +
t
s
Gαβ Gγδ + e
κ24K(M,M) Wαγλ G
λµ W µβδ ,
(4.133)
As an application of the program outlined above we shall now determine the effective
action (2.92) for orientifolds of toroidal orbifold compactifications, i.e. we determine
their closed and open sting moduli couplings [338, 361]. The advantage of these con-
struction is, that for the orbifolds (4.50) an exact conformal field theory description is
accessible [367].
4.4.2 Scattering of moduli and matter fields in toroidal orientifolds
In the following we shall concentrate on type II orbifolds (4.50) endowed with the
orientifold actions (4.13) or (4.12). We refer the reader to subsection 4.2.5 for more
details on these constructions.
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The vertex operators (4.123) for the geometric untwisted moduli ti, uj, whose num-
bers are given in Eq. (4.52), are derived from the closed string σ–model (2.2) coupled
to the orbifold background gIJ metric:
VtK (z, z, k) =
1
2
ctK e
−φ˜(z) e−φ(z)
∂
∂tK
gIJ ψ˜
I(z) ψJ(z) eikρX
ρ(z) , K = 1, . . . , h1,1untw. ,
VuΣ(z, z, k) =
1
2
cuΣ e
−φ˜(z) e−φ(z)
∂
∂uΣ
gIJ ψ˜
I(z) ψJ(z) eikρX
ρ(z) , Σ = 1, . . . , h2,1untw. .
(4.134)
Hence, in Eq. (4.123) the (h, h) = (1
2
, 1
2
) conformal fields ΠK and ΞΣ are given by
ΠI(z, z) =
1
2
∂
∂tK
gIJ ψ˜
I(z) ψJ(z) , ΞΣ(z, z) =
1
2
∂
∂uΣ
gIJ ψ˜
I(z) ψJ(z) , (4.135)
with the internal left– and right–moving fermion fields ψI(z) and ψ˜J(z), respectively.
On the other hand, for blown up moduli related to an isolated fixpoint fα under the
orbifold group element θ the internal conformal fields are:
Πθ,α(z, z) =
3∏
i=1
σ˜iθi,f iα(z) s˜
i
θi
(z) σiθi,f iα(z) s
i
θi
(z) . (4.136)
We have introduced the bosonic twist fields σjθj (z) and fermionic spin fields s
j
θj
(z). The
fields σ, s generate branchings on the (internal) fields ∂XJ(z), ∂XJ(z) and ψI(z), ψ˜I(z),
respectively. At a fixpoint fα the local behavior of those fields in the presence of
twist fields is given by the operator products [367]. The twist field σiθi has conformal
dimension 1
2
θi(1 − θi), while the spin field siθi has dimension 12(θi)2. Hence, the field
(4.136) has conformal weights (h, h) = (1
2
, 1
2
), subject to the supersymmetry relation
θ1+ θ2+ θ3 = 1 of the orbifold twist (4.51). Furthermore, the internal conformal fields
Λα(z) of the open string moduli vertex operator are
Λi(z) = λ ψi(z) , i = 1, . . . , 6 , (4.137)
Λϕ(z) = λ
3∏
i=1
σiϕi(z) s
i
ϕi
(z) , 1/4 BPS matter , (4.138)
Λϕ(z) = λ
2∏
i=1
σiϕi(z) s
i
ϕi
(z) , 1/2 BPS matter , (4.139)
with λ the Chan–Paton gauge degrees of freedom and ψi(z) the internal fermionic
open string field. While the fields Λi describe untwisted matter fields, the fields Λϕ
correspond to twisted matter fields. The latter originate in type IIA from open strings
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stretched between two intersecting D6–branes with the relative intersection angles ϕi
with respect to the three internal complex planes. In the T–dual type IIB picture these
fields describe matter from open strings stretched between Dp and Dp′–branes. The
latter may also carry non–trivial world volume two–form flux f j, to be specified in a
moment. In both cases the map to the intersecting D6–brane picture is convenient. In
(4.139) and (4.138), the spin field siϕi has conformal dimension
1
2
(1−ϕi/π)2. With the
supersymmetry relation (2.181) the fields Λϕ(z) have conformal dimension 1/2.
In the following we shall restrict to the case of a factorizable six–torus (2.207). We
refer the reader to subsection 2.3.3 for the definition of the geometric moduli in (2.188)
and (2.190). In addition, we turn on an internal constant magnetic background flux
2πα′ Faij = Bij + 2πα′ F aij. The latter is assumed to be block–diagonal with respect to
the three tori T2j . Hence we may write:
Faij := diag ( Fa1 , Fa2 , Fa3 ) , Faj =
(
0 f ja
−f ja 0
)
. (4.140)
In the case of a factorizable six–torus (2.207), with the geometric moduli (2.188) and
(2.190), the vertex operators (4.134) reduce to:
V
(−1,−1)
tK
(z, z, k) =
1
tK − tK
e−φ˜(z) e−φ(z) Ψ˜j(z) Ψj(z) eikρX
ρ(z,z) , K = 1, . . . , h1,1untw. ,
V
(−1,−1)
uΣ
(z, z, k) =
−1
uΣ − uΣ e
−φ˜(z) e−φ(z) Ψ˜j(z) Ψj(z) eikρX
ρ(z,z) , Σ = 1, . . . , h2,1untw. .
(4.141)
More precisely the vertex operator for the imaginary part t2 of t is given by Vt2 =
i (Vt − Vt), which amounts to symmetrizing the vertex operator Vt with respect to
the left- and right-movers. The vertex operator for the real part of t can be obtained
from space-time supersymmetry. In the following we compute the amplitudes for the
imaginary part t2 by using the above operator Vt and its conjugate while summing over
the two resulting amplitudes at the end of the computation. Furthermore, above we
have introduced the complex bosonic and fermionic fields [338] (j = 1, 2, 3):
Z
j
=
√
tj2
2uj2
(X2j−1 + uj X2j) , Zj =
√
tj2
2uj2
(X2j−1 + uj X2j) ,
Ψ
j
=
√
tj2
2uj2
(ψ2j−1 + uj ψ2j) , Ψj =
√
tj2
2uj2
(ψ2j−1 + uj ψ2j) . (4.142)
In this writing, the Green’s functions for the internal bosonic fields ∂Z and fermions
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Ψ take the simple form:
〈∂Zj(z1) ∂Zj(z2)〉 = − 1
(z1 − z2)2 , 〈∂Z
j(z1) ∂Z
j(z2)〉 = 0
〈Ψj(z1) Ψj(z2)〉 = 1
z1 − z2 , 〈Ψ
j(z1) Ψ
j(z2)〉 = 0 . (4.143)
The interaction between (internal) left– and right–moving closed string fields on the
double cover of the disk is described through the correlators [338]
〈∂Zj(z1) ∂Zj(z2)〉 = − D
j
(z1 − z2)2 , 〈∂Z
j(z1) ∂Z
j(z2)〉 = 0 ,
〈Ψj(z1) Ψ˜
j
(z2)〉 = D
j
z1 − z2 , 〈Ψ
j(z1) Ψ˜
j(z2)〉 = 0 , (4.144)
with the matrix
Dj =
{
1 , Neumann ,
−1 , Dirichlet , (4.145)
for Neumann or Dirichlet boundary conditions in both directions of the two–torus T2j ,
respectively. In the case of mixed boundary conditions originating from an (internal)
world–volume two–form flux f j, the matrix (4.145) is generalized to [338]:
Dj =
tj − tj + 2 f j
tj − tj − 2 f j
=
tj2 − i f j
tj2 + i f
j
, Mixed D/N . (4.146)
Obviously, we have DjD
j
= 1. Note, that the two cases in (4.145) follow from (4.146)
in the limit f j → 0 and f j →∞, respectively. Moreover, in the dual type IIA case, we
have Dj = e−2iϕ
j
. For our special background, a six–torus T6 being the direct product
of three single two–tori T2j , correlators involving fields from different internal complex
planes vanish. This is due to internal U(1) charge conservation.
The open string vertex operator corresponding to the complex open string moduli
Ci, introduced in Eq. (4.89), becomes:
V
(−1)
Ci (z, k) = λ e
−φ(z) Ψi(z) eikνX
ν(z) , i = 1, 2, 3 . (4.147)
Orbifolds with a factorized six–torus (2.207) have the closed string moduli space
given in the first line of (4.55), with h2,1untw. = 0, 1, 3. One example is the Z2 × Z2–
orbifold, with h2,1untw. = 3. We shall perform our string S–matrix computations for this
orbifold, since the results may be easily truncated to simpler cases h2,1untw. ≤ 2, if we just
fix the relevant complex structure moduli in the corresponding expressions. According
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to (4.127) from a disk scattering of four closed string moduli we obtain information on
the Riemann tensor of the closed string moduli space. This information is enough to
deduce the closed string moduli Ka¨hlerpotential. The result is the first line of (4.56)
and given by the second last terms of (2.154):
κ24 K = −
3∑
i=1
ln(ti + t
i
)−
3∑
Σ=1
ln(uΣ + uΣ) . (4.148)
From scattering four closed string moduli fields on the sphere one ends up with the
same result. It has been already pointed out in [328], that D = 4 heterotic N = 1 or
N = 2 type II compactification on the same manifold have the same metric moduli
spaces up to second order in the momenta. We have checked this for the kind of models
we discuss in this article.
Let us now move on to the metrics of the open string moduli C. The power of
the string computation shows up for deriving the metrics for the fields (4.153), i.e.
(twisted) matter fields originating from open strings stretched between a D9–brane
and a D5–brane or a D3– and D7–brane. A detailed analysis of the amplitudes (4.131)
and (4.133) with the vertex operator (4.139) gives the results for the open string moduli
metrics involving 1/4 BPS matter Cϕ [338]
κ24GCϕCϕ = e
Φ4
3∏
j=1
(uj − uj)−ϕ
j
π
√
Γ(ϕj/π)
Γ(1− ϕj/π)
3∏
k=1
(tk − tk)−γ ϕ
k
π
−β , (4.149)
with ϕ1+ϕ2+ϕ3 = 2π. Here, the parameters β, γ are rational numbers, to be explained
and fixed in [361]. On the other hand, for the open string moduli metrics involving
1/2 BPS matter Cϕ (ϕ
3 = 0), with the vertex operator (4.138), we obtain [339]
κ24GCϕCϕ = e
Φ4 (t3 − t3)σ2
2∏
j=1
(uj − uj)−ϕ
j
π
√
Γ(ϕj/π)
Γ(1− ϕj/π) , (4.150)
with σ = ±1, depending, whether the open strings in the third plane have Neumann
or Dirichlet boundary conditions, respectively. The angles ϕj measure the (relative)
magnetic flux f j in the j–th subtorus T2j felt by the open string, which is stretched
between a Dp–brane stack a and a Dp′–stack b. More precisely
ϕj ≡ ϕjab = arctan
(
f jb
tr2
)
− arctan
(
f ja
tr2
)
, (4.151)
with the two–form fluxes f ja , f
j
b on stack a and b, respectively. In the T–dual picture
the above matter field metrics correspond to the metrics of matter fields of open strings
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stretched between two D6–branes intersecting with the angles ϕj with respect to the
j–th complex plane.
D9– and D5–branes
In the following we shall first discuss type IIB orbifolds (4.50) with the orientifold
action (4.13). The latter allows for D9– and D5–branes. Depending on which two–
torus they are wrapped there may be three kinds of D5–brane stacks. In the following
D5j denotes a stack of D5–branes wrapped around the j–th subtorus T
2
j . There are
the two classes of open string moduli (4.78) and (4.79). The first class (4.78) comprises
the complex fields (c.f. Eq. (4.89) for their definitions):
Wilson line moduli of D9 A9i , i = 1, 2, 3 ,
Wilson lines of D5 A5ii , i = 1, 2, 3 ,
Positions of D5i C
5i
j , i, j = 1, 2, 3 , i 6= j .
(4.152)
The second class (4.79) is composed by the complex matter fields:
D9D5−matter C95i , i = 1, 2, 3 ,
D5D5−matter C5i5j , i, j = 1, 2, 3, i 6= j ,
D9D5−matter with 2− flux C95i , i = 1, 2, 3 ,
(4.153)
The open string fields C95i and C5i5j correspond to 1/2 BPS matter, while in the
case, that there is a world–volume two–form flux f j on the D9–brane, the fields C95i
correspond to 1/4 BPS matter. A detailed analysis of the amplitudes (4.131) and
(4.133) gives the following results for the open string moduli metrics (in terms of the
holomorphic closed string moduli) [338]:
κ24 GA9iA
9
i
=
1
(U i + U
i
) (T i + T
i
)
√
[1 + (f˜k)2] [1 + (f˜ l)2]
1 + (f˜ i)2
, i, j, k = 1, 2, 3 , j 6= i 6= k ,
κ24 GA5ii A
5i
i
=
1
U i + U
i
1
S + S
, i = 1, 2, 3 ,
κ24 GC5ij C
5i
j
=
1
U j + U
j
1
T k + T
k
, i, j, k = 1, 2, 3 , j 6= i 6= k ,
(4.154)
with f˜ i = f i/ti2. The non–diagonal matrix elements vanish for T
6 a direct product of
three two–tori:
GAiAj = 0 , GCiCj = 0 , ι 6= j . (4.155)
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The above metrics agree with the results from a dimensional reduction of the Born–
Infeld action (c.f. subsection (4.3.2)). Furthermore, for vanishing two–form flux these
metrics have been also derived in [368].
Let us now turn to the matter field metrics of the fields (4.153). Expressed by
the holomorphic closed string moduli (4.38) the metric (4.149) for 1/4 BPS matter
becomes:
κ24GCϕCϕ = (S + S)
− 1
4
− 3β
2
−γ
3∏
j=1
(T j + T
j
)−
1
4
+β
2
+γ(1+ϕ
j
π
) (U j + U
j
)−
ϕj
π
√
Γ(ϕj/π)
Γ(1− ϕj/π) .
(4.156)
On the other hand, the metric (4.150) for 1/2 BPS matter becomes:
κ24GCϕCϕ = (S + S)
σ−1
4 (T 3 + T
3
)
σ−1
4
×
2∏
j=1
(T j + T
j
)−
σ+1
4 (U j + U
j
)−
ϕj
π
√
Γ(ϕj/π)
Γ(1− ϕj/π) . (4.157)
Equppied with these results we may derive the matter field metrics for the fields (4.153).
First, we consider a D5–brane, wrapped around the third two–torus T23 and a D9–brane
wrapped around the full six–torus T6. This system, which is 1/2 BPS, preserves N = 2
space–time supersymmetry and we shall apply (4.157). With respect to the third torus,
open strings have Neumann boundary conditions, i.e. σ = 1. On the other hand, in
the dual type IIA picture, the two branes intersect at the angles π/2 within the other
two internal planes, i.e. ϕjab =
1
2
, j = 1, 2 and we obtain:
κ24 GC953C953 =
1
(T 1 + T
1
)1/2(T 2 + T
2
)1/2
1
(U1 + U
1
)1/2 (U2 + U
2
)1/2
. (4.158)
Furthermore, for two D5–branes, with one wrapping the torus T21 and the other one
wrapping the torus T22 the open string coordinates have pure Dirichlet boundary con-
ditions w.r.t the third plane T23, i.e. σ = −1. Again, in the dual type IIA picture,
the two branes intersect at the angles π/2 within the other two internal planes, i.e.
ϕjab =
1
2
, j = 1, 2. Hence, from Eq. (4.157) we deduce:
κ24 GC5152C5152 =
1
(S + S)1/2(T 3 + T
3
)1/2
1
(U1 + U
1
)1/2 (U2 + U
2
)1/2
. (4.159)
D3– and D7–branes
204
In the following we shall first discuss type IIB orbifolds (4.50) with the orientifold ac-
tion (4.12). The latter allows for D3– and D7–branes. Depending on which two–torus
they are transversal to there may be three kinds of D7–brane stacks. In the following
D7j denotes a stack of D7–branes transversal to the j–th subtorus T
2
j . There are the
two classes of open string moduli (4.78) and (4.79): The first class (4.78) comprises
the complex fields (c.f. Eq. (4.89) for their definitions):
positions of D3 C3i , i = 1, 2, 3 ,
positions of D7i C
7i
i , i = 1, 2, 3 ,
Wilson lines of D7i A
7i
j , i, j = 1, 2, 3 , j 6= i .
(4.160)
The second class (4.79) is composed by the complex fields:
D3D7−matter C37i , i = 1, 2, 3 ,
D7D7−matter C7i7j , i, j = 1, 2, 3, i 6= j ,
D3D7−matter with 2− flux C37i , i = 1, 2, 3 ,
D7D7−matter with 2− flux C7i7j , i, j = 1, 2, 3 , i 6= j .
(4.161)
The open string fields C35i and C7i7j correspond to 1/2 BPS matter, while in the
case, that there is a world–volume two–form flux f j on the D7–branes, the fields C7i7j
correspond to 1/4 BPS matter. A detailed analysis of the amplitudes (4.131) and
(4.133) gives the following results for the open string moduli metrics ( in terms of the
holomorphic closed string moduli) [339]:
κ24 GC3i C
3
i
=
1
(U i + U
i
) (T i + T
i
)
, i = 1, 2, 3 ,
κ24 GC7ii C
7i
i
=
1
U i + U
i
1
S + S
|1− f˜ j f˜k| , i, j, k = 1, 2, 3 , j 6= i 6= k ,
κ24 GA7ij A
7i
j
=
1
U j + U
j
1
T k + T
k
, i, j, k = 1, 2, 3 , j 6= i 6= k .
(4.162)
The non–diagonal matrix elements vanish for T6 a direct product of three two–tori:
GAiAj = 0 , GCiCj = 0 , ι 6= j . (4.163)
The above metrics agree with the results from a dimensional reduction of the Born–
Infeld action (c.f. subsection (4.3.3)). Furthermore, for vanishing two–form flux these
metrics have been also derived in [368].
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Let us now turn to the matter field metrics for the fields (4.161), i.e. matter fields
originating from open strings stretched between a D3–brane and a D7–brane. Ex-
pressed by the holomorphic closed string moduli (4.24) the metric (4.149) becomes
κ24GCϕCϕ = (S + S)
− 1
4
+ 3β
2
+γ
3∏
j=1
(T j + T
j
)−
1
4
−β
2
−γ(1+ϕj
π
) (U j + U
j
)−
ϕj
π
√
Γ(ϕj/π)
Γ(1− ϕj/π) ,
(4.164)
while the metric (4.150) takes the form:
κ24GCϕCϕ = (S + S)
−σ+1
4 (T 3 + T
3
)−
σ+1
4
×
2∏
j=1
(T j + T
j
)
σ−1
4 (U j + U
j
)−
ϕj
π
√
Γ(ϕj/π)
Γ(1− ϕj/π) . (4.165)
Equipped with these results we may derive the matter field metrics for the fields (4.161).
First, we consider a D7–brane, transversal to the third two–torus T23 and a (space–
time filling) D3–brane. This system, which is 1/2 BPS, preserves N = 2 space–time
supersymmetry and we shall apply (4.165). With respect to the third torus, open
strings have Dirichlet boundary conditions, i.e. σ = −1. On the other hand, in the
dual type IIA picture, the two branes intersect at the angles π/2 within the other two
internal planes, i.e. ϕjab =
1
2
, j = 1, 2 and we obtain:
κ24 GC373C373 =
1
(T 1 + T
1
)1/2(T 2 + T
2
)1/2
1
(U1 + U
1
)1/2 (U2 + U
2
)1/2
. (4.166)
Furthermore, for two D7–branes, with one transversal to the torus T21 and the other
transversal to the torus T22 the open string coordinates have pure Neumann boundary
conditions w.r.t the third plane T23, i.e. σ = 1. Again, in the dual type IIA picture,
the two branes intersect at the angles π/2 within the other two internal planes, i.e.
ϕjab =
1
2
, j = 1, 2. Hence, from Eq. (4.165) we deduce:
κ24 GC7172C7172 =
1
(S + S)1/2(T 3 + T
3
)1/2
1
(U1 + U
1
)1/2 (U2 + U
2
)1/2
. (4.167)
Finally, the generalization of (4.169) to the case, that there is internal two–form flux
(c.f. Eq. (4.151))
ϕj = arctan
(
f j
tj2
)
, j = 1, 2 (4.168)
on the D7–brane world–volume, may be obtained from (4.165):
κ24 GC373C373 =
1
(T 1 + T
1
)1/2(T 2 + T
2
)1/2
1
(U1 + U
1
)ϕ1 (U2 + U
2
)ϕ2
. (4.169)
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To conclude this subsection we refer the reader to [361] for a more detailed and
complete account on matter field metrics.
4.5 Yukawa couplings in type II orientifolds
The structure of Yukawa couplings in realistic string models is of particular interest,
since it gives rise to non–trivial predictions on the couplings between the Higgs field
and the SM fermions of the MSSM. In particular, these couplings have to correctly
describe the observed masses and mixings of quarks and leptons. Hence a hierarchical
structure of different Yukawa couplings for the different generations has to emerge.
These properties are natural in heterotic orbifold compactifications with chiral matter
arising from different fixpoints [367, 369, 370, 371, 372, 373, 374]. In those compacti-
fications an exponentially suppressed hierarchical structure emerges from the different
locations of fix–points, where chiral matter fields from the twisted sectors are located.
In this subsection we shall review Yukawa couplings of chiral matter in type II orien-
tifolds [375, 376, 377, 378, 379, 380]. In the following we consider type IIB orientifolds
with magnetized D9– or D7–branes and IIA orientifolds with intersecting D6–branes.
The chiral matter fields in the bifundamental representation arise from open strings
stretched between different stacks of D–branes. Each of them generically comprises
an U(N) gauge group. Non–trivial Yukawa couplings appear from a set of three dif-
ferent stacks of D–branes allowing for three different types of bifundamental matter
fields interacting. In type IIA the Yukawa couplings Yijk describe the interaction of
three chiral matter fields labeled by i, j and k. The latter originate from open strings
stretched between two intersecting D6–branes. The coupling of three matter fields i, j
and k has been computed in [377, 378, 379]:
Y IIAijk = e
Φ4/2
3∏
r=1
σ
(r)
abc (t
r
2)
1/4
(
Γ(1− 1
π
ϕrab) Γ(1− 1π ϕrca) Γ(1− 1π ϕrbc)
(2π)3 Γ( 1
π
ϕrab) Γ(
1
π
ϕrca) Γ(
1
π
ϕrbc)
)1/4
× ϑ
[
δrijk
0
]
(0; tr IrabI
r
bcI
r
ca) , (4.170)
with ϕrbc = π − ϕrab − ϕrca. Here, the angles ϕrab with respect to the r–th subtorus T2r
are the relative angles of two intersecting stacks a, b. The latter comprise one (twisted)
matter field contributing in the Yukawa coupling. The intersection numbers Irab with
respect to the r–th subtorus T2r have been introduced in (2.192). The latter may be
expressed in terms of the relative angles ϕrab. Furthermore, we have introduced the
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quantities:
σ
(r)
abc = sign(I
r
abI
r
bcI
r
ca) , δ
r
ijk =
ir
Irab
+
jr
Irca
+
kr
Irbc
. (4.171)
Strictly speaking, the expression (4.170) is valid for σ
(r)
abc = 1. In the case σ
(r)
abc = −1, the
Ka¨hler modulus tr has to be replaced by t
r
. The only flavor dependence of the Yukawa
couplings (4.170) enters through δrijk. The Jacobi function ϑ accounts for world–sheet
disk instantons originating from maps of the open string disk world-sheet into the target
space. In Eq. (4.170) the product of Γ functions is the quantum part of the three point
function of three twisted matter fields. It arises form a correlator of three twist fields
(4.137) inserted at the boundary of the disk. This factor has been computed in [378].
Since all vertex operators are inserted at the boundary of the disk, the quantum part
is just the square root of an identical closed string computation performed in heterotic
orbifold compactifications [370, 371].
On the other hand, in type IIB with magnetized D9–branes, which are wrapped
around the three subtori T2r , r = 1, . . . , 3, with the geometric moduli, introduced in
(2.188) and (2.190), one finds71 the Yukawa coupling [375, 380]:
Y IIBijk = e
Φ4/2
3∏
r=1
σ
(r)
abc (u
r
2)
1/4
(
Γ(1− 1
π
ϕrab) Γ(1− 1π ϕrca) Γ(1− 1π ϕrbc)
(2π)3 Γ( 1
π
ϕrab) Γ(
1
π
ϕrca) Γ(
1
π
ϕrbc)
)1/4
× ϑ
[
δrijk
0
]
(0; ur IrabI
r
bcI
r
ca) . (4.172)
The intersection numbers Irab with respect to the torus T
2
r have been introduced in
(2.192). They measure the (relative) magnetic flux f r in the r–th subtorus felt by the
open string, which is stretched between stack a and b. More precisely
Irab = p
r
a q
r
b − qra prb =
1
α′
pra p
r
b ( f
r
b − f ra ) ,
ϕrab = arctan
(
f rb
tr2
)
− arctan
(
f ra
tr2
)
,
(4.173)
with the two–form fluxes f ra , f
r
b on stack a and b, respectively. The latter are quantized,
i.e. f r = α′ qa
pa
. The two expression (4.170) and (4.172) are related by the T–duality
(2.196).
71The product of Γ functions in (4.172) has the following power series expansion:
Γ(1− 1
pi
ϕrab) Γ(1−
1
pi
ϕrca) Γ(
1
pi
ϕrab+
1
pi
ϕrca)
Γ( 1
pi
ϕr
ab
) Γ( 1
pi
ϕrca) Γ(1−
1
pi
ϕr
ab
−
1
pi
ϕrca)
= 1
pi
ϕrabϕ
r
ca
ϕr
ab
+ϕrca
− 2
pi4
ζ(3) (ϕrabϕ
r
ca)
2 + O(ϕ6). In fact, in [380]
only the first term of this expansion has been derived. In this reference the Yukawa couplings are
computed in field theory as overlap wave function integrals of two fermions and one complex scalar
over the compact dimensions.
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According to (4.133) the holomorphic trilinear couplings Wijk, which appear in the
superpotential (4.1), give rise to the physical Yukawa couplings:
Yijk = (Gab Gbc Gca)
−1/2 eκ
2
4K0/2 Wijk . (4.174)
With the matter field metrics (4.156) and (4.164), we derive:
W IIAijk =
3∏
r=1
ϑ
[
δrijk
0
]
(0; tr IrabI
r
bcI
r
ca) ,
W IIBijk =
3∏
r=1
ϑ
[
δrijk
0
]
(0; ur IrabI
r
bcI
r
ca) . (4.175)
The Yukawas and trilinear couplings between untwisted matter fields may be found in
[338].
To conclude this subsection we want to add a few remarks. The only flavor de-
pendence of the Yukawa couplings (4.170) and (4.172) enters through the parameters
δrijk, defined in (4.171). The flavor structure of Yukawa couplings in type II orientifolds
allowing for a hierarchical structure of different Yukawa couplings for the different gen-
erations has been investigated in [381, 382, 383]. The Yukawa couplings Yijk allow to
study the proton decay in type II orientifolds. This has been investigated in [52, 53].
With respect to dimension six operators the string proton decay rate is enhanced by
a factor of α
1/3
GUT relative to the corresponding result in four–dimensional GUTs. Fi-
nally, the computation of Yukawa couplings from intersecting D–branes in CY spaces
is pioneered by matrix factorization in [384, 385, 386]. Other work on disk scattering
of open strings in type II orientifolds with D–branes includes the scattering of several
matter fields [387] and multi–gluon scattering [388, 389].
4.6 One–loop gauge corrections in type II orientifolds
4.6.1 General aspects of one–loop gauge threshold corrections
In this subsection we turn to the computation of one–loop gauge threshold corrections in
Type II orientifolds with D–branes. Unlike what happens e.g. in perturbative heterotic
string vacua, the tree–level gauge couplings for the various gauge groups, arising from
different stacks of D–branes, are generically not the same72 at the string scale. For
example in Type IIA they follow from dimensional reducing the Born–Infeld action of
72See however the special construction in [204].
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a D6–brane on a three–cycle of the internal manifold X and are given in Eq. (3.19).
Hence a priori there is no unification of gauge couplings at the string scale (at string
tree–level) as for each gauge factor we may have a different three–cycle with different
volume. Similar conclusions are drawn in type IIB. For example in type IIB with
D3/D7–branes the gauge couplings are given by the volumina of different four–cycles
c.f. (4.33). One–loop gauge threshold corrections ∆a (to the gauge group Ga), which
take into account Kaluza–Klein and winding states from the internal dimensions and
the heavy string modes, may change this picture [390].
Generically the latter depend on the moduli fields φ and for certain regions in the
moduli space these corrections may become huge and thus may have a substantial
impact73 on the unification scale. One–loop gauge corrections are very important
quantities to probe the low–energy physics below the string scale as they change the
running of the gauge couplings for scales µ below the string scale according to the
Georgi, Quinn and Weinberg evolution equations of ordinary field theories:
1
g2a(µ)
=
1
g2a, tree
+
ba
16π2
ln
M2string
µ2
+
1
16π2
∆a . (4.176)
Here ga,tree is the bare tree–level gauge coupling of the gauge group Ga. In string theory
this coupling is related to the string coupling gstring. In field theory with charged point
particles the quantity ∆a is determined by computing the respective Feynman loop-
diagram, depicted in Figure 17.
AN
one − loop
field theory
all (charged)
particles
running in the loop
ANpoint particle
Figure 17: One–loop gauge threshold effect in field theory
On the other hand, in superstring theory with D–branes the corresponding one–
loop gauge threshold effect ∆a arises from a cylinder diagram with its two boundaries
attached to Dp– and Dp′–branes. On one of them the two gauge vectors AM of the
gauge group Ga under consideration couple to the closed loop (for anomaly free gauge
group), c.f. Figure 18. Hence one of the D–branes must carry the gauge group Ga
73This effect has been thoroughly investigated for heterotic N = 1 string vacua in [329, 330, 391].
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under consideration. In addition, there is a Mo¨bius diagram starting and ending at the
same D–brane. In other words, the Mo¨bius diagram may be understood as a cylinder
with one boundary attached to the Dp–brane with gauge group Ga, where the two
gauge fields couple and the second boundary representing a crosscap attached to an
orientifold O–plane (c.f. Figure 18). On the other hand, since neither the Klein bottle
nor the torus worldsheet have boundaries, where gauge fields from the branes could
couple, these diagrams do not contribute to one–loop gauge threshold corrections.
A
Dp’Dp
open string
one − loop A
A
Dp
open string
one − loop
Op’
Ga
NA
N N
N
Ga Möbiuscylinder
Figure 18: One–loop gauge threshold effects in string theories with D–branes.
In a generic string background with N = 2 SUSY in D = 4 the gauge kinetic
terms are 1/2 BPS protected, which means that only 1/2 BPS states contribute in
the one–loop diagram. Furthermore, in that case the gauge kinetic function does not
receive any further corrections beyond one–loop. Though this is a special case, since
only a subset of the charged states of the spectrum contributes in the loop, it is a more
generic property, which also holds in theories with N = 1 SUSY in D = 4.
The gauge threshold corrections ∆a for a gauge group Ga are given by a (weighted)
sum over the masses of charged particles running in the loop. This effect may be
written as a Schwinger type integral
∆a =
∫ ∞
ǫ
dt
t
Tr′ (−1)F F e−t M2 , (4.177)
with some UV–regularization ǫ. The masses M depend on the geometry of the under-
lying compactification manifold X . Indeed, in a more geometric language, the gauge
threshold corrections ∆a are determined by a topological invariant of the compactifi-
cation manifold X , namely the analytic Ray–Singer torsion of the manifold X [392].
The latter is computed explicitly based on topological arguments, see [393, 394, 395]
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for examples in heterotic string theory or [396] in heterotic M–theory. As an example,
let us discuss type I superstring theory compactified on K3×T2 with D9–branes com-
prising the gauge group Ga (in addition for consistency, there is a set of D5–branes).
In that case the gauge kinetic term is a 1/2 BPS protected quantity depending on the
vectormultiplet moduli only (c.f. subsection 4.3.2 for a detailed account on that moduli
space). For the background K3×T2 we shall evaluate the integral (4.177), which boils
down to a sum over all Kaluza–Klein masses with respect to the torus T2. The latter
has the Ka¨hler modulus t, the complex structure u and non–trivial Wilson lines a1, a2.
In terms of the latter the Kaluza–Klein BPS–masses of the open strings are given by:
α′ M2KK =
1
t2u2
|m1 + a1 + u (m2 + a2)|2 ,
with the integers m1, m2. Therefore, (4.177) becomes:
∆a =
∫ ∞
0
dt
t
 ∑
(m1,m2)
e
− πt
t2u2
|m1+a1+u(m2+a2)|2 − t2
t

= t2
∫ ∞
0
dt
t2
∑
(n1,n2)6=(0,0)
e
−πt2
tu2
|n1+un2|2 e2πi(a1n2+a2n1) . (4.178)
The second term in the first line of (4.178) is a regularization to remove the state
(m1, m2) = (0, 0). The above integral may be evaluated following the techniques pre-
sented in [397], with the result [398]:
∆a = − ln
∣∣∣∣∣∣eπia22u
θ
[
1/2
1/2
]
(a1 − u a2, u)
η(u)
∣∣∣∣∣∣
2
. (4.179)
The t–dependence has dropped out as a result of scale invariance of the integrand
(4.178). Indeed, the result (4.179) is the analytic torsion of the genus one torus T2
endowed with the non–trivial background a1, a2 [392].
In heterotic N = 1 string compactifications, the one–loop threshold correction ∆a
(more precisely the difference of two corrections ∆a and ∆a′ for two different gauge
groups Ga and Ga′) is related to the closed string topological partition function F1
at genus one [399]. Similarly, in type II with D–branes this correction is given by the
open string topological partition function F0,2, i.e. the open string topological partition
function on an annulus [393]. Hence (4.179) is related to the open string topological
partition function F0,2 [398].
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4.6.2 Gauge threshold corrections in type II orientifolds with D–branes
Let us now turn to the concrete results for one–loop threshold corrections in type II
orientifolds with D–branes. One–loop threshold corrections ∆a for type IIB orientifolds
with parallel D–branes have been computed in [400, 161, 401, 402], while for type IIA
orientifolds with D–branes at angles or for type IIB orientifolds with world volume
two–form flux these corrections have been pioneered in [403]. The latter results have
been generalized for non–diagonal two–form flux in [404].
The relevant amplitudes to compute at string one–loop are the cylinder and the
Mo¨bius amplitude (Figure 18). In type II orientifolds with N = 1 spacetime SUSY in
D = 4 the open strings between a Dp– and Dp′ or between a Dp– and one O–plane
may preserve 1, 1/2 or 1/4 of the original 16 supercharges of a type II orientifold in
D = 10, thus giving rise to a N = 4, 2 or N = 1 SUSY sector contributing to the gauge
threshold corrections, respectively. Since for N = 4 in D = 4 gauge couplings are not
renormalized at one–loop only the 1/2 and 1/4 BPS sectors give rise to a non–vanishing
contribution to the one–loop gauge threshold corrections in D = 4.
In IIA orientifold with intersecting D6–branes and O6–planes, the BPS sectors are
classified according to the three relative angles ϕjba = ϕ
j
b − ϕja, j = 1, 2, 3 between two
stacks of D6–branes a and b or between one stack of a D6–brane and an O6–plane.
Here j is the j–th internal complex direction (c.f. subsection 2.3 for more details). For
the case ϕjba = 0 , j = 1, 2, 3, i.e. two parallel branes or one brane is parallel to an
O6–plane all 16 supercharges are preserved. In that case the corresponding cylinder or
Mo¨bius diagram does not give rise to any one–loop threshold effect (N = 4 sector).
On the other hand, the N = 1 case ϕ1ba + ϕ2ba + ϕ3ba = 0 mod 2π gives a 1/4 BPS
contribution to the threshold corrections. It has been computed in [403] and gives:
∆IIA,N=1ab = −bN=1ab ln
Γ(1− 1
π
ϕ1ba) Γ(1− 1π ϕ2ba) Γ(1 + 1π ϕ1ba + 1π ϕ2ba)
Γ(1 + 1
π
ϕ1ba) Γ(1 +
1
π
ϕ2ba) Γ(1− 1π ϕ1ba − 1π ϕ2ba)
. (4.180)
Here, the index a refers to the D6–brane stack of the gauge group Ga under consider-
ation and the index b accounts for any other stack of D6–branes or orientifold planes,
with the relative angles obeying ϕ1ba + ϕ
2
ba + ϕ
3
ba = 0 mod 2π. To obtain all 1/4 con-
tributions to the gauge threshold correction ∆a, one has to sum over all those stacks b
under question. The factor bab is the corresponding beta–function coefficient account-
ing for all charged open strings stretched between stack a and b and contributing in
the corresponding cylinder or Mo¨bius diagram. Note, that through the angles ϕjba (c.f.
Eq. (2.195)), the whole expression74 (4.180) depends on the complex structure moduli.
74It would be interesting to see, whether the expression (4.180) may be also anticipated from the
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Furthermore, the N = 2 case occurs, if ϕkba = 0 for one k and ϕiba+ϕjba = 0 mod 2π
for the remaining two relative angles. That case gives rise to a 1/2 BPS contribution
to the one–loop threshold corrections. This contribution may be phrased as (4.178),
however with a modified mass contributing to the one–loop correction (4.177). More
precisely, with respect to the complex plane with ϕkba = 0, the open strings stretched
between the two stacks a and b, which are parallel in this subplane and each of them
carries the wrapping numbers (pka, q
k
a), have non–vanishing Kaluza–Klein momenta and
windings. Their mass is given by the mass formula of open strings stretched between
two parallel D1–branes, which are wrapped around the torus T k2 with wrapping numbers
(pka, q
k
a), c.f. Eq. (2.218):
α′ M2KK =
uk2
tk2
|nk +mktk|2
|pka + qkauk|2
. (4.181)
This mass enters the formula (4.177) and we compute [403]:
∆IIA,N=2ab = b
N=2
ab
|pka + qkauk|2
uk2
∫ ∞
0
dt
t2
∑
(nk ,mk)6=(0,0)
e
−π
t
|pka+q
k
au
k|2
tk2u
k
2
|mk+nktk|2
= −bN=2ab
[
ln tk2|η(tk)|4 + ln
|pka + qkauk|2
uk2
− κ
]
, (4.182)
with the IR regularization constant κ = γE − ln(4π). The last two terms of (4.182) are
effects of an IR–regularization [397]. Again to obtain all 1/2 contributions to the gauge
threshold correction ∆a, one has to sum over all those stacks b, which are parallel to
stack a with respect to one complex plane. In the following, let us discuss T–duality
on the result (4.182). A T–duality along the ~e1–axis of all two–tori T
2
i results in the
interchange ti ↔ ui and the set of O6–planes is converted to a set of a O3/O7–planes.
The one–loop correction (4.182) becomes:
∆IIB,N=2ab = −bN=2ab
[
ln uk2|η(uk)|4 + ln
|pka + qkatk|2
tk2
− κ
]
. (4.183)
On the other hand, a T–duality along ~e2–axis of all two–tori T
2
i results in the inter-
change ti ↔ −1/ui and ui ↔ −1/ti. Thereby the set of O6–planes is converted to a
Ray–Singer torsion of the underlying orientifold compactification X , as we have demonstrated for
the X = K3×T2 orientifold in the previous subsection. Interestingly in the corresponding M–theory
setup the gauge threshold corrections derive from the Ray–Singer torsion [396]. Furthermore, it would
be interesting, to see whether (4.180) may be related to an open string topological partition function
F0,2.
214
set of a O9/O5–planes and (4.182) becomes:
∆IIB,N=2ab = −bN=2ab
[
ln uk2|η(uk)|4 + ln
|pkatk − qka |2
tk2
− κ
]
. (4.184)
Hence Eq. (4.183) is the type IIB analog of Eq. (4.182) for the case of D3/D7– or
D7/D7–branes with two–form fluxes and (4.184) corresponds to the D9/D5 case. This
case has been studied in great detail in [400, 402]. Recall that in the equations (4.183)
and (4.184) the real part of tj is given in terms of the NS background field bj , which
gives rise to world–volume two–form flux in type IIB, c.f. subsection 2.3.3.
In type IIA with intersecting D6-branes the threshold correction (4.180) from the
N = 1 sector depend on the homology classes of the three–cycles (open string param-
eters) and also on the closed string geometrical moduli. In particular, these functions
depend on the complex structure moduli, while in IIB they are functions on the Ka¨hler
moduli. The result (4.180) may be easily translated to type IIB orientifolds with
two–form fluxes by using the relation (2.160). In the equivalent T -dual picture the
threshold corrections will be a function of the open string magnetic gauge fluxes and
of the geometrical moduli of the dual compact space, i.e. they depend on the Ka¨hler
moduli.
The type IIA result (4.182) and the type IIB results (4.183) and (4.184) are rem-
iniscent of the heterotic threshold results in toroidal orbifold compactification, where
only N = 2 orbifold sectors give rise to a moduli dependent contribution [405]. On
the other hand, in heterotic orbifold compactifications the contributions from N = 1
sectors give rise to a non–moduli dependent constant.
Since the gauge fluxes are directly related to the non-commutativity parameters of
the internal torus, we obtain in this way some interesting, new informations for one–
loop threshold corrections on non-commutative tori in string theory, a discussion which
extends recent results on one–loop corrections on compact non-commutative spaces in
the literature.
To conclude this subsection, let us mention, that other research on one–loop string
corrections in D–brane models investigates the Ka¨hler potential and the superpotential,
see [406, 407] and [408, 409] and Fayet–Iliopoulos terms [410, 181]. Furthermore in
[411], four–gluon scattering at one–loop has been investigated. Finally, results for
string amplitudes involving a world–sheet with one handle and one boundary have
been pioneered in [412, 413, 414].
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5 FLUX COMPACTIFICATIONS
All the string compactifications discussed so far, though showing some of the salient
features of the SM physics, suffer from two major shortcomings. Their common origin is
the existence of, in general, a large number, of the order of 100, massless scalar fields.
These so-called string moduli arise from the possible marginal deformations of the
string background, variations of the size of the total internal manifold or submanifolds
thereof do not cost any energy. These massless fields would give rise to long distance
interactions, which are not observed in nature. As a second issue, the parameters in the
effective four-dimensional action depend on the expectation values of these massless
fields, i.e. without knowing these string theory cannot be very predictive.
It was demonstrated that in particular non-perturbative effects like gaugino conden-
sation or world-sheet and space-time instanton corrections could in principle lift the
deformations and in four-dimensional language generate a potential for the moduli.
This would freeze the moduli and potentially give rise to a small number of supersym-
metric or non-supersymmetric minima.
More recently, it was realized that there exist solutions to the tree-level string
equations of motions in which not only the ten-dimensional metric varies non-trivially
along the compact directions, like in Calabi-Yau compactifications, but also some of
the other ten-dimensional fields. These solutions involve in particular fluxes for the
p-form tensor fields which have the power to obstruct flat deformations of Calabi-Yau
backgrounds and thus generate a potential. This leads to the freezing of (at least part
of) the moduli. The induced potential is believed to be under sufficiently good control
to make precise statements about the structure of the set of string vacua that follows
(also called the string landscape). As we will discuss in section 6, contrary to earlier
expectations, the fluxes give rise to a plethora of stable vacua. By extrapolating this
result our universe seems to be by far less unique than initially hoped for.
The subject of flux compactifications has been developed into a very broad subject
and there exist two recent review articles on the subject [74, 75]. Flux compactifications
started with the heterotic string compactifications with non-vanishing three-form H-
flux [42] (see also [140]). In many cases the effects of non-vanishing background fluxes
can be formulated in terms of an effective superpotential [44, 45, 46, 48, 49, 50]. in
the effective N = 1 supergravity action. Moreover, very often background fluxes in
string theory can be explained in supergravity by gauging isometries of the underlying
scalar moduli spaces respectively in terms of twisted tori compactifications [415, 416,
417, 418, 419, 420, 421, 422, 423, 424, 425, 426, 427, 359, 428, 429] along the lines of
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Scherk – Schwarz compactifications [430].
Making contact to the other parts of this review, our goal is to provide the frame-
work of how fluxes and D-branes can be consistently coupled together in a single
compactification ansatz. This is necessary to obtain supersymmetric models in which
moduli are stabilized, making the low energy Lagrangian in principle predictable, and
which are still rich enough to contain a realistic open string particle spectrum of non-
abelian gauge symmetries and charged chiral matter. Besides preserving space-time
supersymmetry, background fluxes can also be part of breaking supersymmetry in
the closed string bulk. Coupling fluxes to the D-branes, one can calculate effects of
supersymmetry breaking via fluxes on the open string states. In this way soft super-
symmetry breaking terms are generated on the world volumes of the D-branes. This
will be discussed in subsection 5.5. In subsections 5.3 and 5.6 we discuss how closed
string complex structure moduli can be stabilized by background fluxes in type IIB
orientifolds, where we also include the effects of a non-perturbative superpotential,
which depends on the geometrical Ka¨hler moduli fields. However we do not investigate
how open string moduli, related to the embedding of D-branes into the closed string
geometry, can be stabilized (see e.g. [358, 359, 431]).
We will restrict ourselves to some central ideas mostly along the lines of the example
of three-form fluxes in type IIB string theory as discussed in [432, 49, 433, 50, 433].
This is the situation that is under best control and has been developed primarily in view
of applications in string model building. One of the reasons is that the backreaction
of the 3-form fluxes is such that the six-dimensional space is still a warped Calabi-
Yau space. However, type IIA or heterotic flux compactifications are more difficult to
analyze. Here the backreaction of the fluxes is so strong that the underlying geometry
is not any longer Calabi-Yau. We will discuss some aspects of type II and heterotic flux
compactifications in subsections 5.7 and 5.8. Furthermore it is interesting to see how
flux compactifications behave under various geometrical string duality symmetries. For
example, concerning mirror symmetry part of this discussion can be found in [434, 416],
and for the heterotic/type IIA string duality in [435, 436]. Finally, we will completely
omit the subject of non-geometrical fluxes, which recently received a lot of attention
[437, 438, 439].
5.1 Fluxes in string compactifications
In generality, we still only allow a background ansatz which preserves four-dimensional
Poincare´ invariance or the corresponding anti-de Sitter (AdS) or de Sitter (dS) symme-
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tries. Fluxes are non-trivial backgrounds for the anti-symmetric tensor fields strengths,
the RR forms in type II and the generic H3 present in any ten-dimensional theory. To
preserve the symmetries, they can only be along the internal space, or have to fill
out the four-dimensional space-time (for which the tensor field needs to be at least a
four-form).
For a p-form potential Cp with field strength Fp+1 = dCp the Bianchi-identity is
dFp+1 = 0. Following a argument similar to Dirac’s derivation of charge quantization,
one arrives at the flux quantization conditions. Upon integrating the field strength over
a (p+ 1)-dimensional manifold Σp+1 without boundary the charge has to be integer,
1
ℓps
∫
Σp+1
Fp+1 ∈ Z . (5.1)
Due to the Bianchi identity, the integral only depends on the homology class of Σp+1,
and since Σp+1 has no boundaries, only the cohomology class of Fp+1 is relevant. Thus,
one speaks of a (p + 1)−form flux through the (p + 1)−cycle [Σp+1], the homological
class of Σp+1.
This can be applied to the three-form H3 assuming dH3 = 0. Choosing the com-
pactification space X to be a six-dimensional compact Calabi-Yau manifold, one can
introduce the symplectic, integral basis (AΛ, BΣ) of the homology group H3(X ,Z) for
the three-cycles. These three-cycles are simply Poincare´-dual to the basis of integer
harmonic three-forms (αΛ, β
Σ) that appear in (2.110). One can expand the generic
three-form H3 in terms of flux quanta (n
Λ, eΣ) via
1
ℓ2s
∫
AΛ
H3 = m
Λ ,
1
ℓ2s
∫
BΣ
H3 = eΣ , Λ,Σ = 0, . . . , h
2,1 . (5.2)
Hence, H3 in terms of the basis (αΛ, β
Σ) reads
1
ℓ2s
H3 = m
ΛαΛ − eΣβΣ . (5.3)
Any closed field strength can be written as a linear combination of harmonic forms of
proper degree.
The major issue that we turn to in the following is the question under which condi-
tions the string equations of motion and the Killing spinor equations, the supersymme-
try conditions, allow solutions when fluxes are present in the background. As mentioned
already, the only case where a trustworthy solution to the ten-dimensional equations
of motion is known is the case of type IIB orientifolds with three-form flux. We will
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mostly concentrate on that. To add fluxes into other string backgrounds very often a
perturbative approach is used, starting with a Calabi-Yau solution and adding fluxes
as small perturbations while ignoring the backreaction of the metric. This approach is
justified in the large radius regime where the fluxes become diluted.
5.2 Type IIB with three-form fluxes
As a prototype example, where at least at the supergravity level everything is quite well
understood and under reasonable technical control, let us discuss compactifications of
the type IIB superstring with background three-form fluxes. As explained in section
2.2.3, both type IIA and IIB string theories contain the two-form field B2 together with
its field strength H3 = dB2. In addition type IIB has the RR potentials C0, C2 and
the four-form C4. The complexified axio-dilaton τ and the complex three-form G3 are
often defined as in (2.70). Most of the following discussion is based in the effective ten-
dimensional type IIB supergravity action in Einstein frame and with manifest SL(2,Z)
invariance written in (2.71).
5.2.1 Three–form fluxes in type IIB orientifolds
Let us, before going through the details, first summarize some general aspects of type
IIB orientifold compactifications with three-form fluxes. The relevant three-form back-
ground fields in IIB are H3 and F3 of section 2.2.3. Note that the Bianchi identity of
F3 is
dF3 = −dC0 ∧ dB2 = −F1 ∧H3 . (5.4)
Only after setting F1 = 0 we can expand F3 in the very same manner in the cohomo-
logical basis used in (5.2),
1
ℓ2s
∫
AΛ
F3 = m˜
Λ ,
1
ℓ2s
∫
BΣ
F3 = e˜Σ , Λ,Σ = 0, . . . , h
2,1 . (5.5)
This expansion is however only valid in IIB before passing to the orientifold.
The orientifold projections (4.12) and (4.13) put further restrictions on the internal
components that can appear. For the orientifold projection (4.12), both F3 and H3 are
elements of H3−(X ), while for (4.13) F3 is in H3+(X ), and H3 in H3−(X ) (c.f. subsections
4.2.3 and 4.2.4). This leads to a modification of the expansion in harmonics compared
219
to (5.2) or (5.5). Let us first discuss the orientifold projection (4.12). The two three-
forms F3, H3 can be organized in terms of G3 from (2.70) which also involves the
dilaton τ . The flux G3 is now expanded in a symplectic integral basis of H
3
−(X ,Z)
G3
ℓ2s
=
h2,1−∑
λ=0
mλαλ − eλβλ , (5.6)
with the 2h2,1− (X ) + 2 complex flux parameters (mλ, eλ). On the other hand, for the
orientifold action (4.13) we have:
F3
ℓ2s
=
h2,1+ (X )∑
γ=0
mγαγ − eγβγ , H3
ℓ2s
=
h2,1− (X )∑
λ=1
mλαλ − eλβλ , (5.7)
with 2(h2,1+ (X ) + 2) real flux parameters (mγ , eγ) for F3 and in the same way (mλ, eλ)
for H3. These are the three-form fluxes that can exist in a IIB orientifold background
as a matter of principle. The existence of an actual solution to the (classical) equations
of motion with a compact internal space then justifies their appearance in orientifold
compactifications.
Let us start with a list of qualitative consequences of these fluxes in string com-
pactifications. Afterwards we will elaborate on each of the points in much more detail.
• As local conditions for supersymmetry the ten-dimensional Killing spinor equa-
tions, the variations of the gravitinos and dilatino δψM = 0 and δλ = 0 are
modified in the presence of three-form fluxes. As a result the metric is not even
of the form (2.50), i.e. four-dimensional Minkowski space times an internal Ricci-
flat space, instead a non-trivial warp factor appears in the metric like in (2.85).
• In the classical supergravity equations of motion the background fluxes H3 and
F3 provide extra source terms, such as in the Einstein equations with a general
warped metric ansatz in (2.86). Thus, it also follows from the equations of motion,
not even regarding supersymmetry, that the internal metric is no longer Ricci-
flat. This implies that the deformations of the former Calabi-Yau metric are at
least partially obstructed by the fluxes.
• Via CS terms in the ten-dimensional action (2.71) the three-form fluxes act as
sources for the four-form potential C4. They modify the topological charge can-
cellation condition analogous to (2.82), as can be read from the modified Bianchi
identity of the five-form field strength
dF5 = −dC2 ∧ dB2 = H3 ∧ F3 . (5.8)
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Thus, the three-form fluxes effectively carry the charge of a number of D3-branes
as determined by the integral of (5.8). The supersymmetry conditions that we
will study in a moment imply the positivity of the effective charge.
• Dimensional reduction of the ten-dimensional action (2.71) in the presence of
three-form fluxes (plus other fields needed to complete the solution) leads to a
four-dimensional action with a scalar potential. The relevant terms with three-
form flux contributions is the kinetic terms for G3 and the CS term. Roughly
speaking, the potential depends on the moduli controlling the size of the cycles Σ3
with non-vanishing flux and the dilaton τ .75 Minimizing this scalar potential can
potentially fix these moduli fields reflecting the obstruction of metric deformation
via fluxes.
• The fluxes also impose new consistency conditions for the world volume theory
of D-branes, if present. For instance, the Bianchi identity for the diagonal U(1)
gauge field on a D-brane
2πα′dF = dB2 + 2πα′dF = 0 (5.9)
leads to the Freed-Witten anomaly cancellation condition. The flux H3 through
a three-cycle wrapped by a D-brane has to vanish.
In the following we discuss these points in more detail.
5.2.2 Supersymmetry conditions with fluxes in IIB
Following the recent review article [74], let us discuss the general supersymmetry con-
ditions resulting from the vanishing of the supersymmetry variations of the gravitino
and dilatino fields. These are local conditions in ten dimensions that guarantee the
existence of Killing spinors in the given background. They lead to a classification of
supersymmetric geometries with fluxes, but a compact internal space very often im-
poses additional constraints that are not covered. Neither is always known if compact
solutions of the described type actually exist. Again, the simplest scenario of the type
IIB Calabi-Yau orientifold with three-form flux is an exception that can be constructed
on top of any Calabi-Yau space.
75More precisely, one needs to pass to the properly defined four-dimensional Ka¨hler coordinates
which involve these ten-dimensional quantities, the complex structure moduli and the four-dimensional
dilaton.
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For the ten-dimensional metric one can use the general warped ansatz (2.85). The
four-dimensional metric gµν describes either a Minkowski, de Sitter (dS4), or anti-de
Sitter (AdS4) space. In general other bosonic fields are also allowed to acquire non-
trivial profiles and vacuum expectation values in the background, but all fermion fields
vanish.
In ten space-time dimensions the type II supersymmetry variations for the two
gravitinos ψAM (A = 1, 2) and the two dilatinos take the following form (in string
frame)
δψM = ∇Mǫ+ 1
4
/HMPǫ+ 1
16
eΦ
∑
n
/FnΓMPnǫ ,
δλ = /∂Φǫ+
1
2
/HPǫ+ 1
8
eΦ
∑
n
(−1)n(5− n)/FnPnǫ . (5.10)
Here the spinors ψM , λ and ǫ always combine two spinors but we suppress the label A.
The P and Pn are 2×2 projection matrices, whose form we do not need explicitly. For
more details on the notation we always refer to [74]. The vanishing of these variations
is required for supersymmetry. The number of Killing spinors ǫ determines the number
of supercharges that are preserved. It is now evident that without fluxes and with
constant dilaton the solutions are just the covariantly constant spinors of the Calabi-
Yau, while fluxes and dilaton profiles turn the conditions into much more complicated
looking differential equations.
To examine the constraints, we can decompose the ten-dimensional spinors into
tensor products of four- and six-dimensional spinors,
ǫAIIB(x
M ) = ξA+(x
µ)⊗ η+(xi) + ξA−(xµ)⊗ η−(xi) . (5.11)
Supersymmetry in the absence of fluxes thus leads to the constraint (2.166) implying
reduced holonomy for the internal space, from SO(6) ≃ SU(4) to SU(3), so that X is a
Calabi-Yau manifold. The two covariantly constant spinors of type II theories of course
lead to N = 2 supersymmetry in four dimensions. With non-vanishing fluxes η± can
be viewed as covariantly constant with respect to a new connection ∇′ different from
the Levi-Civita connection. The internal manifold will no longer have SU(3) holonomy
(with respect to the Levi-Civita connection). Instead, the requirement of having SU(3)
holonomy with respect to the new connection means that the six-dimensional internal
manifold has a so-called SU(3) group structure, i.e. the transition functions of the
frame bundle take values in an SU(3) ⊂ SO(6) subgroup.
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This allows to decompose spinors and forms of the internal six-dimensional manifold
with respect to their transformation properties under SU(3). One finds that there exist
a non-vanishing real two-form J2 and a complex three-form Ω3 like on a Calabi-Yau.
Moreover, these forms can be related to spinors η± in the following way (we have set
ℓs = 1),
(J2)ij = ∓2iη†±Γijη± ,
(Ω3)ijk = −2iη†−Γijkη+ . (5.12)
While these forms are closed on a Calabi-Yau, this is now no longer the case. Their
deviation from being closed is measured by what is called torsion.76 The classification
of the different classes of torsion under SU(3) helps in understanding the properties of
the underlying geometry [440]. The exterior derivative of J2 and Ω3 can be expressed
using these torsion classes
dJ2 =
3
2
Im(W1Ω3) +W4 ∧ J2 +W3 ,
dΩ3 = W1J2 ∧ J2 +W2 ∧ J2 +W5 ∧ Ω3 . (5.13)
Here W1 is a complex scalar, W2 a complex primitive (1, 1)-form, W3 a real primitive
three-form built out of (2, 1) + (1, 2)-forms, W4 a real vector, and W5 is a complex
(1, 0)-form.77
A manifold with SU(3) structure is complex if W1 = W2 = 0 and symplectic if
W1 =W3 =W4 = 0. A Ka¨hler manifold is at the same time complex and symplectic,
and therefore the only non-zero torsion class can be W5.78 Finally for a Calabi-Yau
manifold with SU(3) holonomy all five torsion classes are zero.
Since the connection and the torsion depend on the fluxes, the above conditions on
the torsion classes can be translated into conditions on fluxes. A detailed analysis for
N = 1 solutions in type IIB with both RR and NSNS three-form fluxes H3 and F3,
yields three different classes
Type A : dJ2 ± iH3
Type B : F3 ∓ ie−ΦH3
Type C : d(e−ΦJ2)± iF3
 is (2, 1) and primitive . (5.14)
76The torsion of a connection is defined as [∇′i,∇′j ]Vk = −Rlijk Vl − 2T lmn∇′l Vk, where R is the
Riemann tensor.
77Primitivity means that the contraction with J2 vanishes.
78For a Ka¨hler manifold the Levi-Civita connection has U(3) holonomy.
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On a Calabi-Yau the (2, 1)-forms are automatically primitive, so there is no extra
condition. For extended supersymmetry, such as for instance in case of a flat torus,
there are additional (2, 1)-forms such as dz ∧ J2 which are not primitive.
In the following we will be mainly interested in the type B class solutions. They can
be reformulated in terms of the complex three-form (2.70), saying that G3 is imaginary
self dual (ISD) under internal Hodge duality and has no (0, 3)-component,79
Type B : ⋆G3 = iG3 , G
0,3
3 = 0 . (5.15)
One can now immediately see that this condition (5.15) can fix geometrical moduli,
since it depends on the internal metric through the Hodge star operation. However, the
Hodge duality in six dimensions is invariant under an overall rescaling of the metric,
such that the overall volume of the compactification space is not constrained by (5.15).
In the following we will discuss how the supersymmetry condition are related to the
condition for a solution to the equations of motion and to the conditions that follow
from extremizing an effective four-dimensional potential after dimensional reduction.
It is striking to note at this point that only for the type B case of solutions to the Killing
spinor equations actual classes of solutions to the equations of motions are known and
an effective four-dimensional approach can be defined. We will later also comment on
type IIA and heterotic flux vacua, but we basically leave all other solutions aside.
5.2.3 Compactification with fluxes: equations of motion
In order to start a program of flux compactifications one has to make sure that solutions
to the equations of motion exist with an internal space that is actually compact. To
preserve supersymmetry, the Killing spinor equations of the previous section also have
to be satisfied, in our case the conditions (5.15). The corresponding solution was found
by Giddings, Kachru and Polchinski in [49]. We will not go through all details but only
explain the logic of the equations and list the result.
To start with, recall the modification of the Bianchi identity (or equation of motion)
of the self-dual five-form F5 in (5.8). The supersymmetry condition on G3 in (5.15) now
immediately implies the positivity of the right-hand-side. Integration over the compact
internal space leads to a contradiction such that other sources are needed. Anti-branes
would be an option at this stage, but in order to preserve N = 1 supersymmetry one
has to pass to an orientifold with negative background D3-brane charge. The natural
79As noted in appendix B we use ∗ to denote the ten-dimensional Hodge duality and ⋆ for the Hodge
duality along the internal six-dimensional space.
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framework is that of type IIB orientifolds of the type with O3/O7-planes and potential
D3/D7-branes. Including localized D3-brane and O3-plane charges the Bianchi identity
gets modified to
dF5 = H3 ∧ F3 + 2κ210µ3
∑
a
πa6 + 2κ
2
10Q3µ3π
Opl
6 , (5.16)
where the six-forms πa6 and π
Opl
6 have support at the locations of the branes (labeled
again by a) and the O3-planes. Integration schematically leads to
Nflux +ND3 +Q3NO3 = 0 . (5.17)
where in particular the effective charge induced by fluxes is defined
Nflux =
1
ℓ4s
∫
X
H3 ∧ F3 . (5.18)
Thus the equation for the five-form imposes the topological charge cancellation condi-
tion analogous to (2.82) for the D3-brane charge.
The Einstein equation for the general metric ansatz (2.85) is of the form given in
(2.86). On the right-hand-side the contribution of the three-form fluxes, the five-form
and the dilaton appear. Integration of the component with four-dimensional indices
again gives a constraint since the left-hand-side is a total derivative. A solution is
found in the following way, for the five-form an ansatz is made
F5 = (1 + ∗)dα ∧ dx0 ∧ dx1 ∧ dx2 ∧ dx3 , (5.19)
and the dilaton is taken to be constant (which is possible in the presence of only D3-
branes without D7-branes).80 One can then combine the Einstein equation with (5.16)
and finds a solution under the following restrictions on the closed string background
fields,
⋆G3 = iG3 , ∆
−2 = α , Φ = const . (5.20)
In other words, the warp factor is given by the five-form and the three-form flux
has to be ISD. The remaining Einstein equation for the internal components becomes
equivalent to the equation of the five form if the internal metric without the warp
factor is Ricci-flat. The internal space is therefore a conformal Calabi-Yau manifold,
i.e. a Calabi-Yau manifold only up to the warp factor. This is very good news, since we
80If D7-branes are present one has to pass to an F-theory description, which is not very well known
how to handle in detail.
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know such manifolds do exist, we know their moduli spaces, and also how to perform
dimensional reduction on such a background.
It is important to note that (5.20) are precisely the supersymmetry conditions
of the type B solution in type IIB, except for the missing constraint that G0,3 = 0
from (5.15). Thus, ISD three-form flux of Hodge type (0, 3) can break supersymmetry
without destroying the solution.
5.2.4 The effective four-dimensional potential
Let us now investigate the type IIB orientifold flux compactifications based on the
solution of the previous section from a four-dimensional perspective. We mainly con-
centrate on the derivation of the scalar potential.
A complication in such an approach is the presence of the non-trivial warp factor in
the metric (2.85). In principle, one expects that terms from the ten-dimensional action
with internal derivatives in the reduction contribute, i.e. that α′ corrections are getting
important due to the dependence of the warp factor on the internal coordinates. This
effect is usually treated as a small effect and neglected which is justified by the scaling
of the warp factor with the inverse total volume of the internal space. At sufficiently
large volume effects of warping are believed to be controllably small, at least away
from sources and regions of strong warping, so-called throats. We will also follow this
philosophy and implicitly set ∆ to a constant.
The easiest way to obtain a potential from fluxes is to just naively insert a reduction
ansatz into the ten-dimensional kinetic action of G3. It is given by the following
expression
Vkin = 1
4κ210Im τ
∫
X
G3 ∧ ⋆G¯3 . (5.21)
Here G3 only refers to the background flux and no fluctuations of the two-forms are
included. In type IIB these would be present but in the O3/O7 orientifold both C2 and
B2 are projected out of the spectrum. Using that ⋆
2G3 = −G3 one can now split the
three-form flux into an imaginary self-dual piece G+3 and an imaginary anti-self-dual
piece G−3 , defined by
⋆G±3 = ±iG±3 . (5.22)
After some algebra one finds that
Vkin = 1
2κ210Im τ
∫
X
G−3 ∧ ⋆G¯−3 −
i
4κ210Im τ
∫
X
G3 ∧ G¯3 , (5.23)
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The second term is equal to µ3Nflux. When the vacuum energy of the localized sources,
the tension of the D3-branes and O3-planes is added to the full potential, one can make
use of the charge cancellation condition (5.16) to cancel these against the second term
of (5.23). It turns out that these contributions can be interpreted as D-terms in the
effective theory as we have already seen at various instances for the tension of brane
systems. Their cancellation is thus a D-flatness condition. Thus the full potential
energy is then given as
V = Vkin + VDBI = 1
2κ210Im τ
∫
X
G−3 ∧ ⋆G¯−3 . (5.24)
It is positive definite and can be written as an F-term in the effective theory. Obviously,
the potential has global minima whenever G−3 = 0, which is the condition that also
followed from the ten-dimensional equations of motion in (5.20).
One can now reproduce the structure of a standard supergravity F-term scalar
potential as in (2.95). The superpotential is of the Gukov-Taylor-Vafa-Witten type
[44, 45, 46]81
W =
1
κ210
∫
X
G3 ∧ Ω3 , (5.25)
which depends only on the complex structure moduli encoded in Ω3, and on the dilaton
τ inside G3. The Ka¨hler potential of the background Calabi-Yau was given in (2.105),
(2.106) and (2.107). The use of this Ka¨hler potential is of course not fully accurate
since there exist corrections already at the classical level through the fluxes. We still
use it in a heuristic fashion, following [45].
For an orientifold with O3/O7–planes Ω3 ∈ H3−(X ) and G3 ∈ H3−(X ). The ex-
pansion of Ω3 in the Calabi-Yau itself from (2.108) then needs to be truncated to odd
harmonic three-forms. The analogous expansion of G3 was given in (5.6). Since W
does not depend on the Ka¨hler moduli, the remaining sum over these in the term
Gαβ¯KαKβ¯|W |2 in (2.95) cancels against the −3|W |2. This condition,
GAB¯KAKB¯ = 3 , (5.26)
A, B¯ labeling Ka¨hler moduli only, is the so-called no-scale structure of the classical
Ka¨hler potential on a Calabi-Yau. It was shown in [441] that α′ corrections to the
Ka¨hler potential for the Ka¨hler moduli break the no-scale structure (see also [442,
81Our conventions for dimensions are that the components of the potentials inside G3 are dimen-
sionless such that G3 has dimension two, Ω3 dimension three and W is bound to have dimension
minus three.
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443]). Using labels I, J¯ collectively for the remaining complex structure moduli and
the dilaton the F-term potential is
V = κ24 eκ
2
4KGIJ¯DIWDJ¯W¯ . (5.27)
This expression is positive definite and agrees with the first term in (5.24).
Unbroken N = 1 supersymmetry now requires the vanishing of the F-terms. Writ-
ing Fτ , FTA and FUI for the F-terms of the dilaton, the Ka¨hler and the complex struc-
ture moduli, the constraints are
DTAW = (∂TAK)
∫
X G3 ∧ Ω3 = 0 ⇔ G0,33 = 0 ,
DτW =
1
τ−τ¯
∫
X G¯3 ∧ Ω3 = 0 ⇔ G3,03 = 0 ,
DUI W =
∫
X G3 ∧ χI = 0 ⇔ G1,23 = 0 ,
(5.28)
where the χI denote a basis of odd (2, 1)-forms. The only component which survives is
G2,13 . These are absolute minima of the scalar potential with vanishing vacuum energy
and supersymmetric solutions to the ten-dimensional equations of motion (if suitably
completed with solution for F5, a constant dilaton and the warped metric). Only up to
the warp factor, the groundstate is always a four-dimensional Minkowski space-time.
Simple counting shows that to set all F-terms to zero one has 2h2,1− +4 real equations
compared to 2h2,1− + 2 real parameters in (τ, U
I) to solve for. The system of equations
is heavily over-constrained and for general fluxes there are no solutions.
We have so far ignored the D-term constraint for the cancellation of the tension
of the branes against the topological contribution of the fluxes, the second term in
(5.23). In case of D3-branes only, there is no extra condition, since their tension (in
four-dimensional Einstein frame) only depends on the overall volume of the internal
space which is unconstrained. This goes along with the fact that G3 is automatically
primitive on a Calabi-Yau. Instead, for H1(X ) 6= 0 the additional supersymmetry
condition J2 ∧ G3 = 0 imposes a non-trivial constraint on the Ka¨hler moduli. This
can be demonstrated in toy model orientifold flux compactifications on T6 for example
[415, 419].
Coming back to (5.14) the type IIB supersymmetry conditions can be also satisfied
by three-form fluxes, for which G3 is not ISD (type A and type C class solutions).
Here the back-reaction on the internal geometry is qualitatively more severe in the
sense that X is not anymore a warped CY space. Furthermore, no explicit solution to
the equations of motion along the lines outlined in section 5.2.3 is known. Nevertheless
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there are proposals for effective superpotentials also for these cases. They involve the
piece dJ2 which is non-vanishing due to torsion but no NSNS three-form flux,
W =
1
κ210
∫
X
(e−ΦdJ2 + F3) ∧ Ω3 . (5.29)
This type of effective superpotential is believed to be relevant for orientifolds with
O5/O9-planes instead of O3/O7-planes. The idea is that the F-flatness conditions
of this superpotential reproduce the supersymmetry constraints of the ten-dimensional
Killing spinor equations. But the difficulty is to identify the proper moduli with respect
to which one should perform a variation and to justify the procedure by an explicit
compact solution.
5.3 Three–form fluxes in type IIB ZN and ZN × ZM orientifolds
After going through the general foundations of type IIB orientifold flux compactifica-
tions, we now provide a detailed treatment of a class of examples in which the process
of moduli stabilization can be studied particularly well.
In this subsection we discuss the flux space for the toroidal ZN and ZN × ZM
orbifolds (4.50). On a six–torus T6 we have h2,1(T6) = 9, thus dimH3(T6) = 20. We
introduce the six real periodic coordinates xi, yi on the torus T6, i.e. xi ∼= xi + 1 and
yi ∼= yi + 1, i = 1, 2, 3. Furthermore we define the following basis
ℓ3s α0 = dx
1 ∧ dx2 ∧ dx3 , ℓ3s β0 = dy1 ∧ dy2 ∧ dy3 ,
ℓ3s α1 = dy
1 ∧ dx2 ∧ dx3 , ℓ3s β1 = −dx1 ∧ dy2 ∧ dy3 ,
ℓ3s α2 = dx
1 ∧ dy2 ∧ dx3 , ℓ3s β2 = −dy1 ∧ dx2 ∧ dy3 ,
ℓ3s α3 = dx
1 ∧ dx2 ∧ dy3 , ℓ3s β3 = −dy1 ∧ dy2 ∧ dx3 ,
ℓ3s γ1 = dx
1 ∧ dy1 ∧ dx2 , ℓ3s δ1 = −dy2 ∧ dx3 ∧ dy3 ,
ℓ3s γ2 = dx
1 ∧ dy1 ∧ dx3 , ℓ3s δ2 = −dx2 ∧ dy2 ∧ dy3 ,
ℓ3s γ3 = dx
1 ∧ dx2 ∧ dy2 , ℓ3s δ3 = −dy1 ∧ dx3 ∧ dy3 ,
ℓ3s γ4 = dx
2 ∧ dy2 ∧ dx3 , ℓ3s δ4 = −dx1 ∧ dy1 ∧ dy3 ,
ℓ3s γ5 = dx
1 ∧ dx3 ∧ dy3 , ℓ3s δ5 = −dy1 ∧ dx2 ∧ dy2 ,
ℓ3s γ6 = dx
2 ∧ dx3 ∧ dy3 , ℓ3s δ6 = −dx1 ∧ dy1 ∧ dy2 , (5.30)
for the integer cohomology classH3(T6,Z) with respect to ambient space T6. This basis
enjoys the following intersection properties (with the choice of orientation
∫
X dx
1∧dx2∧
dx3 ∧ dy1 ∧ dy2 ∧ dy3 = l6s):∫
T6
αi ∧ βj = δji ,
∫
T6
γi ∧ δj = δji . (5.31)
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Before the orbifold projection, there are 20+ 20 independent real components for Hijk
and Fijk. Hence the general three-form flux may be expanded with respect to that
basis (5.30):
1
ℓ2s
G3 =
3∑
i=0
[
(ai + iS ci)αi + (bi + iS di)β
i
]
+
6∑
j=1
[
(ej + iS gj)γj + (fj + iS hj)δ
j
]
.
(5.32)
The coefficients ai, bi, e
i, fi refer to the Ramond part of G3, while the coefficients
ci, di, g
i, hi refer to its Neveu-Schwarz part.
Under the involution σ∗ = I6 (Eq. (4.12)) all 20 untwisted three-forms (5.30) pick
up a minus sign, i.e. belong to the cohomology H3−(T
6/σ,Z). Hence in that case all 20
forms (5.30) may give rise to flux components for both F3 and H3. On the other hand,
under the second involution σ∗ = 1 (Eq. (4.13)) all 20 untwisted three-forms (5.30) are
inert, i.e. belong to the cohomology H3+(T
6/σ,Z). Hence, H3 = 0 and only F3 may
receive contributions from all 20 elements (5.30) [423].
Let us now discuss the effect of the orbifold action (4.51). Only a portion of the
forms (5.30) is invariant under the orbifold group Γ. First of all, the three-forms γi and
δj are never invariant under the orbifold twist Γ as a result, that those forms have two
legs from the same complex plane. However they play an important role in constructing
a twist invariant basis of three-forms. The number of untwisted flux components of
F3, H3 subject to the orbifold action (4.51) and the orientifold involutions (4.12) or
(4.13) is given by the Hodge number h2,1untwist.(X ) of the original orbifold X . For details,
see Eq. (4.52) for the involution σ∗ = I6 and Eq. (4.53) for the involution σ∗ = 1,
respectively. Hence, for the orientifold action (4.12) the flux G3 has 2h
2,1
untwist.(X ) + 2
untwisted complex components, while the action (4.13) allows only for components of
F3 and H3 = 0.
The untwisted three-forms, invariant under the orbifold action (4.51) may be most
conveniently found in the complex basis, in which the orbifold group Γ acts diagonally
by the representation (4.51) on the complex basis {zi}. To pass from the real basis
(5.30) to a complex basis, one introduces complex structures, i.e. defines the complex
coordinates:
dzj =
3∑
i=1
ρji dx
i + τ ji dy
i , j = 1, 2, 3 . (5.33)
Most of the parameters ρji and τ
j
i are fixed through the orbifold twist Γ [347], with only
those remaining undetermined, which correspond to the Z2–elements of Γ. Eventually
the latter are fixed through the flux quantization condition. As we shall see in a
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moment, the specific values of the constants ρji and τ
j
i are relevant for finding flux
solutions. With respect to to the complex coordinates, defined in (5.33), we may
introduce the complex three-form cohomology H3 = H3,0 ⊕H2,1 ⊕H1,2 ⊕H0,3 of the
six–torus T6:
ℓ3s ωA0 = dz
1 ∧ dz2 ∧ dz3 , ℓ3s ωB0 = dz1 ∧ dz2 ∧ dz3
ℓ3s ωA1 = dz
1 ∧ dz2 ∧ dz3 , ℓ3s ωB1 = dz1 ∧ dz2 ∧ dz3
ℓ3s ωA2 = dz
1 ∧ dz2 ∧ dz3 , ℓ3s ωB2 = dz1 ∧ dz2 ∧ dz3
ℓ3s ωA3 = dz
1 ∧ dz2 ∧ dz3 , ℓ3s ωB3 = dz1 ∧ dz2 ∧ dz3
ℓ3s ωC1 = dz
1 ∧ dz1 ∧ dz2 , ℓ3s ωD1 = dz1 ∧ dz1 ∧ dz2
ℓ3s ωC2 = dz
1 ∧ dz1 ∧ dz3 , ℓ3s ωD2 = dz1 ∧ dz1 ∧ dz3
ℓ3s ωC3 = dz
1 ∧ dz2 ∧ dz2 , ℓ3s ωD3 = dz1 ∧ dz2 ∧ dz2
ℓ3s ωC4 = dz
2 ∧ dz2 ∧ dz3 , ℓ3s ωD4 = dz2 ∧ dz2 ∧ dz3
ℓ3s ωC5 = dz
1 ∧ dz3 ∧ dz3 , ℓ3s ωD5 = dz1 ∧ dz3 ∧ dz3
ℓ3s ωC6 = dz
2 ∧ dz3 ∧ dz3 , ℓ3s ωD6 = dz2 ∧ dz3 ∧ dz3 . (5.34)
In the following two tables we list for all toroidal orbifolds (4.50) those three-forms,
which are left invariant under the orbifold action Γ, defined in (4.51).
G3 Z3 Z4 Z6−I Z6−II Z7 Z8−I Z8−II Z12−I Z12−II
dz1 ∧ dz2 ∧ dz3 + + + + + + + + +
dz1 ∧ dz2 ∧ dz3 − − − − − − − − −
dz1 ∧ dz2 ∧ dz3 − − − − − − − − −
dz1 ∧ dz2 ∧ dz3 − + − + − − + − +
dz1 ∧ dz2 ∧ dz3 − − − − − − − − −
dz1 ∧ dz2 ∧ dz3 − − − − − − − − −
dz1 ∧ dz2 ∧ dz3 − + − + − − + − +
dz1 ∧ dz2 ∧ dz3 + + + + + + + + +
Table 23: Allowed three-form fluxes for point group ZN .
The remaining 12 fluxes of the form dza∧dza∧dzb and dza∧dza∧dzb, respectively
are always projected out and therefore do not appear in the tables. They are related
to the real basis elements γi and δ
j . In terms of the complex basis (5.34) the most
general three-form flux G3 on T
6 has 20 complex components and assumes the following
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G3 Z2 × Z2 Z3 × Z3 Z2 × Z4 Z4 × Z4 Z2 × Z6−I Z2 × Z6−II Z3 × Z6 Z6 × Z6
dz1 ∧ dz2 ∧ dz3 + + + + + + + +
dz1 ∧ dz2 ∧ dz3 + − + − + − − −
dz1 ∧ dz2 ∧ dz3 + − − − − − − −
dz1 ∧ dz2 ∧ dz3 + − − − − − − −
dz1 ∧ dz2 ∧ dz3 + − + − + − − −
dz1 ∧ dz2 ∧ dz3 + − − − − − − −
dz1 ∧ dz2 ∧ dz3 + − − − − − − −
dz1 ∧ dz2 ∧ dz3 + + + + + + + +
Table 24: Allowed three-form fluxes for point group ZM × ZN .
expansion
1
ℓ2s
G3 =
3∑
i=0
( Ai ωAi +B
i ωBi ) +
6∑
j=1
( Cj ωCj +D
j ωDj ) , (5.35)
with the complex coefficients Ai, Bi, Cj, Dj ∈ C. The three-forms ωAi, ωBi correspond
to flux components with all one–forms coming from different planes, while the forms
ωCi , ωDi are flux components with two one–forms coming from the same plane. The
latter we have just written down for completeness, as they are projected out in all
orbifolds. With (5.33) we may switch from (5.35) to (5.32) and express all 20 complex
coefficients Ai, Bi, Cj, Dj in terms of the 40 real coefficients ai, bi, e
i, fi, c
i, di, g
i, hi
or vice versa.
In the Z2 × Z2 orientifold/orbifold, which allows for the largest number of (un-
twisted) fluxes components (c.f. [339] and Table 10), all ωAi and ωBi remain, whereas
in most other orbifolds only the (3, 0) and (0, 3) components, given by ωA0 and ωB0
survive. In these cases, no supersymmetric (2, 1)–form flux can be turned on. That
the (0, 3) and (3, 0)-flux always survive is obvious, as the (3, 0)-flux corresponds to the
Calabi-Yau 3-form Ω3, which is always present, and the (0, 3)-flux to its conjugate.
While in the form (5.35), the cohomology structure of G3 is manifest, in order to
impose the flux quantization (5.2) on G3, i.e.
1
ℓ2s
∫
C3
F3 ∈ Nmin Z , 1
ℓ2s
∫
C3
H3 ∈ Nmin Z , (5.36)
with some integerNmin (depending on the orbifold group Γ) to be specified in a moment,
one has to transform the forms (5.34) into a real basis (5.30). Let us briefly comment
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on the integers Nmin, introduced in the flux quantization conditions (5.36). It has been
pointed out in [444], that there are subtleties for toroidal orientifolds due to additional
three-cycles, which are not present in the covering space T6. If some integers are odd,
additional discrete flux has to be turned on in order to meet the quantization rule for
those three-cycles. We may bypass these problems in the ZN (ZN × ZM )–orientifolds,
if we choose the quantization numbers to be multiples of Nmin = 2N (Nmin = 2NM)
and do not allow for discrete flux at the orientifold planes [445, 446, 447]. Note, that
for h2,1twist. 6= 0, in addition to the untwisted flux components Hijk and Fijk there may
be also NSNS– and RR–flux components from the twisted sector. We do not consider
them here. It is assumed, that their quantization rules freeze the twisted complex
structure moduli.
Generically one starts with a specific flux choice (5.35), i.e. some choice for the com-
plex numbers Ai, Bi, Cj, Dj allowing e.g. only some flux directions. Then one imposes
the flux quantization rule (5.36) for the fluxes F3, H3 with respect to an integral basis.
This is achieved by transforming the flux (5.35) with the help of (5.33) into the integral
basis (5.32). However, then one realizes that the flux quantization conditions (5.36)
may only be fulfilled for specific values of the dilaton S and complex structure moduli
U . This way flux quantization is related to discrete values for the dilaton and complex
structure moduli. This may be also seen dynamically through the superpotential (5.25)
(c.f. subsection 5.3.2).
One way one can think of turning on flux on a Dp-brane is via the generalized
Scherk-Schwarz Ansatz:
Bmn = Hmnp x
p. (5.37)
The index p may run only over the coordinates transversal to the brane, so in the case
of a D7-brane, which fills the directions x0, . . . , x7 (wrapping the tori T
2
1×T22), we have
B7mn = Hmn8 x
8 +Hmn9 x
9. (5.38)
As Hijk must always have one index equal to either 8 or 9, not all of the 20 possible
components are allowed in our case. Not allowed are the fluxes
dx1 ∧ dy1 ∧ dx2 dx1 ∧ dy1 ∧ dy2
dx1 ∧ dx2 ∧ dy2 dy1 ∧ dx2 ∧ dy2 . (5.39)
Expressed in complex notation, this would correspond to the fluxes H112, H122, H112,
H212.
For D7-branes wrapping the tori T21×T23 or T22×T23, we find similar results. Having
a setup of three stacks of D7-branes, one stack not wrapping T23, one not wrapping T
2
2,
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and one not wrapping T21, we lose 12 of the twenty flux components and are left with
fluxes, which have one index on each of the tori.
5.3.1 Example: Three–form fluxes on the T6/Z2 × Z2 orientifold
As an example we consider the T6/Z2×Z2 orientifold with the Hodge numbers h1,1 = 3
and h2,1 = 51, c.f. Table 7. Let us discuss the three-form flux G3 for the Z2×Z2 orbifold
with the orientifold action (4.12) [339]. According to Table 20 we have h2,1untw.(X ) = 3.
Hence the (untwisted) three-form flux G3 has 2h
2,1
untw.+2h
3,0 = 2 ·3+2 = 8 complex flux
components. The latter correspond to the forms ωAi and ωBi , with i = 0, . . . , 3. These
eight flux components are related to a linear combination of the primitive elements of
the (untwisted) cohomology H3(X ,C). After choosing the complex structure
dzi = dxi + i U i dyi , i = 1, 2, 3 (5.40)
we may go back to the flux in the real representation (5.32). With respect to the basis
(5.30) the flux G3 is expressible as a linear combination of the eight real forms
αi , β
i , i = 0, . . . , 3 , (5.41)
given in Eq. (5.30). The expansion coefficients correspond to the eight allowed real
components
H135 , H136 , H145 , H146 , H235 , H236 , H245 , H246 , (5.42)
of the NSNS three-form H3 and to the eight possible real components
F135 , F136 , F145 , F146 , F235 , F236 , F245 , F246 (5.43)
of the RR three-form F3, each. The above three-forms (5.41), which are invariant under
the Z2 × Z2 orbifold symmetry and form a symplectic basis, are Poincare´-dual to the
obvious invariant three-cycles on T6.
There are the three moduli, U I , I = 1, 2, 3, which define the complex structure
(5.40) on the orbifold cover T6. The holomorphic three-form
1
ℓ3s
Ω3 = dz
1 ∧ dz2 ∧ dz3 = XΛαΛ − FΛβΛ (5.44)
defines the homogeneous coordinates XΛ and the derivatives FΛ = ∂ΛF of the prepo-
tential
X0 = 1 , F0 = iU
1 U2 U3 ,
234
X1 = iU1, F1 = −U2 U3 ,
X2 = iU2, F2 = −U1 U3 ,
X3 = iU3, F3 = −U1 U2 . (5.45)
Therefore the prepotential is given by
F =
X1X2X3
X0
= −i U1U2U3 . (5.46)
The Ka¨hler potential is given by
κ24K = − ln
3∏
I=1
(U I + U¯ I) ,
and finally the superpotential takes the form
ℓ3s
4π
W = (b0 + iS d0) + (b1 + iS d1) iU1 + (b2 + iS d2) iU2 + (b3 + iS d3) iU3
+(a1 + iS c1)U2 U3 + (a2 + iS c2)U1 U3 + (a3 + iS c3)U1 U2
−(a0 + iS c0) iU1 U2 U3. (5.47)
5.3.2 Complex structure and dilaton stabilization through three-form flux
In this subsection we demonstrate how the stabilization of the dilaton and complex
structure moduli is achieved dynamically with the superpotential (5.25) for a general
three-form flux G3. To keep the expressions short we shall discuss orbifolds X with
h2,1− (X ) = 1. The Ka¨hler potential K0 for the dilaton and complex structure modulus
(U ≡ U3) is:
κ24K0 = − ln(S + S¯)− ln(U + U¯) . (5.48)
For h2,1− (X ) = 1 there are four complex parameters to parameterize the most general
three-form flux G3. The contribution of the latter to the tree–level superpotential
(5.25) may be written
ℓ3s
4π
W0 = A+B S + U (C +D S) , (5.49)
with four complex numbers A,B,C,D ∈ C, to specified later. With the resulting
F–terms
ℓ3s
4π
F
S
= κ24
(
S + S
U + U
)1/2 [ −A+B S − U (C −D S) ] ,
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ℓ3s
4π
F
U
= κ24
(
U + U
S + S
)1/2 [ −A− B S + U (C +D S) ] , (5.50)
we may cast the scalar potential
V = gSS F SF
S
+ gUU F
UF
U − 3 κ24 eκ
2
4K0 |W0|2 (5.51)
into the form:
V = 1
(S + S¯)(U + U¯)
[ | A−B S + U (C −D S) |2 + | A+B S − U (C +D S) |2
−3 | A+B S + U (C +D S) |2 ] κ24 (4π)2l6s . (5.52)
The extremal points in the moduli space (S, U) are determined by the solutions of the
equations F S, FU = 0:
s2 =
i
2
B C − B C −A D + A D
B D +B D
, u2 =
i
2
−B C +B C − A D + A D
C D + C D
, (5.53)
and similarly for the real parts s1, u1.
The three-form flux (5.32) entering (5.25) is given as a linear combination with
respect to the integer cohomology basis {αi, βi}i=0,...,3 and {γj, δj}j=1,...,6, given in Eq.
(5.30). This gives rise to 20 real flux components to be constrained by the respective
orbifold group ZN (c.f. subsection 5.3). This allows to express the complex parameters
A,B,C,D through the eight integers a0, a1, b0, b1, c
0, c1, d0, d1. For more details c.f.
[347]. The F–flatness conditions F S, FU = 0 force the complex structure to align such,
that the flux G3
ls G3 =
i
2 Re(U)
{ [
A− B S + U (C −D S) ] dz1 ∧ dz2 ∧ dz3
− [ A+B S + U (C +D S) ] dz1 ∧ dz2 ∧ dz3
+
[
A +B S − U (C +D S) ] dz1 ∧ dz2 ∧ dz3
− [ A−B S − U (C −D S) ] dz1 ∧ dz2 ∧ dz3 } (5.54)
corresponding to the choice (5.49) becomes ISD, i.e. it has only (2, 1) and (0, 3)–
components at the extremum. The flux G3 induces the contribution of
Nflux =
1
ℓ4s
∫
X
F3 ∧H3 (5.55)
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to the total D3-brane charge (4.71). Generically, this integral is calculated in the
orientifold cover X . Therefore the number Nflux has to be twice the negative value of
the total D3-brane charge (4.71), i.e.
Nflux = −2 Q3,tot (5.56)
to cancel the latter by flux only.
As an example, let us discuss the Z6−II–orbifold with the torus lattice SU(2)×SU(6)
[340]. The Z6−II–orbifold has the action (v1, v2, v3) = (16 ,
1
3
, −1
2
). The three-form flux
(5.32) constrained by the Z6−II–orbifold group becomes:
1
ℓ2s
G3 =
1
3
(a0 + iSc0) (3 α0 + 2 β3 + γ1 − 2γ2 − 2 γ3 + γ4 − δ5)
+ (b0 + iSd0) (−α3 + β0 + γ5 − γ6)
+
1
2
(b1 + iSd1) (2 β1 + β2 + δ1 − δ2 − 2 δ3 − δ4)
+ (a1 + iSc1) (α1 + α2 + β3 − γ2 − γ3 − δ6) . (5.57)
This flux corresponds to the flux number:
Nflux = 2 b0 c0 + b1 (c0 + 3 c1)− 2 a0 d0 − d1 (a0 + 3 a1) . (5.58)
For the Z6−II orbifold with SU(2)× SU(6) lattice the coefficients A,B,C,D entering
(5.52) become:
A = −
√
3
2
b1 + ib0 , B = −d0 −
√
3 i
2
d1 ,
C = a0 + i
(
a0√
3
+
√
3a1
)
, D = −
(
c0√
3
+
√
3c1
)
+ ic0 . (5.59)
With this information, Eq. (5.49) yields the superpotential:
ℓ3s
4π
W0 = −
√
3
2
b1 + i b0 − S
(
d0 +
√
3i
2
d1
)
+ U
[
a0 + i
(
a0√
3
+
√
3 a1
) ]
− S U
(
c0√
3
+
√
3 c1 − i c0
)
. (5.60)
Since the total D3-brane charge in the CY orientifold is Q3,tot = −22 (see [340]), we
look for fluxes (5.57) with Nflux = 44 in the covering space. Furthermore, the fields
S = s1 + is2 and U = u1 + iu2 should be fixed (c.f. (5.53)) to realistic values. A
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reasonable value for ReS is s1 ∼ 3.6, which corresponds to a string coupling constant
gstring ∼ 0.27 at the string scale. The complex structure modulus U is expected to be
around the ρ–point in the fundamental region with ρ = 1
2
+ i
2
√
3. After a systematic scan
in the flux space (a0, a1, b0, b1, c
0, c1, d0, d1) ∈ Z8 we find hundreds of vacua, which meet
these criteria. A set of equivalent vacua, differing only in the discrete flux parameters
(a0, a1, b0, b1, c
0, c1, d0, d1), is given in the following Table 25.
(a0, b0, c
0, d0, a
1, b1, c
1, d1) s1 s2 u1 u2 mS mU
(−5, 12, 0, 2, −4, −8, −1, 0) 3.15788 5.83333 1.26315 0.0666667 2.18 13.68
(−5, 10, 0, 2, −3, −8, −1, 0) 3.15788 4.83333 1.26315 0.0666667 2.18 13.68
(−5, 6, 0, 2, −1, −8, −1, 0) 3.15788 2.83333 1.26315 0.0666667 2.18 13.68
(−5, 0, 0, 2, 2, −8, −1, 0) 3.15788 −0.166667 1.26315 0.0666667 2.18 13.68
(−5, −4, 0, 2, 4, −8, −1, 0) 3.15788 −2.16667 1.26315 0.0666667 2.18 13.68
(−5, −8, 0, 2, 6, −8, −1, 0) 3.15788 −4.16667 1.26315 0.0666667 2.18 13.68
(−5, −12, 0, 2, 8, −8, −1, 0) 3.15788 −6.16667 1.26315 0.0666667 2.18 13.68
(5, 10, 0, −2, −7, 8, 1, 0) 3.15788 −5.16667 1.26315 0.0666667 2.18 13.68
(5, 8, 0, −2, −6, 8, 1, 0) 3.15788 −4.16667 1.26315 0.0666667 2.18 13.68
(5, 6, 0, −2, −5, 8, 1, 0) 3.15788 −3.16667 1.26315 0.0666667 2.18 13.68
(5, 2, 0, −2, −3, 8, 1, 0) 3.15788 −1.16667 1.26315 0.0666667 2.18 13.68
Table 25: Discrete landscape of supersymmetric AdS minima.
Clearly, the axionic vacuum expectation value s2 may be shifted back into the
fundamental region s2 ≡ −0.166667, while the flux number Nflux in (5.55) and K0,W0
are preserved [448]. Indeed with these solutions, the three-form flux (5.54) becomes an
ISD–flux.
5.4 Type IIB fluxes and D-branes
As we have seen, fluxes provide at least on the supergravity level a mechanism to
stabilize closed string moduli. With such a mechanism at our disposal we now need
to combine it with a realistic D-brane sector. Such a combined construction of string
vacua should enable us at least at the string scale to compute concrete values not only
for the topological data like gauge group and matter but also for the “continuous”
parameters like coupling constants. This would bring us one step closer to a predictive
framework for a single concrete string compactification. Let us describe such D-brane
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models with fluxes for our example of three-form fluxes in type IIB orientifold models
(for a collection of D-brane models with fluxes see [445, 446, 449, 450, 451, 452, 453]).
5.4.1 Freed-Witten anomalies
Three-form flux induces a tadpole for the RR four form C4. In this case we were forced
to also introduce orientifold O3-planes, which arise in Ωσ(−1)FL orientifolds. Such
orientifolds can in addition contain O7-planes. One may now introduce magnetized
D9-branes (labeled by a, b, ...) with field strength Fa to cancel these tadpoles. Under
the orientifold projection such D9-branes are mapped to magnetized anti-D9-branes
labeled a′ with opposite field strength Fa′ = −Fa.
However, one first has to make sure that fluxes and D-branes do not interfere. It is,
for instance, known that on D-branes the Bianchi-identity for the diagonal U(1) gauge
field strength F gets modified in the presence of H3 form flux to
dF = −H3. (5.61)
Integrating this equation over a three-cycle inside the brane world-volume W , i.e.
Σ3 ∈ H3(W,Z), one finds that the H3 form flux through any such cycle has to vanish,
i.e ∫
Σ3
H3 = 0 . (5.62)
This is the vanishing of the Freed-Witten anomaly [454]. Another manifestation of
this condition arises from the gauge invariance of the flux-brane supergravity action.
Following [207] let us discuss this for the magnetized D9-brane above, for which the
Freed-Witten anomaly would simply mean that such space-filling D9-branes cannot
be introduced if there is non-vanishing H3 flux in the internal directions. On the
world-volume of these D9-branes, there exists the GS coupling∫
R1,3×X
C8 ∧ F ≃
∫
R1,3
C2 ∧ f (5.63)
where we have expanded C8 = C2 ∧ ℓ6sdvolX and f denotes the field strength of the
four-dimensional U(1) gauge potential. Therefore, on the D9-brane there exists an
axion-gauge boson coupling, which is needed for canceling the abelian gauge anomalies
In other words, the axion C2 transforms like in (2.245) under gauge transformations.
However, C2 is in four dimensions related via Hodge-duality of its field strength to C0
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(just like F9 and F1 are related in ten dimensions), where C0 is the axionic scalar in
the complex dilaton τ . Therefore, the term
W =
∫
X
Ω3 ∧ τH3 (5.64)
in the superpotential is not gauge invariant under the shift of C0 unless H3 vanishes.
Thus, we conclude that for non-vanishing H3 no space-filling D9-branes can be intro-
duced. For more general fluxes and D-branes, this rule can be generalized to:
The F-terms induced by fluxes and the D-terms on the D-branes
should depend on and restrict different moduli fields
As was pointed out in [455], there seems to be an intriguing relation between fluxes
and chirality in the sense that:
If a flux contributes to a Dp-brane tadpole, then a generalization of the Freed-Witten
anomaly condition forbids the branes leading to chiral matter with these Dp-branes.
In our case, the fluxes contribute to the D3-brane tadpole and the relatively super-
symmetric magnetized D9-branes are forbidden. Indeed, these magnetized D9-branes
are the only branes which give rise to chiral bifundamental matter from open strings
stretched between them and the D3-branes. It is not clear yet how general such a
statement is, but its consequences are clearly very important for realistic chiral string
model building in the presence of fluxes.
5.4.2 Example: MSSM-like model on T6/Z2 × Z2
As in section 5.3.1 let us consider the orbifold M = T6/Z2 × Z2 with Hodge numbers
(h2,1, h1,1) = (51, 3) (the T-dual of the type IIA orientifold studied in [40, 41]). In
addition one performs the orientifold projection ΩI6(−1)FL, where I6 reflects all six
internal directions. Flux compactifications on the mirror symmetric Calabi-Yau given
by the orbifold with discrete torsion were also considered [242].
Turning on three-form fluxes H3 and F3, the Chern-Simons term in the type IIB
effective action induces a four-form tadpole given by (5.18). The field strengths obey
the Bianchi identities dH3 = dF3 = 0, i.e. obey the flux quantization rules (5.36) for
any three-cycle Σ3. Here Nmin is an integer guaranteeing that in orbifold models only
untwisted three-form fluxes are turned on, for which we can trust the supergravity
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approximation. Taking also the orientifold projection into account for the T6/Z2 × Z2
orbifold, one gets Nmin = 8.
Neglecting the Freed-Witten anomalies for a moment, in order to cancel the result-
ing tadpoles, one introduces in the usual way magnetized D9-branes. We will come
back to the Freed-Witten anomaly at the end of this section. Such a magnetized brane
is characterized by three pairs of integers (pIa, q
I
a) which satisfy
qIa
2π
∫
T2I
F Ia = p
I
a , (5.65)
where the qIa denote the wrapping number of the D9-brane around the torus T
2
I and
pIa is the magnetic flux. The orientifold projection acts as follows on these quantum
numbers ΩI6(−1)FL : (pIa, qIa) → (pIa,−qIa). Since h1,1 = 3 one gets in the orientifold
four tadpole cancellation conditions∑
a
Na p
1
a p
2
a p
3
a = 8−
Nflux
4
, (5.66)∑
a
Na p
I
a q
J
a q
K
a = −8 for I 6= J 6= K 6= I . (5.67)
In order for each brane to preserve the same supersymmetry as the orientifold planes,
they have to satisfy ∑
I
arctan
(
qIat2
I
pIa
)
= 0 , (5.68)
where t2
I denotes the volume of T2I in units of α
′. The number of chiral fermions
between two different magnetized branes is given by the index (2.209) and as usual can
lead to matter in bifundamental, symmetric or anti-symmetric representations of the
gauge group.
Taking the flux quantization with Nmin = 8 into account, the contribution of the
flux to the D3-brane tadpole is given by Nflux/4 ∈ 16Z. Therefore, for non-trivial flux
the right hand side of the D3-brane tadpole cancellation condition (5.66) is always neg-
ative. One might conclude that therefore no supersymmetric solutions to the tadpole
cancellation conditions do exist. However this is too naive, namely in [450, 452] it was
shown that there exist supersymmetric branes which give the ”wrong” sign in one of
the four tadpole cancellation conditions. Still neglecting the Freed-Witten anomaly,
consider for instance the magnetized brane (pIa, q
I
a) = ((−2, 1)(−3, 1)(−4, 1)), which
contributes as (−24,−4,−2,−3) to the four tadpole conditions. Precisely branes of
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1
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2
a, q
2
a) (p
3
a, q
3
a)
Na = 3 (1, 0) (1, 1) (1,−1)
Nb = 1 (0, 1) (1, 0) (0,−1)
Nc = 1 (0, 1) (0,−1) (1, 0)
Nd = 1 (1, 0) (1, 1) (1,−1)
Nh1 = 1 (−2, 1) (−3, 1) (−4, 1)
Nh2 = 1 (−2, 1) (−4, 1) (−3, 1)
Nf = 4 (1, 0) (1, 0) (1, 0)
Table 26: Wrapping numbers for semi-realistic model.
this type were used in [450] to construct supersymmetric, chiral, MSSM like flux com-
pactifications. For illustrative purposes, let us present here only one of their examples.
Choosing the three-form flux as
ℓsG3 =
8√
3
e−
πi
3 (dz1dz2dz3 + dz1dz2dz3 + dz1dz2dz3), (5.69)
yields a contribution Nflux/4 = 48 to the tadpole condition and freezes the moduli at
τ = e2πi/3. Introducing the supersymmetric branes shown in Table 26 cancels all the
tadpoles and gives rise to a one-generation MSSM-like model with gauge group
G = SU(3)× SU(2)× SU(2)× U(1)B−L × [U(1)′ × USp(8)]. (5.70)
For more technical and phenomenological details of such models please consult the orig-
inal literature. Note that the branes b, c can be placed directly on top the corresponding
O7-planes yielding a gauge group SU(2)× SU(2).
Most of the branes in the model are actually magnetized D7-branes and one can
show that there is no H3 form flux through these branes. However, the branes h1,2
are truly magnetized D9-branes giving rise to a non-vanishing Freed-Witten anomaly.
One way to reconcile this is to let the brane hi and its ΩI6(−1)FL mirror anti-branes
recombine (assuming that this flat direction exists). This new object only carries D7-
and D3-brane charges and can be understood as a D7-brane wrapping a four cycle
on T6 endowed with a vector bundle. For this D7-brane the Freed-Witten anomaly
vanishes.
This example shows that it is indeed possible to construct supersymmetric semi-
realistic string models with fluxes and partly frozen moduli. This is an encouraging
observation, but of course much more work is needed to really establish an entire class
of such models (see [451, 447, 453, 456, 457, 458] for some work in this direction).
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5.5 Flux–induced soft–supersymmetry breaking terms
Whether the minimal supersymmetric standard model (MSSM) or some of its rami-
fications will be experimentally discovered at the LHC is of burning interest also for
theoretical particle physics. In the MSSM, supersymmetry breaking is usually param-
eterized by a set of soft supersymmetry breaking parameters, like gaugino, squark and
slepton masses, which have the virtue that they do not spoil the good renormalization
behavior of supersymmetric field theories. But the MSSM does not offer any deeper
microscopic explanation of the origin of the soft supersymmetry breaking parameters.
Nevertheless there are some phenomenological constraints on the structure of the soft
terms, e.g. the absence of flavor changing neutral currents strongly favors squark
masses, which are universal for all squark flavors.
A controllable way to obtain the soft supersymmetry breaking terms of the MSSM
is provided by coupling the matter sector of the MSSM to local N = 1 supergravity.
Then spontaneous supersymmetry breaking by non-vanishing F– or D–terms induces
soft supersymmetry breaking terms in the matter field action. Superstring theory offers
a concrete, microscopic realization of soft supersymmetry breaking inN = 1 supergrav-
ity: the effective low energy action of supersymmetric string compactifications to four
space-time dimensions is given by the N = 1 supergravity action (2.92). Furthermore,
spontaneous supersymmetry breaking is due to F–terms of the gauge singlet scalar
fields M, namely the dilaton S or the geometric moduli M , whose F–terms are called
F S and FM , respectively. Then supersymmetry breaking is transmitted from the gauge
neutral sector to the charged sector of the MSSM by gravitational interactions. This
scenario already allows for a fairly model independent analysis of the soft terms, which
are all proportional to certain combinations of F S or FM . In particular, the dilaton
dominated scenario with F S 6= 0, FM = 0 possesses the feature of flavor universal soft
scalar masses, which is usually spoiled by non-vanishing vevs for FM . In more generic
scenarios, in which both F S 6= 0 and FM 6= 0, the soft supersymmetry breaking terms
can be nicely parameterized by a so-called goldstino angle tan θg ∼ F S/F T , where T
is the overall volume modulus of the internal space.
The final step for a complete understanding of the soft-terms is undertaken by
knowing (i) how the matter sector of the MSSM is microscopically built in string
theory, and (ii) how the supersymmetry breaking auxiliary fields F S, FM are induced,
i.e. by knowing how a non-trivial effective superpotential for the fields S and M is
generated. In this subsection we review generic aspects of soft–supersymmetry terms
in type IIB orientifolds with D3 and D7-branes and three–form flux.
243
In order to derive the soft supersymmetry breaking parameters, one has to compute
the couplings between the open string matter fields on the D3/D7-branes and the closed
string three-form field strengths G3. The soft supersymmetry breaking terms can be
derived either by studying the Born-Infeld action on the D-brane world volumes coupled
to the flux G3 as accomplished for D3-branes in [351, 350], and for D7–branes in [352],
or by coupling the effective action from open/closed string scattering amplitudes to
the effective closed string action with three-form fluxes turned on, as it was performed
for D3- and D7-branes in [339, 459]. Note that in the last references also the open
string two–form f–flux on the D7-branes has been taken into account, which is crucial
for realistic model building with chiral fermions. See also [460, 461, 359]. In any case,
the results of the two different approaches [339] and [351, 350, 352] are completely
consistent with each other and lead to identical results for vanishing f–flux. Results
for type IIA orientifolds may be found in [353, 462, 463].
We start with the effective action (2.92) and the expansions (4.2). The superpo-
tential is modified by potential supersymmetry breaking terms:
W (M, C) = W0(M) +
∑
α
a˜α(M) Cα + 1
2
∑
α,β
µ˜αβ(M) Cα Cβ (5.71)
+
1
3
∑
α,β,γ
Y˜αβγ(M) Cα Cβ Cγ + . . . .
The first term encodes the three-form flux dependence (5.25), while the second term
may appear e.g. in the presence of (primitive) world–volume two-form fluxes on D7-
branes [359, 336, 133]. Furthermore, the third term gives rise to the supersymmetric
mass term
m2
αβ,Susy
= µαγ G
γδ µδβ (5.72)
for the chiral fields C, with:
µαβ = e
κ24K0/2 µ˜αβ +m3/2 Hαβ − F I ∂I Hαβ , (5.73)
with the (complex) gravitino massm3/2 = κ
2
4 e
κ24K0/2W0. We shall see in this subsection
that such a mass term is generated by ISD (2, 1)–form fluxes G3 [352, 359]. The second
term in (5.71), which originates from primitive world–volume two-form fluxes [359],
gives rise to non–vanishing FC–terms and a non–vanishing scalar potential even at
C = 0. In the following we consider the case a˜α = 0.
Before computing the scalar potential V(φ, φ) it is convenient to introduce the
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effective superpotential Weff encoding all supersymmetry preserving terms of (5.71):
Weff =
1
2
∑
α,β
µαβ(M) Cα Cβ + 1
3
∑
α,β,γ
Yαβγ(M) Cα Cβ Cγ , (5.74)
with
Yαβγ = e
κ24K0/2 Y˜αβγ . (5.75)
The full scalar potential is a real function of all moduli fields φ, φ and may be deter-
mined with the Eq. (2.94). Up to second order in the matter fields C it assumes the
form
V(M,M, C, C) = VF(M,M) + VD(M,M) + VD(C, C) + ∂αWeff Gαβ ∂βW eff
+ m2
αβ
Cα Cβ +
(
1
3
Aαβγ Cα Cβ Cγ + 1
2
Bαβ Cα Cβ + hc.
)
+ . . . ,
(5.76)
with the D–term potentials VD given in (2.97) and the scalar potential
VF (M,M) = eκ24K0
(
KIJ0 DIW0 DIW 0 − 3κ24 |W0|2
)
, (5.77)
derived from the lowest order Ka¨hler potential K0 and superpotentialW0 (closed string
sector only). In the following, in a sum capital roman letters denote the closed string
moduli, while greek letters run over the matter fields. Both types of moduli fields are
summarized in small roman letters. The second line of (5.76) gives rise to a series of
bosonic scalar soft–supersymmetry breaking terms [464]. The latter split the masses
of the scalars C of the chiral multiplets while guaranteeing the absence of quadratic
divergences. For a˜α = 0 the parametersm
2, A and B have been computed for vanishing
F–term scalar potential, i.e. VF (M,M) = 0, in [465, 329] and for VF (M,M) 6= 0 in
[466, 350]. In that case these parameters take the form:
m2
αβ
=
[ |m3/2|2 + VF (M,M) ] Gαβ − F I F j RIJαβ ,
Aαβγ = F
I
[
∂IYαβγ +
1
2
∂IK0 Yαβγ − ΓδI(α Yβγ)δ
]
,
Bαβ =
[
2 |m3/2|2 + VF (M,M)
]
Hαβ −m3/2 F I ∂IHαβ (5.78)
+ m3/2 F
I
(
∂IHαβ − ΓδIα Hδβ − ΓδIβ Hαδ
)
− F IF J ( ∂I∂JHαβ − ΓδIα ∂JHδβ − ΓδIβ ∂JHαδ )
− eK0/2 µ˜αβ m3/2 + eK0/2 F I
(
∂I µ˜αβ + ∂IK0 µ˜αβ − ΓδIα µ˜δβ − ΓδIβ µ˜αδ
)
,
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with the F–terms:
F
N
= eκ
2
4K0/2 KNL0 ( ∂LW0 + κ
2
4 W ∂LK0 ) . (5.79)
The connection for Hermitean manifolds is ΓαIβ = G
αj ∂IGβj and the curvature tensor
RIJαβ = ∂I∂JGαβ−ΓiIαGijΓjJβ has been expressed in Eq. (4.132) in terms of the Ka¨hler
potential K(φ, φ). The gaugino masses ma are determined by the formula
ma =
1
2
F I ∂I lnRe(fa) , (5.80)
with fa the gauge kinetic function of the gauge group Ga.
In the following we shall discuss the soft–supersymmetry breaking terms (5.78)
induced by three- and two-form background fluxes in type IIB orientifolds. All the
relevant properties of fluxed–induced soft–supersymmetry breaking terms in type IIB
orientifolds with matter fields originating from D–branes may be seen at one particular
example, namely the type IIB orientifold of T4/Z2 ×T2 (c.f. subsection 4.3.3 for more
details). For this model we have four stacks of eight D7-branes, which are wrapped
around the orbifold T4/Z2 and placed at the four orientifold O7-planes. The latter
are located at the four Z2 fixpoints of the T
2. Within this framework we calculate the
flux–induced soft supersymmetry breaking terms (5.78) stemming from the effective
four–dimensional D7-brane action. From the complex three-forms (5.34) the following
basis elements represent
ωAi , ωBj , ωC2 , ωD2 , ωC4 , ωD4 , i, j = 0, . . . , 3
a basis of H3(T4/Z2 × T2), i.e. they are invariant under the orbifold group. Only the
primitive forms ωAi, ωBj will contribute to the scalar potential (5.77) and give rise to
soft–terms. The (untwisted) three-form flux may be expanded as in (5.32).
In the model under consideration there are two kinds of matter fields C. They
originate from open strings stretched between different stacks of D7-branes or they
describe the position Ca of one stack a of D7-branes along the T
2. In the following we
shall focus on the latter. The Ka¨hler potential for the closed and open string moduli
has been given in (4.115). According to (4.2) it assumes the expansion
K(M,M, C, C) = K0(M,M) +GCaCa Ca Ca +
(
1
2
HCaCa Ca Ca + h.c.
)
+ . . . ,
(5.81)
with (U ≡ U3):
κ24 GCaCa =
1
(S + S)(U + U)
, κ24 HCaCa =
1
(S + S)(U + U)
. (5.82)
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The expansion of the superpotential W takes the form (5.71)
W (M, C) =W0(M) + 1
2
µ˜CaCa Ca Ca +
1
3
Y˜ABC CA CB CC + . . . , (5.83)
with the superpotential term W0, given in (5.47) with U
3 ≡ U , the three-form flux
dependent µ–term
µ˜C7aC7a = −d3 − c2 U1 − c1 U2 + c0 U1 U2 , (5.84)
and the holomorphic three–point couplings Y˜ABC . The above superpotential for the
orientifold T4/Z2×T2 may be derived from gauging some PQ–symmetries of axions of
N = 2 hypermultiplet or from F–theory [359]. According to (5.74) the µ–term (5.84)
and the Yukawa couplings Y˜ABC give rise to the effective superpotential
Weff(C) =
1
2
µCaCa (Ca)
2 +
1
3
YABC CACBCC + . . . , (5.85)
with the effective µ–term (5.73):
µC7aC7a = e
κ24K0/2 µ˜C7aC7a+m3/2 HC7aC7a−F
M
∂M HC7aC7a = −Y −1/2 GC7aC7a
∫
G3∧ωA3 ,
(5.86)
with Y = e−κ
2
4K0 . From (5.78) we determine the following soft–masses m2C7aC7a for the
D7-brane position moduli C7a :
m2C7aC7a = |Y |−1
{ ∣∣∣∣∫ G3 ∧ Ω ∣∣∣∣2 + ∣∣∣∣∫ G3 ∧ ωA1∣∣∣∣2 + ∣∣∣∣∫ G3 ∧ ωA2∣∣∣∣2
}
GC7aC7a . (5.87)
Furthermore, according to (5.72) the supersymmetric mass becomes:
m2
C7aC7a ,Susy
= GC7aC7a |µC7aC7a |2 = |Y |−1
∣∣∣∣ ∫ G3 ∧ ωA3 ∣∣∣∣2 GC7aC7a . (5.88)
From the two expressions (5.87) we conclude, that both ISD (0, 3)– and (1, 2)–form
fluxes contribute to the soft–mass (5.87). On the other hand, a (2, 1)–flux preserving
supersymmetry gives rise to the effective µ–term (5.88). The fact, that an ISD–flux
gives rise to non–vanishing scalar masses for D7-brane position moduli [339, 352] is
to be contrasted to scalar masses of D3-brane position moduli, which only receive
contributions from IASD–fluxes [351, 350].
Let us now discuss the gaugino masses. The gauge kinetic function for SO(8) gauge
theory on one stack of D7-branes is given in (4.33). With this we may determine the
gaugino masses (5.80)
ma =
1
T + T
F T . (5.89)
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Hence the latter is sensitive to ISD (0, 3)–form fluxes only. In Table 27 we show the flux
components contributing to soft–supersymmetry breaking terms (5.78) on D7–branes.
(2, 1) (0, 3) (3, 0) (1, 2)
mαα − + − +
µαβ + − − −
ma − + − −
Table 27: Fluxes contributing to soft–supersymmetry breaking terms on D7-branes.
If in addition to the three-form flux G3 also (non–primitive) two-form fluxes f on
the D7-brane world–volume are turned on, the results (5.87), (5.88) and (5.89) change.
Note, that non–primitive two-form fluxes contribute to the D–term potential, while
a˜α = 0 in (5.71). The expressions become rather long and can be found in [359]. In
that case all flux components contribute to the soft–mass (5.87). Furthermore, the
gaugino mass receives also a contribution from an IASD (3, 0)–flux. From those results
the soft–masses for a stack of (space–time filling) D3-branes may be easily anticipated
by sending the two-form flux on the D7-branes to infinity. In Table 28 we show the
flux components contributing to soft–supersymmetry breaking terms (5.78) on D3-
branes. In particular, no soft–masses are generated from ISD–fluxes. This fact is a
manifestation of the no–scale structure of the effective action of a D3-brane (at leading
order in α′).
(2, 1) (0, 3) (3, 0) (1, 2)
mαα − − + −
µαβ − − − +
ma − − + −
Table 28: Fluxes contributing to soft–supersymmetry breaking terms on D3-branes.
In the presence of world–volume two-form flux on the D7-brane, i.e. with mixed
D/N–boundary conditions, the pattern of both tables 27 and 28 are combined and
give a rich structure of soft–terms [339, 459]. Most importantly, chiral scalar fields,
which correspond to twisted open string sectors, i.e. open strings which stretch between
two D7-branes with different type of f–flux boundary conditions, get also masses from
(3, 0)- as well as from (0, 3)-fluxes. In particular, these effects appear in realistic models
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with three chiral generations as discussed in subsection 5.4.2. We refer the reader to
the following literature [339, 459, 460, 461] for a detailed account. In addition, some
phenomenological research on flux–induced soft supersymmetry terms may be found
in [467, 468].
The soft-supersymmetry breaking pattern, discussed above, holds also quite gener-
ically for other orientifold compactifications, see recent calculations on a CY manifold
in the large radius approximation [469, 470, 471, 472]. In this non–toroidal case the
Ka¨hler potential for the charged matter fields is the hardest part of the computa-
tion. However, due to non–renormalization theorems the scaling behavior (encoded in
modular weights) of the Ka¨hler potential with respect to certain Ka¨hler moduli could
indirectly be obtained from the physical Yukawa couplings in type IIB orientifolds,
thereby neglecting the dependence on the complex structure moduli [471]. It should
however be stressed, that such an attempt cannot provide non–trivial functions82 en-
coding stringy effects as they appear in the matter metrics (4.149). The latter allow
for a non–trivial and rich structure in the soft–supersymmetry breaking terms [459].
Nonetheless, the computation of the resulting soft supersymmetry breaking terms in
[472] showed unexpected cancellations and in leading order led to flavor universal soft
terms as in the cases described above. It would clearly be of some interest to perform
such computations of soft supersymmetry breaking terms for a larger set of models.
Given these terms, available software packages allow to run these string derived cou-
plings down to the TeV scale and compare with LHC results [473] (of course assuming
that supersymmetry at the TeV scale is found at LHC).
5.6 Moduli stabilization in type IIB orientifolds
For type IIB orientifolds the work of KKLT [474] proposes a mechanism to stabilize all
moduli at a small positive cosmological constant. Let us review this propoasal.
In the following a flux compactification of a type IIB CY orientifold with µ = 0 and
the general Ka¨hler potential (4.23) is assumed. Furthermore, we consider the racetrack
superpotential:
W =W0(S, U) +
h1,1+ (X )∑
j=1
βj(C) γj(S, U) eaj T j . (5.90)
The first term W0 of (5.90) represents the tree–level flux superpotential (5.25). On the
82Confer also footnote 71 for a comparison of a field–theory vs. string theory computation of the
Yukawa couplings.
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other hand, the sum of exponentials accounts for D3–brane instantons and gaugino con-
densation on stacks of D7–branes. Here the function γj(S, U) includes possible further
contributions from the dilaton and the complex structure moduli, whereas βj(C) in-
cludes possible contributions of charged matter fields C (see below). The D3–instantons
come from wrapping (Euclidean) D3–branes on internal four–cycles Cj of the CY orien-
tifold X . The latter have the volume Re(T j) (c.f. Eq. (4.32)) and lead to the instanton
effect e−2πT
j
in the superpotential, i.e. aj = −2π. In order for such a superpotential
being generated, one needs precisely two fermionic zero modes being present on the
world volume of the Euclidean D3–branes. In F/M–theory, where one considers instead
of the D3-branes Euclidean M5–branes, wrapped around 6-dimensional divisors of a
CY fourfold, a necessary condition for having two fermionic zero modes is that the
arithmetic genus χ of the divisor is equal to one [475]:
χ(wrapped divisor) = h(0,0) − h(0,1) + h(0,2) − h(0,3) = 1 . (5.91)
However the number of zero modes may change in the presence of background fluxes
[476, 477, 478, 479, 480, 431, 481, 340]. In type IIB a similar condition than (5.91) can
be formulated under certain circumstances. In fact in [479, 340] it is shown directly
in type IIB, how the zero modes counting is changed in the presence of background
three–form fluxes G3 and orientifolds. Additionally, it was shown in [481] that only
the (2, 1)–component of the G3–flux may lift zero modes. The advantage of the latter
counting procedure is that it is not necessary to do an F-theory lift, the calculations can
be done directly in the type IIB picture. Although there exist criteria for the existence
of D3–instantons contributing in (5.90), the coefficient γj(S, U), which represents the
one–loop determinant of the instanton solution, is hard to compute directly. So far this
has been achieved (in)directly in F– or M–theory [475] or by some duality arguments
[482, 483].
On the other hand, gaugino condensation on a D7–brane, which is wrapped on
the four–cycle Cj, can only occur under certain instances. The gauge coupling on a
D7–brane is given by Re(T j), c.f. Eq. (4.33). Hence, gaugino condensation on this D7–
brane yields the effect e−T
j/ba in the superpotential, with ba the β–function coefficient
of the effective super Yang–Mills gauge theory, which lives on the world volume of
the wrapped D7–branes. Gaugino condensation can only arise if the gauge theory is
asymptotically free, i.e. if ba > 0. This puts some constraints on the possible matter
spectrum on the D7–branes. The simplest possibility, which always leads to a gaugino
condensate, is that the gauge theory on the D7–branes is a pure N = 1 Yang-Mills
theory without any massless fundamental or adjoint chiral matter fields. For example,
for the gauge group SU(Nc) we have bSU(Nc) =
Nc
2π
, i.e. aj = − 2πNc and βj(C) = 1.
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Gaugino condensation can also occur if there areNf charged matter fields in the fun-
damental plus antifundamental representations of the confining gauge group SU(Nc).
Specifically, for the case Nf < Nc, one obtains the following Affleck-Dine-Seiberg (ADS)
non-perturbative superpotential [484]
WADS = γj(S, U)
(
e−8π
2T j
det(M)
) 1
Nc−Nf
, (5.92)
which now contains an additional factor involving the meson determinant
det(M ij) ≡ det(C˜iaCja), (5.93)
where the Cia are charged matter fields, and i, j denotes the flavor and a, b the color
index.
In order to realize this superpotential in type IIB orientifold compactifications, one
considers two different stacks of D7-branes one denoted by D7c and the other one by
D7f [485]. On the first stack, which consists of Nc D7c-branes wrapped around the
four-cycle Cc, we assume a gauge group Gc that can undergo gaugino condensation. As
generalizations of the ADS superpotential in the presence of (anti-)symmetric tensor
representations are not very well understood, we assume that these representations
are absent. The simplest situation in which this is the case is when the D7c stack
does not intersect the O-planes. The gauge group Gc will therefore be of the form
U(Nc) ∼= SU(Nc)× U(1)c.
The other stack of N˜f D7f -branes being wrapped around Cf , has a gauge group
Gf that contains at least one U(1) factor denoted by U(1)f . In the generic case, when
the D7f stack does not lie on top of the O7-planes, one has the usual unitary gauge
group including an Abelian U(1)f factor. On the other hand, in the case when the D7f
stack coincides with an O7-plane, Gf becomes enhanced to a symplectic or orthogonal
gauge group. This group can be broken to a unitary group with Abelian factors by
switching on appropriate world volume fluxes, so this might a priori also be a valid
option. However, for simplicity we want to assume that the D7f branes are not on top
of O7-planes, and hence Gf = U(1)f ×SU(N˜f ). The bifundamental matter fields C are
coming from open strings stretched between the f - and c-stacks. They each transform
under (SU(N˜f ), SU(Nc))U(1)f in the representation
(N˜f , Nc ⊕ N¯c)qf=1 , (5.94)
where the subscript denotes their charge under the U(1)f . The fields in the (N˜f , N¯c)-
representation originate from strings stretched from D7c to D7f , whereas the ones
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transforming in the (N˜f , Nc)-representation arise from open strings stretched from the
orientifold image of D7c to D7f . Obviously, with only this particle content SU(N˜f)
would be anomalous. Thus, additional fields charged under SU(N˜f ), for instance from
other brane stacks that intersect D7f , have to be present in a globally consistent model.
Alternatively if N˜f = 1 there is only an U(1)f anomaly that can be canceled by the
Green-Schwarz mechanism.
In order to have a non-zero flavor number Nf one has to turn on open string
F-flux on the D7f -branes. Then the number of chiral bifundamentals is given by
the index of the Dirac operator on the intersection of the two D7-branes and in the
background of the world volume flux along this intersection. We assume that there is
no world-volume flux on the D7c-stack, otherwise the difference of the fluxes on the
two stacks along their intersection locus would enter the index. This would lead to
different numbers of (N˜f , N¯c)- and (N˜f , Nc)-representations. Under this assumption,
the number of (N˜f , N¯c)-representations is given by
n = index(∇) = α′−1
∫
Cf∩Cc
F
2π
, (5.95)
where we introduced the factors α′−1 for dimensional reasons. The number of (N˜f , Nc)-
representations is given by (5.95) as well. Therefore, the total number of bifundamental
fields C is given by Nf = nN˜f .
The ADS superpotential WADS is also important if D-term potentials arise from
world-volume F-flux on the D7f -branes. In this case the non-trivial shift of the Ka¨hler
modulus T j under the anomalous U(1)f gauge symmetry is compensated by the trans-
formation of the matter fields C under this group, such that the superpotential WADS
is completely invariant [486, 485]. This observation becomes relevant when performing
the uplift from an AdS-vacuum to a dS-vacuum by the D-term potential instead of the
inclusion of anti–D3–branes (see below).
Hence the closed string moduli stabilization procedure is generically influenced by
local brane properties and open string moduli. As a result one should stabilize both
open and closed string moduli at once. However in practice one may first solve for
FC = 0 and substitute the resulting solution for the open string modulus C into the
remaining closed string system. This reduces the problem to a KKLT scenario. This
way it has been shown in [487], that it is safe to ignore the effects of anomalous U(1)’s
in the KKLT setup. Therefore, in the following we shall assume the absence of charged
matter fields C in the superpotential and vanishing D–terms.
In Eq. (5.90) we assume βj(C) = 1, W0 ∈ C, γj ∈ C, and aj ∈ IR−. We do not
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consider a possible open string moduli dependence of the superpotential [488, 359]. On
the D7–brane, γj(S, U) may comprise one–loop effects and further instanton effects
from D(−1)–branes: One loop corrections to the gauge coupling give rise to [403]
γj ∼ η(U)−2/ba , (5.96)
while additional instantons in the D7–gauge theory amount to:
γj ∼ e
−S/ba
R
C
j
4
F∧F
. (5.97)
Stabilization of all moduli and breaking supersymmetry at a positive vacuum en-
ergy is accomplished through three steps.83 One first dynamically fixes the dilaton S
and the complex structure moduli Uλ through the tree–level piece W0 (given in Eq.
(5.25)) of the superpotential. This is achieved with a generic three–form flux G3 with
both ISD– and IASD–flux components. At the minimum of the scalar potential in the
complex structure and dilaton directions, the flux becomes ISD and the potential as-
sumes the value V0(S, U) = −3eK |W0|2. The soft masses mS, mU (c.f. subsection 5.5)
for the dilaton and complex structure scalars are generically of the order α′/R3 [459].
In the large radius approximation Re(T ) ≫ 1, the non–perturbative terms in (5.90)
only amount to a small exponentially suppressed additional contribution to mS, mU .
According to [491] the latter is negligible. The second step is the addition of the non–
perturbative piece to the superpotential (5.90), which allows the stabilization of the
Ka¨hler moduli T j at a supersymmetric AdS minimum. The soft masses for the Ka¨hler
moduli are much smaller than soft masses mS and mU . This property allows us to
separate the first and second step, i.e. to effectively first integrate out the dilaton and
complex structure moduli. Nonetheless, strictly speaking these two steps should be
treated at the same time.
The dynamics of the effective N = 1 supergravity theory with the superpotential
(5.90) is determined by the associated scalar potential (2.94)
VAdS = eκ24K
|DSW |2 + h
1,1
+ (X )∑
i=1
|DT iW |2 +
h2,1− (X )∑
j=1
|DUjW |2 − 3 κ24 |W |2
 , (5.98)
with the Ka¨hler potential for the fields S, T j , U j , given in (4.23). Supersymmetric
vacuum solutions are found by finding the zeros of the F–terms:
F
M
= KMJ (∂JW + κ
2
4 W KJ) . (5.99)
83The possibility to stabilize all moduli in Minkowski vacua in type IIB orientifolds via racetrack
superpotentials was discussed in [489, 490].
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Solutions to the equations FM = 0 give rise to extremal points of the scalar potential.
In addition, it has to be verified whether those zeros lead to a stable minimum. Since
the matrix KMJ is positive definite, the zeros in the moduli space are determined by
the 1 + h2,1− (X ) + h1,1+ (X ) equations
∂SW + κ
2
4 W KS = 0 ,
∂UλW + κ
2
4 W KUλ = 0 , λ = 1, . . . , h
2,1
− (X ) , (5.100)
∂T jW + κ
2
4 W KT j = 0 , j = 1, . . . , h
1,1
+ (X )
following from the requirement of vanishing F–terms (5.99). These equations turn into
the 1 + h1,1+ (X ) + h2,1− (X ) equations, whose solution allow to fix the vev for dilaton S,
the h2,1− (X ) complex structure Uλ and h1,1+ (X ) Ka¨hler moduli T j. At these values, the
scalar potential assumes the negative value
VAdS = −3 κ24 eκ
2
4K |W |2 (5.101)
and supersymmetry is restored at the AdS minimum. Typically the sizes of the four–
cycles are fixed at reasonable large values. To summarize, with the first two steps of the
KKLT mechanism stabilization of all moduli is achieved. This has been demonstrated
in much detail for some selected type IIB orientifold examples in [492, 349, 493, 340].
The third step in the KKLT proposal is the inclusion of one anti–D3–brane. The
effect of the latter is an additional positive energy amount (with some constant D)
VD3 =
D
Vol(X )2 , (5.102)
to be added to the scalar potential (5.98):
Vtotal = VAdS + VD3 . (5.103)
With this contribution the full scalar potential becomes positive and its minimum may
be adjusted to a small positive value.
In Figure 19 we have depicted the situation for one Ka¨hler modulus (overall radius
ReT of the CY manifold X ). With the first and second step we obtain the scalar
potential (5.98), shown in red. The additional contribution (5.102) of the anti–D3 is
shown in green. The resulting final potential (5.103) is shown in blue.
The minimum is lifted from AdS to dS, however the values for the moduli de-
rived from the vacuum equations (5.100) do not significantly change during the uplift.
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Figure 19: Scalar potentials in a KKLT scenario: VAdS in red, VD3 in green, and Vtotal
in blue.
Furthermore, the supersymmetry breaking parameters like the gravitino mass or soft–
masses are essentially determined by the depth of the AdS–minimum and most of the
soft–supersymmetry breaking pattern (exhibited in subsection 5.5) does apply.
The stability of AdS vacua in gravity coupled to scalar fields has been investigated
in [494]. Stability is guaranteed, if all scalar masses fulfill the Breitenlohner–Freedman
(BF) bound [494], i.e. their mass eigenvalues do not fall below a certain minimal
bound. The latter is a negative number related to the scalar potential at the minimum
(5.101). It can be shown in a completely model independent way that all scalars have
masses above this bound at any N = 1 supersymmetric AdS minimum in supergravity
theories. However, the third and final step in the KKLT scenario consists in the
addition of one anti D3–brane, i.e. a positive contribution to the scalar potential,
which lifts the AdS minimum to a dS minimum. The masses for the moduli fields do
not change significantly during this process. However stable dS vacua require positive
mass eigenvalues. Hence, any negative mass eigenvalue before the uplift is unacceptable
since the effect of the anti D3–branes on the mass eigenvalues is too small to change a
negative mass to positive.
The question under which conditions one may achieve a stable uplift from AdS
to dS has been asked in [495, 347] (see also [496, 497, 498, 499, 500]) and further
investigated in full generality in [340]. One important conclusion of the work [340] is,
that compactifications without complex structure moduli, i.e. h2,1− (X ) = 0 generically
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do not allow for a stable uplift. More precisely, there are certain constraints on the
form of the Ka¨hler potential for the Ka¨hler moduli in order to yield positive mass
eigenvalues. In particular, all ZN–and ZN × ZM–orientifolds X with h2,1− (X ) = 0 are
excluded for a KKLT scenario. This concerns Z3,Z7,Z3 × Z3,Z4 × Z4,Z6 × Z6 and
Z2 × Z6′ –both at the orbifold point and away from it.
Finally we want to mention, that other scenarios for moduli stabilization and super-
symmetry breaking in type IIB orientifolds have been developed in [501, 443, 497, 502].
Instead of the potential (5.102) the uplift from an AdS- to a dS-vacuum may be also
achieved by a D-term potential (D–term uplift) [501]. However, it has been pointed
out in [491] that a supersymmetric AdS minimum (5.100) cannot be uplifted by non–
vanishing D–terms. On the other hand, in [497, 502] an appealing alternative has
been proposed to break supersymmetry by F–terms FC of open string moduli or mat-
ter fields (F–term uplift). In the matter dominated supersymmetry breaking scenario
FM ∼ 0, FC ∼ m3/2 supersymmetry is broken by non–vanishing F–terms of matter
fields while essentially saving the stabilization results (5.100) of the closed string moduli
furnished at the AdS minimum, c.f. [497, 502] for more details.
5.7 Type IIA flux compactifications
In order to explain the idea of flux compactifications we have focused on the prototype
example of three-form fluxes in type IIB string theory. The main reason was that the
backreaction of the fluxes on the geometry is under rather good control insofar as one
deals with a conformal Calabi-Yau manifold as internal space. Neglecting the warp fac-
tor, one can employ the standard Calabi-Yau techniques and rely on the mathematical
proofs for their existence.
Compared to type IIB, matters are more complicated in type IIA [416, 503, 504,
505, 506, 507, 508, 509, 510, 511, 512, 513, 207, 514]. In type IIA a similar analysis
of the Killing spinor equations as sketched in section 5.2.2 leads to the conclusions
that IIA solutions with non-vanishing NSNS or RR fluxes are either not symplectic
or not complex, or neither. More concretely, a specific class of solutions of the type
IIA Killing spinor equations is given by almost-Ka¨hler, half-flat manifolds with the
following torsion class84
84These are six-dimensional manifolds, which allow for an uplift to a seven-dimensional M-theory
manifold with G2 group structure or even G2 holonomy, using the fibration structure introduced by
Hitchin [515].
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τ ∈ W+2 . (5.104)
It means that the holomorphic 3-form Ω3 is non-closed (cfr. eq.(5.13)):
dΩ3 =W2 ∧ J2 . (5.105)
This geometrical quantity can the be related to the non-vanishing RR fluxes in the
following way:
W+2 = eφ(F2 + F4) . (5.106)
A similar analysis is actually true for flux compactifications with a four-dimensional
AdS4 space instead of Minkowski space-time [516]. Here the torsion is constrained to
fall into the following classes:
τ ∈ W+1 +W+2 . (5.107)
Therefore the six-dimensional space is a half-flat manifold. In addition to 5.107, the
Bianchi identities require the exterior derivate of W+2 to be proportional to the real
part of the (3,0)-form on the six-dimensional space:
dW+2 ∼ Re(Ω) . (5.108)
About the type IIA non-Calabi-Yau solutions to the supersymmetry constraints
much less is known and examples are rare. To address the moduli problem one should
first know the moduli space, which is not the case for these solutions. Nevertheless,
one can try a perturbative approach and treat the fluxes and the backreaction of the
metric and other fields as small effects. Effectively, one can then use the Calabi-Yau
background and its moduli space. Let us sketch how one can proceed in type IIA in
this way.
Type IIA theory contains the RR one-form C1 and three-form C3 as well as their
Hodge dual forms C7 and C5. In addition, in type IIA Calabi-Yau orientifolds we have
to deal with orientifold O6-planes that couple to the RR seven-form C7 via (2.79),
explicitly
Q6µ6
∫
W
C7 . (5.109)
Regarding the effects of fluxes on the 6-brane charge one has to take care of a subtlety
which was mentioned in the course of introducing the democratic type II action in
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section 2.2.3, namely the potential presence of RR field strengths without dynamical
RR potentials. This includes the RR zero-form F0 which is conventionally referred
to as the mass parameter m of IIA. Including this zero-form, the RR two-form field
strength is defined
F2 = dC1 + F0B2 . (5.110)
By the democratic formulation, the equation of motion for C7 is the Bianchi identity
of F2. Thus, the coupling (5.109) leads to a modification of this Bianchi identity in the
presence of O6-planes in the form
dF2 = F0H3 −Q6µ6π3 . (5.111)
Here π3 is the Poincare´-dual three-form of the six-cycle wrapped by the O6-plane. Inte-
grating this equation over any three-cycle produces a cancellation condition among the
combination F0H3 of RR zero-form flux and NSNS three-form flux and the background
O6-plane charge. Of course, adding D6-branes in addition would also contribute. This
is the analogue of the effective three-brane charge (5.18) of three-form fluxes in IIB.
Note that in IIA there are other RR fluxes which remain unconstrained.
The potential energy induced by the fluxes is obtained again by inserting a general
ansatz for the fields into the action. All potentials are expanded into harmonic forms
of proper degree on the Calabi-Yau. Fluxes are included for their field strengths. The
dilaton is considered to be constant, and the metric a direct product of Minkowski
times the Calabi-Yau.85 The kinetic action of the RR forms F2p, p = 0, 2, 4, is of
course positive, and from the tension of the O6-planes there comes a negative con-
tribution. This allows a stabilization with negative vacuum energy in a potentially
supersymmetric AdS4 groundstate.
The explicit dimensional reduction was performed in [148], where it was shown how
to capture the effects of the fluxes in terms of a superpotential that has two pieces,
WIIA−flux =
1
κ210
∫
X
[
Ω3 ∧H3 +
3⊕
p=0
F2p ∧ eB+iJ2
]
, (5.112)
which combines the general NSNS flux H3 with the even RR fluxes F2p. In addition,
it is very plausible that the effective superpotential for type IIA compactifications on
85As remarked above, this is neither supersymmetric nor a solution to the equations of motion, but
valid only in a perturbative sense.
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non-Calabi-Yau spaces contains a geometrical piece, which is determined by the non-
vanishing torsion, i.e. the non-closure of Ω3, of the internal manifold (see also the
similar expression for heterotic flux compactifications):
WIIA−geometry =
1
κ210
∫
X
(dΩ3 ∧ J2) . (5.113)
The important difference compared to the case of IIB is the fact that (5.112) depends
on both types of moduli, and thus complete moduli stabilization may in principle be
achieved in IIA compactifications with fluxes [508, 509, 513, 517, 510, 511, 512, 207].
Now, the superpotentialWIIA−flux+WIIA−geometry is supposed to produce the correct
conditions for preserving supersymmetry from its F-flatness. That means vanishing F-
terms should impose the same constraints that follow from the Killing spinor equations.
However this is quite difficult to be explicitly shown, since the moduli spaces of the
non-Calabi Yau manifolds are not very well understood.
An alternative effective description was suggested basically based on experience
with toroidal models and T-duality. The idea is that the deviation of the metric from
being Calabi-Yau, i.e. the geometric torsion, could possibly be described by adding a
background value for the spin connection ωkij, which can also be viewed as a three-index
object. This has lead to the term “geometric flux”. Such geometric fluxes arise nat-
urally from mirror symmetry to Type IIB flux compactifications and contribute both
to the RR tadpole cancellation conditions as well as to the superpotential [416, 417].
They also give rise to new consistency conditions among fluxes and branes [511, 207].
The geometric fluxes deform the torus to a twisted torus. The resulting consistency
conditions can be understood from their geometry and topology. In particular, it was
pointed out that on the twisted torus the cohomology groups H3(T6ω,Z) contain ZN
torsion pieces which give rise to extra tadpole cancellation conditions [455]. First at-
tempts with concrete models with D6-branes and fluxes in IIA have been reported in
[511, 518, 519, 520, 521]. From T-duality it was also conjectured that even more fluxes
(or better flux-like deformations) could exist in so-called non-geometric compactifica-
tions [437].
Since in general type IIA flux vacua and other more general deformations of Calabi-
Yau compactifications are not very well understood, we stop here.
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5.8 Heterotic flux compactifications
Heterotic string compactifications on an internal space with non–trivial warp factor,
dilaton and H–field background were first discussed in [42] (see also [140]. We will
follow essentially the discussion in [503, 522]. More and also subsequent work on that
subject can be found in [142, 523, 524, 525, 526, 527, 528, 529, 530, 531, 532, 533, 534,
535, 536, 537, 538, 539, 540, 541].
In the following, we will be interested in N = 1 supersymmetric compactifications
of heterotic string theory on spaces with metric given by
ds2 = g0MN dx
M ⊗ dxN = e2∆(y) (dxµ ⊗ dxν gµν(x) + dym ⊗ dyn gˆmn(y)) . (5.114)
Here gµν(x) denotes the metric of a four–dimensional maximally symmetric spacetime
and ∆ denotes a warp factor which we take to only depend on the internal coordi-
nates ym. The ten–dimensional supersymmetry equations (in the absence of gaugino
condensates) can be cast into the following form
δψM = DMǫ ≡ ∇Mǫ− 1
4
HMǫ , (5.115)
δχ = −1
4
ΓMNǫ FMN , (5.116)
δλ = −1
4
∇/φ+ 1
24
H ǫ , (5.117)
where H ≡ ΓMNPHMNP , HM ≡ HMNP ΓNP , and where the covariant derivative ∇
is constructed from the rescaled metric gMN = e
−2φg0MN . Necessary and sufficient
conditions for N = 1 spacetime supersymmetry in four dimensions were derived in [42]
and are given by:
1. the four–dimensional spacetime has to be Minkowski, i.e. gµν = ηµν ;
2. the internal six–dimensional manifold has to be complex, i.e. the Nijenhuis tensor
Nmnp has to vanish;
3. up to a constant factor, there is exactly one holomorphic (3, 0)–form ω, whose
norm is related to the complex structure J by
⋆d ⋆ J = i
(
∂¯ − ∂) log ||ω|| ; (5.118)
4. the Yang–Mills background field strength must be a (1, 1)– form and must satisfy
trF ∧ F = tr R˜ ∧ R˜− i ∂∂¯J (5.119)
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as well as
FmnJ
mn = 0 ; (5.120)
5. the warp factor ∆ and the dilaton φ are determined by
∆(y) = −1
4
φ(y) + constant ,
φ(y) = −1
2
log ||ω||+ constant ; (5.121)
6. the background three–form H is determined in terms of J by
H =
i
2
(
∂¯ − ∂) J , (5.122)
where i(∂ − ∂¯) = dxn Jn m ∂m.
Inspection of (5.119) shows that if tr R˜ ∧ R˜ is non–vanishing, then it has to be a
(2, 2)–form for consistency.
Next we will reformulate the conditions just mentioned in terms of torsional con-
straints, using the language of section 5.2.2. Since the internal manifold is taken to be
complex, it immediately follows from that
W1 =W2 = 0 . (5.123)
The torsion is therefore left in
τ ∈ W3 ⊕W4 ⊕W5 , (5.124)
but it cannot be completely generic, because there is one further geometric constraint
to be satisfied, namely (5.118). This equation relates the dual of the complex structure
to the holomorphic (3,0)–form and therefore can be interpreted as a relation among
theW4 andW5 classes. TheW4 class is determined by J ∧dJ which, using the duality
relation ⋆J = 1
2
J ∧ J , can be interpreted as d ⋆ J . This implies that information
about this class is encoded in the left–hand side of equation (5.118), as this is given
by the one–form ⋆d ⋆ J . Moreover, from the definition of W4, it follows that it must
be described by a one–form, so it is interesting to establish the precise relation among
the two quantities. We can rephrase the Hodge star dual and show that
W4 = 1
2
J y dJ =
1
2
J · (⋆d ⋆ J) . (5.125)
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The proof follows directly from the definition of the contraction operator
J y dJ =
3
2
Jsn dxp ∇[sJnp] = dxn Jsp∇pJns , (5.126)
and of the Hodge dual:
J · (⋆d ⋆ J) = −dxn Jns ∇pJsp = dxn Jsp ∇pJns . (5.127)
Going back to (5.118), and in order to determine the precise relation between W4 and
W5, we better consider multiplying (5.118) with J . In this way the equation gets
simplified to
W4 = −1
2
d log ||ω|| , (5.128)
which gives a further constraint on W4, namely that it is an exact real 1–form. On the
right hand side of this equation we find the norm of the holomorphic form, which is
related to W5. Our classification of the torsion relies on the definition of a unit norm
(3,0)–form, which in this case is simply
Ψ =
ω
||ω|| . (5.129)
This form is not holomorphic anymore for a generic dilaton profile (which is then
related to the ω norm) and that implies W5 6= 0. From the definition of the unit–norm
(3,0)–form (5.129) it follows that
dψ+ =
1
2
(
dΨ+ dΨ¯
)
= −d log ||ω|| ∧ ψ+ . (5.130)
The contraction with ψ+ will therefore lead to
W5 = 1
2
ψ+ y dψ+ = d log ||ω|| , (5.131)
and this finally translates into
2W4 +W5 = 0 . (5.132)
With respect to concrete solutions of the above equations, it is possible to find man-
ifolds that satisfy all these geometrical constraints. For instance the Iwasawa manifold
is an explicit example for a solution of the geometrical heterotic supersymmetry con-
ditions.. However there are additional constraints that are related to the heterotic
Bianchi identities and to the equations in the heterotic gauge bundle sector. For non-
Calabi Yau spaces with H-flux explicit constructions and solutions for heterotic gauge
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bundles are very hard to find. Hence we omit this part of the discussion and refer the
reader to some of the relevant work in this direction [528, 539].
Now we want to discuss the effective action of heterotic flux compactifications. The
aim is, like for type II flux compactifications, to find an effective superpotential Whet,
which implements via DWhet = 0 the same supersymmetry conditions that we have
derived in the previous paragraph. The discussion will be still somewhat qualitative,
since the moduli spaces of non-Calabi Yau manifolds are largely unknown. We start
with the bosonic part of the Lagrangean up to second order in α′ is given by [542]
S =
∫
d10x
√−g e−2φ
[
1
4
R− 1
12
HMNPH
MNP + (∂Mφ)
2
−1
4
α′
(
F IMNF
I MN − R+MNPQR+MNPQ
) ]
. (5.133)
This action is written in the string frame (we have set κ210 = 2) and its fermionic
completion makes it supersymmetric using the three–form Bianchi identity given by
dH = α′
(
trR+ ∧ R+ − trF ∧ F ) , (5.134)
where the curvature R+ is the generalized Riemann curvature built from the generalized
connection ∇+.
To simplify the discussion we limit ourselves to the case with dilaton and warp
factor identified, i.e. φ = −4∆, but the generalization of the following results is
straightforward. After some manipulations, the action (5.133) can be written as
S =
∫
d4x
√−g4
{
−1
2
∫
X
e−2φ (−2dφ+ θ) ∧ ⋆ (−2dφ+ θ) + 1
8
∫
X
e−2φ J ∧ J ∧ RˆabJab
− 1
4
∫
X
d6y
√
g6 e
−2φNmnp gmqgnrgpsNqrs
+
1
2
∫
X
e−2φ
(
H +
1
2
⋆ e2φ d(e−2φ J)
)
∧ ⋆
(
H +
1
2
⋆ e−2φ d(e−2φ J)
)
− α
′
2
∫
X
d6y
√
g6 e
−2φ
[
tr(F (2,0))2 + tr(F (0,2))2 +
1
4
tr(JmnFmn)
2
]
+
α′
2
∫
X
d6y
√
g6 e
−2φ
[
tr(R+(2,0))2 + tr(R+(0,2))2 +
1
4
tr(JmnR+mn)
2
]}
. (5.135)
In this expression the traces are taken with respect to the fiber indices a, b, . . ., whereas
the Hodge type refers to the base indices m,n, . . . of the curvatures. The other geo-
metrical objects appearing in the above expression are the Lee–form
θ ≡ JydJ = 3
2
Jmn ∂[mJnp] dx
p , (5.136)
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the Nijenhuis tensor
Nmn
p = Jm
q∂[qJn]
p − Jnq∂[qJm]p , (5.137)
and the generalized curvature Rˆ, which is constructed using the Bismut connection
built from the standard Levi–Civita connection and a totally antisymmetric torsion
TB proportional to the complex structure,
TBmnp =
3
2
Jm
qJn
rJp
s∂[qJrs] = −3
2
J[m
q∇|q|Jnp] . (5.138)
The action (5.135) will now be used to find the conditions determining the background
geometry. Namely, (5.135) can be used as the expression for the scalar potential of the
effective four–dimensional theory,
S = −
∫
d4x
√−g4 V . (5.139)
The action (5.135) consists of a sum of squares as well as of one linear term. In
order to have a solution of the equations of motion one sets to zero all the squares and
proves that the linear term does not contribute to the equations of motion. First we
would like to exhibit the correspondence between the supersymmetry conditions and
the terms which are squared in the action. The geometrical conditions resulting from
the vanishing of the BPS–like squares are the vanishing of the Nijenhuis tensor
Nmnp = 0
and of some components of the generalized Riemann curvature constructed from the
∇+ connection,
R+(2,0) = R+(0,2) = JmnR+mn = 0.
The vanishing of the Nijenhuis tensor states that the internal manifold is complex
(which means W1 = W2 = 0 in the torsion classes language). The conditions on the
R+ curvature can be translated into the integrability constraints following from the
vanishing of the gravitino supersymmetry transformation (5.115), which leads to the
requirement of SU(3) holonomy for the ∇− connection. The proof requires the identity
R+ab cd = R
−
cd ab − (dH)abcd , (5.140)
which relates the R+ and R− curvatures with the base and fiber indices swapped. Using
this identity and the fact that dH gives higher order terms in α′ the conditions on the
base indices of R+ become conditions on the R− fiber indices, to lowest order in α′,
R− (2,0) = R− (0,2) = JabR−ab = 0 . (5.141)
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These conditions precisely state that the generalized curvature R− is in the adjoint
representation of SU(3) ⊂ SO(6) and therefore its holonomy group is contained in
SU(3). We also obtain the relation between the W4 and W5 torsion classes, expressed
by the identification of the differential of the dilaton with the Lee–form,
dφ− 1
2
θ = 0 . (5.142)
The final BPS–like square precisely yields the locking condition of the three–form H
onto the almost complex structure J which was derived from the vanishing of the
supersymmetry transformations. Indeed, on a complex manifold, and using (5.142),
the following identity holds,
H = −1
2
⋆ e2φ d(e−2φ J) =
1
2
i(∂ − ∂¯)J . (5.143)
Since the potential essentially consists of a sum of BPS–like squares, and is hence
positive definite, we can derive it as a F-term potential from a holomorphic super-
potential, plus various D–terms. The necessary requirements for having an N = 1
vacuum, i.e. W = 0 and ∂W = 0, then impose certain conditions leading to moduli
stabilization. A rigorous derivation of the superpotential for flux compactifications
requires a detailed knowledge of the moduli space of the compactification manifolds,
which is not available at present. However an educated guess for the superpotential is
given by [531, 522]
Whet =
1
2
∫
Ω3 ∧
(
H +
i
2
dJ
)
. (5.144)
Notice that for generic flux compactifications the internal space is not complex, i.e. J
is not integrable, and therefore dJ ∧ Ω 6= 0. Since the above superpotential explicitly
depends on the three–form flux H , its extremisation should give rise to the torsional
constraints leading to supersymmetric configurations. Again, a rigorous derivation
requires an explicit knowledge of the metric moduli, but it is plausible that under
certain assumptions the expected torsional constraints do follow. More precisely, the
superpotential Whet has to lead to a determination of H in terms of the deviation of
the internal space from being a Calabi–Yau manifold. Whet must therefore also include
pieces which are purely geometrical and which measure the non–Calabi–Yau–ness of
the internal space. This is captured by the additional piece proportional to dJ in
(5.144).
Let us briefly comment on the limiting case with constant dilaton φ = const. and
vanishing flux H = 0. The locking condition (5.143) simply becomes the requirement
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for the internal manifold to be Ka¨hler, imposing dJ = 0. In addition, the square
involving the dilaton becomes a condition imposing the vanishing of the Lee form,
d ⋆ J = 0. Moreover, now ∇± = ∇ and R+ = R− = R. Therefore the conditions on
the holonomy of ∇− become conditions on the Levi–Civita connection. The solution
is obviously given by Calabi–Yau manifolds, which are Ka¨hler and have vanishing first
Chern class.
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6 STATISTICS OF FLUX AND D-BRANE MOD-
ELS
So far we have reviewed the various classes of string compactifications with N = 1
space-time supersymmetry in four dimensions. Both heterotic as well as D-brane con-
structions allow to realize many of the features for the SM, like gauge symmetry, chiral
matter particles, gauge symmetry breaking, family replication etc. These discrete
parameters are mostly of topological origin in string theory and are relatively well un-
derstood. When it comes to the continuous parameters like gauge or Yukawa couplings,
string theory is far less under control, for first these terms in the effective action are
only possible to be computed for simple toroidal orbifold models so far and second they
depend sensitively on the moduli notoriously present in string compactifications.
However, as a big step forward it was realized that flux backgrounds (in addition
to non-perturbative corrections) in general freezes these moduli either in supersym-
metric or non-supersymmetric minima. However, with a method really determining
(the classical or naked) energy density in a string vacuum, the so far neglected cos-
mological constant problem arises. In general one expects that quantum corrections
generate a cosmological constant of the order of the supersymmetry breaking scale
M4susy = (1TeV)
4. In order to obtain the observed value of Λ = (0.003eV)4 a fine-
tuning of the classical value is needed for which so far no physical reason has been
identified.
As we will review in the next subsection, an estimate of the number of supersym-
metric flux vacua in Type IIB orientifolds [543] comes to the conclusion that for general
Calabi-Yau manifolds there exist of the order of 10500. This number dramatically ex-
ceeds most of the estimates for the number of string vacua made before. For instance
the number of toric Calabi threefolds is 184026 [544]. An exception is the early es-
timate of the number of self-dual lattices in [13](see also [545]). Taking this number
seriously, i.e. assuming that the number of vacua is not drastically reduced by taking
non-perturbative corrections to the flux superpotential into account, led R. Bousso and
J. Polchinski [546] to the proposal that the cosmological constant might not be fixed
by a dynamical principle to such a small value but that this fine tuning is ”solved”
by merely the enormous vacuum degeneracy of string vacua. Along this same line of
reasoning, M.R. Douglas proposed that, complementary to a model by model search,
one should follow a statistical approach to the string vacuum problem [547], as this
large degeneracy seemed to make it very unlikely that we will easily identify models,
which come close to our universe.
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In [543, 548] very powerful statistical methods were developed to determine to
distribution of Type IIB flux vacua over the complex structure moduli space. The
generalization to M-theory flux vacua was performed in [549]. Since in this review we
restrict ourselves to deal mainly with D-brane constructions, we do not review the entire
story about the statistics in the flux sector. For short reviews on this subject we refer
the reader to [550, 78] and for a more elaborate review to [75]. Here we mainly review
the methods developed so far to describe the statistics in the D-brane sector. This
should only be regarded as a first approach to the problem, as in a completely realistic
setting the statistics of the D-brane sector has to be combined with the statistics of
the flux sector.
6.1 Counting supersymmetric Type IIB flux vacua
In section 5 we have provided the formalism to describe flux vacua in Type IIB string
theory. Just taking the tree level induced potential over the complex structure moduli
space of a chosen Calabi-Yau manifold, one could ask the question
How many different flux vacua are there?
Following [548], let us make an estimate. Consider Type IIB compactified on a Calabi-
Yau manifold with b3 three-forms α
i. Now we turn on general G-flux through these
three-cycles
1
ℓ2s
H3 =
∑
i
N iNS αi,
1
ℓ2s
F3 =
∑
i
N iR αi, (6.1)
so that
Nflux =
1
ℓ4s
∫
F3 ∧H3 = ηijN iNS N jR > 0 (6.2)
with ηij =
∫
αi ∧ αj . The tadpole cancellation condition reads
Nflux
2
+ND−branes = L∗ (6.3)
where L∗ denotes the contribution of the orientifold planes. Now, we want to count
the number of solutions with 0 ≤ L ≤ L∗ with L = Nflux/2. This number is given by
Nflux(L ≤ L∗) =
∑
susy vac
θ(L∗ − L)
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=
∑
vac
1
2πi
∫
C
dα
α
eα (L∗−L) (6.4)
=
1
2πi
∫
C
dα
α
eαL∗
(∑
vac
e−
α
2
N ηN
)
where the path C in the complex plane runs parallel to the y axis with small positive
x. After approximating the discrete sum over the flux quanta by an integral, the sum
over all vacua can be written as
N (α) =
∑
vac
e−
α
2
N ηN
=
∫
M
d2mz
∫
d4mNe−
α
2
N ηN δ2m(DW ) | detD2W | (6.5)
with m = b3/2 andM denoting a fundamental region in the complex structure/dilaton
moduli space. However, the scaling of the number of vacua with L∗ can be estimated
without evaluating this integral. Let us rescale N → N/√α, which implies N (α) →
α−2mN (1) so that gets
Nflux(L ≤ L∗) = 1
2πi
∫
C
dα
α2m+1
eαL∗ N (1)
= θ(L∗)
L2m∗
(2m)!
N (1). (6.6)
This is good approximation as long as the radius of the sphere in N -space is large
enough, i.e. L∗ ≫ 2m. For typical numbers such as L∗ ≃ 1000 (as they appear in
F-theory) and m ≃ 200 one gets Nflux ≃ 10250. This is an amazingly large number,
which is may orders of magnitudes larger than the ensembles of string vacua people
have dealt with before, like for instance toric varieties [551], where numbers like 4 · 109
occurred 86.
In [543] the integral (6.5) was evaluated further (with | detD2W | → detD2W )
leading eventually to the formula
Nflux(L ≤ L∗) = 2πL
2m
∗
πn (2m)!
∫
F×H
det (−R − ω) (6.7)
where F denotes the fundamental region of SL(2,Z), H the fundamental region of the
complex structure moduli space and R and ω the curvature and Ka¨hler two forms.
86The only exception seems to be an earlier estimate of the number of covariant lattices [13].
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In view of this huge vacuum degeneracy, the so-called string landscape, M.R. Dou-
glas has proposed a statistical approach to the string vacuum problem [547]. In its
pragmatic version it says that complementary to a (necessary) model by model search
one should study the statistical distribution of various physical quantities in the en-
semble of string vacua. Such an approach might be helpful to 87
• estimate the frequency with which standard-like string models arise
• get an idea in which regions of the landscape to look for realistic models
• find statistical evidence that standard-like properties are extremely rare, i.e. al-
most excluded → falsification of string theory 88
• argue for a uniform distribution of certain physical quantities like for instance
the cosmological constant, shedding a new light on so-called fine tuning problems
Our viewpoint is rather pragmatic stating that no final word has been spoken in this
matter and one should carry on investigating the set of string vacua with all possible
means. It might also be that without a completely understanding of M-theory we are
missing some essential (non-perturbative) consistency conditions, which eventually will
reduces the number of vacua.
6.2 Statistical approach for D-brane models
The statistics due to the closed string fluxes provide estimates for the frequency of
cosmological parameters like the cosmological constant. Of course, for making contact
with elementary particle physics and the SM, we have to also include the statistics of
the open string sector in Type II orientifolds.
The statistics of D3-brane gauge groups in flux vacua has been investigated in [554].
A more general study of D-brane statistics was initiated in [555], where for the ensemble
of intersecting branes on certain toroidal orientifolds, the statistical distribution of
87More philosophically, one can also combine the landscape picture with the weak anthropic princi-
ple, saying that in some meta-world all string theory vacua are realized and from the many possibilities,
we of course happen to live in a (meta-)stable one where the physical parameters of course must have
the right values to bring about almost intelligent life forms. This might explain why some anthropi-
cally essential physical quantities like the cosmological constant have the ”fine tuned” value we observe
[552] (see also [545] for earlier discussion of the anthropic idea in string theory).
88In the terminology of [553], this means that the SM would lie in the swampland of string theory.
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various gauge theoretic quantities was studied, like the rank of the gauge group, the
number of models with an SU(M) gauge factor and the number of generations. In
particular, the examples of supersymmetric intersecting branes on the T 2, T 4/Z2 and
T 6/Z2×Z2 orientifolds were discussed in detail. These results were supplemented and
confirmed by concrete results from a long term brute force computer search as reported
in [556, 557, 558, 559]. In [560] the statistics of supersymmetric intersecting D-brane
models on T 6/Z2 × Z2 orbifolds was also discussed. In contrast to [556, 557, 558, 559]
here the distributions were discussed for fixed numbers of D-branes i.e. by neglecting
the exponential degeneracy of the hidden sector branes. In particular it was proven that
the number of tadpole canceling configurations is finite. Another example of models
where a brute force statistical analysis was performed are the aforementioned Gepner
model orientifolds [283, 287].
The models we are interested in are still supersymmetric intersecting D-brane mod-
els with the main constraints given by supersymmetry and the tadpole cancellation
condition. The first step is to determine all or at least a large, preferably representa-
tive subset of supersymmetric branes. After solving the supersymmetry constraints,
in all the examples discussed in [555], this was given by a subset S of the naively al-
lowed wrapping numbers XI . As a constraint one faces the various tadpole cancellation
conditions
k∑
a=1
NaXa,I = LI (6.8)
with I = 1, . . . , b3/2 and LI denoting the contribution from the orientifold planes and
the three-form fluxes. A gauge theoretic quantity is often a function of the wrapping
numbers and the number of D-branes. Therefore it is necessary to have methods to
compute statistical distributions in the unconstrained set of solutions to (6.8).
6.2.1 Counting tadpole solutions
Let us discuss such a method at a very simple example, which however shows already
the general idea. Say we would first count the solutions of the single tadpole condition
k∑
a=1
NaXa = L. (6.9)
By writing the Kronecker delta function as
δn,0 =
1
2πi
∮
dq qn−1, (6.10)
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we can express this number as
N (L) ≃ 1
2πi
∮
dq
1
qL+1
∞∑
k=1
1
k!
∞∑
N1=1
L∑
X1=1
. . .
∞∑
Nk=1
L∑
Xk=1
q
P
aNaXa
=
1
2πi
∮
dq
1
qL+1
∞∑
k=1
1
k!
(
L∑
X=1
qX
1− qX
)k
(6.11)
A common method to evaluate the asymptotic expansion of such integrals is the
saddle point approximation. First we write
N (L) = 1
2πi
∮
dq ef(q). (6.12)
To evaluate this integral one assumes that the main contribution comes from the saddle
points q0, which are determined by the condition df/dq|q0 = 0. Here we assume that
there exists only one saddle point. Otherwise one has to sum over all saddle points.
The leading order saddle point approximation is then simply given by
N (0)(L) = ef(q0). (6.13)
One can compute the next to leading order approximation
N (2)(L) = 1√
2π
ef(q0)√
∂2f
∂q2
|q0
. (6.14)
In our case the saddle point function f reads
f(q) =
L∑
X=1
qX
1− qX − (L+ 1) log q. (6.15)
Close to q ≃ 1 we find the analytical expression
f(q) ≃ 1
1− q
L∑
X=1
1
X
− L log q ≃ logL
1− q − L log q. (6.16)
In this approximation the saddle point is at q0 = 1−
√
logL
L
yielding the leading order
approximation
N (L) ≃ e2
√
L logL. (6.17)
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A rough intuitive understanding of this result can be gained as follows: In order to solve
(6.9) one first divides L into its partitions and then one writes each term as a product
of two positive integer numbers. We know already that the number of partitions scales
like e2
√
L. On the other hand it is known in number theory that the function σ0(n) of
divisors of an integer n has the property
1
L
L∑
n=1
σ0(n) ≃ logL+ (2γE − 1) (6.18)
for L >> 1, where γE denotes the Euler-Mascheroni constant.
For the more general case of b3/2 tadpole cancellation conditions, the number of
such solutions is given by the expression
N (~L) ≃ 1
(2πi)
b3
2
∮ ∏
I
dqI
qLI+1I
exp
(∑
XI∈S
∏
I q
XI
I
1−∏I qXII
)
, (6.19)
which can be evaluated at leading order by a saddle point approximation with
f(~q) =
∑
XI∈S
∏
I q
XI
I
1−∏I qXII −
∑
I
(LI + 1) log qI . (6.20)
The saddle point is determined by the condition ∇f(~q)|~q0 = 0, and the second order
saddle point approximation reads
N (2)(~L) = 1√
2π
b3
2
ef(~q0)√
det
[(
∂2f
∂qi∂qj
)]
q0
. (6.21)
6.2.2 Distribution of physical quantities
We can also ask, what the percentage of models with at least one SU(M) gauge factor
is. Using the same methods as above this can be written
P (M) ≃ 1
2πiN (L)
∮
dq
1
qL+1
∞∑
k=1
1
(k − 1)!
(
L∑
X=1
qX
1− qX
)k−1 L∑
X=1
∞∑
N=1
qNXδN,M
=
1
2πiN (L)
∮
dq
1
qL+1
exp
(
L∑
X=1
qX
1− qX
)
qM
(
1− qML
1− qM
)
(6.22)
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The corresponding saddle point function reads
f(q) =
L∑
X=1
qX
1− qX + log
[
qM
(
1− qML
1− qM
)]
− (L+ 1) log q. (6.23)
We can either numerically search for saddle points of this function or we can observe
that for M ≪ L the second, M dependent, term in (6.23) is just a small perturbation.
In this case we expect that in leading order the saddle point does not change, so that
we have only to evaluate (6.23) at q0 = 1−
√
L logL. Doing this for large L one expects
that the probability to find an SU(M) gauge factor scales like
P (M) ≃ exp
(
−
√
logL
L
M
)
. (6.24)
In Figure 20 we have shown the frequency for at least one SU(M) factor for L=25.
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Figure 20: Frequency of at least one SU(M) factor for L=25. The dots show the exact
results and the curve the saddle point approximation.
We see that the exact and saddle point approximation nicely agree in the regime
M ≪ L and that for M ≃ L we get deviations from the simple (6.24) behavior.
Next we investigate what the frequency is to get a gauge group of total rank r.
This means that we also have to implement the constraint∑
a
Na = r, (6.25)
which we again do by writing the Kronecker delta function as a contour integral
P (r) ≃ 1
2πiN (L)
∮
dq
1
qL+1
∮
dz
1
zr+1
∞∑
k=1
1
k!
∞∑
N1=1
L∑
X1=1
. . .
∞∑
Nk=1
L∑
Xk=1
q
P
aNaXa z
P
aNa
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=
1
2πiN (L)
∮
dq
1
qL+1
∮
dz
1
zr+1
exp
(
L∑
X=1
z qX
1− z qX
)
. (6.26)
Then the saddle point function reads
f(q, z) =
L∑
X=1
z qX
1− z qX − (L+ 1) log q − (r + 1) log z. (6.27)
Numerically determining the saddle point now in the two variables, q and z we find
the Gaussian like distribution shown in Figure 21.
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Figure 21: The rank distribution for L = 16. The dots show the exact results and the
curve the saddle point approximation.
After having checked in [555] that the number of solutions to the tadpole cancella-
tion conditions for fixed complex structures for the 8D, 6D and 4D examples are finite,
various gauge theoretic distributions were computed and compared to a brute force
computer classification. Cutting a long story short, the following qualitative results we
obtained
• The frequency to find an SU(M) gauge factor scales like
P (M) ≃ exp
(
−
√
logL
L
M
)
. (6.28)
For a product gauge group
∏k
i=1 SU(Mi) with
∑k
i=1Mi ≪ L it satisfies mutual
independence, i.e. P (M1 . . .Mk) =
∏
i P (Mi).
• The rank distribution yields approximately a Gauss curve with the maximum
depending on the complex structure moduli.
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• Defining a measure for the chirality of a solution by χ = 〈Π′ ◦Π〉, in the 6D case
a dependence like
P (χ) ≃ exp (−κ√χ) (6.29)
was found with κ denoting some constant depending presumably on the LI .
6.2.3 Statistical correlations
An important question is whether one can see any statistical correlations of physical
quantities. Here one can distinguish two kinds of correlations:
• Correlations which are directly the effect of the stringy consistency conditions like
for instance the tadpole cancellation conditions. Though rather obvious from the
stringy point of view, from a pure field theoretical or mathematical point of view,
these correlations may nevertheless be quite surprising. A good example of such
a correlation is for instance mirror symmetry, which is rather trivial from the
world-sheet point of view, but rather surprising from the target space point of
view.
• Correlations which are not obvious at all and cannot easily be traced back to the
defining string equations.
All correlations known so far are of the first type. In the ensemble of intersecting
D-brane models one finds for instance a correlation between the rank of the gauge
group (6.25) and the mean chirality of the model (see figure 22), which we have defined
as
χ =< Π′a ◦ Πb − Πa ◦ Πb > . (6.30)
This correlation was anticipated in [555] employing the saddle point approximation
and confirmed in [556] by a direct computer search. It roughly speaking says that the
higher the rank of the total gauge symmetry is the smaller is the number of generations
in the model.
6.2.4 Statistical distributions of gauge theoretic quantities
In view of phenomenological applications of intersecting D-brane models it is interesting
to learn something about the frequency of MSSM like models in this framework. In
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Figure 22: The frequency rank distribution of models of specific rank and chirality.
L0 = L1 = L2 = L3 = 8 and complex structures UI = 1.
[556] of the order of 108 intersecting D-brane models have been constructed, for which
various statistical distributions were plotted. The main emphasis was on the statistics
of semi-realistic models containing a subset of D-branes realizing the Standard Model
quiver or a variation thereof. It was exemplified that most of the Standard Model
features can be considered as being statistically independent, which allowed one to
make an estimate for the frequency of MSSM-like models in this set-up. The individual
suppression factors are listed in Table 29. Combining all these factors leads to an overall
suppression factor of ≈ 1.3 · 10−9. For plots of other statistical distributions we refer
the reader to the original paper [556].
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Restriction Factor
gauge factor U(3) 8.16 · 10−2
gauge factor U(2)/SP (2) 9.92 · 10−1
No symmetric representations 8.39 · 10−1
Massless U(1) 4.23 · 10−1
Three generations of quarks 2.92 · 10−5
Three generations of leptons 1.62 · 10−3
Total 1.3 · 10−9
Table 29: Suppression factors for various constraints of Standard Model properties.
6.3 Outlook on statistics
Clearly, we are just beginning to approach the problem of unraveling the statistics on
the landscape of string theory. The final aim would be to perform the statistics over as
many parameters as possible to really get a realistic picture of what overall statistical
averages can tell us about the distribution of various physical quantities. The methods
shown above might play an important role whenever one encounters string theoretic
constraints similar to the tadpole cancellation conditions. More modestly, as a next
step it would be interesting to study the distributions of heterotic string vacua and
to see whether, as expected from string dualities, they feature similar patterns as the
orientifolds 89. Gepner model orientifolds [284, 287] might also provide a nice testing
ground for comparing and possibly refining the technical statistical tools.
In principle, having agreed upon a good statistical ensemble one would like to
address questions concerned directly with the Standard Model, like:
• What is the percentage of models having the right gauge group, matter and
number of families?
• How drastically is this number reduced by requiring more detailed constraints,
like the correct gauge and Yukawa couplings, the right Higgs couplings, absence
of exotic matter?
• Having installed all phenomenological constraints, how does the distribution of
the supersymmetry breaking scale and the cosmological constant look like?
89The statistics of a certain set of non-supersymmetric heterotic string vacua was investigated in
[561] and free fermion constructions were scaned in [562].
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The answers to these questions will strongly depend on possible statistical correlations
among the various quantities.
Finally, let us mention that the idea of a stringy landscape has also influenced
the way people think about other fine tuning problems, like for instance the gauge
hierarchy problem. This has led to the idea of split supersymmetry [238], which still
gives rise to gauge coupling unification at the GUT scale but does not employ low
energy supersymmetry for stabilizing the weak scale.
7 CONCLUSIONS
Let us close with a summary of the status of the attempts we have covered here to find
a realistic string vacuum. We find it fair to say that despite the enormous effort and the
unquestionable successes in understanding the structure of string models so far there
is no fully realistic candidate. We have discussed models with essential features of the
Standard Model, but all promising candidates fail to be realistic at a certain step. In
the end, a successful string compactification would need to solve the moduli problem
explicitly and make all parameters computable which is still beyond our capabilities.
Before getting desperate about this situation one should keep in mind, though, that
we are only looking in very special corners of the overall configuration space, namely
those which are technically accessible and under good control. Toroidal orbifolds are
the most computable examples, Gepner models or geometric compactification at large
radius defined by vector bundles on Calabi-Yau manifolds are alternatives. For most
other string compactifications we cannot even answer the most elementary questions.
Therefore, a scan of all possible string vacua is far beyond our understanding and
computational abilities. As argued in [563] the complexity of the task to identify the
physically relevant vacua among the set of all vacua may fall in the category of so-
called NP-hard problems. This may be a reason why we have not found the completely
successful model yet. So far, we can only see the tip of the iceberg. The search for
a realistic vacuum is unquestionably one of the most essential tasks in string theory,
arguably the most ambitious computational problem ever encountered in theoretical
physics. The reputation of string theorists will have to be measured by the answer
delivered to this question.
In this review article we have collected a number of technical tools usable for build-
ing models describing various classes of N = 1 supersymmetric four-dimensional string
compactifications. There are techniques applicable in the geometric large radius regime
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and conformal field theory methods which can be used for certain special points in the
parameter space. A better understanding of the physics in the intermediate regime
would be highly desirable. It would be of great impact to obtain concrete information
on superpotentials, both classical contributions and those generated by world-sheet or
space-time instantons. The way these can lift part of the moduli space is still not
well understood. In order to really quantitatively relate string compactifications to low
energy physics higher order corrections in perturbation theory are equally important.
This refers in particular to the Ka¨hler potential. A numerical approach along the line
proposed in [564] might turn out to be promising.
The problem of moduli stabilization needs to find a solution before any string com-
pactification can lead to fully a determined effective Lagrangian. It is also at the
heart of the naturalness problems of standard field theory. In this sense, without a
fully satisfactory moduli stabilization, there are no completely realistic string com-
pactifications anyways. We have here also partly reviewed the mechanism of moduli
stabilization through fluxes or similar deformations of Calabi-Yau compactifications in
type II string theories. It provides a simple and, at least in cases, controllable way to
stabilize part of the moduli scalars. This subject is currently still debated very actively
and final conclusions are hard to identify yet. The general set of fluxes permissable
in a given model, the consistency conditions that have to be satisfied when D-branes
are present as well, and a number of conceptual issues such as the proper treatment
of backreaction are examples for open questions that bear some impact on the models
one can construct. It is not finally excluded that quantum physics of fluxes in string
theory could spoil some of the results obtained in the classical approach mostly used
at present.
On the other hand, taking the known formulas for potentials induced by fluxes
seriously leads unavoidably to the enormous proliferation in the number of string vacua.
This would change the nature of the vacuum problem significantly. It would provide
at least a logical rationale for a statistical solution of the naturalness problems, the
gauge hierarchy of the Standard Model and the cosmological constant problem, but
at the prize of sacrificing the strict predictability of the theory. Statistical methods
might then become really mandatory to get any insight into the distributions of physical
quantities. This would, of course, leave many problems. It would be hard or impossible
to decide which parameters have statistical or environmental explanations and which
ones are uniquely determined and predictable by the dynamics of the theory. A simple
example where both possibilities could in principle apply is the question why the space
we live in has four macroscopic space-time dimensions.
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Regarding this issue, we do not expect to be any close to an answer. We know
far too little about the structure of string theory and its space of solutions. Within
the available experimental and theoretical understanding of nature none of the two
possibilities is excluded, there may exist a multiverse and part of the physics in our
own universe is explained environmentally, or maybe a better understanding of full
quantum M-theory could tell us the dynamical selection principle for four dimensions.
Research remains a historical process, and time will tell.
Acknowledgements
R.B. and D.L. would like to thank the KITP Santa Barbara and St.St. CERN for
hospitality. R.B. also thanks Rutgers University, where part of this review was written.
We would like to thank all our collaborators for working with us during the last six
years on the material presented in this article: C. Angelantonj, K. Behrndt, M. Berg,
V. Braun, J. Conlon, M. Cveticˇ, G. Curio, G. Dall’Agata, F. Epple, M. Gaberdiel,
F. Gmeiner, L. Go¨rlich, M. Haack, R. Helling, G. Honecker, A. Klemm, A. Krause,
D. Krefl, P. Langacker, G. Lopes Cardoso, P. Manousselis, F. Marchesano, P. Mayr,
S. Moster, P. Nath, T. Ott, E. Plauschinn, S. Reffert, R. Richter, E. Scheidegger, W.
Schulgin, G. Shiu, K. Suruliz, T.R. Taylor, S. Theisen, P.K. Tripathy, D. Tsimpis, A.
Van Proeyen, T. Weigand, M. Zagermann and G. Zoupanos.
Moreover, over the years we have learnt very much from interesting discussions
with B. Acharya, N. Akerblom, G. Aldazabal, M. Alim, S. de Alwis, I. Antoniadis, R.
Apreda, C. Bachas, K. Becker, M. Becker, M. Bianchi, D. Cremades, F. Denef, J.-P.
Derendinger, K. Dienes, M. Douglas, E. Dudas, G. Dvali, J. Erdmenger, M. Faux, A.
Faraggi, S. Ferrara, B. Florea, S. Fo¨rste, A. Font, M. Gran˜a, T. Grimm, Y.H. He,
A. Hebecker, L. Iba´n˜ez, C. Jeschek, H. Jockers, S. Kachru, R. Kallosh, E. Kiritsis, S.
Ko¨rs, C. Kounnas, W. Lerche, A. Linde, J. Louis, A. Lukas, A. Miemiec, H.P. Nilles, B.
Ovrut, F. Quevedo, G. Pradisi, R. Rabadan, M. Ratz, R. Reinbacher, A. Sagnotti, B.
Schellekens, M. Schmidt-Sommerfeld, C. Sieg, E. Silverstein, M. Trigiante, A. Uranga
and F. Zwirner.
This work is supported in part by the European Community’s Human Potential
Programme under contract MRTN-CT-2004-005104 ‘Constituents, fundamental forces
and symmetries of the universe’.
281
A Some basics of CFT
We collect some basic formulas for the world sheet CFT of the superstring, sticking to
the conventions of [61, 62].
A.1 Free closed string CFT
The world sheet sigma-model for a ten-dimensional flat target space with free scalars
and fermions in super conformal gauge is
S = 1
2πα′
∫
Σ
d2z
[
∂XM ∂¯XM +
α′
2
(
ψM ∂¯ψM + ψ˜
M∂ψ˜M
)]
. (A.1)
It is obtained from the general closed string sigma-model (2.2) by specifying to a
target space with GMN = ηMN , BMN = 0, and constant e
Φ = gs. The gauge field at
the boundary is set to zero, AM = 0. The complex world sheet coordinates are defined
z = exp(−iσ1 + σ2) . (A.2)
The equations of motion are
∂∂¯XM(z, z¯) = 0 , ∂ψ˜M(z, z¯) = ∂¯ψM(z, z¯) = 0 . (A.3)
Periodicity condition are imposed by σ1 ≡ σ1 + 2π, while −∞ < σ2 <∞. They are
XM(σ1, σ2) = X
M(σ1 + 2π, σ2) , (A.4)
ψM(σ1, σ2) = e
2πiνψM(σ1 + 2π, σ2) , ψ˜
M(σ1, σ2) = e
2πiν˜ψ˜M(σ1 + 2π, σ2) ,
the signs referring to the periodic Ramond (ν, ν˜ = 0) or the anti-periodic Neveu-
Schwarz (ν, ν˜ = 1
2
) sectors. Periodicities for left- and right-moving fermions can be
chosen independently, giving rise to four different sectors, RR, NSNS, RNS, and NSR.
One can now split the fields into holomorphic left- and anti-holomorphic right-movers,
XM = XML (z) +X
M
R (z¯), ψ
M = ψM(z), ψ˜M = ψ˜M(z¯), with
XML (z) =
xM
2
− iα
′
2
pML ln(z) + i
√
α′
2
∑
n 6=0
αMn
n
z−n ,
XMR (z¯) =
xM
2
− iα
′
2
pMR ln(z¯) + i
√
α′
2
∑
n 6=0
α˜Mn
n
z¯−n ,
ψM(z) =
∑
r∈Z+ν
ψMr z
−r−1/2 ,
ψ˜M(z¯) =
∑
r∈Z+ν˜
ψ˜Mr z¯
−r−1/2 . (A.5)
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The total momentum and winding is defined
pM =
1
2
(
pML + p
M
R
)
, wM =
1
2
(
pML − pMR
)
. (A.6)
The algebra of raising and lowering operators is
[αMn , α
N
m] = [α˜
M
n , α˜
N
m] = nδn,−mη
MN ,
{ψMr , ψNs } = {ψ˜Mr , ψ˜Ns } = δr,−sηMN ,
[xM , pN ] = iηMN . (A.7)
The closed string Hamiltonian is given by
Hcl = L0 + L¯0 , (A.8)
with
L0 =
α′
4
p2L +
1
2
∑
n 6=0
αM−nαMn +
1
2
∑
r∈Z+ν
rψM−rψMr + a , (A.9)
and similarly L¯0 for the right-movers. The normal ordering constant a takes values
1
24
for each real periodic fermion, and − 1
48
for antiperiodic fermions, and opposite signs
for bosons. Thus, in flat Minkowski space-time it is a = 0 in a R and a = −1
2
in NS
sectors. The world sheet fermion number operators are
F =
∑
r∈Z+ν
ψM−rψMr , F˜ =
∑
r∈Z+ν˜
ψ˜M−rψ˜Mr . (A.10)
A.2 Free closed strings with boundaries
One may now impose boundary conditions e.g. at σ2 = 0, i.e. on the unit circle z = 1/z¯.
For the bosons Neumann boundary conditions are ∂σ2X
M = 0, Dirichlet conditions
∂σ1X
M = 0. For the bosonic modes this translates into
N : pM = 0 , αMn + α˜
M
−n = 0 ,
D : wM = 0 , αMn − α˜M−n = 0 . (A.11)
The mode expansion that satisfy the boundary conditions are
N : XM(z, z¯) = xM − iα
′
2
wM ln(zz¯) + i
√
α′
2
∑
n 6=0
αMn
n
[ 1
zn
+
1
z¯n
]
,
D : XM(z, z¯) = xM − iα
′
2
pM ln(zz¯) + i
√
α′
2
∑
n 6=0
αMn
n
[ 1
zn
− 1
z¯n
]
. (A.12)
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By forming linear combinations more general boundary conditions (2.9) can be imposed
for constant GMN and FMN . The mode expansions are also just superpositions of the
free fields.
The boundary conditions for the fermionic coordinates leave a freedom of choice for
the spin structure at the boundary [91]. This is is reflected in the value of η = ±1 in
N : ψM + iηψ˜M = 0
∣∣∣
∂Σ
, D : ψM − iηψ˜M = 0
∣∣∣
∂Σ
. (A.13)
Mode expansions are easily constructed from (A.5).
A.3 Free open string CFT
The open string is defined by supplementing (A.1) and (A.3) with boundary conditions
at σ1 = 0, π, the real axis z = z¯, while 0 ≤ σ1 ≤ π and −∞ < σ2 < ∞. Neumann
conditions read ∂σ1X
M = 0 and Dirichlet ∂σ2X
M = 0, opposite from the condition for
the closed string imposed at fixed σ2. The mode expansion of the open string reads
N : XM(z, z¯) = xM − iα′pM ln(zz¯) + i
√
α′
2
∑
n 6=0
αMn
n
[ 1
zn
− 1
z¯n
]
,
D : XM(z, z¯) = xM − iα′wM ln(zz¯) + i
√
α′
2
∑
n 6=0
αMn
n
[ 1
zn
+
1
z¯n
]
. (A.14)
The normalization of the space-time momentum pM and the winding wM differs by a
factor 2 compared to (A.12). At the boundary there is again a choice of spin structure
for the fermions. By the “doubling trick” one defines ψM(σ1, σ2) for σ1 ∈ [0, 2π] via
ψM(σ1, σ2) = ψ˜(2π − σ1, σ2) for σ1 ∈ [π, 2π]. With this construction the open string
fermion behaves in all respect like a single holomorphic fermion with either periodic or
anti-periodic periodicity, i.e. with a R and an NS sector. The periodicity of the fields
also depends ont he types of boundary conditions at both ends, NN or DD leading to
periodic R and antiperiodic NS fields, and vice vers for ND or DN boundary conditions.
The algebra of the open string mode operators is then also just the holomorphic
part of (A.7) and the open string Hamiltonian is
Hop = L0 = α′p2 + 1
2
∑
n 6=0
αM−nαMn +
1
2
∑
r∈Z+ν
rψM−rψMr + a . (A.15)
The normal ordering constant a depends on the periodicity of the fields just as for the
closed string sectors.
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A.4 Free CFT of intersecting branes
It is straightforward to generalize the above to the situation of closed and open strings
that end on D-branes that are rotated and intersecting. Consider for simplicity the
boundary conditions (2.158) in a two-dimensional plane or on a two-dimensional torus.
It is useful to introduce complex coordinates
Z = X1 + UX2 , Z¯ = X1 + U¯X2 , Ψ = ψ1 + Uψ2 , Ψ¯ = ψ1 + U¯ψ2 , (A.16)
where U can be the complex structure of the torus. Let us simplify by setting U = i.
The mode operators are similarly complexified, e.g. αn = α
1
n + iα
2
n, α¯n = α
1
n − iα2n,
α˜n = α˜
1
n + iα˜
2
n, ˜¯αn = ˜¯α
1
n + i˜¯α
2
n, and so on.
Boundary conditions for a one-dimensionally extended D-brane along the plane,
rotated by an angle ϕ, can be written
∂σ1Re(e
iϕZ) = 0
∣∣∣
∂Σ
, ∂σ2Im(e
iϕZ) = 0
∣∣∣
∂Σ
. (A.17)
It is again straightforward to write the linear combinations of mode expansions that
satisfy these boundary conditions. An alternative formulation is the rotated boundary
state that satisfies the closed string boundary conditions above. Starting from (2.23)
one only has to apply a rotation to a state with ND boundary conditions. One gets
|B,ϕ, η〉osc = exp
(
− 1
2
∑
n>0
1
n
(e2iϕα−nα˜−n + e−2iϕα¯−n ˜¯α−n) (A.18)
− i
2
η
∑
r>0
(e2iϕψ−rψ˜−r + e−2iϕψ¯−r ˜¯ψ−r)
)
|B, η, 0〉osc .
Note that this describes only the oscillator part of the full boundary state, its zero
mode pieces will also change under the rotation. From here one can read off that in
the annulus tree channel amplitude, the overlap of two such states with potentially
different rotation angles, a phase factor appears.
Open strings with rotated boundary conditions can best be described by their mode
expansions. As long as the boundary conditions at the two ends σ1 = 0, π are identical
(the two rotation angles equal) the solutions are again obtained by simple rotation from
(A.14). When the open strings stretch between two sets of branes that are rotated at
different relative angles, they have to satisfy
∂σ2Re(e
iϕaZ) = 0
∣∣∣
σ1=0
, ∂σ1Im(e
iϕaZ) = 0
∣∣∣
σ1=0
,
∂σ2Re(e
iϕbZ) = 0
∣∣∣
σ1=π
, ∂σ1Im(e
iϕbZ) = 0
∣∣∣
σ1=π
. (A.19)
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Fields are no longer periodic or anti-periodic, and modes are not integer or half-integer.
Instead, the mode levels are shifted in the form n ∈ Z± δab and r ∈ Z + ν ± δab by
δab =
ϕa − ϕb
π
. (A.20)
There are no linear modes (linear in σ1 and σ2) that can satisfy the boundary conditions,
and thus no zero modes exist, neither fermionic nor bosonic. The only degeneracy of the
ground state (besides zero modes along transverse directions) comes from the center
of mass coordinate which is confined to the intersection locus of the two branes. If
the branes have multiple intersection, there is a tower of open string states at each
intersection point.
One can continue to use most formulas of the case for parallel branes, such as the
open string Hamiltonian (A.15), keeping the shift of modings in mind. The general
zero-point energy for a complex bosonic field with modings in Z + δ is
a(δ) =
1
24
− 1
8
(2δ − 1)2 . (A.21)
Fermions come with opposite sign.
A.5 Modular functions and useful identities
The eta- and theta-functions we use are
η(τ) = q1/24
∞∏
n=1
(1− qn) ,
ϑ[~α~β ](~ν,G) =
∑
~n∈ZN
eiπ(~n+~α)
TG(~n+~α)e2πi(~ν+
~β)T (~n+~α) , (A.22)
where G can be any N ×N matrix with Im(G) > 0, and q = e2πiτ as always. The case
N = 1 is the usual set of genus one theta-functions. Their product expansion is
ϑ[α
β
](ν, τ)
η(τ)
= e2πiα(ν+β)qα
2/2−1/24 (A.23)
×
∞∏
n=1
[(
1 + qn−1/2+αe2πi(ν+β)
)(
1 + qn−1/2−αe−2πi(ν+β)
)]
.
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We sometimes use the notation
ϑ[0
0
](ν, τ) = ϑ3(ν, τ) , ϑ[
1/2
0
](ν, τ) = ϑ2(ν, τ) ,
ϑ[ 0
1/2
](ν, τ) = ϑ4(ν, τ) , ϑ[
1/2
1/2
](ν, τ) = −ϑ1(ν, τ) . (A.24)
The S and T modular transformation of the eta-function are
η(τ) = (−iτ)−1/2η(−1/τ) ,
η(τ) = e−iπ/12η(τ + 1) . (A.25)
Those of the theta-functions are
ϑ[α
β
](ν, τ) = eiπα(α+1)ϑ[ α
β−α−1/2 ](ν, τ + 1) ,
ϑ[α
β
](ν, τ) = (−iτ)−1/2e2πiαβ−iπν2/τϑ[−β
α
](ν/τ,−1/τ) . (A.26)
The S transformation of the general theta-function (A.22) relevant for transforming
KK sums is
ϑ[~α
~0
](0, itG−1) =
√
det(G) t−N/2 ϑ[
~0
~0
](~α, it−1G) . (A.27)
For the Mo¨bius strip the following sequence P = TST 2S of modular transformations
is useful
τ → − 1
τ
→ − 1
τ
+ 2 → − 1− 1
τ
+ 2
→ − 1− 1
τ
+ 2
+ 1 ,
which maps 1
2
+ it to 1
2
+ i
4t
. It gives
η(τ) = e−iπ/4(1− 2τ)−1/2η
( 1− τ
1− 2τ
)
, (A.28)
ϑ[α
β
](0, τ) = (1− 2τ)−1/2e2πi(α2/2+β2+2αβ−α/2−2β)ϑ[ α+2β
1/2−α−β ]
(
0,
1− τ
1− 2τ
)
.
The basic quartic Riemann identity is
1
2
∑
α,β
ηαβ
4∏
i=1
ϑ[α
β
](gi, τ) = −
4∏
i=1
ϑ[1/2
1/2
](g′i, τ) (A.29)
with
g′1 =
1
2
(g1 + g2 + g3 + g4) , g
′
2 =
1
2
(g1 + g2 − g3 − g4) ,
g′3 =
1
2
(g1 − g2 + g3 − g4) , g′4 =
1
2
(g1 − g2 − g3 + g4) . (A.30)
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B Differential forms and characteristic classes
We use the following standard conventions for differential forms. For a real or complex
valued p-form Ωp in ten dimensions write
Ωp =
1
p!
ΩM1 ...Mpdx
M1 ∧ · · · ∧ dxMp ,
|Ωp|2 = 1
p!
ΩM1 ...MpΩ¯
M1 ...Mp , (B.31)
Ten-dimensional Hodge duality is defined by
∗Ωp = 1
p!(10− p)!ǫ
M1 ...Mp
Mp+1 ...M10ΩM1 ...Mpdx
Mp+1 ∧ · · · ∧ dxM10 , (B.32)
We sometimes also perform a Hodge duality of only the internal six-dimensional space.
It is denoted by ⋆Ωp and given by
(⋆Ωp)µ1...µnj1...j6−p+n =
1
(p− n)!ǫ
i1...ip−n
j1...j6−p+nΩµ1 ... µni1 ... ip−n . (B.33)
For the totally antisymmetric tensor ǫ in D dimensions we use the convention
ǫ1 ...D = ±
√
|gD| , ǫ1 ...D = 1√|gD| , (B.34)
with gD the determinant of the metric and the sign depends on the signature of the
metric.
The characteristic classes are polynomials in the curvature form of a vector bundle
given by a matrix x with eigenvalues xi. The Chern class of a complex bundle is
c(x) = det(1 + x) =
∞∑
n=0
cn(x) = 1 + trx− 1
2
(tr x2 − (tr x)2) + · · · . (B.35)
The cn(x) are of degree n in x. The Chern character is
ch(x) = tr exp(x) =
∞∑
n=0
chn(x) . (B.36)
It has the important properties
ch(x⊕ y) = ch(x) + ch(y) , ch(x⊗ y) = ch(x) ∧ ch(y) . (B.37)
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The Pontryagin class of a real bundle is
p(x) = det(1− x) =
∞∑
n=0
pn(x) . (B.38)
The individual terms pn(x) are of degree 2n in x, since x
T = −x. This is also true for
the following real classes. The A-roof genus is
Aˆ(x) =
∏
i
1
2
xi
sinh(1
2
xi)
= 1− 1
24
p1 +
1
5760
(7p21 − 4p2) + · · · . (B.39)
The Hirzebruch L-polynomial is
L(x) =
∏
i
xi
tanh(xi)
= 1 +
1
3
p1 +
1
45
(−p21 + 7p2) + · · · . (B.40)
To evaluate traces in SU(N) explicitly we note some relation for traces in different
representations,
tradj F
2 = 2NtrN F
2 ,
trS F
2 = (N + 4)trN F
2 ,
trA F
2 = (N − 4)trN F 2 , (B.41)
where representations are denoted by adj, N , A, and S for the adjoint, fundamental,
anti-symmetric and symmetric.
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