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Abstract
Aircraft noise is one of the main areas of active research for the aeronautical industry
due to the increasingly stringent regulations on noise emission that aviation authorities
are imposing. Among the different sources that contribute to the total emitted aircraft
noise, jet noise is one of the most important during take-off. Furthermore, as the by-pass
ratio of turbofan engines is increased, the interaction of the jet exhaust with the high-lift
devices and the wing can potentially produce new mechanisms for noise generation. On
the simulation front, the rapid increase of computing power over the last decades is
enabling the use of high-fidelity simulations for the study of jet noise at both industrial
and academic research levels. However, most of the numerical methods used by different
research groups are either too dissipative for propagating the acoustic waves or are limited
to the study of simple configurations. In many cases, surface integral methods have been
the preferred choice with encouraging results for isolated jet configurations. Among these
methods, the Ffowcs Williams-Hawkings (FWH) formulation has been commonly applied
within research communities. However, applying them in complex configurations can
be challenging, which may not provide sufficient information when it comes to studying
noise generation mechanisms.
The work reported in this thesis is devoted to the development of a coupling framework
that is suitable for complex jet noise propagation cases. In this framework, the jet noise
problem is divided into two different steps. First, the acoustic sources are computed
using a robust compressible Large Eddy Simulation (LES) finite volume solver, which
are then transferred to a spectral/hp high-order finite element Acoustic Perturbation
Equations (APE) solver that propagates the sound waves to the far-field.
Two different coupling strategies are investigated. Initially, a simple methodology based
on the exchange of files between the solvers is implemented with only minor modifications
made to the solvers’ source code. However, the poor efficiency of data transfer meant
this method is applicable only to small problems. Thus, a more efficient parallel-interface
coupling technique is developed to overcome this issue. With this technique all the
required data is transferred via a parallel Message Passing Interface (MPI), avoiding the
bottleneck of I/O and file systems. Both coupling techniques are validated with a 2-D
cylinder case demonstrating the superiority of the parallel interface method.
The parallel interface coupling framework is then tested on a low Reynolds number
jet, being validated against experimental and numerical results in the literature, during
which a well-established FWH method is used for references. More promising results
are obtained using the LES/APE method than with the FWH method. The LES/APE
method is then applied to the study of a more realistic isolated jet case and is compared
to the experimental data obtained at NASA. A source analysis is further carried out,
in this case, to reveal the distribution and convection of sources along the jet plume at
different locations. The source distribution is in good agreement with the far-field noise
results.
Finally, the study of a jet-flat plate installed configuration is conducted. This simplified
configuration is representative of a realistic installation scenario and is particularly
useful to the understanding of the installation effects. The coupling framework captures
these additional flow-acoustic effects demonstrating its potential to tackle complex
configurations.
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1 Introduction
1.1 The Importance of Jet Noise Research
O
ne of the aeronautical industry’s main concerns is aircraft noise reduction,
especially in the vicinity of airports, for aircraft that are close to residential
zones during take-offs and landings. Moreover, as the passenger numbers
grow every year, airport capacity needs to be increased and, as a consequence, the area
affected by aircraft noise becomes greater. The significant effort dedicated to reducing
this issue can be reflected in the fact that noise reduction has been at a rate of about 2dB
per decade since the beginning of commercial aviation [1]. However, this reduction might
not be sufficient to comply with the stringent requirements imposed by civil authorities.
In particular, the Advisory Council for Aeronautics Research and Innovation in Europe
(ACARE) has set a goal of 65% reduction of the perceived noise, which corresponds
to a drop of 15EPNdB, by the year 2050, compared to a new aircraft in 2000 [2]. The
understanding of noise generation and propagation is then crucial to design quieter
aircraft. Therefore, the present work is devoted to the investigation of a method that is
suitable to analyse, and ultimately to reduce aircraft noise.
The noise of an aircraft has two primary sources: the airframe and the engine. Moreover,
engine noise can be separated into different components: fan inlet, combustion, core,
turbine, and exhaust. As seen in Fig. 1.1, the major sources of noise during take-off are
the exhausts (fan and jet). At the approach, the main source of noise is the airframe,
but the contribution of the exhausts are also quite significant. Therefore, the study of jet
noise is one of the main areas of research for both industry and academia. Jet noise is
composed of different sources. In subsonic jets, the primary source is jet mixing noise.
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Figure 1.1: Relative importance of various noise sources. Adapted from Ref. [3].
In supersonic cases, the main source of noise is the shock associated noise [4]. Jet mixing
noise occurs due to the mixing of the high-speed jet with the ambient fluid. The mixing
occurs in two different ways. Just after the nozzle exit, and for a few diameters, an
annular shear layer appears and gradually grows in the downstream direction. The inner
region of the jet, usually referred to as the ‘potential core’, remains irrotational. The
potential core ends once the mixing region fills the entire jet. Its length is usually between
4 to 7 nozzle diameters [4]. During this process, a wide range of turbulent eddy scales
appears, generating aerodynamic fluctuations. This wide range of scales is the reason for
the radiated noise broadband nature. High-frequency components are located within the
annular shear region close to the nozzle exit and are associated with the smaller eddies.
Low-frequency noise is radiated further downstream, near the end of the potential core,
where the eddies are of the size of the nozzle diameter [5]. A sketch of the subsonic jet
noise generation mechanism is shown in Fig. 1.2.
The study of jet noise is encompassed in an area of the fluid mechanics known as
aeroacoustics. This field was originated in 1952 with the publication of Lighthill’s pioneer
work [6]. In this paper, and the second part published in 1954, Lighthill proposed the idea
of an acoustic analogy to obtain the noise radiated from a turbulent fluid flow. Lighthill’s
idea was to rearrange the compressible Navier-Stokes (NS) equations into a wave-form
2
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Figure 1.2: Sketch of the jet mixing noise mechanism.
formula that contains on the left-hand side the terms related to noise propagation, and
on the right-hand side those related to the sources.
∂2ρ
∂t2
− c20∇2ρ =
∂2Tij
∂xi∂xj
(1.1)
where Tij is the Lighthill stress tensor:
Tij = ρuiuj + (p− ρc2∞)δij − τij (1.2)
being ui, uj the velocity components, p the fluid pressure, ρ the fluid density, δij the
Kronecker delta and τij the viscous stress.
The first term of the tensor is related to the noise generated by turbulence fluctuations.
The second term contains the sources associated with temperature fluctuations. In most
situations, the third term is generally neglected as its contribution to the noise generation
is several orders of magnitude smaller than those of the other terms [6]. An interesting
result that can be obtained from Eq. 1.1 is what it is referred to as the noise scaling
law [7]. The idea is to solve Lighthill’s equation applying Green’s function of the wave
equation and then use dimensional analysis to estimate the sound production. With
this procedure, Lighthill found out that the intensity of sound produced by a jet is
proportional to U8j , being Uj the jet exit velocity.
The implications of this result are extraordinary. For example, in civil aviation jet noise
was the main acoustic source during the 1950s due to the use of turbojet engines that
require a very high jet speed to produce enough thrust. The introduction of turbofan
engines was a breakthrough because it gave the possibility to reduce the jet speed while
3
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Figure 1.3: Noise and bypass ratio of some representative aircraft since 1950.
Adapted from Ref. [9].
producing the same thrust. Since then, the increase in the bypass ratio of the turbofan
engines has been quite significant. The early turbofan engines had a BPR lower than 1,
whereas the current turbofan engines have a BPR around 10 or higher, and this value
will be increased in the future [5,8]. As it is shown in Fig. 1.3, there is a clear relation
between the increase of BPR and the reduction of noise. Hence, one of the main reasons
for aircraft noise reduction during the last 50 years has been the reduction of jet velocity,
as predicted by the U8j law.
However, as the BPR of the engines is increased bringing the engine nacelle closer
to the wing, additional noise sources become more important. Among other sources,
the stronger interaction between the jet, the wing, and the high-lift devices, known
as ‘installation effect’, can significantly affect both the aerodynamic performance and
the noise generation [10]. The study of this interaction poses more difficulties than the
analysis of the isolated components and, consequently, the research efforts dedicated to
its investigation have increased in recent years.
The first studies of installation effects were conducted by Head and Fisher [11], in which
they studied the interaction of a static, single stream, subsonic unheated jet next to
a semi-infinite flat plate. By recording the far-field acoustic signal with microphones
above and below the plate, the two main jet installation effects were observed: jet-surface
interaction (JSI) and jet-surface reflection (JSR). These effects are depicted in Fig. 1.4.
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Figure 1.4: Typical spectrum of an installed jet noise case. Adapted from Ref. [12].
Clearly the JSI has an impact at low frequencies, whereas the JSR effect causes a noise
level increase at high frequencies. The impact of the JSI effect on the overall emitted
noise is more important than the impact of the JSR effect.
The study of aeroacoustic problems can be divided into three different categories: analyt-
ical analysis, experimental methods, and numerical methods. The first two methods have
been used extensively to obtain the solution of simple cases. However, as the complexity
of the studied problem increases, the use of analytical solutions is limited, and the cost of
performing an experimental test programme for a realistic case can be high [13]. Besides,
in the last 20 years, improvements in High-Performance Computing (HPC) (Fig. 1.5)
have given the possibility to perform high-fidelity simulations, showing the potential
benefits that numerical methods have in both academia and industry. As suggested by
Tucker [13], the state-of-the-art of HPC power is changing the application of numerical
methods in the industry. Since eddy-resolving techniques are becoming more affordable,
these methods are starting to become a predictive tool, rather than postdictive. With
these new capabilities, the trend in the preliminary design process of new aircraft could
be to rely more on the simulations results, performing only a final experimental campaign.
Furthermore, the use of simulations gives information about some characteristics of the
flow that cannot be measured in the experiments. It is possible as well to use numerical
methods to get information about noise propagation or about the noise sources, and
they can also be used to analyse multi-physics problems, such as aerodynamic-structural
5
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Figure 1.5: Growth of top 500 and top 1 supercomputers performance since 1992.
Adapted from Ref. [14].
interaction. However, the use of numerical techniques has some requirements that need
to be addressed. First, it requires highly skilled and trained researchers, with an in-depth
knowledge of mesh generation, turbulence modelling, and post-processing of data. For
example, the generation of a mesh for a complicated configuration can take up to several
months. In addition, a considerable effort is being dedicated to finding new turbulence
models that better represent the turbulence phenomenon. Furthermore, the use of
numerical methods requires the development of efficient and reliable codes.
1.2 State of Jet Noise CAA Research
Computational Aeroacoustics (CAA) encompasses the resolution of any aeroacoustic
problem using some kind of numerical computation. As explained by Lele and Nichols [8],
the term CAA was not widely used until 1990. This is mainly due to the lack of
enough computational power to perform any but simple acoustic propagation cases. The
application of CAA from the 1950s until the 1990s was reduced to the study of simple jet
configurations that are easier to discretise because of the possibility to avoid the inclusion
of solid walls. However, during the last 20 years, more complex aeroacoustic problems
have been tackled with enough accuracy to be valuable for the industrial design process.
During the final panel discussion of the ICASE/NASA workshop in 1992, Lighthill
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postulated the two main classes of methods that would be used in CAA for many decades.
These two methods are summarised in Ref. [8] as:
- A ‘comprehensive’ method that characterises the aeroacoustic problem from the
generation of sound in the near-field to its propagation to some distant observer.
This method is usually referred to as Direct Numerical/Noise Computation.
- A strategy that combines the calculation of the non-linear flow in the near-field
with the propagation of the noise by means of an acoustic theory. The literature
refers to these methods as Hybrid Methods.
Direct methods have the advantage of resolving the fully coupled compressible Navier-
Stokes equations for both the flow and acoustic fields. This approach includes no (or little)
modelling and, therefore, negligible approximation error. However, it is costly in terms
of computational time. On the contrary, hybrid methods decouple the flow and acoustic
fields giving the possibility to use different numerical approaches to solve each physical
problem. The advantage of these methods is that both simple and complex problems can
be tackled with a much lower computational cost than with a direct method.
1.2.1 Direct Methods
Due to the high computational cost of the studies using a direct numerical approach, its
application is limited to simple configurations and low Reynolds number. Nonetheless,
these studies provide valuable information about the physical mechanisms of sound
generation and propagation. In several papers, Freund [15–18] simulated a cold jet at
Mach 0.9 and Reynolds 3,600 using direct methods. The results were in encouraging
agreement with the flow and experimental acoustic data. Second-order correlations were
used to study the relation between the near- and far-field sound. Furthermore, the
simulation database obtained from these studies allowed for the analysis of different noise
source terms based on Lighthill’s stress tensor. These studies showed evidence that the
dominant noise frequencies at low angles were generated near the end of the potential
core.
Noise generation mechanisms have also been studied by Sandham and co-workers [19–23]
on low Reynolds number jets using DNS results and theoretical models. In these studies,
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the linear and nonlinear mechanisms of sound generation were analysed using instability
modes. Although the simulations carried out were at a low Reynolds number, the
experimental studies of Colonius and co-workers [24–26] have shown the importance of
the instability waves in the sound generation at high Reynolds number. By isolating the
contribution of the linear and nonlinear mechanisms, the noise generated by the large-
and small-scale structures could be separated and studied independently. These studies
demonstrated that, in subsonic jets, the nonlinear interaction of the instability waves
can be a main contributor to the sound emitted at low observer angles. Thereby, this
mechanism could be responsible for the broadband spectral peak that is present at low
angles.
1.2.2 Hybrid Methods
During the last two decades, the use of hybrid methods has been quite common by
several research groups to study a wide range of jet flow conditions and configurations.
Within the different hybrid approaches available, the use of Large Eddy Simulations
(LES) is preferred in many cases to Reynolds Averaged Navier-Stokes (RANS) methods
due to the limited information about noise generation provided by the latter∗. Bogey and
coworkers [27–35], Bodony and Lele [36] and Shur et al. [37,38] investigated the influence
of inflow conditions, subgrid scales modelling effects and mesh refinement on the flow and
noise radiated by jets at different Reynolds numbers and at cold and heated conditions.
The results of these studies showed that the flow and noise characteristics are relatively
independent of the Reynolds number above Re ≈ 105. In addition, the turbulence
level at the inlet condition might have an impact on the radiated sound. However,
the measurement of the turbulence level inside the nozzle is difficult to obtain in the
experiments, and the introduction of an inaccurate level in the simulations could introduce
spurious noise sources. In these studies, the geometry of the nozzle is not included, or it is
modelled with a simple straight pipe. This is due to the fact that the numerical schemes
employed in these studies are difficult to be applied to complex geometries. Similar
studies with the inclusion of a realistic nozzle geometry were conducted by Adersonn et
al. [39,40], Lorteau et al. [41,42] and Lupoglazoff [43] on structured and unstructured
∗ Details about different LES numerical strategies are discussed in Chapter 2.
8
1.3. The Advantage of Code Coupling
meshes. The effect of including the nozzle geometry in the simulation was addressed
by McMullan et al. [44]. The conclusion of the study was that the turbulence statistics
were in better agreement with the experiment when the nozzle geometry is included for
high-Reynolds number conditions.
In recent years, studies of more complex, realistic configurations have been published
by several research groups. LES studies of chevron nozzles as a jet noise reduction
mechanism have been performed by Xia et al. [45–49] and Uzun & Hussaini [50]. LES
of the injection of microjets as an active method of jet noise reduction have also been
conducted by Rife & Page [51,52] and Huet et al. [53]. In all these cases, the acoustic
results obtained showed a reduction in the far-field noise, especially at low frequencies.
Studies of coaxial nozzles in isolated and installed configurations have been carried out by
Tucker and coworkers [54–58], Angelino et al. [59] and Mockett et al. [60]. Encouraging
results have been obtained when compared to the experimental datasets despite the
complexity of the configurations. However, these studies generally use second-order
codes that suffer from excessive numerical dissipation that affects the propagation of the
acoustic waves. Therefore, the noise information that they provide is limited.
1.3 The Advantage of Code Coupling
In hybrid methods, the computation of the noise prediction is performed in a separate
step from the flow simulation. In some cases, the computation of this second step only
requires the information of the flow variables at a surface that encloses the jet plume (e.g.,
surface integral methods). However, in other cases the acoustic sources are extracted
from the flow field and are transferred to an acoustic solver that performs the propagation
of the waves to the far-field. In the latter case, some data needs to be exchanged between
the two codes in what is referred to as ‘code coupling’. The use of code coupling is an
efficient approach for the study of multi-physics problems that would be very challenging
to analyse with a single numerical solver. Coupling approaches have been used for
different flow related problems including∗ fluid-structure interaction problems [61–63],
multi-component turbomachinery simulations [64–66] and heat transfer problems [67].
∗ The use of code coupling for aeroacoustic problems is described in detail in Chapter 3.
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Code coupling methods can be classified depending on the level of connection that is
established between the codes [68]. Although this classification depends on several factors,
in general there are two different categories. In a loosely coupled case, each of the solvers
that form the coupled framework has little or no information about the implementation
and definitions of the other. On the contrary, in a tightly coupled framework, the solvers
are interdependent, and the amount of information that they have to access from the
other is high.
1.4 Aim and Objectives
The review of the state-of-the-art of numerical jet noise research has shown that there
is a lack of knowledge on approaches that combine the advantages of using high-order
methods for noise propagation, with the capability of robust second-order methods for
handling realistic configurations for aerodynamic simulations. Therefore, the aim of this
PhD is the investigation, validation, and application of such a numerical framework for
jet noise analysis in simple and complex configurations. To this end, two different solvers
are employed which simulate the jet flow field, and the propagated noise. The flow solver
is an industrial in-house LES code, proprietary of Rolls-Royce PLC. [69], that is used
for compressible turbomachinery flows. The acoustic propagation is computed using a
novel high-order open-source CAA solver [70]. The CAA code implements the Acoustic
Perturbation Equations (APE) [71] and has been successfully applied to combustion noise
problems [72,73]. The formulation of the APE is detailed in Chapter 2. An additional
advantage of the numerical framework considered here, over other approaches, is the
possibility of analysing the contribution of different acoustic source terms to the radiated
noise.
The main objectives of this thesis are:
1) To explore different LES modelling options and implement in the LES solver the
most effective approach for jet flow simulations.
2) To investigate and verify the implementation of the acoustic solver for its application
to jet noise propagation problems.
3) To examine and implement different coupling techniques for the transfer of acoustic
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sources data from one solver to the other.
4) To validate the LES/APE coupled framework in low Reynolds number 2D and 3D
canonical cases, evaluating the performance of the implemented coupling approaches.
5) To apply the methodology to a realistic high Reynolds number isolated jet case,
analysing the aerodynamic field and the propagated acoustic field with an emphasis
on the study of the noise sources.
6) To investigate an installed jet case to assess the capability of the methodology in
the prediction of the installation effects and its impact in the acoustic field.
1.5 Thesis Structure
This thesis is divided into six chapters. In Chapter 1, an introduction to the jet noise
problem has been provided, defining the aim and objectives of the present work. In
Chapter 2, the characteristics and governing equations of the numerical methods used
throughout the project are explained in detail (objectives 1 and 2). In Chapter 3, the
two coupling methodologies developed are introduced with a detailed description of the
different considerations that must be taken for a correct interpolation between the solvers
(objective 3). Besides, the two methodologies are validated using a 2D test case that
is also useful to evaluate their efficiency (objective 4). In Chapter 4, the LES/APE
coupled methodology is first validated for 3D jet cases with a low Reynolds number
isolated jet (objective 4), and it is then applied to a high Reynolds number case which
is more representative of a realistic scenario (objective 5). A procedure to study the
acoustic sources generated in the flow solvers is also introduced in this chapter. Following
the findings of Chapter 4, the methodology is applied to a simplified installed jet case in
Chapter 5 (objective 6). Finally, in Chapter 6 the main accomplishments of this thesis
are summarised, and the application of the methodology in future works is outlined.
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2 Numerical Methods of the LES
and Acoustic Solvers
2.1 Introduction
T
his chapter describes the mathematical modelling and numerical implementation
of the LES and acoustic prediction methods used throughout this work. As
explained in Chapter 1, with the state-of-the-art of computing power, the use
of direct numerical methods is limited to simple cases. The alternative to direct methods
is the use of a hybrid approach in which the aeroacoustic problem is split into two steps:
the near-field aerodynamics in which the acoustic sources are captured, and the far-field
acoustics where the noise generated by the near-field sources is predicted. An important
advantage of the hybrid approach is that it allows the use of different numerical methods
for each step. Since the numerical requirements of the generation and propagation of the
noise can be significantly different, the computational efficiency is improved with the two
steps method.
The structure of this chapter is as follows. First, the numerical requirements needed for
each of the steps are addressed. Then, the set of governing equations of the Large Eddy
Simulations (LES) method is explained, followed by the introduction of the finite volume
numerical solver. The last two sections of the chapter outline the acoustic methods used
in the present work. Surface integral methods are defined first, with special attention
given to the Ffowcs Williams-Hawkings (FWH) method. The chapter finishes with a
description of the Acoustic Perturbation Equations (APE) and the numerical solver used
for their computation.
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2.2 Numerical Schemes Considerations
An aeroacoustic problem involves two physical phenomena that have a few differentiable
aspects [74]. The most important is the difference of several orders of magnitude between
the small amplitude of the acoustic waves and the larger aerodynamic field fluctuations. In
addition, the aerodynamic perturbations are convected by the mean flow speed, whereas
the acoustic waves travel at the speed of sound. Moreover, the noise levels are usually
measured at the far-field, whereas the aerodynamic field, in which the sources are located,
is a near-field problem. Therefore, the requirements of each of the numerical schemes
used for obtaining the acoustic sources and propagating them to the far-field differ. The
following subsections briefly discuss the impact of numerical errors in the study of noise
problems, followed by an overview of the numerical approaches used in the literature for
the LES and noise prediction of jet cases.
2.2.1 Dissipation and Dispersion Errors
The numerical error introduced by the discretisation of the partial differential equations
can be classified as dissipation (or diffusion) and dispersion error. To understand where
the two errors come from, consider the 1-D convection equation [74]:
∂u
∂t
+ c∞
∂u
∂x
= 0 (2.1)
which has a Fourier wave-like exact solution that reads as:
u(x, t) = uˆei(kx−ωt) (2.2)
Here, k is the wave number and ω = c∞k is the angular frequency. The spatial discretisa-
tion of Eq. 2.1 at a grid point j is given by:
∂uj
∂t
−R(uj , uj−1, uj+1, uj−2, uj+2, . . .) = 0 (2.3)
where R is the residual of the discretisation stencil of c∞∂uj/∂x. In the Fourier space, the
residual of the wave-like equation solution can be decomposed in its real and imaginary
parts (R = RR + iRI) giving an approximate wave-like solution:
uj(x, t) = uˆjeRRtei(kx+RIt) (2.4)
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By comparing Eq. 2.2 and Eq. 2.4 it is possible to identify two different error terms. The
first one, related to e−RRt, is the dissipation error term, whereas the second one, related
to −RI/k, is the dispersion error term. The dissipation error causes an attenuation
of the propagated fluctuations. On the other hand, the dispersion error introduces
a distortion of the phase of the propagated waves which manifests as ‘ripples’ both
at the front and tail of the wave, especially at high frequencies [75]. Both types of
error are linked to the order of accuracy of the scheme implemented in the numerical
solver. It is also worth noting that the great disparity of amplitude between the acoustic
and aerodynamic fluctuations makes the former much more sensitive to both types of
numerical errors. Therefore, the order of the scheme determines the number of grid
points required for resolving a particular acoustic wavenumber. The following criterion
is usually adopted to determine the number of points per wavelength (PPW) required.
The absolute value of the numerical approximation of the wavenumber (k∗) has to differ
from the absolute value of the actual wavenumber by less than 0.005. This is known
as the |k − k∗| < 0.005 criterion [76,77]. As an example, this criterion determines that
with second-order finite difference/volume methods the PPW required is ∼ 22 while if a
sixth-order finite difference/volume method is used the PPW required is ∼ 6.
2.2.2 LES Methods for Jet Flows
Finite difference and finite volume methods have been extensively used for the study of
jet flows using LES methods [74]. Finite difference methods are classified into what is
named by Georgiadis and DeBonis [78] and DeBonis [79] as ‘Rigorous LES’. The methods
based on this approach have the advantage that it is relatively easy to implement a
low-dispersive, low-dissipative high-order scheme. Traditionally, three different types of
finite difference schemes are employed: explicit finite difference schemes, compact schemes,
and artificial dissipation/filtering methods. As an example of the explicit schemes, a
13-point stencil Dispersion-Relation-Preserving (DRP) technique, proposed by Tam and
Webb [80], is used by Bogey and co-workers [27,28,30,32,81,82]. Compact schemes for
jet applications enable even more accurate results, but their computational cost and
implementation difficulty are increased compared to the explicit schemes. Lele [83] and
Bodony and Lele [36] developed a compact scheme code for jet applications that has been
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extensively used. The major disadvantage of finite difference schemes is the difficulties to
model complex geometries while still maintaining the desired order of accuracy [79].
Finite volume methods give more flexibility than finite difference methods, since multi-
block unstructured grids can be used. As mentioned by Georgiadis and DeBonis [78],
most of the solvers that are based on this approach implement an LES method that is an
adaptation from an upwind RANS code. However, the default upwind schemes are too
dissipative for the direct application in LES. This issue is solved by using a hybrid scheme
that combines an upwind scheme with a central scheme that is less dissipative. Shur,
Spalart and Strelets [38] utilise a fifth-order Roe scheme, blended with a fourth order
central-scheme. Conversely, Mahak et al. [57,84], Angelino et al. [49,85], Xia et al. [45,46],
and Tyacke et al. [55] employ a second-order upwind scheme with a second-order central
scheme. Second-order schemes are more dissipative than fifth-order, but have more
efficiency and flexibility than their higher order counterpart, so its use for industrial
applications is more desirable. Georgiadis and DeBonis [78] referred to these methods as
‘Practical LES’.
The effort dedicated to improving the temporal discretisation scheme has been smaller
than for the spatial schemes. DeBonis and Scott [86] showed that the global numerical
scheme order of accuracy is driven by the lowest-order discretisation (whether temporal
or spatial) for one-dimensional cases. A low-order temporal scheme can then reduce the
accuracy of the numerical scheme, even if a high-order spatial scheme is used. Variations
of the Runge-Kutta (RK) scheme are the most common choices. Andersson et al. [39]
apply a modified second-order accurate in time scheme. Similarly, Bogey, Bailly and
co-workers use a six-stage second-order RK scheme [27, 32, 82, 87]. In all these cases
the scheme is explicit. Conversely, Angelino et al. [49,85], Xia et al. [45,46] and Shur,
Spalart and Strelets [38], use second-order implicit schemes. The main difference between
the two types of schemes (explicit or implicit) is the size of the time step that can
be used. Explicit schemes are limited by the Courant–Friedrichs–Lewy (CFL) number
(usually CFL<1). The CFL number is defined by the minimum volume cell of the mesh.
Therefore, if the resolution of the grid near a wall is very fine, the time step will be
very small. Implicit schemes do not have this limitation, giving the option to run the
simulation with larger time steps. However, implicit schemes require an inner-loop of
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iterations to converge at every time step. Hence, for the same time step size, an implicit
scheme will be slower than an explicit. Explicit schemes are then preferred for simple
geometries since the time step size is similar to the implicit scheme. In more complex
geometries, implicit schemes can provide a lower computational cost.
2.2.3 Numerical Methods for Noise Prediction
As explained in Ref. [74], there are two main approaches used in the literature for the
prediction of jet noise in the far-field using hybrid approaches. The first approach is based
on the pioneering work of Lighthill’s acoustic analogy (Eq. 1.1), explained in Chapter 1.
Several modifications were introduced to Lighthill’s acoustic analogy. The most relevant
have been the addition of extra source terms for solid boundary problems [88,89] and the
modifications for inhomogeneous convective base flow cases [90,91]. The solution to the
resulting equations of these methods is usually based on a Green’s function that contains
volumetric and/or surface integral terms. Since the integration of the volumetric terms
could be expensive to calculate, it is usually neglected, and only the surface integral
terms are computed [92]. Hereby, these methods are usually termed as ‘surface integral
methods’. The most common surface integral methods found in the literature are the
Ffowcs Williams-Hawkings [89] (FWH) and Kirchhoff [93] methods. The FWH method is
the most extensively used in the literature, with promising results obtained for a variety
of jet noise configurations by different research groups [38,45,49,55,60,84,94]. In these
methods, the acoustic pressure is obtained by ‘projecting’ the integration of the surface
integral terms at a specific far-field observer location. Therefore, they can be classified
as ‘projection’ methods.
The other approach consists of numerically solving a set of partial differential equations
that defines the propagation of acoustic waves in the entire field. By concentrating only on
computing the acoustic propagation, some assumptions and approximations are allowable,
which increases the efficiency when compared to the direct method [74]. Most of the
methods that use this approach are based on the solution of the modified Linearised Euler
Equations (LEE). Bogey, Bailly and co-workers [31, 32, 34, 35] have obtained excellent
results when applying this method to jet noise problems. However, in some cases, the use
of the LEE method can suffer from stability issues since there are non-trivial instability
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solutions of the wave homogeneous equation [95]. These unstable waves will grow as the
computation is advanced in time, contaminating the propagation field. As an alternative,
Ewert and Schro¨der [71] proposed the Acoustic Perturbation Equations (APE) with noise
sources determined from a compressible, or incompressible, flow solution. One of the
most important characteristics of the APE is that they were derived using a filtering
technique that removes the instability modes due to the excitation of the homogeneous
solution. Hence, this method represents an advantage over the LEE system. Furthermore,
the method has shown to give promising results for jet noise prediction [96–100]. Since
these methods are based on the computational transport of the acoustic waves to the
observer, they can be classified as ‘propagation’ methods.
There are a few additional differences between the projection and propagation methods.
First, projection methods provide a way to measure the noise in the far-field for single
observers with a reasonable computational effort compared to propagation methods. How-
ever, the former ones do not include information about the noise generation mechanisms.
On the contrary, propagation methods capture the emission of acoustic waves that are
generated by the sound sources obtained from the instantaneous flow field. This provides
the capability of analysing the acoustic sources, which is essential for the understanding
and reduction of jet noise. In addition, as the complexity of the problem is increased
(e.g., jet-wing-flap interaction cases) the placement of the integral surface needed by the
projection methods can be difficult. More details about the analysis of the sound sources
and the surface placement are explained in Chapters 4 and 5.
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2.3 Large Eddy Simulations
In the present work, for LES the industrial in-house LES finite volume solver, proprietary
of Rolls-Royce PLC., ‘HYDRA’ [69] is used∗. In the following subsections, the mathe-
matical formulation and numerical implementation of the LES equations in HYDRA are
described. First, the filtered governing equations for compressible flows are outlined†
followed by the definition of different options for the sub-grid scale modelling. A brief
description of the finite volume method is also provided, followed by the description of
the spatial discretisation scheme used in HYDRA, and the description of the boundary
conditions used in this work for the simulation of jet flow problems.
2.3.1 Governing Equations
The set of equations that govern fluid flow related problems is based on the conservation
laws of physics: mass, momentum, and energy. These equations are known as the
Navier-Stokes (NS) equations. For compressible flows the NS equations are:
∂ρ
∂t
+ ∂(ρui)
∂xi
= 0 (2.5)
∂ρui
∂t
+ ∂ρuiuj
∂xi
+ ∂pδij
∂xi
− ∂τij
∂xi
= 0 (2.6)
∂ρe
∂t
+ ∂(ρe+ p)ui
∂xi
− ∂(τijui)
∂xi
+ ∂qi
∂xi
= 0 (2.7)
where ρ, ui, p and e are density, velocity, pressure and total energy (e = pγ−1 +
1
2ρuiui),
respectively. The viscous stress tensor is defined by τij = 12µ(uij + uji − 23δijukk). The
heat flux is defined as qi = −λ ∂T∂xi , and the temperature T is obtained from the state
equation p = ρRT . There are three main numerical approaches for the solution of
the flow equations. The first approach consists of directly resolving the equations for
all the turbulent scales down to the Kolmogorov microscales. This is known as the
Direct Numerical Simulation (DNS) approach. Viscosity is dominant at the Kolmogorov
microscales, converting turbulent kinetic energy into thermal energy. A ratio between
∗ Subsequent to this work the method has been implemented in OpenFOAM. The implementation is
available as an open-source library at https://github.com/mimove/Coupling-API.
† The description of the governing equations is based on Pope [101], Versteeg and Malalasekera [102]
and Garnier et al. [103].
18
2.3. Large Eddy Simulations
the length and of the large (l) and small (η) scales can be estimated from the balance of
production and dissipation of turbulent kinetic energy:
η
l
≈ Re−3/4 (2.8)
The wide range of the turbulent eddies lengths implies that the number of grid points
required in a three-dimensional problem scales with Re9/4 [101]. In many realistic
configurations, the Reynolds number of the flow is ∼ 106. This means that the number
of grid points for obtaining a DNS solution would be ∼ 1012, which requires a significant
cost in terms of computational resources.
A much more computational affordable alternative is the Reynolds Averaged Navier-Stokes
(RANS) method. Any RANS method uses the ideas behind the Reynolds decomposition
by which the instantaneous flow quantities are decomposed in their time-averaged and
fluctuating components. By time-averaging the governing equations, the high cost of
resolving all the turbulent length scales is prevented. The disadvantage of the averaging is
that additional terms appear, called the Reynolds stress components (u′iu′j), which need
to be modelled in order to close the system of Eq. 2.5-2.7. However, RANS models have
several limitations for the prediction of jet noise. This is due to the limited information
that they provide about the turbulence statistics, which are only determined by the
turbulent kinetic energy and the local length scale. Some alternatives have been developed
for noise prediction of isothermal axisymmetric configurations using an acoustic analogy
with a reconstruction of the sources from a RANS calculation [104,105]. However, these
methods do not provide accurate results when applied to non-axisymmetric or heated jet
cases [106]. A detailed review of different RANS turbulence models, with their limitations,
applied to jet noise studies is available in Georgiadis and DeBonis [78].
Due to the limitations of using RANS for jet noise prediction, and the cost of obtaining
DNS results in complex scenarios, LES methods have become the best alternative. As its
name suggests, in an LES calculation, the large turbulent scales, which contain between
80% to 90% of the total fluctuating kinetic energy [74], are resolved whereas the small
scales are modelled. This considerably reduces the cost compared to the DNS approach,
keeping the transient properties of the turbulent phenomenon as opposed to RANS
methods. To retain only the large scales, a low-pass filtering operation is applied to the
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governing equations (Eq. 2.5-2.7). For the modelling of the smallest scales, a sub-grid
scales (SGS) model is used. Different formulations of SGS models are discussed in detail
in subsection 2.3.2. The filtering operation is defined by the following:
φ(x, t) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
G
(
x,x′,∆
)
φ
(
x′, t
)
dx′1 dx′2 dx′3 (2.9)
where φ is the filtered variable, G is the filtered function, φ is the original variable and
∆ is the cut-off filter width. According to Pope [101], the choice of the filter function
should ensure that at least 80% of the energy of the turbulent scales is resolved. Different
choices of the filter function are found in the literature. The most common choice in
finite volume methods is to define the filter function implicitly, using the grid cells as
an implicit filter. Hence, the filter function adopts a top-hap or box filter type, which
formulation is:
G(x,x′,∆) =
 1/∆
3 |x− x′| ≤ ∆/2
0 |x− x′| > ∆/2
(2.10)
The cut-off width is then defined as the volume of each grid cell (∆ = 3
√
∆x1∆x2∆x3).
The application of Eq. 2.10 to Eq. 2.5-2.7 yields the LES equations for compressible
flows [28,107]:
∂ρ
∂t
+ ∂(ρu˜i)
∂xi
= 0 (2.11)
∂ρu˜i
∂t
+ ∂ρu˜iu˜j
∂xi
+ ∂pδij
∂xi
− ∂τ˜ij
∂xi
− ∂Tij
∂xi
= 0 (2.12)
∂ρeˆ
∂t
+ ∂(ρeˆ+ p)u˜i
∂xi
− ∂(τ˜ij u˜i)
∂xi
+ ∂qi
∂xi
− ∂Pi
∂xi
− u˜i∂Tij
∂xi
= 0 (2.13)
where the tilde refers to the Favre-filtering operation (u˜i = ρui/ρ) used to remove
the additional terms that arise from the correlations between velocity and density
fluctuations [102]. The ‘hat’-symbol refers to those quantities that are based on filtered
variables. The application of the filter to the NS equations generates additional terms,
which are the SGS terms. The terms related to the subgrid turbulent stress tensor
(Tij = ρu˜iu˜j − ρuiuj) and the pressure-velocity subgrid term (Pi = (pu˜i − pui)/(γ − 1))
are usually kept, whereas the others are neglected [28,103].
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2.3.2 Sub-Grid Scale Models
The closure of Eq. 2.11-2.13 requires the modelling of the terms Tij and Pi. Most of
the sub-grid scale models used by the research community apply the eddy-viscosity
assumption [108]. The eddy-viscosity assumption is based on the Boussinesq hypothesis
that is used in RANS models to obtain the Reynolds stresses. The hypothesis assumes
that the turbulent stresses (u′iu′j) are proportional to the strain tensor (Sij) defined as:
Sij =
1
2
(
∂ui
∂xj
+ ∂uj
∂xi
)
(2.14)
For this hypothesis to be valid there are two conditions that have to be satisfied:
the production and dissipation of turbulence should be in balance and the turbulence
structures should almost be isotropic [102]. In 1963 Smagorinsky [109] proposed that
since the behaviour of the smallest turbulent eddies can be considered to be almost
isotropic, the Boussinesq hypothesis could be applicable to the modelling of the effects of
SGS in the resolved scales. By applying the eddy-viscosity assumption, the SGS term of
Eq. 2.12 can be modelled as:
Tij = 2ρνT
(
Sij − 13Skkδij
)
(2.15)
where νT is the eddy-viscosity. For the SGS term of the filtered energy equation, the
eddy-diffusivity hypothesis of isotropic turbulence can be applied [107]:
Pi = ρνT(γ − 1)PrM2
∂T˜
∂xi
(2.16)
where Pr is the Prandtl number and M the Mach number. The generic form for the
calculation of the eddy-viscosity, as defined by Nicoud and Ducros [110], is:
νT = C∆2S (2.17)
where C is a constant, and the term S is related to a tensor based on the strain rate. In
the following subsections, different sub-grid models that are based on S are explained.
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Smagorinsky Model
The first model was proposed by Smagorinsky [109] and uses the strain rate to define S.
This leads to the following definition of the eddy-viscosity term:
νT = (CS∆)2
√
2SijSij (2.18)
The formulation and implementation of Eq. 2.18 is very simple, which explains the
extensive use of the model in the early studies of LES. The relative success of the
Smagorinsky model is due to two key reasons: the numerical computations are stabilised
because the model yields sufficient dissipation and the insensitivity of the low-order
statistics of the larger scales to the SGS motions [111]. However, the Smagorinsky model
has several disadvantages. The most important disadvantage is that the model does
not vanish either at a solid boundary nor in laminar flow regions [108]. Besides, there
is not a universal value of the Smagorinsky constant CS even for similar studies [112].
Generally, a value between 0.1-0.24 is used. If the numerical resolution is not sufficient it
is recommended to use values lower than 0.2.
Dynamic Procedure
In an attempt to solve the problems of the Smagorinsky model, Germano et al. [112]
proposed a model in which the value of CS is dynamically calculated as the computation
progresses. The formulation starts with the Smagorinsky model∗ but applies two filters:
the ‘grid’ filter of the Smagorinsky model and an additional ‘test’ filter of a larger width.
The application of the second filter leads to a set of equations similar to the filtered NS
equations, where the SGS term of the momentum equation is:
T ij = ρ˜˜ui ˜˜uj − ρuiuj (2.19)
According to Germano et al. [112], the resolved part of the turbulent stresses, which can
be calculated explicitly, can now be expressed as a combination of:
Lij = T ij − Tij (2.20)
∗ Although in the original paper the formulation starts with the Smagorinsky model, this approach can
be applied to most of the other models available in the literature.
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By applying the definitions of Eq. 2.15 and Eq. 2.18 into Eq. 2.20 [112], the new value of
CS is:
CS(xi, t) = −12
LklSkl
∆2|S|SmnSmn −∆2|S|SpqSpq
(2.21)
This procedure ensures that the SGS stress vanishes in laminar flow regions and at
solid boundaries. In addition, it is also capable of accounting for an important physical
phenomenon, the backscatter, i.e., reverse energy cascade from smaller to larger eddies
[111]. However, the implementation of this procedure is not trivial in complex flows,
since it involves explicit filtering operations, averaging over homogeneous directions, and
a clipping of the negative eddy-viscosity to prevent numerical instabilities [113]. This is
perhaps the main reason why several improved SGS models, which do not require the
dynamic procedure, have been proposed afterwards.
WALE Model
According to Nicoud and Ducros [110] S should have the following properties:
1) To be invariant under rotation or translation of the coordinate axes.
2) To be easy to compute in any computational grid.
3) To be a function of the strain and rotation rates.
4) To vanish at the wall, so neither a damping function nor a dynamic implementation
is needed.
Following these premises, they proposed the Wall-Adapting Local Eddy-viscosity (WALE)
model that implicitly has the correct behaviour near the wall (νT = O(y3)).
The formulation of the model starts with the study of the filtered velocity gradient
tensor (g = ∂ui/∂xi) used by Smagorinsky. For the case of the flow over a flat plate,
it was discovered that the second invariant of S used in the Smagorinsky model has a
non-physical behaviour at the wall (νT = O(1)). To solve this problem, a better definition
of S could be the traceless symmetric part of the square of g:
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Sdij =
1
2(g
2
ij + g2ji)−
1
3δijg
2
kk; g2ij = gikgkj (2.22)
It is also desirable to include the rotation of the flow, using the antisymmetric part of g,
to make the invariant vanish in the case of pure shear flow. Adding the rotation, Eq. 2.22
can be rewritten as:
Sdij = SikSkj + ΩikΩkj −
1
3δij [SmnSmn − ΩmnΩmn] (2.23)
Using the Cayley-Hamilton theorem of linear algebra, as in Ref. [110], the second invariant
SijdS
d
ij can be expressed as:
SdijS
d
ij =
1
6[S
2S2 + Ω2Ω2] + 23S
2Ω2 + 2IVSΩ
S2 = SijSij ; Ω2 = ΩijΩij ; IVSΩ = SijSkjΩjlΩli
(2.24)
The last step is the obtaining of S so that it behaves like y3 near the wall while avoiding
numerical instabilities in the final eddy-viscosity model. Following these premises the
final expression of the eddy-viscosity of WALE’s model is:
νT = (Cw∆)2
(SdijSdij)3/2
(SijSij)5/2 + (SdijSdij)5/4
(2.25)
σ-model
The WALE model introduced a different approach to the modelling of the energy contained
in the smallest scales. However, although the WALE model has solved some of the issues
of the Smagorinsky approach, it does not meet all the physical mechanisms that are
present at the smallest turbulent scales. For example, the WALE model vanishes in
pure shear flows, but it gives non-zero values of νT in the case of solid rotation. On the
contrary, the Smagorinsky model vanishes in the case of solid rotation but not in the
case of pure shear. Moreover, only the WALE model gives the appropriate y3 behaviour
near the wall and none of the three models vanish in the case of pure axisymmetric flow
(e.g., laminar round jet impinging on a solid plate). Trying to solve these problems,
Nicoud et al. [108] proposed a model that should predict the correct behaviour of the
SGS in complex flow configurations, with a similar computational cost to the previous
models. They followed the same methodology as in the WALE model, but starting with
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an examination of the desirable properties that a static SGS model should meet. These
properties are summarised in Tab. 2.1.
After defining the desirable properties of the SGS model, the starting point of the σ-model
was the same as for the WALE model: the velocity gradient tensor (g). However, S in
Ref. [108] is based on the singular values of this gradient, which can be obtained from the
square root of the eigenvalues of the matrix G = gtg, where t denotes matrix transposition,
and are always positive because G is symmetric semi-definite positive. These eigenvalues
are called σ1, σ2 and σ3 where σ1 > σ2 > σ3. By applying the properties∗ of Tab. 2.1 to
the three eigenvalues it is possible to obtain the following eddy-viscosity model:
νT = (Cσ∆)2
σ3(σ1 − σ2)(σ2 − σ3)
σ21
(2.26)
Eq. 2.26 only involves operations with the locally defined velocity gradient tensor which
are computationally cheap.
A comparison of all the models presented in this section is given in Tab. 2.2 showing
their different characteristics. A test of these sub-grid scale models applied to different
jet configurations and different solvers has been published in Refs. [84,85] showing the
advantages of using the σ- and WALE models over the Smagorinsky model in single
and dual stream jets†. However, it has been demonstrated by Fuchs et al. [114] that the
WALE model produces excessive SGS viscosity in some wing configurations. Therefore,
the WALE model was not used in any of the cases presented in Chapters 4 and 5. In
the literature, it was also found that an interesting approach consists in avoiding the
use of an SGS model letting the intrinsic numerical dissipation of the solver to dissipate
the energy of the unresolved scales. This is usually referred to as implicit or numerical
LES [106]. The main reason behind this approach is that there was no model available
that could give the desired eddy-viscosity dissipation at different conditions. However, in
the present work, only the σ-model is used due to the encouraging results obtained in jet
flow problems.
∗ A detailed explanation of the procedure is described in Ref. [108].
† A summary of the results obtained from the comparison between the three SGS models applied to an
isolated single stream jet case is presented in Appendix A.
25
2.3. Large Eddy Simulations
Table 2.1: Desirable properties that a static SGS viscosity model should meet.
Adapted from TABLE I in Ref. [108].
Property Description
P0 a positive quantity which involves only locally defined velocity gradients
P1 cubic behaviour near solid boundaries
P2 zero for any two-component or two-dimensional flows
P3 zero for axisymmetric or isotropic expansion/contraction
Table 2.2: Summary of the SGS models considered. Adapted from TABLE II in
Ref. [108].
Model Smagorinsky WALE σ-model
Constant CS = [0.1–0.24] Cw ≈ 0.5 Cσ ≈ 1.35
P0 Yes Yes Yes
Near-wall O(y0) O(y3) O(y3)
P1 No Yes Yes
Solid rotation 0 6= 0 0
Pure shear 6= 0 0 0
P2 No No Yes
Axisymmetric 6= 0 6= 0 0
Isotropic 6= 0 0 0
P3 No No Yes
26
2.3. Large Eddy Simulations
2.3.3 Finite Volume Method
The LES flow solver used in this work, HYDRA, employs the density-based finite
volume method for the discretisation of the filtered NS equations. The finite volume
method divides the solution domain in a specific number of control volumes in which the
conservation equations introduced in subsection 2.3.1 are applied. Each sub-domain is
called a cell or an element. In finite volume methods, the flow variables can be stored
at the centre or vertex of the cells. If the variables are stored at the cell-centres, the
control volume will be coincident with the grid. If the variables are stored at the vertices
of the cells, the control volumes can be defined in two different ways. In a cell-vertex
approach, the control volumes are coincident with the cells as in the cell-centred method.
The alternative is to build the control volumes around the grid vertices in what is known
as a vertex-centred approach.
Regardless of the location in which the variables are stored, the finite volume method
solves the integral form of the discretised governing equations. To simplify the formulation
of the finite volume method, the compressible NS equations (Eq. 2.5-2.7) are expressed in
a generic form:
∂ρφ
∂t
+ ∂ρφui
∂xi
+ ∂
∂xi
(
Γφ
∂φ
∂xi
)
+ Sφ = 0 (2.27)
where φ is a general variable, Γφ a diffusion coefficient and Sφ a source term. This
equation is also referred to as the transport equation of the property φ [102]. The first
two terms represent the rate of change and the convective fluxes of ρφ. The third term
represents the diffusive fluxes of ρ and the last term the addition of external sources.
The integral form of Eq. 2.27 over a three-dimensional control volume (CV) is given by
the following equation:∫
CV
∂ρφ
∂t
dV +
∫
CV
∂ρφui
∂xi
dV +
∫
CV
∂
∂xi
(
Γφ
∂φ
∂xi
)
dV +
∫
CV
Sφ dV = 0 (2.28)
Applying Gauss’s divergence theorem to the second and third terms of Eq. 2.28 they can
be rewritten as surface integrals over the faces (A) of the control volumes:∫
CV
∂ρφ
∂t
dV +
∫
A
niρφui dA+
∫
A
niΓφ
∂φ
∂xi
dA+
∫
CV
Sφ dV = 0 (2.29)
where ni is the normal vector to the face A. Since all the cases considered in this work
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are time-dependent, it is necessary to introduce an additional integration in time over a
small interval (∆t):∫
∆t
∫
CV
∂ρφ
∂t
dV d t+
∫
∆t
∫
A
niρφui dA d t
+
∫
∆t
∫
A
niΓφ
∂φ
∂xi
dA d t+
∫
∆t
∫
CV
Sφ dV d t = 0
(2.30)
The finite volume method in HYDRA is based on the work of Moinier [69]. In his work, he
expressed Eq. 2.30 in a concise way to clarify the definition of the discretisation schemes:∫
∆t
∫
CV
∂Q
∂t
dV d t+
∫
∆t
∫
A
F(ni, Q, ∇Q) dA d t
+
∫
∆t
∫
CV
S(Q, ∇Q) dV d t = 0
(2.31)
where Q is the vector of conserved variables (ρ, ρui, ρe), and F is the total flux through
the faces. In the following subsections, the spatial and temporal discretisation of the
fluxes in Eq. 2.31 are explained.
2.3.4 Spatial Discretisation of Fluxes
The spatial discretisation of the fluxes in HYDRA, as explained by Moinier [69], is
motivated by the characteristics of the well-known second-order MUSCL approach [115],
without reconstruction, in which a Riemann problem is defined at the interface of the
control volumes. In Moinier’s approach, the unknowns are stored at the vertices of the
mesh and the fluxes are calculated at the faces defined by the median-dual control volume
technique [116]. The median-dual control volume is generated by joining the centroid
of the cells surrounding an arbitrary node (i) with the midpoint of the edges of that
node. A simplified 2-D sketch of the median-dual control volume technique is depicted in
Fig. 2.1. In HYDRA, the calculation of the fluxes of Eq. 2.31 is split into the contribution
of the inviscid and viscous terms [69]:
F(ni, Q, ∇Q) = FI(ni, Q) + FV (ni, ∇Q) (2.32)
each flux of Eq. 2.32 is independently computed at every face of the median-dual control
volume. For the inviscid term, all the computed fluxes are integrated using the flux-
differencing ideas of the Roe scheme [117]. The Roe scheme is a combination of a central
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Figure 2.1: Medium-dual control volume construction of the vertex-centred discreti-
sation method.
differencing term and a smoothing term. Using these ideas, the equations that define the
approximation F Iij of the inviscid term is [69]:
F Iij =
1
2
(
FIij(Qi) + FIij(Qj)−
1
2|Aij |
(
Llpj (Q)− Llpi (Q)
))
(2.33)
where Llp represents a pseudo-Laplacian with a negative unitary central coefficient and
the parameter  is a user-defined parameter between zero and one. The definition of this
parameter for jet cases is shown in more detail in Chapters 4 and 5.
The calculation of the viscous term is based on a linear approximation half-way along
each of the edges defined by the median-dual control volume. This method requires the
approximation of the gradient of the conserved variables (∇Qij) at the midpoint of the
edges. Since this approximation only contains a central differencing term, it does not
ensure the stability of the high-frequency modes, especially in regions where the viscous
term dominates (e.g. boundary layer) [69]. To solve this problem, the gradient along the
edge is replaced by a first-order difference given by:
∇Qij = ∇Qij −
(
∇Qij
xi − xj
|xi − xj | −
Qi −Qj
|xi − xj |
)
xi − xj
|xi − xj | (2.34)
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2.3.5 Temporal Discretisation
The approximation of the conserved variables (Q) in time is performed with a modified
explicit four-stages second-order Runge-Kutta scheme (RK) [69]:
Q
(0)
i = Qni
Q
(k)
i = Qni − αk∆tR(k−1)i , k = 1, 2, 3, 4
Q
(n+1)
i = Q
(4)
i
(2.35)
where R
(k−1)
i is the spatial residual operator defined as:
R
(k−1)
i = Ci(Q(k−1))−B(k−1)i
B
(k−1)
i = βkDi(Q(k−1)) + (1− βk)B(k−1)i
(2.36)
being Ci(Q(k−1)) the convection contribution to the residual that arises from the inviscid
flux and Di(Q(k−1)) the remaining part due to the physical and numerical dissipation of
the viscous flux and the source term. The coefficients αk and βk are:
α1 =
1
3 α2 =
4
15 α3 =
5
9 α4 = 1
β1 = 1 β2 = 1 β3 = 0 β4 = 0
(2.37)
2.3.6 Boundary Conditions
The boundary conditions are implemented in HYDRA using the weak formulation, which
is the usual method employed if a Riemann approximation is used [118]. With this
formulation, instead of fixing the value of the conservative variables at the boundaries,
the flux contribution is computed at the boundary and is then applied to the solution
residual. Therefore, at the inlet of the domain, the boundary condition is obtained by
making the boundary residuals go to zero. The application of this condition requires the
combination of the information of the adjacent cell to the boundary, and the external
user-defined value. In this work, the following types of boundary conditions have been
used for the different cases studied:
• Adiabatic no-slip wall: this condition is applied to viscous walls and implies
that all the components of the velocity terms of the flow are zero at the surface
of a stationary wall. In addition, the heat flux and turbulent kinetic energy flux
through the wall is set to zero. The definition of the condition is:
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uini|no−slip wall = 0
qini|no−slip wall = 0
(2.38)
• Adiabatic slip wall: in some cases, the walls are defined as inviscid. With this
condition, the boundary layer effect is neglected. The slip wall condition allows the
velocity to have a non-zero value at the wall, but ensures that the mass flux, heat
flux and normal momentum component to the wall are zero:
Fm|slip wall = 0
muini|slip wall = 0
qini|slip wall = 0
(2.39)
• Subsonic inlet: the application of this condition requires the definition of the
total pressure and total temperature of the flow at the inlet. The inlet velocity is
then obtained by applying the isentropic relations of the flow, assuming that the
static pressure is defined by the flow field of the domain.
• Subsonic outlet: in order to minimise the non-physical reflection of the outgoing
pressure waves, a characteristic condition is used at the outlet [118]. To apply this
condition, a definition of the value of static pressure that enters the domain is
required. The velocity vector is defined by the nearest cell of the boundary, and the
density is computed using the state equation and the user-defined static pressure.
• Free-stream: The free-stream condition is defined through the inviscid boundary
flux term evaluated with Eq. 2.33:
F Ib =
1
2
(
FIb (Qb) + FIb (Q∞)− |Aij | (Qb −Q∞)
)
(2.40)
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2.4 Surface Integral Methods
From all the integral methods available for the calculation of the noise in the far-field
there are two that have extensively been used in the research communities: the Kirchhoff
method and the FWH method. Despite the success of both approaches, they present
some disadvantages. On the one hand, since the Kirchhoff equation is derived from
the homogeneous wave equation, the integral surface in which the variables are stored
has to be placed far from the hydrodynamic region. If the surface is not placed far
enough (∼ 5− 10Dj from the jet plume), so that the solution does not satisfy the linear
wave equation, it will lead to significant errors in the noise prediction [92]. Another
disadvantage of the Kirchhoff method is that in addition to p′ it also requires its normal
derivative ∂p′/∂n. This can be a disadvantage in cases where discontinuities of the flow
variables are present [119]. On the other hand, the biggest disadvantage of the FWH
method, as formulated in the original paper [89], is the non-penetrable condition. This
condition imposes a restriction in the location and shape of the integral surface, which
significantly reduces the flexibility in its definition in comparison with the Kirchhoff
method [119]. Furthermore, if the quadrupole term present in the FWH method is not
neglected, the calculation of the volume integral can consume a considerable amount of
CPU time, which for large cases leads to an unacceptable computational cost. There is
also another difference with respect to the Kirchhoff method, the FWH formula needs five
variables (p′, ρ, and ρu) while Kirchhoff’s needs only three (p′, ∂p/∂n, ∂p/∂t). However,
the FWH surface can be placed in the non-linear region.
In an attempt to overcome the disadvantages of the two methods, di Francescantonio [119]
developed a new formulation combining the positive aspects of both. He called this new
formulation the Kirchoff-FWH approach (KFWH). The approach starts by describing
that the only differences between the Kirchhoff and the FWH method arise from the
derivation process, as both equations describe the same phenomenon. In order to join
both methods, two decisions were taken: avoid the introduction of simplifying hypothesis
in the Kirchhoff method and not impose the surface S to be coincident with the body in
the FWH method. With these two new decisions, a surface can be defined arbitrarily,
allowing the flow to pass through it without introducing spurious noise in the calculation
(Fig. 2.2). The formulation of the KFWH equation is obtained by applying the following
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Figure 2.2: PFWH surface for a jet problem. Adapted from Ref. [92].
steps [119,120]. First, consider an arbitrarily defined permeable-surface (S) enclosing all
the noise sources generated by the aerodynamic field (Fig. 2.2). The surface is described
by the equation f(xi, t) = 0 and it is referred to as the ‘data surface’ since it contains
information about the flow variables. Since the noise is calculated only for observers
outside the surface, it is assumed that f > 0 for points exterior to the surface and f < 0
for interior points. Moreover, an outward unit normal vector is defined as ∇f = n. Due
to the permeable condition, the fluid extends inside the data surface, as opposed to the
original FWH definition, but it has the condition of the quiescent medium in which the
perturbation of the variables is zero (φ′ = 0). This condition introduces a discontinuity
of all the flow variables when they cross the surface at f = 0. Due to the discontinuity,
the conserved variables have to be defined using generalised functions [120]. By applying
the definition of generalised differentiation, and neglecting the viscous term, it is now
possible to obtain a single acoustic equation from the mass and momentum conservation
equations (Eq. 2.5-2.6):
2c2∞(ρ− ρ∞) =
∂
∂t
[ρ∞unδ (f)]− ∂
∂xi
[
p′ijnjδ (f)
]
+ ∂
2
Tij
∂xixj
+ ∂
∂t
[(ρ− ρ∞)unδ (f)]− ∂
∂xi
[ρuiunδ (f)]
(2.41)
where  = 1/c2∂2∂t2 − ∂2/∂x2i . Eq. 2.41 can be rearranged to be similar to the original
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FWH equation [89]. Following di Francescoantonio [119], two new quantities (Ui and
Lij) have to be defined [119]:
Ui = ui + [(ρ/ρ∞)− 1]ui, Lij = p′ij + ρuiuj (2.42)
and replacing these two variables in Eq. 2.41 the new formulation is obtained:
2c2∞(ρ− ρ∞) =
∂
∂t
[ρ∞Uiδ (f)]− ∂
∂xi
[Lijnjδ (f)] +
∂
2
Tij
∂xixj
(2.43)
The main disadvantage of this formulation is that the terminology of thickness, loading
and quadrupole source terms of the original FWH method is not applicable [120]. The
Green function for unbounded three-dimensional space [121] can be used to rewrite
Eq. 2.43 into an integral form∗:
4pic2∞(ρ− ρ∞) =
∂
∂t
∫
S
[
ρun + (ρ− ρ∞)un
r
]
ret
dS
+ 1
c∞
∂
∂t
∫
S
[
p′nr + ρurun
r
]
ret
dS +
∫
S
[
p′nr + ρurun
r2
]
ret
dS
+ 1
c2∞
∂2
∂t2
∫
V
[
Trr
r
]
ret
dV + 1
c
∂
∂t
∫
V
[3Trr − Tii
r2
]
ret
dV
+
∫
V
[3Trr − Tii
r3
]
ret
dV
(2.44)
where r is the distance to the observer, Trr = Tijrirj , Tii = T11 + T22 + T33, V is the
volume external to S (f > 0) and the symbol ret refers to the evaluation of a retarded
time t− r/c∞. This equation determines the acoustic pressure from the value of pressure,
velocity and density on the surface; and from the Lighthill stress tensor in the volume
external to S [119]. Usually, in jet cases the volume integral term is neglected by placing
the surface at a sufficient distance downstream. In addition, the relation c2∞(ρ−ρ∞) = p′
is normally applied because the flow fluctuations at the surface are small. Hereby, Eq.2.44
can be simplified to:
4pip′ = ∂
∂t
∫
S
[
ρun + (ρ− ρ∞)un
r
]
ret
dS
+ 1
c∞
∂
∂t
∫
S
[
p′nr + ρurun
r
]
ret
dS +
∫
S
[
p′nr + ρurun
r2
]
ret
dS
(2.45)
∗ The steps to obtain Eq. 2.44 are explained in detail in [121,122].
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2.5 Acoustic Perturbation Equations
The open-source spectral/hp finite element code AcousticSolver, as part of the Nektar++
4.5.0 framework [70], is used in the present work for the computation of the APE. In
the following subsections, the mathematical formulation and numerics of AcousticSolver
are described. As in the previous section, the governing equations of the APE system
are described first. Then, a description of the spectral/hp discontinuous Galerkin (DG)
method used by the solver is introduced, followed by the discretisation schemes apply in
the present work. This section finalises with two representative cases that were used to
verify the implementation of the governing equations in AcousticSolver and its application
in jet noise problems.
2.5.1 Governing Equations
Ewert and Schro¨der [71] introduced the APE formulation, which is an acoustic propagation
method based on acoustic filtering of the NS equations. The advantage of this approach
is that it keeps the convection and refraction effects of an arbitrary non-uniform field,
avoiding the instability problems of the LEE method. The original publication addresses
several constraints that need to be considered in order to formulate a system of differential
equations that acts as an acoustic wave propagator. First, convection and refraction
effects are part of the acoustic field solution, so their related source terms should be shifted
to the right-hand side of the equations. In addition, to obtain a wave-form equation for
the acoustic pressure p′, the perturbation velocity terms need to be calculated by the
momentum equation. This increases the total number of unknowns to four instead of
just the perturbation pressure as in many aeroacoustic analogies. Finally, to apply the
source-filtering the momentum equation needs to be written in primitive variables with
the governing equations converted initially into a linear differential system. This linear
differential system contains on the left-hand side the wave propagation terms, while the
source terms are shifted to the right-hand side. According to Ref. [71]∗, a differential
equations system of the conservation laws that fulfils all the properties stated above has
to use the enthalpy (h) as the variable from which the pressure can be deduced:
∗ The description of the APE system is based on Ewert and Schro¨der [71] where all the steps are provided.
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∂h
∂t
+ c2∞(∇ · u) = q (2.46)
∂u
∂t
+∇h = f (2.47)
with
q = −u · ∇h− (c2 − c2∞)(∇ · u) +
c2
R
Ds
Dt
(2.48)
f = −(u · ∇)u+ ∇ · τij
ρ
+ T∇s (2.49)
where, s is the entropy, and c the local speed of sound. The pressure can be obtained
by the second law of thermodynamics (∇p/ρ = ∇h − T∇s) and the source terms can
be grouped as S = (q,f)T . The equations system described by Eqs. 2.46 and 2.47 can
be rewritten in the frequency/wavenumber space by applying a Laplace and Fourier
transformation:
AU˜ = G˜ (2.50)
where A, U˜ and G˜ are the matrix transformations of the flux vector, primitive variables
vector and source vector respectively. In the particular case of Eqs. 2.46 and 2.47, and
considering 2D problems, these three matrices read as:
A =

ω −c2∞α −c2∞β
−α ω 0
−β 0 ω
 , U˜ =

h˜
u˜
v˜
 , G˜ = i
(
S˜
)
(2.51)
where α and β are the wave numbers related to the spatial coordinates and ω is defined
as ω = ω + iσ, being ω the angular frequency and σ a constant. The next step is to
apply a source filter in the frequency/wavenumber space that excites both vortical and
acoustic modes:
G˜
a,v = T a,v · G˜ (2.52)
where the superscript (a, v) refers either to acoustical or vortical modes, and T a,v is the
filtering matrix defined by a combination of the eigenvectors of A:
T a = x2(x−12 )T + x3(x−13 )T , T v = x1(x−11 )T (2.53)
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The idea is to find the eigenvector (T a) in Eqs. 2.46 and 2.47 so that only acoustic
modes are excited. Applying Eqs. 2.50-2.53 the system of equations 2.46 and 2.47 can be
rewritten as:
∂h
∂t
+ c2∞(∇ · uai ) = qa (2.54)
∂uai
∂t
+∇h = fa (2.55)
where uai is the irrotational component of the velocity related to the acoustic mode. The
next step consists of applying a Reynolds decomposition of the velocity to obtain the
perturbation terms related to the acoustic and vortical modes (u = u+ uv + ua). This
decomposition is now applied to Eq. 2.54 and Eq. 2.55. In the case of the continuity
equation, the filtering process leaves the source qa unchanged. The meaning of this result
is that the enthalpy is completely related to the acoustic mode, and not to the vortical.
The final step is to formulate this equation in terms of the acoustic pressure p′. This is
possible due to the assumption that the entropy is a known variable, so the enthalpy can
be replaced by the density. Applying the decomposition of the velocity, the continuity
equation yields:
∂ρ′
∂t
+∇ · (ρua + ρ′u) = −∇ · (ρuv) (2.56)
For the momentum equation (Eq. 2.55), it is important to formulate the source term fa
using a linear Poisson equation (∇2Φ = ∇ · fi). This enables the splitting of fi into three
different terms. The first one is related to the acoustic-mean velocity term, the second
one contains the enthalpy and entropy terms and the last one describes the vortical-mean
velocity and stress terms.
∇2Φ1 = −∇ · [(u · ∇)ua + (ua · ∇)u]
∇2Φ2 = −∇ · [−∇h− (T∇s)′]
∇2Φ3 = −∇ ·
[
(u∇)uv + (uv · ∇)u+ ((uv · ∇)uv)′ − τij
ρ
] (2.57)
Evaluating the three Poisson equations, and neglecting the viscosity term, the governing
system for the acoustic perturbation velocity is obtained:
∂ua
∂t
+∇ (u · ua) +∇
(
p′
ρ
)
= ∇Φ3 +∇qω + T ′∇s− s′∇T (2.58)
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Finally, by using the second law of thermodynamics, the perturbation density of Eq. 2.56
can be replaced by the perturbation pressure, leading to the fundamental system of
Acoustic Perturbation Equations, termed by Ewert and Schro¨der [71] as APE-1:
∂p′
∂t
+ c2∇ ·
(
ρua + u p
′
c2
)
= c2qc (2.59)
∂ua
∂t
+∇ (u · ua) +∇
(
p′
ρ
)
= qm (2.60)
In which qc and qm are the source terms:
qc = −∇ρ · uv︸ ︷︷ ︸
I
+ ρ
cp
Ds′
Dt︸ ︷︷ ︸
II
(2.61)
qm = ∇Φ3︸ ︷︷ ︸
III
+∇qω︸︷︷︸
IV
+T ′∇s− s′∇T︸ ︷︷ ︸
V
(2.62)
The different source terms labelled with Roman numerals in Eq. 2.61 and Eq. 2.62 are
computed in an unsteady flow simulation. In the present work, these source terms
are computed with the LES solver (HYDRA) but, in some cases, they could also be
obtained from a RANS simulation with stochastic sound sources [105]. These terms can
be classified depending on the type of contribution they generate on the emitted sound.
Terms I and III correspond to the contribution of solenoidal and velocity perturbations,
whereas terms II and V are related to temperature and entropy fluctuations. The sound
sources produced by these terms are coming from turbulent fluctuations and entropy
inhomogeneities. The last term (IV), is related to the sound generated by acoustic/mean-
vorticity interactions. The importance of the different terms varies depending on the
problem considered. For those cases where entropy and temperature fluctuations are
significant (e.g., heated jets, combustion noise), terms II and V are the most relevant.
However, if isothermal vortex sound problems are considered (e.g., cold jet, air-foil noise),
terms I and III are the major contributors to the noise generation, while II and V are
negligible. The set of equations is known as APE-2 if the sources are coming from an
incompressible solution, or APE-4 if the sources are from a compressible simulation.
Since HYDRA is based on the compressible formulation, only the APE-4 is described in
this work.
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APE-4 variant
The formulation of this variant starts with the continuity and momentum equations
written in primitive, non-linear disturbance variables, and neglecting the viscous term.
Also, the second law of thermodynamics in the first-order formulation is used to obtain
the equation system based on the perturbation pressure as a variable [71].
∂ρ′
∂t
+∇ ·
(
ρu′ + ρ′u+ ρ′u′ − ρ′u′
)
= 0 (2.63)
∂u′
∂t
+ (u · ∇)u′ + (u′ · ∇)u+∇
(
p′
ρ
)
= − ((u′ · ∇)u′)′ + T ′∇s− s′∇T (2.64)
By applying the first-order formulation of the second law of thermodynamics (h′ =
p′/ρ+ Ts′) the final system is obtained:
∂p′
∂t
+ c2∇ ·
(
ρu′ + u p
′
c2
)
= c2qc (2.65)
∂u′
∂t
+∇ (u · u′)+∇(p′
ρ
)
= qm (2.66)
where the left-hand side is equivalent to the APE-1 system and the right-hand side defines
the source terms given by:
qc = −∇ ·
(
ρ′u′
)′
+ ρ
cp
Ds′
Dt
(2.67)
qm = − (ω × u)
′
+ T ′∇s− s′∇T −
(
∇(u
′)2
2
)′
(2.68)
For vortex isothermal sound related problems, the most important source term is the
Lamb vector:
L′ = (ω × u)′ (2.69)
This term vanishes close to the wall, which means that a coarser acoustic grid than
the fluid grid can be used near the walls, increasing the time-step size and reducing
the computational cost. Since all the cases considered in subsequent chapters of this
PhD thesis are of isothermal condition the only term considered is the Lamb vector and,
therefore, the source terms (Eqs. 2.67 and 2.68) are simplified to qc = 0 and qm = −L′.
The calculation of L′ is performed in HYDRA and, in order to obtain it, the following
modifications have been implemented in the source code:
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1. Calculation of the instantaneous vorticity vector defined as the rotational of the
velocity field (ω = ∇× u).
2. Calculation of the instantaneous Lamb vector defined as the cross-product of the
vorticity and the velocity fields (L = (ω × u)).
3. Modification of the averaged flow subroutine to store the mean Lamb vector (L).
4. Calculate and send the Lamb vector perturbation (L′ = L − L) at the required
time steps. The three components of the Lamb vector perturbation are therefore
defined as:
−L′ =

−(ωy · w − ωz · v) + Lx
(ωx · w − ωz · u)− Ly
−(ωx · v − ωy · u) + Lz
 (2.70)
2.5.2 Spectral/hp Finite Element Method
In subsection 2.2.1, it was explained that the propagation of the acoustic waves is
significantly affected by the dissipation and dispersion errors introduced by the numerical
method. In fact, the computational cost of using a second-order method for solving
the acoustic propagation of the waves is considerably higher than using higher-order
methods [123]. For this reason, in the present work, the APE are computed using a
spectral/hp high-order finite element solver (AcousticSolver). This subsection provides a
brief description∗ of the spectral/hp method implemented in AcousticSolver.
For simplicity, the 1-D convection equation (Eq. 2.1) is considered. The approximation
to the solution can be written as:
uδ(x, t) =
Ngl−1∑
i=0
uˇm(t)Φm(x) (2.71)
where Φm(x) are the global expansion functions, uˇm(t) the unknown coefficients that
have to be computed to minimise the residual (R) and Ngl the global number of unknown
coefficients. To obtain a solution of Eq. 2.1 the inner product between the residual and a
‘weight’ function (vi(x)) has to be zero. This is known as the weight residual method.
∗ The description is based on Karniadakis and Sherwin [123] unless stated otherwise.
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Depending on the expansion and weight function, different computational methods are
produced. Interestingly, the finite volume method formulation can be obtained from
Eq. 2.71 by employing a piecewise, constant weighting function. On the other hand, in
spectral and finite element methods both the expansion and the weight functions are
chosen to be the same (Φm(x) = vi(x)), which results in what is known as the Galerkin
projection method [123].
However, since the expansion function has to be defined in the entire domain, the direct
application of the spectral method to complex geometries is impractical. The hp-type
formulation of the finite element method is introduced to solve this issue, where h
denotes the characteristic size of an arbitrary element and p is the polynomial order
of the expansion. By applying the hp-type method, the domain is subdivided in a
specific number of non-overlapping elements (Nel), similar to the finite volume method.
Due to the splitting process, the number of global modes of Φm(x) can be replaced by
P = Ngl/Nel that define the local expansion modes φep(x). One important aspect of the
splitting process is that the shape of the local elements is arbitrary. For this reason, if a
domain is decomposed in a large number of elements, the number of nonzero modes would
be high [123]. Thereby, the formulation can be further simplified by replacing the global
coordinate x of the local element Ωe with the local coordinate ξ of the standard element
Ωst. The process of converting the local elements to standard elements requires a method
to express the modes in global coordinates Φm(x), into their corresponding modes in
local coordinates φp(ξ), in what is referred to as a ‘parametric mapping’. Mathematically,
the parametric mapping is expressed as:
x = φ0(ξ)xe−1 + φ1(ξ)xe, ξ ∈ Ωst (2.72)
Applying this technique, Eq. 2.71 can be reformulated as:
uδ(x, t) =
Nel∑
e=1
P∑
p=0
uˇep(t)φep(ξ) (2.73)
where P is the polynomial order of the local expansion and φep(ξ) the local expansion in
local coordinates. The use of the hp method introduces the advantage that the accuracy
of a particular grid can be improved by decreasing the size of the local element h (h-type
refinement) or by increasing the polynomial order p (p-type refinement). For the definition
of an appropriate p-type expansion Karniadakis and Sherwin [123] describe two main
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steps that have to be considered. The first step is to define the expansion so that every
mode does not overlap with the others. This is usually achieved by defining an orthogonal
set of functions. The second step is the modification of the expansion basis so that its
numerical implementation is easy. In addition, the polynomial expansion can be classified
in two main categories, nodal or modal, which differ in the definition of the polynomial
basis:
ΦNp (x) =
ΠPq=0,q 6=p(x− xq)
ΠPq=0,q 6=p(xp − xq)
ΦMp (x) = Lp(x)
(2.74)
where ΦNp denotes the nodal polynomial expansion, and ΦMp denotes the modal polynomial
expansion. The nodal expansion is based on a series of P + 1 equispaced nodal points xq
that are defined beforehand and form a basis of P + 1 Lagrange polynomials of order
P . In this expansion, the coefficients of the polynomials uˇp have a physical meaning as
they represent the approximation of the solution at the points xq. In contrast, the modal
expansion has a hierarchical nature in the sense that an expansion set of order P − 1 is
contained within the expansion set of order P [123]. In both cases, the definition of the
polynomial basis is given by the solution to the following matrix equation:
uˇ = M−1f (2.75)
where M is a square nonsingular matrix of order P + 1 termed the ‘mass matrix’, and f
is a smooth function in the domain of the standard element using a Galerkin projection.
Therefore, the construction and inversion of M are two fundamental aspects that have to
be considered for choosing a specific polynomial expansion type. A priori, the construction
and inversion of the mass matrix of the modal expansion is more efficient. This is due to
the fact that the modal expansion is based on the Legendre polynomials which produce
an orthogonal diagonal matrix by definition. On the contrary, the equispaced Lagrange
polynomial of the nodal basis produces a full mass matrix that cannot be evaluated
explicitly. However, this issue is significantly improved if instead of imposing the solution
points to be equispaced, they are distributed at the zeros of the Gauss-Lobatto-Legendre
quadrature rule [123]. For this reason, and some other advantages that are discussed
below, the only type of expansion used in this work is the nodal one. Hereby, in the
following, only the description of the nodal expansion is covered. Modal expansions are
described in detail in Ref. [123].
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(a) Global coordinates (b) Local coordinates
Figure 2.3: Representation of elements in Fig. 2.1 using a Gauss-Lobatto-Legendre
method. Solution points for P = 5 in green on the global and local coordinate systems.
The nodal p-type expansion obtained in the standard element by applying the Gauss-
Lobatto-Legendre quadrature rule is given by:
Φp(ξ) = hp(ξ) =

1, ξ = ξp
(ξ − 1)(ξ + 1)L′p(ξ)
P (P + 1)Lp(ξp)(ξp − ξ) , otherwise
(2.76)
where Lp is the Legendre polynomial and L
′
p the derivative of the Legendre polynomial.
Applying Eq. 2.76, the mass matrix is defined as:
M e[p][q] =
P∑
q=0
wphp(ξi)hq(ξi) (2.77)
where wp is the weight of the pth point in the Gauss-Lobatto-Legendre quadrature rule.
An example of the quadrature points distribution of the Gauss-Lobatto-Legendre is
depicted in Fig. 2.3 for both global and local coordinate systems.
Local Elemental Operations
In order to complete the formulation of the spectral/hp finite element approach, a
few elemental operations have to be introduced to enable the computation of partial
differential equation systems in the standard regions. Therefore, both the integral and
differential operations are briefly described. For the evaluation of the integrals, the most
accurate an efficient approach is the Gaussian quadrature method. With this method, an
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integral in the standard space can be approximated by the following equation:∫
Ωst
u(ξ) d ξ =
Q−1∑
i=0
wiu(ξ) +R(u) (2.78)
wi =
∫
Ωst
hi(ξ) d ξ (2.79)
R(u) =
∫
Ωst
(u) d ξ (2.80)
where wi are the weights of the Lagrange polynomial and R is the residual. Hence, to
perform the integration the location of the zeros that make R(u) = 0 is required. This
distribution of points was first recognised by Gauss, which is why the method was named
after him [123]. As mentioned before, the distribution of points chosen in the present
work is the Gauss-Lobatto-Legendre (Fig. 2.3), which are formulated as follows:
ξi =

−1, i = 0,
ξ1,1i−1,Q−1, i = 1, . . . , Q− 2,
1, i = Q− 1
(2.81)
w0,0i =
2
Q(Q− 1)[LQ−1(ξq)]2 , i = 0, . . . , Q− 1 (2.82)
where Q is the number of quadrature points. Regarding the differentiation operation, the
use of the spectral nodal p-extension simplifies the calculation of the derivative since it
only needs to be computed at the nodal points ξi. Therefore, the differentiation operation
is given by:
∂u(ξ)
∂ξ
∣∣∣∣
ξ=ξi
=
Q−1∑
i=0
diju(ξi) (2.83)
where dij is the differentiation matrix, which has the following expression for the Gauss-
Lobatto-Legendre distribution:
dij =

−Q(Q− 1)
4 , i = j = 0,
LQ−1(ξi)
LQ−1(ξj)
1
ξi − ξj , i 6= j, 0 ≤ i, j ≤ Q− 1,
0, 1 ≤ i = j ≤ Q− 2,
Q(Q− 1)
4 , i = j = Q− 1
(2.84)
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and ξi is defined by Eq. 2.81. The integral and differentiation operation are simply
extended to higher dimension using a nested summation [123].
There are two additional operations that are important to consider and that allow the
transformation of the variables in the physical space (uδ), which are in global coordinates
(x), to the transformed space (uˇe) defined in local coordinates (ξ), and vice-versa. The
projection of the physical space into the transformed space is referred to as a ‘forward
transformation’, and the projection of the coefficients in the transformed spaced into the
physical space is known as the ‘backward transformation’. The backward transformation
is simply obtained from the evaluation of the expansion of Eq. 2.73, and the forward
transformation is defined by Eq. 2.75. The use of a nodal expansion basis considerably
simplifies both transformation operations, since the expansion coefficients are the values
of the solution at the nodal points [123]. On the contrary, if the expansion basis is of the
modal type, the computational cost is higher since the procedure requires the inversion of
the basis. As will be explained in the next chapter, the interpolation of the source terms
from HYDRA to AcousticSolver requires the application of both types of transformation.
Therefore, the use of nodal expansions is beneficial in the present work as it considerably
increases the computational efficiency.
2.5.3 Spatial Discretisation
After revisiting all the essential concepts of the spectral/hp method in subsection 2.5.2
they can now be applied to the APE-4 system implemented in AcousticSolver. The
APE-4 system can be classified as a three-dimensional, multi-variable convection-type
PDE system. The generic homogeneous form of this type of system can be written as:
∂Q
∂t
+∇ · F(Q)− S = 0 (2.85)
where Q is the variables vector, F(u) is the flux vector and S is the source term. By
applying the weak method of the spectral/hp Galerkin projection described in the previous
section to Eq. 2.85:∫
Ωe
φp
Qδ
∂t
d Ωe +
∫
Ωe
φp∇ · F(Qδ) d Ωe −
∫
Ωe
φpS d Ωe = 0 (2.86)
The solution to Eq. 2.86 requires the computation of the fluxes through the elements
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defined by the second integral term. This flux term could be computed by two different
Galerkin projection methods. In the first method, the solution is forced to be continuous
at the element interfaces after the application of the forward transformation. This
approach is called a continuous Galerkin projection (CG). However, the CG projection
applied to the propagation of the acoustic waves described by the APE system leads to
instability issues due to the imposition of the C0 continuity condition at the elemental
interface [123]. To resolve this issue, the divergence theorem is applied to the flux term
of Eq. 2.86 obtaining:
∫
Ωe
φp
Qδ
∂t
d Ωe +
∫
Ω∂e
φpF(Qδ) · n d(∂Ωe)︸ ︷︷ ︸
FR
−
∫
Ωe
∇φpF(Qδ) d Ωe︸ ︷︷ ︸
F
−
∫
Ωe
φpS d Ωe = 0
(2.87)
where the flux term has been split into an inter-element flux term (FR) and an inner-
element flux term (F ). This allows discontinuous solutions at the element interfaces,
avoiding the instability issues of the CG method. Hereby, the approach is known as the
discontinuous Galerkin method (DG). The calculation of the inter-element flux term poses
a Riemann problem, similar to the one described in subsection 2.3.4. In AcousticSolver,
the computation of the FR term is performed using a local Lax-Friedrichs method given
by the following equations [72]:
FRl,r =
1
2 (F (Ql) + F (Qr))−
1
2 |Λ|max(Qr −Ql) (2.88)
where the subscripts l and r represent the left- and right-hand side values at the face of
the element, and |Λ|max is the maximum absolute eigenvalue of the Jacobian of F given
by the maximum value of |u+ c∞| between the left and right-hand sides.
2.5.4 Temporal Discretisation
For the calculation of the temporal term in Eq. 2.87 a fourth-order Runge-Kutta explicit
scheme is used to minimise the dispersion and dissipation errors [72]. The four-stage
values of the scheme are computed as:
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θ(1) = Qδ
θ(2) = Qδ + 12θ
(1)∆t
θ(3) = Qδ + 12θ
(2)∆t
θ(4) = Qδ + θ(3)∆t
(2.89)
After the calculation of the four stages, the subsequent time step is explicitly computed
as:
Q(n+1) = Qn + ∆t
(1
6θ
(1) + 13θ
(2) + 13θ
(3) + 16θ
(4)
)
(2.90)
2.5.5 Boundary Conditions
Similar to HYDRA, the boundary conditions of AcousticSolver are implemented using
the weak formulation explained in subsection 2.3.6. In the present work, two different
types of boundary conditions are used for the acoustic propagation step:
• Rigid wall: this condition is used in those cases in which the propagated waves
interact with a solid surface, i.e., jet-wing installation. Its formulation for Acoustic-
Solver consists of imposing a zero-wall velocity perturbation so that the incident
wave is fully reflected [72].
• Far-field: this condition should ensure that the incoming acoustic waves leave the
domain without introducing a spurious reflection. Usually, the method consists of
the computation of a ghost state for the outgoing acoustic wave of the left-hand side
state, while the right-hand side of the elements at the boundaries is set to zero [124].
Although this condition does not produce a spurious reflection in one-dimensional
problems, it could introduce reflections in 2 and 3-D problems [125]. An effective
and efficient solution to this issue is the introduction of an artificial source term,
usually called ‘sponge layer’, close to the boundary that dampens the outgoing
waves
Qsponge = σ(x) · Q, σ(x) = −Csponge (0.5− 0.5 tanh (r − Ct)) (2.91)
where Csponge is the strength of the sponge layer, r the distance from the boundary
and Ct controls the thickness of the layer.
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2.5.6 Verification
Since AcousticSolver has only been used in combustion-related problems [72, 73] it is
important to verify its implementation of the APE-4 system for its application to jet noise
related problems. Two test cases were selected to verify AcousticSolver implementation,
which are representative of the physics of jet noise.
Monopole in a sheared mean flow
The first validation case is the propagation of a monopole in a shear mean flow. This
type of flow is a good example of the convection and refraction effects that can be found
in a turbulent jet. The shear mean flow and source term are prescribed as follows:
u¯ = 12 tanh
(2y
δw
)
, qc = exp
[
− ln(2)x
2 + y2
σ2
]
cos(ωt), qm = 0 (2.92)
The parameter δw is used to control the shear-layer thickness. The value of σ, ω and δw
chosen are the same as in Ref. [71]. In this case, a domain of size 200×200 is divided into
200× 200 elements with a polynomial degree of order one. Fig. 2.4 shows a comparison of
the result obtained by AcousticSolver and by Ewert and Schro¨der [71]. The line plots in
Fig. 2.4 suggest an excellent agreement between the present result with the two reference
cases.
Figure 2.4: Snapshot of the pressure contour and comparison of the acoustic pressure
with LEE and APE-2 result of Ewert and Schro¨der [71].
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Spinning vortex quadrupole source
The quadrupole distribution generated by the sound-field of a pair of spinning vortices
is similar to the acoustic sources of turbulent jets [74]. In this case, the flow-field is
considered inviscid and incompressible with a separation between the vortices of 2r0 and
a circulation Γ. The rotation period is defined as T = 8pi2r20/Γ, the angular velocity as
ω = Γ/4pir20, and the Mach number as Mr = Γ/4pir0c∞. An analytical solution of the
induced acoustic field was found by Mu¨ller and Obermeier [126]:
p˜′ = ρ∞Γ
4
64pi3r40c2∞
H
(2)
2 (kr) (2.93)
The real part of Eq. 2.93 represents the pressure fluctuation, being the second-order and
second kind Hankel function H
(2)
2 . By using a Gaussian vorticity distribution, Ewert and
Schro¨der [71] found the source-term that represents the acoustic field for this case:
qm = −
Γ2er(t)
8pi2σ2r0
2∑
i=1
(−1)i exp
(
−|r + (−1)
ir0(5)|2
2σ2
)
, σ ≈ r0 (2.94)
where r = (x, y)T , r0 = r0er and er = (cos θ, sin θ)T , θ = ωt. For this case, the
computational domain has an extension of 100× 100 in both x and y directions and the
mesh is divided into 141× 141 points with P = 1. Fig. 2.5 shows that the result obtained
with AcousticSolver matches the analytical solution. Similar results were also reproduced
by Lackhove [72].
Figure 2.5: Snapshot of the pressure contour and comparison of the acoustic pressure
with Analytical Solution [126]. Γ/(c∞r0) = 1.0, Mr = 0.0796.
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In addition to the previous two cases, it is also important to verify that the dispersion
and dissipation errors are sufficiently small as the polynomial order of the expansion
basis is increased. A detailed study of the impact of both errors in a one-dimensional case
using AcousticSolver can be found in Lackhove [72], while an analysis of the numerical
error for generic DG methods was made by Moura et al. [127] also in a 1-D case using
Nektar++. A preliminary study of the dispersion and dissipation error for 2-D cases
using the spinning vortex has been performed by Moratilla-Vega et al. [128] obtaining
similar results to those of Refs. [72,127]. All these studies show the advantage of using
a high-order polynomial for acoustic propagation because of the smaller number of
points-per-wavelength required in comparison to second-order methods.
2.6 Closure
In this chapter, the numerical methods used in the aerodynamic and acoustic solvers
have been described in detail. First, a review of previous jet noise studies was presented
with an emphasis on the importance of the numerical error influence in the acoustic
propagation of the sound waves. The description of the LES solver (HYDRA), including
the governing equation and finite volume method employed, followed. The advantages of
adopting σ-model over other SGS modelling methodologies was also explained.
The last two sections of the chapter were dedicated to the description of the acoustic
methods used in this work. First, the traditional surface integral methods were introduced
showing the advantages of using the FWH approach over Kirchhoff’s. The more novel
APE method was presented afterwards describing the governing equations and the high-
order spectral/hp method used for the discretisation of the equations (AcousticSolver).
The last part of the chapter was dedicated to the verification of the implementation of
the APE-4 system in Nektar++. The next chapter provides a description of the two
coupling methodologies used for the communication of HYDRA and AcousticSolver in
the present work.
50
3 Coupling Methodology
3.1 Introduction
I
n the previous chapter, it was shown how different numerical methods could be used
in the two steps that characterise hybrid CFD/CAA acoustic problems maximising
their advantages. In this sense, the use of second-order discretisation schemes
provides satisfactory results of the flow field of a high-Reynolds number near-sonic jet
despite their dispersion and dissipation errors [45,106]. In addition, second-order finite
volume solvers have the flexibility and robustness of handling realistic configurations.
However, the excessive numerical error of these methods can produce an excessive
attenuation of the acoustic propagating waves [95]. Therefore, the use of a high-order
spectral solver, which may not be as robust as a second-order method for solving the
nonlinear flow field, significantly improves the propagation of the acoustic waves.
The hybrid CFD/CAA propagation method requires the transfer of the sound sources
generated by the LES flow solver (HYDRA) to the high-order APE solver (AcousticSolver).
This transferring of data between two or more codes is also sometimes termed as ‘code
coupling’. In Chapter 1, it was explained that one of the main advantages of the coupling
between different codes is the possibility of studying multi-physics problems via an
integrated numerical simulation in a more efficient and realistic way than by using
independent codes. However, as will be shown in following sections, due to the different
formulation and implementation of solvers, the coupling between the different codes poses
a number of difficulties that can require extensive modification of the solvers’ source
code for an efficient data transfer. Hence, one of the main objectives of this work was
to investigate a coupling methodology between the LES and APE solvers that could be
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applicable to realistic complex configurations, e.g., jet-wing interaction problems.
This chapter starts with a literature review about the use of coupled hybrid CFD/CAA
propagation methods, then the two types of coupling implemented are described. Finally,
the last part of the chapter presents the validation of the coupling methodologies by
applying them to the sound generated by a cylinder in a crossflow.
3.2 Hybrid CFD/CAA Coupled Propagation Methods
Different interesting approaches can be found in the literature regarding CFD/CAA
coupled propagation methods. Three different works have been considered of particular
interest to the present scope of coupling a flow solver and an acoustic propagator solver.
The first of the considered approaches comes from the acoustic research group of the
Ecole Centrale de Lyon. In several papers published by Bogey et al. [29, 31–33] a two
steps LES/ILEE approach was used for the propagation of the sound waves generated
by moderate Reynolds number round jets at a high subsonic condition. In their work,
the near-field data generated by a high-order finite difference LES computation was
transferred to another code that solved the isentropic linearised Euler equations (ILEE)
in cylindrical coordinates. The coupling between the two codes was performed via
extrapolation of the velocity and pressure fluctuations to the inner boundaries of the
ILEE calculation that were located at a distance from the centreline. With this approach,
only surface data is needed to be stored, which significantly reduces the amount of disk
space that is required. However, this method does not provide information about the
acoustic sources, since the acoustic solver directly propagates the p′, u′ values computed
at the LES step. Furthermore, as explained in Chapter 2, the ILEE may suffer from
instability issues related to the generation of spurious waves.
The second studies considered in this literature review are those of the Institute of
Aerodynamics of RWTH Aachen University∗. In the work published by their researchers,
an LES/APE coupled approach was applied to a variety of high subsonic jet flow conditions
(cold/heated, single/coaxial). In most of their studies [96–99], the data transfer of the
∗ The APE-4 system used in this thesis was proposed by the RWTH Aachen University group in a paper
published by Ewert and Schro¨der [71]
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acoustic source from LES to APE was done via the file system. Due to the volumetric
nature of the sound sources that are transferred, the amount of file storage required for
realistic simulations (∼ 106 number of elements) is impractical with the present storage
capabilities. In addition, the limited available I/O bandwidth considerably penalises the
parallel scalability. More recently, preliminary results were obtained using an enclosed
computational framework [129,130]. In this approach, a joint hierarchical Cartesian mesh
was used in which the LES and APE systems were solved at different refinement levels
of the same domain. Under this framework, all the volumetric source information was
transferred only via memory operations. This proves that the coupling of the acoustic
sources via memory transfer is a plausible solution to circumvent the limitations of the
file storage system. The main disadvantage of the approach presented in Refs. [129, 130],
is its enclosed structure. Therefore, it is difficult to extend it to other codes.
Another work considered comes from the group at the Energy and Power Plant Technology
department at TU Darmstadt. In Refs. [72, 73], Lackhove et al. presented a hybrid
incompressible LES/APE coupled system applied to study the thermoacoustic properties
of gas turbine combustors. A well-established industrial flow solver for the computation
of the incompressible LES step was used and AcousticSolver, introduced in the previous
chapter, was employed for the computation of the acoustic propagation. This approach
takes advantage of the disparity between the convection speed of the turbulent structures
inside the combustor and the acoustic waves that propagate at the speed of sound.
Hence, the mesh resolution of the APE grid can be much coarser than in the LES. The
communication between the solvers is performed via an external library that handles
the information exchange between the two codes. Therefore, as in the previous case,
only memory transfer operations are required. However, due to the great disparity of
the LES and APE meshes used in the study, a filtering technique had to be introduced
after the interpolation step, which might have an impact on the highest frequencies. The
characteristics of each of the coupling approaches reviewed are summarised in Tab. 3.1.
Each of the coupling approaches introduced before has interesting characteristics that
were considered by the author when developing the method of the present work. The
work of EC Lyon has the advantage that only surface data, imposed at the boundaries
of the CAA grid, is needed. Although a similar strategy would be feasible for the
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Table 3.1: Coupling approaches in the literature.
Research Group CFD/CAA Method Application Coupling
EC Lyon
[29,31–33]
Comp. LES/ILEE Jet Noise Disk
RWTH Aachen
[96–99,129,130]
Comp. LES/APE Jet Noise Disk/MPI
TU Darmstadt
[72,73]
Incomp. LES/APE Combustion Noise MPI
LES/APE coupling, the fact that the wave propagation does not rely on the acoustic
sources takes away the possibility of in-depth analysis of noise generation. Furthermore,
due to the excessive numerical dissipation of the second-order LES solver used in the
present work, the velocity and pressure fluctuations required at the interpolation region
could be unfavourably damped. Nonetheless, the work in Refs. [29, 31–33] shows the
potential of using CAA propagation methods for the study of the near and far acoustic
fields, as opposed to projection methods that only provide information about single
observers in the far-field. The LES/APE work by the RWTH Aachen group, which is
the chosen methodology in this thesis, demonstrates promising capabilities of acoustic
analysis. Of particular interest to the present work is the concept of exchanging the
volumetric acoustic data via memory transfer operations to minimise the penalty of the
data transfer process. The main disadvantage of this approach, from the author’s point
of view, is its reduced flexibility to be extrapolated to other solvers. Finally, even though
the method developed at TU Darmstadt is applied only to enclosed configurations, it uses
an efficient and flexible communication approach between the incompressible LES and
the APE solvers. The present work applies the advantages of each of the three approaches
to the development of a flexible LES/APE coupled method for jet noise problems.
3.3 Coupling Strategies
One of the main difficulties of the coupling methodology implemented in this work lies
on the entirely different sets of numerical methods used for the computation of the flow
field and the acoustic propagation. As it was explained in the previous chapter, the LES
flow solver is based on a second-order finite volume method in which the flow variables
are stored at the cell vertices, and the integration of fluxes is calculated at the dual
54
3.3. Coupling Strategies
control volumes defined around each of them. Differently, the APE acoustic propagation
solver uses a spectral/hp finite element discontinuous Galerkin (DG) scheme with a
high-order discretisation obtained via a local polynomial nodal expansion basis. Hence,
the acoustic sources computed in the cell vertices of the LES step must be correctly
represented in each of the high-order elements of the APE solver. A poor interpolation
of those quantities would lead to the generation of spurious acoustic waves that could
contaminate the entire propagated field. It is then essential to apply several steps in the
communication process to ensure the correct transfer of the acoustic sources. Since the
data transfer solely occurs in the LES-APE direction, the coupling methodology can be
termed as ‘one-way’ coupling. In the present work, the one-way coupling methodology
has three different aspects: description of the sources and mean flow fields required
by the APE solver, the data exchange mechanism between the codes, and the spatial
representation of the flow/acoustic variables in the spectral/hp space. The following
subsections describe in detail each of these steps.
3.3.1 Description of Sources and Mean Flow Fields
The APE-4 system defined in the previous chapter describes the acoustic propagation
of flow-induced noise problems with sound sources. It also contains the convection and
refraction effects due to the aerodynamic mean flow that modifies the propagation field.
These variables, computed in the compressible flow simulation step, could be derived
either in the LES step or after they are transferred to the acoustic solver.
The mean flow variables required by AcousticSolver are the time-averaged velocity vector,
the averaged pressure and density, and the averaged speed of sound. In order to minimise
the number of variables that are sent and interpolated in the APE solver, all these
variables but the speed of sound are directly transferred. The speed of sound is computed
within the APE solver by using the equation:
cAPE =
√
γ
pLES
ρLES
(3.1)
In Chapter 2, it was explained that the dominant acoustic source term of the APE-4
for isothermal vortex sound problems is the perturbation of the Lamb vector (L′). The
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extended form of L′, based on Eq. 2.69, is:
L′ = (ω × u)− ω × u (3.2)
where ω and u are the vorticity and velocity vectors, respectively.
The first term of Eq. 3.2 represents the instantaneous variation of the Lamb vector, while
the second one defines the averaged value of L. Hence, prior to the calculation of the
acoustic source term, it is necessary to obtain the value of ω × u. Besides, the calculation
of the vorticity requires the calculation of the spatial gradients of the velocity vector.
Hereby, the computation of L′ is done in the LES step to avoid the introduction of
numerical errors that could generate spurious sound sources in AcousticSolver.
3.3.2 Data Exchange Mechanisms
Two different approaches for the data transfer between the two solvers were considered
in this work. The first of the coupling methods used is based on the exchange of files
between the two solvers in which the information of the sources and the mean flow is
contained. This type of coupling is known as ‘file-based coupling’. With this approach,
the number of modifications that have to be introduced on the source code of each
solver is minimal. Therefore, it is the ideal type of coupling for validating the acoustic
propagation methodology in simple configurations. However, as it was explained in
section 3.2, as the number of grid points increases, the amount of storage required limits
the applicability of the file-based coupling method to realistic problems.
The other methodology adopted in this work is based on a ‘tighter’ type of coupling. This
approach is based on the Message Passing Interface (MPI) standard for the transfer of the
required data between the solvers. This type of coupling is termed as ‘parallel-interface
coupling’ [131]. The main advantage of this approach is that the individual sub-domains,
in which the flow and acoustic grids are partitioned, can directly interpolate the data at
the overlapping regions of the mesh in a highly efficient manner. Furthermore, the use of
the parallel-interface coupling does not require the use of the file storage system. The
main drawback of this approach is that it requires extensive modifications of the source
code of the two solvers, which increases the level of complexity of the implementation.
An overview of the two types of coupling is depicted in Fig. 3.1. In what follows, the
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(a) File-based coupling
(b) Parallel-interface coupling
Figure 3.1: Diagram of the two types of coupling used in this work.
implementation of these methodologies is explained in detail.
File-Based Coupling Mechanism
The implementation of the file-based coupling approach only requires the introduction
of a few modifications in the LES and APE solvers’ source code. The LES source code
has to be modified to include the calculation of the acoustic source term and to write
these sources in the file storage system of the cluster. Since the acoustic sources are
time-dependent variables, their calculation has to be performed during the loop that
controls the advance in time of the flow variables. Additionally, due to the difference
between the simulation time step sizes of the LES and APE solvers, the sources are
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only calculated and stored in the file system at the required APE time steps. The APE
source code used in this work already had the capabilities for reading and interpolating
external flow data variables written in a specific format (see Ref. [132] for more details).
Only minor modifications were required in the interpolation algorithm to improve the
representation of the acoustic fields on the high-order solution points of the APE mesh.
The interpolation applied is based on the inverse distance weighting method proposed by
Shepard [133], which reads:
L′APE =

∑16
i=1wi(x)L′LES∑16
i=1wi(x)
if d(xAPE, xLES) 6= 0
L′LES if d(xAPE, xLES) = 0
(3.3)
where d(xAPE, xLES) is the closest distance between every point of the APE and the
LES grids, and wi(x) is the weighting function defined as:
wi(x) =
1
d(xAPE, xLES)p
(3.4)
where the value of p is equal to the dimension of the problem (p = 2 for 2D problems
and p = 3 for 3D problems). Another important characteristic of the file-based coupling
implemented is that the two codes run separately. This means that the MPI global
communicator is independent for each code, and no information is exchanged between
them during the run time. In Fig. 3.2, a detailed flow-chart of the implementation of the
file-based coupling algorithm is shown.
Parallel-Interface Coupling Mechanism
The implementation of this approach poses many more difficulties compared to the
file-based method. First, as opposed to the previous method in which the solvers are
run sequentially; the parallel-interface method requires that both the LES and the
APE calculation are running simultaneously to make use of the system’s high-speed
communication network of the cluster nodes, instead of using the file storage system.
Therefore, the two solvers must run under the same MPI global communicator to be able
to access information of each other. In the present work, this requirement is achieved
using a third-party library, Coupling With Interpolation Parallel Interface (CWIPI) [134],
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Figure 3.2: File-based coupling flow-chart for the LES code (orange) and the APE
code (green). The required modifications to couple them are shown in blue.
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Figure 3.3: Parallel-interface coupling flow-chart for the LES code (orange) and the
APE code (green). The required modifications to couple them are shown in blue.
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which is developed at ONERA and included as part of the O-PALM coupler [135]. The
implementation requires extensive modifications of both HYDRA and Nektar++ source
code∗. CWIPI makes use of the Multiple Program-Multiple Data (MPMD) mode of
the ‘extended’ MPI-1 standard [136], which allows the launch of different executables
simultaneously, sharing the MPI global communicator between them. In order to identify
the processors of each application, two different MPI local communicators have to be
assigned with different IDs. CWIPI also incorporates support for both cell-centre and
cell-vertex finite volume codes, and the possibility of defining a discretisation-independent
interpolation, which is essential for the exchange of data with the spectral/hp finite
element method of AcousticSolver. Furthermore, CWIPI is capable of handling non-
overlapped domains giving more flexibility to the mesh domains that can be used in
each of the applications. The modifications to the source code that are required for the
implementation of the parallel-interface coupling (Fig. 3.3) can be classified into three
different categories:
1) Initialisation and termination: after each solver is initialised, CWIPI starts taking
control of the communication process between the different processors that will
handle each of the numerical sub-domains in which the grids are partitioned.
Moreover, this step defines the local communicator IDs to identify the CPUs
assigned to each of the solvers. Similarly, when the two applications complete their
calculation, CWIPI is in control of finalising the running process.
2) Set-up of coupling characteristics and mesh domains: the different characteristics of
the coupling framework are defined after each solver has performed the partitioning
of the meshes and their set-up. This includes a name (string type variable) for each
solver so that each application is able to find the other, the number of variables that
are going to be exchanged and the type of discretisation (cell-vertex or cell-centred).
The part that requires more modifications of the source code is the creation of
the mesh connectivity table in the format that CWIPI uses [131]. Additionally,
due to the spectral/hp discretisation of AcousticSolver, the location of the solution
points of the polynomial expansion basis has to be defined in CWIPI so that the
interpolation of the sources is correctly performed on the high-order elements.
∗ All the modifications in HYDRA were made by the author of this thesis, while the modifications in
Nektar++ were carried out by Lackhove. See Ref. [72].
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3) Transfer of acoustic sources: as in the file-based coupling approach, the acoustic
sources have to be transferred to AcousticSolver at each of its time steps. The main
difference with the current approach is that the sources are now transferred through
the internal memory of each cluster node, which considerably increases the speed
and efficiency of the process. Due to the difference in the time step sizes between
the two solvers, a waiting subroutine is introduced so that the two applications
finish at the same time. In order to maximise the computing resources required by
the LES/APE coupling framework, a few tests are needed to determine the best
combination of processes allocated to each solver. This ensures that the overhead
time added by the waiting subroutine is minimised.
3.3.3 Spatial Representation in the Spectral/hp Space
The acoustic sources are defined in HYDRA at each of the grid’s cell vertices and have
to be transferred and interpolated into AcousticSolver in the spectral/hp space. The
differences in the grids, combined with the different representation of the variables in
the spatial domain, could generate spurious acoustic waves if an inappropriate mapping
method is used [137]. Therefore, an adequate mapping technique is applied, partially
based on the method used by Lackhove [72].
Three main issues must be considered. The first one is related to the discontinuous
Galerkin projection used in AcousticSolver. The gradients of the aerodynamic mean
flow and the acoustic sources could generate discontinuities at the element interface of
the acoustic solver, creating stability issues. The solution to this issue is to perform the
mapping of the transferred fields on a continuous projection, enforcing the continuity of
the fields between the elements. This is achieved by applying the forward transformation
in the continuous projection (Eq. 2.75) to the physical values of the acoustic sources,
followed by a backward transformation (Eq. 2.73) to copy the values of the expansion
coefficients into the discontinuous projection. This is possible because the expansion
functions are identical for the continuous and discontinuous projection of AcousticSolver.
Another issue arises from the different refinement level between the LES and APE grids
in the interpolation region. This is a common problem in low Mach number applications,
such as combustion noise, in which the differences between the hydrodynamic and
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acoustic length scales are enormous. In these cases, the sound emitted is predominantly
of low-frequency so much coarser acoustic grids can be used to minimise the overall
computational cost. However, the differences in the spatial resolution could result in the
generation of artifacts in the spectral space. The solution applied in Refs. [72,73,137]
is the application of a low-pass filter that removes the small scale acoustic sources that
cannot be resolved by the coarser spatial resolution of the acoustic grid. Conversely,
due to the broadband nature of high-subsonic jet noise, the application of a low-pass
filter could significantly affect the higher frequency content, leading to an inaccurate
prediction of the far-field noise. Therefore, the acoustic meshes of this work have a
sufficient refinement in all the sources interpolation region to ensure that the acoustic
sources are properly captured. Finally, the last issue is the aliasing error which occurs
when an insufficient number of solution points, defined by the polynomial order of the
expansion basis, is used. If the polynomial order applied is not high enough, the issue is
mitigated by sampling the received fields into a denser cloud of points, increasing the
number of quadrature points [72]. In the present work, the sampling denser quadrature
point distribution is chosen to be twice the polynomial order of the case considered
(Qsampling = 2P ).
3.4 Validation of the Coupling Methodologies
In this section a test case is presented for the validation of the hybrid two-step CFD/CAA
method using both coupling methodologies. The case is used pursuing three objectives.
First, for the validation of the APE noise prediction compared to DNS results. Second, to
verify that the results obtained with the two coupling approaches are equivalent. However,
the propagation of the acoustic waves might slightly differ between the two coupling
approaches due to the different interpolation algorithms implemented for each method.
The last objective is to perform a scalability analysis that will be useful to understand
the major differences in the parallel performance between the coupling strategies.
The test case selected corresponds to one of the studies in the original APE publication [71].
The case analyses the acoustic propagation of the waves generated by a 2D cylinder in a
crossflow at a Mach number of 0.3 and a Reynolds number of 200. The sound emission
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mechanism of this case is characterised by a strong dipolar source located near the cylinder.
The frequency of the dipole is determined by the shedding frequency of the vortices in
the cylinder wake. For the studied flow conditions, one non-dimensional period of the
vortex shedding is Tdipole · c∞/Dcyl = 17, which is equivalent to a normalised wavelength
of λdipole/Dcyl = 17. Two different O-grids are used for the CFD and APE calculations.
In both cases, the domain has a radial extension of 80 cylinder diameters. The CFD
mesh is formed of 600× 544 grid points in the circumferential and radial directions with
a total of 345,600 elements. A quarter of the CFD mesh near the cylinder is depicted
in Fig. 3.4a. The grid resolution ensures that the acoustic waves are resolved with a
minimum of 23 points per wavelength (PPW) near the outer boundary of the domain,
which is slightly higher than the 22 PPW resolution limit of second-order schemes given
by the |k − kˆ| > 0.005 criterion [76,77]. Since the mesh resolution is high enough, and
there is no need of applying a turbulence model due to the laminar nature of the problem,
the CFD calculation can be considered a direct numerical simulation (DNS). The APE
O-mesh contains 150× 144 grid points in the circumferential and radial directions for a
total of 21,600 elements (16 times fewer elements than the DNS mesh). The coarsest
element in the circumferential direction has a length of hmax/Dcyl = 3.1. To increase the
spatial resolution, a fourth-order Gauss-Lobatto-Legendre nodal polynomial expansion
basis is applied. A quarter of the APE mesh near the cylinder is depicted in Fig. 3.4b.
The acoustic mesh is, therefore, resolving the sound waves with a minimum of 5.4 PPW,
whereas the resolution limit for the fourth-order polynomial basis is 5.1 PPW [127]. A
summary of the two meshes parameters is presented in Tab. 3.2.
Contours of the acoustic source, determined by the two components of the Lamb vector
perturbation (Eq. 3.2), are shown in Fig. 3.5. The maximum strength of the source is
located near the cylinder wall, with a fast decay on the x component after a few diameters
downstream. Therefore, L′y is the dominant source term. A repeating pattern, known as
Ka´rma´n vortex street, is clearly visible in the y component of L′ (Fig. 3.5b), which is a
characteristic of vortex shedding problems at low Reynolds number.
64
3.4. Validation of the Coupling Methodologies
Table 3.2: Summary of the grids used in the cylinder case.
Case ID Nx Ny Cells (Sol. Points) λdipole/Dcyl PPW (limit)
DNS 600 576 345,600 17 23 (22)
APE 150 144 21,600 (108,000) 17 5.4 (5.1)
(a) DNS (b) APE
Figure 3.4: LES and APE grids for the cylinder case. The high-order expansion is
represented by points in the APE grid.
(a) x component of L′
(b) y component of L′
Figure 3.5: Normalised x and y components of the acoustic source term for the
cylinder case.
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(a) DNS (b) APE (File-based) (c) APE (Parallel-interface)
Figure 3.6: Contours of pressure perturbation of the DNS and APE cases.
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Figure 3.7: Distribution of normalised pressure perturbation along a perpendicular
line at x = 0 using the different approaches.
The acoustic propagation of the dipole source is presented in Fig. 3.6 with contours of
the pressure perturbation for the three cases (DNS, DNS/APE file-based coupling and
DNS/APE parallel-interface coupling). Both the pressure magnitude and the shape of the
acoustic waves are in good agreement between the three cases. Since the formulation of the
APE-4 system [71] includes the contribution of the hydrodynamic pressure fluctuations
in the pressure equation; the vortex street is visible in the wakes of Fig. 3.6b and 3.6c.
Additionally, the mean flow affects the waves by tilting the two main lobes towards the
upstream direction. The distribution of the pressure perturbation along a vertical line
at x = 0 obtained by the different approaches is depicted in Fig. 3.7. The analytical
solution obtained with Curle’s analogy [88] is also plotted as a reference. Two interesting
conclusions can be extracted from the plot. First, there is a good agreement between
the DNS and the APE prediction. Both waves propagate at the same phase, and only a
∼ 2.5% difference is observed in their amplitude. It is also worth noting that a much
coarser mesh has been used in the APE prediction. Second, the lines of the APE file-
based and APE parallel-interface cases are almost identical, with a small difference in
the phase of less than 1%, which confirms that the implementation of both methods is
satisfactory. The small differences between the two APE results are attributable to the
different algorithms used for the interpolation of the acoustic sources. Nonetheless, they
are almost identical to the DNS prediction even though only the Lamb vector has been
included as a source term.
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3.4.1 Scalability Analysis
The efficiency of the two coupling methods can be tested by running a scalability test.
There are two basic types of test used to measure parallel performance: strong scaling
and weak scaling tests. In a strong scaling test, the number of CPUs is increased while
the size of the problem is kept constant. Usually, as the number of CPUs is increased, the
time used to complete the calculation should decrease. The goal of this type of tests is
to quantify the amount of time used to coordinate the parallel tasks (parallel overhead),
as opposed to the time spent on performing useful calculations. In a weak scaling study,
the problem size allocated to each CPU is kept constant as the number of processes is
increased. Ideally, the time should remain constant as the problem size and number of
processes is increased.
From the two types of scaling tests described above, the best choice for the study
performed in the present work is the strong scaling test. It is important to mention that
only the scalability of AcousticSolver is considered for the study since the key difference
between the approaches is how the acoustic sources are transferred from one solver to
the other. Three different cases are run based on the APE grid presented in the previous
section. First, a standalone simulation of AcousticSolver was performed to establish
a reference scalability line. In this test, a dipole analytical source, similar to the type
of source produced by the cylinder, was imposed and propagated for a fixed number
of time steps, increasing the of CPUs every run. Then, the two DNS/APE coupled
approaches were run for the same amount of time steps and the same increment of
Table 3.3: Parallel speed-up comparison of the standalone and coupled cases.
N. Proc. Ideal Stand. File-based Parallel-interf.
14 1.00 1.00 1.00 1.00
28 2.00 1.86 1.54 1.94
56 4.00 3.69 2.26 3.87
112 8.00 7.39 2.91 7.61
224 16.00 15.41 3.40 16.48
448 32.00 36.84 3.62 36.81
672 48.00 58.65 3.74 57.61
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Figure 3.8: Speedup with respect to the ideal case vs. the number of processors
of the APE standalone and the DNS/APE coupled file-based and parallel-interface
cases.
CPUs for AcousticSolver. However, it is important to notice that some CPUs have to be
allocated to the flow solver (HYDRA) when the parallel-interface coupling approach is
used. To establish a fair comparison between the coupling approaches, a large number of
CPUs were allocated to HYDRA so that the waiting time of AcousticSolver (Fig. 3.3)
can be neglected.
The results obtained for the three test cases are presented in Tab. 3.3 and Fig. 3.8. Both
the standalone and parallel-interface coupling approaches have strong scalability close to
the ideal case up to 672 CPUs. Due to the small size of the problem considered (108,000
solution points) a super-linear speed-up is observed when 448 and 672 CPUs are used.
This is possibly due to the considerable increase of available cache memory when a large
number of CPUs is used, which dramatically reduces the memory access time [138]. On
the contrary, the scalability of the file-based case is extremely poor for any number of
CPUs greater than 56. As was explained in the introduction of this chapter, this is due
to the bottleneck of the I/O reading speed, which considerably increases the parallel
overhead of the file-based method. It is worth noting that the bottleneck is reached even
with the small grid size used in this study. This makes the application of the file-based
approach for unsteady realistic cases impractical. Nonetheless, as it will be shown in
the next chapter, it could still be used to exchange the mean flow variables, for which
transfer is only required at the beginning of the simulation.
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3.5 Closure
This chapter introduced the one-way coupling methodology investigated in this work
for noise propagation. The two coupling approaches explored in this PhD thesis were
presented after a review of different strategies followed by other groups. Firstly, the
file-based approach was explained showing that minimal source code modifications are
required for its implementation. However, its main disadvantages were the storage space
required for larger cases and the I/O reading speed. Then, the parallel-interface coupling
approach was explained in detail, including all the steps for the extensive modification
of the source code that this method requires. Besides, an explanation of the spatial
representation of the sources in the spectral/hp space was provided, with special attention
given to the different types of numerical errors that exist in the interpolation of the
acoustic sources from HYDRA to AcousticSolver.
The last part of the chapter was dedicated to the validation of the DNS/APE coupling
approach. Results were presented for the sound generated by a cylinder in a cross-flow at
Ma = 0.3 andRe = 200 using the file-based and the parallel-interface coupling approaches.
Small differences were observed in the comparison between the two APE results, which
are caused by the different interpolation algorithms used. Despite these small differences,
encouraging predictions were obtained from both the file-based and parallel-interface
approaches when compared to analytical and DNS solutions. A scalability study based
on this case was also presented showing the overwhelming advantage of using the parallel-
interface approach. In the next chapter, the coupling method is used for the study of
isolated jet noise configurations.
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4.1 Introduction
I
n this chapter, the LES/APE coupling methodology is applied to two different
3D turbulent isolated round jet cases. The jet flow inlet conditions of the cases
correspond to Test Point 7 of Tanna [139]. These flow conditions have been widely
studied in the literature as the jet velocity is similar to the take-off condition of a civil
aircraft. The difference between the cases studied in this work lies in the nozzle exit
diameter that determines the Reynolds number.
The first study is used as a validation of the current method when applied to 3D
simulations. Hence, a lower Reynolds number jet is studied, allowing the use of a coarse
LES mesh. The lower Reynolds number ensures that the noise sources generated are of
lower frequencies than a higher Reynolds number counterpart. Therefore, the number of
quadrature points required in the APE interpolation region of the mesh is reduced. This
is a relevant factor for the APE source region mesh definition since the interpolation
between the sources calculated in LES and transferred to APE is a key factor for the
correct prediction of far-field noise.
The second case analysed in the present work corresponds to the experimental studies
made by Bridges and Brown [140] and Bridges and Wernet [141]. Both experiments
were conducted at the Small Hot Jet Acoustic Rig (SHJAR) at NASA Glenn Research
Center. In Ref. [140], sound measurements were taken using two different nozzle families
to verify the rig measurements and isolate any spurious background or rig noise sources.
The two nozzle families are known as the Acoustic Reference Nozzle (ARN), which is
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a set of three nozzles with diameters 1, 2 and 3 inches; and the Small Metal Chevron
(SMC). The latter was conceived to test different chevron nozzles but also has a baseline
axisymmetric convergent nozzle (SMC000) with a diameter of 2 inches. The acoustic
measurements were recorded with an array of 24 microphones at a distance of 100 inches
covering angles from 15◦ to 150◦, with the origin at the jet centreline.
In 2010, Bridges and Wernet [141] published an extensive study to characterise the
flow statistics of the ARN and SMC nozzle families and established a consensus dataset
for a range of flow conditions. This dataset is commonly used for the validation of
experiments and simulations. The flow data was acquired using different PIV techniques
described in Ref. [141] at streamwise and cross-stream planes at different locations with
two or three components of the velocity vector. Some of the tests also included temporal
measurements at either fixed time delays or continuous time. In addition, the dataset
contains uncertainty bands for the flow statistics calculated with the PIV data for the
different techniques and nozzle families. In both studies, it was concluded that the
SMC000 nozzle gave more consistent results than the ARN family. Hence, in this work,
the SMC000 was selected.
This chapter is structured in two different parts. The first covers the flow and acoustic
results of the validation case, and the second the SMC000 study. A comparison between
the present LES/APE coupling methodology and the FWH approach is also included
to assess the possible advantages of the present methodology over traditional surface
integral methods. Finally, an investigation of the noise sources obtained for the second
case is presented, including a filtering method to isolate the content of the source that
excites solely acoustic modes.
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4.2 Shur’s Low Reynolds Case
Shur et al. [37] studied an isothermal jet at an acoustic Mach number (Ma) of 0.9 and a
Reynolds number (Re) of 10,000 using a 500,000 elements mesh. Flow and far-field noise
results were presented using the FWH method with encouraging results. The solver used
in the study was a high-order finite-volume code. The inviscid fluxes were discretised by
a fourth-order centred scheme and a fifth-order upwind scheme with a weighted function
to reduce the amount of numerical dissipation in the jet plume. The minimum value
used for this constant was 0.25 which was the limit for the simulation to be stable. The
sub-grid scales were not modelled with an explicit SGS model, so the dissipation of
the eddy turbulence was done by the numerics in a similar way as in a Monotonically
Integrated LES (MILES) method [142].
With encouraging flow and acoustic results with a small grid, this case was chosen for the
validation of the LES/APE method. However, due to the coarse nature of the mesh, it is
expected that the flow and noise results obtained with the present approach might not
be strictly comparable to cases with more realistic Reynolds numbers [37]. Nonetheless,
the LES/APE results are useful to be compared with the FWH calculation to verify the
correct implementation of the coupling mechanism.
4.2.1 Numerical Setup
The cold jet conditions that correspond to the Test Point 7 of Tanna [139] are specified.
Test Point 7 defines a jet exit condition of Ma = Uj/c∞ = 0.9 and a static temperature
ratio of Tj/T∞ = 0.84. The pressure and total temperature profiles are calculated
applying the isentropic and energy equations of the flow:
P0
Pj
=
(
T0
Tj
) γ
γ−1
, Uj =
√
2Cp (T0 − Tj) (4.1)
where P0 and T0 are the total pressure and total temperature, and Pj and Tj are the
static pressure and temperature at the nozzle exit.
With reference values of P∞ = 101,300Pa and T∞ = 288K, the total pressure and
temperature are defined as P0 = 185,000Pa and T0 = 295K.
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Computational Grids
Two different computational grids are created for LES and APE, respectively. For LES,
a cylindrical domain is chosen. The mesh extends in the axial direction from -5 to 80
nozzle diameters and in the radial direction up to 65 nozzle diameters. The outer wall
of the nozzle is included in the domain, but the interior of the nozzle is excluded. The
APE domain extends from -14 to 45 nozzle diameters in the axial direction and -25 to 25
diameters in both y and z directions. Neither the inner or outer walls of the nozzle are
included in this grid.
The LES grid contains 190× 74× 49 points in the axial, radial and azimuthal directions,
respectively, with a total of around 650,000 elements. Following Ref. [38] the growth rate
in the axial direction is smaller than 1.02 until x/Dj = 40, being Dj the nozzle diameter.
After this location, the value is increased up to 1.09 near the outflow boundary to minimise
the reflection of the outgoing waves. The edge length of the the finest cell, located in the
shear layer at the nozzle exit, is x/Dj = 0.05 (x+ = 30) and r/Dj = 0.003Dj (r+ = 5).
For the APE mesh two cartesian blocks are created, one block that comprises the
interpolation region, and an outer block for the propagation of the waves to the far-field.
The interpolation and outer blocks contain 108 × 15 × 15 and 108 × 55 × 55 points in
the x, y and z directions, respectively. The total number of elements of this mesh is
approximately 550,000. The growth rate in the axial direction is kept under 1.03 until
x/Dj = 12 and after that location is approximately 1.06. In the y and z directions, the
mesh is uniformly distributed within the interpolation block, while a constant growth rate
of 1.08 is used in the outer block. The smallest element of the mesh has an edge length
of 0.156Dj in every direction. The high-order resolution is achieved with a fifth-order
Gauss-Lobatto-Legendre nodal polynomial expansion basis [123]. Since the length of the
coarsest element in the probing region is 1.8Dj , the mesh can resolve frequencies up to a
Strouhal number of Stmax = 0.9 with less than 1% error according to Ref. [127]:
Stmax =
c∞Dj |kh|1%
2pihUj
(4.2)
where h is the edge length, c∞ is the speed of sound and |kh|1% = 8.071 for a polynomial
expansion of fifth-order [127]. A summary of the two grids is provided in Tab. 4.1.
74
4.2. Shur’s Low Reynolds Case
Table 4.1: Summary of low Reynolds number simulation cases.
Case ID Nx Ny(Nr) Nz(Nθ) Cells Solution Points
LES 190 74 49 650,000 650,000
APE 108 70 70 550,000 119,000,000
(a) LES (b) APE
Figure 4.1: LES and APE grids in the x-y plane. The dashed blue line represents
the location of the nozzle.
(a) LES (b) APE
Figure 4.2: LES and APE grids in the z-y plane. The dashed blue line represents
the location of the nozzle.
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Slices of the LES and APE meshes are presented in Figs. 4.1 and 4.2. In Fig. 4.2b the
quadrature points have been included as a reference. The LES mesh presents a clustering
of the nodes in the shear layer to properly captured the turbulent vortical structures.
However, due to the coarse size of the mesh, there could be large coherent vortical
structures, such as those found in pairing vortex phenomena, that could potentially affect
the propagation of the noise. The impact of these vortices will be further analysed in
subsequent sections.
Far-field Noise Calculation Details
Since the LES/APE method propagates the sound waves generated in the jet shear layer
to the far-field without excessive numerical dissipation, the prediction of far-field noise
is possible by directly probing the acoustic pressure at a distance sufficiently far from
the nozzle. On the contrary, the FWH method requires the storing of instantaneous flow
data on a surface that encloses the jet. In Chapter 2, it was discussed that the placement
of the surface could affect the noise prediction of this method due to the exclusion of the
volumetric term from the equations. Shur et al., [37] compared the results of different
surfaces located at three different radial positions. In their work, the surfaces were tagged
as ‘S1’ (wide), ‘S2’ (medium-wide) and ‘S3’ (narrow). All the surfaces were defined
following the LES grid points. They also studied the effect of downstream closing discs.
They concluded that the surface that gives better results for this case is the medium-wide
with a closing disc placed at x/Dj = 21. Following their findings, the surface ‘S2’ with
a closing disc at that location is used in this study. Fig. 4.3a shows the location of the
FWH surface with the definition of the blending region described in Chapter 2. The
contour of turbulent kinetic energy is superimposed to show that it is sufficiently low
at the surfaces. The cut-off frequency of the LES/FWH method can be estimated with
the grid cell size of the FWH surface at the normal direction from the nozzle exit. In
this case, the length of an element in the radial direction is equal to 0.2Dj . According
to the |k − kˆ| > 0.005 criterion [76,77] second-order methods require a resolution of 22
PPW. Using this criterion, the minimum wavelength at the FWH surface corresponds
to λ = 0.2×Dj × 22 = 2.235× 10−3m. Hence, the cut-off frequency of the LES/FWH
method corresponds to a Strouhal number of Stmax ≈ 0.26 for an observer at 90◦.
76
4.2. Shur’s Low Reynolds Case
(a) FWH surface location with the definition of the blending factor and TKE superimposed.
(b) APE probes location with contours of Stmin based on the kylip > 2 criterion [143].
Figure 4.3: Detail of the FWH and APE far-field noise calculation procedure.
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The APE numerical probes are placed in a line at y/Dj = 20. The probes are distributed
to record the acoustic variables at every 10◦ polar angle, starting at 20◦ and up to an
angle of 90◦ respect to the jet axis. According to the inequality kylip > 2 discovered by
Arndt et al. [143], where k is the wavenumber and ylip the distance to the observer from
the lipline of the nozzle, the noise signal spectrum recorded at y/Dj = 20 is considered
to be in the acoustic far-field for Strouhal numbers above St = 0.019. The location of the
APE numerical probes superimposed to the contour of the kylip > 2 criterion is presented
in Fig. 4.3b.
The range of resolved frequencies for the two methods is also determined by the length
of the time sample and the time step at which the data is stored. The upper limit
is controlled by the Nyquist frequency, which is determined as half of the sampling
rate of the acoustic signal. The lower limit is obtained from the length of the time
sample. However, considering that the acoustic signal produced by a high Reynolds
number jet is not a periodic event in time, the minimum frequency that provides
reliable results is in the order of 5-10 times the lower limit of the time sample [37, 94].
Applying these two conditions to the definition of the Strouhal number, the limits of the
resolved frequencies due to the time sampling process are Stmax ≡ Stnyq = fDj/2Uj and
Stmin = [Stsample/10, Stsample/5]. In the jet case studied in this section, the time step of
the LES and APE simulations is 10−9s and 3× 10−9s, respectively. The sampling rate
(∆τ) of the LES/FWH and LES/APE simulations is chosen so that they have the same
Nyquist frequency. Furthermore, the two cases are run for the same amount of physical
time units so that the length of the time samples concur. The comparison of the minimum
and maximum resolved frequencies between the sampling process and the numerical grids
provides the range of Stmin and Stmax of the LES/FWH and LES/APE methods. A
summary of the values obtained for this case is provided in Tab. 4.2. It is important to
notice the smaller CFL number of the APE simulation due to the distribution of the
quadrature points within the elements.
Table 4.2: Far-field noise calculation summary.
Case ID CFL δt ∆τ tUj/Dj Stmin Stmax
LES/FWH 0.56 10−9s 30δt 100 [0.05, 0.1] 0.26
LES/APE 0.16 3×10−9s 10δt 100 [0.05, 0.1] 0.9
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4.2.2 Flow Field
The flow results obtained from the LES simulation are presented in the following subsec-
tions. First, instantaneous contours and mean flow field statistics are investigated and
validated with Shur et al. [37] results. Following the instantaneous and mean results,
the interpolation of the sources from the LES to the APE is analysed to ensure that no
spurious noise is generated while propagating the acoustic waves to the far-field.
Instantaneous Flow
The analysis of the instantaneous flow is useful to address the presence of coherent
structures in the simulation. Fig. 4.4 visualises a contour of vorticity magnitude on
a slice through z/Dj = 0. The snapshot suggests that the shear layer remains quite
laminar until x/Dj ≈ 1 and then it transitions to a fully turbulent regime. To further
establish the occurrence of axisymmetric vortices in the shear layer, the Power Spectral
Density (PSD) of the pressure field has been calculated at three locations (a, x/Dj = 0.7,
b, x/Dj = 1.6 and c, x/Dj = 1.8) that correspond to three points of the FWH surface
presented in the previous section (Fig. 4.4). The PSD for the three points is plotted,
along with slices of vorticity magnitude, in Fig. 4.5. Comparing the results for the three
locations, it is evident that a strong tone appears at St ≈ 0.6 with two higher modes at
St ≈ 1.2 and St ≈ 1.8. These tones, are a consequence of the laminar inlet condition,
the excessive dissipation of the second-order method used and the coarseness of the mesh
used. The transition to turbulence, in this case, is produced by a Kelvin-Helmholtz
Figure 4.4: Representation of vorticity magnitude with the location of the three
points of the FWH used to analyse the presence of coherent structures.
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(a) x/Dj = 0.7
(b) x/Dj = 1.6
(c) x/Dj = 2.4
Figure 4.5: Contours of vorticity magnitude (left) and power spectral densities of
pressure (right) at the three locations of Fig. 4.4.
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instability, creating rollers in the shear layer that are in phase for a significant azimuthal
range. These correlated rollers are a stronger source of noise than uncorrelated events [38].
The PSD of the latest location presents weaker tones. Besides, the vorticity magnitude
contour shows less coherent structures. This is an indicator of the flow being almost
fully turbulent. Due to the generation of the tones in the jet shear layer, the far-field
noise prediction should show a peak at the Strouhal numbers observed in the near-field.
Even though these tones may not be physical and should not appear in a high Reynolds
number case, its presence in the noise prediction can serve as an additional validation of
the LES/APE methodology. In subsequent cases the presence of the tones is mitigated
by increasing the mesh refinement.
Mean Flow
Time-averaged velocity and temperature contours are shown in Fig. 4.6 and Fig. 4.7.
From the velocity snapshot, it is possible to estimate the potential core length by looking
at the extension of the first colour map division, which represents 95% of the jet exit
velocity. The potential core length for the simulation will be at approximately 5Dj .
The temperature contour demonstrates that the temperature ratio of the simulation
is approximately 0.86. The centreline normalised velocity and Reynolds normal stress
profiles are compared with the simulation of Shur et al. [37] in Fig. 4.8. Fig. 4.8a confirms
the length of the potential core of ≈ 5, which is also in agreement with the LES result of
Ref. [37]. Regarding the Reynolds normal stress, the present simulation peaks at almost
the same location (x/Dj ≈ 9) as in Ref. [37] and it has a similar growth and decay. The
peak value in the two cases is approximately 0.13.
Figure 4.6: Contour of the mean velocity field of the low Reynolds number case.
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Figure 4.7: Contour of mean temperature field of the low Reynolds number case.
This work
Shur et al.
(a) Non-dimensional axial velocity
This work
Shur et al.
(b) Non-dimensional axial stress
Figure 4.8: Mean centreline axial velocity and stress, in comparison with results
obtained by Shur et al. [38].
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Mean Flow and Sources Interpolation
The two different types of coupling presented in Chapter 3 are used for the transfer of
the flow variables from HYDRA to AcousticSolver. On the one hand, the mean flow
variables that influence the wave propagation via convection and refraction effects do
not change in time. Hence, the file-based coupling method is the most efficient option
for transferring the mean flow quantities only once at the beginning of the coupled
simulation. Fig. 4.9 shows the interpolation of the mean axial velocity contour on the
APE mesh using the file-based method. The contour is almost identical to the LES result
(Fig. 4.6). On the other hand, the three components of the Lamb vector fluctuation (L′),
defined by Eq. 2.69, are sent every three time steps from HYDRA and receive every time
step of AcousticSolver, due to the difference between the time step size used in both
applications. Besides, the variation of these quantities over the three spatial directions
is quite significant. Subsequently, the parallel-interface coupling approach is applied to
exchange L′ while running both simulations on-the-fly.
Another essential aspect to consider is the significant mesh resolution difference that exists
between the LES and the APE grids near the nozzle exit region. This difference could
create spurious noise sources when interpolating L′ that would contaminate the acoustic
propagation to the far-field. Furthermore, the discontinuity of the vorticity that occurs at
x/Dj = 0 would also produce spurious sources, as explained by Schro¨der and Ewert [74].
To avoid this problem, a similar approach as the silent embedded boundaries technique
presented in Ref. [74] is applied. The use of this technique requires the definition of a
Figure 4.9: Mean axial velocity interpolated into the APE mesh. The white dashed
line represents the location of the nozzle.
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(a) LES
(b) APE
Figure 4.10: Contour of normalised Lamb vector magnitude with the interpolation
on the APE mesh, with a colour scale from 0.06 to 5.83.
smooth filter function that is applied to the interpolated sources term. In this work, the
smooth filter function (H(x)) is defined as:
H(x) =

0 if x ≤ 0
1
2
(
1 + sin
(
pi(x−0.5Dj)
Dj
))
if 0 < x < Dj
1 if x ≥ Dj
(4.3)
Hence, the definition of the source term after applying Eq. 4.3 yields qm = −H(x)L′. A
comparison between the magnitude of the perturbed Lamb vector obtained in the LES,
and its interpolation in APE can be seen in Fig. 4.10.
The application of the smooth filter has indeed some impact on the noise propagation since
some of the sources generated in the LES step are significantly damped for x/Dj ≤ 0.3
after they are transferred to the APE mesh. However, as will be shown in section 4.3 the
contribution of the sources in this region is minimal and of such a high Strouhal number
that they would be numerically damped by the APE grid resolution.
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4.2.3 Far-Field Noise
In this subsection, noise results obtained with the LES/APE coupled approach are
validated for 3D turbulent jet cases. First, a qualitative comparison between the noise
propagation of the isolated LES and the coupled LES/APE could serve as a first estimator
of the implementation of the method. Pressure perturbation contours of the LES and
the LES/APE cases are shown in Fig. 4.11. The acoustic propagation at low angles,
where low-frequency noise levels are the highest, is similar in both cases. However, the
LES/APE result presents a considerably larger content of higher frequencies over the
entire domain due to its low numerical dissipation. Furthermore, the near-field tone that
appeared in the simulation (Fig. 4.5) is also present in the APE contour at a location
around x/Dj = 1.5, but it does not appear in the pressure perturbation field of the LES.
A quantitative comparison between the results is made by calculating the PSD of the
time signal at two different observer locations (Fig. 4.12). To establish a comparison
with the experimental results of Tanna [139], and the FWH results of Shur et al. [38],
the 1/r-decay law [144] is used to scale the sound intensity of the present results to a
distance of r/Dj = 120. Hence, the final equation used to calculate the PSD is:
PSD = 10 log
(
2 · |pˆ′k|2
∆f · p2ref
)
+ 10 log
( 120
robs
)2
(4.4)
where pˆ′k is obtained by calculating the FFT of the time signal p
′, pref = 20µPa and robs
is the distance to the observer. Due to the short length of the signal, and to avoid the
windowing of the signal, the upper end of the spectra has been discarded [38]. At each
observer angle the PSD is averaged over twelve equispaced azimuthal positions.
The agreement between the present simulations with Refs. [38, 139] is satisfactory at 30◦
as all the results are within 5dB. The discrepancy between the FWH and APE results
is due to the more dissipative numerics of the LES before reaching the FWH surface.
Furthermore, the APE result presents the two tones at St ≈ 0.6 and St ≈ 1.2. At the
observer located at 90◦ (Fig. 4.12b) the differences are greater. The results presented
by Shur et al. over-predict the noise intensity by 5dB from St ≥ 0.1. The present APE
and FWH results compared better with the experiment than Shur’s until St = 0.4 and
St = 0.2 respectively, but start to decay afterwards quickly.
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(a) LES
(b) APE
Figure 4.11: Contour of pressure perturbation with superimposed vorticity magni-
tude field of the low Reynolds number case.
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LES/APE
LES/FWH
Tanna
Shur et al.
(a) 30◦
LES/APE
LES/FWH
Tanna
Shur et al.
(b) 90◦
Figure 4.12: PSD scaled at 120Dj for two observer locations. Comparison with
Tanna’s experiment [139] and Shur’s et al. simulation [38].
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A possible explanation for this discrepancy between the present results and the experiment
could lie in the significant difference between the Reynolds number of the experiment
Re = 106 and the present simulation Re = 104. Conversely, the difference between the
LES results of Ref. [38] and the present results is explained by the higher-order LES
method used in the former, which has a much lower resolution error. Furthermore, due
to the coarse mesh used for this validation case, and the high dissipation of second-order
methods, the effective Reynolds number of the simulation could be altered down due
to numerical errors [106]. Since the APE relies on the acoustic sources calculated in
the LES solver, the high dissipation error can also produce an under-resolution of the
interpolated sources. To assess if the effective Reynolds number could be lower, the
Overall Sound Pressure Level (OASPL), defined as the integration of the PSD over all the
frequencies, presented in Fig. 4.13 is compared with the experiment of Stromberg et al. at
Re = 3, 600 [145]. The agreement between the LES/APE result with Ref. [145] at high
angles indicates that it is plausible that the effective Re of the results is lower than 10,000.
However, it is important to quantify the contribution of the non-physical high energetic
tones observed in the PSD plots (Fig. 4.12) to analyse their impact on the OASPL of the
LES/APE result. To do so, the OASPL is calculated by integrating the PSD without the
tones at the two observer angles (OASPLNoPeak). The difference between the OASPL
of Fig. 4.13 and the OASPLNoPeak is approximately 0.1dB at both observer locations.
Therefore, the tones do not have a significant impact on the LES/APE OASPL.
, deg
LES/APE
LES/FWH
Stromberg et al.
Tanna
Shur et al.
Figure 4.13: OASPL comparing the present results with the experiments of
Stromberg [145] (Re = 3, 600) and Tanna [139] (Re = 106), and the LES of Shur et
al. [38] (Re = 104).
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4.3 NASA Glenn Case
The second isolated jet case investigated in this PhD thesis corresponds to a more realistic
scenario than the low Reynolds number jet presented in the previous section. There
are two main differences with the first jet case. The first one is the significant increase
in the Reynolds number due to the much larger nozzle exit diameter. The other main
difference is the introduction of a nozzle geometry in the simulation. The inclusion of
the nozzle allows for a more realistic and smoother velocity profile, which can have a
beneficial impact on accurate noise production.
As mentioned in the introduction of this chapter, NASA Glenn’s baseline round nozzle,
known as SMC000, is the geometry used for this study. A 3D view of the nozzle and
its measures is visualised in Fig. 4.14. Full details of the experimental set-up and nozzle
characteristics can be found in Refs. [140,141].
4.3.1 Numerical Setup
Since the case considered is subsonic, and there is no thermodynamic work done in the
nozzle, the total pressure and temperature conditions coincide with those used in the
previous section. Based on the nozzle diameter, the Reynolds number of this case is
approximately 106.
Computational Grids
Two different sets of LES/APE computational grids are used for this case that differ in
the spatial resolution. The first set corresponds to coarser LES and APE meshes that can
be run for a longer time with a reduced cost, providing reliable information about the low
frequencies of the spectrum. The other set consists of finer LES and APE grids that are
used to capture the higher frequencies with a shorter running time. The use of coarser
grids for the prediction of low-frequency noise and finer grids for high-frequency noise has
been explored by Angelino et al. [49] using the LES/FWH approach with encouraging
results.
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Figure 4.14: NASA Glenn’s baseline SMC000 round nozzle.
Table 4.3: Summary of SMC000 simulations cases. See text for cases identification.
Case ID Nx Ny(Nr) Nz(Nθ) Cells Solution Points
S LES6 491 128 121 6,400,000 6,400,000
S LES25 780 203 193 25,000,000 25,000,000
S APE1 136 90 90 1,000,000 216,000,000
S APE4 216 143 143 4,000,000 864,000,000
(a) S LES6 (b) S LES25
Figure 4.15: Cross section at x/Dj = 0 of the SMC000 LES grids.
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The axial extension of the LES domain is 100 nozzle diameters downstream, and 60
nozzle diameters in the radial direction at the outlet boundary. The boundary condition
of the nozzle inner wall is non-slip adiabatic wall, while the external wall is set as slip.
The coarse LES grid contains 491× 128× 121 nodes in the axial, radial and azimuthal
directions, for a total of around 6,400,000 elements. The growth rate in the axial direction
is kept below 1.02 until x/Dj = 50, and then it is increased gradually to a value of 1.07
towards the outer boundary. In the radial direction, the stretching used is on average
1.15 on the entire domain. The finest cell has an edge length of 7.874 ·10−3Dj (x+ = 340)
and 1.181 · 10−3Dj (r+ = 50) in the axial and radial axes, respectively. To generate the
finer LES mesh the equal-ratio rule used in Ref. [49] is applied. Hence, the total number
of nodes is increased in every direction by a factor of 3
√
4 ≈ 1.587, giving a size of around
25,000,000 elements.
The generation of the APE meshes followed the same procedure as in the previous section.
The coarser APE grid contains 136× 20× 20 and 136× 70× 70 points in the x, y and z
directions of the interpolation and outer blocks, respectively. The number of elements of
the grid is 1,000,000. In this grid, the stretching is defined as 1.02 until x/Dj = 12, and it
is then increased to a value of 1.06 until the exterior boundary. In the y and z directions,
a uniform growth rate of 1.07 is defined in the outer block, while the interpolation block
has a uniform grid. The edge length of the finest cell is 0.117Dj in all three axes. As in
Shur’s case, the spatial resolution is increased with a fifth-order Gauss-Lobatto-Legendre
nodal polynomial expansion basis. The size of the coarsest element in the probing region
is 1.04Dj . Applying Eq. 4.2, the grid can resolve frequencies up to St = 1.55 with less
than 1% error. The finer APE mesh is also created using the same procedure as for the
LES grid. Tab. 4.3 summarises the parameters of each of the four meshes used in this
study. A case ID has been assigned to each grid to simplify the identification of the
results and it will also be used in the next chapter. The first letter indicates the model
of nozzle used (S for SMC or D for DOAK), the following letters specify if it is an LES
or APE mesh, and the last number shows the elements of the mesh in million. Applying
this convention, the acoustic sources computed in the S LES6 case are interpolated onto
the S APE1 case, and the sources of the S LES25 case are transferred to the S APE4
case.
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(a) S LES6 (b) S LES25
Figure 4.16: Axial cross section of the LES grids at the azimuthal angle θ = 0.
Only every other point of the grids is shown.
(a) S LES6
(b) S LES25
Figure 4.17: Close-up view of the axial cross section at θ = 0 of the LES grids.
Only every other point of the grids is shown.
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To show the impact of the refinement of the grids, cross-sections at the nozzle exit of the
two LES meshes are depicted in Fig. 4.15. In addition, Fig. 4.16 and Fig. 4.17 provide a
view of an axial cut of the meshes. The elements near the nozzle exit are curved because
of the use of these grids as a baseline for the comparison with the chevron nozzle SMC006
that was presented in Ref. [49].
Far-field Noise Calculation Details
The procedure to obtain the far-field noise is equivalent to the previous section. For the
FWH calculation, the same geometry of the surface has been used, with an increase in
the number of points due to the refinement of the mesh. However, because of the higher
Reynolds number and finer meshes used, it is expected to obtain thinner shear layers
that will increase the axial stretching of the jet. Hence, the closing disc is placed at 30Dj
instead of 21Dj (Fig. 4.18a). The finest element at 90◦ in the FWH surface has an edge
length of 0.08Dj and 0.05Dj in the S LES6 and S LES25 cases, respectively. Hence, the
cut-off frequency of the LES+FWH approach is Stmax ≈ 0.7 and Stmax ≈ 1.1 for each
case. In the APE case, a new set of numerical probes is placed at y/Dj = 15 in order to
capture higher frequencies than with those at y/Dj = 20 (Fig. 4.18). At this location,
the frequencies above St = 0.025 are considered to be in the acoustic far-field applying
the kylip > 2 criterion [143].
Since the length of the time sample of the FWH and the S APE1 case is the same as in
the previous study (section 4.2), the Stmin is equivalent to the previous case. Differently,
the S LES25 and S APE4 Stmin range is half the value of the other cases since it is only
run for tUj/Dj = 50. A summary of the values obtained for the SMC00 case is given in
Tab. 4.4.
Table 4.4: Far-field noise calculation summary.
Case ID CFL δt ∆τ tUj/Dj Stmin Stmax
S LES6 0.97 10−7s 30δt 100 [0.05, 0.1] 0.70
S LES25 0.94 0.6 · 10−7s 50δt 50 [0.1, 0.2] 1.1
S APE1 0.16 3 · 10−7s 10δt 100 [0.05, 0.1] 1.55
S APE4 0.20 2.4 · 10−7s 10δt 50 [0.1, 0.2] 2.46
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(a) FWH surface location for the SMC000 case with TKE of S LES25 superimposed.
(b) APE probes location with contours of Stmin based on the kylip > 2 criterion [143].
Figure 4.18: FWH and APE noise calculation procedure for the SMC000 case.
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Computational Cost
Details of the computational cost for the four cases are provided as a showcase of the
resources needed to run such simulations (Tab.4.5). To obtain the value of the total cost in
the LES cases, the initial transient time of tUj/Dj = 200 required to reach the statistically
stationary state has been added to the time units used for the FWH. Conversely, the
APE cases required only tUj/Dj = 50 until the initial spurious waves leave the domain.
The column with the number of cores required by the APE simulations includes the
CPUs used by both AcousticSolver and HYDRA. Three different HPC facilities were
used in this PhD thesis, depending on the number of CPUs required in each case for a
more efficient calculation. The S LES6 case was run in the Tier 4 local Loughborough
University cluster. The finer S LES25 case was run on the Tier 2 East Midlands HPC
cluster Athena. Due to the high number of CPUs required by the APE meshes all the
LES/APE coupling was run on the Tier 1 UK national supercomputing service ARCHER.
The requirement of an excess of 1,000 CPUs is caused by the number of solution points
used by AcousticSolver, which is in the order of hundreds of millions. Therefore, the
computational cost of the LES/APE cases is 5 to 10 times bigger than that of the
LES/FWH method. Nonetheless, the cost of the LES/APE approach can be considered
reasonable compared to the cost of propagating acoustic waves to the far-field using
a second-order method, which needs around 22 points-per-wavelength, instead of 4.67
required by the fifth-order polynomial expansion [127]. Furthermore, the computational
efficiency for a given accuracy of high-order discontinuous Galerkin methods can be
significantly improved by employing GPU accelerators [146, 147]. Recently, Vermeire
et al. [147] have shown that the computational cost vs. accuracy of the open-source
high-order flux reconstruction solver PyFR [148] running on GPUs is ∼ 10 times better
than the commercial second-order finite volume solver STAR-CCM+ running on CPUs.
Table 4.5: Computational cost summary.
Case ID tUj/Dj N°Cores Run Time CPU Hours HPC
S LES6 300 140 72h 10,000 Tier 4
S LES25 250 560 96h 54,000 Tier 2
S APE1 150 1344+120 72h 105,000 Tier 1
S APE4 100 2688+240 72h 210,000 Tier 1
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4.3.2 Flow Field
This section is divided as follows. First, instantaneous flow field results are shown
comparing the two LES cases. Vorticity magnitude contours are used to qualitatively
assess the transition to turbulence regime that plays an important role in the noise
propagation, as described in the case study presented in section 4.2. After that, averaged
results are discussed and compared to the experiments of Bridges and Wernet [141].
Instantaneous Flow
Instantaneous velocity and temperature field contours are shown in Fig. 4.19. From these
contours, it is possible to visualise the improvement in the potential core length for the
S LES25 case. The presence of a longer laminar shear layer in the 6 Million case triggers
a higher spreading rate of the shear layer, that can be seen from the temperature contour,
which results in the shortening of the potential core length. Hence, the refinement in the
initial shear layer seems to be a crucial factor in capturing a better development of the jet
flow. An idea of the length of the potential core can be extracted from the temperature
contour since it will be located near the end of the dark blue colour in the contour. In
the 6 Million case the length will be around x/Dj = 5, whereas for the 25 Million case
it will be around x/Dj = 7. Vorticity magnitude snapshots on an axial cross-section
for the two meshes are represented in Fig. 4.20. Larger structures seem to be similar
in the two cases but, as expected, the finer mesh simulation contains smaller turbulent
structures than the coarse case. Due to the uniform inlet condition, the initial shear
layer is laminar in the two cases. However, the transition to turbulence occurs almost
immediately after the nozzle exit. In the coarse case it occurs at around x/Dj = 0.5 and
in the finer at around x/Dj = 0.25 (Fig. 4.21). Besides, there is no presence of large
roll-ups and pairing vortical structures that could generate undesirable acoustic tones as
in the previous case. The absence of these large coherent turbulent structures is further
investigated by looking at three radial cross-section at the locations (a, b and c) depicted
in Fig. 4.21.
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(a) S LES6
(b) S LES25
(c) S LES6
(d) S LES25
Figure 4.19: Instantaneous axial velocity and temperature contours of cases S LES6
and S LES25.
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(a) S LES6
(b) S LES25
Figure 4.20: Contour of instantaneous normalised vorticity magnitude of cases
S LES6 and S LES25 cases.
(a) S LES6
(b) S LES25
Figure 4.21: Close-up view of the instantaneous normalised vorticity magnitude
near the nozzle exit of cases S LES6 and S LES25.
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(a) x/Dj = 0.5. Colour scale ranges from 0.17 to 50.
(b) x/Dj = 1.25. Colour scale ranges from 0.17 to 17.
(c) x/Dj = 2.0. Colour scale ranges from 0.17 to 17.
Figure 4.22: Contours of the instantaneous normalised vorticity magnitude at the
three locations of Fig. 4.21, left, S LES6 and right, S LES25.
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At the first location (Fig. 4.22a), the S LES6 result contains some small vortices that
break the larger structures, but it is still possible to visualise the ring shape typical of a
roll-up. Conversely, the S LES25 flow field does not show the ring shape, and it contains
a broader range of scales. At the two other locations further downstream (Fig. 4.22b and
Fig. 4.22c) both flow fields show non-coherent shapes which is a clear indicator of the
flow being fully transitioned to turbulence.
Mean Flow
Time-averaged normalised axial velocity contours are depicted in Figs. 4.23a and 4.23b
compared with the experiment of Bridges and Wernet [141] (Fig.4.23c). In the experiment,
the PIV data was taken from x/Dj = 1. Vertical lines have been added in correspondence
to every other map division on the centreline to clarify the differences between the
results. The first division approximately corresponds to the level U/Uj = 0.95, which is
an approximation of the end of the potential core.
(a) S LES6
(b) S LES25
(c) Experiment of Bridges and Wernet [141].
Figure 4.23: Mean axial velocity contour. Colour scale ranges from 0 to 1.
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The location of this line is at x/Dj ≈ 6.2 for the S LES6 case and x/Dj ≈ 7.8 for
S LES25, while in the experiment the line is at x/Dj ≈ 8.3. Even though the line is
located slightly further downstream in the experiment, the agreement with the S LES25
case is satisfactory (only 6% difference). Even in the coarse case, the development of the
shear layer is fairly similar to the experiment. Furthermore, as discussed in Chapter 1,
the simulations did not include a turbulent inlet condition to avoid the introduction of
spurious noise, whereas in the experiment the shear layer at the nozzle exit was already
turbulent.
Centreline profiles are plotted in Fig. 4.24. In addition to the results of Ref. [141], the
experiment of Arakeri et al. [149] are shown, which corresponds to a case at Ma = 0.9
and Re ≈ 500, 000. The set-up they used in the experiment provided a laminar boundary
layer at the nozzle exit, which is the condition of the cases simulated. It has been
demonstrated experimentally that, in high Reynolds number jets, the inverse centreline
velocity profile follows [47]:
Uj
U
=
(
x− x0
BuDj
)
(4.5)
where x0 denotes the virtual origin of the jet and Bu is the centreline-velocity decay. In
Fig. 4.24a it can be seen that the potential core of the S LES25 case is in good agreement
with Refs. [141, 149] with a value of ≈ 8. The value of Bu, given by Eq. 4.5, for the
three cases is ≈ 8.5 (Fig. 4.24b). Conversely, the coarser mesh has a shorter potential
core length with a value of ≈ 6, and the velocity decay is 7.1. The virtual origin is
at 0.5Dj and 0.2Dj for the S LES6 and S LES25 cases, respectively. These values are
quite similar to the velocity decay and virtual origin obtained by Xia [47] with meshes
of almost the same number of elements (7 and 20 Million). The variation of the axial
Reynolds stress along the centreline presented in Fig. 4.24c provides more information
about the development of the shear layers. The graph shows that the peak intensity is
well captured by the two simulations. However, the S LES6 case increases the turbulent
level at a higher rate than what the experiments predict, which is in agreement with its
shorter potential core length. Conversely, with the finer grid, the turbulent level increases
quite similarly to the experiment of Arakeri et al. [149]. At downstream locations, the
high fluctuation of the results indicates that the flow is not fully averaged yet in time.
Nonetheless, the trend is consistent with the experimental results.
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S_LES6
S_LES25
Bridges and Wernet
Arakeri  et al.
(a) Non-dimensional axial velocity
S_LES6
S_LES25
Bridges and Wernet
Arakeri  et al.
(b) Virtual origin
S_LES6
S_LES25
Bridges and Wernet
Arakeri  et al.
(c) Non-dimensional axial stress
Figure 4.24: Mean centreline axial velocity and stress. Comparison with experiments
of Bridges and Wernet [141] and Arakeri et al. [149].
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For the remaining profile plots, the time-averaged results are improved by performing an
azimuthal averaging over 36 x− r slices. The influence of the inlet boundary conditions
on the shear layer development can be analysed by plotting the axial stress along the
lipline (Fig. 4.25). The experiment of Bridges and Wernet [141] is used as a comparison,
and the error bars that they provided are also included. The first noticeable characteristic
of the results is the presence of a peak intensity level just after the nozzle exit. The
presence of the peak gives an estimation of the location where the flow transitions to
turbulence. For the S LES25 the peak is located at x/Dj ≈ 0.5, while in the S LES6
case is at x/Dj ≈ 1. This is in agreement with the flow field presented in Fig. 4.20 and
Fig. 4.21. In a well-resolved turbulent boundary layer nozzle, the peak should be lower.
However, even in the experimental result in which Bridges and Wernet used a turbulent
boundary layer nozzle, the error bars that they obtained at the nozzle exit demonstrate
the difficulties in getting the correct value of turbulent intensity at this location.
Due to the initial peak in the turbulent levels at the nozzle-lip, the initial growth of the
shear layer is quicker in the S LES6 and S LES25 than in the experiment of Bridges
and Wernet [141]. This is illustrated in Fig. 4.26 by comparing the shear layer width,
defined according to Arakeri et al. [149] and Pope [101] as δ/Dj = (r0.95Uj − r0.1Uj ) with
r0.95Uj and r0.1Uj as the radial location at which U = 0.95 and 0.1Uj . Despite the faster
initial growth of the shear layer in the simulations, after x/Dj = 2 the development of
the thickness of the present results is almost parallel to the experiment of Ref. [141].
Furthermore, when compared to Ref. [149] the agreement is almost perfect with the
S LES25 case.
Figure 4.25: Normalised axial stress along the lipline. Legend as in Fig. 4.24.
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Figure 4.26: Shear layer width variation along the axial direction. Legend as in
Fig. 4.24.
(a) Non-dimensional axial velocity
0
0.5
1
1.5
2
(b) Non-dimensional shear stress
Figure 4.27: Normalised mean axial velocity and shear stress profiles at different
downstream locations. Legend as in Fig. 4.24.
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Radial mean axial velocity and shear stress profiles are visualised in Fig.4.27 at x/Dj = 2,
5, 7 and 12. The profiles are separated by an offset in the horizontal axis of 1 for the
axial velocity and 0.1 for the shear stress. The agreement with the experiments for all
the locations is good except for the last two when the S LES6 slightly underpredicts
the velocity value by less than 10%. Conversely, the shear stress profiles show a greater
discrepancy at the first location (x/Dj = 2) but not at the others. However, the S LES25
can correctly predict the peak of stress even though the faster growth in the shear layer
generates more turbulent intensity for every other radial location. Taking all the different
comparisons into consideration, the flow results obtained with the present simulations
reproduce fairly well the experimental case. This means that the acoustic sources
generated should be representative of the noise that was measured in the experiment,
especially on the finer mesh case.
4.3.3 Sound Field
In this section, the noise results obtained using the two sets of cases are explored. In the
first part, far-field acoustic predictions are compared with the experiments of Brown and
Bridges [140] and Tanna [139]. The second part is dedicated to analysing the differences
between the LES/APE and LES/FWH approaches by means of studying the near field
propagation of the LES and the APE of the S LES6 and S APE1 cases. Results are
compared with the LES results obtained by Bogey et al. [82], and the LES/APE near
field noise prediction of Niemo¨ller et al. [129] and Koh et al. [97]. All these studies are
for a round isothermal jet at Ma = 0.9 and Re ≈ 500, 000 which are sufficiently close to
the condition used for the simulations.
The visualisation of the pressure perturbation field is depicted in Fig.4.28 for a comparison
between the coarse grid cases and in Fig. 4.29 for the fine mesh simulations. As expected,
due to the great disparity in the numerical dissipation between the second-order flow
solver and the high-order acoustic solver the propagation of the sound waves in the LES
cases (Figs. 4.28a and 4.29a) is weaker than in the APE simulations (Figs. 4.28b and
4.29b). This is evidenced by the absence of almost any wave at high observer angles
of the LES results, whereas the APE presents a much energetic acoustic field at these
locations.
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(a) S LES6
(b) S APE1
Figure 4.28: Contour of pressure perturbation with superimposed vorticity magni-
tude field of cases S LES6 and S APE1.
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(a) S LES25
(b) S APE4
Figure 4.29: Contour of pressure perturbation with superimposed vorticity magni-
tude field of cases S LES25 and S APE4.
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Nonetheless, at low observer angles, where the noise propagation is dominated by low-
frequency waves due to the convection effect of the high-speed jet, the LES and APE
results are similar. Comparing the contours of the coarse and fine grids of the APE
results it seems that the coarse mesh produces stronger waves that propagate to low
angles. This could be an effect of the delay in the laminar to turbulent transition that
was described in the previous subsection. Differently, the sound field of the fine mesh
appears to have waves at higher frequencies that propagate towards the observer located
at a perpendicular direction from the nozzle. Figs. 4.28b and 4.29b show the effectiveness
of the absorption layer used near the outlet boundaries to avoid reflections. From the
two LES noise contours, it is possible to detect some higher frequency waves generated
near the nozzle exit in the finer case. However, far from the jet exit these high-frequency
waves are quickly damped. Considering that around 22 points per wavelength [150] are
required for noise propagation using second-order methods, the increased grid resolution
is not sufficient to maintain the amplitude of the high-frequency waves. Conversely,
an improvement in the cut-off frequency is expected between the fine and coarse cases.
because the FWH surface is placed as close as possible to the nozzle exit.
Far-field Noise Prediction
Far-field noise prediction results are presented in this section. As in section 4.2, all the
results are scaled for observers located at a distance of r/Dj = 120 by applying the
1/r-decay law [144], and the spectra have been averaged over twelve equispaced azimuthal
positions without applying windowing. Fig. 4.30 shows the variation of overall sound
pressure level (OASPL) at different observer angles for all the numerical results and the
experiments. As in the previous study, the OASPL has been obtained by integrating the
PSD given by Eq. 4.4 at each observer angle. Due to the convection of high energetic
low-frequency acoustic waves, the OASPL is higher at low observer angles. The differences
between the LES/APE and LES/FWH predictions are quite significant. On the one
hand, the FWH results (S LES6 and S LES25) underpredict the sound pressure level
between 2-4dB for all the observer angles. On the other hand, the APE results are in
good agreement with the experiments at high observer angles, but the coarse APE case
(S APE1) overpredicts the noise by about 4dB and the fine APE case (S APE4) by 3dB
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for the observers at 40◦ and 30◦. These results evidence the differences in the numerical
dissipation between the two methodologies also observed in Figs. 4.28 and 4.29.
To analyse in more detail these discrepancies, PSD (Eq. 4.4) at two observer angles
(30◦ and 90◦) are depicted in Fig. 4.31. However, in order to facilitate the comparison
between the different cases, in Fig. 4.32 the spectra of the numerical data depicted in
Fig. 4.31 have been filtered by performing an averaging over one-third octave bands. The
trend observed in the OASPL is confirmed by the PSD results. At 30◦ (Fig. 4.32a), both
LES/FWH calculations underpredict the peak value at St = 0.2 by approximately 5dB.
At higher Strouhal numbers the prediction is closer to the experimental results. The
LES/APE results are in good agreement with the experiments near the peak value, but
between St = 0.2 and St = 0.7 there is a mismatch of 2-3dB in the S APE1 case.
The improvement in the cut-off frequency between the coarse and the fine solutions is
also noticeable in the figure. At 90◦ (Fig. 4.32b) the noise prediction of both methods is
closer to the experimental results (within 1-2dB) until the cut-off frequency of each case.
In the LES/FWH cases, the cut-off frequency is St = 0.7 for S LES6 and St ≈ 1.2 for
the S LES25. For the LES/APE cases, the cut-off frequency is St ≈ 1.4 for the S APE1,
and St ≈ 2.5 for the S APE4. These values are very close to those predicted in Tab. 4.4.
In all the cases, the minimum Strouhal number that is shown is the one determined by
the values presented in the same table.
, deg
Figure 4.30: OASPL comparing the present results with the experiments of Brown
and Bridges [140] and Tanna [139].
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(a) 30◦
(b) 90◦
Figure 4.31: PSD results scaled at 120Dj for two observer locations. Comparison
with experiments of Brown and Bridges [140] and Tanna [139].
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(a) 30◦
(b) 90◦
Figure 4.32: 1/3 octave filtered PSD results scaled at 120Dj for two observer
locations. Comparison with experiments of Brown and Bridges [140] and Tanna [139].
111
4.3. NASA Glenn Case
Near-field Noise Analysis
In the previous section, it has been shown that there is an important mismatch between
the prediction of far-field noise made with the LES/APE and with the LES/FWH methods.
In order to analyse in more detail the reasons for such disagreement, the near-field noise
propagation of the S LES6 and S APE1 cases is studied in this section. The OASPL
along a straight line at a radial distance of r/Dj = 7.5 is visualised in Fig. 4.33. Two
different types of data are represented in this figure. The first set of data corresponds
to the direct probing of the pressure fluctuation at r/Dj = 7.5. All the results depicted
in Fig. 4.33, except the S LES6 (FWH scaled), were obtained using this method. The
S LES6 (FWH scaled) data corresponds to the pressure fluctuation along the FWH
surface at a constant azimuthal angle. This data is then scaled to r/Dj = 7.5 applying
the 1/r-decay law to correct the sound intensity. In Fig. 4.33, the sound level between
x/Dj = 0, and x/Dj = 5 can be considered to be the equivalent of the high angles in the
far-field (60 ≤ Θ ≤ 90) because of the convective effect. As was mentioned before, the
convection of the waves due to the high-speed of the flow affects the propagation of the
waves, driving the most energetic ones towards low observer angles. Locations between
x/Dj = 10 and x/Dj = 15 are indicative of the sound level at the lowest angles.
S_APE1
S_LES6 (FWH scaled)
S_LES6 (r/Dj=7.5)
Bogey  et al.
Niemöller et al.
Koh et al.
Figure 4.33: OASPL results along a constant x-line at a radial distance of r/Dj = 7.5.
LES results of Bogey et al. [82], and LES/APE results of Niemo¨ller et al. [129] and
Koh et al. [97] are shown for comparison with the simulations of this work.
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The APE near-field pressure results coincide with the prediction of the high-order finite
difference LES result from Ref. [82], and the two LES/APE sets of data from Refs. [97,129].
As expected, the direct probing of the acoustic pressure in the LES simulation completely
underpredicts the OASPL at the high angles. Conversely, the FWH scaled pressure data
is in good agreement with the rest of the results until x/Dj = 7, but its sound level
decreases beyond this location as the FWH surface expands in the radial direction. Hence,
at low observer angles, there is a mismatch of 3dB. This result explains why the prediction
using the FWH method is much closer to the experiments at 90◦ than at 30◦. There are
two possible alternatives to improve the prediction at low angles. The first one would
require a refinement of the mesh at least in the radial direction until the FWH surface.
However, the level of refinement required may be quite high, considerably increasing the
size of the mesh. As an example, the difference of the prediction at 30◦ between S LES6
and S LES25 does not vary significantly, even though the mesh is four times finer. The
other alternative would be to put the FWH closer to the jet plume, which has the risk of
introducing spurious noise if the surface is placed within the hydrodynamic flow region.
Due to the broadband nature of jet noise, performing a Fourier analysis in time of the
pressure perturbation contour shown in Fig.4.28 allows the study of the waves propagation
at specific Strouhal numbers on the LES and APE domains [151]. The procedure to
isolate the propagation of single frequencies consists of calculating the temporal Fourier
transform of the pressure fluctuation given by:
pˆ(f) =
∫ ∞
−∞
p(t) exp−2pift d t (4.6)
then the inverse Fourier transform is applied to a specific frequency. The real part of
the transformation represents the acoustic propagation at that frequency. Figs. 4.34 to
4.36 show the result of applying this process at three different Strouhal numbers. The
first corresponds to a low-frequency component St = 0.15, which is also the frequency
with the biggest discrepancy between the APE and FWH in the spectrum at 30◦. The
other two frequencies shown correspond to St = 0.6 and St = 1. For clarity, the location
of the FWH surface has been superimposed to the figures of the LES propagation. At
each frequency, the contours of the LES and APE propagation correspond to the same
time instant. The first noticeable observation from the figures is that the low-frequency
noise appears to be generated near the end of the potential core (x/Dj ≈ 5), and it is
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emitted towards the low observer angles due to the high-speed jet flow. In addition, the
intensity of the low-frequency waves seem to be lower in the LES contour than in the
APE. It is also important to notice that the FWH surface is placed in an optimal location,
considering that a closer position could intersect the hydrodynamic field that has an
extension of r/Dj ≈ 4 in Fig. 4.34a. At the two higher frequencies, the generation of the
sound sources is spread over the entire mixing region, with a decrease in the strength of
the noise emitted from locations beyond x/Dj = 15. However, the propagation of these
sources is only clearly visible in the APE contours. Furthermore, at St = 1 the waves only
reach part of the FWH surface, which means that the high-frequency prediction based on
the FWH method does not contain all the acoustic energy of the higher frequencies. This
demonstrates the superiority of the LES/APE method in propagating a broader range of
frequencies to far-field observers by using a high-order method. The pressure fluctuation
along the white dashed-dotted line drawn in Figs. 4.34-4.36 is depicted in Fig. 4.37. Since
these lines represent an instantaneous variation of the pressure fluctuation, they are used
next to analyse qualitatively a few aspects of the noise propagation.
The propagation of the sound waves at the three frequencies using the LES/APE approach
follows the theoretical decrease of energy with the inverse of the distance. Conversely,
even at St = 0.15 the propagated waves using the second-order LES are already 3-4Pa
lower at r/Dj = 15 than the expected 1/r decaying. The LES grid at that location has
approximately 21 points to represent a wave of such frequency, which is close to the 22
points per wavelength limit of second-order methods [76,77]. Therefore, the numerical
dissipation of the second-order method seems draining too much acoustic energy even
at this low-frequency. At the two higher frequencies the waves do not travel more than
seven nozzle diameters until they are completely dissipated.
114
4.3. NASA Glenn Case
(a) S LES6
(b) S APE1
Figure 4.34: Contours of the real part of the filtered inverse Fourier transform of
p′ at St = 0.15 of cases S LES6 and S APE1. The FWH surface is indicated with a
dashed line; the arrow shows the direction used in Fig. 4.37a.
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(a) S LES6
(b) S APE1
Figure 4.35: Contours of the real part of the filtered inverse Fourier transform of
p′ at St = 0.6 of cases S LES6 and S APE1. The FWH surface is indicated with a
dashed line, the arrow shows the direction used in Fig. 4.37b.
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(a) S LES6
(b) S APE1
Figure 4.36: Contours of the real part of the filtered inverse Fourier transform of p′
at St = 1 of cases S LES6 and S APE1. The FWH surface is indicated with a dashed
line, the arrow shows the direction used in Fig. 4.37c.
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20Pa
(a) St = 0.15
10Pa
(b) St = 0.6
10Pa
(c) St = 1
Figure 4.37: Pressure fluctuation along the white line shown in Fig. 4.34-4.36.
Dashed lines represent the 1/r expected decay of acoustic energy [144].
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4.3.4 Source Analysis
The last part of this chapter is dedicated to the study of the acoustic sources defined by
the APE. As was explained in Chapter 2, the perturbed Lamb vector (L′) is the dominant
source term for isothermal compressible shear flow applications. In the particular case of
high-speed isothermal jets, it was shown by Gro¨schel et al. [99] that the difference in the
sound level if all the source terms are considered compared to the SPL produced by just
L′ is smaller than 1dB. From the three components of L′, the contribution to the sound
energy of the radial component (L′r) is much more important than the contribution of the
axial component (L′x) [97]. To illustrate this, Fig. 4.38 shows contours of the normalised
axial and radial components. The contribution of L′x seems to be significant only for the
first few nozzle diameters. After that, it is almost negligible compared to L′r. Contrarily,
the radial component maintains its energy level until x/Dj = 10. Further downstream
the source intensity rapidly decreases, and it almost vanishes after x/Dj = 15. Similar
results were found by Freund [17] using Lighthill’s source term. Hence, it can be assumed
that most of the noise sources that radiate to the far-field are generated within the first
fifteen nozzle diameters. From the size of the sources in Fig. 4.38b it is also expected
that only high-frequency components would be generated in the initial shear layer, while
the lower frequency noise sources are mainly located closer to the end of the potential
core. This is in line with the findings of the previous section.
As explained by Crighton [152], one of the most significant contributors to the radiated
sound field is the change of the eddie sources as they convect within the jet plume. A
first qualitative way of visualising the convection of the sources generated by L′r is shown
in Fig. 4.39 where the sources are plotted in an (x,t)-plane for two radial locations. The
dashed-dotted lines represent two convective Mach numbers defined as Mc = Uc/c∞,
where Uc is the convection speed. The first remarkable characteristic of Fig. 4.39 is
that there exists a dominant convection velocity at each location. At the centreline, the
majority of the sources are moving at a speed closer to the speed of sound (Mc = 1) until
x/Dj ≈ 6. This is expected because the two shear layers have not mixed yet and the
speed of the jet is about 0.9Mc. After the end of the potential core, the sources start to
convect at a lower velocity (closer to the Mc = 0.5 line). On the contrary, at the lipline,
the sources convect at a velocity of 0.5Mc ≈ 0.6Uj . This convection velocity is usually
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(a) Axial component of L′
(b) Radial component of L′
Figure 4.38: Normalised axial and radial components of the acoustic source term
for the S LES6 case.
observed for turbulence structures in the shear layer of a jet [17]. Another distinctive
characteristic of the figures is that the strength of the sources begins to decay rapidly
after x/Dj = 10, which agrees with the observation made in the previous section about
the weakness of the emitted acoustic sources after x/Dj ≈ 12–15.
However, a transformation to the frequency domain is required in order to obtain more
relevant information about the source distribution. To this end, the Fourier transformation
in time of L′r is performed for every location along the two axial lines shown in Fig. 4.39.
After that, the power spectral density of Lˆ′r is obtained. At each location, the results
are azimuthally averaged over twelve equally spaced positions. The spectra at different
locations can be plotted together in a (St,x)-plane (Fig. 4.40). The source distribution at
the centreline is much stronger between St = 0.1 and St = 0.5, which corresponds to the
location of the peak at 30◦ of the far-field noise. Furthermore, the maximum value is
reached at a location between the end of the potential core and x/Dj = 10. Therefore,
this can be assumed to be the predominant location for the generation of low-frequency
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noise. This result confirms the findings of Fig. 4.34 where the low-frequency wave noise
was propagated from the end of the potential core. Higher frequency components can
also be seen at the centreline but with much lower energy. At the lipline, the source
distribution is completely different. Most of the sources appeared to be located between
x/Dj = 1 and x/Dj = 5 with an equally distributed energy at all the frequencies. This
is in agreement with the far-field noise of an observer at 90◦ in which the PSD level is
almost constant until considerably high frequencies. Moreover, in Fig. 4.36 (propagation
of waves at St = 1) it is observed that most of the energetic waves are emitted from
locations between x/Dj = 1 and x/Dj = 5, with weaker waves been generated between
x/Dj = 8 and x/Dj = 15. Hence, more energetic, high-frequency sources are generated
at the lipline, whereas weaker low-frequency sources are located closer to the centreline.
A piece of additional information that can be extracted from Fig. 4.40 is the abrupt drop
in energy that occurs at both locations after St = 2.5. This is a plausible indication of
the resolution of the acoustic sources generated by the LES. Hence, an even finer APE
mesh than the S APE1 case could be used to propagate waves up until St ≈ 2.5 to the
observer.
Fourier transformation of Lˆ′r over the axial coordinate provides information about the
phase-velocity composition of the acoustic source [17]. To apply this second transforma-
tion, the data has to be re-sampled since the distribution of mesh points is not uniform.
Additionally, a windowing function was used to avoid the introduction of spurious com-
ponents. The outcome of the application of this second transformation is presented in
Fig. 4.41 in a (k, ω)-plane for the centreline and the lipline locations, where k is the
wavenumber and ω the frequency. Most of the sources at the lipline are in a region where
|ω/c∞k| ≈ 0.5 which confirms the result obtained in the (x, t) domain. Conversely, at
the centreline, the distribution of sources is not uniform over the line of Mc = 0.5 and
they appear to be located in between that line and the acoustic convection speed. An
important conclusion from these plots is that the majority of the sources are located
below the acoustic velocity line |ω/c∞k| = 1. This means that only a small part of L′r
generate waves that propagate to the far-field. The rest of the sources will only create
waves that vanish after a few wavelengths of their emission point.
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(a) Centreline
(b) Lipline
Figure 4.39: Space-time diagram of the L′r. The dashed-dotted lines show the
convection and acoustic speeds.
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(a) Centreline
(b) Lipline
Figure 4.40: PSD of the acoustic source L′r in a (St,x)-plane at the centreline and
the lipline.
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(a) Centreline
(b) Lipline
Figure 4.41: Acoustic sources in frequency-wavenumber space. The dashed-dotted
lines show the convection and acoustic speeds. Sources inside the black-dashed triangle
produce acoustic waves.
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4.4 Closure
The parallel interface LES/APE coupled method, validated in Chapter 3, has been applied
to two different jet cases in this chapter. The inlet conditions of the cases corresponded to
Test Point 7 of Tanna [139] (Ma = 0.9, Tj/T∞ = 0.84). The difference between the cases
lied in the nozzle diameter. In the first case, the diameter was chosen so that the Reynolds
number was low (Re = 10, 000). This case was used to validate the coupling methodology
in 3D turbulent case scenarios. Because of the low Reynolds number, a relatively coarse
LES mesh was used. Consequently, the number of quadrature points in which the noise
sources were interpolated was also smaller than in a higher Reynolds number jet case.
The comparison of the LES averaged flow field results with the simulations of Shur et al.
was in good agreement. However, coherent vortical structures were found in the initial
shear layer due to the coarse size of the mesh. The impact of these structures on the
emitted noise was addressed, and two acoustic tones were found in the near field pressure
spectra. Even though these tones are spurious, the acoustic solver should be capable of
propagating them to the far-field observers. In fact, the LES/APE method showed the
presence of those tones in the far-field noise. Conversely, in the FWH method result,
the tones were barely noticeable. Furthermore, the LES/APE method provided a better
prediction of the OASPL than the FWH.
The second case presented corresponded to a more realistic Reynolds number (Re = 106).
The simulation also included the geometry of NASA Glenn’s SMC000 nozzle as a step
towards the simulation of realistic configurations. Two LES/APE sets of meshes were
studied with increased refinement. The averaged flow field of the two LES meshes was in
good agreement with the experimental results of Bridges and Wernet [141], especially for
the finer mesh. Although the two acoustic methodologies, LES/FWH, and LES/APE, gave
a better noise prediction than in the previous case, the LES/APE results were in better
agreement with the experiments. The differences between the near field propagation were
also analysed at three different frequencies. The high-order APE propagation followed the
1/r-decay law, whereas the second-order LES propagation presented excessive dissipation
even at the lowest frequency studied. Finally, the distribution of acoustic sources was
studied. Low-frequency sources were found at the centreline location, while higher
frequency sources were located closer to the nozzle lipline.
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These results demonstrate the capabilities of the LES/APE coupling methodology for jet
noise propagation in isolated configuration, providing better results than the FWH method.
In the next chapter, the application of this methodology to an installed configuration
will be discussed. Special attention will be given to the noise installation effects showing
the capabilities of this work in the isolation of the two types of effects that are generally
encountered in jet-wing-flap configurations.
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5.1 Introduction
A
s explained in Chapter 2, the application of the present approach to more
complex scenarios represents an advantage over the more traditional surface
integral methods. These methods can still be used in some installed con-
figurations, as will be shown. However, as more elements of the aircraft are included,
i.e., wing, high-lift devices, fuselage and landing gear among others, the placement of
the surface becomes more problematic. To explore the capabilities of the LES/APE
methodology, this chapter is dedicated to the extension of the results presented previously
to an installed jet noise configuration. In Chapter 1, the main installation effects were
presented following the description of Head and Fisher [11] (Fig. 1.4). In their work,
two different noise mechanisms were identified as responsible for the installation effects.
The first one is called jet-surface interaction (JSI) effect, and it produces an increase of
the low-frequency part of the noise spectrum, compared to the isolated jet noise. This
additional low-frequency noise source was described as a dipole-type source generated by
the near-field acoustic pressure of the jet interacting with the trailing edge of the plate.
The other mechanism produces a smaller but noticeable increase at high frequencies, and
it was defined as jet-surface reflection (JSR) effect. It is possible to isolate the JSI from
the JSR by comparing the sound propagated above (shielded side) and below (unshielded
side) the wing [11].
The case selected for this chapter corresponds to one of the configurations presented by
Lawrence [12] and Lawrence et al. [153]. Their experimental test campaign was performed
at the Institute of Sound and Vibration Research (ISVR) anechoic Doak laboratory of
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the University of Southampton. The experiment consists of placing a horizontal flat
plate close to an unheated single stream jet. This simplified configuration allows the
investigation of the physical mechanisms involved in the noise produced by the interaction
of the jet with the wing of the airplane. The experimental campaign included the test of
different subsonic jet velocities, as well as different lengths and heights of the flat plate
with respect to the jet centreline. In all the cases, the experiments were performed at
static ambient flow conditions. Therefore, flight stream effects were not considered.
The chapter is structured as follows. First, the numerical set-up of the isolated and
installed cases is described. As in the previous chapter, computational grids, as well as
the far-field noise calculation details are included in this section. Then, flow field results
are presented to determine if the presence of the plate modifies the development of the
shear layers, affecting the acoustic sources related to the vorticity of the flow. After
this, noise results are shown comparing the differences in far-field noise of the installed
and isolated cases. This section includes the near-field pressure decomposition of the
APE cases at different frequencies to help to identify the JSI and JSR noise mechanisms.
Finally, the source analysis presented in the previous chapter is used to conclude if the
noise sources have been modified by the installed plate.
5.2 Numerical Setup
The present study analyses one of the configurations of the Ma = 0.75 experimental
data set of Refs. [12, 153]. Based on the nozzle diameter of 38.1mm, the Reynolds
number of this case is Re ≈ 700, 000. The flat plate installed in the experiments had a
thickness of 6 mm. The total span of the plate was sufficient to avoid the generation of
additional sources generated at the side edges. Besides, the total length of the plate was
extended upstream of the jet nozzle exit to minimise the leading edge noise contribution.
At the trailing edge, the plate was machined down at an angle of 60◦ to minimise its
thickness. For each jet inlet condition, different configurations were investigated based
on two parameters: the axial extension of the plate from the nozzle exit (l/Dj), and the
jet-surface radial separation (h/Dj) from the jet centreline.
Depending on the value of those parameters the configurations were classified as ‘more
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realistic future aircraft configurations’ (l/Dj < 2 and h/Dj < 1) and ‘less realistic
diagnostic configurations’ (l/Dj > 2 and h/Dj > 1). The selection of l/Dj and h/Dj
values for the present study is based on two different criteria. On the one hand, for
the minimum h/Dj = 0.67 of the experiments the plate is so close to the nozzle that
there could exist some vibration-induced noise component that the present simulation
methodology would not be capable of capturing. On the other hand, the increase of
noise observed with the smallest l/Dj = 2 was between 2-3dB for all the frequencies at
Ma = 0.75. Because of this uniform noise increase, it would be difficult to identify the
JSI and JSR mechanisms. Therefore, in this work the parameters are set as l/Dj = 4
and h/Dj = 1, which correspond to the next parameters of the experimental data set
and are still representative of a realistic configuration. Sketches of the isolated nozzle
and the installed configuration are shown in Figs. 5.1 and 5.2
5.2.1 Computational Grids
Two different sets of LES/APE computational grids are used. One of the sets corresponds
to the simulation of the installed configuration and the other one to the isolated case,
which is used to compare the differences in the flow and noise results. Similarly to the
meshes used in section 4.3 the domain extends to 90Dj and 50Dj in the axial and radial
directions, respectively. The boundary conditions of the nozzle walls are the same as for
the SMC000 case. The walls of the plate are set as slip due to the absence of free-stream
velocity and the expected minor interaction with the jet plume because of its location.
Since the results of the isolated and installed cases are compared, the distribution of mesh
points in every direction is kept as similar as possible. Near the plate in the installed
mesh, the spacing of the points in the axial direction is more uniform than in the isolated
grid. In addition, the radial spacing of the first element on the upper side of the plate
is increased in order to reduce the aspect ratio. The smaller aspect ratio improves the
resolution of the pressure waves on the upper side of the plate. These two differences
between the meshes are depicted in Fig. 5.3.
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Figure 5.1: DOAK baseline 38.1 mm round nozzle.
Figure 5.2: Schematic of the installed configuration based on Ref. [12].
Table 5.1: Summary of installed jet simulation cases.
Case ID Nx Ny(Nr) Nz(Nθ) Cells Solution Points
D LES18 547 234 121 18,200,000 18,200,000
D LES16In 547 227 121 16,500,000 16,500,000
D APE1 136 90 90 1,000,000 216,000,000
D APE1In 136 89 90 1,000,000 216,000,000
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(a) D LES18 (b) D LES16In
Figure 5.3: Axial cross section of the LES grids at the azimuthal angle θ = 0. Only
every other point of the grids is shown.
(a) D LES18 (b) D LES16In
Figure 5.4: Cross section at x/Dj = 0 of the DOAK LES grids.
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Because of the encouraging results obtained with the S LES6 mesh in the previous chapter,
the distribution of points of that mesh is used as a reference. The main difference with
the S LES6 mesh is due to the inclusion of the plate. A few extra H-type blocks are
added to maintain the thickness of the plate along its span. These extra blocks are also
incorporated into the isolated nozzle grid in order to keep the meshes as equal as possible
(Fig. 5.4). The addition of these blocks has an impact on the number of radial points
compared to the SMC000 case. The grid of the isolated case contains 547× 234× 121
nodes in the axial, radial and azimuthal directions. The total number of elements of
this grid is approximately 18,200,000. For the grid of the installed case, a total of
547× 227× 121 points in each direction are used. The number of elements of the mesh is
about 16,500,000. The growth rate of the two meshes in the axial direction is kept under
1.015 until x/Dj = 40 and then it is increased to a value of 1.06 near the outlet boundary.
In the radial direction, the stretching used in the isolated grid is of approximately 1.07.
In the installed grid there are differences in the radial stretching between the lower and
upper sides of the plate. These differences come from the bigger spacing used in the first
element of the upper side of the plate. This allows a reduction of the radial growth rate
to a value of 1.02 until r/Dj = 4. After this location, the spacing is gradually increased
to a value of 1.07. In the lower part of the grid, the radial stretching is about 1.07. The
finest cell has an edge length of 7.874 · 10−3Dj (x+ = 220) and 1.41 · 10−3Dj (r+ = 40)
in the axial and radial axis, which are very close to those used in the S LES6 mesh.
Since the central part of the two meshes is similar to the S LES6 case, the S APE1 grid
of the previous study is used for the coupled LES/APE isolated jet case. The generation
of the installed APE grid is done by splitting the S APE1 mesh at the location of the
flat plate. The thickness of the flat plate at h/Dj = 1 corresponds to the edge length
of one element in the vertical direction at this location. Therefore, only one element in
the y-axis direction has to be removed to include the plate. As in the previous study,
the high-order spatial resolution is achieved using a fifth-order Gauss-Lobatto-Legendre
nodal polynomial expansion basis. A summary of the parameters of each mesh is shown
in Tab. 5.1, with the cases ID used in this study. The letters In have been added at the
end of the ID of the installed cases to differentiate them from the isolated results.
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5.2.2 Far-field Noise Calculation Details
The placement of the FWH surface of the isolated case is identical to the other two
cases presented in this thesis. Conversely, a few modifications have to be made on the
surface placement for the installed simulation to include the contribution of the acoustic
waves generated at the trailing edge of the plate. It is worth noting that the design of
the surface presents more challenges than in an isolated case, even with the simplified
installed configuration used in this study. The lower part of the surface has the same
circular shape as in the previous cases. On the upper part, the surface has been stretched
and cut along the span of the plate to cover a greater area on which the waves are
propagated. A 3D view of the surface is depicted in Fig. 5.5a. The surface is closed
at x/Dj = 30, which is the same distance used in the SMC000 cases. It is also worth
mentioning that from a qualitative analysis, the turbulent kinetic energy depicted in
Fig. 5.5b seems to be almost symmetric along the centreline. This provides the first
evidence of the expected weakness of acoustic sources generated at the trailing edge due
to vortical turbulent structures.
For the APE far-field noise prediction, the same two sets of probes at y/Dj = 15 and
y/Dj = 20 have been used. The time step used in all the cases is equivalent to those of
the previous chapter. Due to the lower velocity of the jet, the CFL of the LES cases
is smaller. Since the running time and mesh resolution are equivalent to the cases of
the previous chapter, the minimum and maximum reliable frequencies obtained with the
FWH and APE results are the same as in the S LES6 and S APE1 cases. The noise
calculation details are summarised in Tab. 5.2.
Table 5.2: Far-field noise calculation summary.
Case ID CFL δt ∆τ tDj/Uj Stmin Stmax
D LES18 0.73 10−7s 30δt 100 [0.05, 0.1] 0.60
D LES16In 0.73 10−7s 30δt 100 [0.05, 0.1] 0.60
D APE1 0.16 3 · 10−7s 10δt 100 [0.05, 0.1] 1.35
D APE1In 0.16 3 · 10−7s 10δt 100 [0.05, 0.1] 1.35
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(a) 3D view of FWH surface for the D LES16In. Isosurface of Q-criterion coloured by axial
velocity.
(b) FWH surface location for the D LES16In case with TKE superimposed.
Figure 5.5: Detail of the FWH far-field noise calculation procedure of the installed
case.
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5.3 Flow Field
The main aspect of this section is the study of the influence of the flat plate in the flow field
to determine the possible impact on the sound generation related to the turbulent vortical
motion. The instantaneous vorticity magnitude field is analysed first at different locations.
Following the instantaneous results, the mean flow field statistics are investigated to
further understand the influence of the plate.
5.3.1 Instantaneous Vorticity Magnitude
Vorticity fields obtained from an axial cross-section at z/Dj = 0 are represented in
Fig. 5.6 up to x/Dj = 15. Within the first three nozzle diameters from the nozzle exit,
there is no visible difference between the contours of the two cases. Conversely, between
x/Dj = 3 and x/Dj = 4 there seems to be an interaction of the vorticity field with the
lower part and the trailing edge of the flat plate. However, the vorticity levels downstream
of the trailing edge of the plate are similar between the isolated and installed cases.
Furthermore, in the installed case the development of the upper and lower shear layers is
almost identical since they meet close to the centreline. A close-up view of the beginning
of the shear layer provides more information about the initial turbulent development of
the flow (Fig. 5.7). In this figure, there is not a significant difference between the shear
layer development of the two cases.
To further clarify if the presence of the plate is perturbing the vorticity field, the vorticity
magnitude contour is plotted at the three sections (a-c) shown in Figs. 5.6 and 5.7. As
expected, the vorticity at the first location x/Dj = 1 is very similar in the two cases.
More interestingly, the shape of the vorticity magnitude at the two downstream locations
(x/Dj = 3 and x/Dj = 5) is also comparable. Only small differences are seen at x/Dj = 3
near the lower part of the plate, but the vorticity level is negligible compared to the
level at the bulk of the flow. Furthermore, the distribution of small and large turbulent
structures is analogous between the isolated and installed configurations. Therefore, the
initial assumption of the weak influence in the acoustic sources (of vortical nature) due
to the presence of the plate is confirmed.
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(a) D LES18
(b) D LES16In
Figure 5.6: Instantaneous normalised vorticity magnitude of the D LES18 and
D LES16In cases.
(a) D LES18
(b) D LES16In
Figure 5.7: Close-up view of normalised instantaneous vorticity magnitude near the
nozzle exit of the D LES18 and D LES16In cases.
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(a) x/Dj = 1. Colour scale ranges from 0.75 to 11.
(b) x/Dj = 3. Colour scale ranges from 0.75 to 11.
(c) x/Dj = 5. Colour scale ranges from 0.75 to 7.45.
Figure 5.8: Contours of instantaneous normalised vorticity magnitude at the three
locations of Fig. 5.6. Left D LES18 and right D LES16In.
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5.3.2 Mean Flow
This section introduces time-averaged normalised velocity and Reynolds stress results. A
first qualitative comparison of the normalised mean axial velocity between the isolated
and installed cases is shown in Fig. 5.9. As expected, the D LES18 presents a symmetry
axis along the centreline (black dashed line). Conversely, in the D LES16In contour,
there is a slight asymmetry of the contour between the upper and lower sections of the
dashed line. The asymmetry is produced by a small acceleration of the jet plume towards
the plate due to a Coanda-type effect. This kind of acceleration, or jet redirection, was
also observed experimentally by Proenca et al. [154] in similar configurations. Despite
the difference in the symmetry of the jet plume, the contours of the two cases are almost
identical with similar shear layer growth and thickness, and potential core length.
Profiles along the centreline are depicted in Fig. 5.10 for the inverse of the normalised
axial velocity and the normalised axial stress. The experimental results of de Almeida et
al. [155] for the same isolated configuration are also included. The potential core length
of the installed case is slightly longer than in the isolated case. However, the velocity
decay of the two cases is almost identical with a constant Bu (Eq. 4.5) of 7.6 and 7.4 for
the isolated and installed cases, respectively. A similar velocity decay was also observed
in the experiment of Ref. [155].
(a) D LES18
(b) D LES16In
Figure 5.9: Normalised mean axial velocity. Colour scale ranges from 0 to 1.
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D_LES18
D_LES16In
de Almeida et al.
(a) Non-dimensional axial velocity
D_LES18
D_LES16In
de Almeida et al.
(b) Non-dimensional axial stress
Figure 5.10: Mean centreline axial velocity and stress. Comparison with experiments
of de Almeida et al. [155].
The small differences between the cases along the centreline are also visible in the axial
turbulence intensity plot. The shorter potential core of the isolated case advances the
location of the transition to the fully turbulent flow regime compared to the installed
case. However, both the rate of increasing axial turbulence intensity and the value of the
peak are similar in the two cases (u′rms/Uj ≈ 0.13 at x/Dj = 8 in the D LES18 case and
at x/Dj = 10 in the D LES16In case). The results are also in good agreement with the
experiment of Ref. [155].
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Another way of studying the impact of the plate on the jet flow development is by looking
at the shear layer width (δ/Dj) along the axial direction. The shear layer width was
defined in the previous chapter as δ/Dj = (r0.95Uj − r0.1Uj ) [101, 149] with r0.95Uj and
r0.1Uj as the radial location at which U = 0.95 and 0.1Uj . An interesting way to analyse
this variable in the present case is by visualising the normalised velocity contour of
Fig. 5.9 but blanking all the zones where U > 0.95Uj and U < 0.1Uj (Fig. 5.11). An
attachment of the contour line of U = 0.1Uj to the bottom surface of the flat plate is
visible in Fig. 5.11b for locations between x/Dj = 3.25 and 4. This is evidence of the
jet redirection of the flow produced by the Coanda effect due to the pressure difference
between the upper and lower parts of the jet. However, the growth of the shear layer
does not seem to be greatly affected by this phenomenon. After the trailing edge of
the plate, the contour line of U = 0.1Uj appears to be parallel when the D LES18 and
D LES16In cases are compared. The actual shear layer width variation is depicted in
Fig. 5.12. Both shear layers are identical until x/Dj ≈ 3. From this location, the shear
layer width of the installed case gets slightly widened until its attachment to the plate.
After the plate trailing edge (x/Dj = 4), the width variation of the two cases is almost
parallel, being marginally smaller in the D LES16In simulation.
(a) D LES18
(b) D LES16In
Figure 5.11: Shear layer width variation coloured by normalised velocity. Colour
scale ranges from 0.1 to 0.95.
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Figure 5.12: Shear layer width variation along the axial direction. Legend as in
Fig. 5.10.
(a) Non-dimensional axial velocity
(b) Non-dimensional normal stress
Figure 5.13: Normalised mean axial velocity and shear stress profiles at different
downstream locations. Legend as in Fig. 5.10 for LES results. Triangles represent
isolated, and squares installed experimental results of Ref. [154].
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Radial mean velocity and axial stress profiles at different locations are presented in
Fig. 5.13. The streamwise locations chosen for comparison of the mean velocity profiles
are x/Dj = 2, 5, 7 and 9. Each profile has been separated by a horizontal offset of 1.
The experimental data of Proenca et al. [154] for a Ma = 0.6 using the same nozzle and
plate configuration is also shown for comparison. Interestingly, at the first two locations,
the profiles of the isolated and installed simulations are almost identical, even though the
trailing edge of the plate is at x/Dj = 4. At the two further locations, the discrepancy
between the isolated and the installed cases is greater when comparing the upper shear
layer. This difference is a consequence of the redirection of the jet towards the plate but
only has a weak effect due to the distant location of the plate from the jet centreline. In
the experiments of Ref. [154], the modification of the upper shear layer was much more
significant when the plate was at h/Dj = 0.67. The acceleration of the flow caused by
the plate also has an effect on the radial distribution of the turbulence intensity profiles.
This is visualised in Fig. 5.13b through the axial stress radial profiles. Three locations
are depicted in this case (x/Dj = 2, 4 and 8). The profiles have a horizontal offset of
0.2 between each other. The turbulent level observed in the upper shear layer is smaller
compared to the isolated case because of this acceleration. This also breaks the symmetry
of the shear layers at x/Dj = 4. However, at the furthest location, the symmetry of the
shear layers is almost recovered.
All the different instantaneous and mean results presented in the previous sections have
shown that the installation of the plate at h/Dj = 1 has some impact on the jet plume
development. However, the small differences of the various contours and profiles that
have been analysed show that the expected effect on the noise sources generated by
turbulent vortical structures will be small. Therefore, the modification of the propagated
noise field that is presented below is most likely caused by the interaction of the emitted
near field pressure of the jet plume with the plate. Nonetheless, the last section of this
chapter tackles the analysis of the noise sources to give more insights to the impact of
the plate on the noise generated by the vortical turbulent structures.
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5.4 Sound Field
This section compares the acoustic results obtained with the isolated and installed
configurations. A qualitative comparison is analysed first by comparing the pressure
perturbation field of the LES/FWH and LES/APE propagation methods for both
configurations. Then, the impact of the installation effects on the far-field noise prediction
is studied by comparing the increase in the PSD at the shielded and unshielded sides
for a polar angle of θ = 90◦. In addition, the polar directivity is studied to analyse the
impact of the installed plate at different observer angles. The last part of the section is
devoted to the investigation of the near-field pressure by filtering individual frequency
components of the D APE1 and D APE1In cases.
A first glimpse into the differences of the acoustic fields of the cases is presented in
Figs. 5.14 and 5.15. The pressure perturbation contours of the isolated case are similar to
those obtained in the previous chapter for the SMC000 nozzle at Ma = 0.9. Low-frequency
patterns are observed towards the low observer angles for both LES (D LES18) and APE
(D APE1) propagated acoustic fields. On the contrary, at observer angles closer to 90◦
the D APE1 case presents more content of high-frequency waves than the D LES18. Near
the outer boundaries of the D APE1 domain, the waves are damped by the absorption
layer to minimise the contamination of the sound field by spurious reflected waves. On
the other hand, the installed LES (D LES16In) and APE (D APE1In) instantaneous
pressure perturbation snapshots present a few noticeable distinctive characteristics. First,
there are clear acoustic waves generated at the trailing edge of the flat plate in both
the D LES16In and D APE1In contours. However, high-frequency components are only
visible in the latter case. Second, since these waves are not generated near a high jet
velocity region, their propagation does not suffer from refraction or Doppler effects,
and they propagate in an almost spherical manner. Furthermore, more energetic low-
frequency waves are emitted at 90◦ in comparison with the isolated case. This is the
first evidence of the jet-surface interaction (JSI) effect on the acoustic field. Conversely,
from these contours, it is challenging to assess the jet-surface reflection (JSR) effect.
Nonetheless, from the D APE1In contour there seem to be some high-frequency waves at
the unshielded side which might be due to the JSR effect.
143
5.4. Sound Field
(a) D LES18
(b) D APE1
Figure 5.14: Contour of pressure perturbation with superimposed vorticity magni-
tude field of the D LES18 and D APE1 cases.
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(a) D LES16In
(b) D APE1In
Figure 5.15: Contour of pressure perturbation with superimposed vorticity magni-
tude field of the D LES16In and D APE1 cases.
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(a) Unshielded side (θ = 90◦, φ = 0)
(b) Shielded side (θ = 90◦, φ = 180)
Figure 5.16: Filtered installed ∆PSD results scaled at one meter for the unshielded
and shielded sides at an observer location of 90◦. Comparison with experiments of
Lawrence [12].
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5.4.1 Installation Effects on Far-field Noise
In order to study the JSI and JSR noise effects due to the installation of the flat
plate, a comparison of the far-field noise data between the installed and the isolated
cases is presented in this subsection. The results obtained with the FWH and APE
methodologies are compared to the experimental data of Lawrence [12]. To properly
study the installation effects without having to address any refraction or Doppler effects
in the propagated acoustic field, the spectrum of the results is presented only at the polar
angle θ = 90◦. To be able to evaluate the JSI and JSR effects, two different azimuthal
angles, as defined in Fig. 5.2, have been studied. One of the azimuthal angles corresponds
to an observer below the plate, or in the unshielded side (φ = 0). The other one is located
above the plate, or in the shielded side (φ = 180). Since the reflection of the waves only
occurs in the unshielded side, the JSR effect should only be noticeable in the observer
located at φ = 0.
Fig. 5.16 shows the comparison between the isolated and installed noise results defined as:
∆PSDinst−isol = PSDinst − PSDisol (5.1)
where PSDinst and PSDisol are the one-third octave filtered PSD of the installed and
isolated cases, respectively∗.
A few interesting features can be addressed from the results shown in the figure. First,
both the FWH and APE results have a similar trend compared to the experimental
results. However, it is clear that the FWH result underpredicts the maximum ∆ at the
low frequencies by 2dB. This is probably caused by the higher numerical dissipation of
the LES/FWH results which might affect the dipole source generated at the trailing
edge of the flat plate. Conversely, the discrepancy between the APE results and the
experiments that is observed on the unshielded side, might be due to the absence of some
of the acoustic source terms defined by the APE-4 system [71]. However, the overall
agreement of the results with the experiment is satisfactory, and the analysis of the
impact of all the source terms on the propagated noise is beyond the scope of this thesis.
Regarding the two types of installation effects on the far-field noise, it is possible to
extract some conclusions from Figs. 5.16a and 5.16b. Until St = 0.5 both graphs show
∗ Individual PSD results of the LES/FWH and LES/APE cases are presented in Appendix B.
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approximately the same increase in the spectrum. For frequencies beyond this Strouhal
number, the two plots show clear differences. At the unshielded side, the PSD difference
stabilises at a ∆PSD ≈ 2dB. Conversely, the shielded side shows a different trend. The
PSD keeps decaying after St = 0.5. Furthermore, the value of ∆PSD beyond St = 0.7
starts to be negative. Therefore, the noise levels at higher frequencies of the isolated case
are greater than in the installed case for observers in the shielded side. This is evidence
of the plate blocking the high-frequency sources generated in the jet plume, and reflecting
them towards the lower part of the plate. The increase between 4 to 8dB produced until
St = 0.5 is caused by the JSI effect and the 2dB increase produced afterwards can be
attributed to the JSR effect.
Another important aspect of analysing is the polar directivity of the Overall Sound
Pressure Level difference (∆OASPL). According to Ffowcs-Williams and Hall [156], there
is a directional dependence on the radiation pattern of the sound produced by turbulent
flows in the vicinity of a semi-infinite half-plane. They found this dependence by applying
the acoustic dipole theory of non-compact sources to the case in which the noise radiating
sources are located near the edge of a rigid surface. The polar directivity according to
this theory follows the equation sin2(θ/2). Fig. 5.17 shows the polar directivity for the
FWH and APE results at the unshielded and shielded sides compared to the experimental
data of Lawrence [12]. At the unshielded side, the data of the present LES/APE result
and the experiment follows the sin2(θ/2) analytical prediction (black dashed line in the
figure) until a polar angle of θ = 110, whereas the LES/FWH result under-predicts the
∆OASPL at high angles by approximately 1-2dB. On the contrary, on the shielded side,
only the LES/APE result follows the theoretical sin2(θ/2) trend until an observer angle
of 90◦. However, according to Lawrence [12], it is not clear that the experimental data
obtained at the shielded side is reliable. At this side, the LES/FWH result is also 1-2dB
below the experiment and LES/APE line. The results presented in this section prove
that the data obtained with the LES/APE approach provide a better prediction of the
installation effect than using the LES/FWH method. The relatively poor result of the
present LES/FWH approach is either caused by the high numerical dissipation of the
second-order method employed or the complexity in defining a suitable integral surface.
Therefore, the LES/APE method investigated in this thesis is an encouraging alternative
to surface-integral methods for complex configurations.
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, deg
(a) Unshielded side (θ = 90◦, φ = 0)
, deg
(b) Shielded side (θ = 90◦, φ = 180)
Figure 5.17: Polar directivity of ∆OASPL comparing the present results with the
experiments of Lawrence [12] for the unshielded and shielded sides.
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5.4.2 Near-field Noise Analysis
One of the advantages of the propagation method used in this PhD thesis is that it
gives the possibility to visualise the emitted sound waves without excessive numerical
damping. Therefore, it is possible to visualise the JSI and JSR effects by filtering the
pressure perturbation field of Figs. 5.14b and 5.15b to obtain the wave propagation
at specific frequencies. To do so, the same filtering procedure used in Chapter 4 is
applied to the isolated and installed APE results∗. Briefly, the method to isolate single
frequencies consists of performing a temporal Fourier transform (Eq. 4.6), filtering the
energy of a specific frequency, and an inverse Fourier transform to recover the pressure
perturbation field in the time domain from the real part of the transformation. Three
different frequencies have been chosen in this study to show the differences between the
JSI and JSR effects.
As an example of the JSI effect, Fig. 5.18 shows the comparison at a low-frequency value
(St = 0.2). It is clear from the figures that in the isolated case there is a predominant
direction of the low-frequency waves towards the low observer angles, while in the installed
case there is an extra contribution to the propagated field from sources generated at the
trailing edge of the plate. The noise propagated by this source radiates in every direction,
considerably increasing the acoustic level at 90◦ for both the shielded and unshielded
sides. If the frequency is increased to St = 0.5 (Fig. 5.19) the combination of the JSI and
JSR effects can be visualised. On the one hand, there is still a dipole-type of signal being
emitted from the trailing edge of the plate at both sides of the plate (JSI effect). On the
other hand, in the unshielded side there are extra waves that have been reflected by the
plate due to the JSR effect. Finally, at a higher frequency (St = 1) only the JSR effect
should appear on the propagated field. However, the increase in PSD level due to the JSR
effect is only of 2dB, which means that the difference in the pressure perturbation field
would be of approximately 1.6Pa. Therefore, in Fig. 5.20 there is no significant difference
between the isolated and installed cases on the unshielded side. However, the shielded
side shows a decrease of the acoustic level at the 90◦ direction. This is in agreement with
the results of Fig. 5.16b which shows a decrease of the noise level for frequencies greater
than St ≈ 0.7.
∗ The application of the filtering procedure to the LES results is presented in Appendix B.
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(a) D APE1
(b) D APE1In
Figure 5.18: Contours of the real part of the filtered inverse Fourier transform of p′
for St = 0.2.
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(a) D APE1
(b) D APE1In
Figure 5.19: Contours of the real part of the filtered inverse Fourier transform of p′
for St = 0.5. JSR effect indicated with black dashed-line ellipses.
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(a) D APE1
(b) D APE1In
Figure 5.20: Contours of the real part of the filtered inverse Fourier transform of p′
for St = 1. Shielding effect indicated with black dashed-line ellipses.
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5.5 Source Analysis
The acoustic results presented in the previous two sections have shown the impact
produced by the installation of a plate near an isolated nozzle. From the flow results
presented in section 5.3 it seems that the plate is too far from the jet plume to generate
significant acoustic sources related to the turbulent vortical structures. Therefore, it was
assumed that the modifications of the sound field due to the presence of the plate are
due to the interaction of the near pressure field of the jet with the lower surface and
trailing edge of the plate. This section provides a more in-depth analysis of the acoustic
sources based on the perturbation of the Lamb vector (L′) to analyse their distribution
over the near field domain. In the previous chapter, it was demonstrated that the radial
component of L′ is the most dominant term; hence, it is the only component analysed.
(a) D LES18
(b) D LES16In
Figure 5.21: Radial component of the L′ of the isolated and installed cases.
154
5.5. Source Analysis
A first qualitative comparison between the acoustic sources of the isolated and installed
cases is visualised in Fig. 5.21. The instantaneous contours provide a first insight into the
distribution of the sources. This distribution is similar to the isolated SMC000 nozzle
case presented in the previous chapter. In both, isolated and installed cases, small rapidly
changing sources are found near the nozzle exit. As the flow develops, and the shear
layers start to mix, larger structures begin to appear at locations closer to the end of the
potential core. At around x/Dj = 15 the intensity of the sources significantly decays. In
the installed case there are some acoustic sources located near the trailing edge of the
plate, but they are extremely weaker than those of the main bulk. Furthermore, it looks
like the jet redirection due to the Coanda effect is not strong enough to significantly
affect the sources generated at locations further downstream of the trailing edge of the
plate.
The distribution of the sources in the frequency space is now studied at three different
locations. The first two locations, centreline, and lipline were also analysed in the
SMC000 case. A third location close to the lower part of the plate (y/Dj = 0.93) is
also analysed in this case. As in Chapter 4, the temporal Fourier transformation of L′r
is performed at each of the three axial locations. Then, the PSD is calculated for Lˆ′r.
Due to the lack of symmetry of the installed case, the results are calculated only for
the single azimuthal angle φ = 0. By visualising the sources in the (St,x )-space a few
conclusions can be drawn. First, the distribution of high-frequency and low-frequency
sources at the lipline and centreline is quite similar to the previous case. The reduced
smoothness of the contours is due to the absence of the azimuthal averaging. At the
centreline (Fig. 5.22) the sources distribution between the isolated and installed cases is
almost identical for locations between the nozzle exit and x/Dj = 10. Slightly stronger
low-frequency sources of St < 0.5 are encountered in the isolated case between x/Dj = 10
and x/Dj = 12. The distribution of sources at the lipline (Fig. 5.23) is also very similar
in the two cases. A few additional higher frequency sources (above St = 3) appear in
the installed case. However, these sources would not contribute to the far-field sound
of the present simulations because their frequency is well above the cut-off frequency of
the mesh resolution at the observer points. Lastly, for the location closest to the plate
(Fig. 5.24) there are more differences between the two cases. This was expected since
at this location the jet redirection should cause some relocation of the acoustic sources.
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The differences are especially noticeable between x/Dj = 3 and x/Dj = 5. This is in
agreement with Fig. 5.11b since x/Dj = 3 is the location at which a small portion of
the shear layer attaches to the lower part of the plate. However, the PSD value of the
sources of Fig.5.24 is much smaller than at the other two figures (see colour map legends).
Therefore, their impact on the acoustic field can be considered negligible compared to
the sources generated at locations between the centreline and the lipline. The similarities
in the distribution of the sources at the three locations provide strong evidence of the
small impact of the flat plate on the generation of noise due to turbulent vortical sources.
Because of the small impact of the flat plate on the acoustic sources generated by the
vortical motion, it would be interesting to study a case in which the LES of the isolated
case is coupled with the APE installed mesh, simplifying the grid generation process of
the flow solver.
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(a) D LES18
(b) D LES16In
Figure 5.22: PSD of the acoustic source L′r in a (St,x )-plane at the centreline of
the isolated and installed cases.
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(a) D LES18
(b) D LES16In
Figure 5.23: PSD of the acoustic source L′r in a (St,x )-plane at the lipline of the
isolated and installed cases.
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(a) D LES18
(b) D LES16In
Figure 5.24: PSD of the acoustic source L′r in a (St,x )-plane at the y/Dj = 0.93 of
the isolated and installed cases.
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5.6 Closure
As an initial extension of the LES/APE capabilities to complex jet-wing configurations
a simplified jet-flat plate installation case has been studied in this chapter. The case
was based on one of the experimental configurations of Lawrence [12] and Lawrence et
al. [153] (Ma = 0.75, h/Dj = 1 and l/Dj = 4). The FWH method was also used to
compare the results obtained with the LES/APE approach. The definition of the FWH
surface for the installed case was more complicated than in the isolated configuration
even in this simplified installed scenario.
The meshes used for the isolated and installed configurations were made as similar as
possible to avoid any numerical differences in the noise generation process. Due to the
location of the plate, a minimum impact on the upper shear layer was expected. This
was initially confirmed by the instantaneous vorticity field. A small redirection of the
jet due to the Coanda effect was found when analysing the mean flow results. This had
an impact on the radial velocity and stress profiles for locations above the centreline.
However, the growth of the shear layer was equivalent in the isolated and installed cases.
The validation of these results against the experimental data of de Almeida et al. [155]
and Proenca et al. [154] was successful.
The effects of the installation of the plate on the far-field noise were analysed by studying
the variation of the sound pressure level of the installed and isolated cases. As expected,
the LES/APE approach provided improved results over the FWH method due to its
lower numerical dissipation. The two expected installation effects, JSI at low frequencies
and JSR at high frequencies were found in the present results by comparing observers at
the shielded and unshielded sides of the domain. The polar directivity of the unshielded
side was also studied and the sin2(θ/2) radiation pattern proposed by Ffowcs-Williams
and Hall [156] for non-compact acoustic sources agreed well with the present results.
The JSI and JSR effects were also analysed by looking at the near-field propagation
of single acoustic frequencies. Three Strouhal numbers were considered. At the lowest
frequency St = 0.2 the dipole-type source due to the JSI effect was clearly visible. At
the intermediate frequency (St = 0.5), both JSI and JSR effects were observed. The
contour at a high-frequency St = 1 showed the shielding effect produced by the plate for
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observers above its location.
The last part of the chapter was focused on the analysis of the acoustic sources based on
the Lamb vector (vortical type source) to determine the modification of their distribution
due to the presence of the plate. Three different locations were analysed: the centreline,
lipline and y/Dj = 0.93 (close to the plate). Small discrepancies were found for the
two locations where the energy of the source term is bigger. At the latest location, the
distribution of the sources changed between the isolated and installed configurations, but
the energy level is so much lower than its contribution to the radiated field is negligible.
In the next chapter, the main conclusions of this thesis and the recommendation for
future work based on the findings of the present work are going to be discussed.
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6 Conclusions and Future Work
6.1 Summary of Accomplishments
I
n this thesis, a hybrid CFD/CAA framework has been investigated for the analysis
of jet noise in both simple and complex configurations. The developed framework
comprises an industrial compressible finite volume LES solver that has been coupled
with a novel open-source high-order spectral/hp finite element APE solver. The LES
solver is employed for the computation of the acoustic sources that are required by the
APE solver, which computes the acoustic propagation. Therefore, the methodology used
in this work is classified as a ‘one-way’ coupling approach, since there is only a transfer
of information in one direction. In the following subsections, a summary of the achieved
objectives in this research work is given.
Suitability of σ-model for Jet Cases
Due to the disadvantages of the Smagorinsky model, alternative sub-grid scales modelling
methods have been considered. Among them, the use of σ-model has predicted better
jet flow turbulence statistics, which are related to the noise generation problem, in
comparison to other alternatives (Smagorinsky and WALE). This is due to the fact that
the σ-model is constructed to satisfy more physical properties of the sub-grid scales
stresses.
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Application of AcousticSolver on Jet Noise Propagation Studies
The novel open-source AcousticSolver has been successfully modified and validated on
shear flow noise problems. In addition, the introduction of a sponge zone near the outer
boundaries has demonstrated to be a simple and successful method to avoid the reflection
of the outgoing acoustic waves.
One-Way LES/APE Coupled Framework
Two different approaches have been developed for the one-way coupling from the LES
solver (HYDRA) to the APE solver (AcousticSolver). The file-based approach has shown
its benefits for the exchange of the mean flow variables and its application in small
cases. However, a parallel-interface coupling strategy has been implemented for realistic
configurations. This approach has required extensive modifications of the solver source
codes, but it has provided a significant improvement in terms of computing efficiency.
Study of Isolated Jet Cases
The new LES/APE methodology has been applied to the study of two isolated jet
configurations. First, the coupling framework was successfully validated in a 3D turbulent
jet case at a low Reynolds number. The results obtained with the LES/APE approach
gave promising results compared to previous numerical and experimental studies and
were also in agreement with the noise data obtained from a well-established FWH
method. Second, an analysis of a more realistic high Reynolds number isolated jet was
performed. Two different meshes, with different refinement levels, were used following
the findings of Ref. [49]. The results prove that relatively coarse LES meshes provide
an accurate description of the acoustic sources, with an accurate noise prediction. In
addition, the benefit of using a high-order method for noise propagation was demonstrated.
Furthermore, an analysis of the dominant acoustic source term was carried out showing
the advantages of the present methodology.
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Analysis of Computational Cost
A preliminary comparison of the computational cost of the LES/FWH method and the
LES/APE method showed that the cost of the LES/APE approach is 5 to 10 times
greater than that of the LES/FWH. An important difference between the two methods is
that the LES/FWH only requires near-field information whereas the LES/APE is based
on far-field noise propagation and prediction. Furthermore, the LES/APE approach
solves all the acoustic observer locations at once whereas the LES/FWH is limited to
single observer calculation. Therefore, for an appropriate comparison between the two
methods the given accuracy of both approaches in propagating the noise to the far-field
has to considered. Since second-order methods require 22 PPW whereas the fifth-order
method used in all the cases only requires 5 PPW to avoid excessive numerical dissipation,
the overall cost of noise propagation to far-field observers is approximately two orders of
magnitude cheaper using the current LES/APE approach. Besides, the efficiency of the
methodology could be significantly improved by using high-order codes based on GPU
accelerators.
Investigation of Installation Effects
Following the successful application of the methodology in isolated jet cases, the effects
on the noise field due to the installation of a jet near a flat plate were investigated using
the new framework. Both the jet-surface interaction and reflection effects were correctly
predicted by the coupled methodology. Besides, the effects on low and high frequencies
were analysed by decomposing the propagated field into single frequencies. The study
also showed that if the plate is sufficiently far from the nozzle, the vorticity field is
barely modified; hence, the dominant acoustic sources created by the vorticity field are
equivalent to those of an isolated jet.
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6.2 Conclusions
The main conclusions that can be drawn from this thesis are:
1) The applicability of the LES/APE methodology in realistic cases requires the
implementation of an efficient data transfer mechanism. This was accomplished
using a communication library to transfer all the data via MPI.
2) The LES/APE coupled methodology improves the noise prediction made using
traditional methods due to the excessive numerical dissipation noise of the second-
order LES solver that dampens the propagated waves.
3) The cost of the LES/APE method is greater than that of the LES/FWH approach
due to the far-field acoustic propagation nature of the former versus the acous-
tic projection approach of the latter. However, this cost could be significantly
reduced by employing a high-order GPU accelerator-based code that would have
implemented the APE-4 set of equations.
4) Analysis of the distribution and strength of the acoustic source terms can be
conveniently carried out using the present methodology. In this PhD thesis, this
analysis has been limited to the study of the Lamb vector, which is the dominant
source term for isothermal shear flow applications. This in-depth knowledge of the
acoustic sources can contribute to future jet noise reduction concepts.
5) The LES/APE methodology confirmed the two mechanisms that affect the acoustic
field due to the presence of a solid surface. Furthermore, if the plate is far from the
jet, the small influence in the vorticity field due to the installation effect shows that
an isolated jet flow simulation could be used to extract the acoustic sources, whereas
the sound field is obtained with AcousticSolver in which the plate is included in
the mesh.
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6.3 Recommendations for Future Work
The methodology developed in this thesis has demonstrated the potential of using hybrid
methods for the investigation of academic and industrial relevant problems related to jet
noise analysis. In addition, key areas for future work have been identified through this
work to expand the capabilities of the present approach. In complex configurations, the
generation of meshes using only hexahedral elements is quite challenging. Therefore, the
LES/APE approach should be tested using different types of elements, such as tetrahedra
and pyramids, to simplify the mesh generation process. In fact, preliminary results have
been reported by Moratilla-Vega et al. [128] for the low Reynolds number case using
a tetrahedral mesh . The paper also shows that the use of this type of elements could
improve the efficiency of the method, since a smaller number of cells is required than
with hexahedral elements.
The computational cost of the current LES/APE framework is considerably high due
to both the far-field acoustic propagation requirements of the APE method and the
poor efficiency of AcousticSolver running in CPUs. Therefore, it would be interesting
to consider the implementation of the GPU required libraries in Nektar++ to study its
performance improvement. An alternative to the use of AcousticSolver would be the
implementation of the APE-4 set of equations in an existing high-order GPU accelerator-
based code such as PyFR [148] or OpenSBLI [157]. In particular, the computing
efficiency vs. numerical accuracy of PyFR has demonstrated to be approximately an
order of magnitude better than that of a second-order CPU based solver [147].
Studies that include all the source terms defined by the APE-4 system are also required
to demonstrate the applicability of the methodology on a broader variety of cases, such
as heated jets, in which the contribution of the entropy and temperature related acoustic
terms is essential. Furthermore, it would also be possible to analyse the impact of
turbulent inflow conditions on the distribution of the acoustic sources and, consequently,
on the far-field noise. Also, and following the investigation of the source made in Chapter
4, it is important to consider the development of an hydrodynamic-acoustic filtering
technique that could provide valuable information about the underlying turbulence-noise
generation mechanisms.
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Finally, the flexibility and efficiency of the coupling framework developed should be
extended to incorporate open-access flow solver codes that, in combination with the
open-source AcousticSolver, could be used by research communities. Preliminary work in
this direction has recently been undertaken by the author and co-workers in an ARCHER
embedded CSE project (eCSE12-20) focusing on the implementation of the coupling
framework also featuring OpenFOAM. The developed open-source library for OpenFOAM,
the guidelines for its implementation and a few tutorial cases of the LES/APE coupling
are available at https://github.com/mimove/Coupling-API so that the research
community can benefit from the work undertaken in this PhD thesis.
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A
comparison of the three SGS models introduced in Chapter 2 is presented in
this Appendix. To establish a fair comparison, the three SGS models are
applied to the S LES6 grid used in Chapter 4. Contours of instantaneous
normalised vorticity magnitude are shown in Figs. A.1 and A.2. The excessive SGS eddy
viscosity introduced by the Smagorinksy model produces a delay in the transition from
laminar to turbulence regime of the shear layer. Rollers and coherent pairing vortical
structures are seen in the Smagorinsky contours up until x/Dj ≈ 2.5 that should not
be present due to the high Reynolds number of the jet (∼ 106). The results obtained
with σ- and WALE models show a better development of the shear layers due to the fast
transition to turbulence after the nozzle exit.
Time-averaged velocity and stress results are shown in Figs. A.3-A.5. As expected,
σ- and WALE models results are in better agreement with the experiments than the
Smagorinksy model results. The potential core length is under-predicted in all the cases
due to the coarseness of the mesh, but it is longer for the σ- and WALE model cases.
Conversely, the σ-model provides a consistent decay rate of the centreline and lipline
axial stress whereas the WALE model exhibits a different decay rate after x/Dj ≈ 14.
The shear layer width variation of both σ- and WALE models is in good agreement with
the experiment of Arakeri et al. [149] whereas the Smagorinsky model result has a faster
spreading of the shear layer. The radial profiles also show the advantage of using σ- and
WALE models over Smagorinsky. In summary, the use of σ- and WALE models provides
a better estimation of the SGS eddy viscosity value than that of the Smagorinsky model.
Furthermore, due to the improved characteristics of σ-model, the comparison of some of
the statistics is in better agreement with the experiments than that of WALE model.
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(a) Smagorinsky model
(b) σ-model
(c) WALE model
Figure A.1: Contour of instantaneous normalised vorticity magnitude of SGS
comparison cases.
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Smagorinsky model σ-model WALE model
(a) x/Dj = 0.5. Colour scale ranges from 0.17 to 50.
(b) x/Dj = 1.25. Colour scale ranges from 0.17 to 17.
(c) x/Dj = 2.0. Colour scale ranges from 0.17 to 17.
Figure A.2: Contours of the instantaneous normalised vorticity magnitude at three
x/Dj locations. Left, Smagorinsky model, centre, σ-model and right, WALE model.
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-model
WALE model
Smagorinsky model
Bridges and Wernet
Arakeri  et al.
(a) Non-dimensional axial velocity
-model
WALE model
Smagorinsky model
Bridges and Wernet
Arakeri  et al.
(b) Non-dimensional axial stress at the centreline
(c) Non-dimensional axial stress at the lipline
Figure A.3: Mean axial velocity at the centreline and axial stress at the centreline
and the lipline. Comparison with experiments of Bridges and Wernet [141] and
Arakeri et al. [149].
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Figure A.4: Shear layer width variation along the axial direction. Legend as in
Fig. A.3.
(a) Non-dimensional axial velocity
(b) Non-dimensional shear stress
Figure A.5: Normalised mean axial velocity and shear stress profiles at different
downstream locations. Legend as in Fig. A.3.
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T
he isolated and installed one-third octave filtered PSD results of the LES/FWH
and LES/APE cases presented in Chapter 5 is provided here. The PSD
experimental data of Lawrence [12] is used for comparison. The results are
shown for both the unshielded and shielded sides at an observer location of 90◦ and at
a distance of one meter. Fig. B.1 shows the spectra of the LES/APE simulations. For
Strouhal numbers between 0.05 and 0.7 the spectra of both the isolated and installed
cases are within 1-2 dB of the experimental data. However, for frequencies above St > 0.7
the LES/APE spectra over-predicts the experimental PSD by 3-4dB. It is highly plausible
that this over-prediction is due to the laminar inlet conditions used in the simulations.
The cut-off frequency of all the PSD for the LES/APE is approximately at 1.35, which
is the value calculated in Tab. 5.2. Despite the over-prediction at high frequencies, the
LES/APE is in excellent agreement with the experiment.
The PSD obtained for the LES/FWH simulations is represented in Fig. B.2. The spectra
of the isolated configuration at both the unshielded and shielded sides is within 2-3dB
in agreement with the experimental data. On the contrary, the spectra of the installed
configuration under-predicts the low-frequencies of the spectrum (St < 0.4) by 3-4dB
in the unshielded side and by 4-6dB in the shielded side. This explains the under-
prediction of the ∆PSD presented in Fig. 5.16. The cut-off frequency of all the PSD
for the LES/FWH is approximately at 0.6, which is the value calculated in Tab. 5.2.
As in the rest of the cases of this PhD thesis the mismatch is most likely caused by
the excessive numerical dissipation of the second-order LES method. This is further
visualised in Figs. B.3 to B.5 where pressure perturbation contours of isolated single
frequencies for the LES results are shown.
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(a) Unshielded side (θ = 90◦, φ = 0)
(b) Shielded side (θ = 90◦, φ = 180)
Figure B.1: PSD results of the LES/APE cases scaled at one meter for the unshielded
and shielded sides at an observer location of 90◦. Comparison with experiments of
Lawrence [12].
174
B. Installed Jet Noise Spectra
(a) Unshielded side (θ = 90◦, φ = 0)
(b) Shielded side (θ = 90◦, φ = 180)
Figure B.2: PSD results of the LES/FWH cases scaled at one meter for the
unshielded and shielded sides at an observer location of 90◦. Comparison with
experiments of Lawrence [12].
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(a) D LES18
(b) D LES16In
Figure B.3: Contours of the real part of the filtered inverse Fourier transform of p′
for St = 0.2.
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(a) D LES18
(b) D LES16In
Figure B.4: Contours of the real part of the filtered inverse Fourier transform of p′
for St = 0.5.
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(a) D LES18
(b) D LES16In
Figure B.5: Contours of the real part of the filtered inverse Fourier transform of p′
for St = 1.
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