A Unified Precoding Scheme for Generalized Spatial Modulation by Cheng, P et al.
“© 2018 IEEE. Personal use of this material is permitted. Permission from IEEE must be 
obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes, creating 
new collective works, for resale or redistribution to servers or lists, or reuse of any 
copyrighted component of this work in other works.” 
 
1A Unified Precoding Scheme for Generalized
Spatial Modulation
Peng Cheng, Zhuo Chen, J. Andrew Zhang, Yonghui Li, and Branka Vucetic
Abstract—Generalized spatial modulation (GSM) activates nt
out of Nt (1 ≤ nt < Nt) available transmit antennas, and
information is conveyed through nt modulated symbols as well
as the index of the nt activated antennas. GSM strikes an attrac-
tive tradeoff between spectrum efficiency and energy efficiency.
Linear precoding that exploits channel state information at the
transmitter enhances the system error performance. For GSM
with nt = 1 (the traditional SM), the existing precoding methods
suffer from high computational complexity. On the other hand,
GSM precoding for nt ≥ 2 is not thoroughly investigated in the
open literature. In this paper, we develop a unified precoding
design for GSM systems, which universally works for all nt
values. Based on the maximum minimum Euclidean distance
criterion, we find that the precoding design can be formulated
as a large-scale non-convex quadratically constrained quadratic
program (QCQP) problem. Then we transform this challenging
problem into a sequence of unconstrained subproblems by lever-
aging augmented Lagrangian and dual ascent techniques. These
subproblems can be solved in an iterative manner efficiently.
Numerical results show that the proposed method can substan-
tially improve the system error performance relative to the GSM
without precoding, and features extremely fast convergence rate
with a very low computational complexity.
Index Terms—Spatial modulation, generalized spatial modula-
tion, linear precoding, maximum minimum Euclidean distance,
augmented Lagrangian.
I. INTRODUCTION
Generalized spatial modulation (GSM) [1]–[6] has recently
emerged as a novel low-complexity multiple-input-multiple-
output (MIMO) scheme to achieve an attractive tradeoff be-
tween spectrum efficiency and energy efficiecy. The philoso-
phy behind a GSM system with Nt transmit antennas is that,
at each time, only nt (1 ≤ nt < Nt) antennas are activated
for transmission. As such, a GSM system conveys information
through both the original signal constellation and the spatial
constellation [5] (antenna index space). The GSM with nt = 1
[1]–[3] is usually referred to as spatial modulation (SM) in
the literature. SM eliminates inter-channel interference (ICI),
rules out the need for inter-antenna synchronization, and only
requires a single radio frequency (RF) chain [7]. Note that
space shift keying (SSK) [7] can be considered as a special
case of SM without signal constellation. In contrast, GSM with
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nt ≥ 2 [4]–[6] introduces spatial multiplexing by activating
more than one antenna at each time slot, and the spectrum
efficiency is further enhanced.
To exploit the benefits of GSM, the maximum likelihood
(ML) detection algorithm, which jointly searches all the pos-
sible transmit antenna combinations (TACs) and the modulated
symbols, achieves the optimal error performance. This is
usually at the cost of prohibitively high computational com-
plexity. For practical implementation, many low-complexity
sub-optimal detectors such as sphere decoding [8], the ordered-
blocked minimum-mean-squared-error [9], Gaussian approxi-
mation [10], and the enhanced Bayesian compressive sensing
[11] have been designed. Generally, these algorithms represent
different levels of tradeoff between error performance and
computational complexity. In addition to the processing at
the receiver side, preprocessing at the transmitter to improve
the performance has been considered in many papers, mainly
for SM systems (nt = 1). For example, link adaptations
schemes [12]–[14] were proposed, where transmit parameters
are dynamically adapted to the changing channel conditions.
Another approach is to develop antenna selection methods
[15]–[17] to introduce transmit diversity in SM. Besides, the
power allocation between the pilot and data was optimized in
[18] for maximizing the capacity of SM systems, and the error
performance of SM was further optimized in [19] by finding
the optimal combination of the number of available transmit
antennas and the signal constellation size.
With channel state information (CSI) available at the trans-
mitter, linear precoding potentially provides another systematic
avenue to improving GSM error performance. In the literature,
precoding efforts are mainly focused on SM (nt = 1). Concep-
tually speaking, the precoding design for SM is fundamentally
different from conventional MIMO precoding [20], [21]. SM
precoding aims to maximize the separation of the effective
channel vectors for different active antennas, while conven-
tional MIMO precoding targets the alignment of the transmit-
ted signal with the channel matrix. Under the umbrella of the
maximum minimum Euclidean distance (MMD) criterion [5],
various linear diagonal transmit precoding methods have been
reported. In [22], the phase alignment technique was applied to
SM systems to improve the transmit diversity, but it is limited
to multiple-input single-output (MISO) channels. The pre-
scaling optimization based on semidefinite relaxation (SDR)
was proposed in [23]; however, it is only applicable to SSK
systems. A closed-form solution was derived for SM systems
only in the case of two transmit antennas [24]. By quantizing
the amplitude and phase of the precoding weights, the transmit
precoding (TPC) design in [2] enables a brute force search
2to optimize the complex precoding weights. To improve the
computational efficiency, the real and imaginary parts of the
precoding weights are separately optimized in [25] and [26],
respectively. An obvious disadvantage associated with the
MMD criterion lies in its non-convex nature. A recent paper
[27] relaxes such a non-convex MMD problem into a sequence
of convex subproblems, which can be solved by various convex
optimization methods [28]. The precoding design in [27] can
achieve a significantly improved error performance; however,
it needs to solve multiple convex optimization subproblems
before reaching convergence, and the convergence rate is
found by simulations to be very slow, resulting in a very high
computational complexity and processing delay.
In contrast to the abundant efforts in SM precoding, until
now little work is known on linear precoding for GSM with
nt ≥ 2, other than [27] which extends the linear diagonal
precoding method for SM to a simplified version of GSM,
where multiple active antennas transmit the same symbol
without spatial multiplexing to avoid ICI. To the best of our
knowledge, the precoding design for GSM with nt ≥ 2
remains an open challenge, including design criterion and
precoding process.
In summary, the existing GSM precoding design suffers
from high computational complexity for nt = 1 and no
known solutions exists for nt ≥ 2. This serves as the original
motivation for our work in this paper, where we take a
holistic view on linear GSM precoding, and develop a unified
precoding scheme over flat Rayleigh fading channels. Against
this background, our novel contributions can be summarized
as follows.
1) To establish the mathematical tools for the unified precod-
ing design, we first consider the case of SM (nt = 1).
A diagonal precoding structure is used to maintain the
single antenna activation. By transforming the original
precoding design criterion based on MMD, we formulate
the precoder design as a large-scale non-convex quadrat-
ically constrained quadratic program (QCQP) problem,
which is highly challenging to solve. By leveraging
augmented Lagrangian and dual ascent techniques [29],
we transform this non-convex QCQP problem into a
sequence of unconstrained subproblems in an iterative
manner, while each subproblem can be efficiently solved
by the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm [30]. This developed method is capable of handling
a large number of inequality constraints in the non-convex
QCQP problem.
2) As a generalization of the design philosophy for nt = 1,
we consider GSM with nt ≥ 2, and design a full
square precoding matrix set for all the TACs. Spatial
multiplexing is assumed across nt antennas. We find that
the precoding design for nt ≥ 2 could also be formulated
as a large-scale QCQP problem, which can be efficiently
addressed by the proposed method for SM. Consequently,
we jointly optimize all the precoding weights in a very
efficient way.
3) We further prove that our proposed precoding designs
for both cases aforementioned follow the same design ap-
proach and share the same optimization solution to large-
scale QCQP problems. Therefore, the proposed precoding
design provides a unified solution to GSM with 1 ≤
nt < Nt. This precoding scheme applies to any number
of activated antennas nt, and features low computational
complexity. Numerical results show that our methods can
substantially improve the error performance of GSM with
1 ≤ nt < Nt, and have extremely fast convergence rate
with a very low computational complexity.
In this paper, we limit our discussions to flat fading chan-
nels. However, with the well-known techniques such as or-
thogonal frequency-division multiplexing (OFDM) or single-
carrier transmissions [31], the proposed precoding matrix
design method could be easily extended to frequency-selective
fading channels. Moreover, our proposed scheme could also
find other potential applications such as massive MIMO and
millimeter wave transmission [32].
The rest of this paper is organized as follows. Section
II presents the system model of a SM system. Section III
describes the precoding design formulation for SM. Section
IV describes the proposed precoding method for SM systems.
Section V describes the proposed precoding methods for
GSM systems. In Section VI, extensive simulation results
are provided to validate the benefits of our methods. Finally,
conclusions are drawn in Section VII.
Notation: (·)T and (·)H denote transpose and conjugate
transpose, respectively. IN denotes an N ×N identity matrix,
and 0N denotes an N × N all-zero matrix. ‖a‖ denotes the
2-norm of a vector a. Tr (A) denotes the trace of a matrix
A. ⊗ denotes the Kronecker product. [A]k,n represents the
element in the k-th row and n-th column of a matrix A.
[x]+ represents max(x, 0). Re{x} and Im{x} represent the
real and imaginary parts of x, respectively. ∇ denotes the
gradient of a function. Λ = diag (a) changes a vector a into
a diagonal matrix Λ. CN (µ,Σ) denotes the complex vector
normal distribution with a mean vector µ and a covariance
matrix Σ.
II. PRELIMINARY
A. System Model
We commence by introducing the SM concept, and then
generalize it to the GSM scheme in Section V. Consider a
MIMO system with Nt transmit and Nr receive antennas
shown in Fig. 1. For ease of exposition, Nt = 2n is assumed
with n a positive integer. In contrast to the conventional spatial
multiplexing, the fundamental operational principle of SM is
to use both the spatial and signal constellations to convey
information. At each time slot, the first b1 = log2Nt bits
are mapped to a spatial constellation point drawn from the set
with the cardinality Nt
Sspatial = {e0, e1, · · · , ei, · · · , eNt−1}, (1)
where ei ∈ RNt , i = 0, · · · , Nt − 1, is the i-th column of
INt . In other words, only a single transmit antenna with index
i is activated at each time slot. Then, the last b2 = log2M
bits are mapped to a signal constellation point drawn from the
set with the cardinality M
Ssignal = {s0, s1, · · · , sm, · · · , sM−1}, (2)
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Fig. 1. The linear precoded SM transmission system based on ML detection.
where sm ∈ C, m = 0, · · · ,M − 1, is a power normalized
M -level modulated symbol.
The resulting transmit codebook S with the cardinality
NtM is the Cartesian product of Sspatial and Ssignal. Specifi-
cally, we have
S = {s0e0, s1e0, · · · , sM−1e0, · · · , sM−1eNt−1}. (3)
Then the SM symbol x = smei ∈ CNt is precoded by
a diagonal matrix Q = diag(q) with precoding weights
q = [q0, · · · , qNt−1]T ∈ CNt . Note that the precoding weights
are independent of signal constellation. Different from the con-
ventional MIMO precoding, SM precoding needs a diagonal
precoding matrix due to the single antenna activation. Clearly,
there are Nt unknown precoding weights to be optimized to
enhance the error performance of SM.
Assuming a quasi-static frequency-flat fading channel, the
received signal vector y ∈ CNr is given by
y = HQx + w
= qihism + w, (4)
where H = [h0, · · · ,hi, · · · ,hNt−1] ∈ CNr×Nt denotes the
flat-fading MIMO channel matrix, whose entries follow an i.i.d
circularly symmetric complex Gaussian distribution CN (0, 1),
and w ∼ CN (0, σ2INr ) is the additive noise vector.
B. Maximum Likelihood Receiver
For SM systems, the ML detector provides the optimal
performance by exhaustively searching through all candidates
of SM symbols x in the codebook S as
xˆML = arg min
x∈S
‖y −HQx‖2. (5)
In other words, the ML detector jointly decodes an SM
symbol, including both the transmit antenna index and the
transmitted symbol. Based on the ML detector, the error
performance for a given channel H can be approximated by
the sum of the pairwise error probability given by [2]
Pe ≤ P oe =
NtM−1∑
i=0
NtM−1∑
j=0,j 6=i
Q
(√
1
2σ2
di,j(q)
)
, (6)
where Q(x) = 1√
2pi
∫∞
x
e−
y2
2 dy, and di,j(q) = ‖HQ(xi −
xj)‖2 is the squared Euclidian distance between two SM
symbols xi and xj . At high signal-to-noise ratios (SNRs), P oe
in (6) can be simplified as
P oe = λ ·Q
(√
1
2σ2
dmin(q)
)
, (7)
where λ is the number of neighbor points [5], and dmin =
min∀i,j,i 6=j di,j(q) is the minimum squared Euclidian distance
among the codebook S.
III. PRECODING DESIGN FORMULATION FOR SM
The objective of the precoding design is to minimize the bit
error rate (BER) of SM systems over MIMO fading channels.
As P oe in (7) is a monotonically decreasing function of dmin,
the precoding design can be formulated as the following MMD
problem
(P0) max
q∈CNt
dmin(q)
s.t. ‖q‖2 ≤ Pt,
where Pt is the total power constraint at the transmitter.
We now derive a more detailed form of the objective
function in (P0). The squared Euclidian distance di,j(q) in
(6) can be calculated as
di,j(q) = ‖HQ(xi − xj)‖2
= (xi − xj)HQHHHHQ(xi − xj)
(a)
= Tr(QHHHHQ∆Xi,j)
(b)
= qH(HHH∆XTi,j)q
= qHRi,jq, (8)
where ∆Xi,j , (xi−xj)(xi−xj)H , Ri,j = HHH∆XTi,j ,
step (a) uses the trace property Tr(AB) = Tr(BA) for
matrices A and B, and step (b) uses the matrix rule in [33,
Eq. (1.10.6)] where  denotes the Hadamard product. As both
HHH and ∆Xi,j are positive semidefinite, based on [33, Page
104, Property 9], we find that Ri,j = HHH  ∆XTi,j is
positive semidefinite. At this stage, (P0) can be rewritten as
(P0) max
q∈CNt
min
∀i,j,i 6=j
qHRi,jq
s.t. ‖q‖2 ≤ Pt.
Remark 1: Note that the precoding optimization problem
in [27] is formulated to consider both signal and spatial
4constellations. In contrast, our formulation, like most of the
papers on SM precoding such as [2], [25], [26], only considers
the spatial constellation. This means that the problem in [27]
has the same optimization structure as (P0) (both take the
form of quadratic functions), and the only difference lies in
the dimension of the precoding weights to be optimized (MNt
in [27] and Nt in our case). For brevity, in the following we
use (P0) to represent the original MMD problem.
By introducing an auxiliary variable t, we have the equiv-
alent epigraph form [28] of (P0) as
(P1) max t
s.t. qHRi,jq ≥ t, ∀i, j, i 6= j
‖q‖2 ≤ Pt.
However, (P1) is a non-convex problem1, and therefore
it is extremely difficult to find the optimal solution to
(P1). A convex relaxation method to approximate (P1)
was proposed in [27]. The core idea of the convex re-
laxation is to linearize qHRi,jq by writing qHRi,jq as
Re
{
2qHk Ri,jq− qHk Ri,jqk
}
where qk represents the solu-
tion to the last iteration which will be explained later. The
approximated MMD (AMMD) problem in [27] is given by
max t
s.t. Re
{
2qHk Ri,jq− qHk Ri,jqk
} ≥ t, ∀i, j, i 6= j,
‖q‖2 ≤ Pt. (9)
As Re
{
2qHk Ri,jq− qHk Ri,jqk
}
is an affine function of q,
clearly (9) is a convex optimization problem that can be solved
by the primal-dual interior point method [28]. Initializing a
point q0 and iteratively solving (9) KAMMD iterations (times)
until convergence, we can obtain a sequence of solutions
{qk}KAMMDk=1 , and the last vector qKAMMD serves as the ap-
proximated solution to (P1).
The AMMD precoding method is able to achieve a favorable
error performance in the simulations; however, our investi-
gations found that the main limitation of this method lies
in its high computational complexity. The complexity of the
primal-dual interior point method to solve (9) is O (N2t Nr)+
O (M2N4t ). On the other hand, we need to solve (9) KAMMD
iterations, and KAMMD is found in simulations to be very
large. Therefore, the combined complexity imposes a great
burden in the real-time precoding design at the transmitter.
Remark 2: As discussed in Remark 1, the original AMMD
precoding method [27] considers both signal and spatial con-
stellations. In [27], there are NtM unknown precoding weights
to be optimized. Therefore, the complexity2 to solve a similar
form as in (9) at each iteration is O (M2N2t Nr)+O (M4N4t ).
Our numerical results (not shown here due to space limi-
tation) show that the original AMMD has the similar error
performance as that presented in (9). Therefore, the precoding
problem considered in this paper does not need to consider the
signal constellation. This also reduces the complexity involved
in the design.
1If the constraints are qHRi,jq ≤ t, then the problem becomes convex.
2Note that the three-order items were omitted in [27].
Let us review (P1) in an equivalent way. By the transfor-
mation in Appendix A, we can show that (P1) is equivalent
to the following problem
(P2) min
q∈CNt
‖q‖2
s.t. qHRi,jq ≥ d, ∀i, j, i 6= j,
where d is the target distance. The rationale behind (P2) is to
guarantee the minimum squared distance among the codebook
S, while pursuing the minimum power usage as the objective.
Taking a close look at (P2), we identify (P2) as a large-
scale non-convex QCQP problem; it can be calculated that the
number of the quadratic constraints in (P2) is NtM×(NtM−
1)/2, which is very large for large Nt and M . For example, for
a moderate SM system with Nt = 8 with M = 16, there are
8128 quadratic constraints. Naturally, it is extremely difficult
to obtain the globally optimal solution to such a problem. Note
that for a small-scale non-convex QCQP problem, a popular
method known as semidefinite relaxation (SDR) [34] has been
well established. SDR approximates this QCQP problem as a
convex semi-definite programming problem via relaxation. By
setting C = qqH and relaxing the problem through dropping
the rank 1 constraint of the matrix C, a globally optimal Cˆ
can be obtained by many convex optimization methods such as
the interior point method [28]. When rank(Cˆ) = 1, optimal q
is derived through the decomposition of Cˆ. However, with the
increased number of quadratic constraints, the probability of
achieving rank-one or low rank solutions by SDR is extremely
low, making the method not effective.
Consequently, to materialize the optimization problem in
(P2), we will develop an effective and efficient solution to
the large-scale QCQP problem (P2).
IV. THE PROPOSED PRECODING DESIGN FOR SM
SYSTEMS
In this section, we develop a novel algorithm to address
(P2) by leveraging augmented Lagrangian together with the
dual ascent technique [29]. The quasi-Newton method BFGS
[35] is incorporated in the proposed algorithm. We first review
the basic principle of the dual ascent technique.
A. Dual Ascent
Consider an equality-constrained convex optimization prob-
lem
min
x∈R
f(x)
s.t. Ax = b. (10)
The Lagrangian corresponding to (10) can be written as
L(x,λ) = f(x) + λT (Ax− b), (11)
where λ is the dual variable or Lagrange multiplier. The dual
function of (11) can be shown as
g(λ) = min
x∈R
L(x,λ) = −f∗(−ATλ)− bTλ, (12)
5where f∗(·) is the convex conjugate of f(·). The dual problem
with respect to the original problem in (10) is
max
λ
g(λ). (13)
Assuming that strong duality holds, the optimal values of the
primal and dual problems are the same. In this case, we can
recover a primal optimal point x? from a dual optimal point
λ? as
x? = arg min
x
L(x,λ?), (14)
provided there is only one minimizer of L (x,λ?). At this
stage, the dual ascent method consists of primal and dual
vectors, which are iteratively updated as below
xk+1 = arg min
x
L(x,λk) (15a)
λk+1 = λk + αk(Axk+1 − b), (15b)
where αk > 0 is a step size, and the subscript is the iteration
counter. The first step (15a) is an x-minimization step, and the
second step (15b) is a dual variable update. With appropriate
choice of k, the dual function increases in each step, i.e.,
g (λk+1) > g (λk).
B. Augmented Lagrangian Precoding Method
We now develop a new dual ascent method in terms of
augmented Lagrangian (AL) capable of bringing robustness
to the dual ascent method. Instead of having the equality
constraint in (10), here we need to deal with a massive number
of inequality constraints in (P2). For convenience, we first
convert (P2) to a real-valued form; this yields a real vector
m =
[
Re{q}T Im{q}T ]T ∈ R2Nt×2Nt , and a real matrix
Gi,j
Gi,j =
[
Re{Ri,j} −Im{Ri,j}
Im{Ri,j} Re{Ri,j}
]
. (16)
In this case, (P2) can be equivalently represented as
(P3) min
m∈R2Nt
mTm
s.t. mTGi,jm ≥ d, ∀i, j, i 6= j.
The augmented Lagrangian for (P3) can be written as
L(m, s,λ, µ)
= mTm−
NtM−1∑
i=0
NtM−1∑
j=0,j 6=i
λi,j
(
mTGi,jm− si,j − d
)
+
µ
2
NtM−1∑
i=0
NtM−1∑
j=0,j 6=i
(
mTGi,jm− si,j − d
)2
, (17)
where λ , {λi,j} is the dual vector,∑NtM
i=1
∑NtM
j=1,j 6=i
(
mTGi,jm− si,j − d
)2
is the penalty
item, and µ > 0 is the penalty parameter. Note that we
transform the inequality constraints mTGi,jm ≥ d in (P3)
to the equality constraints by introducing a slack vector
s , {si,j} and having mTGi,jm = d+ si,j with si,j ≥ 0.
Next, we elaborate on the details of updating the primal
vector m. Following a similar approach as in (15a), we
first minimize the augmented Lagrangian L(m, s,λk, µk) with
respect to m and s at the k-th iteration, given by
min
m,s
L(m, s,λk, µk) (18a)
s.t. s ≥ 0. (18b)
With reference to (17), it is clear that for each iteration,
si,j occurs in just two terms of (18a), which is in fact a
convex quadratic function with respect to each of these slack
variables. Therefore, the minimization process in (18a) can be
carried out with respect to each of the si,j separately. With
∇sL(m, s,λk, µk) = 0, we have
si,j = m
TGi,jm− d− λi,j,k
µk
. (19)
If this unconstrained minimizer is smaller than the lower
bound of 0, then since (18a) is convex in si,j , the optimal
value of si,j in (18a) is 0. The optimal value of si,j is therefore
given by
si,j =
[
mTGi,jm− d− λi,j,k
µk
, 0
]+
. (20)
Substituting (20) into L(m, s,λk, µk), we can obtain an
equivalent form L(m,λk, µk) without s. The items in (17) can
be written by (21) at the bottom of the page. Consequently,
L(m,λk, µk) can be written in a compact form as
L(m,λk, µk)
= mTm +
NtM−1∑
i=0
NtM−1∑
j=0,j 6=i
φ
(
mTGi,jm− d, λi,j,k, µk
)
,
(22)
where the function φ(z, a, b) is defined as
φ(z, a, b) ,
{
−az + b2z2, z − ab ≤ 0
− 12ba2, otherwise.
(23)
With the constraints removed, to minimize the augmented
Lagrangian L(m,λk, µk) in (22), we take advantage of the
BFGS algorithm [35], one type of quasi-Newton method.
The main advantage of BFGS is that it only requires the
computation of the gradient of L(m,λk, µk) with respect to
m,∇mL(m,λk, µk). In contrast, the Newton method requires
the calculation of the inverse of Hessian matrix of second
derivatives, which usually incurs prohibitively high computa-
tional complexity. In the context of BFGS, ∇mL(m,λk, µk)
can be calculated as
∇mL(m,λk, µk)
= 2m−
NtM−1∑
i=0
NtM−1∑
j=0,j 6=i
ψ
(
mTGi,jm− d, λi,j,k, µk
)
,
(24)
where the function ψ(z, a, b) is defined as
ψ(z, a, b) ,
{
(a− bz)∇z, z − ab ≤ 0
0, otherwise,
(25)
and ∇m(mTGi,jm − d) = 2Gi,jm. Now with
∇mL(m,λk, µk) in (24), the BFGS algorithm to minimize
6L(m,λk, µk) works as follows. The iteration process can be
shown as
ml+1 = ml − αlSlgl, (26)
where Sl is an approximation to the inverse Hessian matrix[∇2L(ml,λk, µk)]−1, gl = ∇mL(ml,λk, µk), and αk is a
step size. Defining the vectors
δl = ml+1 −ml, γl = gl+1 − gl, (27)
the BFGS algorithm requires the approximation matrix Sl+1
to satisfy
Sl+1γl = δl, (28)
and the matrix Sl+1 is updated by
Sl+1 = Sl +
(
1 +
γTl Slγl
γTl δl
)
δlδ
T
l
γTl δl
− δlγ
T
l Sl + Slγlδ
T
l
γTl δl
.
(29)
The detailed procedure for BFGS is summarized in Algorithm
2.
Once the approximate solution mk+1 is obtained by the
BFGS algorithm, we can use the following formula to update
the Lagrange multipliers and the penalty parameter
λi,j,k+1 =
[
λi,j,k − µk(mTk+1Gi,jmk+1 − d)
]+
(30)
µk+1 = ρµk. (31)
where the parameter ρ > 0. The procedure for the proposed
AL precoding method3 is summarized in Algorithm 1.
The property of the dual ascent technique [29] guarantees
that L(m,λk, µk) increases at each iteration until conver-
gence. Due to the non-convex nature of the MMD criterion
and the scale of inequity constraints, by theory only local
optimum can be guaranteed, and the gap between local and
global optimums is unknown. However, in practice, we tested
a large number of different initial points in simulations, and
we found that the solutions achieve similar values of dmin and
BER performance, which indicates that the proposed method
is not sensitive to the initial points. The performance and
convergence of the proposed method will be elaborated in
Section VI.
V. PRECODING DESIGN FOR GSM SYSTEMS WITH nt ≥ 2
In this section, we investigate the precoding design prob-
lem for GSM systems with nt ≥ 2. N = 2blog2 (
Nt
nt
)c
TACs can implicitly convey b1 = log2N bits. Let Ln =
(l
(0)
n , l
(1)
n , · · · , l(nt−1)n ) be the indicator for the n-th TAC
(n = 0, · · · , N − 1), where l(a)n is the index of the a-th
3Note that the result q from Algorithm 1 will be scaled to meet the total
power constraint at the transmitter.
Algorithm 1 Proposed Precoding Algorithm Starting from
(P3)
Initialization: Initialize 12Nt ← m0,∀i, j, i 6= j, 0.5← λi,j ,
10← µ0, 2← ρ, and 0← k. Repeat
1) Update the primal vector mk+1
mk+1 = arg min
m
L(m,λk, µk). (32)
2) Update the dual vector λk+1
λi,j,k+1 =
[
λi,j,k − µk(mTk+1Gi,jmk+1 − d)
]+
. (33)
3) Update the penalty parameter µk+1
µk+1 = ρµk. (34)
4) Set k ← k + 1.
Until convergence criterion is met.
Algorithm 2 The BFGS Algorithm for Solving (32)
Initialization: Initialize I2Nt ← S0 and 0 ← l. Define gl =
∇mL(ml,λk, µk). Repeat
1) Compute search direction dl
dl = −Slgl (35)
2) Update ml+1
ml+1 = ml + αkdk, (36)
where αk is computed by a line search procedure to
satisfy the Wolfe conditions [30].
3) Define δl = ml+1 −ml and γl = gl+1 − gl.
4) Update Sl+1 by
Sl+1 = Sl+
(
1 +
γTl Slγl
γTl δl
)
δlδ
T
l
γTl δl
− δlγ
T
l Sl + Slγlδ
T
l
γTl δl
.
(37)
5) Set l← l + 1.
Until convergence criterion is met.
active antenna (a = 0, · · · , nt − 1). Explicitly, nt active an-
tennas convey nt M -ary modulated symbols, or equivalently,
b2 = nt log2M bits. The transmit vector x is expressed as
x = [· · · , 0, s1, 0, · · · , 0, s2, 0, · · · , 0, snt , 0, · · · ]T ∈ CNt×1,
where x has exactly nt nonzero elements and each si (i =
1, · · · , nt) is drawn from the signal constellation set Ssignal.
Therefore, an overall b1 + b2 bits are transmitted per symbol
period. Next, we propose two different precoding designs
based on the MMD criterion.
− λi,j,k
(
mTGi,jm− si,j − d
)
+
µk
2
(
mTGi,jm− si,j − d
)2
=
{
−λi,j,k
(
mTGi,jm− d
)
+ µk2
(
mTGi,jm− d
)2
, mTGi,jm− d− λi,j,kµk ≤ 0
− 12µk λ2i,j,k, otherwise.
(21)
7A. Diagonal Precoding Design
The first design is to, as what we have done for SM, use
a diagonal matrix Qn = diag(0, q
(0)
n , · · · , 0, q(a−1)n , · · · , 0)
as a precoding matrix. Collecting all the unknown precoding
weights as a vector q ∈ CNnt given by
q =
[
q
(0)
0 , · · · , q(nt−1)0 , · · · , q(nt−1)N−1
]T
, (38)
and following the precoding process in SM, we can derive
a similar form as (P2), which can be addressed by our AL
method in Section IV in a very efficient way.
B. Full Precoding Design
The proposed second design has a different precoder struc-
ture from the first design. The multiplexing of signal constel-
lation symbols on active antennas results in ICI among active
antennas. Therefore, the precoding design does not need to
preserve the ICI-free property like SM, and the diagonal struc-
ture might not provide the best solution. Instead, we consider a
general case with a full square precoding matrix. Specifically,
we have a precoding matrix set Q = {Q0, · · · ,QN−1} with
Qn ∈ Cnt×nt designed for the n-th TAC. In this case, the
received signal can be shown by (39) at the bottom of the
page, where HLn represents the columns in H corresponding
to Ln, and xLn represents the transmit symbols in the active
antennas corresponding to Ln.
Considering that (39) has two summations, which are not
easy to handle, we rebuild the channel matrix and the trans-
mitted signal in a new form. We first construct a new channel
matrix as
H˜ =
[
H˜L0 , · · · , H˜Ln , · · · , H˜LN−1
]
∈ CNr×n2tN (40)
in which
H˜Ln =
[
H
(l
(0)
n )
, · · · ,H
(l
(0)
n )
, · · · ,H
(l
(nt−1)
n )
, · · · ,H
(l
(nt−1)
n )
]
(41)
= HLn ⊗ 11×nt ,
where each H
(l
(a)
n )
repeats nt times. Meanwhile, the transmit-
ted signal is rearranged as
x˜i =
[
0, · · · , x˜TLn , · · · ,0
]T ∈ Cn2tN , i = 0, · · · ,MntN,
(42)
where
x˜Ln = [xLn , · · · ,xLn , · · · ,xLn ]T︸ ︷︷ ︸
nt
. (43)
In (43), xLn also repeats nt times. Besides, the precoding
matrices in Q are collected together as
Q˜ =

Q′0
. . .
Q′n
. . .
Q′N−1
 , (44)
where Q′n = diag
(
vec
(
QTn
))
=
diag
([
p
(0,0)
n , p
(0,1)
n , · · · , p(nt−1,nt−1)n
]T)
.
Following the procedure in (40)-(44), we can rewrite (39) by
(45) at the bottom of the page. At this point, it is interesting to
find that (45) has the same structure as (4). More specifically,
Q˜ is a diagonal matrix with n2tN unknown precoding weights
in its diagonal, while x˜i only has n2t non-zero elements, all
incorporated in x˜Ln corresponding to the n-th TAC. Therefore,
the corresponding squared Euclidian distance di,j(Q) can be
given by (c.f. (8))
di,j(Q) = ‖H˜Q˜(x˜i − x˜j)‖2
= (x˜i − x˜j)HQ˜HH˜HH˜Q˜(x˜i − x˜j)
= (q′)HR′i,jq
′, (46)
where R′i,j = H˜
HH˜  ((x˜i − x˜j)(x˜i − x˜j)H)T , and q′ =
Diag(Q˜) ∈ Cn2tN includes all the precoding weights to be
jointly optimized. Similarly, the precoding design problem can
be formulated as
(P4) min
q′∈Cn2tN
‖q′‖2
s.t. (q′)HR′i,jq
′ ≥ d, ∀i, j, i 6= j.
Here, we can shed light on the fundamental properties of (P4).
• (P4) for nt ≥ 2 and (P2) for nt = 1 share the similar
structure. The only difference lies in the dimensions of
the solution, with n2tN precoding weights for nt ≥ 2
systems, and Nt for nt = 1. Both (P4) and (P2) can be
classified as a large-scale non-convex QCQP problem.
• As (P4) is a large-scale non-convex QCQP problem, it
can also be addressed by our AL method in Section IV.
y = HLnQnxLn + w
=
[
H(
l
(0)
n
), · · · ,H(
l
(nt−1)
n
)]

q
(0,0)
n · · · q(0,nt−1)n
...
. . .
...
q
(nt−1,0)
n · · · q(nt−1,nt−1)n


x(
l
(0)
n
)
...
x(
l
(nt−1)
n
)
+ w
=
nt−1∑
a=0
nt−1∑
b=0
q(a,b)n H
(
l
(a)
n
)x(
l
(b)
n
) + w, (39)
8TABLE I
A COMPARISON OF COMPUTATIONAL COMPLEXITY FOR Nt = 8, Nr = 4, AND QPSK.
Precoding Schemes Complexity Order Operation Numbers
Diagonal TPC [2] O (L1L2N2tM2Nr) 147456
AMMD [27] O (KAMMDM2N2t Nr)+O (KAMMDM4N4t ) 15790080
AL O (N2tM2)+O (N2t Nr)+O (KALN4tM2)+O (KALN2t nBFGS) 276224
• It is clear that the full square matrix Qn is developed
for nt ≥ 2. However, if we let nt = 1, Qn reduces
to a single scalar qn while H˜ and x˜i in (45) become
hn and sm in (4), respectively. This clearly demonstrates
that the approach we developed is a unified one, equally
applicable to all 1 ≤ nt < Nt, although the cases of
nt = 1 and nt ≥ 2 are treated separately in Sections IV
and V, respectively.
In a nutshell, the proposed second precoding design provides
a unified solution to all GSM systems.
VI. NUMERICAL RESULTS AND DISCUSSION
A. Computational Complexity
In this subsection, we first evaluate and compare the com-
putational complexity of the proposed AL precoding method
and the AMMD precoding method [27] for SM systems.
As stated in Remark 1, for AMMD, the main complexity
consist of two aspects: 1) the computational complexity of
the convex solving process at each iteration (solving a similar
form like (9)), and 2) the number of iterations required for the
convergence. By contrast, the main complexity for AL lies in:
1) the complexity in Algorithm 1 at each iteration, and 2) the
number of iterations required for the convergence.
According to [27], the complexity of the primal-dual interior
point algorithm to solve a similar form like (9) at each
iteration is O (M2N2t Nr)+O (M4N4t ). By contrast, for Al-
gorithm 1, each iteration incurs the complexity O (N4tM2)+
O (N2t nBFGS), which counts for the complexity of the BFGS
algorithm with nBFGS being the number of iterations [35].
In addition, we should consider the problem formulation
complexity for Algorithm 1, which comes from the calculation
of the gradient in (24) and updating the dual vector. This
problem formulation complexity is O (N2tM2)+O (N2t Nr),
which is small relative to the complexity at each iteration.
It is not difficult to find that AL has lower computational
complexity than AMMD at each iteration.
We then compare the convergence rates of the AL method
and the AMMD method by showing the probability mass
function (PMF) of the number of iterations. In Fig. 2, we
consider the SM system with Nt = 8, Nr = 4, and quadrature
phase-shift keying (QPSK). In the simulation, the convergence
threshold is  = 10−5 for both methods, and 105 simulation
trials were conducted to calculate the PMFs. By comparing
Fig. 2(a) with Fig. 2(b), it is clear that the AL method
converges much faster than AMMD. More specifically, for
AMMD more than 90% simulation trials require at least 30
iterations to converge. This is consistent with our previous
discussion on the slow convergence rate of AMMD. The
average number of iterations for AMMD in the simulation
is KAMMD = 15. In sharp contrast, for AL all the simulation
trials converge within 7 iterations, and the average number of
iterations is only KAL = 4.
Following the discussion in the previous two paragraphs, we
can conclude that the AL precoding method achieves much
lower computational complexity than the AMMD method.
In Table I, we summarize the complexity orders of three
different linear precoding methods. Specifically, we consider
the SM system with Nt = 8, Nr = 4, and QPSK over
uncorrelated Rayleigh fading channels. In the calculation of
operation numbers, the quantization levels of amplitude and
phase for the diagonal TPC [2] are L1 = 6 and L2 = 6,
respectively. In addition, consistent with the numerical results
in Fig. 2, we set KAMMD = 15 for the AMMD method and
KAL = 4 and nBFGS = 50 for the AL precoding method. It is
clearly shown that compared to AMMD, the proposed method
can reduce the complexity by orders of magnitude.
B. Performance for GSM with nt = 1 (SM)
In this subsection, we present numerical comparisons be-
tween our AL precoding method, the AMMD precoding
y = HLnQnxLn + w
=
[
H˜L0 , · · · , H˜Ln , · · · , H˜LN−1
]

Q′0
. . .
Q′n
. . .
Q′N−1


0
...
x˜Ln
...
0
+ w
= H˜Q˜x˜i + w. (45)
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Fig. 2. Convergence performance for precoded SM systems with Nt = 8,
Nr = 4, and QPSK. (a) AMMD; (b) AL.
0 1 2 3 4 5 6 7
d
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Pr
 (d
m
in
 
>
 d
)
Non-precoded SM
SDR
Diagonal TPC
AMMD
AL
3.3 3.4 3.5 3.6
d
0.36
0.38
0.4
Pr
 (d
m
in
 
>
 d
)
AMMD
AL
Fig. 3. The CCDF of the minimum distance dmin for different precoding
methods with QPSK and Nt = 8, Nr = 4.
method [27], and the diagonal TPC method [2] over uncor-
related Rayleigh fading channels. The non-precoded SM is
included for reference purpose. We also consider the SDR
with randomization algorithm [34] to solve the large-scale
non-convex QCQP problem in (P2). According to [27], the
AMMD precoding can achieve the optimal BER performance
among all the known linear precoding methods. The ideal CSI
is assumed to be available at the transmitter. In the following
figures, SNR is defined as the average received signal power
over noise power at each receive antenna.
In Fig. 3, we first compare the complementary cumulative
distribution function (CCDF) of the distance dmin (c.f. (7)) for
different linear precoding methods based on the MMD crite-
rion. We consider the SM system with Nt = 8, Nr = 4, and
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Fig. 4. BER comparison between different precoded SM systems with QPSK
and Nt = 8.
QPSK. First, we can find that either the diagonal TPC method
or the SDR with randomization method cannot dramatically
improve dmin relative to the original SM without precoding.
The reasons behind this can be explained as follows. Diagonal
TPC quantizes the amplitude and phase of precoding weights,
which is a suboptimal solution. On the other hand, although
SDR with randomization is a computationally efficient ap-
proximation approach to many non-convex QCQP problem
with a small number of constraints [34], its performance will
usually degrade with increasing number of constraints. By
contrast, it is clear that both AMMD and our AL precoding
method can significantly improve dmin in comparison to non-
precoded SM, and they achieve the same CCDF performance.
The probability Pr(dmin > 2) for non-precoded SM, SDR,
diagonal TPC, AMMD, and the AL precoding method is 0.17,
0.36, 0.4, 0.98, and 0.98, respectively. As dmin dominates the
error performance, it is expected that AMMD and AL can
substantially improve the system error performance relative to
the SM without precoding.
The BER performance comparison with QPSK is presented
in Fig. 4, where Nt = 8, Nr = 2 (solid lines), and
Nr = 4 (dashed lines). Clearly, a better error performance
can be obtained by increasing Nr from 2 to 4 for all the
methods. Consistent with the CCDF of dmin in Fig. 3, the
AL method achieves a similar BER performance to AMMD,
and significantly outperforms the other three methods. For
example, at BER=10−5, AL and AMMD achieve a 4 dB gain
compared to the non-precoded SM, and a 2 dB gain compared
to SDR and diagonal TPC.
Simulation was also performed for increased modulation
level (16-PSK) in Fig. 5, where Nt = 8, Nr = 4. Note
that 16-PSK rather than 16-quadrature amplitude modulation
(16-QAM) is used here because it was found in [5] that SM
associated with constant-envelope modulation usually provides
better performance than amplitude modulation schemes. It can
be observed that, similar to Fig. 4, the relative superiority of
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Fig. 5. BER comparison between different precoded SM systems with 16-
PSK and Nt = 8, Nr = 4.
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Fig. 6. The CCDF of the minimum distance dmin for different precoding
methods with BPSK and Nt = 5, Nr = 2, nt = 2.
AL and AMMD also holds.
From the simulation results in Figs. 2-5 and Table I, we
can conclude that both the AL and AMMD methods achieve
a similar error performance, which is notably improved com-
pared to that of the unprecoded SM. However, the AL method
has a reduced complexity by orders of magnitude relative to
AMMD.
C. Performance for GSM with nt ≥ 2
In this subsection, the numerical results are presented for
our proposed precoding design for GSM with nt ≥ 2.
Numerical comparisons are carried out among three schemes,
including non-precoded GSM, our diagonal precoding design
with AL, and our full precoding design with AL.
In Fig. 6, we compare the CCDF of the distance dmin for our
precoding designs over uncorrelated Rayleigh fading channels.
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Fig. 7. Comparison of BER performance for different GSM systems with
BPSK and Nt = 5, Nr = 2, nt = 2, uncorrelated Rayleigh channels.
In this specific example, we have Nt = 5, Nr = 2, and nt = 2,
which leads to a total of N = 8 TACs. Since GSM incurs a
relatively high computational complexity at the receiver [11],
we employ BPSK for a low-complexity implementation. It
is shown that our new diagonal and full precoding designs
can substantially improve dmin in comparison to non-precoded
GSM. The probability Pr(dmin > 2) for non-precoded GSM,
the diagonal precoding design, and the full precoding design
is 0.01, 0.13, and 0.92, respectively, which clearly indicates
the full square precoding offers the best solution to GSM
based on the MMD criterion. Furthermore, the improvement
of dmin is much more significant than that in Fig. 3 for SM.
The reason is that there are only Nt precoding weights to be
optimized for SM while n2tN precoding weights for GSM with
the full precoding design. Compared to SM, the computational
complexity for GSM with the full precoding design increases
to O (n4tN2M2) + O (n4tN2Nr) + O (KALn8tN4M2) +
O (KALn4tN2nBFGS), which is still affordable for small nt.
In Fig. 7, we compare the unprecoded GSM error per-
formance with the new precoding designs in uncorrelated
Rayleigh fading channels. The simulation parameters are
Nt = 5, Nr = 2, and nt = 2, which are the same with
those in Fig. 6. It is shown that the new full precoding design
notably outperforms the diagonal precoding design and the
conventional unprecoded GSM. For example, at BER=10−3,
the full precoding design is more than 7 dB superior to the
non-precoded one and 3 dB better than the diagonal precoding
design. The huge performance gains come from the fact that
the new full precoding design has the capability of jointly
optimizing the total of n2tN = 32 precoding weights. It
is also worth noting that the precoding gain can enlarge
with increasing nt; however, a large nt will degrade the
energy efficiency of GSM systems at the transmitter while
increasing the computational complexity at the receiver. Note
that Fig. 4 and Fig. 7 have the same spectrum efficiency (5
bits/s/Hz), the BER performance for non-precoded SM with
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nt = 1 is slightly better than non-precoded GSM; however,
with precoding, we can find that precoded GSM significantly
outperforms precoded SM. This demonstrates that precoding
is vital in GSM implementations.
To demonstrate the robustness of the new precoding design
in different channel conditions, in Fig. 8 we consider the error
performance of GSM over highly correlated Rayleigh fading
channels where Nt = 5, Nr = 2, and nt = 2. The channel
matrix can be represented by H = Θ1/2R Hi.i.dΘ
1/2
T with
[ΘR]i,j = ρ
|i−j| and [ΘT ]i,j = ρ
|i−j| being the correlation
matrices for the receive and transmit antennas, respectively,
while Hi.i.d represents an i.i.d. Rayleigh fading channel. Here,
the uncorrelated (ρ = 0), correlated (ρ = 0.5) and highly
correlated (ρ = 0.8) MIMO channels are considered. It is
found that the full precoding design always has an effective
precoding gain for both scenarios. For example, at BER=10−2,
the new precoding design achieves an SNR gain of 6.5 dB for
ρ = 0.5, and around 7 dB for ρ = 0.8. The results validate
the robustness of the new precoding design against channel
correlation.
In Fig. 9, we further evaluate the error performance of our
design in the presence of imperfect CSI. Such imperfection
originates from channel estimation and/or feedback errors. The
model of imperfect CSI is given by
H′ = H + Hr
where Hr is the error matrix whose entries follow an i.i.d cir-
cularly symmetric complex Gaussian distribution CN (0, σ2r).
The error performance of the new design with different error
levels is compared in the figure, where Nt = 5, Nr = 2, and
nt = 2. As expected, the error performance degrades with
imperfect CSI; however, the full precoding design can still
achieve an effective precoding gain compared to non-precoded
GSM. For example, at BER=10−4, the new precoding method
achieves an SNR gain of about 5.0 dB and 6.3 dB for σ2r = 0.3
and σ2r = 0.1, respectively, which demonstrates the superiority
of our new design.
From the simulation results in Figs. 6-9, we can conclude
that the new full precoding design can notably improve the
error performance of GSM without precoding, while offering
the advantage of fast convergence rate with a low compu-
tational complexity provided by the AL method in Section
IV. Therefore, the new design is highly beneficial to practical
implementations.
VII. CONCLUSION
In this paper, we proposed a unified precoding scheme for
GSM systems based on the MMD criterion, which universally
works for any number of activated antennas. We found that
the precoding design can be formulated as a large-scale non-
convex quadratically constrained quadratic program (QCQP)
problem. To address this challenging problem, we transformed
it into a sequence of unconstrained subproblems by leveraging
augmented Lagrangian and dual ascent techniques. These
subproblems can be solved in an iterative manner efficiently.
Numerical results show that the proposed method can sub-
stantially improve the system error performance relative to
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the GSM without precoding, and has an extremely fast con-
vergence rate with a very low computational complexity.
APPENDIX A
PROOF OF THE EQUIVALENCE BETWEEN (P1) AND (P2)
Basically, we use a similar technique to that in [36] to prove
this equivalence. We denote (P1) with the power constraint
Pt as P1(Pt) and (P2) with the constraint d as P2(d). Let
the optimal solution of P2(d) be q2 with the power Ps. In
this case, we can easily show that the problem P2(Ptd/Ps)
has the optimal solution q′2 =
√
Pt/Psq2 with the power Pt.
Furthermore, we have
(q′2)
HRi,jq
′
2 ≥ Ptd/Ps. (47)
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Obviously, q′2 is feasible in P1(Pt), which means the optimal
solution q1 of P1(Pt) must satisfy
qH1 Ri,jq1 ≥ Ptd/Ps. (48)
This implies that q1 is feasible and optimal in P2(Ptd/Ps).
As such, q1 and q2 is equivalent in P2(Ptd/Ps), and thus
equivalent in P1(Pt). Then, we can reach the conclusion that
(P1) is equivalent to (P2).
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