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Summary 
In field experiments involving a large number of experimental 
plots, a neighbour analysis can be used to control 
environmental variation by estimating the trend within blocks. 
The effect of interplot competition is also another important 
source of variation which has an influence on the estimation 
e. of treatment contrasts. To reduce the effect of the variation 
from these sources and to improve the precision of comparison 
between treatments, a spatial model is proposed for 
incorporating trend effect and interplot competition. It is 
determined by a modification to the residual maximum 
likelihood neighbour analysis of Gleeson and Cullis (1987). 
Two different methods of defining interplot competition are 
used in this model. Real examples illustrate this 
methodology. The results indicated that the model which 
incorporated trend effect and interplot competition gave no 
appreciable difference in mean SED compared with the model 
taking into account only the trend effect. However, the 
ranking of estimated treatment means did differ. The 
significance of both the competition coefficient and trend 
effect are important indexes in assessing the usefulness of 
the model. 
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!• 2 Introduction 
A major source of variation in a field experiment is the lack 
of uniformity across the field. The most common way of 
controlling environmental variation is appropriate use of 
blocking techniques. But, when a large number of treatments 
are to be compared in a field trial, the blocking method may 
be ineffective. Recently, spatial analysis has been widely 
discussed as an alternative method for such situations. The 
aim is to remove the trend effect or variation within the 
blocks from the treatment contrasts by using the association 
between neighbouring plots. Some of the major papers are 
Wilkinson et al. {1983), Patterson and Hunter {1983), Green et 
al. {1985), Williams {1986), Besag and Kempton {1986) and 
Gleeson and Cullis {1987). All proposed techniques are based 
on a 'trend + error ' model and employ, at least implicitly, 
some form of differencing of data to remove an assumed trend. 
These neighbour analyses differ in the assumptions about 
trend, and their methods of estimation. 
An important additional source of variation is that 
contributed by the effects of plant competition. There is a 
large literature on plant competition in field experiments, 
and there is evidence to show that their effects can be 
important in some situations. Kempton {1982) found that 
competition effects between adjacent single row plots in sugar 
beet trials caused unadjusted estimates of the difference in 
variety means to overestimate the true difference by as much 
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as 40%. Wilkinson et al. (1983}, and Besag and Kempton (1986} 
found that the interplot competition might cause inefficient 
estimation of treatment contrasts. There have also been 
investigations into the effects of competition on the means of 
each of several characteristics. Jensen and Federer (1964), 
and Austin and Blackwell (1980) have shown that the interplot 
competition can lead to biased estimates of yield when 
varieties differ substantially in plant height. Workers in 
many crops have found competition to be associated with 
varietal differences in tillering ability (Gomez, 1972}, root 
size {Kempton, 1982}, and canopy size (Cannell et al., 1977). 
The competition effect can be eliminated most simply through 
additional spacing or through the use of border rows. 
However, this may increase the heterogeneity within blocks and 
increase the amount of material requiring a resource which is 
limiting (Federer and Basford, 1990). Another method of 
correcting for interplot competition effects is to measure and 
remove the correlation between the yield of any particular 
plot and the yield of its neighbouring plots. 
Different authors have chosen various combinations of 
neighbouring plots to describe competition effects and have 
used different methods of estimating the correlation 
coefficient. Mead (1967) considered an hexagonal array with 
the six nearest plots as neighbours. He produced a method of 
estimating the correlation coefficient by transforming the 
observed variable to another variable which does appear to 
satisfy the assumption of normality for the estimated 
correlation coefficient. Kempton (1982) introduced an 
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·additional term proportional to the mean of neighbouring plots 
by consider~a one-dimensional array with the two nearest 
plots as neighbours. The mean of neighbouring plots is used 
as a simple covariate and maximum likelihood used to estimate 
competition effects. 
Pearce (1957) considered a model incorporating plot 
interference in which the yield of a plot is assumed to have 
been directly influenced by the treatment effect applied to 
that plot and by the treatment applied to each neighbouring 
~ plot. He defined all plots from the same block to be 
neighbours and used ordinary least squares for the linear 
model to estimate competition effects. Besag and Kempton 
(1986) have followed Pearce's method for assessing competition 
effects but used the two nearest plots as neighbours. Federer 
and Basford (1987) took the four nearest plots to be 
neighbours and used the corresponding plot shape for weighting 
in a least squares method of estimating competition effects. 
Kempton and Lockwood (1984) introduced other variables as a 
covariate in the model; the covariate being equal to the 
difference between the plot value and the mean of the two 
neighbouring plots. Draper and Guttman (1980) considered the 
competition effects on a plot to depend only on the treatment 
of the neighbouring plots. They fitted a non-linear model by 
incorporating interplot competition assuming only plots which 
:r,1i 
are physically adjacent nhorizontally, vertically or 
diagonallyn mutually affect each other. 
In this study, a spatial model for incorporating trend effect 
predicted from neighbouring plots and interplot competition 
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is considered by a modification to the REMLN analysis of 
Gleeson and Cullis (1987) . For comparison, the method 
proposed by Besag and Kempton (1986) and the method of using 
the mean of neighbouring plots as a simple covariate to assess 
only the competition effect are also used. The estimates of 
experimental error mean square and standard error of mean 
differences are used as criteria for determining the 
effectiveness of the model. The effect of trend and interplot 
competition- on comparisons of estimated treatment means and 
their ranking is also investigated for these methods. 
Model and Estimation 
The yield of a plot is assumed to have been influenced 
directly by the treatment applied to it and indirectly by the 
treatments applied to each neighbouring plot. Under 
additivity of direct and neighbour treatment effects, Besag 
and Kempton (1986) proposed a model taking into account 
interplot competition or plot interference as follows: 
y = B1t + Til + RTJS + t (1a) 
le 
I 
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where y is an n-vector of plot yields, 
x is a b-vector of block effects with incidence 
matrix B, 
T is the corresponding design matrix, 
a is a t-vector of treatment effects, 
R is the neighbour incidence matrix, 
E is a t-vector of competition effects, and 
~ is an n-vector whose elements represent local error. 
If ~ represents the independent error term with mean zero and 
variance ac 2 , estimation of x, a and E proceeds by ordinary 
least squares for the linear model. The estimated treatment 
mean adjusting for competition effect is obtained by 
subtracting 2E from the unadjusted mean. 
An alternative model in which to investigate the effect of 
competition between plots on the mean yield of two 
neighbouring plots is 
y = & + ru + xo + ~ (lb) 
where X is an n-vector of the mean yield of neighbouring plots 
and is calculated by X = Ry, 
o is a common competition coefficient, 
and all other terms were defined in equation (la) . 
The parameters and the treatment mean can be estimated by an 
analysis of covariance. The estimated covariate regression 
coefficient can be interpreted as the competition coefficient. 
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Let D=BITIRT for model (la) 
or D=B/T/X for model (lb) 
Then, we can rewrite (la) or (lb) as 
y = vr + 't (2) 
In taking into account the local variation in soil fertility, 
the method extends immediately to incorporate trend effects by 
following the residual maximum likelihood neighbour analysis 
of Gleeson and Cullis (1987). Thus a neighbour model for 
incorporating both trend effect and interplot competition can 
be written as 
y=Dr+e+n ( 3) 
where y, D and r are defined above, e is an n-vector of trend 
effects, and n is an n-vector of measurement error, assumed to 
be independent N(O,cr 2 ) deviates. 
The elements of e are assumed to be represented by an 
. e ARIMA (p, d, q) I where ARIMA (p, d, q) denotes a model for a random 
process whose dth differences follow an autoregressive order p 
with moving average order q process. 
The model for the differenced data can be written as 
where n is an (n-d)xn matrix specifying the form of 
differencing. 
(4) 
Assume the expectation of the differenced trend is zero, i.e. 
E(ne)=O. After differencing, the variance of ne is locally 
constant, 
where crt 2 is the variance of ne and V(8) is a matrix of 
correlation- coefficients. 
Further assume that the ne are independent of n. Then the 
expectation and variance of the differenced data are 
and 
respectively, where H = cr~ 2 /cr 2 V(8) + nn'. 
The variance parameters to be estimated are cr 2 , crt2 and 8. 
Residual maximum likelihood (REML) estimation is used to 
estimate the variance parameters and the REML estimate of the 
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treatment effects is the weighted least squares estimate 
obtained by substituting the REML estimates for crt 2 /cr 2 and 0. 
The estimation can be carried out iteratively by the method 
given by Gleeson and Cullis (1987). The standard error of 
mean differences (SED) and the estimated trend effects are 
calculated using the REML estimate of H. 
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It is necessary to decide which of various choices of p, d and 
q will provide an adequate description of the random trend. 
The diagnostic test proposed by Ljung (1986) is used for model 
selection by investigating the effect of model 
misspecification on estimation of treatment effects and 
variance parameters. By simulation studies, Martin (1986), 
Besag and Kempton (1986), Gleeson and Cullis (1987) and Lill 
et al. (1988) suggest that for field trials, a low order 
ARIMA(p,d,q) model, with p=O or 1, d=1 or 2 and q=O will 
generally provide an adequate fit. 
Example 
The data sets from field bean experiments provided by Kempton 
and Lockwood (1984) and the Australian Interstate Wheat 
Variety Trials, Series 19.2 in 1989 are used to illustrate 
these models. 
For the field bean experiments, the aim was to assess the 
yield potential of six varieties and to investigate the 
possibility of interference among these varieties. The design 
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consisted of four repeats of a balanced linear arrangement of 
36 plots, with ends bordered, in which all varieties occurred 
both as left- and right-hand neighbours of each other exactly 
once. The trial was grown with a single row, 3 m long with 50 
em spacing between rows and no gap between plots. The field 
layout and yield (g/row) are shown in Table 1. 
For the wheat experiments, the 16 trials had 26 varieties with 
3 or 4 replicates. Each trial was laid out as a randomized 
complete block design with 28 plots in each block including an 
additional treated plot at each end. 
tl The data for both the field bean and wheat experiments were 
analyzed assuming a randomized complete block design (RCBD), 
Besag and Kempton's method of adjustment for interference 
between neighbouring treatments (BKC), the method of using the 
mean yield of two neighbouring plots for adjustment for 
interplot competition (MNC), residual maximum likelihood 
neighbour analysis for adjusting for interplot competition 
with both the BKC technique (RBKC) and the MNC technique 
(RMNC), and residual maximum likelihood neighbour analysis 
(REML). The RBKC, RMNC and REML methods were fitted assuming 
an ARIMA(O,l,O) with 6bO. 
The summary results of the RCBD, BKC, MNC, RBKC, RMNC and REML 
analyses of yield for the bean experiment are presented in 
Table 2. Every method gave highly significant differences 
between treatments. The significance of the F test for the 
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competition effect in the analysis of variance for the model 
incorporating this indicates that a competition effect does 
exist. However, the BKC model gave no significant competition 
effect. This may be caused by the trend effect indicated by 
the significance of residual lag 1 autocorrelation. The 
estimated competition effect for BKC and RBKC, and competition 
coefficient for MNC and RMNC are also presented {Table 2). 
The subsequent adjustment to treatment means and their ranking 
(Table 2) indicates that there were some differences in the 
adjustment made by the various methods. The BKC and RBKC gave 
the same ranking of estimated treatment means but it was 
different to the one obtained by the other methods, i.e., MNC, 
~ RMNC, RCBD and REML. 
In comparing error mean squares (EMS) and mean standard error 
of differences (SED) among the methods, the BKC and MNC gave 
smaller EMS than the RCBD but gave mean SED not appreciatively 
different while RBKC, RMNC and REML gave the smaller EMS and 
mean SED. There was no appreciable difference in efficiency 
of treatment contrasts between the BKC and MNC methods, and 
among RBKC, RMNC and REML methods. However, the RMNC method 
gave inadequate description of the trend indicated by the 
significant of the residual lag 1 autocorrelation. 
The procedure of adjustment for interplot competition by the 
BKC method is extremely cumbersome and requires a large amount 
of computer memory which may be not available if there are a 
large number of treatments. The results of the bean 
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experiment showed that there was no appreciable difference in 
mean SED between BKC and MNC, and between RBKC and RMNC 
methods. Therefore, only the MNC and RMNC analysis are 
considered for adjusting for interplot competition and 
neighbour effects in the wheat trials. 
The summary results for the Interstate Wheat Variety Trials 
are presented in Table 3. The significance of the estimated 
competition coefficient for the MNC method for every site 
except Biloela indicates that competition effects exist. At 
Biloela a possible reason for the non-significant competition 
effect is the existing trend effect indicated by the 
significance of residual lagl and lag2 autocorrelations in the 
model. However, other sites, e.q. Cungena, Narrabri and 
Wellcamp, do have both significant residual lagl and lag2 
autocorrelations as well as significant competition 
coefficient. After taking into account the trend effect, the 
RMNC method gave significant competition effects at every site 
except Dooen and Kapinnie. There the non-significance of the 0 
~ 
estimated competition coefficient appears to be caused by an 
inadequate description of the trend using the RMNC method and 
no significant trend effect using the MNC method. 
The plots of the deviation of ranking of estimated treatment 
means for MNC, RMNC and REML methods from that obtained for 
the RCBD method (Fig.l) illustrate the difference or change in 
ranking obtained from the vaLious methods. If there is no 
different or change in ranking the points would lie on the 
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zero line. The scatter plots (Fig.l) indicate that there are 
some changes in the ranking of the treatment means. For the 
MNC method, there is a large change in ranking of estimated 
treatment means at Cungena and Drillham which have a large 
competition coefficient. When the absolute size of the 
estimated competition coefficient is decreased, such as at 
Canberra, Trayning and Wagga, the change in ranking is also 
decreased. Thus the degree of change in ranking seems to 
depend on the size of the estimated competition coefficient. 
A similar interpretation of the deviation of the change in 
ranking of the estimated treatment means for the RMNC method 
from that obtained for the REML method (Fig.2) can be 
inferred. 
In comparing EMS and mean SED among the methods, the MNC 
method gave an EMS and mean SED smaller than or equal to that 
of the RCBD method. The significance of the lagl or lag2 
autocorrelations in the RCBD model for every site indicates 
the existence of a trend, except for Canberra and Yanco. When 
also taking into account the association between plots, the 
REML method gave EMS and mean SED not appreciatively different 
from those from the RMNC method. For the comparison between 
the RMNC and MNC methods the result depended on the 
significance of the trend and competition effects. If the 
RMNC model gave an adequate description of trend and the MNC 
model showed significance of the association of neighbouring 
plots, then the RMNC method gave a smaller EMS and mean SED 
than the MNC method. However, when the MNC model gave no 
significant association of neighbouring plots or the RMNC 
model gave an inadequate description of the trend, the RMNC 
did not necessarily decrease the EMS or mean SED. 
Discussion 
The model for incorporating trend effect and interplot 
competition has been applied to a small bean data set and 
several larger wheat sets. However, the effect of two 
different methods of defining interplot competition has been 
investigated only for the bean data. It is clear that the 
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4lt addition of a term for competition effects into the 
conventional model can improve the efficiency of estimation of 
treatment contrasts. The ranking of estimated treatment means 
obtained from the various ways of defining interplot 
competition in the model may or may not differ. When the mean 
of neighbouring plots was used to assess competition effect, 
there was some change in the estimated treatment means and 
their ranking compared with RCBD. The degree of change 
depended on the significance and size of the estimated 
competition coefficient. After taking into account the trend 
effect, the RMNC model assuming an ARIMA(0,1,0) with 960 trend 
was more efficient in estimating the EMS and mean SED than the 
MNC model, but it was not significantly different from the 
REML model. However, the estimated treatment means and their 
ranking obtained from the RMNC and REML model were different. 
The significance of both the competition and trend effects are 
.~. 
~ ~ 
. ' 
j 
l 
I 
·e 
I 
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important indexes in assessing the usefulness of the RMNC 
method. 
The incorporation of both trend and competition into the model 
has been shown to be sensitive to differences in the way 
interplot competition is assessed. More work is need to 
determine the most appropriate method of defining interplot 
competition and the specification of a test for the existence 
of competition effects. 
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'able 1. Field layout and corresponding yield (g/row) of single-row plot from bean trial adopted from Kempton and Lockwood (1984) 
------------------------------------------------------------------------------------------------------------------------------------------------------
B (B D A E c F) (F E D c B A) (A D B F c E) (E B c A F D) (D F B E A C) (C D E F A B) B 
95 350 230 355 370 280 185 200 440 280 255 420 240 460 300 430 350 315 455 410 380 305 605 540 315 375 510 405 495 515 395 330 365 620 290 455 505 495 
F (F E D c B A) (A D B F c E) (E B c A F D) (D F B E A C) (C D E F A B) (B D A E c F) F 
>80 470 510 310 185 500 250 360 300 420 335 275 445 490 415 255 350 450 370 220 380 480 605 545 355 325 400 575 425 615 560 425 185 585 520 220 435 550 
A (A D B F c E) (E B c A F D) (D F B E A C) (C· D E F A B) (B D A E c F) (F E D c B A) A 
>55 480 360 350 195 330 320 415 300 180 455 465 375 520 455 405 510 405 195 230 275 405 470 475 485 500 335 630 475 320 520 300 530 290 275 450 455 730 
B (B A F E D C) (C A E B F D) (D F A c B E) (E c F B D A) (A B c D E F) (F c E A D B) B 
160 470 495 310 470 205 270 225 335 415 335 405 385 355 375 385 240 445 395 405 290 365 500 300 510 535 470 315 320 470 555 320 340 525 455 280 420 565 
·------------------------------------------------------------------------------------------------------------------------------------------------------
' 
~~ 
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Table 2. Summary table for yield analysis of bean experiment 
RCBD 
Source df ms f 
treatment 5 143939 21.20** 
competition 
Error 135 6791 
CV. ( %) 21.1 
Me am 391 
Mean SED 23.8 
lag1 0.283* 
lag2 0.263* 
competition-
coefficient 
competition-
effect 
Adjustment for competition 
BKC MNC 
df ms f df ms f 
5 143939 22.10** 5 146754 22.81** 
5 13993 2.15 1 40539 6.30* 
130 6514 134 6434 
20.6 20.5 
391 391 
23.3 23.3 
0.266* -0.003 
0.201* 0.161 
-0.267* 
13.6 
-22.1 
-18.0 
24.7 
-10.6 
12.4 
Residual maximum likelihood 
RBKC 
df ms f 
5 138897 29.41** 
5 12406 2.63* 
129 4722 
17.8 
391 
20.4 
0.033 
-0.031 
12.7 
-21.0 
-18.2 
25.5 
-9.8 
10.8 
RMNC 
df ms f 
5 130708 28. 69** 
1 22030 4.84* 
133 4556 
17.8 
391 
20.7 
0.169* 
0.013 
-0 .118* 
-
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REML 
df ms f 
5 138457 27.91** 
134 4961 
18.3 
391 
20.9 
0.049 
0.037 
--------------------------------------------------------------------------------------------------------------------------
Table of treatment mean 
mean rank 
456 2 
434 3 
279 6 
319 5 
470 1 
388 4 
Note * significant at 5% level 
** significant at 1% level 
mean rank mean rank 
483 1 455 2 
390 4 437 3 
243 6 284 6 
368 5 313 5 
449 2 473 1 
412 3 384 4 
mean rank mean rank mean rank 
481 1 456 2 456 2 
393 4 434 3 436 3 
243 6 281 6 281 6 
369 5 318 5 317 5 
451 2 471 1 472 1 
408 3 386 4 386 4 
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Table 3 . Summary table for yield analyses of wheat trials 
------------------------------------------------------------------
Site Model lag1 1ag2 competition EMS Mean SED 
coefficient 
------------------------------------------------------------------
BILOELA RCBD 0.46* 0.32* 0.31 7.17 0.46 
MNC 0.32* 0.33* 0.27 0.27 7.17 0.44 
RMNC 0.23 0.08 -0.05** 0.02• 7.17 0.27 
REML 0.16 0.06 0.02 7.17 0.26 
CANBERRA RCBD 0.15 -0.26 0.53 7.10 0.51 
MNC 0.15 -0.11 -0.22** 0.46 7.10 0.48 
RMNC 0.13 -0.14 -0.23** 0.42 7.10 0.48 
REML 0.14 -0.28 0.52 7.10 0.52 
CUNGENA RCBD 0 .47* 0.34* 0.18 2.86 0.30 
MNC 0.30* 0 .31* 0.65** 0.10 2.86 0.23 
RMNC -0.09 -0.02 -0.03** 0.01 2.86 0.13 
REML -0.03 -0.12 0.01 2.86 0.13 
DRILLHAM RCBD 0.42* 0.22* 0.12 4.37 0.24 
MNC -0.13 0.25* 0.68** 0.07 4.37 0.18 
RMNC -0.13 0.25* 0.68** 0.07 4.37 0.18 
REML -0.09 0.08 0.00 4.37 0.15 
DOOEN RCBD 0.28* 0.13 1.33 8.50 0.82 
MNC 0.34* 0.20 0.30** 1.25 8.50 0.80 
RMNC 0.33* 0.14 0.20 1.04 8.50 0. 77 
REML 0.17 0.05 0.96 8.50 0. 76 
KAPINNIE RCBD 0.10 0.27* 0.43 9.00 0.46 
• 
MNC -0.19 0.15 0.27** 0.39 9.00 0.44 
RMNC -0.17 0.11 0.21 0.35 9.00 0.44 
REML -0.02 0.06 0.26 9.00 0.42 
-~, MERREDIN RCBD 0.20 0.40* 0.10 2.99 0.22 I MNC -0.36 0.32* 0.42** 0.08 2.99 0.20 
RMNC -0.26 0.05 -0.28** 0.02 2.99 0.15 's 
REML -0.25 0.12 0.04 2.99 0.16 
NARRABRI RCBD 0.61* 0.61* 1.05 6.28 0.72 
MNC 0.29* 0.53* 0.46** 0.82 6.28 0.64 
RMNC 0.02 0.17 -0.28** 0.05 6.28 0.40 
REML 0.01 0.25* 0.20 6.28 0.45 
TRAYNING RCBD -0.25 0.35* 0.05 2.43 0.15 
MNC -0.12 0.29* -0.19** 0.04 2.43 0.15 
RMNC -0.12 0.29* -0.19** 0.04 2.43 0.15 
REML -0.25 0.35* 0.05 2.43 0.16 
TURRET RCBD 0.24* 0.22* 0.70 6.35 0.59 
MNC -0.30 0.25* 0.62** 0.42 6.35 0.46 
RMNC -0.34 0.17 0.52** 0.36 6.35 0.45 
REML 0.02 -0.08 0.25 6.35 0.44 
------------------------------------------------------------------
• 
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• Table 3. continued ------------------------------------------------------------------Site Model lag1 lag2 competition EMS Mean SED 
coefficient 
------------------------------------------------------------------
URANIA RCBD 0.20 0.33* 0.16 7.20 0.28 
MNC 0.08 0.31* 0.22** 0.15 7.20 0.28 
RMNC -0.09 0.07 -0.09** 0.05 7.20 0.22 
REML -0.10 0.06 0.06 7.20 0.22 
WAGGA RCBD 0.41* 0.15 0.61 8.00 0.64 
MNC 0.35* 0.13 0.11** 0.60 8.00 0 .• 64 
RMNC -0.00 0.02 -0.09** 0.26 8.00 0.51 
REML 0.10 -0.00 0.30 8.00 0.52 
WALPEUP RCBD 0.34* 0.15 0.18 5.10 0.30 
MNC 0.15 0.08 0.42** 0.14 5.10 0.27 
RMNC -0.03 -0.10 0.21** 0.03 5.10 0.22 
REML 0.04 -0.20 0.00 5.10 0.19 
WELLCAMP RCBD 0.45* 0.44* 0.20 6.73 0.32 
MNC 0.37* 0.43* 0.30** 0.18 6.73 0.30 
RMNC 0.14 0.08 -0.08** 0.07 6.73 0.24 
REML -0.01 0.07 0.08 6. 73 0.24 
WONGAN RCBD 0.73* 0.63* 0.31 3.37 0.39 
MNC 0.08 0.05 0.76** 0.08 3.37 0.20 
RMNC 0.02 0.02 0.59** 0.06 3.37 0.19 
REML 0.06 0.03 0.01 3.37 0.16 
:• YO NCO RCBD -0.21 0.03 0.16 6.24 0.32 MNC -0.26 -0.03 0.18** 0.14 6.24 0.30 RMNC -0.27 -0.04 0.17** 0.13 6.24 0.30 
t 
REML -0.33 0.02 0.08 6.24 0.28 
,!S); -------------------------------------------------------------------Note * significant at 5 % level 
** significant at 1 % level 
• 
22 
• Figure 1. Deviation of the ranking of estimated treatment means from the RCBD 
for the MNC, RMNC and REML models; o MNC, v RMNC, o REML; no 
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