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SUMÃRIO 
No presente trabalho é discutida a utilização d~~ 
ma linguagem orientada para a resolução de problemas de engenh~ 
ria, especialmente adaptada para minicomputadoris, mencionando 
suas principais limitações e vantagens e exemplificando com al-
guns dos Ínodelos mais representativos do mercado. 
Em seguida, descreve-se de uma forma geral, o es-
quema de organização do sistema, com as_características e .roti-
nas que os integram. Apresentam-se os comandos disponíveis da 
linguagem orientada, as facilidades de entrada de dados e o ma-
nejo de informações, assim como os métodos de anàlise linear, 
não linear e resolução por autovalores e autovetores que se en-
contram implementados. 
Discute-se também a estrutura interna dos siste-
mas, descrevendo a forma em que se realiza o manejo de informa-
çoes. Enfatiza-se a descrição de uma estratégia racional, que 
otimiza os tempos de acesso ao disco. 
Imcluem-se exemplos de aplicação, baseados na re~~ 
lução de problemas governados pela equação de campo generaliza-
da, os quais abrangem ps de torção, de hidràulica, propagação 
de ondas em diversos meios, etc., que são comentados e compara-
dos com resultados conhecidos. 
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ABSTRACT 
A problem oriented language for the solution of 
Engineering problems, specially prepared to be used in 
Minicomputers is presented. 
The typical features of minicomputers are 
discussed first,emphasazing theirlimitations and advantages 
and describing some of the main computers types found on market. 
Then, the system organization is described, 
including its characteristics, subroutines, main comands 
available, the ways of handling information and the different 
methods of analysis that could be used: linear and non linear 
analysis and eigenvector-eigenvalue solution. 
The internal system structure is discussed néxt, 
describing the strategy for handling information in a rational 
way, in order to optimize the time of access to the disk. 
Application examples are included, regarding the 
solution of problems that are solved by the field equation;: 
like torsion problems, hydraulics problems, wave propagation, 
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1.1 OS COMPUTADORES EM ENGENHARIA CIVIL 
No princípio da história da computação a maioria 
dos homens se encontrava maravilhada pela aparição da nova ma-
quina, o novo monstro com capacidade quase "mágica" de resol 
ver problemas qua anteriormente custavam o trabalho de anos-
hornem, às vezes infrutífero. O computador passou a ser um mi-
to imcornprensível para a maioria das pessoas, que viam, as ve-
zes com terror, o advento de urna nova era e prediziam a próxi-
ma substituição do homem pela máquina, temendo e resistindo a 
invasão progressiva e rápida do computador em todas as areas 
da vida humana. 
No entanto, o computador nao e mais que uma rnáqul 
na, urna ferramenta do homem, sem capacidade creativa e incapaz 
de formular os problemas. S na realidade, um equipamen-
to eletrônico que realiza operaçôes matemáticas e lógicas em 
alta velocidade e processa grande quantidade de informação ~o 
dificada. Tem se dito que o computador é capaz de resolver 
qualquer problema que possa ser definido. Isto significa que 
a solução do problema possa ser planejada como urna série de pa~-
sos que por sua vez possam ser escritos corno urna sequência de 
instruções de computador. 
Atualmente o mundo funciona quase em base de com 
putadores: a engenharia, a aeronáutica, 
na, a física, a estatística, quase todas 
a economia, a mediei-
as ciências devendo 
muito ao desenvolvimento da computação. O computador se con-
verteu em urna ferramenta imprescindível para numerosas areas 
do saber humano. Este desenvolvimento foi facilitado pelacre~ 
cente disponibilidade de equipamentos de baixo custo e alta e-
ficiência, accessíveis a pequenas fir.rnas ,indústrias ,centros de 
pesquisas, escolas, Universidades, etc. 
Este processo tem sido vertiginoso. Nos anos 50, 
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aparecem os primeiros computadores propriamente ditos, contruí 
dos com base em válvulas e utilizados sobretudo para o armaze-
namento e manejo de bancos de dados. As aplicações na engenh~ 
ria começam realmente com os computadores de segunda geraçao, 
baseados em transistores, e crescem e se reafirmam por •volta 
de 1965, com o advento dos computadores de terceira geraçao, 
construídos em base de micro-circuitos integrados que origina-
ram dos chamados minicomputadores. 
O minicomputador iípico é uma máquina de baixo 
custo relativo, inicialmente introduzida pela "DIGITAL Equip-
ment Corporation", de pequeno tamanho, construída para instala 
ção simples e se é provida de um software orientado para o us~ 
ária, pode ser programada e operada por pessoas não especiali-
zadas em computadores. Por estas e outras .características,vêm 
ganhando popularidade entre os usuários, que conseguem no mer 
cada uma grande quantidade de equipamentos de diversas marcas. 
A nova tendência é diminuir ainda mais o custo e 
o tamanho dos computadores. Em meados de 1979 a "Intel Corpo-
ration" introduz no mercado os chamados miniprocessadores, os 
"chips" imtegrados contendo elementos de controle e cálculo de 
um computador. 
1975 o primeiro 
Baseado nestes microprocessadores aparece 
microcomputador (Altair 8800), que abre o 
em 
cami 
nho aos computadores individuais. 
Com a grande variedade de minicomputadores e mi-
crocomputadores de baixo custo existentes no mercàdo, o enge -
nheiro vem se acercando progressivamente destas ferramentas de 
trabalho, utilizando-as também em sua atividade diária, para~ 
plicações em estruturas, hidráulica, eletro-magnetismo, quími 
ca, etc. 
A utilidade de um computador é evidente no <lese~ 
volvimento de um modelo matemático qualquer entendendo-se este 
como ".uma descrição da 
quada para o cálculo e 
(Benjamin e Cornell). 
situação real em forma idealizada, ade-
com propósitos de predição e controle" 
Deve se notar que para 






um problema real é sempre dificultosa e envolve a representa-
ção de um meio contínuo. As soluções analíticas, as quais se 
ajustam a todos os pontos do meio estudado, so se conseguem em 
si.tuações muito simplificadas. Uma solução mais realista, ao 
contrário, implica na utilização de métodos numéricos,os :quais 
so oferecem resposta para um numero finito de pontos selecio-
nados sobre o meio. Aparece pois, a idéia da discretização co 
mo Única solução _,para numerosos problemas complexos. 
No passado, o uso dos métodos numéricos estevemui 
to limitado pelas poucas facilidades existentes quanto i dis-
ponibilidade de computadores, ao seu alto custo e baixa capac! 
dade. Estas limitações eram compensadas em parte pela experi-
~ncia e intuição do engenheiro e pela utilização de fatores de 
segurança muito altos no projeto. Dentre os métodos mais uti 
lizados estavam os de diferenças finitas, métodos de resíduos 
ponderados, método de Raleigh-Ritz. O método dos elementos fi 
nitos pertence totalmente i era dos computadores eletrônicos , 
já que nasceu por volta de 1950, graças i contribuição de Tur-
ner e colaboradores, e se extendeu rapidamente com aplicações 
na área da engenharia estrutural, de modo especial. O primei-
ro programa elaborado com base neste método foi o "STRUDL" do 
M.I.T., ao qual se seguiram outros de grande aceitação e enor-
me uso. 
O método dos elementos finitos ê particularmente 
Útil para problemas envolvendo materiais não homogêneos, rela-
çoes nao lineares entre esforços e deformações e para a repre-
sentação de condições de contorno muito complicadas. A enorme 
utilidade destes métodos obriga a realização de esforços · que 
permitam sua implementação em minicomputadores, de uma forma e 
ficiente e aproveitando ao máximo as potencialidades destas ma 
quinas. Apesar disto,não são muitos os sistemas baseados no 
método dos elementos finitos que tenham sido programados para 
minicomputadores, 
sões de programas 
minicomputadores. 
tratando-se, na maioria dos casos, de ver-
para máquinas maiores, que são adaptados aos 
Na Venezuela, particularmente, foram realizados 
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poucos esforços neste campo e os poucos programas : existentes 
não são utilizados por falta de divulgação. As companhias pri 
vadas e as do governo preferem comprar os. "pacotes" de progra-
mas elaborados no exterior e utilizá-los como verdadeiras "cai 
xas negras" emissoras de resultados baseados nos dados forneci 
dos. Nas mesmas Universidades venezuelanas tem se evidenciado 
a necessidade de crear sistemas de programas próprios, adequa-
dos às exigências específicas das mesmas, ·tanto na área docen-
te, como na de pesquisa. Não se aproveitam, portanto, as eno!_ 
mes facilidades e vantagens dos computadores e minicomputadores 
das diversas escolas e facultades, os quais permanecem sub-uti 
lizados e à disposição de alguns poucos usuários que realizam 
principalmente trabalhos individuais. Os engenheiros nao sao 
preparados para usar o computador como uma ferramenta de traba 
lho, nem são familiarizados com seu uso, o que limita a suapro 
dutividade e creatividade, dificultando o desenvolvimento da 
engenharia nacional. Este fato, na realidade, não é isolado, 
mas forma parte do quadro total da engenharia venezuelana, a 
qual se mantém em uma posição de dependência no que diz respei 
to à tecnologia extrangeira~ e não corresponde realmente às ne 
cessidades vitais do país. 
1.2 - O M~TODO DOS ELEMENTOS FINITOS 
O método dos elementos finitos requer a discreti-
zaçao do meio contínuo, com a definição de nós e elementos de 
diversas formas, con·figurando malhas de maior ou menor comple-
xidade (Fig. 1.1), 
Os elementos finitos podem ser bidimensionais,uni 
dimensionais, tridimensionais, com um número variável de nos 
em cada caso. A aproximação do modelo sobre cada elemento se 
realiza com base nas chamadas funções de forma ou interpolação, 
as quais são geralmente polinômios. A escolha destas 'f.unçôes 
é uma etapa muito importante na resolução do problema, e envol 
ve numerosas considerações teóricas. 
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Figura 1.1 
Malhks de Elementos Finitos 
Na realidade, encontra-se volumosa bibliografia so-
bre as bases e as aplicações do método dos elementos fitii~os, 
razão pela qual neste trabalho não será incluído seu desenvol-
vimento teórico. Cabe, todavia, caracterizá-lo como um método 
aproximado baseado em princípios energéticos variacionais, cu-
ja aplié ação prática envolve as seguintes etapas. 
Discretização do modelo. 
Seleção das funções de forma. 
Construção da matriz de rigidez do elemento. 
Reunião do sistema global de equações. 
Solução do sistema. 
Cálculo de incógnitas secundárias. 
f evidente que as etapas descritas sao as tracli-
. cionais para a utilização de métodos matriciais na análise de 
estruturas de barras com a diferença de que neste caso o dilcu-
lo não implica em nenhuma aproxi~ação para a definição das ma-
trizes de rigidez e flexibilidade, as quais podem ser calcula-
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das de forma exata baseado<sse"na teoria disponível. Pâra pro-
blemas contínuos, as matrizes de rigidez de cada elemento sao 
aproximadas com base nas funções de forma, assim, em Última 
instância, os resultados obtidos dependem do número de elemen-
tos empregados para discretizar o domínio de integraçâo. A ela 
boraçâo de uma malha adequada para a resoluçâo do problema e 
um aspecto de vital importância e depende muito da experiência 
e conhecimentos prévios do usuário. 
As etapas já mencionadas fazem com que este méto-
do seja facilmente adaptável ao computador e proporcionam uma 
estrutura adequada e geral para a análise de outros tipos de 
problemas, nâo necessariamente baseados em princípios variacio 
nais. 
Do ponto de vista computacional, este método .en-
volve o manejo de um grande volume de dados, de acordo com a 
malha utilizada, e a resoluçâo de grandes sistemas de equações. 
A implementação de um programa baseado no método dos elementos 
finitos em minicomputadores, onde a memória é limitada e o uso 
da memória de suporte externa Leva· a grandes lapsos de tempo 
de soluçâo, deve ser feita levando em conta estes fatores. 
_Além do mais,pela grande quantidade de informaçâo 
manejada, a entrada de dados se torna muito laboriosa, razao 
pela qual e muito Útil a utilizaçâo de programas que a simpli-
fiquem e ajudem a minimizar os erros nesta etapa. A utiliza -
çâo de uma linguagem orientada, além de oferecer uma entrada 
de dados simplificada, se adapta muito facilmente a sistemas 
de programas, por sua estrutura baseada em comandos que permi-
tem a utilizaçâo independente de alguma parte dos mesmos e a 
seleçâo de características específicas para distintos tipos de 
problemas. 
1. 3 - PLANO DE TRABALHO 
Neste trabalho se descreve um sistema especialme!!_ 
te adaptado a minicomputadores e baseado na utilizaçâo do méto 
do dos elementos finitos. As aplicações deste si5tema se rea-
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lizaram na areada equaçao de campo generalizada, a qual abre 
portas não tradicionais na utilização deste método, a saber,! 
plicações em hidráulica, eletro-magnetisrno, solos, etc. No ca 
pítulo I.V.dé.screvem-se alguns dos tipos de probJ;ernas que podem 
ser resolvidos através desta equaça.o e o tipo de elementos fi,-
nitos que foram empregados isto é, elementos triangulares isopa-
rarnêt.rá.cos· de primeira ordem. Inclui-se previamente um estudo 
geral das principais características dos minicomputadores, tan 
to em '.!.hardware" corno em "software", dando ênfase ã capacidade 
e os custos dos principais expoentes no mercado (Capítulo II). 
A o,rganização ,do sistema e a forma em que se plani_ 
fica é de vital importância porque dá idéia das potencialida-
des de expansão que apresenta e de suas facilidades de uso. Es 
te aspecto é abordado com detalhe no capítulo III, onde se ob-
serva que o ênfase principal no sistema foi posto nas caracte-
rísticas de compatibilidade e versatilidade do mesmo. Além di:'.. 
so, a adaptação a minicomputadores se baseia na utilização r! 
cional do disco corno memória auxiliar de suporte. Os fundarnen 
tos deste u~o s~o descritos também neste capítulo. 
A linguagem orientada é o meio de utilização do sis 
tema por parte do usuário. Sua importância vem do fato de que 
se baseia em um conjunto de palavras simples, pertencentes ao 
vocabulário comum do engenheiro, o que facilita o uso do siste 
ma. Sua estrutura com base em comandos isolados, facilita a 
integração de novas partes, ampliando sua capacidade. Seu fun 
cionamento e descrito em detalhes no capítulo V. 
O capítulo VI se ocupa em descrever os diferentes 
procedimentos de análise implementados no sistema, os quais 
permitem análises linear e não linear e de autovalores e auto-
vetores, seguindo técnicas distintas. Dam-se, adernais, alguns 
detalhes de implementação, comparaçoes e comentários gerais a-
cerca das mesmas. 
Por Último, incluem-se diversos exemplos de utili-
zaçao do sistema, fazendo uso dos comandos existentes na lin-
guagem orientada. Fornecem-se comparações com resultados co-
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nhecidos para dar idéia da exatidão dos obtidos (Cap. VII). 
Para se encerrar o trabalho enumeram-se conclusões 





Nas Últimas décadas o mundo vem presenciando o a-
celerado desenvolvimento da cien:cià e, da tecnologia nos dife-
rentes ramos do saber humano. Novos instrumentos, novas máqul 
nas e novas técnicas invadem o mercado constantemente; os co-
nhecimentos adquiridos passam ao serviço do homem de formas mui 
to diversas mudando dia a dia as caracterisicas de vida e de 
trabalho que tradicionalmente se conheciam. 
O engenheiro, como tal, nao e um ente estático àen. 
tro deste processo de mudanças. Cada dia surgem novos campos 
de aplicação dentro de sua area, novas responsabilidades e exi 
gências que obrigam ao máximo desenvolvimento das técnicas co-
nhecidas e à criação de novos métodos mais eficientes e adequ~ 
dos que os anteriores. 
Em boa parte este processo tem sido possivel gra-
ças a.contribuição das ciências da computação. Os computado-
res, são hoje em dia uma arma inprescindível na resolução de 
problemas das mais diversas Índoles, no controle de processos 
de laboratórios, na elaboração de estatísticas, processamento 
de dados, simulação de experiências, etc. 
Atualmente se conseguem no mercado, computadores 
de todos os tamanhos e de todos os preços, adaptados a grande 
quantidade de usos. A variedade se extende desde pequenas ca! 
culadoras eletrônicas programáveis, com custos até de menos de 
US$200,00, até os chamados maxicomputadores que custam de .... 
US$1.000,00 para cima, verdadeiros monstros,tanto em tamanho 
quanto em capacidade. 
Mas nem sempre o panorama foi este. A humanida-
de tem dado passos gigantescos através dos séculos. As primei-
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ras máquinas de calcular de que se tem conhecimento foram os 
"ábacos", utilizados pelos egípcios e pelos chineses muito an-
tes da nossa era, e que ainda saci usados em algumas escolas de edu 
caçâo elementar, para familiarizar as crianças com as opera-
ções básicas. Posteriormente apareceram diversas máquinas ca! 
culadóras do tipo mecânico como as que foram idealizadas por 
PASCAL, matemático francês do século XVII. Mas o verdadeiro an 
tecessor dos gigantescos computadores do século XX aparece em 
183 3, graças ao cientista inglês BABBAGE, o qual projetou a eh~ 
mada "máquina analítica". Esta máquina foi plariej ada com uma 
estrutura que se assemelhai das máquinas mcidernas,já que cons 
tava de unidades de "armazem" (memória), um módulo que Babbage 
chamou de "moínho" que se encarregava de executar as opera-
ções matemáticas e um "ordenador", que dirigia a ordem em que 
iam ser executadas estas operações. Ademais, existia um disp~ 
sitivo de entrada de dados. Todavia, este processo nunca che-
gou a funcionar, devido i pouca precisâo dos dispositivos dis-
poníveis para esse momento. 
O seguinte grande passo foi a indicaçâo dos resul 
tados por meio de magnitudes físicas, ao invés de ,quantidades 
matemáticas. A idéia do computador analógico surge pois; com 
Lord Kevin, o qual projeta uma máquina para medir o mo~imento 
das marés. Esta idéia foi desenvolvida 50 anos mais tarde por 
Vannevar Bush, no Instituto Tecnológico de Massachusetts. 
Em 1939, Samuel Williams, dos Laboratórios Bell, 
constroi o primeiro computador digital, e a primeira máquina 
que funciona com base no sistema binário. Já em 1944, a idéia 
toma corpo com o projeto da 
Professor Howard Aiker; mas 
Harvard Mark 
é em 1946 que 
I, construída 
aparece -. a 
pelo 
famosa 
"Eniac", gigantesco computador digital eletrônico, contendo 
18000 válvulas, passando a ser a primeira máquina em seu es-
tilo. A capacidade da ENIAC, que nessa época assombrava a hu-
manidade, hoje nos pareceria irrisória, mas para seus criado-
res, J.P.Eckert e J.W. Mauchly, era quase um milagre. 
Posteriormente , os computadores base a dos em vál -
vulas foram . se aperfeiçoando. Na década de 1950, a IBM e 
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outras firmas lançam no mercado, computadores capazes de reali_ 
zar 60 operações por segundo. De 1950 a 1960, as válvulas dão 
lugar à tecnologia dos transístores. Constroem-se memórias 
muito mais rápidas e de maior capacidade, em espaço físico mui 
to menor. Aparece o conceito de circuitos integrados. 
Os anos 70 vem surgir o verdadeiro apogeu dos com 
putadores. Os custos baixam progressivamente e a idéia de po~ 
suir urna máquina de capacidade mediana se torna possível para 
numerosos usuários particulares e não somente para as compa-
nhias ou entidades de grandes capitais. 
Se bem que seja certo que os computadores maiores 
sejam mais econômicos, já que o numero de operaçoes que reali-
zam se incrementa mais do que proporcionalmente com os custos, 
.(Lei de GROSH) [1], também é certo que estas .grandes máquinas 
podem não responder de urna maneira econômica a ambientes "con-
versacionais" para vários usuários, onde se requer rapidez .. na 
entrada e saída de informação de forma contínua, o que requer 
um sistema muito eficiente de tempo -repartid~ para programas 
, 
rnúl tiplos, o qye vem a aumentar mui to os cus tos. 
A maioria das máquinas grandes trabalha prirno-rdial_ 
mente em "BATCH-MODE", isto é, alimentadas de forma eficiente 
por urna sequ;ncia de operações a realizar, mais ou menos de for 
ma ordenada e contínua. 
Os minicomputadores surgem então, como urna sôlução -. 
apropriada para substituir ou complementar computadores maiôres, 
dispondo de uma arma versátil,de baixo custo,e accessível, des-
tinada a grupos de usuários mais restritos. 
Os minicomputadores sao especialemente úteis em o 
peraçoes onde: [l] 
a) Não se requeram circuitos muito elaborados de 
processador. 
b) Não haja interesse em se rnan ter grandes e cus 
tosas processadores centrais - inativos duran-
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te longas operaçoes de entrada e de saída. 
O verdadeiro avanço dos minicomputadores nesta Úl-
tima década e devido a dois grandes fatores no desenvolvimento 
da tecnologia. 
a) A construção de miniprocessadores rápidos e s~ 
fisticados baseados em pequenos "chips" de si-
licone, de baixo custo. 
b) A aparição de memórias construídas com base em 
semi-condutores, muito mais rápidos e menos cus 
tosas que os anteriores. 
Neste capítulo faz-se uma descrição das caracterís 
ticas gerais dos minicomputadores, tanto a nível de hardware 
como de software, referindo-se tanto à arquitetura básica de 
um computador, como :.às diferentes opções e variantes que se 
pode conseguir através das diversas firmas existentes no merca 
do. 
2.2 - CONCEITOS GERAIS 
Antes de se descrever as características gerais dos 
minicomputadores, esclarecem-se nesta secção conceitos básicos 
gerais os quais serão empregados posteriormente. 
Os computadores, de forma geral, sao máquinas org~ 
nizadas pelo homem de maneira tal, que possam realizar opera -
çoes repetidas em alta velotidade e de forma flexível (no s~n 
tido de poderem ser programados para resolver grande variedade 
de problemas) apresentando, além disso, níveis adequados depr~ 
cisão. 
Estas tarefas sao realizadas graças a uma organiza-
çao muito especial a qual está esquematizada na figura [2.1) 
O conjunto integrado pela unidade de controle e p~ 
la unidade aritmética é a que comumente se conhece pelo 
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Organização de um Computador 
De forma geral, a unidade de controle é a que dirl 
ge todas.as operações de transferência de dados entre os regis-
tros e a memória; enquanto que as unidades de entrada e.saída a 
ceitam dadosdosperiféricos ou os entregam, segundo seja o caso. 
A memória do computador consta de uma grande quan-
tidade de registros direcionados, contendo informação. Adicio-
nalmente existe uma série de circuitos que permitem selecionar 
uma determinada direção para ler ou escrever uma palavra. 
Chama-se de "ciclo de memória" a soma do tempo de 
acesso a um determinado registro, previamente identificado, e 
sua transposição para o BUFFER, mais o tempo da escritura a pa~ 
tir do BUFFER em outra direção também especificada. Mais adian 
te se fari referência aos diferentes esquemas de direcionamento 
existemtes. 
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A memória direta, ou primária, de um computador p~ 
de ser de diversos tipos: 
- A chamada"core-rnemory", que e um tipo de memória magnética -
composta por toroides de ferrita capazes de se __ rna?,n~tizar-em em 
duas direções através de um impulso de corrente. Este tipo de 
memória apresenta a vantagem de ser não-volátil, isto é, conti-
nua arrnazenandc s.e.u conteúdo ainda que cesse a fonte de energia 
do_compu1:ador. 
- A memória baseada em semi-condutores, que e mais rápida e ocu 
pa menos espaço que a anterior. O conteúdo da memória é volá-
til. 
- Um terceiro tipo de memória substitui os toroides de ferrita 
por placas finas magnetizáveis. Muito rápida, não volátil, po-
rém de alto custo. 
Além da memória direta, o computador dispõe de 
forma de armazenamento intermediárias, que suplementam a memó -
ria principal (registros flip-flop, por exemplo) [2] e a chama 
da memória secundária, de baixo custo, porém mais lenta, inte-
grada por disco:s magnéticos, fitas, etc., que podem armazen_ar 
milhões· de palavras, transferíveis pr9vindo: d2 memória prinéi -
pal ou dirigindo-se a ela, segundo as necessidades. 
Os registros da memória podem armazenar pàlavras 
de dados ou instruções. A forma de se operar com estas Últimas 
para realizar as diferentes operações, depende do tipo de esqu~ 
ma de direcionamento que a máquina siga. A partir deste ponto 
de vista existem diversos tipos de computadores: 
As máquinas como a CDC 6600, que utiliza um esquema, corno o 
indicado na figura (2.2), que divide cada registro em 5 par-
tes ou setores 
f evidente que se pode aumentar o tamanho das Pª! 
tes do registro correspondentes a direções se se elimina a divi 
sao 5 e se substitui por um registro adicional utilizado como 
ponteiro e que contenha sempre a direção e a instrução em curso. 







DIREÇÃO DIREÇÃO DIREÇÃO 
PRIMEIRO SEGUNDO DO 
OPERANDO OPERANDO RESULTADO 
Figura 2.2 




Com o mesmo objetivo pode se eliminar também a divisão 4, ~ 
tilizando a direção.do segundo operando como destino do re-
sultado. Tal ê o caso de máquinas como o PDP 11, a IBM 1620, 
a UNIVAC 1105, etc. (máquinas de duas direções). 
Dentro das mesmas técnicas, as máquinas de uma direção eli-
minam outro operando substituindo-o por um registro adicio-
nal, o "acumulador". Isto explica a aparição de novas ins-
truções que tornam mais complexa a programação, mas que au-
mentam a quantidade de memória direcional. Como por exem -
plo a PDP 8 e 15; a IBM 1130 e 7090 e a CDC 3600. 
Por Último as máquinas de registros gerais possuem acumula-
dores múltiplos que também desempenham funções de Índices 
em um arranjo, efetuam laços, atuam como ponteiros, etc. E-
xemplo: a PDP 11 e HP 1000. 
Existem máquinas como a BURROUGHS 5500 e 6700 que 
empregam além dos registros, o conceito dos Stacks [2]. 
Atê agora temos falado de"registros" e "palavras." 
sem esclarecer, todavia, o significado desses conceitos: 
Como ê sabido, os computadores digitais 
as variáveis de um problema por quantidades físicas 
apresentam 
capazes de 
tomar somente um número discreto de valores. A maioria imple-
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menta urna representação binária em termos de variáveis básicas 
que podem abran~er dóis estados diferentes: O e 1. Usualmen-
te, o estado 1 é indicado pela presença de urna voltagem em urna 
linha associada com aivariável e o estado O, pela sua aus~nci& 
Esta unidade de informação recebe o nome de "bit". Os bits são 
organizados em um registro que recebe o nome de "variável digi 
tal" ou "byte", os bytes forma um conjunto de duas ou urna uni-
dade chamada a "palavra", que geralmente e a unidade manejada 
pelo usuário comum na sua prograrnaçao. O byte e um registro 
que pode ser representado em série ou paralelo, sendo esta Últi 
ma representação a mais eficiente, já que permite a transmis-
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11 "EM SERIE" 
Figura 2.3 
Representação de um Byte 
Este tipo de representação obriga a utilização de 
um código binário para interpretar tanto variáveis numéricas 
corno de qualquer outro estilo. Assirn,para urna palavra de n bits 
o numero máximo "X" a ser representado, estaria 
entre 
o :< x < zn- l _ 1 
na forma 
compreendido 
e z. 1) 
e z. z) 
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onde a palavra com base binária correspondente a "X" e 
(X)lO = (ao, ª1• · '· · · ·· · •ªn-1)2 e 2. 3) 
A representação de números negativos e fracionários 
varia com o computador. 
do código binário 
utilizam-se 
Para facilitar a 
os códigos octal, 
interpretação 
de base 8, ou o hexadecimal,de ba 
se 16, os quais são obtidos facilfuente do anterior. 
Como seria mui to difícil para o programador escre 
ver seus programas utilizando um código binário, octal ou hexa-
decimal, as linguagens de programação comuns realizam a comuni-
caçao com a máquina, convertendo o sistema decimal, aparente ao 
usuário,.ao sistema interno. Estas linguagens são ,traduzidas 
para a linguagem da máquina produzindo o chamado "programa obj~ 
to". A linguagem de programação mais próxima da linguagem da 
máquina é a ASSEMBLER, sendo também a mais eficiente, mas é ta~ 
bém a de mais laboriosa programação. Usualmente o Engenheiro~ 
tiliza linguagens como a FORTRAN, ALGOL, etc., dos tipos algori! 
micos, e mais próximas das suas linguagens técnicas ou profissionais. 
2. 3 - CARACTERÍSTICAS GERAIS DOS MINICOMPUTADORES 
!ô mui to difícil definir exatamente as linhas que 
dividem os minicomputadores de outras máquinas maiores ou meno 
res, e nesse sentido vêm sendo tentadas múltiplas classifica -
ções, quanto a p·reços, tamanho da palavra, etc. Trata-se de ma 
xicomputadores, midicomputadores, minicomputadores, de mini-mi-
nicomputadores e de uma grande variedade de calculadoras progr~ 
mâveis, de bolso, etc. IJ.D 
Neste trabalho considera-se que os minicomputadores. 
sao máquinas cujo custo oscila entre US$ 20000 e US$ 100000 dó-
lares, em função do tipo e quantidade de dispositivos periféri-
cos instalados. Em geral, a configuração mínima deste tipo de 
máquinas inclui umas 4000 palavras de memória direta, ·mas esta 
pode ser extendida até os 256 k bytes. Entre as exceçoes note-
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se que a nova PDP 11/24, da baixo custo pode fazer uma memória 
de até 1MB. O tamanho da plavra oscila entre 8 a 18 bits, pa-
ra representar dados e instruções dentro do computador. 
Esta distinção dos minicomputadores quanto ao nu-
mero de bits, refere-se aos registros básicos que interconec -
tam a memória, os circuitos internós do processador e os equi-
pamentos externos. Geralmente não se leva em conta os bits ex 
tras que se utilizam para a checagem de paridade e/ou proteção 
da memória. O comprimento destes registros nem sempre coinci 
de · com o comprimento dos registros aritméticos, já que estes ps>_ 
dem combinar registros de n bits, resultando palavras compos-
tas de 2n, 3n ou 4n bits. 
Como é evidente, o numero máximo de instruções que 
18 se pode obter com uma palavra de 18 bits é 2 , o qual parece 
uma quantidade razoável, mas deve se levar em conta que 




do computador, o que em muitos casos constitui uma limitação. 
O projeto efetivo de um minicomputador depende muito da forma 
em que se aproveite o pequeno comprimento da palavra na imple-
mentação de um numero reduzido de instruções capazes de reali-
zar uma grande. quantidade de operações ,minizando tanto quanto 
possível o incremento nos custos provocados pela utilização de 
instruções compostas de várias palavras. 
A Tabela 2.1 mosta uma variedade de minicomputa-
dores existentes no mercado, atendendo a uma classificação se-
gundo o número de bits. 
Pode-se afirmar que os minicomputadores possuem 
uma arquitetura básica comum, a saber: 
1 - MEMÕRIA: a qual contém armazenados tanto os 
dados como as instruções 
2 - REGISTROS DE PROCESSAMENTO: que incluem re-






DIVERSOS EXEMPLOS DE MINICOMPUTADORES 
INTERDATA 
VARIAN DATA 520/i 
SERIE PDP-8 (DEC) 
INC SPC-R/MOTOROLA DATA 
• 
HONEY-WELL 316/416/516 
VARIAN DATA 620/F e L 
WESTINGHOUSE 2500 
LOCKHEED MAC/MAC JR 




DATA GENERAL NOVA/SUPERNOVA 
PDP-15 
VARIAN DATA 620/F 
GENERAL AUTOMATION SPC-16 
TABELA 2 .1 
Exemplos de Minicomputadores 
BUFFER (.contém a palavra, dado ou instrução 
em curso·na memória) 
- Indicador de direçào de memória (contém a 
direção da localidade na memória que está 
sendo utilizada). 
Contador ou ponteiro da instruçào a ser e-
xecutada. 




Conjunto de sinais para indicar o estado 
das operações em curso. 
3 - UNIDADE DE 1ÕGICA ARITMIÕTICA: encarregada das 
diferentes operações aritméticas. 
4 - CONTROLE LÕGICO: encarregado de codificar a 
palavra no registro de instrução, para inter-
pretá-lo. 
5 - CANAIS DE TRANSFERÊNCIA: ("buses") os quais se 
encarregam de conectar todas as unidades para 
a transmissão de dados entre elas. 
A Figura (2.4) mostra a configuração esquematizada 
Mui tos fabricantes de minicomputadores oferecem as 
seguintes opções disponíveis para melhorar e extender seu funcio 
namento e capacidade: 
1 - Memória extra: que requer também a extensão do 
comprimento do registro de memória no process~ 
dor. 
2 - Interruptor por checagem de paridade, incluin-
do um bit extra por palavra e toda a 
correspondente. 
lógica 
3 - Proteção de áreas selecionadas de memória. 
4 - Proteção para o caso de uma falha na potência. 
5 - HARDWARE para suprir a aritmética de ponto flu 
tuan te. 
6 - Carregadores automáticos de programas em fita 
de papel magnética. 
Muitas outras opções consistentes em melhoras tan-
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REGISTRO PARA ESTADO DO PROCESSADOR 
PRIORIDAJ T N Z V e 














UNIDADE DE CPU 
... 
fi·gina 2.4 
Organização e Estrutura 
da PDP-11 
As características gerais sao esquematizadas na Ta 
bela 2.2. 
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CARACTERfSTICAS GERAIS DOS MINICOMPUTADORES 
TAMANHO DA PALAVRA 8 - 18 BITS 
TEMPO DE UM CICLO 
DE MEMÕRIA 300 nseg a 4 Mseg 
TAMANHO DA MEMÕRIA 0,5 - 256 Kbytes 
NüMERO DE REGISTROS 1 - 16 
. 
TRANSFERENCIA DIRETA 
PARA A MEMÕRIA 0,2 - 2 MHZ 
NÚMERO DE INTERRUPTORES 
EXTERNOS 1-256 
OPÇÕES TIPICAS A NIVEL CHECAGEM DE PARIDADE 
DE HARDWARE PROTEÇÃO DA MEMÕRIA 
HARDWARE PARA PONTO 
FLUTUANTE, ETC 
-
SOFTWARE RECOMENDÁVEL FORTRAN IV e/ou ALGOL; 








2. 3 .1 Características Gerais de Software 
O software que sustenta o sistema de um minicomput~ 
dor descansa sobretudo no programa executivo ou programa moni-
tor, que se encarrega do trabalho de ler e armazenar programas 
fonte e objeto, de carregi-los e executi-los automaticamente ou 
baseado em comandos supridos pelo operador.Isto combina o uso.de 
programas dos sistemas (LOADERS,ASSEMBLER,COMPILER} o manejo de siste-
mas de armazenamento (discos, fitas, etc.) o programa de livra-
ria e arquivos próprios do usuirio, etc. 
A forma em que se concebe o sistema operativo ou pro 
grama monitor e fundamentalmente importante para a eficiênciade 
todo o sistema. Existem esquemas idealizados para :o usuirio 
simples e esquemas que permitem a multiprogramação, quer seja 
através da divisão da memória ou do tempo divi,didà do processa-
dor. 
O fabricante geralmente fornece um conjunto de sub-
rotinas para as operações de entrada e saída, o que facilita ao 
usuirio o manejo dos equipamentos. 
O uso da memória de suporte de baixo custo,como di~ 
cose fitas, torna-se mais simples para o usuirio pela presença 
de programas que transferem a informação à memória direta.O pr~ 
gramador simplesmente deve conhecer as ireas de BUFFER,nesta me 
mória, que conterão os blocos de dados a serem transferidos. 
A programaçao se realiza numa linguagem como aasse!!l_ 
bler, mais próxima da linguagem da miquina, ou em alguma outra 
suscetível de ser traduzida pelo compilador: FORTRAN ,ALGOL. etc, 
as quais são mais parecidas com a forma de trabalho normal. Na 
realidade a linguagem que leva maior vantagem da configuração do 
hardware do minicomputador é o Assembler, o qual, sendo bem uti 
lizado, permite economizar memória e tempo de execução, sendo 
que os outros, que requerem um compilador, são mais lentos. 
Muitos minicomputadores fornecem linguagens que pe_E 
mi tem um modo' de trabalho conversacional. Destes, o mais popu-
'. 
24 
EQUIPAMENTO CUSTO APROXIMADO 
PROCESSADOR+ 
6.4 K DE MEMÕRIA US$ 10000 
HARDWARE PARA MULTIPLICAR 
E DIVIDIR US$ 1500 
64 K EXTRA DE MEMÕRIA US$ 2000 
128 K ADICIONAIS DE MEMÕRIA US$ 4000 
UNIDADES DE CASSETE US$ 2000 
LEITORA DE FITA DE PAPEL US$ 2600 
LEITORA DE CARTÕES US$ 700 
DISCO DE CABEÇA FIXA 
(500 kb) US$ 10000 
IMPRESSORA DE LINHA US$ 8000 
IMPRESSORA TERMICA US$ 3500 
PLOTTER US$ <5000 
TABELA 2.3 
Custos Típicos 
(Minicomputadores de 16 bits) 
...... 
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lar é o BASIC, ainda que tenham sido desenvolvidas linguagens 
similares como a FOCAL, da DIGITAL EQUIPMENT CORPORATORATION. 
Estes interpretadores facilitam a aritmética do ponto flutua~ 
te, rotinas próprias permitindo operações com matrizes e for-
necendo funções trigonométricas, saídas gráficas, etc. 
2. 3. 2 - Comentários Adicionais sobre o Hardware 
Muitos computadores fornecem dispositivos de,hari 
ware, que suprem o computador com aritmética de ponto flutuan~. 
te, operaçoes de multiplicação e divisão, acesso à memória di-
reta, etc. 
Os minicomputadores usualmente transmitem dados a-
través de linhas de conexão de palavras de 8 a 18 bits, que re 
cebem o nome de "buses", os quais podem ser bidirecionais, de 
entrada ou saída. Para o controle da interfase se implementam 
entãó, diversos sistemas de prioridades e de interruptores. 
Na maioria dos casos utiliza-se hardware adicional 
para minimizar a intervenção do processador, comunicando dire-
tamente o bus de dados com a memória. Em algumas máquinas, in 
clusive, como a PDP-11, o bus de dados pode ter acesso a um 
banco de memória sem interromper a interação do processador com 
outros bancos. 
nula. 
Isto é, a intervenção do processador se torna 
As facilidades disponíveis quanto à memória de su-
porte externa, incluem fitas magnéticas, discos flutuantes,di~ 
cos fixos e móveis. Destes, as primeiras têm maior capacidade 
e mais baixa velocidade; os discos são mais custosos mas tam-
bém mais rápidos, variando a sua capacidade de armazenamentode 
uns 512 K byte para FLOPPY DISK a uns 300 M bytes para discos 
de cabeça móvel. 
Quanto a terminais e equipamentos periféricos, e 
muito utilizado o terminal de vídeo, tipo (CRT/KEYBOARDS TERMI 
NAL) baseado em tubos de raios catódicos, complementando com 
impressores de linha, lei toras de cartões, plotters, etc. À 
<luzida por 
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2.3.3 - A MicroprogramaCâo 
Merece um comentário especial 
Wilkes em 1951, da Universidade 
sido amplamente utilizada como uma 
esta técnica intro-




para que tem 
adaptar o software aos grandes avanços do hardware. 
As micro~operações se obtêm em um minicomputador 
a partir da descodificação de uma instrução nas diferentes Pª!. 
tes que a compõem (combinações de bits). Uma unidade de con -
trole microprogramada obtém estas micro-operações e as elabora 
em uma memória de controle, atuando assim como um "computador 
interno" de programas armazenados (micro-processador). 
A importância da micro-programação se apoia no fa 
to de que, com um conjunto bem escolhido de micro-instruçõesp~ 
de-se mudar a vontade o conjunto de instruções do computador,o 
que permite imitar com uma mesma 





A microprogramação também é Útil quando se requer 
. implementar um conjunto complexo e grande de operações (que r~ 
queririam a elaboração de subrotinas. em computadores convenci~ 
nais) com formas de processamento mais simples e funcionamento. 
rápido. Tal é o caso da implementação de aritmética de ponto 
flutuante, rotinas pa:r,.a funções trigonométricas, transformadas 
de Fourier,. integrações, operações de entrada-sa{da, etc. 
Para simplificar a micro-prog:r,.amação e torná.- la 
access{vel ao usuário, o fabricante fornece uma linguagem "mi-
cro-assembler" e outras facilidades. 
Os primeiros minicomputadores que apareceram no 
mercado foram: os modelos INTERDATA 3,4,5 e 70, é MICRODATA 
810; como minicompu,tadores microprogramados. 
Posteriormente, foi .. ·. se generalizando a tendên-
cia de se implementar conjuntos sofisticados de .instruções nos 
computadores através da microprogramação. No entanto o custo 
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para· conseguir um software adequado à grande capacidade facili 
tada pela micro-programação é excessivo, pelo que se observaque 
mui tos minicomputadores novos, microprogramados, são ·:colocados 
no mercado com sistemas de software mais antigos. Tal é o caso, 
por exemplo, do HP-2100 e mais recentemente do HP-1000. 
2,4 - DESCRIÇÃO DE ALGUNS MINICOMPUTADORES NO MERCADO 
Máquinas de 8-bits: 
São amplamente usadas no controle de comunicações 
e como processadores periféricos para computadores maiores. Por 
isto, seu projeto dá ênfase à agilização das operações de entra 
da-saída. 
Exemplos: INTERDATA 1 e VARIANDATA 520/i 
Máquinas de 12-bits: 
Alcançaram grande êxito nos anos 70, através de ex 
poentes como a série PDP-8 da Digital, devido a grande quantid~ 
de de software, que foi desenvolvido para estas máquinas, desti 
nado a grande quantidade de usos e operaçoes. 
Outro exemplo desta categoria é a INC SPC-12/MOTO-
ROLA DATA. 
Máquinas de 16 a 18-bits 
Nestas máquinas o projeto do· processador atende a 
necessidades mais complexas que para os casos anteriores. 
Exemplos para 16 bits: 
- Honey-well 316/416/516 
- Varian Data 620/F e L 
- Westinghouse 2500 
- Lockeed MAC/MAC JR. 




- MICRONOVA, DATA GENERAL 
(_considerada pelo seu custo como micro-computador, 
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porém com muitas das capacidades de um mini-
computador). 
- DATA GENERAL, NOVA/SUPERNOVA 
Exemplos para 18 bits: 
Cabe comentar que estas máquinas apresentam v~ 
tagens em aplicações gráficas e de plotter, já que as coordena 
das X e Y são.representadas .por conjuntos de 9 bits e podem ser 
combinadas em uma só palavra. Entre algumas destas mqauinas es 
tão: 
- VARIAN DATA 620/F 
- GENERAL AUTOMATION SPC-16 
- PDP-15 
A seguir sao descritos alguns dos equipamentos 
mencionados que tiveram maior aceitação no mercado internacio -
nal, fazendo breve referência a suas principais características. 
DIGITAL EQUIPMENT CORPORATLON: PDP-11 
Nesta série se observam notáveis melhoras na 
PDP-8, tanto no projeto do processador, como nas operaçoes e a-
plicações de sistemas completos, envolvendo periféricos e pro-
cessadores múltiplos. 
Contém 8 registros, suscetíveis de serem utili-
zados como acumuladores. Todas as transferências de dados en-
tre memória, processador e periféricos se realizam através de 
um Único conjunto de linhas chamado "UNIBUS", que simplifica a 
arquitetura do conjunto, mas restringe a velocidade de operação. 
Em alguns sistemas como a PDP-11/45, aumenta-se a velocidade de 
transferência com buses adicionais de acesso rápido entre memó-
ria e processador (tempo de acesso = 300 nanosegundos). Torna -
se possível o acesso a 124 k bytes de 
multi-programação e tempo dividido. 
palavras de 16 bits. 
memória para aplicações de 
A memória básica é de 4096 
Apesar de que o sistema de conexao UNIBUS seja 
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de baixa velocidade, esta desvantagem é compensada pela flexi-
bilidade e versatilidade do projeto, sua fácil ampliação me-
diante a adição de novos m5dulos e seu baixo custo. Com este 
esquema se facilita o uso de processadores múltiplos, através 
de um sistema adequado de prioridades. Neste caso também po-
de-se possibilitar o uso de WNIBUSES múltiplos para uso deva-
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DATA GENERAL MICRONOVA/NOVA/SUPERNOVA 
São uma série de computadores de 16 bits com dife-
rentes velocidades de memória, dí ferentes custos e que comparti-_ 
lham de um mesmo conjunto de instruções e software. 
O projeto compacto do processador oferece vanta-
gens no custo, mas podem requerer mais memória que outros tipos 
de computador, dependendo do tipo de aplicação em que seja em -
pregado. 
Para dar uma idéia do preço destas máquinas, a mi-
cronova a um custo de aproximadamente US$ 13500, inclui o .pro-
cessador, 64 k bytes de memória, sistema de diskette duplo (315 
k words) sistema de operação do disco, terminal com display de 
vídeo, impressora,carregador automático de programas (LOADER) e 
algumas outras opçoes. 
HP-2100S 
Melhor.a as máquinas anteriores (HP-2114, 2115, 2116, 
2100 A) sobretudo no que se refere ao hardware. Direciona até 
16384 palavras de 16 bits em memória. (Um bit adicional por pa-
lavra para cbntrole de paridade) 
Estas máquinas possuem 8 registros múltiplos e 7 
registros para micro-processadores. O ciclo de memória é de 
980 nanosegundos, para uma memória de tipo magnético. Funciona 
com sinais para a proteção da memória e operações de I/0, com 
acesso direto à memória e com operações aritméticas de ponto fl~ 
tuante. O sistema operativo descansa no chamado RTE, incluindo 
diversos sistemas de controle. 
Os periféricos disponíveis incluem fita magnética 
discos de cabeça fixa (262144 a 1048576 palavras) e discos mo-
veis 11,2 milhões a 4,8 milhões de palavras). 
SERIE HP-1000 E 
Com mais capacidade que a série anterior, possueum 
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processador micro-programado que inclui: fuTLçÕes aritméticas, 
operações de entrada e saída e um painel operador de controle. 
Oferece ao usuário múltiplas facilidades para a micro-program~ 
çao. 
Dispõe de 4 registros de propósito geral e um to-
tal de 128 instruções standards para aritmética de ponto flu -
tuante, operações de I/0, operações lógicas e manipulação a ní 
vel de bytes e de bits. 
A memória direta está .baseada em chips de semi-con 
dutores, o que permite ciclõs de memória de 350 n seg. Os mó-
dulos podem ser extendidos até os 128 k bytes, e com um siste-
ma de mapeamento dinâmico (DMS) permite aos usuarios direcionar 
até 2 bytes de memória. (ver Tabela 2.4) 
O software disponível também se baseia no RTE (si~ 
temas mul ti-ptogramados que permitem incluir vários programas 
em tempo real, enquanto se realizam outros prqcessos concorre~ 
tes de"background''). Possue compiladores de HP FORTRAN IV, HP 
BASIC e um assembler muito eficiente. 
2 ;S - COMENTÁRIOS: 
Neste capítulo foram revisadas as características 
típicas dos computadores com as facilidades que oferecem para 
o usuário. No entanto a compra de um minicomputador deve ser 
decidida após um estudo das necessidades que este deva cobrir, 
e as possibilidades de manutenção, expansão, etc., que o façam 
mais eficiente e econômico para o comprador. 
TIPO 
MODELO DO 
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SÉRIE M 
2108 M 2112 M 2109 E 
59 5 nseg 
650nseg 6 50 nseg 350 nseg 
64 kb 128 kb 64 kb 
1152 kb 768 kb 1152 kb 
41 46 41 
TABELA 2.4 
Algumas Características para 
Minicomputadores HP-1000 
SERIE E SERIE F 
2113 E 2111 F 2117 F 
59 5 nseg 
350nseg 350nseg 350 nseg 
128 kb 64 kb 128 kb 
768 kb 1,8 Mb 1, 8 Mb 
46 46 46 
33 
CAPfTULO III 
CARACTERÍSTICAS DO SISTEMA IMPLANTADO 
3.1 INTRODUÇÃO 
Neste capítulo sao descritas as características do 
sistema implantado. Estas características ~espondem a uma filo 
sofia modular que permite a expansão e adição de novos tipos de 
análise de forma independente, sem alterar os já existentes. 
A idéia é permitir a criação de um sistema que,co~ 
tando com suficientes rotinas de serviço (resolução de sistemas 
de equações, montagem de matrizes, etc.) seja capaz de rea-
lizar diferentes tipos de análises (análise não linear, análise 
dinâmica, análise de vibrações livres, etc.) para um numerocon 
siderável de problemàs de aplicação (Equação de campo generali-
zada, problemas planos de elasticidade, problemas de estrutura 
de barras, etc.) 
O conjunto integrado de todos estes módulos torna-
ra possível a resolução de um numero considerável de problemas 
de engenharia, e fornecerá um sistema versátil, baseado no mét~ 
do dos elementos finitos e adaptado para minicomputadores.O pr~ 
blema de armazenamento no disco está completamente resolvido P.§!: 
ra o usuário, o qual dispõe de suficiente memória para resolver 
problemas de. tamanho consider·âvel. 
Outra das ·características de todas as partes do si~ 
tema, e que se encontram escritas em um FORTRAN altamente comp.§!: 
tível, que permite sua implementação em qualquer máquina com ex 
trema facilidade. Isto é devido ao fato de que todas as ·zonas 
de incompatibilidade se encontram juntas e se conhece a sua co-
locação.' (por exemplo, as rotinas que escrevem ou lêm o disco). 
Este sistema constitui um projeto bastante ambicio 
so, o qual foi concebido como·runa tarefa a longo prazo. Neste 
trabalho se desenvolve uma primeira etapa do mencionado sistema, 
a qual cumpre com os objetivos de proporcionar um corpo de pro-
34 
gramas flexível disponível para realizar aplicações da equaçao 
de campo, na área de análise linear, análise não linear, e de 
autovalores e autovetores. No entanto, sua versatilidade per-
mitirá expandi-lo com facilidade, contando-se para isso com os 
módulos de serviços existentes, que incluem rotinas de .monta-
gem,' das matrizes de massa e rigidez, rotinas para solução de 
sistemas de equações por triangularização de Gauss, rotinas de 
Jacobi Generalizado e rotinas para resolução por iteração por 
sub-espaços. 
Neste capítulo se descreve o esquema geral de fu~ 
cionamento do sistema, e se faz referências às expansões que se 
projetam tanto na parte externa (_de comunicação· ·com o usuárió) 
como a nível de funcionamento interno do mesmo (módulos de ana 
lises e serviço). 
3.2 - ESQUEMA GERAL 
O estado atual do sistema é re.presentado na Fig. 
3.1. Foram divididas as diferentes partes de uma zona externa, 
ou. de comunicação com o usuário ao nível da entrada e saída de 
dados e resultados e da organização dos mesmos, e uma zona in-
terna, ou propriamente de funcionamento e análise desses dados. 
A linguagem orientada constitui o sistema de comu 
nicação com o usuário, e é encarregada de organizar os dados e 
armazenar a informação necessária acerca do tipo de análise a se 
realizar e de que forma se irá apresentar a saída de resulta -
dos. Tanto os comandos da linguagem orientada corno as matri-
zes de rigidez para os element6s, estão orientados para a resa 
lução de problemas de aplicação da equação de campo generaliz~ 
da. Esta equação e sua formulação matricial para problemas pl~ 
nos se encontram desenvolvidas no capítulo IV. Assim sendo, o 
funcionamento geral da linguagem orientada pode ser estudada no 
capítulo V. 
Os.dados sao armazenados em uma organização conve 
niente no disco, através do uso dos sistemas de memória vir-
tual. Na realidade todos os módulos do sistema têm uma intera-
1 
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çao continua com o disco, mas sempre através dos meios disponf 
veis, como seja, a função específica denominada SAPO ou os sis 
temas de memôria virtual. 
Os módulos de análise recolhem a informação neces 
sâria na base de dados criada pela linguagem orientada e a or-
ganizam segundo sua função. Até agora se tem implementado mo-
dulas de análise linear, análise não linear, e cálculo de auto 
valores e autovetores. Eles se encarregam de selecionar, se-
gundo seus fins, aquelas rotinas de serviço que se adaptam as 
exigências do problema. 
Na realidade, os módulos de análise sao programas 
iniciados pelo usuário e são totalmente independentes entre si, 
ainda que possam utilizar rotinas de serviço comuns. 
Os módulos de serviço sao pacotes de subrotinas que 
recebem pelos parâmetros, a informação ·necessária para realizar 
um trabalho. Este trabalho é geralmente muito específico, e 
quando . cometem algum erro no processo, simplesmente interrom-
pem a execução, transmitindo uma mensagem; no·entanto, não 
suem nenhuma capacidade de decisão para retomar a análise. 
pos-
Hâ 
rotinas de .,serviço manejadas diretamente por uma linguagem orien-
tada, porque ajudam nas funç6es de I/0, tàis como as rotinas de 
geração de malhas e a rotina de escritura de dados e resultados 
As outras subrotinas servem diretamente aos módulos de análise, 
e estão em constante interação com eles. Existem rotinas para 
montagem das matrizes dos elementos na matriz global, rotinas 
para a construção das matrizes de rigidez por elementos, roti-
nas para solução de sistemas de equações pelo método de triang~ 
larização. de Gauss, rotinas que realizam análises por Jacob:i g~ 
neralizado e por iteração por sub-espaços, rotinas para multi -
plicar matrizes por vetores, para multiplicar matrizes, para so 
má-las, para checar convergência, etc. Todas estas rotinas, g~ 
ralmente encarregadas de realizar algum procedimento numérico , 
podem utilizar, de acordo com a informação fornecida pelos mód~ 
los de análises, qualquer outra subrotina do mesmo nível. As~im 
por exemplo, a rotina que realiza o Newton Raphson deve utili -
zir,dentre outras, a rotina de resblução de sistemas. 
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Para que o sistema seja verdadeiramente ·versátil, 
as subrotinas de serviço devem ter uma compatibilidade absoluta 
com qualquer módulo de análise que as queira utilizar. Para is 
so devem ser programadas de forma muito geral, tratando de co-
brir uma grande variedade de casos, com poucos parâmetros. De-
ve-se ter extremo cuidado em que a forma de armazenar a matriz 
de rigi.dez, por exemplo, seja 
da para a utiliiação de todas 
manejo. 
perfeitamente conhecida e adequa-
as rotinas relacionadas com seu 
Todo o funcionamento do sistema, e também o que o 
faz viável para sua implementação em minicomputadores é o uso 
do disco como memória de suporte. Na verdade, todos os arran-
jos de tamanho grande, contendo conetividades, coordenadas dos 
nós, nomes dos nos, cargas, condições de contorno, etc., se en-
contram armazenados no disco. Assim como, as matrizes de rigi-
dez e de massa, no caso em que haja, e os vetores contendo a 
resposta da análise. 
3.3 - COMUNICAÇÃO COM O DISCO 
Dispõe-se, realmente., de dua.s formas de comunicação 
com o disco. A primeira consiste em um conjunto de rotinas ca-
pazes de manejar um grande numero de arranjos armazenados em 
disco, o que faz simulando um sistema de memória virtual que 
funciona de forma similar ao dos sistemas implementados em ma-
quinas maiores: quer dizer, divide o espaço disponível na memo 
ria primária em um número adequado de "páginas" ou blocos de in-
formação que são atualizados e levados ao disco para trazer no-
vos blocos necessários ã fase particular do programa que se es-
tá executando. Para isso escolhe o bloco que foi menos"tocado" 
ou utilizado nas Últimas operaçoes, e este é o que copia no dis-
co para por o requerido no seu lugar. Este sistema de memória 
virtual foi implementado na Universidade Central da Venezuelap~ 
ra que servisse às necessidades de qualquer programa a ser rea 
lizado no IMME (Instituto de Materiales y Modelos Estructurales) 
e seu funcionamento foi explicado nas referências Q.:[J,[lr] e Q.4]. 
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Este sistema tem a vantagem de ser geral e utilizá-
vel por qualquer dos módulos já programados. 1:l requerido, so-
mente, que se declare aqueles arranjos que vão estar armazena-
dos em disco, dando suas características necessárias: dimen-
sões aproximadis, tipo de variável que contém, etc. Posterior 
mente, quando se requer determinada posição de um arranjo, es-
ta é pedida através de uma subrotina, identificando o arranjo 
com um número, e o sistema se encarrega de colocá-la em um 
"common" em memória direta, devolvendo a direção do "common"o~ 
de a dita posição se encontra. Além disso, o sistema de memo 
ria virtual é capaz de eliminar aqueles arranjos que já nao 
sao necessários, compactando o disco, criar arquivos permanen-
tes ou não, etc. Foi comprovada, reiteradamente, sua compati-
bilidade e a facilidade para ser adaptado a qualquer programa. 
[} '!:] 
No entanto, se dispõe. de outra forma de comunica -
çao com o disco, cuja capacidade nao é tão ampla, mas muito 
mais específica, porém apresentando a vantagem de ser Cmuito 
mais rápida que a anterior, em algumas aplicações. Tal e o 
caso·da função SAPO, que será descrita a seguir. 
A função SAPO armazena um Único arranjo no dis-
co, razao porque, todos os.trabalhos de identificação são mini 
mizados. Na verdade, esta função foi especialmente concebida 
para ser utilizada com rotinas de resolução de sistemas de equ~ 
ções por técnicas de eliminação [}:i], razão pela qual leva im-
plícito em seu funcionamento o conceito de "FILA PIVOTE", isto 
e, a fila que num momento determinado está sendo utilizada pa-
ra 'eliminar' outras, é marcada por um sinal para obrigar sua 
permanência em memória direta. 
Neste momento.todos os módulos de análises que se 
apresentam neste trabalho foram implementados através da fun-
ção SAPO, no que diz respeito ao manejo. da matriz de, ri_gide.z, 
matriz de massa e vetores de solução. Todavia, tudo que se re 
fere à utilização de dados e saída de resultados, (uso da lin-
guagem orientadada) foi resolvido com sistema de memória vir-
tual, já· mencionado, que, envolvendo o manejo de vários arran 
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jos, parece mais adequado para estas situações. Por outro la 
do, os processos .q.ue envolvem mais tell)po de mliquina, sâo os 
de anilis~s. razão pela qual~ conveniente a utilização, nesta 
etapa, de algoritmos mais simples e menos custosos. 
Para um algoritmo de solução de equaçoes devem en 
contrar-se em memória direta pelo menos duas filas da matriz , 
por tanto decidiu-se definir um "common" tão grande quanto po~ 
sível e dividido em dois blocos de igual tamanho. O disco con 
teria uma fileira deste blocos, identificados por numeros, em 
quantidade suficiente para conter todo.o arranjo definido. (ver 



















A Função SAPO 
40 
A matriz se encontra armazenada em filas, uma a-
trás da outra,no disco. Como se conhece o número. de filas que 
constituem um ôós_·blocos, pode-se determinar facilmente a que 
bloco pertence uma determinada fila. 
Em consequência, para a fila I, se NFS e o numero 
de filas por bloco, corresponderá ao bloco Nº IS: 
IS= T - 1 + 1 (3 .1) 
NFS 
O seguinte passo que realiza a função e averiguar 
se o bloco IS se encontra em memória direta. Se não está, i-
dentifica qual~ o bloco que cont~m a fila pivote, e que _deve 
permanecer, e coloca o outro em sua posição correspondente no 
disco. Posteriormente, copia o bloco IS no segmento disponí~-
vel do "common" em memória direta e devolve a posição do ca-
racter (I,J) da fila I, que foi requerido. 
Consequentemente, dentro de determinado bloco, se 
MS e a largura de uma fila, a posição de (I,J) será: 
IPOS = (I - (IS - 1) * NFS - 1) * MS + J (3.2) 
Os parâmetros da função SAPO incluem um código que 
permite utilizá-la de três maneiras: 
- Extrai um elemento (I,J) da matriz. 
- Coloca uma quantidade dada na posição (I,J) da 
matriz·. 
- Soma uma quantidade dada a posição (I,J) da ma 
triz. 
A função SAPO devolve tanto o valor do caracter(I, 
J) como sua posição dentro do "common" em memória direta. 
Isto permite trabalhar por caracteres ou por filas. 
Por exemplo, Se está se resolvendo um sistema de equações e se 
traz o primeiro caracter de uma fila à memória direta, se sabe 
41 
NÚMERO DE SEMI NÚMERO TOTAL DIMENSÃO 'TEMPO 
EQUAÇÕES BANDA DE ELEMENTOS DO COMMON TEMPO 
NA ·MATRIZ ( seg l 
1 
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que toda a fila foi traída, pelo que, pode-se aproveitar .. esta 
característica para evitar chamadas desnecessárias à Funçáo SA-
PO. 
A Fig. 3.3 mostra um diagrama simplificado do fun-
cionamento de '.'.SAPO" ~~. 
Esta funçio é eficientre; no sentido de ser utiliz~ 
vel nos casos descritos com um tempo razoável. A Tabela 3.1 in 
dica algúns tempos obtidos para resoluçio de sistemas de equa-
çoes de diferentes tamanhos. 
Ainda que a função SAPO maneje o disco como um uni 
co arranjo, em casos como a análise por iteração por sub-espa -
ços foram armazenados além da matriz de rigidez, a matriz de 
massa, os vetores de iteração e vetores auxiliares. Si,mplesllie~ 
te, os_vetores foram armazenados com se estivessem formando p·a.:i::: 
te das filas da matriz de rigidez laumentando a largura de ban-
da) e a matriz de massa continuando a matriz de rigidez. 
3.4 - EXPANSÕES PREVISTAS 
Seguindo a mesma filosofia que mostra a arquitetu-
tura do sistema na Fig. 3.1, tem-se expansões previstas, tanto 
dos rnÕdulos de análise que cobrem o sistema, como das rotinas 
de serviço disponíveis. Assim sendo, se desenvolverá a lingua-
gem orientada mediante a adiçio de comandos mais poderosos e ge 
rais. 
Na realidade, este trabalho cumpre urna das metas da 
primeira etapa de um sistema que está sendo desenvolvi do por um 
grupo de Professores do IMME (.Instituto de Materiales y Modelos 
Estruturais) da Universidad Central de Venezuela [318. Preten-
de-se que uma versão mais avançada deste· sistema cubra as nec·es 
sidades (pelo menos quanto a modelos matemáticos e numéricos) 
que surKern em diversas áreas na hOrà de empreender qualquer pr~. 
jetà de pesquisa em Engenhari.a Civil. Neste sentido, o IMME se!!! 
pre precisou de um sistema de computador prõprio e adaptado as 
necessidades do Instituto. Por outro lado, estando este insti-
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tuto tão ligado a tarefas docentes, por depender da ''Factildade 
de Engenharia, a utilização. do sistema se extende ainda mais e 
passa do ãmbito da pe~quisa no ãmbito da educação, podendo -se 
aproveitar para o ensino de matérias básicas 
como um estimulo para a realizição de teses 
do Engenheiro e 
de graduação, 
trabalhos extras, etc. Em tal sentido, é evidente a necessi-
dade de desenvolver uma linguagem orientada mais poderosa que 
a existente e o suficientemente generalizada, para poder co-
brir a grande variedade de necessidades que se desejam suprir. 
A arquitetura modular do sistema facilita em alto 
grau a resolução de novos problemas de aplicação. Em~onseqtii~ 
eia, definido o proble~a, se junta o comando da linguagem o-
rientada correspondente, assim como também todas aquelas roti-
nas de serviço necessárias, que não se encontram já dentro do 
sistema. Para isso devem se utilizar as formas de comunicação 
com o disco, e garantir ademais, uma perfeita compatibilidade 
destas rotinas com qualquer dos módulos já existentes. Desta 
forma,as novas rotinas serão facilmente utilizadas para a pro-
gramaçao de outros módulos de análises. 
Dentre os módulos de análises que se projeta im-
plementar em um futuro próximo, está o correspondente à análi-
se dinâmica, abrangendo vibraçôes forçadas, com todos os mo-
dulas de serviço que isto requerirá (algum método de integra -
ção direta, etc.) 
A nivel de módulos de serviço, planeja-se criar 
uma verdadeira biblioteca de elementos, triangulares, quadrili 
teras, etc., não i;Ó para aplicaçôes da equação de campo gener~ 
lizada, como para aplicaçôes em elasticidade bidimensional,pr~ 
blemas de estruturas de barra, pórticos, etc. Alem disso, ou-
tras formas de trabalhar com a matriz de rigidez, tais como :a:i:_ 
mazenamento por "SKYLINE" QD, resolução por submatrizes, pe-
lo método frontal, ·por Cholesky, etc. Isto permitirá oferecer 
ao usuário um número adequado de opçoes para que possa escolher 
a mais adequada ao seu problema. Entre outras, também serao 
implementadas rotinas para condensação, o que permitirá realizar 
análises por sub-estruturas; além disso, rotinas de geração de 
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malhas considerando.a variedade de elementos em biblioteca, ro-
tinas de s.aída gráfica, incluindo desenhos no plotter e no 
printer, etc. 
Quando a diversidade de rotinas de pre-processa -
mento, análises e post-processamento o re.queràm, se fará nece~ 
sária a implementação de um programa executivo que coordene o 
funcionamento do sistema e efetue a interfase entre rotinas ;i~ 
to é conveniente para dar mais amplitude e flexibilidade ao si~ 
tema. Atualmente os trabalh.os do executivo são f:e'i:tos por cada 
um dos módulos de análises mostrados na Fig.(.3.1). 
Concluindo, foram descritas as bases do que 
~ 
sera 
um sistema de elementos finitos destinado a problemas de enge-
nharia civil, e especialmente adaptado a minicomputadores, po~ 
quanto reso1ve o problema da limitação da memória nestas ma-
quinas. Neste trabalho se descreve o esquema mostrado na Fig. 
3.1, que representa grande parte do já existente. Outros módu 
los já em funcionamento, ainda que não comp1etamente integra -
dos ao sistema, são. os de aplicação a problemas de elasticid~ 
de plana, a problemas de pórticos e de barras, mas somente no 
que se refere à sua análise linear. 
4.1 - INTRODUÇÃO 
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CAPÍTULO IV 
APLICAÇÃO: A EQUAÇÃO DE 
CAMPO GENERALIZADA 
Os módulos em funcionamento do sistema, · mostrados 
na Fig. 3.1 foram aplicados neste trabalho a problemas regidos 
pela equação de campo generalizada em seus casos estáveis, isto 
e, a problemas independentes do tempo. 
Existem numerosos problemas de importância prática 
que sao regidos por este tipo de equação. Tal é o caso de pro-
blemas associados com torsão de barras prismáticas, fluxo atra 
vês de meios porosos, condução de calor, geração interna de ca-
lor, condução elétrica, lubrificação, vibrações acústicas,tran~ 
missão de ondas magnéticas, etc. 
Neste capítulo sao brevemente mencionados e expli-
cados, alguns dos problemas cobertos por esta equação, e o sig-
nificado dos parâmetros que envolve para cada caso. Poétetior-
mente, no Capítulo VII· se exemplificam alguns casos,com seus 
resultados e comparaçoes. 
Adicionalmente, apresenta-se neste capítulo uma fo!_ 
mulação discreta para problemas bidimensionais, com a formula -
çao matricial que envolve o uso de elementos finitos triangula-
res simples. Esta formulação é a que se encontra implementada 
para os módulos em funcionamento. 
" 
Deve-se insistir em que a equaçao de campo genera-
lizada cobre somente 
os módulos de análise 
uma parte das aplicações do sistema,já 
e de serviço disponíveis (Fig.3.1) 
que 
sao 
totalmente gerais e podem ser utilizados para qualquer outro ti 
pode problema de aplicação. 
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4.2 - A EQUAÇÃO DE CAMPO GENERALIZADA 
A forma mais geral desta equaçao corresponde a fÓr-







+ ~(h ~) 
ay Y ay 
+ ~(h . ~) + \cj) = 
az z az 
c + P 
aT ( 4. l) 
at 
Neste capítulo, no entanto, só se tratou de proble-
mas bidimensionais e independentes do tempo, razão pela qual a 
fórmula fica reduzida a: 
a 
ax 






+ Àcj) e ( 4. 2) 
donde cj) 
sição, \ 
das e hx 
é uma quantidade potencial, cujo valor varia com a p~ 
é uma constante, C pode variar em função das coordena 
e hy são características físicas, também variáveis. 
Em geral, a expressao (4.1) não e senao o estabele-
cimento. do princípio de continuidade para a função de transfe -
rência de um fluxo determinado q, tal que: [18] 
aqx aqy aqz 
e + + = ( 4. 3) 
o X ay a z 
e: qx = K M X ax 
= K 
a</) 
qy y ay 
qz = - K ~ z az 
( 4. 4) 
As condições de bordo que. acompanham as equaçoes 
(4.1) e (4.2) podem ser de dois tipos: [35] 
a) De Dirichle t, da forma 
cj) = cj) ( 4. 5) 
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, donde <j, .e um valor conhecido. 
b) De Cauchy, da forma 
K~n+K~ 
x ax x Y ay 
n y 
= F(x,y) + <j,h(x,y) .... 
donde n e n sao cossenos diretores da normal n. 
X y 
(4-6) 
t conveniente assinalar que em um ponto dado do bordo 
só pode ocorrer uma das duas·condições'(4.5) ou· (4.6) ao mesmo 
tempo. 
As equaçoes mencionadas (4.2), (4.5) e (4.6).podemser 
aplicadas a uma grande quantidade de problemas físicos, alguns 
dos quais foram mencionados no ponto (4.1), basta somente se CQ 
nhecer adequadamente que significam as variáveis utilizadas pa-
ra cada problema de aplicação. A tabela (4.1) proporciona um 
resumo dos problemas com o significado físico das variáveis. 
22 
Os casos particulares da equaçao (4.2) sao chamados: 
- Equação de Poisson: 
ij + ij e 
a x 2 ay2 K 
- Equação de Laplace: 
d 2 <j, d 2 <j, 
= o 
ax 2 ay2 





+ À<j, = o 
e 4. ?) 
e 4. 8) 
e 4. 9) 
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Problema Kx,J\, c f(x,y) h(x,y) 
Fluxo em Altura de Permeabili- Fonte in Flüxo de 
meios poro- Pressão dade domeio terna de Contorno -
SOS fluxo 
Condução Voltagem Condutivi- Fonte in Corrente a 
elétrica dade elé - terna de plicada a -
trica corrente um conter'"' 
no 
Campo ele- Intensida Fonte in 
tro-estáti- de de cam Permissivi terna de - -
co po elétrí dade - corrente -co 
Lubrifica- Pressão Funções de Fluxo di Fluxo de 
çao espessor e reto de-=- contorno -




te da for -ça gravi- - - - -tacional 
por uniC@_ 
de -massa ,, 
Transmis~ Ternperat~ Condutivi Geração Fluxo de Coeficien-
são de ca ra dade tér-=- de ca- calor no te de con--
lor mica lor in- contorno vecçao 
terno 
Fluxo irro Potencial Velocida--tacional de veloci de no con 
dade - 1 -ou - torno -
função cor -
rente 
Torsão de Função Inverso do Ângulo 
barras pris esforço módulo de de giro 
máticas - corte CD por uni - -








• Pressão Penneabi- Fonte de 
lidade fluxo in- -
terna 
Permeabi Fonte in- Intensida Força 
magnét.!:_• lidade - terna de de de caiii 
magnética po aplica ca campo ma_g_ 
nético c'l.a ao bor 
do. 
Tabe'la 4 .1 
Identificação das variáveis 
para a equação de campo 
-
-
4.3 - EXEMPLOS PARTICULARES DE APLICAÇÃO 
Antes de entrar com a formulação para aplicar o mé 
todo dos elementos finitos à equação (_4.1), faz-se nesta ·seção 
uma descrição mais detalhada de alguns exemplos de aplicação me~ 
cionados, os quais podem ser resolvidos com o sistema descrito. 
4'.3 .. 1.: Transferência de Calo:r 
Este e um processo pelo qual a energia se transfe-
re das regiões de mais alta temperatura às de mais baixa-tempe-
ratura. 
Existem três mecanismos diferentes de transmissão 




Dos três, a radiação nao será estudada, e a trans-
ferência por convecção aparecerá como uma condição de contorno 
nos exemplos considerados. 







donde Kx e a condutivid~de térmi~a. A a areada seçio •atra~és 
da qual se transfere o calor, x é a direçio do fluxo de calor 
e~ o gradiente de temperatura na direçio X. 
A tabela (4.2) mostra valores típicos da conduti- · 
vidade térmica para alguns materiais. 
MATERIAL CONDUTIVIDADE TílRMICA 
· a 2 7ºC (Watts) mOK 
Cobre 386 
Alumínio 204 
Aço Carbônico 54 
Vidro 0.75 
Plásticos 0.2 - 0.3 
Água 0.6 






Valores de Kx e Ky 
Para muitos materiais a condutividade térmica 
nao e.uniforme ,. mas varia com a temperatura. Na maioria dos 
casos, é possível aproximar essa variaçio como funçio linear, 
se a temperatura se encontra dentro de certas faixas: 
K(t) = K
0
(.l +i3T) (4.11) 
onde K
0 
e o valor da condutividade térmica para uma temperat~ 
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ta de referência e S e uma constante determinada empiricamen-
te. 
Para um caso de transmissão de calor em uma só di 
reçao como o que mostra a Figura (4.1), a distribuição de tem-
peratura vem dada pela fórmula adimensional: (4.12) 
= ! + .ê. [ (T -T ) ! + 
L 2 z l L 
(4.12) 
de forma que quando S = O, transforma-se no caso de K constan-
te: 
(4.13) 








Problema Unidimensional de Transmissão de Calor 
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As condições de convecçao se produzem · .quando um 
fluido entra em contacto com uma superfície sólida que se enco!!_ 
tra numa temperatura diferente [29] e [32] Pode haver con -
vecção ''livre" ouconve·ccão "forçada" (Fig. 4.3) mas em ambos os 
casos a transmissão de calor na interfase se realiza por CONDU-
ÇÃO, e a taxa de calor (q) transmitido se escreve pela seguin-
c 
te Fórmula ("Lei de Newton do esfriamento"). 




=li.A (T - Ta) c s (4.14) 
onde li. é a condutividade térmica para convecção (ver Tabela 
c 
4.3), A é a área da superfície através da qual se transmite o 
fluxo, Tsé a temperatura na superfície e Ta à temperatura do 
fluido distante da superfície de transferEncia. 
Fi.gura 4. 2 
CONVECÇÃO LIVRE: O movimento se produz pelas di 
feranças de densidade no fluidd, produto .de um 
contacto com uma superfície quente. 











CONVECÇÃO FORÇADA: ocorre quando um fluido 
à velocidade dada UF passa por urna superfí-
cie com temperatura diferente. 
FLUIDO E TIPO DE - w 
CONVECÇÃO hc Crn2ok) 
. 
Convecção Livre, Ar 5 
Convecção Livre, Água· 20 
Convecção Forçada, Ar 10 
Convecção Forçada, Água 50 
Água Fervente 3000 











nulo e e é a 
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Concluindo, os problemas de transferencia de calor 
o sistema,são regidos pela equação (4.2) onde 1 é 
taxa de calor interno gerada dentro do recinto. As 
condições de contorno vem expressadas por (4.5) (Dirichlet), 
(4 .10) (.fluxo de conduçã.o) e (_4 .14) (fluxo de convecção). Obser 
va-se não linearidade segundo a equação (4.11). 
4; 3. 4 - Problemas de Torção: 
TorçãD d&. Saint Venant 
Sêg1,1ndo a formulação de Sain t-Venan t [33] o pro-
blema de torção de barras prismáticas é representado de acordo 






I "' ,,,,., ' _.,.,,. 
-i-
Figura 4.4 
Torção de Saint-Venant 
Todas as seçoes se deformam da mesma maneira [23], 




~ o (4 :15) 
ax 2 ay2 
onde ijJ e a função de torção. 
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Os deslocamentos vem dados por: 
u ; - e zy 
V ; e zx 
w ; 81/1 Cx, y) 
onde e e o ângulo de rotação por unidade de longitude. 
onde G; 
Os esforços vem dados por: 
Tyz 
E 
2 (1 +v) 
·eª* ; Ge a x - y) 





Outra forma de modelar o problema e através da teo-
ria de Prandtl a qual define a função esforço ~. onde: 
1 
G 
a2 ~ + 1 
o 2 G 
que e uma equaçao de Poisson. 






4. 3. 3 - Problemas de Fluxo Pote·ncial: 
(4.18) 
(4.19) 
Corisidera~se o ·fluxo em movimento irrotacional, nao 
se levam em conta as forças de atrito e o fluido é imcompressí -
vel [.cumpre-se o princípio de continuidade). [28] 
57 
Estes problemas podem ser resolvidos de duas formas 
diferentes: 
Com base na função de corrente T 
Com base no potencial~ 
Foram feitas comparaçoes destes problemas com os de torsão 33 
As velocidade se definem por: 
V z.j_ = aw -
X 
é) X ay (4.20) 
vy = 2! = 
·~ 
ély é) X 
Ambas as funções completam a equaçao de Laplace no seio do flui 
do. 
4.3.4 - Problemas Envolvendo ·a Equação de Hemholtz 
Estes problemas geralmente se referem à propagação de 
diferentes classes de ondas. Tal é o caso das ondas eletromag -
néticas, ondas acústicas e oscilação das ondas em um corpo pla-
no de água C"seiche motion"), entre outros .[22] 




(K . 2!y 
y ély 
+ À~= o (4.21) 








A constante À 
formulação da 
pode ou nao 
equação (4 .. 
autovalores e autovetores. 
(4.22) 
= o (4.23) 
ser conhecida; neste Último caso, a 
) leva à resolução de um problema de 
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VIBRAÇÕES ACÚSTICAS 
<luz um campo 
equação (4. 
Um fluido que vibra dentro de um corpo fechado 





p = o (4.24) 
ay2 c2 
onde P é o excesso de pressao sobre a pressao ambiental w e a 
frequência da onda no meio. 22 
A equaçao (_4. 23) se baseia no fato de que o proces-:, 
so e adiabáti~o. as mudanças locais na densidade são pequenas.as 
sim como os deslocamentos e a velocidade do fluido. 
ONDAS ELETROMAGNÉTICAS 
A propagação destas ondas em um recinto cheio de ma 
terial dielétrico se rege pela equação: [22] 
a 
ax 
cl ~ l + 1 
Ed ax ay 
) + w2 r 
o 
= o 
onde~ é uma componente do campo elétrico ou magnético, 
frequência da onda 
a permissibilidade 
do espaço livre, 
0 
e a permeabilidade 
do espaço livre, e a do dielétrico. 
d 





Para equações lineares de ondas de longo período.a~ 
sume-se, geralmente, que a fricção pode ser desprezada, os ter-
mos de aceleração convectiva são pequenos e is velocidades podem 
ser consideradas constantes desde a superfície da água até o fun 
do. Caso se possam assumir essas 




- -corpo de agua e: 








onde h é a profundidade, n é a elevação da igua em relação ao 
nível médio de iguas tranquilas e T é o período de oscilação. 
Pode-se utilizar o método dos elementos finitos para 
se encontrát os períodos naturais e -os modos de vibração de portos 
que possam ser aproximados como corpos completamente fechados de 
igua. [23] A solução exata nestes casos é dada para os diferen-
tes modos de vibração em um recinto retangular, pelos termos de 
uma série: 
n = cos mílx cos nTiy (4.27) 
a b 
bnde a e b são as dimens6es do corpo fechado (a e o comprimento 
e b a largura). 
Mesmo assim os períodos podem ser calculados por.[34] 
T mn = 
2a 
onde d e a profundidade da agua. 
s = a (4.28) 
b 
Explicaç6es mais detalhadas de outros. problemas pro-
postos na Tabela 4 .1 se encontam nas referências [18] ,[23] [?![!! 
[25] e [24] 
4.4 - FORMULAÇÃO DISCRETA PARA PROBLEMAS 
BASEADOS NA EQUAÇÃO DE CAMPO 
Utilizando-se o método dos elementos finitos, aproxi-
ma-se a função cp , solução exata da equação ( 4 .1) por uma sol u -













1 ny - f - h 1 = 
ay 
s z f' O l4,30) 
onde t
1 
e s 2 sao erros de aproximação [35] 
Para se realizar a formulação ,supos.-se que a função 
s
1 
satisfizesse a condi~ão de Dirichlet (4.5) com exatidão, e se 
aplicou o método de Galerkin [18] [24] e [35] , para minimizar os 
erros s
1 




' a,p ., 
f f -ª (K - 1 ) +· 0 
A a:x X ax ay 
a <P 
(K __ 1 + ·y ay 
dA + 
n l o,P 
x:...I 1 
ds = O 
(4.31) 
onde A é o domínio de integração na área e Sé o bordo onde exis-
tem as condições de contorno (4. ). 
Integrando-se por partes e operando-se a expressao 
(4. ) , resulta: 
rx 
a <P ºª <P a <P o a ,p 
Co,PJ __ 1 __ 1 + K 
__ 1 __ 1 -
1'<P1º<P1 + dA-A â'x ax y ay ay 
- JS [ F + h ,p l J o ,p l ds = O (4.32) 
A função ,p 1 , seguindo o método dos elementos fini-
tos, e aproximada por certas funções "N" de interpolação, com ba-
se nas incógnitas nodais por elemento, "<Pe"· tal como se 
na seguinte equaçao: 
mostra 
(4.33) 
Introduzindo-se esta expressao na equaçao (4.3 ), e 
considerando-se que ,p e o,P não são funções de posições, resul~ -e -e 
ta: 
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Ky NT N )dA - JJA ÀNT NdA --y -y 
onde as integrações se realizam ao nível do elemento, toda a vez 
que a expressão (4. 3 ) aproxima a função sobre o elemento em que~ 
tão. 
Considerando, na equaçao (4.3) que a variação 6• . -e 




onde o "e" indica que as matrizes estão dadas por elemento, e: 
Ke = !!A [ Kx NT N + K NT N J -X -x y -y -Y dA ( 4. 36) 
Me = !!A NT N dA ( 4. 3 7) 
He = fs h NT N ds ( 4. 3 8) 
p = - !!AC NT -e dA + S F 
NT ds ( 4. 39) 
definem as matrizes que se utilizam em (4.3). As vezes, e com 
algumas· semelhanças com problemas trAditionãis ~de ;estruturas, 
di-se o nome de matrizes de "rigidez", de "massa" e de·"vetores de 
carga",respectivamente, is matrizes dadas por (4.3 .. ),(4.3") e 
(4.3 '). 
Estas equações,dadas ao nível do elemento, se reunem 
para dar forma ao problema global, que abrange todo o recinto dis 
eretizado. 
Va_le comentar que a equaçao de Hemhol tz se apresenta 
em problemas onde as funções f,c eh se fazem nulas, o que resul-_ 
ta no problema de autovalores e autovetores: 
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(~ - À tl)p = o (4. 40) 
A equação de Laplace seria do tipo: 
K p ~· p (4. 41) 
Dessa maneira a equaçao de Poisson ficaria de for-
ma semelhante ã anterior. 
4.5 - ELEMENTO TRIANGULAR SIMPLES 
A aplicação de problemas regidós ·pelâ equaçao de cam 
pose realiza atualmente com base na utilização de elementos tri-
ngulares isoparamétricos de 3 nós, que proporcionam uma variação 
linear da função~ sobre o elemento (Fig.4.5) 
y 
Ykt--~~~~~~-;.;. 
Xi Xk X 
Figura 4.5 
Elemento Triangular Simples, Variação 
da· Função sobre o Ré.cinto 
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O desenvolvimento explícito das matrizes caracte-
rísticas deste elemento, desenvolvido com base em funções de 
interpolação lineares, correspôndentes às chamadas "coordena -
das triangulares", pode ser encontrado nas referências · [35] 
[25] e [30]. 



















F1Sl + f3S3 
Fzsz + f1Sl 
.. 












S3) h 1s 1 h 3s 3 




-+· h~S 2) h 2s 2 
6 
(SIMÉTRICA) ·z(h-S +·hs) 2 2 3 3 
(4.42) 
C4. 4 3) 
(_4.44) 
(_4.45) 
onde os termos Cij sao elementos da matriz B (_drivadas das fun 
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çoes ~) : 
(Y 2 - y ) 3 
(X -. 3 Xz) C.Xz y 3 - YzX3) 
B = 
1 
(Y3 - y ) (Xl X3) (X3Y1 x1 Y 3) (4.46) 
ZAe 
1 
(Yl - Yz) CXz - x1) (Xl y 2 - Xz y 1) 
ângulo, e os 
tantes sobre 
Os valotes s. sao as ilion~itUdes dos lados do tri 
l 
valores h. e f. as quantidades (consideradas cons 
l l 
os lados correspondentes) de convecção e fluxo 
por condução atribuídos aos bordos onde se hajam definido tais 
condições de contorno. A nomenclatura utilizada corresponde à 
Figura (4.6). 




l . F1, h1 l ,. " Si ~ 
Figura 4.6 
Nomenclatura sobre os Lados do Triângulo 
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CAPÍTULO V 
CARACTERÍSTICAS DA LINGUAGEM 
5.1 - INTRODUÇÃO 
Uma das características que sempre acompanha qual-
quer conjunto de programas de análises por elementos finitos é a 
complexidade da entrada de dados. Em consequência, quanto maior 
a malha utilizada, maior o numero de elementos empregados e o n_~_ 
mero de nós que a formam, com todos os dados inherentes á geo-
metria e propriedades: coordenadas, conectividades, condições de 
bordo, cargas, etc. 
A elaboração da entrada de dados é,pois, um 'tiaba-
lho, que além de ser sumamente tedioso para o usuário, é fonte 
de inumeráveis e·custosos erros, os quais muitas vezes passam desa 
percebidos até mesmo depois da· análise. 
O conceito de linguagem orientada foi concebido pa-
ra facilitar esta etapa na resolução de todo o problema. Em con 
sequência, por esse meio se proporciona ao "Usuário comandos 
versáteis e poderosos que ajudam na definição do problema com as 
vantagens de incluir formato livre, vários comandos em um cartão, 
mensagens de erro, etc. 
Deve-se assinalar, como outro aspecto do que repre-
senta umá · linguagem··órien ta da, a qual constitui numa forma de co-
municação familiar e fácil de manejar 
da terminologia 
para o engenheiro, 
usual empregada em se baseia em palavras 
ria. Isto facilita a aprendizagem da forma de utilização 




A idéia dos "comandos", definidos por palavras chave 
qu~ identificam diferentes etapas na definição do problema (COO~ 
DENADAS, CONECTIVIDADES, etc:) se adaptam muito bem a um sistema 
modular, já que facilitam a adição de novos esquemas de geraçao 
de malha,de condensação, etc., dentro da mesma filosofia e sem 
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afetar os comandos já existentes. 
Para este trabalho, em particular, se busca que a en 
trada de dados constitua um módulo independente dos módulos d~ a 
nálises, construindo-se uma base de dados que é armazenada em dis 
co para o uso posterior de outros programas. 
Na construção deste arquivo permanente se utilizamas 
facilidades brindadas por um conjunto programado de rotinas, que 
simulam memória virtual [12] Isto permite evidenciar a série 
de dificuldades impostas pela limitação de memória no minicompu-
tador, dispondo-se assim de capacidade suficiente para resólver 
problemas de dimensão respeitável. 
Tanto os programas que consti.tuem a linguagem orien-
tada como o módulo que maneja os arranjos em memória virtual a-
presentam a vantagem de estarem escritos em um FORTRAN altamente 
campa tí ve 1, o que facilita sua tradução para qualquer computador, 
devendo somente obedecer-se àquelas instruções que têm a ver com 
o manejo do disco, as quais mudam de computador para computador. 
Neste capítulo se descreve brevemente o funcionamen~ 
to geral do sistema, os comandos em uso e diversos detalhes .--da 
implementação, que incluem as características do arquivo 
detalhe, 
geral 
as ro-criado em disco. 
tinas disponíveis 
comandos. 
Descrevem-se também, com 
na linguagem, úteis para 
5. 2 - CARACTERISTICAS GERAIS 
certo 
a elaboração de novos 
A linguagem orientada é um módulo mui to · : .. :importante 
para o funcionamento do sistema, já que constitui a via de comu-
nicação com o usuário, o qual, por este meio, organiza a base de 
dados (arquivo em disco que ficará à disposição dos módulos de 
análises) e·a impressão de resultados, podendo ser seletivo quag 
to à impressão de todos eles ou somente de alguns. 
Esta comunicação do usuário com o sistema se realiza 
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através de "comandos" definidos por certas palavras chave em e~ 
panhol, tais como "TITULO","COORDENADAS", "CONSTANTES",etc. Mais 
adiante serão descritos com detalhes os comandos atualmente em 
funcionamento. 
Todos os dados podem ser proporcionados em formato 1! 
vre. Além do mais, existe uma série de rótulos definidos den-
tro de cada comando, que permite dar certos dados em uma ordem 
arbitrária, como ocorre, por exemplo, com o comando "coordena -
das" . Todo erro na sintaxe de um comando trará como consequên-
eia a emissão de uma mensagem de err·o, sem que porisso se ·'.inter 
rompa a leitura dos dados. Os comando podem ser dados em uma 
ordem arbitrária, a critério do usuário. 
Os comandos atualmente em funcionamento sao enumera -













O comando "Título" serve para especificar o nome do 
programa a ser resolvido. O comando "Tipo" apresenta as opçoes 
"LAPLACE", "POISSON", "CAMPO", "CALOR", "FILTRAGEM", e "HEM-. 
HOLTZ" e determina o tipo de problema a ser analizado. 
A definição da geometria da malha se realiza através 
dos comandos "COORDENADAS" e "CONECTIVIDADES", As coordenadas de 
um nô podem ser especificadas em qualquer ordem, se são precedi-
das por rótulos "x" ou "y", de acordo com o caso. Ademais o pr~_ 
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grama leva uma numeraçao interna dos nos e dos elementos, segun-
do a ordem pela qual sao introduzi.dos. A equivalência entre es-
ta numeração interna e dos nomes que proporciona o usuário, se 
realiza atiavês de arranjos, onde estes Ültimos são armazenados. 
O comando "CONSTANTES" se refere a características 
comuns a todos os problemas. Atualmente se incluem neste coman~ 
do os rótulos correspondentes às constantes que interferem na e-
quação de campo: "KX", "KY", "LAMBDA", "C" Cver 
que têm diferente significado físico, segundo o 
- . ~ _. 
ser resolvido. Se nao se fornecem os rotulos, 
grama assinalará os valores e as constantes, de 
dem que foi mencionada. 
equação n9 ~e 
problema que vai 
o programa o pr~ 
acordo com a or-
O comando "'PROPIEDADES" permite assinalar diversas 
características para cada elemento em particular, o que fatilita, 
por exemplo, considerar vários tipos de material em um mesmo pr~ 
blema. A ordem com que registra estas propriedades corresponde 
aos rótulos disponíveis: "KX"' 11KY"' "Ql 11 ' "Q2' 1 ' 
1·'_Q3" ,"Hl1"' ~ 1B 2~' 
"H3", "Tl", "T2" e "T3", onde os dois primeiros representam,quan-
tidades que aparecem na equaçao de campo e os restantes cobrem 
todos aqueles valores necessários para definir condições de flu-
xo e de convecção em alguns problemas de calor (ver equações 4. 6 
e 4.14) 
O comando "RESTRICCIONES NODALES" ê utilizado para es-
pecificar valores dados de uma função em estudo em nós escolhi·-
dos segundo o problema. Assim sendo, o comando "CARGAS APLICA-
DAS" ê empregado 
das em seus nós. 
(atê agora Ünico 
deste comando. 
naqueles problemas que apresentam cargas aplic-ª_ 
Os problemas de aplicação da equação de campo 
módulo de aplicação implementado) não fazem uso 
Nos três Ültimos comandos que foram mencionados po-
de se fazer uso da facilidade de registrar um mesmo valor a uma 
lista de nós ou element6s, ao invês de repetir a instrução para 
cada um deles. 
O comando "SUPERELEMENTO" permite a geraçao de ma-
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lha em recintos quadriliteros de lados curvos e retos. Os ele 
· me1:itos finitos gerados podem ser triángulos isoparamétricos de 
primeira e segunda ordem. O comando é esquematizado a seguir. 
r~, ELEMENTOS--...,· t--+LINEALES>---
NOME---'---+--------+----H·'L ·. 1 . DE__:,,NDX--+PO --+NDY 
· CUADRATICOS>r 
O nome identifica o superelemento que vai ser gerado. Os intei 
ros NDX e NDY especificam o número de divisores que vão ser ef~ 
tuados sobre os lados do quadrilitero. Os vértices, ou pontos 
que definem o recinto, são enumerados em um cartão, em seguida, 
sendo descritos segundo suas coordenadas. Estes pontos podem 
ser em niimero de quatro ou oi.to, se o recinto é de lados retos 
ou de lados parabólicos. 
Este esque.ma .de geraçao se baseia no conceito de e 
lemento isoparamétrico [19] Consequentemente, considerando o 
caso particular de um quadrili ter o parabólico (Fig. 5 .1) do qual 
se conhecem as coordenadas dos 8 nós que o definim, as coorden~ 
das cartesianas de qualquer ponto em seu interior podem ser de-
finidas em função das primeiras, da seguinte forma: 
8 
X : , i:: .. N. X. 
i:l l l 
( 5 .1) 
8 
y : L N. y_ 
i:l l l 
onde as N. são funçoes de forma associadas a cada nó e definidas 
l 
em termos de um sistema de coordenadas curvilíneo (E,Il}\ · fujos 
valores oscilam entre (-1) e (1), 
8 
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--- ___ L 1 é - --
· 1 
'· -~ '-1 
2 
Figura··: 5: 1 
Quadrilátero Parabólico 
As funções de forma sao: 
Nl = 
1 (1-E) (l-11) (1c+11+l) - 4 
Nz = 
1 (1-s 2 J ( l -"11} '· 2 
N3 = 
1 (l-11) (l+E:) (11-1c+l) 4 
N4 = 
1 (l-11 2 ) (l+E) 2 
N5 
1 (l+E:) (1+11) (1c+11-l) = 4 
N6 = 
1 
2 (1-E: 2) ( 1 +11) 
N7 = 
1 (1-E:) ( 1 +11) (11~1c-l) 4 
N8 = 
1 (1-11 2 ) '(l-i:) 7 
5 
4 
t, + 1 
( 5. 2) 
Segundo - de divisões- especificado por NDX o numero 
e NDY, uma sirie de quadriláteros se criam dentro do recinto,os 
quais sio divididos em triingulos segundo sua diagonal mais cur 
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ta: isto proporciona triângulos mais bem conformados. 
Os nomes dos nõs que constituem um "Superélemento 
sao registrados sequencialmente a partir de um número base que 
contempla os nós anteriormente gerados. Quando se declaram dois 
elementos adjacentes, a numeração dos n6s comuns que se conser-
va e correspondente ao lado do primeiro superelemento declarado. 
Isto pode provocar um considerável incremento na largura de ban 
da da matriz de rigidez, se nao se utiliza racionalmente o co-
mando. Recomenda-se então, tomar precauções quanto ã ordem em 
que se geram os superelementos, e também, quanto ã forma como se 
apresentam os laos (ordem em que se proporcionam os nos que de-
finem o superelemento}. Um exemplo disto é mostrado na Figura 
5, 2) 
Na realidade se projeta para um futuro imediato aim 
plementação de algorítimos de renumeração que minimizarão a lar-
gura de banda, fazendo com que o uso deste comando seja mais efi 
ciente;e também a condensação dos superelementos em seus nós de 
contorno para permitir uma análise por sub-estruturas que amplie 
a capacidade do sistema. 
~ conveniente assinalar, também, as restrições que 
existem na aplicação deste eiquema de geraçao de malhas, baseado 
em coordenadas isopararnétricas 
do nó central. 
no que se refere ã - .tolocaçãb 
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G L34 
C\ L31 ~ 1-------4,...:L:..:2;.;.3 ___ 15 ~----..:L::.:1.:,.1 ___ -lf?\ L33 \.::.) 
Gf-'LC:2'--'4'-------i 2'---~L22=© 









Utilização do Comando Superelemento 
Para a malha da esquerda a diferen 
ça nodal má'xima é de 4 · para a dã 
direita é de 17. ' 
[i]superelernento i 
G) Nodo i 
Lij Lado j dos. 
perelemento r 
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'Na realidade, é sabido que selecionando o 
cionamento dos pontos centrais 
malhas mais ou menos densas em 
posi-
obter sobre os lados, pode se 
diferentes regiões do recintoCFi 
gura S. 3). No entanto, o posicionamento destes pontos não é ª!. 
bitririo, e deve se limitar a determinada região sobre o ~làdd; 
ji que do contririo podem ocorrer malformações na malha gerada: 
pontos fora do recinto, linhas que se cruzam, etc. Recomenda-
se, para assegurar que isto não suceda, que o ponto central se 
encontre separado do vértice 
nor que um quarto do lado, e 
le. Na realidade, (yer Ref. 
por uma distância que não seja me-
nao seja maior que três quartos ô~ 
20) os valores destas distân-
cias dependem do numero de pontos que vão ficar sobre o lado: 
B (N - 3) 
L 4 (N-2) cs. 3) 
B. (3N-5) 
L 4 (N-2) 
onde L é o comprimento do lado, B é a distância em relação ao 
vértice, e No número de nós do lado. 
r 6 5 
4 
Figura 5.3 
Efeito do Refinamento na Malha Gerada 
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O comando "ANALISE" define o tipo de análise · que 
vai ser realizada por outros módulos do sistema. A · és :ti:u tura 
deste comando pode ser representada da seguinte forma: 
ILINEAL J 
,_.,ESTATICO---------->j ·. 
ANALISIS- l l-+NO LINEAL 
· ·· [JACOBI 
VIBRACIONES LIBRES . ·· 
ITERACIÇN POR SUB-ESPAÇOS 
A estrutura atual deste comando abrangé•;todos os tipos de análi 
ses que o sistema realiza. Posteriormente, a medida que se vão 
implementando, se ampliará o comando para cobrir novos tipos de 
análises. 
O comando "IMPRESSÃO" se esquematiza como se segue: 
IMPRES[ON-DE-[DATOS r->INTERMEDIO . r y · 1 
RESULTADOS -'---~~~·~~~~~~~~, FINAEES 
Se nao se indicam dados ou resultados específicos, sao todos e-
les impressos; do contrário, o usuário pode selecionar alguns 
deles unicamente, os quais coloca no cartão ou cartões seguin -
tes. O comando "impressão de resultados" ativa uma série de in 
dicadores que serãti utilizado!; após a análise para selecionar a-
queles que serão impressos. Estes podem se referir ao valor da 
função nos nós e/ou ao valor das derivadas da função sobre os e· 
lementos. Indicam-se resultados intermediários quando se <lese-
ja conhecer os valores através da cada iteração. 
O comando "FIM" deve ser o Último especificado ·.na 
entrada de dados. Este comando indica a reorganização do arqui 
voe a eliminação daqueles arranjos que não necessários. O ar-
quivo permanece em Disco com o nome de "DADOS" e pode ser aber-
to por qualquer outro programa de aplicação e/ou análise. 
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5.3 - ALGUNS DETALHES SOBRE A IMPLEMENTAÇAO 
A linguagem orientada implementada permite evitar 
ao usuário toda preocupaçao quanto ao uso do disco como memória 
suporte. já que se apoia na utilização de um software de memó-
ria virtual especialmente concebido para minicomputadores [}TI e 
[}'!:]. O uso deste sistema permite a declaração de grandes ar-
ranjos, sem as limitações impostas pela pouca quantidade de me-
mória direta disponível. 
Estes arranjos, em princípio sao destinados a coar 
denadas, conetividades, propriedades, nomes dos elementos e dos 
membros, cargas e condições de contorno. A multiplicidade dos 
arranjos permite maior flexibilidade no uso dos comandos. Toda 
via, quando se introduz o comando "FIN", ocorre uma reorganiza-
ção geral . A maioria dos dados é disposta em um Único arran-
jo denominado area, de duas dimensões, o qual apresenta um as-
pecto como se ve na Fig. 5.4, que mostra uma fileiia do arran-
jo AREA. Este arranjo tem tantas fileiras quanto números de e-
lementos haja. 
ELEMENTO NODO 1 NODO J NODO K LUJO CONVECCION 
100 .I XI YI J XJ YJ K XK YK KXK 01Q203 HI H2 H3 
Figura 5.4 
Fila do arranjo AREA 
Além destes se conservam os nomes dos nõs,(já ·que 
no arranjo AREA só figuram os números correpondentes ã sua nume-
ração interna) e informação geral do problema como: nümero de 
nós, número de elementos constantes, título, tipo de análise a 
realizar, condições de contorno.etc. Há outro tipo de inform~ 
- -çao que e inerente ao sistema de memória virtual (.tamanho da gr~ 
váção, número de páginas, tamanho da página, etc.) que também e 
armazenada para poder entrar posteriormente no arquivo. No en 
tán to, não se menciona i.s to, porque o usüiírio nunca tem que man~. 
jar este tipo de informação. ).s demais arranjos são "apagados " 
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do disco, por nao serem necessirios para os m6dulos de anilise. 
A organização especial que se mostra para o arran-
jo AREA, foi selecionada visando a eficiência do sistema. Assim 
sendo, ainda que desta forma se armazene virias vezes a mesma 
informação, (como e o caso das coordenadas dos n6s) se 'minimi 
zam os acessos ao disco na hora de montagem da matriz de rigidez, 
ji que, ao colocar uma fila do arranjo em mem6ria direta,se têm 
todos os dados necessirios para a contrução da matriz do elemen 
to. 
O funcionamento geral da linguagem orientada se b~ 
sei.a na utilização de um "dicioniri6", que traduz os caracteres 
alfanuméricos fornecidos pelos comandos, para caracteres numérl:_ 
cos. Assim, por exemplo, o "A" corresponde ao n9 16, o "J" ao 
número 15, etc. A tabela 5.1 mostra os caracteres disponíveis 
no dicionirio e seu c6digo numérico. 
Quando um cartão é lido, passa a ser interpretado, 
de forma que todas suas colunas, cheias de caracteres alfanumé-
ricos se traduzam em um arranjo equivalente de caracteres numé-
ricos. Este trabalho é realizado por uma subrotina chamada 
LEER. 
Esta subrotina também se encarrega de organizar a 
informação, de forma que, por exemplo, estabeleça o número · de 
palavras (."NES ") que exista em um comando; .cria um arranjo 
("IPT"), que, contendo duas posições por cada palavra, na segu!lc 
da indica si se trata de uma palavra numérica ou alfanumérica.e 
na primeira, a posição da primeira coluna da palavra, dentro do 
comando. Esta subrotina descrimina também o número de coman-
dos, separados por "; ' 1 ou por 11 % ", 
tão e leva a informação da coluna 
terminam. Desta forma, ainda que 
que se encontram em cada caE 
na qual come:çam e em qual 
uma chamada LER signifique a 
interpretação de um novo comando, não significa necessariamente 
a leitura ·de um novo cartão. A Figura 5.5 mostra um ·diagrama 
de fluxo esquemitico da subrotina LER. Esta subrotina utiliza 
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CÔDIGO CARACTER CCJDIGO 
. NUMÉRICO NUME"RICO 
17 B . 33 
18 c . 34 
19 D 35 
.. 
. 20 E 36 
21 F 37 
22 G 38 
23 H 39 
24 I 40 
25 J 41 
26 K .42 
27 L . 43 
28 M 44 
29 N 45 
30 o 46 
' 31 p 
. 32 Q 
Tabela 5.1 
















2) busca o primeiro caracter igual, ou primeiro diferente do 
. . 
determinado por um dás parâmetros. Isto ê realizado a partir de 
certa posiçâo fornecida segundo as necessidades, dentro dos li_ 
mites do comando. IBVS, o nome da função, devolve a posição do 
caracter procurado. 
Uma vez organizada a informação dada por um car-
tão, procura-se indentificar qual o comando que contém. Isto 
se realiza por pesquisas, comparando os primeiros caracteresCQ 
dificados a partir do cartão, com as três ou quatro primeiras 
letras de cada uma das palavras que defin~m um comando 
todas as possibilidades que possui a linguagem. Se nenhum co-
mando é conseguido, emite-se uma mensagem de erro e passa·- se 
para o·próximo comando. 
Uma vez identificado o comando, procede-se o ar-
mazenamento dos seus dados, dispondo-se para isso de uma série 
de subrotinas que realizam diversas funções. Estas subrotinas 
sao chamadas: DANO, LISTA, LISRO, que por sua vez se serve_m 
das rotinas NUMER e FINDI. 
A forma de utilização dessas subrotinas, depende 
do comando específico que se está desenvolvendo. Neste senti-
do, existem dois tipos diferentes de comandos.os que têm rótu-
lo e os que não têm. 
Os comandos com rótulo são ,dentre os que foram me!!_ 
cionados anteriormente, aqueles nos quais a ordem especifica 
dos seus dados pode ser alterada, se estes dados forem identi-
ficados com seu respectivo rótulo. Para este ·tipo de comando, 
deve se providenciar um arranjo onde se identifique, por uma 
ou duas letras, todos aqueles rótulos que podem aparecer na 
sua utilização. Este arranjo é então fornecido ã rotina 
DARO, que se encarrega de armazenar dados identificados por rQ 
tulos. Exemplificando, o arranjo de rótulos correspondente 
ao comando "COORDENADAS"seria da seguinte forma: 
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e s. 4) 
ou o :que da no mesmo : (ver Tabela 5 .1) 
[39] IR = 40 e s. s) 
A subrotina "DAAO", na realidade, utiliza os servi 
ços de "LISTA" e "LISTRO''. ,e, segundo os dados que obtém, é capaz 
de identificar uma das seguintes situações, devolvendo um indi-
cador adequado: 
- os dados no cartão foram colocados em um arranjo 
auxiliar segundo uma ordem conhecida (estabeleci 
da pela ordem em· que se colocam os rótulos no ar 
ranjo correpondente) e os nós ou elementos aos· 
quais correspondem estes dados,se encontram defi 
nidos em outro vector auxiliar; 
- conseguiu-se no cartão um rótulo nao considera-
do no arranjo de rótulos; 
- imprimiu mensagem de erro, por alguma situaçãoi~ 
correta; 
- a primeira palavra no cartão nao e um numero. 
Na definição destas situações intervem 
a subrotina LISTA, atuando em uma das duas formas: 
preenchendo um arranjo com uma lista sequencial de 
nomes (código 2); 
preenchendo um so lugar no arranjo (código 1). 
Este Último tem sentido quando se trabalha com co-
mandos como "COORDENADAS", onde não é possível ,regi:s.trar uns mesmos 
valores de coordenadas X e Y a uma lista de nomes. Neste caso a 
subrotina averigua se há ou não mais caracteres do cartãc para poste 
riormente passar os dados a "LISRO". Além do mais indica o nume 
ro da palavra n:a qual ficou pendente. A Figura 5. 6 mostra o dia-
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grama de fluxo da subrotina "LISTA". 
A subrotina "LISRO" retoma o comando na palavra indi_ 
cada por "LISTA", e é encarregada de anotar os dados indicados no 
cartão (seja com rótulos ou sem êles) em um arranjo auxiliar. Os 
dados sao organizados especificamente, de acordo com o apareci -
mento dos rótulos no arranjo de rótulos. (_Fig. S. 7). 
Existem alguns comandos com r6tulo que nunca fazem u 
so de uma lista de nomes, porque podem utilizar diretamente a sUb" 
rotina "LISRO", sem chamar previamente a "DARO" e a "LISTA". Tal 
é o caso do comando "CONSTANTES", por exemplo. 
As subrotinas anteriores utilizam a subrotina"NUMER" 
para identificar uma quantidade determinada, quer seja um nilnero 
inteiro real, quer seja em forma exponencial. Assim sendo, de-
volve a posição da coluna vazia posterior ao nümero e um código 
de erro. O funcionamento desta rotina é explicado esquematica -
mente na Fig; 5.8. 
Uma vez que, nos cartões com rótulo, forem identifi-
q1dos os dados correspondentes, e com a ajuda das subrotinas ante 
riormente descritas, forem armazenados convenientemente em arran 
jos auxiliares tanto os mencionados dados,como a lista de nomes 
ou de elementos, ãs quais estes dados correspondem, coloca-se es 
ta lista de dados em seu respectivo arranjo, o qual se encontra 
armazenado no disco. Todavia, para armazenar os dados de acordo 
com a numeração interna que utiliza o progrania, é necessiirio ef~ 
tuar a comparação entre esta numeração e a lista de nomes forne-
cida pelo usuário. Esta tarefa é realizada pela subrotina "FIN-
DI". 
Em resumo, a elaboração de um comando qualquer, en-
volvendo o registro de dados, com ou sem rótulos,a um nome ou a 
uma li.sta de nomes, e esquematizada nas seguintes etapas: 
1) Identificação do comando. 





















FICA ALGUM COMANDO 
NO CARTA O EM CURSO ? 
\ J 
NÃO 
LER UM OUTRO CARTÃO 
, 
PROCURA PRIMER CARACTER DIFERENTE 
AO .BRANCO , NO COMANDO 
, 
IDENTIFICAR A ULTIMA COLUNA 
DO COMANDO EM CURSO 
' IDENTIFICAR SE A PALAVRA E UM 
, , 
NUMERO o UM CARACTER. COLOCAR 
A 
NAO 










' COMANDO? ULTIMA DO 
SÍM 
1 RETURN 1 














,, /. ,, ., 
NÃO ~ t E A ULTIMA 

















( IDENTIFICA SE A PROXIMA PALAVRA NO , 
NUMERO ) \ COMANDO E UM 
' lNÃO SIM 
' 
d E EXPOENCIAL? 
SIM 




o INTEIRO E o 




























E 2 ENCHE MAIS DO 
INDICA QUE TEN.SE 
UMA LISTA POR 
GERAR 





















ARMAZENAR OADOS ESPECIFICADOS COM o SEM ROTULOS 
1 
if 
J 1 INICIO 
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COMPARA· A LE- IDENTIFICA - SE 
' TRA COM OS RO- E ARMAZENA 
TULOS DISPONIVEIS NO ARRANJO 
/· 









IDENTIFICA o LUGAR /· 
CORRESPONDENTÊ e! E A ULTIMA PA-. 





e! E IGUAL DO QUE .. e·: NÃO DEVOLVER o MENSAGEM 

















l 1DENTIFICA O SINAL DO NÚMERO :1 
+ 
MULTIPLICA A VA -, 
RIAVEL ACUMULADA 
DA POR 10 E SO-
MA A CIFRA NA 
CANTIDADE CORRES -
PONDENTE ( PARtE 
INTEIRA , DECIMAL 
OU EXPOENCIAL) 
1 
l A SEGUINTE 
I 
SIM I I CIFRA E UM NU-
MERO ENTRE O E 9f 
NÃO 
. ' -














E UM PONTO?/ ·. 
NÃO 
(t E UMA u E '',?)--;--i. 
.SOMA A PARTE 
INTEIRA, A DE-
CIMAL E A EX-
POENCIAL 
NÃO 














3) Identificação. e construção. de uma lista de no-
mes. 
4) Identificaçao dos dados e registro em um peque-
no arranjo auxiliir, em mem5ria direta. 
5) Registro dos dados no arranjo maior em disco,de 
acordo com a numeraçao i.n terna que corresponde 
ao nomes dados. (1/er Fig. 5.9} 
Os comandos sem rótulo, como os de "CONETIVIDADES", 
"TIPO", "IMPRESSAO", etc.; utilizam algumas das subrotinas menc·io 
nadas de forma muito particular, segundo as neces~idades de cada 
comando e aproveitando os recursos disponíveis. 
Assim, por exemplo, o comando "CONETIVIDADES" utili 
za a subrotina "LISTA" para armazenar todos os dados de um elenien 
to em um arranjo auxiliar. Posteriormente, usa a subrotina "JFIN-
DI", para colocar em cada elemento suas conetividades, visando a 
equivalência dos nomes e dos nós que a integram com a numeração i.!! 
terna destes nós. Entende-se que todo cartão é interpretado pe-
la subrotina "LER". 
Concluindo, a adição de um novo comando aos já di~ 
poníveis pela linguagem orientada, é facilitada pela existência de 
um numero adequado de subrotinas de serviço, que se ocupam de a-
presentar adequadamente a informação de um cartão. É imprescindf 
vel que se conheça a capacidade destas subrotinas e os parêmtros 
a finalida necessários para 
de de permitir a 
cilitem a entrada 
o seu funcionamento (_Tabela 5. Z) , com 
implementação eficiente de novos comandos que f~ 
de dados. Atualmente não estão implementados no 
sistema, comandos que se ocupem de organizar os resultados, pro -
porcionando facilidades de saída, mas projeta-se utilizar a fil6so 
fia da linguagem atual para acrescentar saídas gráficas · (projetos 




IDENTIFICAÇÃO DO COMANDO 
COM ROTULOS 




LER E INTERPRETAR :~ SUBRUTINA 
o CARTÃO ~ LEER 
IDENTIFICAÇÃO E -CONSTRUÇÃO DE UMA --LISTA DE NOMES ~ SUBRUTINA 
-.-.- .---·-·-·-·-·-·-·-- DARO 
IDENTIFICACÃO DOS 
~ 
' .. 1----> 
DADOS "ARMAZENA.MENTO ., -NO ARRANJO AUXILIAR 
.CORRESPONDENCIA DA 1--'> SUBRUTINA 
LISTA DE NOMES COM - FINDI A NUMERACÀO INTERNA , 
~---~== ··.=-.=-_-,:...~====-" 
jl ,1 
ARMAZENAMENl:O --., SISTEMA 
DE 




\lEXISTE UM OUTRO COMANDO? 
lSÍM 
1 CONTINÚA l 
Fig 5.9 
Comandos com Rótulos 
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UTILIZAÇÃO. PARÂMETROS . SIGNIFICADO DOS PARÂMETROS 
Armazena dados IR Fornece o~ rótulos que o co-
com ou sem ro mando . i'.equer : _ .. • ,) 
tulos,referen DA Arranjo Auxiliar:âêvólve dados 
tes a um nome LIS ·Arranjo Auxiliar:devolve nomes 
ou a uma lis-" N Número total de rótulos 
ta de nomes. NL Devolve número de nomes em LIS 
K0D 1: Um só nome 
2: . Lista .de .nomes . 
Interpreta os 
dados, com ou IR 
sem rótulos 
' 
DA VER SUBROfINA DARO 
que encontra N 
no comando . 
Armazena uma N 
lista de no - K0D VER SUBROfINA DARiO 
mes segundo um 
código. 
Procura carac IK . 1: Busca caracter igual a: 
teres.Devolve 2: Busca caracter diferente de: 
a posição do IDIG Código do Caracter 
nome, II · Busca a partir da coluna .II 
. 
II} terpreta o IQ Devolve a colocação da coluna 
numero. posterior 
Izo · Devolve o cÓdigo: 
· 1: .número· inteiro 
. 2: número decimal 
3= forma exponencial 
4: erro 
R • Devolve o número em forma real 
NENT · Devolve a parte inteira 
Interpreta o NÃO 
conteúdo de TEM 
um.cartão .. 
Busca um núme NUE · Número a ser procurado - NAT . Número total de elementos ro. em um ··ar- em 
ranjo. se nao um arranjo 
existe o colo NUI Devolve a posição de NUE 
cano final. 
-
KINO Arranjo onde se procura 
TABELA 5.2 
Subroti·nas úteis, 




PROCEDIMENTOS DE ANÁLISES 
6.1 - INTRODUÇÃO 
Os procedimentos de análises sao ferramentas mate-
máticas aplicáveis a numerosos problemas de engenharia. Estas 
ferramentas sao gerais, já que nio dependem, no seu esquema 
global, do problema que está sendo resolvido. Isto permite que 
os m6dulos de -análise mostrados na Fig. 3.1, que constituem o 
sistema, e que neste trabalho são aplicados a problemas refere~ 
tes ã equação de campo (Capítulo IV), possam ser utilizados de 
forma geral, para aplicaç6es n~ área de estruturas. 
Neste .capítulo sao descri tos os métodos imple-
mentados para análises linear, não linear e problemas de auto-
valores e autovetores. 
6.2 - ANÁLISE LINEAR 
Na realidade, esta contitui.na solução de um siste 
ma de equaçoes nao dependente do tempo, do tipo: 
~ p = p ( 6. 1) 
onde a matriz K de "j:- iP ide Z" o , é independente, o mesmo aconte -
cendo com as "cargas", P, do vetor das inc6gnitas,p. 
Isto se realiza com base em um sistema de triangu-
larização de Gauss, onde a matriz K se descomp6e•em: 
K.=LDLT ( 6. 2) 
sendo D uma.matriz diagonal e L uma matriz triangular infe-
rior [}[]. A matriz K se encontra armazenada aproveitando as 
suas características de banda e simetria, de forma convencional. 
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A implementação efetuada permite a resolução de 
vários casos de carga, simultaneamenfe, e o tempo de acesso ao 
disco se minimiza, porque os vetores' de carga sao armazenados 
ao lao da matriz K. 
Como o maior tempo empregado em um procedimento de 
análise e a quota correspondente ã solução do sistema de equa-
çoes, e neste sentido os procedimentos descrito neste Capitulo 
não são mais que aplicações reiteradas da análise linear, isto 
é, resoluções repetidas de diferentes sistemas de equaçoes co~ 
truidos segundo caracteristicas pr6prias de cada método, ado-
tou-se uma estrategia especial no manejo da informação contida 
no disco. Esta estrategia já foi explicada no capitulo III e 
consiste em conservar em mem6ria direta, pelo tempo que se 
vai utilizar para reduzir as demais fila~ ã fila qúe já foi de 
finida como fila "pivote", tanto no processo de triangulariza-
çao como na redução dos vefores de carga. A diferença nos tem 
pos utilizando-se o esquema de resgate de informação segundo 
a fila pivote, .em relação ã estrategia primitiva, que não a 
utilizava, é considerável. [l:iJ 
Outra forma que foi empregada para dimininuir o 
esforço computacional no caso de resoluções de sistemas suces-
sivos, utilizando uma matriz !5, foi o aproveitamento do esque-
ma particular de triangularização utilizado (Eq. 6. 2), o qual 
implica na resolução de dois sistemas auxiliares, um por subs-
tituição "para frente" com a matriz triangular inferior e ou-
tro por retro-substituição, com sua transposta 
L y = p (6. 3) - - -
D LT e/> = y - -
(6. 4) 
Este esquema é útil, já que economiza o esforço 
computacional ao evitar o processo de triangularização repeti-
do da matriz JS. quando se deseja resolver várias vezes um sis-
tema de equações com base na mesma .matriz. Tal é o caso de 
alguns métodos de análise não linear que utilizam uma· mesma 
matriz K para todas as iterações, e 6 caso de análises de 1 
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terações por sub-espaços. 
6.3 - ANÁLISE NÃO LINEAR 
Existem numerosos problemas em engenharia civil 
que correspondem a comportamentos não lineares. Tais sao os 
casos de: aplicações em estruturas, problemas de não lineari-
dade geométrica, nao linearidade física e não linearidade 
nas relações deslocamento-deformação [}íl. 
Para problemas de campo, a nao linearidade pode 
se dar na dependência que possam ter as constantes K ou C, ou 
inclusive nas condições de contorno, do potencial desconhecido, 
<j) , (ver seção 4 .2). Dentro deste tipo de problemas ,encontram-
se, por exemplo' os de ignição espontânea a íl' os de transmis 
sao de calor em condições não lineares, problemas de percol~ 
çao em meios porosos, onde não se cumpre a lei de Darcy Ll3], 
problemas de magnetismo onde a permeabilidade magnética depe!:!_ 
de das densidades de fluxo ~:[], etc. 
Devido à grande quantidade de casos nos quais e 
aplicável uma análise não linear, é conveniente contar com 
algumas técnicas, das várias existentes, que a tornem possível. 
Estas técnicas. podem ser do tipo incremental,· ou passo a passo, 
do tipo iterativo, como o método de Newton-Raphson e derivados, 
e técnicas mixtas, que combinam as anteriores. 
Nesta seçao se descrevem brevemente diversos ti-
pos de técnicas, fazendo-se um resumo de suas características 
e uma rápida discussão de suas vantagens e desvantagens. 
Em geral, estas técnicas resolvem problemas do ti 
po: 
K (qi) * <j) p e 6. s) 
onde a matriz de coeficientes K, apresenta dependência com re-
lação às incógnitas qi, em contraposição com o caso dos pro-
blemas lineares dados p_or: 
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K*</>=P (6. 6) 
Cabe mencionar neste ponto, que uma boa aplicação 
das técnicas para resolução de problemas não lineares não pode 
ser feita às cegas, mas deve se apoiar no conhecimento do com-
portamento físico do problema, já que estas técnicas podem co~ 
<luzir, em certas ocasiões; a soli.1ções múltiplas, dependendo do 
ponto de início, ou podem não conduzir a nenhuma solução em ab 
soluto IT s] . 
. 6.3.1 - Técnicas Incrementais para 
Análise Não Linear 
Nestes tipos de procedimentos, o estado de "car-
gas" total desejado,P, é alcançado por sucessivos incrementas 
de carga, "LIP". Dentro de cada um destes incremen tos é neces-
sário resolver um sistema de equações lineares, para um ·valor 
determinado da matriz K, que depende dos resultados obtidos no 
intervalo anterior. Com,isto se consegue o correspondente in-
cremento na incógnita, ó</>. 
Para uma iteração "i", o estado do problema virá 
dado por: 
i 
{P} = {Po} ·+ ,; . {óPj} 
j =l 
l 






sao os valores iniciais, conhecidos, a 
dos quais se inicia o processo. 
(6. 7) 
e 6. s) 
partir 
Para o intervalo "i" se utiliza .o sistema de equ~ 
çoes lineares: 
donde a matriz 
iteração (i-1): 
{ó<j,.} = {óp.} 
l l 
(6. 9) 
K. - 1 
l 
se cons troi com base nos valores de 
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(6.10) 
a matriz que geralmente se utiliza dentro do intervalo e a ma-
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O método descrito corresponde a um método numéri-
co utilizado para a integração de sistemas lineares e não ~li-
neares: o método de EU1ER (131 . Pode se garantir a conver -
gência deste método para intervalos escolhidos P, o suficien-
temente pequenos. Pode-se melhorar o esquema de integração com 
a formulação de RUNGE-KUTTA para o ponto central do intervalo 
com um esforço computacional maior. 
Para o método de RUNGE-KUTTA se calcula uma ,pri-
meira aproximaçao do valor da função no ponto médio do interv~ 
lo, e,baseado neste, um valor da matriz KT correspondente• As 
f6rmulas- para este caso sao: 
L'IP} 
2 
{·,-1} + {A·--1/2} 
l l , 
com o que se resolve o sistema 






e com base nestes resultados se calcula uma nova matriz K e se 
inicia o processo novamente. 
Uma das vantagens destes métodos é que proporcionam 
uma hist6ria completa do problema para diferentes estados de car 
ga. Geralmente o custo destes métodos é maior que o dos méto -
dos iterativos. 
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6. 3. 2 - Procedirrien·tos Tterati11os 
Consistem em uma sequência de cálculos que se re-
petem para um unico estado de cargas P, até alcançar a preci-
são requerida para o equilíbrio do sistema. Descreve-se a se-
guir, vários destes procedimentos; 
a) Itera_çã_o Diyeta 
Por este processo e também necessário resolver 
um sistema de equações lineares para cada iteração. No entan 
to, a matriz utilizada é a secante (Fig. 6.2), razão pela qual 
se adapta a problemas onde a curva de comportamento do mate-
rial ·é dada por pontos, isto é, não se conhece a função ex-
pricitamente. 
Para uma iteração "i" o procedimento a seguir se-
ria: 
(6.17) 
e com este resolver o sistema de equaçoes: 
{ p } (6 .18) 
Feito isto, calcula-se o "erro" na convergência: 
e.~{~.} - {~.-1} 
. l l l 
(6.19) 
que se compara com uma tolerância dada. 
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Este método é Útil para problemas da equaçao de 








Divergência no Método de Iteraçao Direta 
1 NICIO 
CALCULAR Kj (0j) 
RESOLVER SISTEMA DE EQUA-
ÇÕES PARA OBTER 0i+I 





Método de Iteração Direta 
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b) Newton-Raphson 
Neste método se utiliza a matriz K tamgente para 
se resolver o sistema de equações, pelo que se trabalha basea-
do em um desiquilÍbrio LlP. O método é o seguinte: 







Com esta matriz e o desiquilÍbrio LlP. que se conhece com rela-
i 
çao a6 nivel de carga total, resolve-se o sistema: 
Somando o incremento obtido: 
<j,. + 1 
l 
<j,. + Ll<j,. 
l l 
Com estes valores se constroi a matriz K, 
com o que se obtem um novo nível de cargas 
' 
Este nível de cargas, tendo em vista que a solução ~i + 
e a correta, apresenta uma certa diferença com o nível 







( 6. 2 6) 
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Com o que se pode iniciar novamente o processo pela equaçao 
(6 . 19) . 
A Figura 6.Smostra um diagrama do método de New-





P. ~------f-t--v;;lff" NIVEL DE 
CARGA 
Pa---------":---:':-~-----------00 (l), 02 0, 
Figura 6.5 
Newton - Raphson 
0 
O processo de Newton-Raphson é usualmente conver-
gente na proximidade da solução, mas se a suposição inicial não 
é adequada para a forma da curva, pode novamente ocorrer clive~ 
gência no processo. Isto geralmente se dá,,em casos onde a so-
lução se encontra muito próxima de um ponto de inflexão da cur 




:1 NEWtON-RAPHSON 1 
PRIMEIRA APRO><.IMAÇÃO: SOLUÇÃO 
,,LINEAR 
.. 
SOMA DO INCREMENTO CALCULADO 
·AO VETOR DAS INCOGNI TAS, ri,; 
-V 
.• 
ENCONTRAR NO_VO, NIVEL DE CARRE-
GAMENTO, Pi , SEGUNDO VETOR ATUA-
"' LIZADO !,i, TAL QUE K; x 121; = P; - - -
RESTAR f.i DO ,NIVEL DE CARREGA-
MENTO TOTAL, P1 , PARA OBTER ,1P· .,_, 
" 
( l CONVERGE? \ SÍm / 
NÕo 
ENSAMBLAGEM DA MATRIZ TANGEN-
TE K·I 
' .. .,. 
CALCULAR NOVO INCREMENTO NAS 
INCOGNITAS, RESOLVENDO 
TEMA: 












Divergência no Newt<im-.Raphs on 
0 
Cabe mencionar neste ponto que em alguns tipos de 
problemas a matriz tangente pode resultar não simétrica, • razao 
pela qual este método pode não ser eficiente. Tal é o caso dos 
problemas 
Capítulo 
nao lineares de temperatura, corno foram formulados no 
IV. Existem outros problemas de campo nao lineares 
onde a variàção dos parâmetros com relação · à variável e tal, 
que permite chegar a uma matriz tangente simétrica; faz-se re-
ferência a alguns problemas de fluxo em meios porosos, proble -
mas de campo magnético, etc D.íl. Pode-se assegurar que a ma-
triz tangente será simétrica se a matriz K provier de um prin-
cípio variacional com base em funcional quadrático, como ocorre 
na maioria dos problemas de estruturas. 
c) Newton-Raphson Modificado 
O procedimento anterior pode se tornar menos custo 
so se se evita a construção de uma matriz K diferente por cada 
iteração. Neste sentido ODEN [5 iJ introduziu o que veio a cha-
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mar-se de Newton-Raphson modificado, o qual consiste em se uti 
lizar a matriz inicial para o resto das iterações, atê chegar 
a· convergência. (]'ig. 6. 8). 
6 evidente que este procedimento requerera maior 
numero de iterações que o anterior, para alcançar a convergên-
cia, mas isto pode ser melhorado se se modificar a matriz K a 






6.3.3 Têcnicas Mixtas 
Em muitos casos se utilizam combinações dos mêtodos 
anteriores, o que, a custa· de um esforço 
produz talvez resultados mais precisos. 
um tipo de análise incremental, onde para 
tiliza um mêtodo iterativo na solução. 
6.3.4 Comentários 
computacional maior, 
Na Fig. 6.9 se mostra 
cada incremento seu-
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mar-se de Newton-Raphson modificado, o qual consiste em se uti 
li zar a matriz inicial para o resto das iterações, até , chegar 
a, convergência. (Fig. 6.8). 
É evidente que este procedimento requerera maior 
numero de iterações que o anterior, para alcançar a convergên-
cia, mas isto pode ser melhoradb se se modificar a matriz K a 




6.3.3 Técnicas Mixtas 
NIVEL OE 
CARGA 
Em muitos casos se utilizam combinações dos métodos 
anteriores, o que, a custa de um esforço computacional maior, 
produz talvez resultados mais precisos. Na Fig. 6.9 se mostra 
um tipo de análise incremental, onde para· cada incremento se u-
tiliza um método iterativo na solução. 
6.3.4 Comentários 














tados para uma historia de carga, e em parte por este mesmo m~ 
tivo, sao um pouco mais lentas que as técnicas iterativas, nas 
quais so e necessário estudar-se um caso de carga. Além disso, 
a menos que s.e disponha de alguma referência, é difícil de se 
obter o erro aproximado com relação, ã solução.· exata, coisa 
que se obtém com as soluções do tipo , Newton~Raphson., Isto p~ 
de ser sanado util:izando-se algum tipo de técnica mixta,o que 
vem aumentar mui to o esforço computacional. A eleição de um 
intervalo de carga, líp, adequado para a obtenção de uma boa a 
proximação,em,alguns casos, também apresenta dificuldades. 
De um modo geral, é recomendável o uso das técni 
quando se necessita a resposta de um Único es-cas iterativas, 
tado de cargas P, já que estes métodos são mais 
A desvantajem destes métodos e que 
rápidos que os 
'podem nao anteriores. , 
convérgir para uma solução, razão porque é conveniente, como 
-~ mencionou, conhecimento ,prévio do comportamento fÍsi-Jª se um 
do problema possível, 
, 
das iterações median co e, se e o inicio. 
te uma solução próxima da desejada. 
6.4 - ANÁLISE DE PROBLEMAS DE AUTOVALORES E AUTOVETORES 
Em numerosos problemas de engenharia encontram-se 
formulações que conduzem à resólução de um sistema de autovalo 
res e autovetores; tal é o caso de problemas dinâmicos em e~ 
truturas envolvendo vibrações livres, ou alguns dos problemas 
da equação de campo que derivam da equação de Hemholtz (Cap. 
IV). Também é necessário efetuar uma análise por autovalores e 
autovetores como requisito prévio para uma análise 
pelo método de superposição modal, por exemplo. 
· dirnâmica 
Em sua forma mais generalizada, o problema de au~ 
tovalores e autovetores vem representado por: 
K "'· ; À· M "'· (6.27) - "'1 . 1 - "'1 
onde os diferentes. valores de À. sao os "autovalores" do sis-
1 
tema, e os correspondentes· vetores Pi são os"autovetores". As 
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matrizes Me K vem sendo eh.amadas matrizes de "massa" e de"ri 
gidez", seguindo a tradiçào estrutural, ainda que em numerosas 
aplicações em outras áreas, .,riào tenham tais correspondências. 
Da mesma forma, as matrizes .q,, contendo os autovetores, e A, 
contendo os autovalores, serão chamadas matrizes "modais" e 
"espectrais", respectivamente. 
O problema dado por (6. 27) também pode apresentar-
se em uma forma standard: 
(6.28) 
No caso em que a matriz K seja simétricrn e positi-
va definida, como nas aplicações apresentadas para este traba-
lho, os autovalores serão números reais e positivos e os auto-
vetores serão independentes, com o que a matriz q, e não singu-
lar. 
Para se resolver o problema de autovalores e auto-
vetores existem duas técnicas siponíveis; as técnicas diretas 
e as técnicas iterativas. Dentre as técnicas diretas se encon 
tramas de Jacobi, Givens, householder e o método QR, mediante 
os quais se conseguem todos os autovalores e autovetores de um 
sistema. Dentre .as técnicas itera tivas, de uso ·.<conveniente no 
caso de grandes sistemas, onde só necessário conhecer alguns 
dos autovalores e autovetores dos mesmos, encontram-se as de 
Stodola-Vianello, iteração inversa e iteração por sub-espaços. 
[lsJ 
As técnicas implementadas no sistema mostrado na 
Fig. 3.1 sao uma do tipo direto, o método de Jacobi generaliz~ 
do e a outra do tipo iterativo, o método de iteração por sub-
espaços. 
6.4.1 - O Método de Jacobi Generalizado 
Este método resolve problemas do tipo 
(6.29)' 
sem a necessidade de transformá-los em uma forma standard, já 
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que atua ao mesmo tempo sobre as matrizes M e K. 
A base do método consiste em, através de .·ite.ra -
-çoes, conseguir uma matriz que diagonalize as matrizes K e M 
na forma: 
<l>T K <l> = A (6.30) 
I (6. 31) 
a matriz <l> se constroi com base em sucessivas aproximações de 
uma matriz R de rotação, até diagonalizar as matrizes K e M: 
!2 
RT 
-1 :K !31 
!53 = 
R'l' 
!2 !32 -2 
K = RT K R 
-n+l -n -n -n 
e de forma similar 




de tal maneira que, quando R tende ao infinito, as matrizes M 
e K tendem a ser diagonais. 
O resultado seria para n-+ m 
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Kl l o o o 
Ml 
o Kz o o 
A"' Mz (6.34) 
o o K3 o 
M3 
K 
o o o o m 
~ 
1 o o 
VM1 
~ = Rl Rz R3····J\i o 1 o ( 6 .• 35) --
.01z 
o o 1 --
~ J 
As matrizes R de -m rotação se constroem na forma: 
coluna i coluna J 
l l l 
1 Cl fila i 
R (6.37) m 
y J fila J 
.1 
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onde os coeficientes a e y sao selecionados de forma tal que 
reduzem a zero simultaneamente os elementos K .. e M .. da ite-
lJ lJ 
raçao m. 
Resolvendo o sistema de equaçoes resultante des-
ta condição tem-se: 
donde: 
Se ó valor X 
trivial de: 
e se utiliza: 
-Cm) K .. ll y =--- (6. 3 7) 
X 
-Cm) K .. 
(1 = -1L (6. 38) 
X 
-Cm) K ~)!!) M~~)- M ~)!l) k~l!l) K .. = ll ll lJ ll lJ c 6 . 39) 
-Cm) K~~) M~~)- M~~) K~~) K .. = 
JJ JJ lJ JJ lJ 
C6.40) 
-Cm) K~~) MS~l_ K~~) M~~) K = ll JJ JJ ll 
C6. 41) 
Cm) / RCm) Z 
+ sign(K lc-···-) + X~~)K~~) 
2 ll J J 
C6.42) 
e zero, quer dizer que se apresenta um caso 
(1 = o 
y = 
K Ç~) K ~~) 
__LL--21_ 







(6. 4 5) 
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Para que o algoritmo trabalhe é necessário que ·o:' 
determinante das'matrizes R seja diferente de zero, o que aconte . . -m . . 
ce se as matrizes Me K sao positivas definidas. 
Ao fazer de zero um elemento das matrizes Me K é - -
possíveJ. que elementos anteriormente zerados adquiram valores 
diferentes, o que torna necessário varrer todos os elementos 
das matrizes em cada iteração. Um dos métodos para se efetuar 
isto é o de se indagar qual e o maior dos elementos fora da 
diagonal nas matrizes, o que consome muito tempo para investi-
gar cada um de per si. Por isto, é preferível checar todos os 
elementos sequencialmente, contra erro ou tolerância·[}'~] que 
varia segundo o número de varreduras que se haja efetuado. Es 
ta verificação é feita através de: 
1J 
~
(K. ~m)) 211/2 
(6.46) 
(6.47) 
onde m e o numero de vezes em que se varreu a matriz. 
Quando se consegue que um dos fatores de acopla -
menta, dados pelas fórmulas anteriores, s.ej a maior que à tole-
rância, ,procede-se o zeramen to do elemento .ij correspondente em 
ambas as matrizes. 
A convergência se alcança quando: 




< TOL i=l, .... ,n 






(K ...... J. . 1 
K .. (J11+l)K .. (J11+l) 
11 1J . 
(m+ 1) 2 º'\· .... l. 
M .. (m+l)M .. (J11+l) 
1J J J 
1/2 
1/2 
onde TOL e a tolerância permitida. 
< TOL (6 .49) 
< TOL (6 • 5 O) 
O diagrama de fluxo correspondente a implementação 
deste método se encontra na Fig.(6.10). 
Este método é recomendável quando se requer o conhe. 
cimento de todos os autovalores e autovetores de um S'is:uema.Pa-
ra sistemas muito grandes é dispendioso e é pouco empregado; 
por este motivo sua implementação se realizou em memória direta, 
sem utilização do disco. Este módulo e usado quando se'vai 
realizar uma análise por sub-espaços. 
6. 4. 2 - O Método de Iteração por Sub-Espaços 
Em problemas de elementos ~initos geralmente se re-
quer somente os menores autovalo.res e autovetores de um sistema. 
Por este motivo, é muito mais barato utilizar um método quepe~ 
mi ta calcular -só autovalores e autovetores ·requeridos.,_', sobre tu 
do quando as matrizes são grandes e requerem o uso de memória ex 
terna de suporte. Nestes métodos se encontram o de "busca da 
determinante" e o "método de iteração por sub-espaços". Destes 
o Último é o que foi implementado para este trabalho, juntamen-
te com rotinas que realizam uma checagem dos autovalores calcu-
lados pelo método da sequência.de Sturm !]6]. 
A implementação se realizou baseado nas matrizes K 
e M positivas definidas, sendo esta Última consistente. Apro-
vei ta-se como em outros casos anteriores, o esquema em banda e 
NÃO 
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simétrico para o armazenamento das matrizes. 
A· capacidade de armazenamento é a que proporciona o 
disco como memória suporte, o qual permite resolver problemas 
de tamanho muito grande. O manejo de informação se realiza com 
base na função do Sapo lCp. III). A matriz M se armazena em se 
guida da matriz K , por filas no arranjo unidimensional do dis-
co, e os vetores de iteração de forma adjacente i mesma matriz, 
como parte de suas 
(Ver seção· 6.2). 
" L 1 
filas, o que agiliza a solução do ·éistema 








Esquema Geral de Armazenamento no Disco 
Os vetores auxiliares necessários para levar a cabo o processo 
também sao armazenados em disco e manejados através da função 
Sapo. 
6.4.2.1 - Descriçao Geral do Método:Éurnmétodo dei 
teração inversa simultâneo combinado com uma análise de Rayléig 
Ritz, com base em um conjunto de ve.tores de iteração cujo núme-
112 
mero e maior que o numero de autovalores e autovetores que se 
deseja obter !]61-
O objetivo do método e conseguir os p menores au-
tovalores do sistema. 
K<!>=M<!>J\ (6. 51) 
onde <I> e a matriz dos p autovetores e A a dos p autovalores. 
Uma das vantagens deste método é de que as itera -
çoes se realizam baseadas em espaços vetoriais definidos por p 
vetores independentes entre sí, e não em base de vetores indi-
viduais, como no algoritmo de iteração inversa. Isto faz com 
que a convergência seja mais rápida, já que, se em algum mome~ 
to os vetores de iteração são combinações lineares dos autove-
tores requeridos, o espaço gerado é o espaço vetorial de con-
vergênciã, e o processo de iteração termina. O método deite 
ração por sub-espaços cria para cada iteração uma base ortogo-
nal de vetores que geram o espaço em curso, razao pela qual se 
conserva a estabilidade da iteração ao não permitir que os ve-
tores que geram o espaço vão fazendo paralelos entre si. 
O processo de iteração se realiza como segue: G6] 
K X = M X - -k+l - -k 
(6. 52) 
os operadores K e M se projetam sobre o espaço gerado por ~k+l: 
~k+l 
XT K X 
-k+l -k+l 
(6.53) 
M XT M X 
-k+l = -k~l - -k+l 
(6.54) 
Resolve-se o sistema resultante neste espaço, por algum método 
de solução direto: 
M Q A -k+l -k+l· ~· 
(:6.55) 
.. e s·e consegue uma aproximação melhorada para os autovetores: 
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X : = X Q (6. 56) -k+l -k+l -k+l 
Se os vetores i.niciai.s não são. ortogonais a algum dos vetores 
requerid6s, o processo repetido das f8rmulas (6.52)a (6.56) ~on 
<luz a: 
Í\ + Í\ 
k+l (6.57) 
xk+l + 
Os autovalores devem ser ordenados de menor a maior, o mesmo a-
contecendo com os autovetores. Desta maneira os autovalores ~e 
nores convergem mais rápido que os seguintes, com uma média de 






(6. 5 8) 
A convergencia se fará mais rápida quando se escolhe um numero 
de vet0res de iteração maior que o numero "p" de vetores desej~ 
dos. No programa implementado se utiliza, por "default",um nu 
mero "q" de vetores, tal que: 
q = min {Zp, p+8} (6. 59) 
A eficácia do método depende muito dos vetores es-
colhidos para a 1ª iteração. Um algoritmo eficiente de eleição 
destes vetores é o seguinte: 
a) A primeira coluna da matriz ~-~1 na fórmula 
(6.52) é a diagonal de~-
b) As restantes colunas de ~-~ 1 sao vetores unitá 
rios, com a unidade colocada nas filas corres-
pondentes aos maiores valores de M .. /K ... 
ll ll 
O primeiro vetor é colocado com o fim de excitar to 
dos os modos de vibração, assegurando que o conjunto de vetores 
iniciais x1 nio seja. ortogonal i base desejada. A solução suge-
rida por (b) se realiza na suposição de que esteja mais ou menos 
próxima i real, enquanto que a banda se faz menor. Efetivamente 
constitui a solução, quando K e M são matrizes diagonais, que e 
o caso extremo. 







1 INICIO 'I 
ESTABELECE VETORES INI-
CIAIS DE ITERAÇÃO 
FATORIZA A MATRIZ ,, K u 
K= LOLT - --~ 
l1TER=ITER-1-1 I 
CALCULA AS PROJEÇÕES DAS 
M AT_R I Z ES K E M 
~ N 
CALCULA os AUTOVALORES E 
AUTOVETORES · DO SISTEMA 
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IÀ~n+1) - À. Ck) 1 
l l 
< TOL i= l, ... ,p (6 . 6 O) 
sobre o numero de autovalores desejados. 
Se se deseja uma precisão de Zs dígitos nós auto -
valores, a tolerância deve ser fixada em 10-z~., A precisão dos 
autovalores será de cerca de um mínimo de s dígito~. Em geral.; 
os autovalores convergem com maior precisão.· 
Um diagrama de fluxo do método implementado e mos-
trado na Figura (6.12). 
6. 4. 2. 2 - Revisão. dos Resultados pelo Método da Se 
quência de Sturm: Uma vez alCançada a convergência segundo a 
fôrmula (6.60), pode-se revisar se em realidade foram calcula-
dos os menores autovalores e autovetores. 
por (6.51), 
Se se realiza um 
donde~ é somente 
"shift" µ· sobre o sistema dado 
um pouco maior que À a fatoriza p' 
çao de Gauss, de tal maneira que 
e; - u :1:.1) (6. 61) 
dará como resultado um numero de elementos negativos em D igual 
ao número de autovalores menores que · µ, isto é, a p. 
Seguindo novamente a referência [ J 'os. bordos ·dos 
autovalores considerados para realizar o "shif" sao: 
(9,+l) 
0.99 À- < À. < 1.01 
l l 






UTILIZAÇÃO DO SISTEMA 
7.1 INTRODUÇÃO 
Em capítulos anteriores descreveu-se de uma forma 
geral, o funcionamento do sistema e a maneira em que está es-
truturado; referiu-se aos módulos de análises que se encontram 
em funcionamento e a alguns tipos de problemas que podem ser r~ 
solvidos por meio deles, assim· .como a facilidades no que di'z, re~ 
peito à entrada de dados e ao manejo da informação por meio do 
uso de memória de suporte. 
Neste capítulo são mostrados alguns exemplos de a-
plicação do sistema, dando idéia de seus alcances e limitações 
em problemas de análises linear e não-linear e problemas de au-
tovalores e autovetores. Por Último são incluídos alguns exem-
plos das entradas de dados utilizando-se os comandos da lingua-
gem orientada. 
7.2 EXEMPLOS DE APLICAÇÃO PARA ANÁLISE LINEAR 
7.2.1 - Torção de Saint Venant: As características 
gerais deste tipo foram dadas na seção (4.3.2). Neste caso foi 
estudado o comportamento de uma barra prismática de seção qua -
drada submetida a momento torsor, como mostra a Fig. 7.1. 
A seçao transversal da barra forma um quadrado de 8 
x 8, para o qual se dotou a malha de elementos finitos triangu-
lares mostrada na Fig. 7.2, a qual aproveita a simetria do pro-
blema. Na realidade, representa-se somente uma quarta parte da 
seção com um total de 85 nós e 136 elementos. 
As condições de contorno dadas correspondem a~; O 
(função esforço) sobre os contornos externos, dqi ; O sobre o ei 











Os resultados encontrados pelo programa ;foram CO!Jl. 
parados com a solução exata []I], que proporciona as segúintes 
fÓrmulàs. 




··* cos (7 .1) 
II ' n=l, 3, .. 
· nilb Za 
cosh C--za) 
T = -yz 
clx 
16'G8a 
00 n-1 l- cosh(nily) l: l .. '2a nrr~ e~ 1) 2 sen II 2 n=l,3 .. nz cosh(nl]j)) 2a --za 
( 7. 2) 
• • 1 
' 
onde b e a sao respectivamente a metade de dois lados comprido 
e curto da seçao. 
O valor do corte máximo se encontra no centro do 
lado mais largo do contorno e vem dado por 
rmax = 1,351 G8 a (7.3) 
Para um valor de G unitário, a resposta do progra-
ma é: (nó 9) 
rmax 4,93272 8 (7.4) 
que comparàdo co.m a soluçáo dada por (7. 3) da um erro de 9% apr.9. 
ximadamente. 
O erro é muito menor nos valores da função, 
mostra a Tabela 7 ,l 
como 
o mesmo problema foi estudado com a presença 
barra de um ·or i.fício central, tal como mostra a Fig. 7 • 2 • 




elasticidade nulo, para evi.tar dar a condiçáo de contorno cor-
respondente a <j, no contorno interno. 
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NCl FClRMULA e 7 .1) SOLUÇAO ERRO 
n = 7 APROXIMADA % 
38 7. 324046 7 . 3638 0.54 
55 4. 091850 4. 0574 0.84 
26 4. 291156 4. 2658 0.59 
69 2 . 434670 2 . 4320 0.11 
67 -6.28.10 -9 o. 0000 o.ao 
75 o. 776745 o. 7905 1,77 
Tabela 7.1 
Valores de e/> em Função de e 
Como era de se esperar, a rigidez torsional na bar-
ra sólida, dada pela fórmula 7.5 é maior que na segunda, como 
mostra a Tabela 7.2. 














O valor da função esforço no bordo circular interno 
e constante e igual a: 
c/>=7.364*6 
onde e e a rotação da seção considerada. 
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7.2.2 - Fluxo Potencial: Para este tipo de proble-
mas foi considerado o caso de um fluxo laminar em regime perm~ 
nente, tal como se especificou na seçio (4.3.3). Procura-seco 
nhecer a distribuição.das linhas de corrente em volta de um ci 




Fluxo em Volta de um Cilindro 
Aproveitou-se a simetria representando somente u-
ma quarta parte do problema , utilizando para isto uma malha 
de 108 nós e 176 elementos. O fluxo foi suposto circulandocom 
velocidade constante em uma região fora do cilindro. Esta sup~ 
sição e a consideraçio de que as placas sejam totalmente impe~ 
meáveis, definem as condições de contorno da função ~ que são 
mostradas na Fig. 7.4 
A velocidade resultante para os nós sobre o eixo 
vertical de simetria foi de um valor médio igual a 1 , tal como 
mostram os resultados na Tabela 7.3 e a Fig. 7 . 5 . Isto confir 
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y 'o 1 
~~~----.J , 
Figura 7.4 
Discretizaçio do Modelo 
e Condiç6es de Contorno 
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ma o princípio de continuidade já que a area nesta seçao e a 
metade da da seção es.querda, o que faz com que a velocidade au 
mente em dobro. 
Como E evidente, o erro de aproximação E maior nas ve 
locidades (derivadas da função) que no próprio valor da fun.ção, 





21 1. 33 
22 1. 33 
41 1. 08 
42 1. os 
43 1.07 
44 1. 2.0 
45 1. 04 
65 1. 012 




131 1. 012 
132 1..00.3 
154 0.999 
17.S . O. 88 
176 o. 90. 
.Tabela 7. 3 
Valores <la Veloéidade 
no Eixo Vertical de Simetria 
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108 0= 2.00 
96 0=1.80 
84 0= 1.58 
72 (1)=1.34 
60 0 = 1.09 





Valores de~ no eixo Vertical 
7,3 EXEMPLOS DE APLICAÇÃO PARA 
ANÁLISE NÃO LINEAR 
.v,.=-d0.: 
dy 
7.3.1 - Distribuição de Temperaturas erri Placa Qua-
d~a:da: Considerou-se o caso de uma placa quadrada submetida a 
diferenças de temperatura em seus bordos e com um coeficiente de 
condutividade t;rmica que depende dos valores da temperatura em 
cada ponto, segundo a fórmula (4.11): 
K(T) = K
0
(1 + BT) 
onde K
0 
e S foram tomados como valores unitários para o 
plo. (Ver seção 4.3.1) 
exem 
Empregou-se uma malha de 32 elementos e 25 nos, e 
foram especificadas as condições de contorno que indica a Fig. 
7 . 6 . 
O procedimento utilizado foi o de iteração direta 
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com a matriz secante, tal como foi explicado na seçao 6. 3. 2, já 
que para este tipo de problema a matriz tangente resulta nao 
simétrica. O processo convergiu em 6 iterações para uma preci_ 
são de 0,00001, o que ê bastante aceitável. Os resultados se 
anexam na Tabela 7.4. Note-se que há um eixo de simetria h6ri 
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214. 2857 · 311, 
93. 7500 .. 20.6., 
3 5, 7143 13.2 , 
263, 3929 352, 
125, 0000 237, 
49, 1071 147, 
214, 2857 311, 
93, 7500 206, 
35, 7143 132, 
Tabela · 7 .4 
Resultados de Temperatura 
7.3.2 - Problema Unidimensional de 










Considera-se o caso de uma placa infinita submetida 
diferenças de temperatura. em seus bordos, como mostra a Fig. 
4.1. As condições neste caso conduzem a um problema unidimen-
sional de transmissão de calor resolvido de forma exata pela~ 
quaçao (4.12): 
: X + i3 
L 2 
O exemplo resolvido neste caso correspondei Fig.7.J. 
Observa-se que a malha útilizada é a mesma que para o exemplo 
anterior, mas as condições de contorno variam, especificando-se 
fluxo de calor nulo para os bordos superior e inferior da mes-
ma, condição que faz o problema unidimensional, 
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Para o problema representado na Fig. 7.7 a respos-
ta do programa ê comparada com a soluçio dada por (4.12) na ta-
bela 7.5. Estes resultados correspondem ao valor a• 1. e fo-
ram obtidos para uma precisio de Q.00001 em 6 iterações, utili-



















A Tabela 7.5 mostra que, para uma malha pouco re-
finada como a que se utilizou, os resultados do programa sao 
bastante satisfat6rios, oferecendo erros menores que 0,2%.Assi~ 
também aconteceu com problemas semelhantes ocorrido com difere~ 
tes condições geométricas e outras temperaturas de contorno, e 
a convergência nunca abrangeu mais de seis ou sete iterações. 
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NÕ VALOR VALOR ERRO 
PROGRAMA (4.12) 
' 
11 soo. soo. 0% 
12 .432,9274 432,8790 0,01% 
.13 . 353,2782 353,2612 0,005% 
14 . 249, 2322 249,5015 0,107% 
15 o. o. 0% 
·. 
Tabela 7. 5 
Comparação de Resultados 
A Fig. 7.8 mostra o gráfico de valores de tempera-
tura para o exemplo exposto, com diferentes valores de s. 








o 10 20 30 40 50 60 70 éo X 
Figura 7.8 
Distribuíção de Calor para a Placa da Fig. 7.7 
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7. 3. 2 - Redes Hidráulicas: Foram incluídos neste 
trabalho, problemas de análises de redes hidráulicas, que exem 
plificam de forma clara o uso de métodos lineares. Estes exem 
plos ainda que não constituam pela formulação em que se bâ-
seiam, aplicações do método dos elementos finitos, demonstram 
a factibilidade do uso de esquemas matriciais que seguem as 
mesmas linearidades e que estão começando a ser utilizados de 
forma extensiva pela sua simplicidade e eficiência, neste tipo 
de problemas. 
Para a análise de redes hidráulicas de tubulações 
foram utilizados elementos lineares, que também se acham impl! 
mentados no sistema. Esta análise, seguftdo a formulação em 
que se baseia, conduz a duas situações diferentes: uma análi-
se linear, apoiada na formulação de Pouseville ou uma análise 
não-linear com base na formulação de Hazen-Williams QSJ. Nes-
te caso, e com a intenção de exemplificar os métodos incremen-
tais e o de Newton-Raphson, utilizou-se o seguinte esquema. 
A f6rmula de Hazen-Williams e a seguinte: 
0
z, 63 
Q = Q.2789 c 
ou de maneira similar: 




e 7. 7) 
onde Q é o caudal, tiH a perda de pressao e K o que correspon-
deria a uma "rigidez", dependente do diâmetro D, o comprimento 
L e a rugosidade relativa c da tubúlação. 
Isto conduz a uma formulação matricial dada por e-
lemento na seguinte forma: QSJ 
<1'_-QQr_[ Kk rl -1. -J '<' Hi l 
, r ~l 1 '- Hj 1 
(7. 8) 







A anilise da rede proposta na figura 7.9 se reali-
zoü pelo mitodo de Newton-Raphson e pelo mitodo incremental u-
tilizando a matriz tangente. · Os resultados se ajustam aos pr~ 
porcionados pela referência. 
As tubulações representadas correspondem a uma ru-
gosidade relativa de 110. Fixaram-se os caudais Q mostrados 


























3 0=. 127 
Jq=.113 
Fi.gura 7. 9 
Rede de. Tubos 
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1 - .3110 
2 .9000 
3 -.1130 
4 - .1100 
5 - ,1010 
6 2000 
7 - .3150 













8 . 13 7 4 
9 -.0772 
10 . 2 048 
11 -.1102 
12 ,2602 
Os resultados mostrados na Tabela 7.6 correspondem 
a um Newton Raphson, para urna tolerãnciã de 0.0001. A conver-
gência foi alcançada em 4 iterações. 
O mesmo exemplo foi analizado utilizando-se o méto 
do incremental, com intervalos distintos de carga, a saber,10, 
20,30 e 50 intervalos. A Tabela 7.7 mostra as alturas de pre~ 
são obtidas para o estado de carga total nos casos anteriores, 
comparando-os com os de Newton Raphson. 
Como se pode ver na Tabela, o erro diminui conside 
ravelmente, de, aproximadamente, 201 para o caso dos 10 inter-




1 1344,1177 J.062,9275 
2 2334,3911 1823,5476 
. 
3 1344,0007 1062,6934 
4 1302,4858 1032,8394 
5 896,5677 697,4133 
6 1088,7588 856,9135 
7 0,0000 0,0000 
8 647,6539 503,1458 
METODO INCREMENTAL 
% % 
Erro· 20 Erro 
30 
20,92 1213,3464 9,73 1266,5071 
2 2, 2 2 2091,9175 10,77 2187,4805 
23,162 1213,1477 9,74 1266,3235 
20,70 1177,6912 9,58 1228,7891 
22,21 801,4250 10,61 838,5541 
21,29 980,0425 9,99 1023,6853 
o 0,00 o 0,0000 
22,31 578,4849 10,68 605,4009 
Tabela 7.7 
Comparações entre o Método Incremental 




5,77 1308,7988 2,63 
6,69 2264,1089 3,42 
5,78 1308,6311 2,63 
/ 
5,66 1269,3677 2,54 
6.47 868,3998 3,14 
5,98 1058,5154 2,78 
o 0,0000 'o ' 
6,52 627,0535 3,18 
132 
__ : -· 
Q 
OL-,--,~....--,-.....----,-.....---.-..-----,--~-,---...---p 
800 1000 1200 200 400 600 
Figura 7.10 
Método Incremental 
As curvas da Fig. 7.10 mostram a historia da carga 
calculada com base em intervalos LIQ de QT/10 e QT/50 m3 ·; seg. 
Devido à forma da função as curvas se aproximam por cima da so-
lução exata. A Tabela 7.8 mostra alguns valores obtidos pelo 
método incremental para LIQ de QT/10 e QT/20. 
Como se pode observar nos resultados expostos,o me 
todo incremental requer maior esforço computacional para se co_!l; 
seguir resultados de exatidão semelhante ao da teoria de Newton 
Raphson, ainda que apresente a vantagem de poder se obter atra-




CAUDAL i\Q;Q/10 i\Q;Q/20 
. 
- 0,0311 13,2141 17,3384 
- 0.0622 42,7369 57,0579 
- 0.0933 93,5767 121,2788 
- 0.1244 166,5646 209,4919 
- 0.1555 261,7643 321,1018 
- 0.1866 378 ,9970 455,5693 
- 0.2177 518,0028 612,4207 
- 0.2488 678, 5029 791,2380 
- 0.2799 860,2308 . 991,6554 
- 0.3110 1062,9275 1213,3464 
Tabela 7.8 
Método Incremental 
7.4 EXEMPLO DE APLICAÇÃO PARA ANÁLISE 
POR AUTOVALORES E AUTOVETORES 
7.4.1 - Propagação de Ondas em Portos: As fórmulas 
que regem este problema foram dadas na seção (4.3.4). Para e-
xemplificá-lo, realizou-se a analise do porto de Table 
ca do Sul, j ã que foi amplamente estudado (}4] , [)4] . 





A malha de elementos finitos utilizada é mós·trada 
na Fig. 7.11 e consta de 120 elementos e 77 nós, para uma larg~ 
ra de banda de 9. 
Foram investigadas as 6 primeiras frequências de vi 
bração e autovetores correspondentes, para o que se utilizou o 
método de iteração por sub-espaços (?eção 6.4.2). As iterações 
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do f:?IU, com o que a convergência foi alcançada em 8 iterações 
para autovalores com um mínimo de 6 cifras significativas exa-
tas. 
O porto, com uma en tra'da de 85 metros, com um c·om 
prirnento de 2070 rn e uma largura de 690 metros, pode ser apr~ 
ximado corno um corpo fechado de âgua de baixa profundidade, j â 
que esta s6 alcança os 12,192 ~. aproximadamente. 
Para eliminar a singularidade da matriz se fixou 
a altura da onda sobre o nível do mar na entrada do porto ln6s 
21 e 28). Isto elimina o modo de vibração correspondente a en 
trada e saída da âgua no porto, mas permite conhecer os restan 
tes. 
A Tabela 7.9 mostra os autovalores obtidos atra~ês 
do programa, assim como os períodos e as frequências calcula -
das com base nos .mesmos. 







-5 . 5556.10 . 11·,196 0,0836 
9942.10-4 4,6181 0,2165 
4029.10 -3 3.0250 0,3306 
302 .10 -3 2,0269 0,4934 
. 
5247.10 -3 1,9838 0,5041 
6888 .10 -3 L, 7584 0,5687 
Tabela 7.9 
Resultados: Porto de Table Bay 
O erro cometido para a malha empregada, comparando o 
resultado dado na Tabela 7.7 para o primeiro período com o valor 
dado corno correto de 11, 96 min, ê de 4,5%, o que se considera ha~ 
tante aceitável, sobretudo se se leva em conta as simplificações 
adotadas na representação da forma e profundidade da baía. 
NÕS 
1 T 11,96 ; 
-
1. 0.4054.10 -3 
3· -3 0.4185.10 . 
15 0.4635.10- 3 
22 0.4956.10 -3 
29 . -3 0.6181.10 . 
36 0.7452.10 -3 
. . -3 43 0.8707.10. 




64 -2 .0.1168.10 . 
71 . -2 0.1194.10 
T 4,62 T ; 3;03 T ; 2,03 
-0.1633.10 -2 -0.155.10- 2 ·-3 t0.3214.10 
-2 -0.1566,10 .. -2 . -0.131.10 · +0.8146.10- 4 
-2 -0.1422.10 . -3 -0.7378.10 . .;.o.4745.10 -3 
- O. 13 34 . 10 - 2 . -3 -0 .. 4075.10 . -3 -0.7339.10 · 
.-0.1065.10 -2 . +0.4265.10 -3 1 -o, 115.10 -2 
-3 -0.7705.10 . -3 -t0.9957.10 . . -O •. -2 118.10 · · 
-3 -2 -3 .-0.4063.10 .. . . . +0.1108.10 .. -O • 942.10 . 
-4 . -o. 12 30. 10 .. -3 . t0.8106.10 .. -3 -0.8604.10 · 
. +0'.3677>10~ 3 t0.1889.10 -3 -2 -0.1033.10 · · 
-3 +0.8002.10 . . -3 -0.8061.10 . -2 -0.1771.10 · · 
+0.9346.10- 3 ~0.1172.10 -2 -0.2056.10 -2 
Tabe 1 a 7. 10 
Elevações de Crista em Metros 
T; 1;98~; 1,76 
-0. 7 6 5 8 . 1 Ô-3 ~O: I 3 9 9 , ] O - 2 
-o. 3628 .1cr3 -0.1373.10 -2 
+o. 5069 .1cr3 -0.1414.10 -2 
-tO .. 868 .1cr3 -0.1336;}0 -2 
+O .1215 .1cr2 ·-0 .1025 .10 -2 
t0,5542.10- 3 -3 -0.9412.10 · 
-O. 6786 .10-3. -3 -0.9253.10 · 
-0,1675.10-2 -0.8277.10- 3 
-o .1706 .1rr2 -3 -0.2159.10 .. 
-0,5065.10"3 -2 tü.1194.10 . 
-OI. 2176 .10"3 +0.1917.10 -2 
11,96 1 NÕS T = T = 4,6168 
' 
71 0.1194.10 -2 0.9346.10 
-3 
72 0.1195.10 -2 0.9403.10 -3 
73 0.1193.10 -2 0.9359.10 -3 
74 0.1194.10 -2 0.9429.10 
-3 
75 0.1192.10 -2 0.9343.10 -3 
76 0.1194.10 -2 0.9458.10 -3 
77 0.1193.10 -2 0.9411.10 -3 
T = 3,0250 T' = 2,0269 
-0.1172.10 -3 -0.2056.10 
-2 
-0.1187.10 -2 -0.1952 .. 10 -2 
-0.1172.10 -2 -0.1444.10 -2 ,, 
-0.1187.10- 2 · -0.8176.10 -3 
-0.1158.10 -2 ~0.2512.10- 3 
-0.1185.10 -2 +0.1026.10- 2 
-0.1172.10 -2 +0.1126.10- 2 
Tabela 7.11 
Elevaç6es de Crista em Metros 
sobre o Bordo Direito 
. 
T = 1,9838 T = 1,7584 
0.2176.10 -3 0.1817.ló-
2 
0.3123.10 -3 0.1744.10 -2 




0.1534.10 -2 - 0.1186.10 
-3 
0.2064.10 -2 -0.7721.10 
-3 
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O conhecimento destes valores de frequências corre~ 
ponden tes as configurações de menor energia sao convenientes na 
hora de projetar o porto, jã que se pode evitar com isso, pro-
blemas de ressonância com a onda incidente. 
A Tabela 7.10 mostra os valores da elevaçâo da cris 
ta da onda sobre o nível do mar para os nós colocados no bordo 
oposto ã entrada do porto, e para as frequências calculadas. 
Estes valores sao postos em grâfico na Fig. 7.12. 
Construi-se uma Tabela semelhante para os nós sobre o bordo di 
reito do porto (Tabela 7.11) e se fizeram grãficos na 
7.13. 
Figura 
7. 4. 2 · - Propagaçâo de Ondas Acústicas: As fórmulas 
que regem este problema foram dadas na seçâo (4.3.4). 
Neste caso se tratou de representar a cabine de um 
automóvel, para estudar como se propagam as ondas sonoras em 
seu interior. Da 
gou-se o método de 
mesma maneira que no caso anterior, empre -
iteraçâo por sub-espaços com 12 vetores de 
iteração para se obter os seis primeiros autovalores e autóve-
tores. Para uma precisao no sexto autovalor de O. 000001 foram 
empregadas 9 iterações. 
A malha utilizada consta de 53 nós para um total de 78 
~ -·· 
elementos triangulares, tal como se mostra naf.F,bg. · 7 .14. Os au 
fovalores obtidos se encontram na Tabela 7.12 e os autovetores 
'.__.,__,....... -·-·. - .f 
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Autovalores para a Cabine 
de Automóvel 
7.5 EXEMPLO DE ENTRADA DE DADOS UTILIZANDO A 
LINGUAGEM ORIENTADA 
Em seguida são incluídos exemplos de entradas de da-
dos que ilustram a utilização dos diferentes comandos da lingu~ 
gem orientada·. O segundo exemplo corresponde ã entrada de da 
dos para o problema de propagação de ondas acústicas no inte-
rior da cabine de um automóvel, problema cujos resultados foram 
apresentados na seção anterior. O primeiro exemplo corresponde 
ao problema de distribuição de calor em uma placa quadrada (se-
ção 7. 3 .1) e i1.lustra a utilização do comando superelemento numa 
geração da malha da Figura 7.6. 
TITULO 
PLACA CUADRADA ·SONETIDA A 
RESTRICCIONES HOOALES 
l 6 11 16 21 F soo. J 
TIPO LAPLACE 
AHALISIS NO LIHEAL 
CONSTANTES J KJ< l. KV l. 
SUPERELENEHTO 
l ELENENTOS LIHEALES 
o. o. 80. o. 80. 80. o. 
SETA I. 
FIH 
AMBIOS DE TENPERATU~AI 
/,....~ ~ 
l O 1 S 2 O 2S F ,O ·t 1 
/r---;.~ /. ,,;...~ .. __ '. 
C O. LAM,BOA;~·; - <,J 
E 4 POR 4 · '\ 'y. l"# . 
80. 
Figura 7.15 
Entrada de Dados N,º 1 
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LOS AUTOVALOREO CALCULADOS 80H• 
- . . - -·-~------·-·-~·---------- ·-· --- -- --------- -- --·------------ - . 
'' , 4107:;376000000E+C)0 
• J . -~- . ' 
} 1.?.,_G,0!!1013000000E+02 -~ 
. 2ll 211797GO 00 O OOE+ O 1, 
,t56972080000DOE+02 
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-.S014E-01 






































































- . 1455E+(>'! 
-.1::.16E-c,o1 
.OOOOE+OO 
n í,;. !,! 1 . i ,\ \ / ,. . . 
-.3563E+OO . 10SSE+01 • 1",:· 9742E+OO 
-.480i"E+OO . 111 ?E·+ot al<l'J6E+01 · 
-.49SIE+OO . 1083E+01' .1508E+01 
-;154\lE+QO .. 831SE+OO . t 772.E+OO 
-.343GE+OO .8714E+OO .8226E+OO 
-.47'J7E+OO .6367E+OO .1068E+01 
-.1372E+Ol -.1738E+Ol . t35BE+01 
-.1187E+Ol -.1364E+OI .9539E+OO 
-.1277E+01 -.1090E+01 .8317E+OO 
-.1280E+Ot -.5832E+OO .5795-E+OO 
.1253E+OO .3184E+OO -.8313E+OO 
- .1065E+OO .1698E+OO -.2443E+OO 
-.4681E+~O -.2376E+OÓ .3046E+OO 
-.1068E+01 -.1222E+Ol .7970E+OO 
-.1114E"'Oi - . l 1E'7E+01 .7483E+OO 
-.1166E;,.OI -.5936E+OO .s101E+oo:' 
- .9611E+OO .510SE+OO - . 1086E..,OO; 
.4550E+OO -.1743E+OO - . 1492E+O 1; 
.5296E+OO -.3574E+OO -.1574E+01 
.2321E+OO -.650SE+OO -.9396E+OO 
-.6414E+OO -.9060E+OO .2002E+OO 
-.6620E+OO -.2413E+OO .1811E-01 
-.8934E+OO .1428E+OO ;3807E-01 
-.tS94E+OO -.S005E+OO -.26~9E+OO 
.1148E+01 -.,370E+OQ -.1726E+Ot 
.1011E+01 -.5802E+OO -.1014E+01 
.6211E-f-00 -.1826E+OO -;3093E+OO 
.268~E+OO .l730E+OO -:1584E+OO 
-.1884E+OO ;7577E+OO -;t767E+OO 
-.4427E+OO ~1209E+Ot -,4857E+OO 
-.4749E+OO .1B07E+01 -.7721E+OO 
.152tE+01 -.5237E+OQ -.4840E+OO 
-1513E+Ot -;396SIE+OO .8736E-01 
.109eE+01 · :3274E-01 .5190E+OO 
.4967E+OO :7018E+OO .4547E+OO 
.1659E-C>1 .1079E+Ol· -.t735E+OO 
-.2370E+OO .1312E+01 -.69G3E+OO 
-.3172E+OO .1233E+01 -.'J495E+O~, 
,1GtO~+Ol -.a37GE+OO ~.t324E•01, 
. 119G E+O 1 . 5432E-O 1 :cé;': 1509E+O 1' 




.1092E+Ol -;J.;~~E-01-,.c. .1392E+ot< 
.•~33E+OO .48l4E-01-· .8~27E+OO·~ 
-.1613E+OO -.81i'8E+OO .J797E+OO· 
- .37\S~E+OO -:3GS','J>E+OO:'-. 473lE+OO· 
-.4052Fi+OO ··; 1397E+01' -.476~E-03 
-.4207E•OO -,109?E•01 -.213SE+oo~ 
-.54t!Sr.~oo ..:.2216E+Ot .. 4G74E-01: 
-.S73~E+OO -.2397E+01 ~5602E-01, 
. OOOOE+OO :,. OOOOE+OO f~'!OOOOE+oo!, 
~ ?, h~;_ .,-é\:!~~ .. ::;:_-:.- :_··-.,-=--~"é_-•_-~.J_· 
TABELA 7.13 
Autovetores Da Cabina Do Automovil 
TITULO 
"CABINA OE AUTONOVIL " 
TIPO HEl1HOLT2 
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AHALI816 YIBRACIOHES LISRES AUTOVALORES Y AUTOYECTORES 
COHS TAHTES 
KYI.KX!.CO. 
COHECT! V IDADES" 
l 1 4 5 1 2 1 5 31 3 2 5 6 1 4 2 6 3 I 5 4 li 51 6 11 12 5 
s 1 2 ,3 , e :s 1 3 6 , 9 1 1 1 9 1 2 , 1 o 1 1 1 e 1 9 , 1 1 1 2 1 9 2 0 
12 12 20 13 1 13 13 20 21 J 14 13 21 14 l 15 14 21 15 
C00flt0f'.HADA8 J 1 X O. Y .z J Z O, .362 J 3 X o. y·:,.2zE-1 
4 . 1' O . J 5 . 1 B O . 3 I 6 . 2 Y . 5 4 J 7 X . 2 2 .Y . 6 3 
8 Y .84 X .36 J , Y .98 X .52 1 10 7E-l .ll4El 
li .38 Y º· 
13 X .38 'I' .541···14 .44 .741· 15 5.2E-1 Y .8 '1 '2 X . 3 8 Y . 3 J 
. 16 .74 .96 
RESTRICC!OHES HODALES 
46 F O. 
COHECTIYIDADF.8 1 16 7 14 8 1 17 14 15 8 J 10 8 15, 
19 1 5 1 6 <J J 2 O 9 1 6 1 O ; 21 1 6 17 1 O l 22 1 6 2 3 1 7 
23 16 22 23 J 24 15 22 lG J COORDEHADAS J 17 1.01 1.14 
COORDENADAS J 16 .54 O. Jl9 ."6 .14 ,·20 ... 7 .4' 
21 X .6 Y .65 J 22 .88 .8 J 23 V .'J06 X .96 
24 Y ., X .8 1 25 .O O. 26 .92 .26 
27 1.04 .48 J 28 10.86E-I .610 
29 1.18 .8 30 1.25 .96 ; 31 1 .342 1.14 
J 7C 
32 1.04 o. J 33 1.14 .l<J J 34 1.244 .39 J 35 1 .364 .610 
36 1 .46 .8 J COORDENADAS J 37 1.56 .96 J 38 X 1 .56 1.14 
39 1 .36 ; 40 1.5 .266 1 4ltl 1.66 e 
.,2 142 1 .74 .79, 43 1 .8 .95, 44 1 .98 1 .14 1 45 1 .s, e 
.o4 , 46 1.s& Y .102, 47 1 .73 .41 , 46 2:~e .62 
49 2.02 .~42 J 50 2.21 .79 J 51 X 2.21 Y .94 
52 2.45 .747 J 53 2.45 .f2 
C OH E C T I \' ! D A D E S J i'6 i 1 4. 8 
19 15 16 9 J 20 9 16 10 1 21 
23 16 22 23 J 24 15 22 16 ; 25 
,·ci 14 't!i 
161710/ 
212215) 
8 J Í 8 8" '1 5 . tj• . J 
22162317 
26 21 24 22 
27 20 24 21 J 28 18 25 19 J 29 19 25 26 J 30 19 26 20 
31 20 2;; 27 J 32 20 27 24 J 33 24 27 28 J 34 24 26 29 
35 24 29 22, 36 22 29 23; 37 23 29 30 ;3e 23 30 17 
39 30 31 17 1 40 25 32 33 J 41 25 33 26 1 42 26 33 34 
43 26 34 27 J 44 27 34 28 J 45 28 34 35 J 46 28 35 29 
47 29 35 36 1 48 29 36 30 J 49 30 36 37 J 50 30 37 31 
51 3 7 3 8 ,3 1 J 5 2 3 2 3 9 3 3 J 5 3 3 9 4 O 3 3 J 5 4 3 3 4 O 3 4 
55 34 40 35 J 56 40 41 35 1 57 35 41 42; 58 35 42 3, 
59 3, 42 37J EO 42 43 37 J 61 37 43 38 J 62 43 44 38 
63 39 45 40 1 64 45 46 40 I 65 40 46 47 J 66 40 47 41 
67 47 46 48 
68 47 40 41J 69 41 48 42 J 70 42 48 49 J71 42 49 43 
72 43 49 44 1 73 49 51 44 J 74 50 51 49 1 75 49 50 49 
76 48 53 50 J 77 50 53 52 J 78 50 52 51 
IHPRESIOH DE DATOS 
IMPRE5ION DE RESULTADOS IHTERHED!OS Y FINALES 
FIN 
Figura 7.17 
Entrada de Dados n9 2 
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CONCLUSÕES E COMENTÁRIOS 
1 - O desenvolvimento e o crescente uso que vem sendo 
dado aos computadores em diferentes areas, tanto de pesquisa c~ 
mo educacionais, e ainda na prática diária do engenheiro moder-
no, leva à necessidade de se adaptar grandes programas, que tr~ 
dicionalrnente sô eram criados para computadores maiores, para 
estas máquinas. Nos Últimos tempos têm aparecido diversas lin-
guagens e sistemas baseados em elementos finitos, adaptados a 
minicomputadores ·e com capacidade· de resolver grandes problemas. 
Na Venezuela esta área, como outras nos diferentes ramos de a-
vanço da tecnologia, vem sendo desprezada, dando-se pouca ou ne 
nhurna importância à criação de pacotes próprios adaptados as ne 
cessidades específicas de companhias.institutos de pesquisas e 
Universidades venezuelanas. Neste sentido, este trabalho cons-
titui um pequeno passo na divulgação da existência, capacidade 
e utilidade de um sistema para minicomputadores baseado no rnéto 
do dos elementos finitos, e da forma com que se estrutura e or-
ganiza corno tal. 
2 - O sistema provou ser bastante eficiente no manejo 
da informação armazenada em disco, solucionando completamente o 
problema da interfase para o usuário e permitindo a resolução de 
problemas de grande dimensão. As e_strategias adotadas na recup~ ', 
ração de informações durante a solução do sistema de equaçoes 
através da função Sapo diminuem consideravelmente o tempo de e-
xecuçao. Ao mesmo tempo a utilização·:-de um sistema que simula 
memória virtúal permite uma grande versatilidade para o armaze-
namento de dados. Este duplo aspecto da comunicação com o dis-
co rendeu resultados satisfatórios. 
3 - A linguagem orientada constitui um sistema de cornu 
nicação com o usuário que permite um uso eficaz e completo das 
potencialidades do ·Qesrno, além de facilitar sua expansao atra 
vês da criação de novos comandos. 
tada simplifica a entrada de dados 
O uso de urna linguagem orie~ 
para o usuário comum e faci-
lita a aprendizagem de sua utilização. Estas caractérísticas 
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diversificam e amplificam o seu uso, expandindo-o, ,por ,-exemplo,. 
dentro de esferas educacionais. 
4 - O sistema apresentado neste trabalho possui as 
importantes caracteristicas de modularidade e compatibilidade.f 
compatível no,sentido de que está elaborado num FORTRAN básico, 
o que permite transferir o 
alterando somente pequenos 
paaote para diversos compütadores, 
detalhes. Estes d~talhes,além diss~ 
(como por exemplo as instruções sobre o manejo do disco ,que va-
riam em cada máquina), encontram-se localizados em setores esp!=:_ 
cíficos do programas, para facilicitar sua colocação. O sistema 
por outro lado, está estruturado com bases em módulos que permi_ 
tem sua expansão progressiva, sem alterar o funcionamento de ·mó 
dulos já:existentes. 
s - Os módulos de aplicação disponíveis permitem a 
realização de análises linear e não linear e de autovalores e 
autovetores. Suas características de generalidade permitem uti 
lizá-los na solução de problemas de diversas áreas, assim como 
os baseados na equaçao de campo, como a· maioria dos apresenta -
dos neste trabalho, redes hidráulicas· (ver exemplo de aplica.ção) 
e diversos problemas de estruturas. 
6 - A estrutura do sistema. torna-se suficientemente 
flexível para permitir a adição de qualquer novo problema de a-
plicação ainda não considerado. Esta nova aplicação pode ser 
implementada com b,:ise em algumas. rotinas já existentes de solu-
çao ou análises baseadas nos sistemas de comunicação com o dis-
co, já que estas rotinas e sistemas são completamente gerais e 
se utilizam apoiadas em alguns parâmetros fundamentais. A uti-
lização do novo módulo requererá também a adição do comando cor 
respondente à linguagem orientada. 
7 - Neste trabalho as aplicações realizadas se refe-
rem em sua maioria a problemas derivados da equação de campo g!='._ 
neralizada. A resolução deste tipo de problemas pelo método 
dos elementos finitos abre a possibilidade de exploração de 
novas áreas não tratadas tradicionalmente por este tipo de méto 
do,: hidráulica, eletro-magnetismo, transferencia de calor,etc. 
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8 - As lirni tações do sistema, quanto ao nílrnero de 
métodos. de análises de que,dispÕeJTI e quanto à potencialidade de 
sua linguagem orientada, nio sio tantas, que no que se ~rejere 
à sua estrutura e versatilidade nao possam ser facilmente am-
pliadas, em fases posteriores. Em uJTia próxima etapa, por e-
xemplo, encontra-se a impleJTientação de módulos que permitem a 
realizaçio de análises de problemas dependentes do tempo, JTIÓd.1:1_ 
los de geração de malhas mais sófi~ticad6s, JTIÓdulos de .post-
processarnento, incluindo rotinas de projeto, etc. 
9 - Por Último, é válido recordar que a ·utilizaçio 
dé qualquer programa nao deve ser feita as cegas, sem que se 
conheçam detalhes de sua implementação, características, limi-
tações, etc., porque pode levar a surpresas desagradáveis. Da 
mesma forma, deve se conhecer e dominar o problema físico que 
se está resolvendo, para poder aproveitar ao máximo as póten~ 
cialidades disponíveis do sisteJTia. 
10 - Nos Estados Unidos e Europa se encontra muito 
difundido o uso de Jninicornputadores em diversas áreas da eng!::_ 
nharaia. :;se bem que na Venezuela, e em outros países da Arné-
rica do Sul este uso tenha sido muito liJTiitado, a tendência e 
de que se incremente cada vez mais, pelas exigências que o de-
senvolvimento destes países impõe. 
No entanto, o fato de se tratar de Jninicornputadores 
irnpoes certas limitações, e existe urna dúvida razoável sobre se 
se poderia usá-los ou não, para resolver problemas relevantes 
na prática da engenharia. Estas limitações se refereJTI à dirnen-
sao da palavra, à capacidade da memória e a velocidade do cálcu 
lo. 
A limitação da longitude da palavra traz inconvenie~ 
tes, sobretudo a nível dos inteiros, já que quase não se permi-
tem de 4 bytes, mas isto tende a ser superado coJTI a aparição de 
compiladores mais eficientes, por exemplo FORTRAN IV PLUS e BA-
SIC II PLUS, de PDP. Quanto a números reais, isto não parece 
ser inconveniente maior, já que geralmente se permitem 




hardware. O maior problema então, da palavra de 16 bits: é a 
consequente limitação no direcionamento, mas também isto tende 
a ser superado com técnicas tipo "overlay" ou outras. 
Quanto ã capacidade de memória, deve notar-se que 
ultimamente foram introduzidos minicomputadores de· baixo e me 
dio preço com capacidade de memória direta de 1 µ byte ou mais, 
por exemplo, PDP 11/24 e PDP 11/44. Ainda que com memórias me 
nores, esuqemas do tipo arranjo virtual permitem utilizar em 
FORTRAN, arranjos com dimensões da ordem de 32000 palavras,nãõ 
muito diferentes ãs limitações em computadores grandes, como o 
BURROUGHS B6700. Por outro lado, estes problemas de resolvem 
eficientemente com rotinas adequadas para o manejo de informa-
ções em memória secundária, sendo justamente, um dos objetivos 
desta teie, o estido de técnicas deste tipo. 
Quanto ã velocidade d; cálculo, deve se fazer no-
tar que os processadores dos minicomputadores são bastante ve-
lozes. Por exemplo, a velocidade de processamento de uma PDP 
11/44 é igual ou maior que a de um computador IBM 370 de tama-
nho médio, ou da BURROUGHS B6700. Também deve-se considerar 
que não soa velocidade de cálculo, como também o tempo deres 
posta é um fator importante para problemas de engenharia. No 
caso de um minicomputador usado através de terminais, esquema 
para o qual foi especial emente projetado, o tempo de resposta:.· 
é geralmente melhor que em um sistema Batch com computador gr~ 
de. 
No presente trabalho foi demonstrada a viabilida-
de de implementar um sistema de compÚtador versátil e eficaz 
na resolução de variados problemas de engenharia, em um m1n1 -
computador com as limitações mencionadas, obtendo-se resultados 
satisfatórios. De fato, foi. possível que no minicomputador 
a utilização de uma linguagem orientada o suficientemente po-
tente para resolver problemas muito variados de engenharia, de 
relevância prática. Os problemas enfrentados alcançam dimen -
sões respeitáveis, chegando~se a resolver matrizes de 34000 
elementos em tempos razoáveis para um computador pequeno. 
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(_de termos de computador) 
- ACESSO (~emória): caracteriza a forma em que uma memória po-
de ser lida ou escrita. 
- ACESSO DIRETO: tipo de memória na qual o acesso pode ser 
féito diretamente, a dados em qualquer di-
reçao. 
- ACESSO SEQUENCIAL: tipo de memória na qual o acesso só pode ser 
feito na sequência em que foram armazena -
dos os dados. 
- ACUMULADOR: registro da unidade central no qual se exe 
cutam as operações nas máquinas de uma di-
reçao. 




veis que podem tomar dois valores distin-
tos (Funções AND, OR, NOT). 
(ALGOri thmic Language) Li.nguagem de descri 
ção de algoritmos empregada na comunicação 
de algoritmos e na programaçao de proble-
mas científicos. 
Técnica consistente de btiscar na memória as 
instruções (e, eventualmente ,suas opera-
ções) com antecipação, com o objetivo de e 
vitar a unidade aritmética de um operador 
Aritmética sobre numeros representados em 
ponto fixo (ver esta palavra). 
- ARITMfTICA FLUTUANTE: Aritmética sobre numeros representados 
em ponto flutuanti, 0 
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- CAPACIDADE DE MEMÓRIA: Expressa-se em número de posições .de 
memória, ou também em múltiplos de 
210 posições de mem8ria, unidade cha 
mada de "K". Uma memória de 4K con-
tém 4096 posições. 
- ,a.CARACTER: elemento de informação de vários dí-
gitos binários (em geral de 6 a 8) , 
considerado por alguns Órgãoes deº.!. 
denadores como unidade de informação. 
CARREGADOR (.ln loader) :programa que permite· armazenar em me 
mória, um programa previamente monta 
do ou compilado (tendo em conta pos-
síveis mudanças de direção) ou va-
rias módulos de programas montados ou 
compilados independentemente, levan-
do em consideração os seus laços. 




tempo mínimo ente duas operaçoes su-
cessivas sobre um bloco de memóriade 
acesso direto. 
circuito fabricado em uma pastilha de 
cilício que consta de alguns milha::-
res de componentes fabricados median 
te operações de mascaramento, de di-
fusão de impurezas e de metalização. 
programa de computador que aceita ]in 
. ~ . guagens cop1ave1s e os converte em 
instruções de máquina. 
capacidade que apresentam ordenadores .di 
ferentes para processar os mesmos pr~ 
- COMPUTADOR: 
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gramas (_compatibilidade de software)ou pa-
ra representar as mesmas interfases com r~_ 
lação. com os 8rgãos periféricos (compatib.!_ 
lidade de hardware). 
máquina eletrônica para o processamento de 
grandes massas de informação codificada e 
capaz de realizar operações lógicas e m~te 
máticas a alta velocidade. 
COMPUTADOR ANALÕGICO: um computador no qual as representações 
e operaçoes são efetuadas de forma analÔg.!_ 
ca, isto e, usando quantidades físicas va-
riáveis. 
- COMPUTADOR DIGITAL: computador capaz de realizar operaçoes e 
representar dados em forma digital. 
COMPUTADOR MICROPROGRAMADO: computador cujas instruções se e 
xecutam sob o controle de um microprograma. 
- CONVERSACIONÁL: 
- CPU: 




adjetivo que qualifica a uma utilização do 
ordenador, em que o homem dialoga com. a ma 
quina com a ajuda de um terminal, tal como 
uma máquina de escrever com funções de en-
trada e saída, etc. Sinônomo: interativo. 
ver Processador. 
terminal construído baseado em tubos 
raios catódicos (cathode Ray Tubes). 
elementos ou "itens" conhecidos. 
de 
numero que identifica um lugar da memória. 
adjetivo que caracteriza as informações ~e 
presentadas sob forma discreta. 
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_ DIREÇÃO ABSOLUTA: identificação numérica de cada célula da 
memória. 
- DIRECIONAMENTO: operaçao de fornecimento de uma informação 
chamada direção, a qual permite selecionar 
um elemento entre um conjunto de elementos 
do mesmo tipo. 
- DIRECIONAMENTO DIRETO: uma parte da direção da instrução que 
contém a direção do operando. 
- DIRECIONAMENTO INDIRETO: uma parte da direção da instrução 
contém a direção da outra célula de memo-
ria .. Nesta está a direção do operando. 
- DIRECIONAMENTO IMEDIATO: uma parte da direção da instrução 
contém o operando. 
- EPROM: 
- ERRO: 
- FIRMWARE (Palavra 
PROM apagável. (Erasable Programable Read 
only Memory) 
termo geral que se refere a qualquer des -
vio de uma quantidade medida com referên 
eia ao valor correto. 
inglesa): 
terial) e 
por analogia com o hardware (ma-
software (programas), o firmware 
designa a microprogramação, que, num sent.!_ 
do estrito, nao pertence completamente nem 
ao· hardware ·nem ao software. 
- FLIP-FLOP (Palavra .inglesa): elemento de memória de uma pos.!_ 
ção binária, sistema de dois estados está 
veis. 
- FORTRAN· CFORmula TRANslation): linguagem de programaçao cien 
tificamente orientada, desenvolvida eml957. 








-sistema de enumeraçao de base 16. Utiliza-
se frequentemente para uma representação 
condensada do ni:imero binário. 
conh~cimento com significado para o ser hu 
mano. Pode ser extraída de um conjunto de 
dados. 
ver éonversasional. 
lugar onde dois súb-sistemas de um mesmo 
sistema informático interatuam; por exten-
são, dispositivo que permite associar dois 
conjuntos que não apresentam as mesmas es-
pecificações de interfase. 
informação digital que indica a um compUt~ 
dor uma operação particular a ser executa-
da, assim como os dados implicados ou suas 
posições. 
- INSTRUÇÃO DE MÁQUINA: conjunto de bits que dirigem ao compu-
tador na realização de alguma operação: s~ 
ma, subtração, multiplicação, divisão, ar-
mazenamento, carregamento, leitura, escri~ · 
ta, etc. 
- LINGUAGEM ASSEMBLER: linguagem simbólica de baixo nível,con-
versão direta da linguagem de máquina. 
- LINGUAGEM COMPILADOR: linguagem simbólica de alto nível em 
que cada símbolo·pode desencadear 
instruções de máquina. 
várias 
- LINGUAGEM DE COMPUTADOR: conjunto de símbolos por meio do 
qual o usuário se comunica com o computa -
dor. 
- LINGUAGEM DE MÁQUINA: conjunto de instruções de máquina as 
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quais sao obedecidas diretamente pelo com-
putad6r, sem necessidade de traduçio. 
- LINGUAGEM SIMBÕLICA: linguagem de programaçio, também chamada 
linguagem fonte, na qual os códigos de op~ 
- LINHA ONIBUS: 
- MANTISA: 
raçao e os operandos podem ser 
dos por símbolos. 
désigna-
conjunto de fios que servem a um certo nu-
mero de dispositivos digitais. A comunica 
çio dos equipamentos através destes fios, 
impede qualquer outra, enquanto dura. 
na representaçio em ponto flutuante, nume-
ro formado pelas cifras mais significati -
vas do número por representar. 
- MÁQUINA DE 1,2,3 DIREÇÕES: ordenadores classificados segundo 
o número de direções de posições de memo-
ria que figurem na instruçio. 
- MEIO: 
- MEMÓRIA 
- MEMORIA AUXILIAR: 
- MEMÓRIA BUFFER: 
substância física sobre a qual se gravam os 
dados. Por exemplo: fita magnética, dis 
co magnético, cartões perfurados, papel, 
etc. 
sistema no qual se pode armazenar informa-
ções e recuperá-las mais tarde. 
suplemento da memória principal, usualmen~ 
te baseada em discos magnéticos, tambores, 
fitas, etc. 
(em inglês: cache memory) memória de pe-
quena capacidade e alta velocidade inter -
posta como tampio entre a memória principal 
e a unidade central: carrega-se com ar-
ranjo de técnicas de antecipaçio implícitas 
(.ver an tecipaçio) . 
- MEMORIA CORE:. 
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aneis de metal ·que sao capaze·s de assumir 
dois estados di;ferentes, podendo re:prese~ 
taras quantidades O ou 1. 
- MEMORIA DE BORBULHA: chip em ;forma de borbulha com capacida-
de para 10-megabits. 
- MEMÓRIA DE MASSA: memória auxiliar de acesso por blocos ou 
aleatório (discos, tambores, laminas magni .. 
ticas). 
- MEMÓRIA LOCAL: memória de pequena capacidade e rápido a-
cesso que se utiliza na unidade central. 
- MEMÕRIA PRINCIPAL: memória interna do computador, a partir da 
qual se .executam as instruções. 
- MEMÕRIA VIRTUAL: 
- MICROCIRCUITOS: 
- MICROCOMPUTADOR: 
e o espaço em memória definido por uma fa~ 
xa de direções especificada pelo programa-
dor e diferente das direções utilizadas p~ 
lo sistema. Fermi te considerar a memória 
interna como ilimitada ou somente limitada 
pela capacidade de direcionamento do comp~ 
tador. 
circuitos mi nús cu los nos quais todos os com 
ponentes são formados quimicamente sobre u 
ma única peça de material. Contém o equi-
valente de centenas e incluso milhares de 
transistores e outros componentes. 
pequeno computador de baixo custo. Contém 
pelo menos um microprocessador, memória (B.OM, 
PROM; EPROM ou RAM) e um circuito de input 
e output. 
- MICROLINGUAGEM: linguagem de microprogramação. 
- MICROPROCESSADOR: unidade de processamento. central contida em 
160 
um '.'ch.ip". t o coraçao de um microcomput~ 
dor. 
- MICROPROGRAMAÇAO: designa uma técnica de realização do seque~ 
ciador central de um ordenador, na qual c~ 
da instrução é interpretada e executada sob 
o controle de um programa chamado micropr~ 
grama, formado por uma sucessão de micro -
instruçõe·s, cada uma das quais governa uma 
fase da execução da instrução (ver Firmwa-




um milh.onésimo de segundo. 
um milhésimà de segundo. 
computador de baixo custo introduzido 
mercado por volta de 1965. 
no 
- MODELO DE WlLKES: primeiro modelo de miíquina microprogramada. 
Serve de referência para qualquer . ·estudei 
da microprogramação. 
- MONOPROCESSADOR: Ordenador que nao possui mais que uma uni-
dade central. 






10- 9 segundos. 
sistema de numeraçao de base 8. Utilizado 
frequentemente como representação conde~sa 
da de números biniírios. 
açao definida por uma parte de uma instru-
çao ao computador. 








ção, um processamento: operador aritiméti~ 
co, operador lógico, etc. Também todo si-
nal· que define uma operaçao por efetuar. 
quantidade em uma instrução (resultado, ar-
gumento ou nGmero), a parte direcionante de 
uma instrução. 
nome dado aos calculadores eletrónicos digi 
tais·. 
unidade de memória de tamanho fixo, usual -
mente de 2048 ou 4096 bytes. 
método de utilização de uma memória princi-
pal dividida em piginas. A paginação pode 
permitir: a) direcionar uma memória cuja 
capacidade não é congruente com a capacida-
de de direcionamento da instrução; 2) nao 
carregar os programas de um só bloco;3) ge! 
tionar dinamicamente.a memória nao.:é\:rrega!l: 
do em um instante dado mais do que aquelas 
páginas efétiilàmente Úteis no programa. 
conjunto de caracteres que ocupa um lugar na 
memória e pode ser tratado como uma unidade. 
Utiliza-se somente se o elemento de informa 
ção é superior a 8 dígitos. 
controle da validez de uma informação depois 
da sua transmissão, armazenando o processa -
mento, mediante a adição de um bit (bit de 
paridade), posicionadó 
testado depois dela. 
par (paridade par) ou 
antes da operação e 
O bit de paridade faz 
impar (paridade impar) 
a soma dos bits de informação. A aparição 




termo geralmente empregado para designar u-
ma parte de um todo que por si s6 constitui 
um conjunto 16gico. 
- PLOTTER DIGITAL: equipamento que estioça gráficos soti a dire-
ção de um computador. 
- PROCESSADOR: C:unidade central de processamento) -_·nervo 
central de qualquer sistema de computador~ 
gital, o qual controla e coordena as ativi-
dades das outras partes do computador, re a 
lizando tamtiém os processos aritméticos e 
16gicos aplicados aos dados. Compõe-se de 
três partes 16gicas: unidade aritmética, u 
nidade de memória e unidade de controle. 
- PROCESSADOR CENTRAL: equivalente à unidade central. 
- PROCESSADOR DE ENTRADA-SAÍDA equivalente a canal. 
- PROCESSAMENTO DE DADOS: - operaçoes efetuadas nos dados.usual-
mente por equipamento automático, para ex-
trair alguma informação. 
- PROCESSO: termo genérico que compreende várias opera -
ções, como computar, imprimir dados, manejar 
dados, etc. 
- PROGRAMA: sequência significativa de instruções. 
- PROGRAMA FONTE: programa escrito em linguagem simbólica. 
- PROGRAMA OBJETO: programa em linguagem de-máquina, diretamen-
te executado pelo computador. 
- PROM (programável ROM): mem6ria com base em chips, programada 
para conservar a informação mesmo que seja a 
pagado. ,,_o computador. 
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- PROTEÇÃO DE MEMÕRIA: técnica para evitar que erros cometi-
dos por um usuário destruam o conteúdo de 
zonas de mem6rias que nio foram para ~le re 
senrádas. 
- PUNTERO: registro de célula de mem6ria de direçio de 
terminada que contém a direçio de uma info~ 
maçio ou de um conjunto de informações. 
- PONTO FIXO: ver vírgula Fixa. 
- PONTO FLUTUANTE: ver vírgula Flutuante. 
- RAM (_Random access memory): mem6ria para escrever e/ou ler, 
mas cujo conteúdo é volátil, perde-se quan-
se apaga o computador. 
- RECORO: grupo de dados relacionados, tratados como 
uma unidade. 
- REGISTRO: ver Record. 
- REGISTROS FÍSICOS: unidades de transmissio ou de armazenamen-
to sobre mem6rias auxiliares. 
-REGISTROS LÕGICOS: conhecidos do programador que trabalha em 
linguagem evoluída, e que estio se for ne-
cessário, divididos em registros físicos. 
- ROM (read only memory) : nao é possível escrever dados em me-
- SEQUENCIADOR: 
- . moria tipo ROM. 
orgao de governo de um operador sequencial, 
ou de um ordenador. Distribui em instantes 
precisos, as ordens que posicionam os cir-
cuitos do operador ou do ordenador vis ando 




método de programaçao que permite fracionar 
os programas demasiado long6s, que não cab! 
riam totalmente na mem6ria principal em ~le 
mentas chamados segmentos, que irão sendo 
chamados à mem6ria de acordo com as necessi 
dades. 
- SISTEMA BINÁRIO: sistema numérico q,ue utiliza a base dos (Df. 
gitos O ou 1). 




sistema numérico com base 8 (dígitos de O a 
7) . 
programas que podem ser usados no computador; 
Distinguem-se o software de base e o de apll 
caçao. 
disciplina da informática a base de eletrõni 
ca e mecânica. 
6rgào periférico, geralmente situado adis -
tância do ordenador, que permite a comunica-
ção entre o homem e êle. Exemplo: tele - !Í.1m. · 
pressor, terminal CRT, sistema com entrada 
de cartões e saída por impressoras, etc. 
- TEMPO COMPARTIDO (Sistema de): sistema mediante o qual mais 
de um usuário podem compartilhar do computa-
dor (tempo de processador) através de vários 
terminais remotos. 
- TEMPO DE ACESSO: tempo que utiliza o computador para procurar 
e transferir instruções provindas da mem6ria 
e em direção a ela. 







canal em um equipamento de memória mag-
nética para armazenamento de dados. 
programa de computador que converte um 
programa de uma linguagem de computador 
a outro, por exemplo. de uma linguagem 
fonte a objeto. 
equipamento eletrônico em estado sólido 
capaz de realizar as mesmas f~nçôes que 
válvulas, sendo menores, baratos, requ~ 
rendo menos energia e gerando menos ca-
lor. 
bus finico, ao qual se conectam todos os 
elementos componentes de um ordenador 
unidade central, memória; canais.etc. u 
tilizado em alguns computadores 
nos. 
pequ~ 







circuito eletrônico utilizado nos pri-
meiros computadores. 
em informática, trata-se de uma informa 
ção identificada por um nome e uma dire 
ção que pode assumir um valor (ou con-
junto de valores) em um domínio dado,no 
curso de desenvolvimento de um programa. 
variável da ãgebra de Boole que pode as 
sumir valores de O a 1. 
VfRGULA FIXA: 
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representação dos números expressados em 
um sistema de numeração, com a ajuda de 
um número fixo de dígitos, no qual o Pº.!:1: 
to que separa a parte inteira da parté 
fracionada, estão em um lugar fixo em re 
lação a um dos extremos do número repre-
sentado. 
VIRGULA FLUTUANTE: a pos1çao da vírgula nao esti fixa com 
relação a um dos extremos do número re-
presentado. 
VOLATILIDADE: qualifica uma memória, cujo conteúdo se 
perde em caso de corte da alimentação e-
létrica. 
