Abstract: We present some novel concepts for the scene geometry recovery by a multi-camera system. A new global appearance measure is introduced for a novel generalized scene recovery methodology, called "the appearance-cloning."
INTRODUCTION
Recent advances in image-based rendering approaches (view morphing, light field rendering) make it possible generate a photo-realistic novel view only from photographed images without scene geometry information [1] [2] [3] [4] [5] . Many applications, however, still require the correct scene geometry information in image based modeling and rendering (IBMR).
Computer vision techniques to extract the geometric information of real-world scene for IBMR can be categorized according to the sensing technology into either the active or passive sensing approaches.
Active sensing technologies (e.g., optical, laser, and time-of-flight range finder) normally provide high accuracy and good quality of 3D measurements. Many commercial solutions have been widely applied to various IBMR systems that use the scene geometry information. However, in most cases, the geometry information acquired from the active sensing technology should be combined with photographs for the photo-realistic 3D model generation and rendering. Moreover, the 3D scanner is still very expensive for the general consumers compared with the passive sensors such as a digital camera and camcoder.
On the other hand, the passive sensing technology directly recovers the scene geometry information from a set of photographs, so no additional sensor is needed for IBMR. Moreover, digital cameras are available at a reasonable price. Therefore, 3D scene recovery by the passive sensing technology has attracted a great deal of attentions during the last several decades, and many elegant methodologies have been introduced and demonstrated those viabilities at each specialized application area and conditions. However, those methodologies are still hard to be a solution for our generalized scene recovery problem because of many hard-to-set ad hoc factors such as scene dependent control parameters, assumptions, and constraints [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] For a methodology to be a practical solution for the generalized scene recovery problem, it should not rely on any ad hoc parameters to be set.
In this paper, we introduce a novel "global appearance measure" instead of local measures, and then propose a novel methodology, called "the appearance-cloning", as a solution to the generalized scene recovery problem.
For the scene recovery by a multi-camera system, an effective camera calibration method is necessary to deal with the partial views of calibration pattern by the multi-camera system. We develop a novel calibration pattern of concentric circles that can be extracted even with small partial view of the circle pattern. A two-step camera calibration method estimates the intrinsic camera parameters and the camera pose parameters. The proposed constraint properties of concentric circle patterns have concrete physical meanings, such as the position of the projected circle center and the projected radius-0 imaginary circle. Based on the constraints of the concentric circles, the intrinsic parameter is estimated from the image of the concentric circles without any assumption about a camera with three or more views.
APPEARANCE CLONING
Since the recovery of real-world scene from a set of photographs is generally ill-posed problem [6] , the best that we can recover from photographs is the maximal photo-consistent 3D model that is reprojected into all the original photographs and reproduces those photographs [7] . Many previous researches have tried to find this maximal photoconsistent 3D model from photographs, and recent several volumetric approaches have introduced promising methodologies by representing the recovered shape information in a common volumetric space defined by user.
The use of this common 3D space elegantly solves the view-dependent self-occlusion problem of arbitrarily-shaped scene, and makes the traditional "correspondence search problem" in 2D image spaces to be reformulated as the "occupancy decision problem" of each 3D primitive in the volumetric space by using the normalized cross-correlation measure of oriented 3D patch on a grid point [8] or the photo-consistency measure in a voxel [9] . Now, how can we recover the photo-consistent 3D model by using a global appearance measure? As shown in Figure 1 , the global appearance measure is the photograph itself that is projected from the realworld scene to a known camera viewpoint. We can make the equivalent system in the digital domain in which we can control full operations. We first define a candidate 3D model in our digital domain, and then render this model to the known camera viewpoints. Through this process, we can get another global appearance which is composed of view-dependent appearances of candidate 3D model and has one-toone correspondence with the given global appearance.
Then, we can get the photo-consistency of candidate 3D model about given photographs by directly comparing the appearance similarity between the given appearances and recovered appearances. And then, we can control our 3D model by using the appearance similarity error because we exactly know the relationship between the recovered appearance and our 3D model. Through these iterative operations, we can find the optimal photo-consistent 3D model by cloning the global appearance of given photographs. We call this methodology as "the appearance-cloning." If our equivalent system can correctly resemble the actual projection relationship from the real-world scene to each camera viewpoint and enough appearances are given to us, then the recovered 3D model can perfectly regenerate given photographs and can be a photo-consistent clone of the real-world scene according to the chain-rule.
Modeling of digital 3D model space
To represent the real-world scene in our digital domain, we use the voxel as a basic primitive. We define the voxel as a single-colored opaque cubic volume. Consequently, the state of each voxel can be either opaque or transparent in the voxel space. Now, define a voxel space 3 ℜ ∈ V that encloses the scene with a comfortable margin and is composed of . We call V 2 digital 3D model space. These complete candidate 3D models can be rendered to each camera viewpoint, which is used to capture given appearance, and then we can get the recovered appearances from those candidate 3D models. 
Appearance similarity measure
Now, we can directly compare the appearance similarity between given appearances and recovered appearances. However, in most of scene recovery from multi-view images, the real-world scene is not observed in whole image region. We adopt the region of interest (ROI) to exclude those projected regions of uninteresting scenes. If our interesting scene is a single real-world object, ROI of each image is exactly the same with the inside silhouette region of projected object. However, since we can directly recover multiple real-world objects or landscape, we use the notion of ROI rather than silhouette. In actual scene recovery, this ROI can be automatically extracted by using the blue screen technique, or manually extracted by using a tool like the intelligent scissor [16] or its variants.
From now on, suppose that the ROI information of the given input images is known as a prior knowledge. Before defining appearance similarity measure of a candidate 3D model, we use several notations. Let I be the given appearances within ROI of input photographs and ) (S R be the one-to-one corresponding recovered appearances rendered from a candidate 3D model S . Let P be the set of all ROI pixels in the given input photographs. Then, we can derive the uniqueness constraint from the ROI information of input photographs: 
. (1) Here, if the prior probability is uniform for all candidate shapes, then 
, by using the physical volumeprojection relationship.
To derive per-pixel probability model, we use the Euclidean color distance as a color similarity measure
and assume that the intensity difference of each color-channel follows the zero-mean Gaussian distribution. follows the Maxwell distribution [17] [ ] 
Because we assume that the concentric circle center is equal to the origin of the world coordinate system, CT describes the position of the projected circle center.
The resulting homogeneous coordinate removes a scale factor relating to radii.
Moreover, the matrices of the imaged concentric circles have the other constraint -rank 2 constraint. This is because the circle matrices Q 1 and Q 2 have two repeated elements as in Eq. (9).
The rank-2 subtractive matrix of Q 1 and Q 2 is intuitively given by ( ) has an interesting physical meaning. Because of the homogeneity of the coordinates, the resulting matrix is expressed as
is the projected imaginary circle whose radius is zero.
A final remaining problem is how to determine the relative scale factors α and β. There are various ways to determine them, and we suggest a method to find it by setting the scale factor with the generalized eigenvalues of A 1 and A 2 [18] . Due to the special form of the concentric circle matrices, the generalized eigenvalues must have two repeated ones and single distinct one. For rank one case, the repeated one is selected as a scale factor. Selecting single distinct one as a scale factor makes rank two subtractive matrix.
Intrinsic parameters from concentric circles
As described in [19] , once the IAC is determined, the intrinsic parameters are obtained directly. Furthermore, the IAC can be estimated with six or more imaged circular points. In this section, we show that one set of the image of the concentric circles is sufficient to find a pair of imaged circular points.
The imaged circular points are on the vanishing line, as well as on the image of an imaginary conic whose radius is 0. The image of the radius-0 circle can be extracted up to scale factor using the rank-2 constraint. The projected imaginary conic is expressed as Eq. (14) .
The vanishing line p l extracted from a conic is c Ax l p = (15) where A is the ellipse matrix and x c is the projected circle centers [20] .
In this case, the imaged circular points are the intersection of the projected radius-0 conic The position of the projected circle center can be estimated from the algebraic rank-1 decomposition property.
However, comparing to the conventional point correspondence based algorithm, the proposed algorithm can estimate the intrinsic parameters only with partial views of concentric circles due to occlusion or limitation of field of view. Also, we don't need any kind of Euclidean measurements like lengths or even radii of the circles.
Experiments
The noise characteristic of the proposed calibration algorithm has been tested using synthetic data with respect to the numbers of views and the number of concentric circles. In practical case, the error is mainly caused by the quantization error of the edge points. The performance of this algorithm is analyzed under practical edge quantization noise that is in one pixel. The results are shown in Table 1 . As expected, the performance of the proposed calibration algorithm improves as the numbers of views and circles increase. 
EXPERIMENTAL RESULTS
To show the practicality of the proposed algorithm, we applied it to multi-camera calibration. Figure 3 shows a camera setup, consisting of ten SONY DFW-V500 cameras, for the reconstruction of 3-D scene. In this case, the captured images suffer from FOV limitation. Figure 4 shows some captured images which are used for the calibration of intrinsic parameters. For camera calibration, we used nine images selected for each camera. Figures 5 and 6 show some of captured images and synthesized views from the 3-D reconstruction result using 'the appearance-cloning', respectively. Figure 5 shows one set of dynamic image sequences and full sequences can be reconstructed using the same framework. Figure 7 shows some of 'Marble dataset' and their corresponding image and re-synthesized views using various reconstruction methods. To verify the accuracy of the reconstructed scene, the depth map is also shown. Note that the result from the proposed method is much similar to the ground truth. Figure 8 shows one of 'Junglimsaji pagoda dataset' which are taken from one of Korean National Heritages by a digital hand-held camcoder. It shows that our optimization-based scene recovery can refine the scene geometry relatively well with pictures taken outdoor. 
CONCLUSION
We have interpreted the photograph as a viewdependent appearance instead of combination of projected surface colors that is commonly adopted interpretation for the scene recovery. Based on this novel interpretation, we have introduced a new methodology, called "the appearance-cloning", in which we simulate the photographing mechanism of real world in our digital domain. Through our resembled mechanism, we can generate recovered appearances of our candidate 3D model that are oneto-one corresponding to given appearances acquired from the real-world scene. Then, we have controlled our candidate 3D model by using our appearance similarity measure so that the recovered appearances resemble the given appearances.
For the practical implementation of multi-camera system, we propose a two-step camera calibration method using concentric circles. First, we calibrate each camera intrinsically, and the camera pose are subsequently estimated. The proposed constraint properties of concentric circles provide concrete physical meanings, such as the position of the projected circle center and the projected radius-0 imaginary circle. Based on the constraints of the concentric circles, we develop a new camera calibration algorithm.
We demonstrate that the photo-realistic scene reconstruction for indoor, outdoor and dynamic environments is feasible using some real-image sets by a multi-camera system or a single moving camera. model using our appearance-cloning algorithm.
