






• Bayes’ rule： 𝑞(𝑥│𝑦) =
𝑝 𝑦 𝑥 𝜋 𝑥
∫ 𝑝 𝑦 𝑥 𝜋 𝑥 𝑑𝑥
 Kernel Bayes’ Rule: 
グラム行列計算により事後確率（カーネル平均）が得られる
 カーネルベイズ推論則の応用
• ノンパラメトリックHMM (Fukumizu et al. NIPS 2011)
遷移則や観測過程をノンパラメトリックにGram行列表現. 
• Kernel Approximate Bayesian Computation (Kernel ABC) 
(Nakagome , Fukumizu, Mano. 2012)
尤度関数が陽に書けない場合
• POMDP: Bellman方程式のカーネル化 (Nishiyama et al 
UAI2012)
• Monte Carloとの組み合わせ (カーネルMonte Carlo フィ
ルタ, Kanagawa et al AAAI 2014)
 カーネルMonte Carloフィルタの応用： ロボット位置推定
• 状態遷移：モデル化容易 Monte Carlo Sampling 
観測過程：モデル化困難  カーネルベイズ
カーネル法によるノンパラメトリックな統計的推論
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と書ければ
例. ガウスカーネル. c.f. 特性関数
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 𝑚𝜋 =  𝑖=1
ℓ 𝛼𝑖Φ  𝑋𝑖 , 𝑋1, 𝑌1 , … , 𝑋𝑛, 𝑌𝑛 ~ 𝑃𝑋𝑌
𝐶𝑌𝑋





ℓ 𝛼𝑖Φ(  𝑋𝑖),  𝑃𝑋𝑌: 𝑋1, 𝑌1 , … , 𝑋𝑛, 𝑌𝑛 𝑖. 𝑖. 𝑑.
⇒事後確率：  𝑚𝑄𝑥|𝑦 =  𝑖=1
𝑛 𝑤𝑖 𝑦 Φ 𝑋𝑖 ,
𝑤 𝑦 = 𝑅𝑋|𝑌𝐤 𝑦 , 𝐤 𝑦 = 𝑘 𝑌1, 𝑦 , … , 𝑘 𝑌𝑛, 𝑦
𝑇




Λ = Diag 𝐺𝑋𝑋 + 𝑛𝜀𝑛𝐼𝑛
−1𝐺𝑋  𝑋𝛼
 カーネル平均による統計的推論
例： ２標本問題 𝑚𝑋 = 𝑚𝑌 ?  (Gretton et al. NIPS’06), 
独立性検定 𝑚(𝑋,𝑌) = 𝑚𝑋 ⊗𝑚𝑌 ? (Gretton et al. NIPS’07)
原理： 特性的なカーネルを用いると，
分布に関する推論  カーネル平均に関する推論
NAI:  naïve method
(closest image in training data)
NN: Particle Filter + K-近傍
(Vlassis, Terwijn, Kröse 2002)
KBR: KBR + KBR
KMC: KBR + Monte Carlo
 Kernel Bayes’ Rule: 事後確率のカーネル平均
𝑚𝑄𝑥|𝑦 = 𝐶𝑋𝑌
𝜋 𝐶𝑌𝑌
𝜋 −1Φ(𝑦)
