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Modal dependence logic (MDL) was introduced recently by Va¨a¨na¨nen. It enhances
the basic modal language by an operator =(·). For propositional variables p1, . . . , pn
the atomic formula =(p1, . . . , pn−1, pn) intuitively states that the value of pn is
determined solely by those of p1, . . . , pn−1.
We show that model checking for MDL formulae over Kripke structures is NP-
complete and further consider fragments of MDL obtained by restricting the set of
allowed propositional and modal connectives. It turns out that several fragments,
e.g., the one without modalities or the one without propositional connectives, remain
NP-complete.
We also consider the restriction ofMDL where the length of each single dependence
atom is bounded by a number that is fixed for the whole logic. We show that the
model checking problem for this bounded MDL is still NP-complete while for some
fragments, e.g., the fragment with only ♦, the complexity drops to P.
We additionally extend MDL by allowing classical disjunction – introduced by
Sevenster – besides dependence disjunction and show that classical disjunction is
always at least as computationally bad as bounded arity dependence atoms and in
some cases even worse, e.g., the fragment with nothing but the two disjunctions is
NP-complete.
Furthermore we almost completely classifiy the computational complexity of the
model checking problem for all restrictions of propositional and modal operators for
both unbounded as well as bounded MDL with both classical as well as dependence
disjunction.
This is the second arXiv version of this paper. It extends the first version by
the investigation of the classical disjunction. A shortened variant of the first arXiv
version was presented at SOFSEM 2012 [EL12].
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1 Introduction
Dependence among values of variables occurs everywhere in computer science (databases,
software engineering, knowledge representation, AI) but also the social sciences (human
history, stock markets, etc.). In his monograph [Va¨a¨07] in 2007 Va¨a¨na¨nen introduced
functional dependence into the language of first-order logic.
Functional dependence of the value of q from the values of p1, . . . , pn means that there
exists a determinating function f with q = f(p1, . . . , pn), i.e., the value of q is completely
determined by the values of p1, . . . , pn alone. We denote this form of dependence (or
determination) by the dependence atom =(p1, . . . , pn, q). To examine dependence be-
tween situations, plays, worlds, events or observations we consider collections of these,
so called teams. For example, a database can be interpreted as a team. In this case
=(p1, . . . , pn, q) means that in every record the value of the attribute q is determined by
the values of the attributes p1, . . . , pn.
In modal logic a team is a set of worlds in a Kripke structure. Here =(p1, . . . , pn, q)
means that in every world of the team the value of the atomic proposition q is determined
by the propositions p1, . . . , pn, i.e., there is a fixed Boolean function f : {0, 1}n → {0, 1}
that determines the value of q from the values of p1, . . . , pn for all worlds in the team.
In first-order logic =(x1, . . . , xn, y) means the same for a function f : A
n → A where A
is the universe of a first-order structure. Dependence logic [Va¨a¨07] is then defined by
simply adding dependence atoms to usual first-order logic and modal dependence logic
(MDL) [Va¨a¨08, Sev09] is defined by introducing dependence atoms to modal logic.
Besides the inductive semantics (which we will use here) Va¨a¨na¨nen also gave two
equivalent game-theoretic semantics for MDL [Va¨a¨08]. Sevenster showed that for sin-
gleton sets of worlds there exists a translation from MDL to plain modal logic [Sev09].
Sevenster also showed that the satisfiability problem for MDL is NEXPTIME-complete
[Sev09] and Lohmann and Vollmer continued the complexity analysis of the satisfiability
problem for MDL by systematically restricting the set of allowed modal and propositional
operators and completely classifying the complexity for all fragments of MDL definable
in this way [LV10].
Sevenster [Sev09] also introduced classical disjunction (which is classical in a more set
theoretic way of looking at the semantics; cf. [AV09]) into the language of MDL. In the
following we always think of the version that includes both classical disjunction (here
denoted by >) as well as dependence disjunction when we write MDL.
The method of systematically classifying the complexity of logic related problems
by restricting the set of operators allowed in formulae goes back to Lewis who used
this method for the satisfiability problem of propositional logic [Lew79]. Recently it
was, for example, used by Hemaspaandra et al. for the satisfiability problem of modal
logic [Hem05, HSS10] and by Lohmann and Vollmer for the satisfiability problem of
MDL [LV10]. The motivation for this approach is that by systematically examining all
fragments of a logic one might find a fragment which allows for efficient algorithms but
still has high enough expressivity to be useful in practice. On the other hand, this
systematic approach usually leads to insights into the sources of hardness, i.e., the exact
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components of the logic that make satisfiability, model checking etc. hard.
In this paper we transfer the method from satisfiability [LV10] to model checking
and classify the model checking problem for almost all fragments of MDL definable by
restricting the set of allowed modal (, ♦) and propositional (∧, ∨, >, ¬) operators
to an arbitrary subset of all operators. The model checking problem asks whether a
given formula is true in a given team of a given Kripke structure. For plain modal logic
this problem is solvable in P as shown by Clarke et al. [CES86]. A detailed complexity
classification for the model checking problem over fragments of modal logic was shown
by Beyersdorff et al. [BMM+11] (who investigate the temporal logic CTL which contains
plain modal logic as a special case).
In the case of MDL it turns out that model checking is NP-complete in general and
that this still holds for several seemingly quite weak fragments of MDL, e.g., the one
without modalities or the one where nothing except dependence atoms and ♦ is allowed
(first and fourth line in Table 1). Strangely, this also holds for the case where only the
both disjunctions ∨ and > are allowed and not even dependence atoms occur (third line
in Table 1).
Furthermore it seems natural to not only restrict modal and propositional operators
but to also impose restrictions on dependence atoms. One such restriction is to limit
the arity of dependence atoms, i.e., the number n of variables p1, . . . , pn by which q has
to be determined to satisfy the formula =(p1, . . . , pn, q), to a fixed upper bound k ≥ 0
(the logic is then denoted by MDLk). For this restriction model checking remains NP-
complete in general but for the fragment with only the ♦ operator allowed this does not
hold any more (seventh line in Table 2). In this case either ∧ (fourth line in Table 2) or
∨ (sixth line in Table 2) is needed to still get NP-hardness.
We classify the complexity of the model checking problem for fragments of MDL with
unbounded as well as bounded arity dependence atoms. We are able to determine
the tractability of each fragment except the one where formulae are built from atomic
propositions and unbounded dependence atoms only by disjunction and negation (sixth
line in Table 1). In each of the other cases we either show NP-completeness or show that
the model checking problem admits an efficient (polynomial time) solution.
In Table 1 we list our complexity results for the cases with unbounded arity dependence
atoms and in Table 2 for the cases with an a priori bound on the arity. In these tables a
“+” means that the operator is allowed, a “-” means that the operator is forbidden and
a “*” means that the operator does not affect the complexity of the problem.
2 Modal dependence logic
We will briefly present the syntax and semantics of MDL. For a more in-depth introduc-
tion we refer to Va¨a¨na¨nen’s definition of MDL [Va¨a¨08] and Sevenster’s model-theoretic
and complexity analysis [Sev09] which also contains a self-contained introduction to
MDL.
Definition 2.1. (Syntax of MDL)
Let AP be an arbitrary set of atomic propositions and p1, . . . , pn, q ∈ AP . Then MDL
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Operators Complexity Reference
 ♦ ∧ ∨ ¬ = >
∗ ∗ + + ∗ + ∗ NP-complete Theorem 3.2
+ ∗ ∗ + ∗ + ∗ NP-complete Theorem 3.4
∗ ∗ ∗ + ∗ ∗ + NP-complete Theorem 5.2
∗ + ∗ ∗ ∗ + ∗ NP-complete Theorem 3.3
∗ + + ∗ ∗ ∗ + NP-complete Theorem 4.7,
Lemma 5.1
− − − + ∗ + − in NP Proposition 3.1
∗ ∗ − − ∗ − ∗ in P Theorem 5.3
∗ − ∗ − ∗ ∗ ∗ in P Theorem 3.6
∗ ∗ ∗ ∗ ∗ − − in P [CES86]
+ : operator present − : operator absent ∗ : complexity independent of operator
Table 1: Classification of complexity for fragments of MDL-MC
is the set of all formulae built from the following rules:
ϕ ::= > | ⊥ | q | ¬q | ϕ ∨ ϕ | ϕ> ϕ | ϕ ∧ ϕ | ϕ | ♦ϕ |
=(p1, . . . , pn, q) | ¬=(p1, . . . , pn, q).
Note that negation is only atomic, i.e., it is only defined for atomic propositions and
dependence atoms. y
We sometimes write k (resp. ♦k) for  . . .︸ ︷︷ ︸
k times
(resp. ♦♦ . . .♦︸ ︷︷ ︸
k times
). For a dependence
atom =(p1, . . . , pn, q) we define its arity as n, i.e., the arity of a dependence atom is the
arity of the determinating function whose existence it asserts.
In Section 4 we will investigate the model checking problem for the following logic.
Definition 2.2. (MDLk)
MDLk is the subset of MDL that contains all formulae which do not contain any depen-
dence atoms whose arity is greater than k. y
We will classify MDL for all fragments defined by sets of operators.
Definition 2.3. (MDL(M))
Let M ⊆ {,♦,∧,∨,>,¬,>,⊥,=}. By MDL(M) (resp. MDLk(M)) we denote the subset
of MDL (resp. MDLk) built from atomic propositions using only operators from M . We
sometimes write MDL(op1, op2, . . . ) instead of MDL({op1, op2, . . . }). y
MDL formulae are interpreted over Kripke structures.
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Operators Complexity Reference
 ♦ ∧ ∨ ¬ = >
∗ ∗ + + ∗ + ∗ NP-complete Theorem 3.2
+ ∗ ∗ + ∗ + ∗ NP-complete Theorem 3.4
∗ ∗ ∗ + ∗ ∗ + NP-complete Theorem 5.2
∗ + + ∗ ∗ + ∗ NP-complete Theorem 4.7
∗ + + ∗ ∗ ∗ + NP-complete Theorem 4.7,
Lemma 5.1
∗ + ∗ + ∗ + ∗ NP-complete Theorem 4.8
∗ ∗ − − ∗ ∗ ∗ in P Theorem 5.3
∗ − ∗ − ∗ ∗ ∗ in P Theorem 3.6
− − − ∗ ∗ ∗ − in P Theorem 4.5
∗ ∗ ∗ ∗ ∗ − − in P [CES86]
+ : operator present − : operator absent ∗ : complexity independent of operator
Table 2: Classification of complexity for fragments of MDLk-MC with k ≥ 1
Definition 2.4. (Kripke structure)
An AP -Kripke structure is a tuple W = (S,R, pi) where S is an arbitrary non-empty
set of worlds, R ⊆ S × S is the accessibility relation and pi : S → P(AP ) is the labeling
function. y
Definition 2.5. (Semantics of MDL)
In contrast to common modal logics, truth of a MDL formula is not defined with respect
to a single world of a Kripke structure but with respect to a set (or team) of worlds.
Let AP be a set of atomic propositions and p, p1, . . . , pn ∈ AP . The truth of a formula
ϕ ∈ MDL in a team T ⊆ S of an AP -Kripke structure W = (S,R, pi) is denoted by
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W,T |= ϕ and is defined as follows:
W,T |= > always holds
W,T |= ⊥ iff T = ∅
W,T |= p iff p ∈ pi(s) for all s ∈ T
W, T |= ¬p iff p /∈ pi(s) for all s ∈ T
W, T |= =(p1, . . . , pn−1, pn) iff for all s1, s2 ∈ T it holds that
pi(s1)∩{p1, . . . , pn−1} 6= pi(s2)∩{p1, . . . , pn−1}
or pi(s1) ∩ {pn} = pi(s2) ∩ {pn}
W,T |= ¬=(p1, . . . , pn−1, pn) iff T = ∅
W,T |= ϕ ∧ ψ iff W,T |= ϕ and W,T |= ψ
W,T |= ϕ> ψ iff W,T |= ϕ or W,T |= ψ
W,T |= ϕ ∨ ψ iff there are sets T1, T2 with T = T1∪T2, W,T1 |=
ϕ and W,T2 |= ψ
W,T |= ϕ iff W, {s′ | ∃s ∈ T with (s, s′) ∈ R} |= ϕ
W,T |= ♦ϕ iff there is a set T ′ ⊆ S such that W,T ′ |= ϕ and
for all s ∈ T there is a s′ ∈ T ′ with (s, s′) ∈ R
y
Note that this semantics is a conservative extension of plain modal logic semantics,
i. e., it coincides with the latter for formulae which do neither contain dependence atoms
nor classical disjunction. Rationales for this semantics – especially for the case of the
negative dependence atom – were given by Va¨a¨na¨nen [Va¨a¨07, p. 24].
In the remaining sections we will classify the complexity of the model checking problem
for fragments of MDL and MDLk.
Definition 2.6. (MDL-MC)
Let M ⊆ {,♦,∧,∨,>,¬,>,⊥,=}. Then the model checking problem for MDL(M)
(resp. MDLk(M)) over Kripke structures is defined as the canonical decision problem of
the set
MDL-MC(M)
(resp. MDLk-MC(M))
:=
{
〈W,T, ϕ〉
∣∣∣∣W = (S,R, pi) a Kripke structure, T ⊆ S,ϕ ∈ MDL(M) and W,T |= ϕ
}
.
y
We write MDL-MC for MDL-MC({,♦,∧,∨,¬,=,>,>,⊥}).
Before we begin with the classification we state a lemma showing that it does not
matter whether we include >, ⊥ or ¬ in a sublogic MDL(M) of MDL since this does not
affect the complexity of MDL-MC(M).
Lemma 2.7. Let M be an arbitrary set of MDL operators, i. e., M ⊆ {,♦,∧,∨,>,¬,
=,⊥,>}. Then we have that
MDL-MC(M) ≡pm MDL-MC(M \ {>,⊥,¬}). a
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Proof. It suffices to show ≤pm. So let K = (S,R, pi) a Kripke structure, T ⊆ S,
ϕ ∈ MDL(M) and the variables of ϕ among p1, . . . , pn. Let p′1, . . . , p′n, t, f be fresh
propositional variables. Then K,T |= ϕ iff K ′, T |= ϕ′, where K ′ := (S,R, pi′) with pi′
defined by
pi′(s) ∩ {t, f} := {t},
pi′(s) ∩ {pi, p′i} :=
{ {pi} if pi ∈ pi(s),
{p′i} if pi /∈ pi(s),
for all i ∈ {1, . . . , n} and s ∈ S, and ϕ ∈ MDL(M \ {>,⊥,¬}) defined by
ϕ′ := ϕ(p′1/¬p1)(p′2/¬p2) . . . (p′n/¬pn)(t/>)(f/⊥). 
3 Unbounded arity fragments
First we will show that the most general of our problems is in NP and therefore all model
checking problems investigated later are as well.
Proposition 3.1. Let M be an arbitrary set of MDL operators. Then MDL-MC(M) is
in NP. And hence also MDLk-MC(M) is in NP for every k ≥ 0. a
Proof. The following non-deterministic top-down algorithm checks the truth of the
formula ϕ on the Kripke structure W in the evaluation set T in polynomial time.
Algorithm 1: check(W = (S,R, pi),ϕ,T )
case ϕ
when ϕ = p
foreach s ∈ T
i f not p ∈ pi(s) then
return false
return true
when ϕ = ¬p
foreach s ∈ T
i f p ∈ pi(s) then
return false
return true
when ϕ = =(p1, . . . , pn)
foreach (s, s′) ∈ T × T
i f pi(s) ∩ {p1, . . . , pn−1} = pi(s′) ∩ {p1, . . . , pn−1} then
// i.e., s and s′ agree on the values of the propositions p1, . . . , pn−1
i f (q ∈ pi(s) and not q ∈ pi(s′)) or ( not q ∈ pi(s) and q ∈ pi(s′)) then
return false
return true
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when ϕ = ¬=(p1, . . . , pn)
i f T = ∅
return true
return false
when ϕ = ψ ∨ θ
guess two s e t s o f s t a t e s A, B ⊆ S
i f not A ∪B = T then
return false
return ( check (W,A,ψ ) and check (W,B, θ ) )
when ϕ = ψ > θ
return ( check (W,T, ψ ) or check (W,T, θ ) )
when ϕ = ψ ∧ θ
return ( check (W,T, ψ ) and check (W,T, θ ) )
when ϕ = ψ
T ′ := ∅
foreach s′ ∈ S
foreach s ∈ T
i f (s, s′) ∈ R then
T ′ := T ′ ∪ {s′}
// T ′ is the set of all successors of all states in T
return check (W,T ′, ψ )
when ϕ = ♦ψ
guess s e t o f s t a t e s T ′ ⊆ S
foreach s ∈ T
i f the re i s no s′ ∈ T ′ with (s, s′) ∈ R then
return false
// T ′ contains at least one successor of every state in T
return check (W,T ′, ψ )
Now we will see that the model checking problem is NP-hard and that this still holds
without modalities.
Theorem 3.2. Let M ⊇ {∧,∨,=}. Then MDL-MC(M) is NP-complete. Furthermore,
MDLk-MC(M) is NP-complete for every k ≥ 0. a
Proof. Membership in NP follows from Proposition 3.1. For the hardness proof we
reduce from 3SAT.
For this purpose let ϕ = C1 ∧ . . . ∧ Cm be an arbitrary 3CNF formula with vari-
ables x1, . . . , xn. Let W be the Kripke structure (S,R, pi) over the atomic propositions
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r1, . . . , rn, p1, . . . , pn defined by
S := {s1, . . . , sm},
R := ∅,
pi(si) ∩ {rj , pj} :=

{rj , pj} iff xj occurs in Ci positively,
{rj} iff xj occurs in Ci negatively,
∅ iff xj does not occur in Ci.
Let ψ be the MDL(∧,∨,=0) formula
n∨
j=1
rj ∧=(pj)
and let T := {s1, . . . , sm} the evaluation set.
We will show that ϕ ∈ 3SAT iff W,T |= ψ. Then it follows that 3SAT ≤pm MDL-
MC(M) and therefore MDL-MC(M) is NP-hard.
Now assume ϕ ∈ 3SAT and θ an interpretation with θ |= ϕ. From the valuations θ(xj)
of all xj we construct subteams T1, . . . , Tn such that for all j ∈ {1, . . . , n} it holds that
W,Tj |= γj with γj := rj ∧=(pj). The Tj are constructed as follows
Tj :=
{
{si ∈ S | pi(si) ∩ {rj , pj} = {rj , pj}} iff θ(xj) = 1
{si ∈ S | pi(si) ∩ {rj , pj} = {rj}} iff θ(xj) = 0
i.e., Tj is the team consisting of exactly the states
corresponding to clauses satisfied by θ(xj).
Since every clause in ϕ is satisfied by some valuation θ(xj) = 1 or θ(xj) = 0 we have
that T1 ∪ . . . ∪ Tn = T such that W,T |= ϕ.
On the other hand, assume that W,T |= ψ, therefore we have T = T1 ∪ T2 ∪ . . . ∪ Tn
such that for all j ∈ {1, . . . , n} it holds that Tj |= γj . Therefore pi(si) ∩ {pj} is constant
for all elements si ∈ Tj . From this we can construct a valid interpretation θ for ϕ.
For all j let Ij := {i | si ∈ Tj}. For every j ∈ {1, . . . , n} we consider Tj . If for every
element si ∈ Tj it holds that pi(si) ∩ {pj} = {pj} then we have for all i ∈ Ij that xj is a
literal in Ci. In order to satisfy those Ci we set θ(xj) = 1. If for every element si ∈ Tj
it holds that pi(si) ∩ {pj} = ∅ then we have for every i ∈ Ij that ¬xj is a literal in Ci.
In order to satisfy those Ci we set θ(xj) = 0.
Since for every si ∈ T there is a j with si ∈ Tj we have an evaluation θ that satisfies
every clause in ϕ. Therefore we have θ |= ϕ. 
Instead of not having modalities at all we can also allow nothing but the ♦ modality,
i.e., we disallow propositional connectives and the  modality, and model checking is
NP-complete as well.
Theorem 3.3. Let M ⊇ {♦,=}. Then MDL-MC(M) is NP-complete. a
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Proof. Membership in NP follows from Proposition 3.1 again.
For hardness we again reduce from 3SAT. Let ϕ =
∧m
i=1Ci be an arbitrary 3CNF
formula built from the variables x1, . . . , xn. Let W be the Kripke structure (S,R, pi),
over the atomic propositions p1, . . . , pn, q, shown in Figure 1 and formally defined by
S := {c1, . . . , cm, s11, . . . , s1n, s01, . . . , s0n},
R ∩ {(ci, s1j ), (ci, s0j )} :=

{(ci, s1j )} iff xj occurs in Ci positively,
{(ci, s0j )} iff xj occurs in Ci negatively,
∅ iff xj does not occur in Ci,
pi(ci) := ∅,
pi(s1j ) := {pj , q},
pi(s0j ) := {pj}.
ci
s0jpj s
1
j
pj , q
Figure 1: Kripke structure part corresponding to the 3CNF fragment · · · ∧Ci ∧ . . . with
Ci = xj ∨ . . . .
Let ψ be the MDL(♦,=) formula
♦=(p1, . . . , pn, q)
and let T := {c1, . . . , cm}.
We will show that ϕ ∈ 3SAT iff W,T |= ψ. Hence, 3SAT ≤pm MDL-MC(M) and MDL-
MC(M) is NP-hard.
First suppose we have an interpretation θ that satisfies ϕ. From the valuations of θ
we will construct a successor team T ′ of T , i.e., for all s ∈ T there is an s′ ∈ T ′ s.t.
(s, s′) ∈ R with W,T ′ |= =(p1, . . . , pn, q). T ′ is defined by:
T ′ := {szj | θ(xj) = z, j ∈ {1, . . . , n}}
Since θ satisfies every clause Ci of ϕ we have that for every Ci there is an xj with
θ(xj) =
{
1, iff xj ∈ Ci
0, iff ¬xj ∈ Ci.
It follows that for every s ∈ T there is an s′ ∈ T ′ such that (s, s′) ∈ R.
By construction of T ′ it is not possible to have both s0j and s
1
j in T
′. Hence for
all elements s0j , s
1
j′ ∈ T ′ it follows that j 6= j′ and therefore pi(s0j ) ∩ {p1, . . . , pn} 6=
pi(s1j′) ∩ {p1, . . . , pn}. Thus W,T ′ |= =(p1, . . . , pn, q).
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On the other hand assume W,T |= ψ. Then there is a successor set T ′ of T s.t. for
every s ∈ T there is an s′ ∈ T ′ with (s, s′) ∈ R and T ′ |= =(p1, . . . , pn, q). We construct
θ as follows:
θ(xj) :=

1, iff s1j ∈ T ′
0, iff s0j ∈ T ′
0, iff s0j , s
1
j /∈ T ′.
Note that in the latter case it does not matter if 0 or 1 is chosen.
Since W,T ′ |= =(p1, . . . , pn, q) and for every j it holds that W, {s0j , s1j} 6|= =(p1, . . . , pn,
q) we have that for every j at most one of s0j or s
1
j is in T
′. It follows that θ is well-defined.
Since for every ci ∈ T there is an szj ∈ T ′ s.t. (ci, szj ) ∈ R with θ(xj) = z, we have by
contruction of W that θ satisfies every clause Ci of ϕ. From this follows ϕ ∈ 3SAT. 
If we disallow ♦ but allow  instead we have to also allow ∨ to get NP-hardness.
Theorem 3.4. Let M ⊇ {,∨,=}. Then MDL-MC(M) is NP-complete. Also, MDLk-
MC(M) is NP-complete for every k ≥ 0. a
Proof. Membership in NP follows from Proposition 3.1 again. To prove hardness, we
will once again reduce 3SAT to this problem.
Let ϕ =
∧m
i=1Ci be an arbitrary 3CNF formula over the variables x1, . . . , xn. Let W
be the structure (S,R, pi), over the atomic propositions p1, . . . , pn, shown in Figures 2 to
7 and formally defined as follows:
S :=
{
si|i ∈ {1, . . . ,m}
}
∪ {rjk|k ∈ {1, . . . ,m}, j ∈ {1, . . . , n}}
∪ {rjk|k ∈ {1, . . . ,m}, j ∈ {1, . . . , n}}
R ∩ ⋃
j∈{1,...,n}
{(si, rji ), (si, rji )} :={ {(si, r1i )} iff x1 occurs in Ci (positively or negatively) (Fig. 2)
{(si, r1i ), (si, r1i )} iff x1 does not occur in Ci (Fig. 3)
R ∩ ⋃
k∈{1,...,n}
{(rji , rki ), (rji , rki ), (rji , rki ), (rji , rki )} :=
{(rji , rj+1i )} iff xj and xj+1 both occur in Ci (Fig. 4)
{(rji , rj+1i ), (rji , rj+1i )} iff xj occurs in Ci but xj+1 does
not occur in Ci
(Fig. 5)
{(rji , rj+1i ), (rji , rj+1i )} iff xj does not occur in Ci but xj+1
does occur in Ci
(Fig. 6)
{(rji , rj+1i ), (rji , rj+1i )} iff neither xj nor xj+1 occur in Ci (Fig. 7)
pi(si) := ∅
pi(rji ) :=
{
{pj} iff xj occurs in Ci positively or not at all
∅ iff xj occurs in Ci negatively
pi(rji ) := ∅
11
si
r1i
Figure 2: x1 occurs in Ci.
si
r1ir
1
i
Figure 3: x1 does not occur in Ci.
rj+1i
rji
Figure 4: xj and xj+1 occur in Ci.
rji
rj+1i r
j+1
i
Figure 5: xj occurs in Ci but xj+1 does not
occur in Ci.
Let ψ be the MDL(,∨,=) formula
n∨
j=1
j =(pj)
and let T := {s1, . . . , sm}.
Then, as we will show, ϕ ∈ 3SAT iff W,T |= ψ and therefore MDL-MC(,∨,=) is
NP-complete. Intuitively, the direction from left to right holds because the disjunction
splits the team {s1, . . . , sm} of all starting points of chains of length n into n subsets
(one for each variable) in the following way: si is in the subset that belongs to xj iff xj
rj+1i
rjir
j
i
Figure 6: xj does not occur in Ci but xj+1
does occur in Ci.
rjir
j
i
rj+1ir
j+1
i
Figure 7: xj and xj+1 do not occur in Ci.
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satisfies the clause Ci under the variable valuation that satisfies ϕ. Then the team that
belongs to xj collectively satisfies the disjunct j =(pj) of ψ. For the reverse direction
the rji states are needed to ensure that a state si can only satisfy a disjunct j =(pj) if
there is a variable xj that occurs in clause Ci (positively or negatively) and satisfies Ci.
More precisely, assume θ is a satisfying interpretation for ϕ. From θ we construct
subteams T1, . . . , Tn with T1 ∪ . . . ∪ Tn = T s.t. for all j it holds that Tj |= j =(pj). Tj
is defined by
Tj :=
{
{si | {si} |= j pj} iff θ(xj) = 1
{si | {si} |= j ¬pj} iff θ(xj) = 0
for all j ∈ {1, . . . , n}. Obviously, for all j it holds that Tj |= j =(pj). Now we will show
that for all i ∈ {1, . . . ,m} there is a j ∈ {1, . . . , n} such that si ∈ Tj . For this purpose
let i ∈ {1, . . . ,m} and suppose Ci is satisfied by θ(xj) = 1 for a j ∈ {1, . . . , n}. Then, by
definition of W , pi(rji ) = pj , hence {si} |= j pj and therefore si ∈ Tj . If, on the other
hand, Ci is satisfied by θ(xj) = 0 then we have that pi(r
j
i ) = ∅, hence {si} |= j ¬pj
and again it follows that si ∈ Tj . Altogether we have that for all i there is a j such that
si ∈ Tj . It follows that T1 ∪ . . . ∪ Tn = T and therefore W,T |= ψ.
On the other hand assume W,T |= ψ. Therefore we have T = T1 ∪ . . . ∪ Tn with
Tj |= j =(pj) for all j ∈ {1, . . . , n}. We define a valuation θ by
θ(xj) :=
{
1 iff Tj |= j pj
0 iff Tj |= j ¬pj .
Since every si is contained in a Tj we know that for all i ∈ {1, . . . ,m} there is a j ∈
{1, . . . , n} with {si} |= j =(pj). From this it follows that xj occurs in Ci (positively or
negatively) since otherwise, by definition of W , both rji and r
j
i would be reachable from
si.
It also holds that {si} |= j pj or {si} |= j ¬pj . In the former case we have that
pi(rji ) = pj , hence, by definition of W , xj is a literal in Ci. By construction of θ it
follows that Ci is satisfied. In the latter case it holds that xj is a literal in Ci. Again,
by construction of θ it follows that Ci is satisfied. Hence, ϕ ∈ 3SAT. 
The following example demonstrates the construction from the previous proof.
Example 3.5. Let ϕ be the 3CNF formula
(¬x1 ∨ x2 ∨ x3)︸ ︷︷ ︸
C1
∧ (x2 ∨ ¬x3 ∨ x4)︸ ︷︷ ︸
C2
∧ (x1 ∨ ¬x2)︸ ︷︷ ︸
C3
.
The corresponding Kripke structure W shown in Figure 8 has levels 0 to 4 where the jth
level (corresponding to the variable xj in the formula ϕ) is the set of nodes reachable via
exactly j transitions from the set of nodes s1, s2 and s3 (corresponding to the clauses of
ϕ). In this example all non connected states (which do not play any role at all) are not
shown.
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s1 s1 s2 s1 s3
r11
r12 r
1
2
p1
r13p1
r21p2
r22p2
r23
r31p3
r32
r33 r
3
3
p3
r41p4r
4
1
r42p4
r43p4r
4
3
Figure 8: Kripke structure corresponding to ϕ = (¬x1 ∨ x2 ∨ x3) ∧ (x2 ∨ ¬x3 ∨ x4) ∧
(x1 ∨ ¬x2)
The MDL formula corresponding to ϕ is
ψ = =(p1)︸ ︷︷ ︸
γ1
∨=(p2)︸ ︷︷ ︸
γ2
∨=(p3)︸ ︷︷ ︸
γ3
∨=(p4)︸ ︷︷ ︸
γ4
.
Let T = {s1, s2, s3} with W,T |= ψ and for all j ∈ {1, . . . , 4} let Tj ⊆ T with Tj |= γj
and T1 ∪ . . . ∪ T4 = T . By comparing the formulae γj with the chains in the Kripke
structure one can easily verify that T1  {s1, s3} i.e., there can at most be one of s1
and s3 in T1 since pi(r
1
1) ∩ p1 6= pi(r13) ∩ {p1} and s2 cannot be in T1 since its direct
successors r12, r
1
2 do not agree on p1. In this case T1 = {s1} means that C1 is satisfied by
setting θ(x1) = 0 and the fact that {s2} 6|= γ1 corresponds to the fact that there is no
way to satisfy C2 via x1, because x1 does not occur in C2. Analogously, T2 ⊆ {s1, s2}
or T2 ⊆ {s3}, and T3  {s1, s2} and T4 ⊆ {s2}.
Now, e.g., the valuation θ where x1, x3 and x4 evaluate to true and x2 to false satisfies
ϕ. From this valuation one can construct sets T1, . . . , T4 with T1 ∪ · · · ∪ T4 = {s1, s2, s3}
such that Tj |= γj for all j = 1, . . . , 4 by defining Tj := {si | xj satisfies clause Ci under
θ} for all j. This leads to T1 = T2 = {s3}, T3 = {s1} and T4 = {s2}.
The gray colourings indicate which chains (resp. clauses) are satisfied on which levels
(resp. by which variables). ψ (resp. ϕ) is satisfied because there is a gray coloured state
in each chain. y
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If we disallow both ♦ and ∨ the problem becomes tractable since the non-deterministic
steps in the model checking algorithm are no longer needed.
Theorem 3.6. Let M ⊆ {,∧,¬,=}. Then MDL-MC(M) is in P. a
Proof. Algorithm 1 is a non-deterministic algorithm that checks the truth of an ar-
bitrary MDL formula in a given structure in polynomial time. Since M ⊆ {,∧,¬,=}
it holds that ♦, ∨ /∈ M . Therefore the non-deterministic steps are never used and the
algorithm is in fact deterministic in this case. 
Note that this deterministic polynomial time algorithm is a top-down algorithm and
therefore works in a fundamentally different way than the usual deterministic polynomial
time bottom-up algorithm for plain modal logic.
Now we have seen that MDL-MC(M) is tractable if ∨ /∈M and ♦ /∈M since these two
operators are the only source of non-determinism. On the other hand, MDL-MC(M) is
NP-complete if = ∈ M and either ♦ ∈ M (Theorem 3.3) or ∨,  ∈ M (Theorem 3.4).
The remaining question is what happens if only ∨ (but not ) is allowed. Unfortunately
this case has to remain open for now.
4 Bounded arity fragments
We will now show that MDL-MC({∨,¬,=}) is in P if we impose the following constraint
on the dependence atoms in formulae given as part of problem instances: there is a
constant k ∈ N such that in any input formula it holds for all dependence atoms of the
form =(p1, . . . , pj , p) that j ≤ k. To prove this statement we will decompose it into two
smaller propositions.
First we show that even the whole {∨,¬,=} fragment with unrestricted =(·) atoms is
in P as long as it is guaranteed that in every input formula at least a specific number of
dependence atoms – depending on the size of the Kripke structure – occur.
We will need the following obvious lemma stating that a dependence atom is always
satisfied by a team containing at least half of all the worlds.
Lemma 4.1. Let W = (S,R, pi) be a Kripke structure, ϕ := =(p1, . . . , pn, q) (n ≥ 0)
an atomic formula and T ⊆ S an arbitrary team. Then there is a set T ′ ⊆ T such that
|T ′| ≥ |T |2 and T ′ |= ϕ. a
Proof. Let T0 := {s ∈ T | q /∈ pi(s)} and T1 := {s ∈ T | q ∈ pi(s)}. Then T0 ∪ T1 = T
and T0 ∩ T1 = ∅. Therefore there is an i ∈ {1, 2} such that |Ti| ≥ |T |2 . Let T ′ := Ti.
Since q is either labeled in every state of T ′ or in no one, it holds that W,T ′ |= ϕ. 
We will now formalize a notion of “many dependence atoms in a formula”.
Definition 4.2. For ϕ ∈ MDL let σ(ϕ) be the number of positive dependence atoms in
ϕ. Let ` : N→ R an arbitrary function and ? ∈ {<,≤, >,≥,=}. Then MDL-MC? `(n)(M)
(resp. MDLk-MC?`(n)(M)) is the problem MDL-MC(M) (resp. MDLk-MC(M)) restricted
to inputs 〈W = (S,R, pi), T, ϕ〉 that satisfy the condition σ(ϕ) ? `(|S|). y
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If we only allow ∨ and we are guaranteed that there are many dependence atoms in
each input formula then model checking becomes trivial – even for the case of unbounded
dependence atoms.
Proposition 4.3. Let M ⊆ {∨,¬,=}. Then MDL-MC>log(n)(M) is trivial, i.e., for all
Kripke structures W = (S,R, pi) and all ϕ ∈ MDL(M) such that the number of positive
dependence atoms in ϕ is greater than log2(|S|) it holds for all T ⊆ S that W,T |= ϕ. a
Proof. Let W = (S,R, pi), ϕ ∈ MDL(M), T ⊆ S be an arbitrary instance with ` >
log2(|S|) dependence atoms in ϕ. Then either ϕ ≡ > or
ϕ ≡
∨`
i=1
=(pji,1 , . . . , pji,ki )︸ ︷︷ ︸
ψi
∨
∨
i
li,
where each li is either a (possibly negated) atomic proposition or a negated dependence
atom.
Claim. For all k ∈ {0, . . . , `} there is a set Tk ⊆ T such that W,Tk |=
∨k
i=1 ψi and
|T \ Tk| < 2`−k.
The main proposition follows immediately from case k = ` of this claim: From |T\T`| <
2`−` = 1 follows that T = T` and from W,T` |=
∨`
i=1 ψi follows that W,T |= ϕ.
Inductive proof of the claim. For k = 0 we can choose Tk := ∅. For the inductive step
let the claim be true for all k′ < k. By Lemma 4.1 there is a set T ′k ⊆ T \ Tk−1 such
that W,T ′k |= ψk and |T ′K | ≥ |T\Tk−1|2 . Let Tk := Tk−1 ∪ T ′k. Since W,Tk−1 |=
∨k−1
i=1 ψi it
follows by definition of the semantics of ∨ that W,Tk |=
∨k
i=1 ψi. Furthermore,
|T \ Tk| = |(T \ Tk−1) \ T ′k| = |T \ Tk−1| − |T ′k|
≤ |T \ Tk−1| − |T\Tk−1|2 = |T\Tk−1|2
< 2
`−(k−1)
2 = 2
`−k. 
Note that MDL-MC>log(n)(M) is only trivial, i.e., all instance structures satisfy all
instance formulae, if we assume that only valid instances, i.e., where the number of
dependence atoms is guaranteed to be large enough, are given as input. However, if we
have to verify this number the problem clearly remains in P.
Now we consider the case in which we have very few dependence atoms (which have
bounded arity) in each formula. We use the fact that there are only a few dependence
atoms by searching through all possible determinating functions for the dependence
atoms. Note that in this case we do not need to restrict the set of allowed MDL operators
as we have done above.
Proposition 4.4. Let k ≥ 0. Then MDLk-MC≤log(n) is in P. a
Proof. From the semantics of = it follows that =(p1, . . . , pk, p) is equivalent to
∃f f(p1, . . . , pk)↔ p := ∃f
(
(¬f(p1, . . . , pk) ∨ p) ∧ (f(p1, . . . , pk) ∨ ¬p)
)
(1)
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where f(p1, . . . , pk) and ∃fϕ – both introduced by Sevenster [Sev09, Section 4.2] – have
the following semantics:
W,T |= ∃fϕ iff there is a Boolean function fW such that
(W, fW ), T |= ϕ
(W, fW ), T |= f(p1, . . . , pk) iff for all s ∈ T and for all x1, . . . , xk ∈ {0, 1}
with xi = 1 iff pi ∈ pi(s) (i = 1, . . . , k):
fW (x1, . . . , xk) = 1
(W, fW ), T |= ¬f(p1, . . . , pk) iff for all s ∈ T and for all x1, . . . , xk ∈ {0, 1}
with xi = 1 iff pi ∈ pi(s) (i = 1, . . . , k):
fW (x1, . . . , xk) = 0
Now let W = (S,R, pi), T ⊆ S and ϕ ∈ MDLk be a problem instance. First, we count
the number ` of dependence atoms in ϕ. If ` > log2(|S|) we reject the input instance.
Otherwise we replace every dependence atom by its translation according to 1 (each time
using a new function symbol). Since the dependence atoms in ϕ are at most k-ary we have
from the transformation (1) that the introduced function variables f1, . . . , f` are also at
most k-ary. From this it follows that the upper bound for the number of interpretations
of each of them is 22
k
. For each possible tuple of interpretations fW1 , . . . , f
W
` for the
function variables we obtain an ML formula ϕ∗ by replacing each existential quantifier
∃fi by a Boolean formula encoding of the interpretation fWi (for example by encoding
the truth table of fi with a formula in disjunctive normal form). For each such tuple we
model check ϕ∗. That is possible in polynomial time in |S| + |ϕ∗| as shown by Clarke
et al. [CES86]. Since the encoding of an arbitrary k-ary Boolean function has length at
most 2k and k is constant this is a polynomial in |S|+ |ϕ|.
Furthermore, the number of tuples over which we have to iterate is bounded by(
22
k
)log2(|S|)
= 22
k·log2(|S|)
=
(
2log2(|S|)
)2k
= |S|2k ∈ |S|O(1). 
With Proposition 4.3 and Proposition 4.4 we have shown the following theorem.
Theorem 4.5. Let M ⊆ {∨,¬,=}, k ≥ 0. Then MDLk-MC(M) is in P. a
Proof. Given a Kripke structure W = (S,R, pi) and a MDLk(∨,¬,=) formula ϕ the
algorithm counts the number m of dependence atoms in ϕ. If m > log2(|S|) the input
is accepted (because by Proposition 4.3 the formula is always fulfilled in this case).
Otherwise the algorithm from the proof of Proposition 4.4 is used. 
And there is another case where we can use the exhaustive determinating function
search.
Theorem 4.6. Let M ⊆ {,♦,¬,=}. Then MDLk-MC(M) is in P for every k ≥ 0. a
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Proof. Let ϕ ∈ MDLk(M). Then there can be at most one dependence atom in ϕ
because M only contains unary operators. Therefore we can once again use the algorithm
from the proof of Proposition 4.4. 
In Theorem 3.3 we saw that MDL-MC(♦,=) is NP-complete. The previous theorem
includes MDLk-MC(♦,=) ∈ P as a special case. Hence, the question remains which are
the minimal supersets M of {♦,=} such that MDLk-MC(M) is NP-complete.
We will now see that adding either ∧ (Theorem 4.7) or ∨ (Theorem 4.8) is already
enough to get NP-completeness again. But note that in the case of ∨ we need k ≥ 1
while for k = 0 the question remains open.
Theorem 4.7. Let M ⊇ {♦,∧,=}. Then MDLk-MC(M) is NP-complete for every
k ≥ 0. a
Proof. Membership in NP follows from Proposition 3.1. For hardness we once again
reduce 3SAT to our problem.
For this purpose let ϕ :=
∧m
i=1Ci be an arbitrary 3CNF formula built from the
variables x1, . . . , xn. Let W be the Kripke structure (S,R, pi) shown in Figure 9 and
formally defined by
S := {ci | i ∈ {1, . . . ,m}} ∪ {sj,j′ , sj,j′ | j, j′ ∈ {1, . . . , n}}
∪ {tj , tj | j ∈ {1, . . . , n}}
R := {(ci, s1,j) | xj ∈ Ci} ∪ {(ci, s1,j) | xj ∈ Ci}
∪ {(sk,j , sk+1,j) | j ∈ {1, . . . , n}, k ∈ {1, . . . , n− 1}}
∪ {(sk,j , sk+1,j) | j ∈ {1, . . . , n}, k ∈ {1, . . . , n− 1}}
∪ {(sk,j , tj), (sk,j , tj) | j ∈ {1, . . . , n}, k ∈ {1, . . . , n}}
∪ {(sk,j , tj), (sk,j , tj) | j ∈ {1, . . . , n}, k ∈ {1, . . . , n}, j 6= k}
pi(ci) := ∅
pi(sj,j′) := ∅
pi(sj,j′) := ∅
pi(tj) := {rj , pj}
pi(tj) := {rj}.
And let ψ be the MDL(♦,∧,=) formula
♦
(
n∧
j=1
♦j(rj ∧=(pj))
)
= ♦
(
♦(r1 ∧=(p1)) ∧ ♦♦(r2 ∧=(p2)) ∧ . . . ∧ ♦n(rn ∧=(pn))
)
.
We again show that ϕ ∈ 3SAT iff W, {c1, . . . , cm} |= ψ. First assume that ϕ ∈ 3SAT
and that θ is a satisfying valuation for the variables in ϕ. Now let
sj :=
{
s1,j if xj evaluates to true under θ
s1,j if xj evaluates to false under θ
for all j = 1, . . . , n. Then it holds that W, {s1, . . . , sn} |=
n∧
j=1
♦j(rj ∧=(pj)).
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c1 c2 c3 . . .
s1,1 s1,1 s1,2 s1,2 s1,3 . . .
t1
r1
t1
r1, p1
s2,1...
s2,1 s2,2 s2,2 s2,3 . . .
s3,1 s3,1 s3,2
...
s3,2 s3,3 . . .
Figure 9: Kripke structure construction in the proof of Theorem 4.7
The underlying 3CNF formula contains the clauses C1 = x1 ∨ ¬x2, C2 = x1 ∨ x2 ∨ x3 and
C3 = ¬x1 ∨ x3
Furthermore, since θ satisfies ϕ it holds for all i = 1, . . . ,m that there is a ji ∈
{1, . . . , n} such that (ci, sji) ∈ R. Hence, W, {c1, . . . , cm} |= ♦
(
n∧
j=1
♦j(rj ∧=(pj))
)
.
For the reverse direction assume that W, {c1, . . . , cm} |= ψ. Now let T ⊆ {s1,1, s1,1,
s1,2, . . . , s1,n} such that T |=
n∧
j=1
♦j(rj ∧=(pj)) and for all i = 1, . . . ,m there is a s ∈ T
with (ci, s) ∈ R.
Since T |= ♦j(rj ∧ =(pj)) there is no j ∈ {1, . . . , n} with s1,j ∈ T and also s1,j ∈ T .
Now let θ be the valuation of x1, . . . , xn defined by
θ(xj) :=
{
1 if s1,j ∈ T
0 else.
Since for each i = 1, . . . ,m there is a j ∈ {1, . . . , n} such that either (ci, s1,j) ∈ R and
s1,j ∈ T or (ci, s1,j) ∈ R and s1,j ∈ T it follows that for each clause Ci of ϕ there is a
j ∈ {1, . . . , n} such that xj satisfies Ci under θ. 
Theorem 4.8. Let M ⊇ {♦,∨,=}. Then MDLk-MC(M) is NP-complete for every
k ≥ 1. a
Proof. As above membership in NP follows from Proposition 3.1 and for hardness we
reduce 3SAT to our problem.
For this purpose let ϕ :=
∧m
i=1Ci be an arbitrary 3CNF formula built from the
variables p1, . . . , pn. Let W be the Kripke structure (S,R, pi) shown in Figure 10 and
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formally defined by
S := {ci,j | i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}} ∪ {xj,j′ | j, j′ ∈ {1, . . . , n}, j′ ≤ j}
R := {(ci,j , ci,j+1) | i ∈ {1, . . . ,m}, j ∈ {1, . . . , n− 1}}
∪ {(xj,j′ , xj,j′+1) | j ∈ {1, . . . , n}, j′ ∈ {1, . . . , j − 1}}
pi(xj,j′) :=
{ {q, pj} iff j′ = j
{q} iff j′ < j
pi(ci,j) :=

{q} iff pj ,¬pj /∈ Ci
{pj} iff pj ∈ Ci
∅ iff ¬pj ∈ Ci
c1,1q c2,1q c3,1
c1,2 c2,2p2 c3,2q
c1,3q c2,3
...
c3,3q
. . .
x2,1qx1,1q, p1 x3,1q
x2,2q, p2 x3,2q . . .
x3,3q, p3
Figure 10: Kripke structure construction in the proof of Theorem 4.8
The underlying 3CNF formula contains the clauses C1 = ¬p2, C2 = p2 ∨ ¬p3 and
C3 = ¬p1
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Let ψ be the MDL formula
n∨
j=1
♦j−1 =(q, pj)
≡ =(q, p1) ∨ ♦=(q, p2) ∨ ♦♦=(q, p3) ∨ · · · ∨ ♦n−1 =(q, pn).
Once again we show that ϕ ∈ 3SAT iff W, {c1,1, . . . , cm,1, x1,1, x2,1, . . . , xn,1} |= ψ.
First assume that ϕ ∈ 3SAT and that θ is a satisfying valuation for the variables in ϕ.
Now let Pj := {ci,1 | Ci is satisfied by pj under θ} for all j = 1, . . . , n. Then it follows
that
n⋃
j=1
Pj = {c1,1, . . . , cm,1} and that
W,Pj |= ♦j−1(¬q ∧=(pj))
for all j = 1, . . . , n. Additionally, it holds that W, {xj,1} |= ♦j−1(q∧=(pj)) (j = 1, . . . , n).
Together it follows that W,Pj∪{xj,1} |= ♦j−1 =(q, pj) for all j = 1, . . . , n. This implies
W,
n⋃
j=1
(Pj ∪ {xj,1}) |=
n∨
j=1
♦j−1 =(q, pj)
which is equivalent to
W, {c1,1, . . . , cm,1, x1,1, x2,1, . . . , xn,1} |= ψ.
For the reverse direction assume that W,T |= ψ with T := {c1,1, . . . , cm,1, x1,1, x2,1,
. . . , xn,1}. Let T1, . . . , Tn be subsets of T with T1 ∪ · · · ∪ Tn = T such that for all
j ∈ {1, . . . , n} it holds that Tj |= ♦j−1 =(q, pj). Then it follows that x1,1 ∈ T1 since the
chain starting in x1,1 consists of only one state. From pi(x1,1) = {q, p1} and pi(x2,1) = {q}
it follows that x2,1 /∈ T1 and hence (again because of the length of the chain) x2,1 ∈ T2.
Inductively, it follows that xj,1 ∈ Tj for all j = 1, . . . , n.
Now, it follows from xj,1 ∈ Tj that for all i ∈ {1, . . . ,m} with ci,1 ∈ Tj : q /∈ pi(ci,j)
(because q, pj ∈ pi(xj,j , pj /∈ pi(xi,j)). Since Tj |= ♦j−1 =(q, pj), it then holds that
Tj \ {xj,1} |= ♦j−1(¬q ∧=(pj)).
Now let θ be the valuation of p1, . . . , pn defined by
θ(pj) :=
{
1 if Tj \ {xj,1} |= ♦j−1(¬q ∧ pj)
0 if Tj \ {xj,1} |= ♦j−1(¬q ∧ ¬pj)
.
Since for each i = 1, . . . ,m there is a j ∈ {1, . . . , n} such that ci,1 ∈ Tj it follows that
for each clause Ci of ϕ there is a j ∈ {1, . . . , n} such that pj satisfies Ci under θ. 
5 Classical disjunction
First we show that classical disjunction can substitute zero-ary dependence atoms.
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Lemma 5.1. Let =,> /∈M . Then
MDL-MC(M ∪ {=}) ≤pm MDL-MC(M ∪ {>}). a
Proof. Follows immediately from the equivalence of =(p) and p > ¬p together with
Lemma 2.7. 
The following surprising result shows that both kinds of disjunctions together are
already enough to get NP-completeness.
Theorem 5.2. Let {∨,>} ⊆ M . Then MDLk-MC(M) is NP-complete for every k ≥
0. a
Proof. As above membership in NP follows from Proposition 3.1 and for hardness we
reduce 3SAT to our problem – using a construction that bears some similarities with the
one used in the proof of Theorem 4.8.
For this purpose let ϕ :=
∧m
i=1Ci be an arbitrary 3CNF formula built from the
variables p1, . . . , pn. Let W be the Kripke structure (S,R, pi) shown in Figure 11 and
formally defined by
S := {ci | i ∈ {1, . . . ,m}}
R := ∅
pi(ci) := {pj | pj ∈ Ci} ∪ {qj | ¬pj ∈ Ci}.
c1
p1, q2
c2
p2, q3
c3
q1, p4
. . .
Figure 11: Kripke structure construction in the proof of Theorem 5.2
The underlying 3CNF formula contains the clauses C1 = p1 ∨ ¬p2, C2 = p2 ∨ ¬p3 and
C3 = ¬p1 ∨ p4
Let ψ be the MDL formula
n∨
j=1
(pj > qj).
Once again we show that ϕ ∈ 3SAT iff W, {c1, . . . , cm} |= ψ. First assume that
ϕ ∈ 3SAT and that θ is a satisfying valuation for ϕ. Now let
Pj := {ci | Ci is satisfied by pj under θ}
for all j = 1, . . . , n. Then it follows that
⋃n
j=1 Pj = {c1, . . . , cm} and that
W,Pj |= pj > qj
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for all j = 1, . . . , n. Together it follows that
W, {c1, . . . , cm} |=
n∨
j=1
(pj > qj).
For the reverse direction assume that W,T |= ψ with T := {c1, . . . , cm}. Let T1, . . . , Tn
be subsets of T with T1 ∪ · · · ∪ Tn = T such that for all j ∈ {1, . . . , n} it holds that
Tj |= pj > qj . Now let θ be the valuation of p1, . . . , pn defined by
θ(pj) :=
{
1 if Tj |= pj
0 if Tj |= qj
.
Since for each i = 1, . . . ,m there is a j ∈ {1, . . . , n} such that ci ∈ Tj it follows that
for each clause Ci of ϕ there is a j ∈ {1, . . . , n} such that pj satisfies Ci under θ. 
Now we show that Theorem 4.6 still holds if we additionally allow classical disjunction.
Theorem 5.3. Let M ⊆ {,♦,>,¬,=}. Then MDLk-MC(M) is in P for every k ≥
0. a
Proof. Let ϕ ∈ MDL(M). Because of the distributivity of > with all other MDL
operators there is a formula ψ equivalent to ϕ which is of the form
|ϕ|6
i=1
ψi
with ψi ∈ MDL(M \ {>}) for all i ∈ {1, . . . , |ϕ|}. Note that there are only linearly many
formulas ψi because ϕ does not contain any binary operators aside from >. Further note
that ψ can be easily computed from ϕ in polynomial time.
Now it is easy to check for a given structure W and team T whether W,T |= ψ
by simply checking whether W,T |= ψi (which can be done in polynomial time by
Theorem 4.6) consecutively for all i ∈ {1, . . . , |ϕ|}. 
6 Conclusion
In this paper we showed that MDL-MC is NP-complete (Theorem 3.2). Furthermore we
have systematically analyzed the complexity of model checking for fragments of MDL de-
fined by restricting the set of modal and propositional operators. It turned out that there
are several fragments which stay NP-complete, e.g., the fragment obtained by restricting
the set of operators to only ,∨ and = (Theorem 3.4) or only ♦ and = (Theorem 3.3).
Intuitively, in the former case the NP-hardness arises from existentially guessing parti-
tions of teams while evaluating disjunctions and in the latter from existentially guessing
successor teams while evaluating ♦ operators. Consequently, if we allow all operators
except ♦ and ∨ the complexity drops to P (Theorem 3.6).
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For the fragment only containing ∨ and = on the other hand we were not able to
determine whether its model checking problem is tractable. Our inability to prove either
NP-hardness or containment in P led us to restrict the arity of the dependence atoms.
For the aforementioned fragment the complexity drops to P in the case of bounded arity
(Theorem 4.8). Furthermore, some of the cases which are known to be NP-complete for
the unbounded case drop to P in the bounded arity case as well (Theorem 4.6) while
others remain NP-complete but require a new proof technique (Theorems 4.7 and 4.8).
Most noteworthy in this context are probably the results concerning the ♦ operator.
With unbounded dependence atoms this operator alone suffices to get NP-completeness
whereas with bounded dependence atoms it needs the additional expressiveness of either
∧ or ∨ to get NP-hardness.
Considering the classical disjunction operator >, we showed that the complexity of
MDLk-MC(M ∪ {=}) is never higher than the complexity of MDLk-MC(M ∪ {>}), i.e.,> is at least as bad as =(·) with respect to the complexity of model-checking (in con-
trast to the complexity of satisfiability; cf. [LV10]). And in the case where only ∨ is
allowed we even have a higher complexity with > (Theorem 5.2) than with = (Theo-
rem 4.5). The case of MDL-MC(∨,>) is also our probably most surprising result since
the non-determinism of the ∨ operator turned out to be powerful enough to lead to
NP-completeness although neither conjunction nor dependence atoms (which also, in a
sense, contain some special kind of conjunction) are allowed.
Interestingly, in none of our reductions to show NP-hardness the MDL formula depends
on anything else but the number of propositional variables of the input 3CNF formula.
The structure of the input formula is always encoded by the Kripke structure alone. So
it seems that even for a fixed formula the model checking problem could still be hard.
This, however, cannot be the case since, by Theorem 4.4, model checking for a fixed
formula is always in P.
Another open question, apart from the unclassified unbounded arity case, is related
to a case with bounded arity dependence atoms. In Theorem 4.8 it was only possible
to prove NP-hardness for arity at least one and it is not known what happens in the
case where the arity is zero. Additionally, it might be interesting to determine the exact
complexity for the cases which are in P since we have not shown any lower bounds in
these cases so far.
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