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Introduction
In this thesis we prove four local normal form theorems in Poisson geometry using several techniques.
Theorems 1 and 2 are normal form results around symplectic leaves, which are both proven geometrically.
While Theorem 1 is in the setting of symplectic foliations, Theorem 2 treats arbitrary Poisson manifolds.
Theorem 3 is a formal equivalence result around Poisson submanifolds with an algebraic proof that uses
formal power series expansions of diffeomorphisms and multivector fields. Theorem 4 is a local rigidity
result around Poisson submanifolds with an analytic proof involving the fast convergence method of Nash
and Moser. This result implies a strengthening of Theorem 2. As a more surprising application of Theorem
4, we obtain a description of the smooth deformations of Lie-Poisson spheres (Theorem 5), which repre-
sents the first computation of a Poisson moduli space in dimension greater or equal than three around
a degenerate (i.e. non-symplectic) Poisson structure. We also present a new approach to the existence
problem of symplectic realizations (Theorem 0).
Poisson geometry
Poisson geometry has its origins in the Hamiltonian formulation of classical mechanics, where the phase
space of certain mechanical systems carries a Poisson bracket. In general, a Poisson structure on a manifold
M is defined as Lie bracket {·, ·} on the space of smooth functions on M that acts by derivations in each
entry. Explicitly, the operation {·, ·} is required to satisfy:
{f, g} = −{g, f},
{f, gh} = {f, g}h+ {f, h}g,
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0.
The second equation shows that every function f ∈ C∞(M) induces a vector field Hf (the Hamiltonian
vector field of f) via LHf (g) = {f, g}.
A Poisson structure can be described also by a bivector field π ∈ Γ(Λ2TM) satisfying [π, π] = 0 for the
Schouten bracket. The relation between the bivector and the bracket is given by
{f, g} = 〈π, df ∧ dg〉.
The beauty and the strength of Poisson geometry lies in the fact that it brings together various fields
of differential geometry:
Foliation Theory. A Poisson manifold carries a natural partition into immersed submanifolds, called
leaves. Two points that can be connected by flow lines of Hamiltonian vector fields belong to the same
leaf, and in fact, this relation defines the partition. If the leaves have the same dimension, one deals with
standard foliations and one says that the Poisson structure is regular.
Symplectic Geometry can be seen as the nondegenerate version of Poisson geometry. Namely, the
condition that a nondegenerate two-form is closed is equivalent to its inverse being a Poisson bivector. The
relations between symplectic and Poisson geometry are actually deeper: the leaves of a Poisson manifold are
(canonically) symplectic manifolds, while the global object associated to a Poisson structure is symplectic
(the Weinstein groupoid).
Lie Theory. Lie algebras are the same as linear Poisson structures: a Lie algebra (g, [·, ·]) induces
a canonical Poisson structure πg on g
∗, whose Poisson bracket extends the Lie bracket [·, ·] form linear
functions to all smooth functions; conversely, any Poisson bivector on a vector space whose coefficients are
linear functions is of this form. In fact, for any Poisson manifold (M,π), the normal spaces to the leaves
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are linear Poisson, i.e. for x ∈ M , the annihilator of the tangent space to the leaf through x carries a Lie
algebra structure. This is called the isotropy Lie algebra at x and is denoted by (gx, [·, ·]).
In contrast with symplectic geometry, Poisson geometry is interested even locally, and a large part of
the research is motivated by such local issues. The study of local properties of Poisson manifolds begins
with the work of Weinstein [72]. We mention here (see loc.cit.):
The local splitting theorem. Locally, a Poisson manifold decomposes as the product of a symplectic
manifold (which is a small open in the symplectic leaf) and a Poisson manifold with a fixed point (which
is the Poisson structure induced on a small transversal to the leaf).
Local existence of symplectic realizations. Around every point in (M,π), there exists an open U
and a symplectic manifold (Σ, ω) with a surjective Poisson submersion (Σ, ω)→ (U, π).
Formal linearization. If the isotropy Lie algebra gx at a fixed point x is semisimple, then the Poisson
structure is formally isomorphic around x to the linear Poisson structure πgx .
Weinstein also conjectures the following theorem, proven by Conn [10].
Conn’s linearization theorem. If the isotropy Lie algebra gx at a fixed point x is semisimple and
compact, then the Poisson structure is isomorphic around x to the linear Poisson structure πgx .
Conn’s proof is analytic, based on the Nash-Moser method. We rewrite his proof with some simplifi-
cations in section 1.3. Conn’s result is a “first order normal form theorem”, in the sense that both the
hypothesis and the local model depend only on the first jet of the Poisson bivector at the fixed point.
The main results of this thesis
We briefly explain our main results. The order of the presentation is different from that of the thesis,
but more natural for this introduction.
Theorem 2: The normal form theorem around symplectic leaves
One of the main results of this thesis is a first order normal form theorem around symplectic leaves
(Theorem 2 below), which generalizes Conn’s theorem. Consider a Poisson manifold (M,π) with a sym-
plectic leaf (S, ωS). The vector bundle
AS := T
∗M|S
carries the structure of a transitive Lie algebroid over S, and the pair (AS , ωS) encodes the first order jet
of π at S. Out of this pair one builds the local model of π around S, which generalizes the linear Poisson
structure from Conn’s theorem. This is the Poisson-geometric first order approximation of π at S, and
was first constructed by Vorobjev [68, 69]; we describe it in detail in chapter 4, where we present also new
approaches. The conditions of Theorem 2 are expressed in terms of the 1-connected integration of AS ,
called the Poisson homotopy bundle of S and denoted by P .
Theorem 2. If the Poisson homotopy bundle P of S is smooth, compact and H2(P ) = 0, then π is
isomorphic around S to its local model.
The proof of Theorem 2 is based on the geometric proof of Conn’s theorem of Crainic and Fernandes
[18]. In particular, we follow the same steps: first, we reduce the problem to a cohomological one using the
Moser path method; second, using the Van Est map and vanishing of cohomology of proper groupoids, we
show that integrability implies vanishing of the cohomological obstructions; in the third step we show that
integrability is implied by the existence of some special symplectic realizations; finally, we constructs such
realizations using the space of cotangent paths. Compared to [18], we describe explicitly the symplectic
structure on transversals in the space of cotangent paths via a simple formula; this is presented in section
2.6.
Theorem 0: On the existence of symplectic realizations
The formula for the symplectic structure on transversals in the space of cotangent paths served as an
inspiration for a new approach to the existence problem of symplectic realizations, which we explain in
the sequel. Let (M,π) be a Poisson manifold. A “quadratic” vector field Vπ on T ∗M with the property
that Vπ,ξ projects to π♯(ξ), is called a Poisson spray. Such vector fields are easily constructed. Using the
principles of “contravariant geometry”, in section 1.2 we prove the following:
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Theorem 0. Let (M,π) be a Poisson manifold and let Vπ be a Poisson spray with flow ϕt. There exists
an open U ⊂ T ∗M around the zero section so that
ω :=
∫ 1
0
(ϕt)
∗ωcandt
is a symplectic structure on U and the canonical projection p : (U , ω)→ (M,π) is a symplectic realization.
Theorem 1: Reeb stability for symplectic foliations
Another main result proven in this thesis (Theorem 1 form chapter 3) is a normal form result for
symplectic foliations (M,F , ω) (i.e. regular Poisson structures), which is the Poisson-geometric version of
the Local Reeb Stability Theorem from foliation theory. Compared to Theorem 2, this is not a first order
normal form result, in the sense that the conditions of Theorem 1 depend on the holonomy of the foliation.
We will use the cohomological variation of the symplectic structure at the leaf S through x, denoted by
[δSω] : νS,x −→ H2(S˜),
where νS,x is the normal space to S at x, and S˜ is the holonomy cover of S.
Theorem 1. Let (M,F , ω) be a symplectic foliation and let S ⊂M be an embedded symplectic leaf. If S
is a finite type manifold with finite holonomy and surjective cohomological variation then, around S, the
symplectic foliation is isomorphic to its local model.
The proof of Theorem 1 is substantially easier than that of Theorem 2: we use a version of Reeb’s
theorem for non-compact leaves to linearize the foliation and then Moser’s argument to put the symplectic
structures on the leaves in normal form.
Theorem 3: Formal rigidity around Poisson submanifolds
The next main result that we describe (Theorem 3 from chapter 5) is a formal rigidity result, which
generalizes Weinstein’s formal linearization theorem from fixed points to arbitrary Poisson submanifolds.
Theorem 3. Let π1 and π2 be two Poisson structures on M and let S ⊂ M be an embedded Poisson
submanifold for both structures. If π1 and π2 have the same first order jet along S and their common Lie
algebroid AS satisfies
H2(AS ,Sk(ν∗S)) = 0, ∀ k ≥ 2,
then the two structures are formally Poisson diffeomorphic.
This result relies on an equivalence criterion for Maurer-Cartan elements in complete graded Lie alge-
bras. The proof of the criterion uses a sequence of elements in the algebra that converges formally to an
element whose exponential realizes the gauge equivalence. Our original motivation for proving Theorem 3
was to understand the algebraic steps needed to construct such a sequence, and to use this sequence in an
analytic proof of Theorem 2. The outcome is Theorem 4.
Theorem 4: Rigidity around Poisson submanifolds
Using the fast convergence method of Nash and Moser, in chapter 6 we prove a rigidity result for
integrable Poisson structure around compact Poisson submanifolds (Theorem 4 below). A Poisson structure
π is called Cp-C1-rigid around a submanifold S, if every Poisson structure π˜ that is Cp-close to π around
S is isomorphic to π around S by a Poisson diffeomorphism C1-close to the identity.
Theorem 4. Let (M,π) be a Poisson manifold for which the Lie algebroid T ∗M is integrable by a Hausdorff
Lie groupoid whose s-fibers are compact and their de Rham cohomology vanishes in degree two. For every
compact Poisson submanifold S of M we have that
(a) π is Cp-C1-rigid around S,
(b) up to isomorphism, π is determined around S by its first order jet at S.
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A consequence of (b) is a strengthening of Theorem 2: namely, it suffices to assume existence of some
compact P integrating AS such that H
2(P ) = 0; P does not have to be 1-connected.
The proof of Theorem 4 is mainly inspired by Conn’s proof. We deviate the most from his approach
in the construction of the tame homotopy operators. For this we prove a general result on tame vanishing
of Lie algebroid cohomology with coefficients: the Tame Vanishing Lemma, which is presented in the ap-
pendix A. This result can be applied to similar geometric problems. To illustrate this, we briefly discuss
in the appendix A a theorem of Hamilton on rigidity of foliations.
Theorem 5: Smooth deformations of the Lie-Poisson sphere
The last main result of this thesis is a rather unexpected application of Theorem 4 to the Poisson
moduli space of the Lie-Poisson spheres. Let g be a compact semisimple Lie algebra. We define the Lie-
Poisson sphere as the unit sphere in g∗ with respect to an Aut(g)- invariant inner product. Endowed with
the restriction of the linear Poisson structure πg, the sphere becomes a Poisson manifold, denoted
(S(g∗), πS).
Combining Theorem 4 with a nice geometric argument, in chapter 7 we describe all Poisson structures on
S(g∗) around πS. Using a Lie theoretical interpretation of the cohomology of the leaves of πS, we determine
which of these Poisson structures are isomorphic. The outcome is:
Theorem 5. (a) There exists a Cp-open W ⊂ X2(S(g∗)) around πS, such that every Poisson structure in
W is isomorphic to one of the form fπS, where f is a positive Casimir function.
(b) For two positive Casimirs f and g, the Poisson manifolds (S(g∗), fπS) and (S(g∗), gπS) are isomorphic
precisely when f and g are related by an outer automorphism of g.
In other words, the Poisson moduli space is parameterized around πS by
Casim(S(g∗), πS)/Out(g),
where Casim(S(g∗), πS) is the space of Casimirs and Out(g) is the finite group of outer automorphism.
Using classical invariant theory, we give a more explicit description of this space at the end of chapter 7.
This result represents the first computation of a Poisson moduli space in dimension greater or equal to
three around a degenerate (i.e. not symplectic) Poisson structure.
Other contributions of the thesis
There are some smaller contribution of the thesis which we consider of independent interest. Some of
these are auxiliary results used in the proofs of the main theorems, others are new approaches to well-known
results.
A detailed proof of Conn’s theorem. In section 1.3 we revisit Conn’s theorem presenting it as
a manifestation of a rigidity phenomenon. We rewrite the proof with some simplifications. The major
novelly in our approach lies in the construction of the homotopy operators, which uses classical Hodge
theory. As in the proof of Theorem 4, the construction of these operators follows from the Tame Vanishing
Lemma, but for clarity of the exposition we include the construction in this case. Actually, section 1.3 is
a toy model of the proof of Theorem 4, but which is still involved enough to capture the main technical
difficulties.
Existence of invariant tubular neighborhoods. In subsection 2.1.4 we prove a result (Lemma
2.1.1) on the existence of invariant tubular neighborhoods around invariant submanifolds of the base of a
proper Lie groupoid. This result is used in the proof of Theorem 4. The proof relies on results from [62],
and to experts such as the authors of loc.cit. our lemma should be obvious, yet we couldn’t find it in the
literature.
Integration of ideals. In subsection 2.2.5 we prove that an ideal of a Lie algebroid A can be integrated
as a representation to any s-connected Lie groupoid of A (Lemma 2.2.2). This is precisely what happens
also in classical Lie theory. This result is used later in the proof of Theorem 4.
Symplectic realizations from transversals in the manifold of cotangent paths. Section 2.6
presents a finite-dimensional, explicit approach to the space of cotangent paths of a Poisson manifold. We
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give a simple formula for the symplectic structure on transversals to the foliation induced by cotangent
homotopy. This formula turns out to be an efficient computational tool, which allows us to prove many of
the properties of these transversals explicitly. The results obtained in this section were mostly known from
the infinite-dimensional construction of the Weinstein groupoid as a symplectic reduction [8, 15, 18], yet
it is likely that our approach can be further used to give a more explicit description of the local groupoid
of a Poisson manifold. The results of this section are used in the proof of Theorem 2.
Local Reeb Stability Theorem for non-compact leaves. In the appendix 3.4 of chapter 3 we
prove a non-invariant version of the Local Reeb Stability Theorem around non-compact leaves (Theorem
3.2.1). The proof is an adaptation of the proof of the classical result from [58]. This result is used in the
proof of Theorem 1.
The local model around symplectic leaves. Chapter 4 contains several new descriptions of the
local model of a Poisson structure around a symplectic leaf. We also extend the algebraic framework
developed in [17] in order to handle Vorobjev triples and their linearization. This framework is of interest
on its own, since it describes several other geometric structures that are transverse to the fibers of a bundle
(flat Ehresmann connections, Dirac structures) and their linearization.
Equivalence of Maurer Cartan elements in complete graded Lie algebras. In the appendix
5.5 of chapter 5, we prove a general criterion (Theorem 5.5.5) for equivalence of Maurer-Cartan elements
in graded Lie algebras endowed with a complete filtration. This result is used in the proof of Theorem 3.
The analogue of this criterion for differential graded associative algebras can be found in the Appendix A
of [2].
Continuity of the volume function. In subsection 6.2.1 we prove that on a Poisson manifold,
integrable by a groupoid with compact s-fibers, the function that associates to a regular leaf its symplectic
volume multiplied with the number of elements of its holonomy group, can be extended continuously by
zero to the singular part (Lemma 6.2.1). This result implies that there is no compact Poisson manifold
satisfying the conditions of Theorem 4.
The Tame Vanishing Lemma. In the first part of the appendix A of the thesis, we present a
general construction of tame homotopy operators for the complex computing Lie algebroid cohomology
with coefficients (the Tame Vanishing Lemma). This result is used in the proof of Theorem 4, and a
particular case of this construction in the proof of Conn’s theorem from section 1.3. When combined with
the Nash-Moser techniques, the Tame Vanishing Lemma is a very useful tool that can be applied in similar
geometric problems.
Hamilton’s theorem on rigidity of foliations. In the second part of the appendix A, we revisit
a theorem of Richard S. Hamilton [39] on rigidity of foliations. We briefly rewrite Hamilton’s proof using
the language of Lie algebroids, and we show that the Tame Vanishing Lemma implies “tame infinitesimal
rigidity”, which is a crucial step in the proof of this result.
5
6
Chapter 1
Basic results in Poisson geometry
This chapter contains an introduction to the basic notions in Poisson geometry and the proofs of two
classical results of this field: the existence of symplectic realizations and Conn’s theorem.
1.1 Preliminaries
1.1.1 Poisson manifolds
In this subsection we recall some standard notions and results in Poisson geometry. As a reference to this
subject, we recommend the monographs [25, 67].
Definition 1.1.1. A Poisson structure on a smooth manifold M is a Lie bracket {·, ·} on the space
C∞(M), satisfying the Leibniz rule
{f, gh} = {f, h}g + {f, g}h, f, g, h ∈ C∞(M).
A Poisson structure can be given also by a bivector π ∈ X2(M), involutive with respect to the Schouten
bracket, i.e. [π, π] = 0 (for the Schouten bracket, see section 1.4). The bivector and the bracket are related
by:
{f, g} = 〈π, df ∧ dg〉, f, g ∈ C∞(M).
The bivector π ∈ X2(M) induces a map T ∗M → TM denoted by
π♯ : T ∗M −→ TM, π♯(α) := π(α, ·).
A Poisson structure on M can be thought of as partition of M into symplectic submanifolds; more
precisely:
Proposition 1.1.2 (Theorem 2.12 [67]). Let (M,π) be a Poisson manifold. Then π♯(T ∗M) is a completely
integrable singular foliation, and the Poisson structure induces symplectic forms on the leaves. More
precisely, M has a partition into immersed, connected submanifolds, called symplectic leaves, such that the
leaf S passing through x ∈M satisfies TxS = π♯(T ∗xM) and carries a symplectic structure
ωS := π
−1
|S ∈ Ω2(S).
The main ingredient in the proof of the proposition is that π♯(T ∗M) is spanned by Hamiltonian vector
fields. The Hamiltonian vector field of a function f ∈ C∞(M) is defined by
Hf = {f, ·} = −[π, f ] ∈ X(M).
Set theoretically, the symplectic leaf through x is the set of points that can be reached starting from x
by flow lines of Hamiltonian vector fields. The Hamiltonian vector fields satisfy [Hf , Hg] = H{f,g} and
LHfπ = 0. In particular they are infinitesimal automorphisms of (M,π). A function f for which Hf = 0 is
called a Casimir function on M . Equivalently, a Casimir is a smooth function constant on the symplectic
leaves.
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1.1.2 Examples
Symplectic manifolds
Symplectic geometry is the nondegenerate version of Poisson geometry. For a symplectic manifold (M,ω),
the inverse of the symplectic structure is a Poisson structure and conversely, the inverse of a nondegenerate
Poisson structure π (i.e. for which π♯ is invertible) is a symplectic structure. In other words, the equation
dω = 0 is equivalent to [π, π] = 0, for π := ω−1.
Quotients of symplectic manifolds
Let (Σ, ω) be a symplectic manifold and let G be a Lie group with a free and proper action on Σ by
symplectomorphisms. The quotient space inherits a Poisson structure
(M,π) := (Σ, ω)/G.
If p : Σ→M denotes the projection, the Poisson bracket on M is such that
{f, g} ◦ p = {f ◦ p, g ◦ p}, f, g ∈ C∞(M).
Linear Poisson structures
Let (g, [·, ·]) be a Lie algebra. The dual vector space g∗ carries a canonical Poisson structure πg, called a
linear Poisson structure. It is defined by
πg,ξ := ξ ◦ [·, ·] ∈ Λ2g∗ ∼= Λ2(Tξg∗).
Let {ei} be a basis of g and let {xi} be the induced coordinates on g∗. The corresponding structure
constants of g are the coefficients Cki,j in
[ei, ej] =
∑
k
Cki,jek.
Using these numbers, the bivector πg is given by
πg =
1
2
∑
i,j,k
Cki,jxk
∂
∂xi
∧ ∂
∂xj
.
Conversely, if a Poisson structure
π =
1
2
∑
i,j
πi,j(x)
∂
∂xi
∧ ∂
∂xj
on Rn has linear coefficients, i.e. πi,j(x) =
∑
k C
k
i,jxk, then the numbers C
k
i,j form the structure constants
of a Lie algebra.
The Hamiltonian vector field associated to X ∈ g, viewed as a linear function on g∗, is the infinitesimal
(right) coadjoint action of X on g∗,
HX,ξ = −ad∗X(ξ) = ξ([X, ·]) ∈ g∗ ∼= Tξg∗.
Let G be a connected Lie group integrating g. Then G acts by Poisson diffeomorphisms on (g∗, πg),
via the (left) coadjoint action
G× g∗ −→ g∗, (g, ξ) 7→ Ad∗g−1(ξ) := ξ ◦Adg−1 .
For ξ ∈ g∗, the coadjoint orbit through ξ coincides with the symplectic leaf through ξ and we denote it by
(Oξ, ωξ). If Gξ denotes the stabilizer of ξ, then G/Gξ ∼= Oξ. Consider the (left) G-equivariant map
p : G −→ Oξ, g 7→ Ad∗g−1(ξ).
The pullback of ωξ by p is given by
p∗(ωξ) = −dξl, (1.1)
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where ξlg := l
∗
g−1(ξ); it is the left invariant extension of ξ. To see this, observe that both 2-forms are left
invariant, so it is enough to check the equality on X,Y ∈ g. The left side gives
p∗(ωξ)(X,Y ) = ωξ(dpe(X), dpe(Y )) = ωξ(ad
∗
X(ξ), ad
∗
Y (ξ)) =
= ωξ(π
♯
g(X), π
♯
g(Y )) = 〈π♯g(Y ), ω♯ξ ◦ π♯g(X)〉 = πg(Y,X) = −ξ([X,Y ]).
Denoting by X l, Y l the left invariant extensions of X,Y , we have
dξl(X l, Y l) = LXl(ξ
l(Y l))− LY l(ξl(X l))− ξl[X l, Y l] = ξ([X,Y ]),
where we have used that ξl(Z l) is constant. This implies (1.1).
1.1.3 Maps and submanifolds
A map between two Poisson manifolds
ϕ : (M1, π1) −→ (M2, π2),
is called a Poisson map, if ϕ∗(π1) = π2, or equivalently, if
ϕ∗ : (C∞(M2), {·, ·}) −→ (C∞(M1), {·, ·})
is a Lie algebra homomorphism.
A symplectic realization of a Poisson manifold (M,π) is a Poisson map from a symplectic manifold
that is a surjective submersion
µ : (Σ, ω) −→ (M,π).
A submanifold N of (M,π) is called a Poisson submanifold, if
π|N ∈ X2(N).
Equivalently, N is a Poisson submanifold if for every symplectic leaf S ofM , the intersectionN∩S is open in
S. If N satisfies this condition, then π|N is a Poisson structure on N such that the inclusion map is Poisson.
A Poisson transversal in (M,π) is a submanifold N ⊂M that satisfies
TM|N = TN ⊕ π♯(TN◦), (1.2)
where TN◦ ⊂ T ∗M|N denotes the annihilator of TN . If N satisfies this condition, then it carries a
canonical Poisson structure πN (see Proposition 1.4 in [72]), determined by
π♯N (ξ|TN ) = π
♯(ξ), ∀ ξ such that π♯(ξ) ∈ TN.
Geometrically, Poisson transversality means that N intersects every symplectic leaf (S, ωS) transversally
and that ωS|N∩S is nondegenerate. The symplectic leaves of πN are the connected components of these
intersections. The standard name used for this notion is cosymplectic submanifold [15, 77], yet we
consider that “Poisson transversal” is more appropriate. For example, a Poisson transversal in a symplectic
manifolds is the same as symplectic submanifold, and it would be awkward to call it a cosymplectic
submanifold.
Small enough transversal submanifolds to the symplectic leaves, of complementary dimension, are
Poisson transversal: if (S, ωS) a symplectic leaf, x ∈ S and N ⊂M is a submanifold through x such that
TxS ⊕ TxN = TxM,
then, around x, N is a Poisson transversal. This holds since (1.2) is an open condition and it is satisfied
at x. Weinstein’s splitting theorem [72] gives a local decomposition of (M,π) around x: there are open
neighborhoods of x, Mx ⊂ M , Sx ⊂ S and Nx ⊂ N (such that it is Poisson transversal), and a Poisson
diffeomorphism (which fixes Sx and Nx):
(Mx, π|Mx)
∼= (Sx, ωS|Sx)× (Nx, πNx).
The lemma below will be useful later on.
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Lemma 1.1.3. Let µ : (Σ, ω)→ (M,π) be a symplectic realization, N ⊂M be a submanifold. Let U ⊂ N
be the open where N is Poisson transversal, and denote by ΣU := µ
−1(U). Then ΣU is the nondegeneracy
locus of ω|µ−1(N), and moreover, µ restricts to a symplectic realization
µ : (ΣU , ω|ΣU ) −→ (U, πU ).
Proof. Denote also by ΣN := µ
−1(N). For x ∈ ΣN , ω|ΣN is nondegenerate at x if and only if the map
(ω−1)♯ : TxΣ
◦
N −→ TxΣ/TxΣN
is an isomorphism. Since dµ induces an isomorphism between the spaces
(dµ) : TxΣ/TxΣN −→ Tµ(x)M/Tµ(x)N,
and µ is Poisson, this is equivalent to invertability of the map
(dµ) ◦ (ω−1)♯ ◦ (dµ)∗ = (π)♯ : Tµ(x)N◦ −→ Tµ(x)M/Tµ(x)N,
hence to µ(x) ∈ U . This proves the first part.
Consider x ∈ ΣU , ξ ∈ T ∗µ(x)N and denote by
Xξ := (ω
−1
|ΣU
)♯(µ∗(ξ)) ∈ TxΣU .
To prove that µ|ΣU is Poisson, we have to check that dµ(Xξ) = π
♯
U (ξ). By the definition of πU , there is some
η ∈ T ∗µ(x)M such that η|TN = ξ and π♯(η) = π♯U (ξ). Since µ is Poisson, the vector Xη := (ω−1)♯(µ∗(η))
projects to π♯(η). In particular, Xη ∈ TxΣU , thus
µ∗(ξ) = µ∗(η)|ΣU = (ω
♯Xη)|ΣU = (ω|ΣU )
♯(Xη).
This shows that Xη = Xξ, hence Xξ also projects to π
♯(η) = π♯U (ξ).
1.1.4 Poisson cohomology
The notions of Casimir function and of Hamiltonian vector field fit into the framework of Poisson coho-
mology.
Definition 1.1.4. The Poisson cohomology of a Poisson manifold (M,π) is the cohomology computed
by the complex
(X•(M), dπ), dπ := [π, ·].
The resulting Poisson cohomology groups are denoted by H•π(M).
In low degrees these groups have a geometric interpretation:
• H0π(M) is the space of Casimir functions.
• H1π(M) is the space of infinitesimal automorphisms of π modulo Hamiltonian vector fields.
• H2π(M) is the space of infinitesimal deformations of π modulo “geometric deformations”, i.e. defor-
mations coming from diffeomorphisms.
To explain the interpretation given to H2π(M), let πt be a family of Poisson structures, with π0 = π.
Taking the derivative at t = 0 in [πt, πt] = 0, we obtain that dπ(π˙0) = 0. Now if πt = Φ
∗
t (π), where Φt
is a family of diffeomorphisms of M , with Φ0 = IdM , then π˙0 = dπ(Φ˙0). So H
2
π(M) has the heuristical
interpretation of being the “tangent space” at π to the moduli space of all Poisson structures on M .
For example, every Casimir function f ∈ H0π(M) gives a class [fπ] ∈ H2π(M). This class corresponds
to the deformation of π given by πt = e
tfπ. Geometrically, the leaves of πt are the same as those of π, but
the symplectic form on S for πt is e
−tfωS (these deformations are relevant in chapter 7).
The space X•(M), of multivector fields on M , can be regarded as the space of multi-derivations of
C∞(M), i.e. skew-symmetric maps
C∞(M)× . . .× C∞(M) −→ C∞(M),
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satisfying the Leibniz rule in each entry. Then, the Poisson differential can be given also by the formula
dπW (f0, . . . , fp) =
∑
i
(−1)i{fi,W (f0, . . . , f̂i, . . . , fp)}+
+
∑
i<j
(−1)i+jW ({fi, fj}, . . . , f̂i, . . . , f̂j , . . . , fp),
for W ∈ Xp(M) and f0, . . . , fp ∈ C∞(M). So, Poisson cohomology can be computed using a subcomplex
of the Eilenberg-Chevalley complex of the Lie algebra (C∞(M), {·, ·}).
The Poisson cohomology of (M,π) is related to de Rham cohomology of M by the chain map
(−1)•+1Λ•π♯ : (Ω•(M), d) −→ (X•(M), dπ). (1.3)
The induced map in cohomology we denote by
H(π♯) : H•(M) −→ H•π(M).
When π is nondegenerate, i.e. π = ω−1 for a symplectic structure ω, then (1.3) is an isomorphism. So,
in this case, the Poisson cohomology is isomorphic to the de Rham cohomology.
In the next subsection we explain the infinitesimal deformations of π coming from elements inH(π♯)(H2(M)).
1.1.5 Gauge transformations
Let ω be a closed 2-form on a Poisson manifold (M,π). On the open where
Id + ω♯ ◦ π♯ (1.4)
is invertible, one defines a new Poisson structure, denoted by πω, called the gauge transformation of π
by ω
πω,♯ := π♯ ◦ (Id + ω♯ ◦ π♯)−1.
The fact that πω is Poisson will be explained when we discuss gauge transformations of Dirac structures.
Geometrically, the leaves of πω are the same as those of π, but the symplectic form on S for πω is ωS+ω|S.
The paths t 7→ πtω is the deformation corresponding to the class
H(π♯)[ω] ∈ H2π(M).
To see this, we differentiate the equation
πtω,♯ ◦ (Id + tω♯ ◦ π♯) = π♯,
and obtain
d
dt
(πtω,♯) ◦ (Id + tω♯ ◦ π♯) = −πtω,♯ ◦ ω♯ ◦ π♯.
Multiplying with (Id + tω♯ ◦ π♯)−1 from the right, this gives
d
dt
πtω = −(Λ2πtω,♯)(ω). (1.5)
At t = 0, we obtain that [ ddtπ
tω
|0 ] = H(π
♯)[ω].
By skew-symmetry of π and ω, the dual of the map (1.4) is (Id + π♯ω♯); thus, if one is invertible, then
so is the other. This plays a role in the following lemma, whose proof we explain in the next section.
Lemma 1.1.5. Let U be the open on which (Id + ω♯π♯) is invertible. The Poisson manifolds (U, πω) and
(U, π) have isomorphic cohomology; an isomorphism between their complexes is the chain map
Λ•(Id + π♯ω♯) : (X•(U), dπω ) −→ (X•(U), dπ)
We give now the Poisson geometric version of the Moser Lemma from symplectic geometry.
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Lemma 1.1.6. Assume that the class H(π♯)[ω] ∈ H2π(M) vanishes, and let X ∈ X(M) be a solution to
dπ(X) = −(Λ2π♯)(ω).
The flow Φt of the time dependent vector field
Xt = (Id + tπ
♯ω♯)−1(X)
sends π to πtω, whenever it is defined. In particular, for ω = dα,
Xt = X = π
♯(α).
Proof. Using Lemma 1.1.5 and that (Id + tπ♯ω♯)−1π♯ = πtω,♯, we obtain
LXtπ
tω = −dπtωXt = −(Λ2(Id + tπ♯ω♯)−1)(dπX) = (Λ2πtω,♯)(ω).
Using (1.5), we obtain that Φ∗t (π
tω) is constant
d
dt
Φ∗t (π
tω) = Φ∗t (LXtπ
tω +
d
dt
πtω) = 0.
Since Φ0 = IdM , the result follows.
1.1.6 Dirac structures
Dirac geometry is the common framework for several geometric structures: foliations, closed 2-forms and
Poisson bivectors. Our main application for Dirac structures is to the study of the local model for a Poisson
manifold around a symplectic leaf, in chapter 4; the resulting structure is globally Dirac and only on an
open around the leaf it is Poisson. As a reference to Dirac geometry we indicate [7, 12].
Definition and first properties
Let M be a manifold. The vector bundle TM ⊕ T ∗M carries a symmetric, nondegenerate paring of
signature (dim(M), dim(M)),
(X + ξ, Y + η) := ξ(X) + η(Y ), X + ξ, Y + η ∈ TxM ⊕ T ∗xM,
and its space of sections carries the so-called Dorfman bracket
[X + ξ, Y + η]D := [X,Y ] + LXη − ιY dξ, (1.6)
for X,Y ∈ X(M) and η, ξ ∈ Ω1(M). This bracket satisfies the Jacobi identity, but fails to be skew-
symmetric.
Definition 1.1.7. A Dirac structure on M is a maximal isotropic subbundle L ⊂ (TM ⊕ T ∗M, (·, ·)),
which is involutive with respect to the Dorfman bracket.
Note that the failure of the bracket of being skew-symmetric is given by
[X + ξ, Y + η]D + [Y + η,X + ξ]D = d(X + ξ, Y + η).
Therefore, the space of sections of a Dirac structure is a Lie algebra.
Presymplectic leaves
Let L be a Dirac structure on M . Denote by pT and p
∗
T the projections of TM ⊕ T ∗M onto TM and
T ∗M respectively. As for Poisson structures, the singular distribution pT (L) is involutive and integrates
to a partition ofM into immersed submanifolds which carry closed 2-forms. These submanifolds are called
presymplectic leaves and the closed 2-form ωS on the leaf S ⊂M is given at x by
ωS(X,Y ) := ξ(Y ) = −η(X), X + ξ, Y + η ∈ Lx.
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Foliations
A smooth distribution B ⊂ TM induces a maximal isotropic subspace
LB := B ⊕B◦ ⊂ TM ⊕ T ∗M,
and LB is a Dirac structure if and only if B is involutive. For such Dirac structures LB, the presymplectic
leaves are the leaves of the foliation corresponding to B and the closed 2-forms vanish. This class of
examples corresponds to Dirac structures L such that L = pT (L)⊕ pT∗(L).
Poisson structures
A bivector π ∈ X2(M) induces a maximal isotropic subspace
Lπ := {π♯(ξ) + ξ|ξ ∈ T ∗M},
and the condition that Lπ is Dirac is equivalent to π being Poisson. In this case, the presymplectic leaves
of Lπ are the symplectic leaves of π with the corresponding symplectic structures.
Under the isomorphism
T ∗M ∼−→ Lπ, ξ 7→ ξ + π♯(ξ),
the Dorfman bracket becomes
[α, β]π := Lπ♯αβ − Lπ♯βα− dπ(α, β).
Poisson manifolds are Dirac structures L satisfying pT∗(L) = T
∗M .
Definition 1.1.8. The Poisson support of a Dirac structure L is
supp(L) := {x ∈M |pT∗(Lx) = T ∗xM}.
It is maximal open set on which L is Poisson.
Closed 2-forms
A 2-form ω ∈ Ω2(M) gives a maximal isotropic subspace
Lω := {X + ιXω|X ∈ TM},
which is Dirac if and only if ω is closed. In this case, if M is connected, (M,ω) is the only presymplectic
leaf. This class of examples corresponds to Dirac structures L such that pT (L) = TM .
Dirac maps
For Dirac structures there are both pullback and push forward maps, generalizing the pullback of foliations
and 2-forms, and the push forward of Poisson bivectors. A map between Dirac manifolds
ϕ : (M1, L1) −→ (M2, L2)
is a forward Dirac map, if for all x ∈M1,
L2,ϕ(x) = ϕ∗(L1,x) := {ϕ∗(X) + ξ|X + ϕ∗(ξ) ∈ L1,x}.
The map ϕ is called a backward Dirac map, if for all x ∈M1,
L1,x = ϕ
∗(L2,ϕ(x)) := {X + ϕ∗(ξ)|ϕ∗(X) + ξ ∈ L2,ϕ(x)}.
A Poisson map is a forward Dirac map; the inclusion of a Poisson transversal of a Poisson manifold is a
backward Dirac map.
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Rescaling
We have also the operation of rescaling of Dirac structures, defined by
tL := {tX + ξ|X + ξ ∈ L}, t 6= 0.
Foliations are the only Dirac structures invariant under rescaling.
Products
Two Dirac structures L1 and L2 on M , such that L1 + L2 = TM ⊕ T ∗M are called transverse Dirac
structures. If L1 and L2 satisfy pT (L1) + pT (L2) = TM , then we say that L1 and L2 are t-transverse.
Define the product of t-transverse Dirac structures L1 and L2 by
L1 ∗ L2 := {X + ξ1 + ξ2|X + ξ1 ∈ L1, X + ξ2 ∈ L2}.
Notice that, by t-transversality, the map
L1 ⊕ L2 −→ TM, (X1 + ξ1)⊕ (X2 + ξ2) 7→ X1 −X2,
is surjective, thus its kernel K is a subbundle. We claim that the map
K −→ L1 ∗ L2, (X + ξ1)⊕ (X + ξ2) 7→ X + ξ1 + ξ2,
is an isomorphism, therefore L1 ∗ L2 is a (smooth) subbundle of TM ⊕ T ∗M . The map is surjective by
definition. An element in its kernel is of the form (ξ,−ξ), for ξ ∈ L1 ∩ L2 ∩ T ∗M . Since L1 and L2 are
isotropic,
{0} = (ξ, L1 + L2) = ξ(pT (L1) + pT (L2)) = ξ(TM),
therefore ξ = 0, and this proves injectivity. This argument also shows that L1 ∗L2 has the right dimension.
The fact that it is isotropic and involutivity follow easily. We conclude that L1∗L2 is a new Dirac structure.
This operation has the usual algebraic properties
TM ∗ L = L ∗ TM = L,
L1 ∗ L2 = L2 ∗ L1,
L1 ∗ (L2 ∗ L3) = (L1 ∗ L2) ∗ L3,
whenever these products are defined.
Geometrically, taking the product of L1 and L2 amounts to intersecting the underlying singular fo-
liations and adding the restrictions of the presymplectic structures. Observe that the product has the
following property
L1 ∗ L2 is Poisson ⇔ L1 and − L2 are transverse.
This product generalizes several constructions:
• Addition of 2-forms.
• Intersection of transverse foliations.
• The gauge transformation of a Dirac structure L by a closed 2-form ω
Lω := L ∗ Lω = {X + ξ + ιXω|X + ξ ∈ L}.
Observe that for Lπ, where π is a Poisson structure, the Poisson support of L
ω
π is given by the open where
the map (1.4) is invertible. On this open,
Lωπ = Lπω ,
and this proves that πω is indeed Poisson.
• The product of Poisson structures from [48]. Transversality of the Dirac structures Lπ1 and −Lπ2, with
π1 and π2 Poisson, is equivalent to nondegeneracy of π1 + π2. In this case, we obtain a new Poisson
structure π1 ∗ π2, which corresponds to the product
Lπ1 ∗ Lπ2 = Lπ1∗π2 .
More explicitly, this Poisson tensor is given by
(π1 ∗ π2)♯ := π♯1 ◦ (π♯1 + π♯2)−1 ◦ π♯2.
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Cohomology
The cohomology of a Dirac structure L, is computed by the complex
(Γ(Λ•L∗), dL),
where the differential is given by a Koszul-type formula
dLα(X0, . . . , Xp) =
∑
i
(−1)iLpT (Xi)(α(X0, . . . , X̂i, . . . , Xp))+
+
∑
i<j
(−1)i+jα([Xi, Xj]D, . . . , X̂i, . . . , X̂j , . . . , Xp).
For a Poisson structure π, the cohomology of the associated Dirac structure Lπ is isomorphic to the
Poisson cohomology. The natural identification L∗π
∼= TM induces an isomorphism between the complexes.
For ω a closed 2-form and L a Dirac structure, it is easy to see that the isomorphism of bundles
eω : L
∼−→ Lω, X + ξ 7→ X + ω♯(X) + ξ, (1.7)
induces an isomorphism between the Lie algebras
eω : (Γ(L), [·, ·]D) ∼−→ (Γ(Lω), [·, ·]D).
Therefore, the dual map induces a chain-isomorphism
Λ•e∗ω : (Γ(Λ
•Lω,∗), dLω) −→ (Γ(Λ•L∗), dL).
For a Poisson structure π, identifying L∗π
∼= TM ∼= L∗πω , this map becomes
e∗ω = (Id + ω
♯π♯)∗ = (Id + π♯ω♯).
This remark implies Lemma 1.1.5.
1.1.7 Contravariant geometry
The basic idea of contravariant geometry in Poisson geometry is to replace the tangent bundle TM of a
Poisson manifold (M,π) by the cotangent bundle T ∗M . The two are related by the bundle map π♯. The
main structure that makes everything work is the Lie bracket [·, ·]π on Ω1(M), which is the contravariant
analogue of the Lie bracket on vector fields
[α, β]π := Lπ♯αβ − Lπ♯βα− dπ(α, β).
The Lie bracket [·, ·]π has the following properties:
• the map π♯ is a Lie algebra map
π♯([α, β]π) = [π
♯(α), π♯(β)]; (1.8)
• the de Rham differential is a Lie algebra map
d{f, g} = [df, dg]π;
• it satisfies the Leibniz identity
[α, fβ]π = f [α, β]π + Lπ♯α(f)β.
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In other words (T ∗M, [·, ·]π, π♯) is a Lie algebroid, called the cotangent Lie algebroid of (M,π), and
contravariant geometry is the geometry associated to this Lie algebroid (this notion will be discussed in
chapter 2).
Here are the contravariant versions of some usual notions (see [15, 30]).
A contravariant connection on a vector bundle E over (M,π) is a bilinear map
∇ : Ω1(M)× Γ(E) −→ Γ(E), (α, s) 7→ ∇α(s)
satisfying
∇fα(s) = f∇α(s), ∇α(fs) = f∇α(s) + Lπ♯α(f)s.
The standard operations with connections (duals, tensor products, etc.) have obvious contravariant ver-
sions. Note also that any classical connection ∇ on E induces a contravariant connection on E
∇α = ∇π♯α. (1.9)
A cotangent path in (M,π) is a path γ : [0, 1] → M with a “contravariant speed”, that is a map
a : [0, 1]→ T ∗M sitting above γ that satisfies
π♯(a(t)) =
dγ
dt
(t).
Given a contravariant connection ∇ on a vector bundle E, one has a well-defined notion of derivative
of sections along cotangent paths: Given a cotangent path (a, γ) and a path u : [0, 1] → E sitting
above γ, ∇a(u) is a new path in E sitting above γ. Writing u(t) = st(γ(t)) for some time dependent
section st of E,
∇a(u) = ∇a(st)(x) + dst
dt
(x), at x = γ(t).
Given a contravariant connection ∇ on T ∗M , the contravariant torsion of ∇ is the tensor T∇ defined
by
T∇(α, β) = ∇α(β)−∇β(α) − [α, β]π.
Given a metric g on T ∗M , one has an associated contravariant Levi-Civita connection, which is
the unique contravariant metric connection ∇g on T ∗M whose contravariant torsion vanishes:
g(∇gαβ, γ) + g(β,∇gαγ) = Lπ♯αg(β, γ), T∇g = 0.
The corresponding contravariant geodesics are defined as the (cotangent) paths a satisfying ∇aa = 0.
They are the integral curves of a vector field Vgπ on T ∗M , called the contravariant geodesic vector
field. In local coordinates (x, y), where x are the coordinates on M and y the coordinates on the fibers,
Vgπ(x, y) =
∑
i,j
πi,j(x)yi
∂
∂xj
−
∑
i,j,k
Γki,j(x)yiyj
∂
∂yk
, (1.10)
where Γki,j(x) are the coefficients in
∇gdxi(dxj) =
∑
k
Γki,j(x)dxk .
Geodesics and the geodesic vector field are actually defined for any contravariant connection ∇ on T ∗M ,
not necessarily of metric type (for example, the connection from (1.9)).
The geodesic vector is an example of a Poisson spray.
Definition 1.1.9. A Poisson spray or contravariant spray on a Poisson manifold (M,π) is a vector
field Vπ on T ∗M satisfying:
(1) (dp)ξ(Vπ,ξ) = π♯(ξ) for all ξ ∈ T ∗M ,
(2) µ∗t (Vπ) = tVπ for all t > 0,
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where p : T ∗M → M is the canonical projection and µt : T ∗M → T ∗M is the fiberwise multiplication by
t > 0.
Condition (1) means that the integral curves of Vπ are cotangent paths, it also appears in [75] under
the name “second order differential equation”. Actually, this definition is equivalent to the local expression
(1.10).
The discussion above implies:
Corollary 1.1.10. For every Poisson manifold (M,π), contravariant sprays exist. Any contravariant
geodesic vector field is a contravariant spray.
Recall also (cf. e.g. [15]) that any classical connection ∇ induces two contravariant connections, one
on TM and one on T ∗M , both denoted ∇:
∇α(X) = π♯∇X(α) + [π♯(α), X ], ∇α(β) = ∇π♯β(α) + [α, β]π . (1.11)
The two are related as in the lemma below, a direct consequence of (1.8).
Lemma 1.1.11. For any classical connection ∇,
∇α(π♯(β)) = π♯(∇α(β)). (1.12)
The next lemma shows that if the classical connection ∇ is a torsion-free, then the two contravariant
connections are in duality.
Lemma 1.1.12. If ∇ is a torsion-free connection, then the connections from (1.11) satisfy the duality
relation
〈∇α(β), X〉+ 〈β,∇α(X)〉 = Lπ♯α〈β,X〉.
Proof. Using the formulas for ∇, the left hand side becomes
〈∇π♯β(α) + [α, β]π , X〉+ 〈β, π♯∇X(α) + [π♯α,X ]〉. (1.13)
For the two terms involving ∇ we find
〈∇π♯β(α), X〉+ 〈β, π♯∇X(α)〉 = 〈∇π♯β(α), X〉 − 〈∇X(α), π♯β〉 =
= Lπ♯β〈α,X〉 − 〈α,∇π♯β(X)〉 − LX〈α, π♯β〉+ 〈α,∇X(π♯β)〉 =
= Lπ♯β〈α,X〉+ LX(π(α, β)) + 〈α, [X, π♯β]〉,
where we have used the antisymmetry of π, and then passed from ∇ on T ∗M to its dual on TM , and used
that ∇ is torsion-free. For the remaining two term in (1.13), using the definition of [·, ·]π, we find
〈[α, β]π , X〉+〈β, [π♯α,X ]〉 =
= 〈Lπ♯α(β)− Lπ♯β(α)− dπ(α, β), X〉 + 〈β, Lπ♯αX〉 =
= Lπ♯α〈β,X〉 − Lπ♯β〈α,X〉+ 〈α, [π♯β,X ]〉 − LX(π(α, β)).
Adding up, the conclusion follows.
This duality can be expressed also using the covariant derivatives.
Lemma 1.1.13. If ∇ is a torsion-free connection and a : [0, 1] → T ∗M a cotangent path with base path
γ, then for any smooth paths θ in T ∗M and v in TM , both above γ, the following identity holds:
〈∇a(θ), v〉 + 〈θ,∇a(v)〉 = d
dt
〈θ, v〉.
Proof. Choose a time dependent 1-form A = A(t, x) such that a(t) = A(t, γ(t)) and similarly a time
dependent 1-form Θ corresponding to θ, and a time dependent vector field V corresponding to v. Using
the definition of the derivatives ∇a along cotangent paths and then Lemma 1.1.12, we obtain
〈∇a(θ), v〉(t) + 〈θ,∇a(v)〉(t) = 〈∇A(Θ) + dΘ
dt
, V 〉(t, γ(t))+
+〈Θ,∇A(V ) + dV
dt
〉(t, γ(t)) = Lπ♯A〈Θ, V 〉(t, γ(t)) +
d
dt
〈Θ, V 〉(t, γ(t)).
Since π♯A(t, γ(t)) = dγdt (t), we obtain the identity from the statement.
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1.2 Existence of symplectic realizations: a new approach
The content of this section was published in [19].
1.2.1 Statement of Theorem 0
Recall that a symplectic realization of a Poisson manifold (M,π) is a symplectic manifold (Σ, ω) together
with a surjective Poisson submersion
µ : (Σ, ω) −→ (M,π).
Although the existence of symplectic realizations is a fundamental result in Poisson geometry, the known
proofs are rather involved. Originally, the local result was proven in [72] and a gluing argument was
provided in [11]; the same procedure appears in [44]. The path approach to symplectic groupoids [8, 15]
gives a different proof. Here we present a direct, global, finite dimensional proof, based on the philosophy
of contravariant geometry.
Theorem 0. Let (M,π) be a Poisson manifold and Vπ a contravariant spray with flow ϕt. There exists
an open U ⊂ T ∗M around the zero section so that
ω :=
∫ 1
0
(ϕt)
∗ωcandt
is a symplectic structure on U and the canonical projection p : (U , ω)→ (M,π) is a symplectic realization.
When M is an open in Rn and πi,j are the components of π, the simplest contravariant spray is
Vπ(x, y) =
∑
i,j πi,j(x)yi
∂
∂xj
, where x are the coordinates on M and (x, y) the induced coordinates on
T ∗M . It is not difficult to see that the resulting ω coincides with the one constructed by Weinstein [72].
One may expect that the proof is “just a computation”. Although that is true in principle, the com-
putation is more subtle than expected. In particular, we will make use of the principle of “contravariant
geometry” which is intrinsic to Poisson geometry. The fact that the proof cannot be so trivial and hides
some interesting geometry was already observed in the local case by Weinstein [72]: the notion of con-
travariant spray, its existence, and the formula for ω (giving a symplectic form on an small enough U) all
make sense for any bivector π, even if it is not Poisson. But the fact that the push-down of (the inverse of)
ω is π can hold only for Poisson bivectors. Nowadays, with all the insight we have gained from symplectic
groupoids, we can say that we have the full geometric understanding of this theorem; in particular, it can
be derived from the path-approach to symplectic groupoids of [8] and the resulting construction of local
symplectic groupoids [15] (see Remark 2.6.5).
1.2.2 The first steps of the proof of Theorem 0
We will first look at ω at zeros 0x ∈ T ∗xM . At such points one has a canonical isomorphism T0x(T ∗M) ∼=
TxM ⊕ T ∗xM denoted by v 7→ (v, θv), and the canonical symplectic form is
ωcan,0x(v, w) = 〈θw, v〉 − 〈θv, w〉. (1.14)
From the properties of Vπ, it follows that ϕt(0x) = 0x for all t and all x, hence ϕt is well-defined on a
neighborhood of the zero section, for all t ∈ [0, 1] (see the Tube Lemma 1.4). The properties Vπ also imply
that
(dϕt)0x : T0x(T
∗M) −→ T0x(T ∗M)
is given in components by:
(v, θv) 7→ (v + tπ♯θv, θv).
From the definition of ω and the previous formula for ωcan, we deduce that
ω0x(v, w) = 〈θw, v〉 − 〈θv, w〉+ π(θv, θw). (1.15)
This shows that ω is nondegenerate at all zeros 0x ∈ T ∗M . Hence, we can find a neighborhood of the zero
section U ⊂ T ∗M such that ϕt is defined on U for all t ∈ [0, 1] and ω|U is nondegenerate (again, use the
Tube Lemma 1.4). Fixing such an U , we still have to show that the map
(dp)ξ : TξU −→ Tp(ξ)M
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sends the bivector associated to ω to π. The fact that this holds at ξ = 0x follows immediately from (1.15),
so our task is to show that it holds at all ξ ∈ U . Recall the following result (see e.g. Theorem 1.9.7 [25]).
Theorem 1.2.1 (Libermann’s Theorem). Let (U , ω) be a symplectic manifold and let p : U → M be a
surjective submersion with connected fibers. The bivector ω−1 can be pushed down to a bivector on M
precisely when the symplectic orthogonal of TF(p) = ker(dp), denoted by TF(p)⊥ ⊂ TU , is involutive.
What happens in our case is that the foliation tangent to TF(p)⊥ is
F(p)⊥ = F(p1), (1.16)
where F(p1) is the foliation given by the fibers of
p1 := p ◦ ϕ1 : U −→M.
However, it turns out that the ingredients needed to prove this equality can be used to show directly that
p is a Poisson map, without having to appeal to Libermann’s result.
1.2.3 A different formula for ω
In this subsection we give another description of ω. The resulting formula generalizes (1.15) from zeros
0x to arbitrary ξ ∈ U . It will depend on a connection on TM which is used in order to handle vectors
tangent to T ∗M . Hence, from now on, we fix such a connection ∇ which we assume to be torsion-free
and let ∇ denote the corresponding contravariant connections defined by (1.11). With respect to ∇, any
tangent vector v ∈ Tξ(T ∗M) is determined by its projection to M and by its vertical component
v = (dp)ξ(v) ∈ Tp(ξ)M, θv = v − horξ(v) ∈ T ∗p(ξ)M.
Of course, when ξ = 0x, these coincide with the components mentioned in the introduction. The fact that
∇ is torsion-free ensures the following generalization of the formula (1.14) for ωcan at arbitrary ξ.
Lemma 1.2.2. If ∇ is torsion-free, then for any v, w ∈ Tξ(T ∗M),
ωcan(v, w) = 〈θw, v〉 − 〈θv, w〉. (1.17)
Proof. Since ∇ is torsion free, the associated horizontal distribution H ⊂ T (T ∗M) is Lagrangian with
respect to ωcan. This implies the formula.
As above, let U ⊂ T ∗M be an open around the zero section on which ϕt is defined up to t = 1 and ω
is nondegenerate. To establish the generalization of (1.15), we introduce some notation. Fix ξ ∈ U and
consider
a : [0, 1] −→ U , a(t) = ϕt(ξ),
which, by the properties of Vπ, is a cotangent path. We denote by γ = p ◦ a its base path. The push
forward by ϕt of a tangent vector v0 ∈ TξU gives a smooth path
t 7→ vt := (ϕt)∗(v0) ∈ Ta(t)U . (1.18)
The components of v with respect to ∇ are two paths above γ, one in TM and one in T ∗M , denoted by
v and θv
t 7→ vt ∈ Tγ(t)M, t 7→ θvt ∈ T ∗γ(t)M.
They are related by:
Lemma 1.2.3. For a, v and θv as above, we have that ∇av = π♯θv.
Proof. We start with a remark on derivatives along vector fields. For any smooth path of vectors V tangent
to U along a, t 7→ V (t) ∈ Ta(t)U , one has the Lie derivative of V along Vπ, again a smooth path of tangent
vectors along a, defined by
LVπ(V )(t) =
d
ds |s=0
(dϕ−s)a(s+t)(V (s+ t)) ∈ Ta(t)U .
Note the following:
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1. For vertical V , i.e. corresponding to a 1-form θV on M along γ, we have that (dp)(LVπ(V )) =
−π♯(θV ). This follows immediately from the first property of the spray (e.g. by a local computation).
2. For horizontal V , (dp)(LVπ(V )) = ∇a(V ), where V = (dp)(V ) is a tangent vector to M along γ. To
check this, one may assume that V is a global horizontal vector field on M , and one has to show that
(dp)η(LVπ(V )) = ∇η(V ) for all η ∈ T ∗M . Again, this follows immediately by a local computation.
Hence, for an arbitrary V (along a), using its components (V , θV ),
dp(LVπ(V )) = −π♯(θV ) +∇a(V ).
Finally, note that for v as in (1.18), LVπ(v) = 0.
We have the following version of (1.15) at arbitrary ξ in U .
Lemma 1.2.4. Let ξ ∈ U and v0, w0 ∈ Tξ(T ∗M). Let v = vt be as before and let θ˜v be a path in T ∗M ,
which is a solution of the differential equation
∇a(θ˜v) = θv. (1.19)
Similarly, consider w = wt and θ˜w corresponding to w0. Then
ω(v0, w0) = (〈θ˜w , v〉 − 〈θ˜v, w〉 − π(θ˜v, θ˜w))|10. (1.20)
Proof. Since ∇ is torsion-free, Lemma 1.2.2 implies that
ω(v0, w0) =
∫ 1
0
(〈θw , v〉 − 〈θv, w〉)dt.
Hence, it suffices to show that
〈θw, v〉 − 〈θv, w〉 = d
dt
(〈θ˜w , v〉 − 〈θ˜v, w〉 − π(θ˜v, θ˜w)).
Using (1.19) for θv and θw, followed by Lemma 1.1.13, we obtain
〈θw, v〉 − 〈θv, w〉 = d
dt
(〈θ˜w, v〉 − 〈θ˜v, w〉)− 〈θ˜w,∇a(v)〉+ 〈θ˜v,∇a(w)〉.
The last two terms can be evaluated as follows:
−〈θ˜w,∇a(v)〉+ 〈θ˜v,∇a(w)〉 = −〈θ˜w, π♯(θv)〉+ 〈θ˜v, π♯(θw)〉 =
= −〈θ˜w, π♯(∇a(θ˜v))〉+ 〈θ˜v, π♯(∇a(θ˜w))〉 =
= −〈θ˜w,∇a(π♯(θ˜v))〉 − 〈∇a(θ˜w), π♯(θ˜v)〉 =
= − d
dt
〈θ˜w, π♯(θ˜v)〉 = − d
dt
π(θ˜v, θ˜w),
where we have used Lemma (1.2.3), equation (1.19), the fact that π♯(∇a(θ˜v)) = ∇a(π♯(θ˜v)), the antisym-
metry of π♯ and Lemma 1.1.13.
1.2.4 Proof of Theorem 0
We start by proving the equality (1.16). By counting dimensions, it suffices to prove that for ξ ∈ U , we
have that ω(v0, w0) = 0 for all
v0 ∈ TξF(p), and w0 ∈ TξF(p1). (1.21)
Using the same notation as before, conditions 1.21 are equivalent to v(0) = 0 and w(1) = 0. We remark
that (1.19), as an equation on θ˜v, is a linear ordinary differential equation; hence it has solutions defined
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for all t ∈ [0, 1] satisfying any given initial (or final) condition. Hence one may arrange that θ˜v(0) = 0,
θ˜w(1) = 0. Lemma 1.2.4 immediately implies that ω(v0, w0) = 0.
Finally, we show that p is a Poisson map. We have to show that, for ξ ∈ U and θ ∈ T ∗xM (x = p(ξ)),
the unique v0 ∈ TξU satisfying
p∗(θ)ξ = ιv0(ω) (1.22)
also satisfies (dp)ξ(v0) = π
♯(θ). From (1.22), it follows that v0 ∈ TξF(p)⊥, hence v0 ∈ TξF(p1), therefore
v(1) = 0. Next, we evaluate (1.22) on an arbitrary w0 ∈ TξU . We use the formula 1.20, where θ˜v and θ˜w
are chosen so that θ˜v(1) = 0 and θ˜w(0) = η ∈ T ∗xM is arbitrary. We find:
θ(w(0)) = 〈θ˜v(0), w(0)〉+ 〈η, π♯θ˜v(0)− v(0)〉.
Since this holds for all w0 and all η, we deduce that θ = θ˜v(0) and π
♯θ˜v(0) = v(0). Hence π
♯(θ) = v(0) =
(dp)ξ(v0).
1.2.5 Some remarks
Here are some remarks on possible variations. First of all, regarding the notion of contravariant spray, the
first condition means that, locally, Vπ is of the form
Vπ(x, y) =
∑
i,j
πi,j(x)yi
∂
∂xj
+
∑
p
γp(x, y)
∂
∂yp
.
The second condition means that each γp(x, y) is of the form
∑
q,r γ
p
q,r(x)yqyr. While the first condition
has been heavily used, the second was only needed to ensure that ω is well-defined and nondegenerate at
elements 0x ∈ T ∗xM .
Another remark is that one can show that U can be made into a local symplectic groupoid, with source
map p and target map p1 (see also [44]).
Let us also point out that we used that π is Poisson only in the compatibility relation (1.12) which
in turn was only used at the end of the proof of Lemma 1.2.4. However, it is easy to keep track of the
extra-terms that show up for general bivectors π. At the right hand side of (1.12), one has to add the term
iα∧β(χπ) where χπ = [π, π], and to (1.20) the term
∫ 1
0
χπ(a, θ˜v, θ˜w)dt. This is useful for handling various
twisted versions. For example, for a σ-twisted bivector π on M (i.e. satisfying [π, π] = π♯(σ), where σ is a
given closed 3-form on M [63]), the interesting (twisted symplectic) 2-form on U is the previously defined
ω to which we add the 2-form ωσ given by (compare with [9]):
ωσ =
∫ 1
0
ϕ∗t (iVπp
∗(σ))dt.
1.3 Conn’s theorem revisited
Conjectured by Weinstein [72], Conn’s normal form theorem [10] is nowadays one of the classical results
in Poisson geometry. Conn’s original proof is analytic, based on the fast convergence method of Nash
and Moser. A geometric proof of this result is also available [18]. However, Conn’s argument seems
stronger than the geometric one; in particular, it also implies a local rigidity property. We have adapted
both approaches (the geometric and the analytic) to the case of symplectic leaves. The outcomes are the
normal form Theorem 2 and the rigidity Theorem 4. In this section we present a simplified version of
Conn’s original proof.
1.3.1 The statement
Let (M,π) be a Poisson manifold. A point x ∈M is called a fixed point of π, if πx = 0 or, equivalently,
if {x} is a symplectic leaf. Conn’s theorem [10] gives a normal form for (M,π) near x, built out of the
isotropy Lie algebra gx at x. Recall that gx = T
∗
xM , with Lie bracket defined by
[dxf, dxg] = dx{f, g}.
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The linear Poisson structure (g∗x, πgx) plays the role of the first order approximation of π around x in the
realm of Poisson geometry.
Theorem 1.3.1 (Conn’s Theorem [10]). If gx is semisimple of compact type, then a neighborhood of x in
(M,π) is Poisson diffeomorphic to a neighborhood of the origin in (g∗x, πgx).
1.3.2 Rigidity of the linear Poisson structure
Conn’s theorem follows from a rigidity property of the linear Poisson structure, which we explain in the
sequel.
Throughout this section, we fix (g, [·, ·]) a compact semisimple Lie algebra and (·, ·) an invariant inner
product on g∗. Denote by Br ⊂ g∗ the open ball of radius r centered at the origin. Let {xi} be linear
coordinates on g∗ corresponding to an orthonormal basis of g. We define Cn-norms on the space of
multivector fields on the closed ball Br: for f ∈ C∞(Br), let
‖f‖n,r := sup
0≤|α|≤n
sup
x∈Br
|∂
|α|f
∂xα
(x)|,
and for W ∈ X•(Br), let ‖W‖n,r := supi1,...,ik ‖Wi1,...,ik‖n,r, where
W =
∑
i1,...,ik
Wi1,...,ik
∂
∂xi1
∧ . . . ∧ ∂
∂xik
.
For R > r, denote the restriction map X•(BR)→ X•(Br) by W 7→W|r.
The linear Poisson structure πg has the following rigidity property.
Theorem 1.3.2. For some p > 0 and all 0 < r < R, there is a constant δ = δ(r, R) > 0, such that for
every Poisson structure π on BR satisfying
‖π − πg‖p,R < δ,
there is an open embedding ϕ : Br →֒ BR, which is a Poisson map between
ϕ : (Br, πg) −→ (BR, π).
Remark 1.3.3. For p we find the (most probably not optimal) value:
p = 7⌊dim(g)/2⌋+ 17.
Conn’s theorem is a consequence of this rigidity property.
Proof of rigidity ⇒ linearization. Let π be a Poisson structure whose isotropy Lie algebra at a fixed point
x is g. Taking a chart centered at x, we may assume that π is defined on BR, for some R > 0, and so, it
is given by
π =
1
2
∑
i,j
πi,j(x)
∂
∂xi
∧ ∂
∂xj
, with πi,j(0) = 0.
The linear Poisson structure is
πg =
1
2
∑
i,j,k
∂πi,j
∂xk
(0)xk
∂
∂xi
∧ ∂
∂xj
.
The two structures can be connected by a smooth path of Poisson bivectors πt ∈ X2(BR), with π1 = π
and π0 = πg, given by
πt :=
1
2t
∑
i,j
πi,j(tx)
∂
∂xi
∧ ∂
∂xj
, t ∈ [0, 1].
Let 0 < r < R. By Theorem 1.3.2, for t > 0 such that
‖πt − πg‖p,R < δ(r, R),
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there exists an open embedding ϕ : Br →֒ BR such that πg = ϕ∗(πt). Notice that πt = tµ∗t (π), where µt
denotes multiplication by t > 0, and, since πg is linear, that µ
∗
1/t(πg) = tπg. Therefore
πg =
1
t
µ∗1/t(πg) =
1
t
µ∗1/t ◦ ϕ∗(πt) = µ∗1/t ◦ ϕ∗ ◦ µ∗t (π) = (µt ◦ ϕ ◦ µ1/t)∗(π).
Thus ψ := µt ◦ ϕ ◦ µ1/t is an open embedding and a Poisson map between
ψ : (Btr , πg) −→ (BtR, π).
Remark 1.3.4. In fact, by making δ small enough, we prove that ϕ from Theorem 1.3.2 can be made
arbitrary C1-close to the identity. In particular, we may assume that 0 ∈ ϕ(Br), and so, in the proof
above, that 0 ∈ ψ(Btr). Since 0 is the only fixed point of πg the Poisson map ψ sends 0 to 0; and this is
how Conn states the conclusion of his theorem [10].
1.3.3 Tame homotopy operators
One of the main ingredients in the proof of Theorem 1.3.2 is the existence of tame homotopy operators
for the second Poisson cohomology of πg. Here is where our proof deviates the most from Conn’s. A
more general construction, which applies to Lie algebroid cohomology with coefficients, is presented in the
appendix (The Tame Vanishing Lemma).
The Poisson cohomology as the invariant part of Ω•g∗(G)
The results in this subsection hold for any Lie algebra g.
The space of multivector fields on g∗ can be identified with the space of forms on g with values in
C∞(g∗)
X•(g∗) ∼= Λ•g∗ ⊗ C∞(g∗).
With this, the Poisson differential becomes the differential computing the Eilenberg Chevalley cohomology
of g with coefficients in the representation C∞(g∗), and it can be written using the Poisson bracket as
dπgω(X0, . . . , Xk) =
k∑
i=0
(−1)i{Xi, ω(X0, . . . , Xˆi, . . . , Xk)}+
+
∑
i<j
(−1)i+jω({Xi, Xj}, X0, . . . , Xˆi, . . . , Xˆj, . . . , Xk),
for ω ∈ Λkg∗ ⊗ C∞(g∗), where we regard Xi ∈ g as linear functions on g∗.
Let G be the 1-connected Lie group integrating g. Let Xr ∈ X(G) be the right invariant extension
of X ∈ g, i.e. Xrg = drg(X). By our convention (see section 1.4), the map X 7→ Xr is a Lie algebra
homomorphism. Therefore, the map associating to a form on g its right invariant extension
Λ•g∗ ∋ ω 7→ ωr ∈ Ω•(G), ωrg := r∗g−1(ω)
is a chain map between the Eilenberg Chevalley complex of g and the de Rham complex of G
(Λ•g∗, dg) −→ (Ω•(G), dG).
We have a version of this also with coefficients in C∞(g∗). Let Ω•g∗(G) denote the space of sections of
Λ•T ∗G× g∗ → G× g∗. Regarding the elements in Ω•g∗(G) as smooth maps
ω : g∗ −→ Ω•(G), ξ 7→ ωξ,
Ω•g∗(G) can be endowed with the “pointwise de Rham differential”:
dG(ω)ξ := dG(ωξ), ξ ∈ g∗, ω ∈ Ω•g∗(G).
Poisson cohomology is the G-invariant part of the resulting cohomology.
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Lemma 1.3.5. The Poisson complex of (g∗, πg) is isomorphic to the G-invariant part of the complex
(Ω•g∗(G), dG) via the map
J : (X•(g∗), dπg) −→ (Ω•g∗(G), dG),
J(ω)(g,ξ)(X1, . . . , Xk) := ωAd∗
g−1
(ξ)(drg−1(X1), . . . , drg−1(Xk)),
for ω ∈ Xk(g∗), where the action of G on Ω•g∗(G) is
(g · ω)ξ := r∗g(ωAd∗g(ξ)).
Proof. The fact that J is an isomorphism between
Λ•g∗ ⊗ C∞(g∗) ∼= Ω•g∗(G)G,
is straightforward; we only note that a left inverse of J is the map
P : Ω•g∗(G) −→ Λ•g∗ ⊗ C∞(g∗), P (ω)ξ := ωξ|Λ•TeG.
On forms with constant coefficients, i.e. forms in Λ•g∗, the map J is just the right invariant extension,
thus it commutes with the differentials. So is suffices to check the statement for f ∈ C∞(g∗). For X ∈ g,
we have
(dGJ(f))ξ(drg(X)) =
d
dǫ
(J(f)ξ(exp(ǫX)g)) |ǫ=0 =
=
d
dǫ
f(Ad∗exp(−ǫX)Ad
∗
g−1(ξ))|ǫ=0 = df(HX)Ad∗
g−1
(ξ) =
= {X, f}Ad∗
g−1
(ξ) = (dπgf)Ad∗
g−1
(ξ)(X) = J(dπgf)ξ(drg(X)),
and this finishes the proof.
Homotopy operators for the de Rham complex of G
The assumption that g is compact and semisimple is equivalent to the compactness of G. The simply
connectedness of G implies that H2(G) = 0 (see e.g. [27]). The invariant inner product on g extends to a
bi-invariant Riemannian metric m on G. Integration against the volume density corresponding to m gives
an inner product on the space of forms
(η, θ) :=
∫
G
m(η, θ)|dV ol(m)|, η, θ ∈ Ω•(G).
Denote by δ the formal adjoint of the exterior derivative d, i.e. δ is the unique linear, first order partial
differential operator
δ : Ω•+1(G) −→ Ω•(G)
satisfying
(dη, θ) = (η, δθ), η ∈ Ω•(G), θ ∈ Ω•+1(G).
Since d2 = 0, also δ2 = 0. The corresponding Laplace-Beltrami operator is
∆ : Ω•(G) −→ Ω•(G), ∆ := (d+ δ)2 = dδ + δd.
Since H2(G) = 0, by classical Hodge theory (see e.g. [71]), it follows that ∆ is invertible in degree 2, and
that its inverse satisfies
|∆−1η|Gn+2 ≤ Cn|η|Gn , η ∈ Ω2(G), (1.23)
where Cn are positive constants and | · |Gn denote Sobolev norms on Ω•(G). The Sobolev embedding
theorem and (1.23) imply that ∆−1 satisfies similar inequalities for Cn-norms ‖ · ‖Gn on Ω•(G)
‖∆−1η‖Gn ≤ Cn‖η‖Gn+s−1, η ∈ Ω2(G),
where s = ⌊ 12dim(G)⌋.
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Consider the linear operators H1 := δ ◦∆−1 and H2 := ∆−1 ◦ δ
Ω1(G)
H1←− Ω2(G) H2←− Ω3(G).
Note that dδ and ∆ commute (hence also dδ and ∆−1)
∆dδ = (dδ + δd)dδ = dδdδ + δd2δ = dδdδ = dδdδ + dδ2d = dδ(dδ + δd) = dδ∆.
This implies that H1 and H2 are linear homotopy operators for the de Rham complex in degree 2
dH1 +H2d = dδ∆
−1 +∆−1δd = ∆−1(dδ + δd) = IdΩ2(G).
Since δ is of first order, and by (1.23), H1 and H2 satisfy
‖H1η‖Gn ≤ Cn‖η‖Gn+s, ‖H2θ‖Gn ≤ Cn‖θ‖Gn+s. (1.24)
By invariance of the metric, also these operators are invariant
l∗g(H1η) = H1l
∗
g(η), l
∗
g(H2θ) = H2l
∗
g(θ). (1.25)
Tame homotopy operators for the Poisson complex
We are ready to construct the homotopy operators for the Poisson complex.
Lemma 1.3.6 (Proposition 2.1 [10]). There are linear homotopy operators for the Poisson complex of
(g∗, πg) in degree two
X1(g∗)
h1←− X2(g∗) h2←− X3(g∗),
dπgh1 + h2dπg = IdX2(g∗),
which induce homotopy operators for (Br, πg|r) in degree two
X1(Br)
hr1←− X2(Br) h
r
2←− X3(Br),
hr1(η|r) = h1(η)|r, h
r
2(θ|r) = h2(θ)|r .
These operators satisfy the following inequalities
‖hr1η‖n,r ≤ Cn‖η‖n+s,r, ‖hr2θ‖n,r ≤ Cn‖θ‖n+s,r,
with s = ⌊ 12dim(g)⌋ and constants Cn > 0 independent of r.
Proof. Using the maps J and P from Lemma 1.3.5, we define
h1(η) := P ◦H1 ◦ J(η), h2(θ) := P ◦H2 ◦ J(θ).
Since H1 and H2 are homotopy operators for the de Rham cohomology of G in degree 2, it follows
that they induce also homotopy operators for the complex (Ωg∗(G), dG) in degree 2. By (1.25), H1 and
H2 preserve Ωg∗(G)
G and Lemma 1.3.5 gives an isomorphism between (Ωg∗(G)
G, dG) and the Poisson
complex under which H1 and H2 correspond to h1 and h2. Thus, h1 and h2 are homotopy operators for
the Poisson complex in second degree.
Observe that for η ∈ X•(g∗) ∼= Λ•g∗ ⊗C∞(g∗) and ξ ∈ Br, by invariance of the metric, J(η)ξ depends
only on η|r. Therefore, a version of Lemma 1.3.5 is true for Br which gives an isomorphism between
(X•(Br), dπg)
∼= (Ω•Br(G)
G, dG).
In particular, hr1 and h
r
2 are well-defined and, by a similar argument as before, they are homotopy operators
in degree 2.
To check the inequalities, we endow first Ω•
Br
(G) with Cn-norms
‖ω‖Gn,r := sup
|α|+k≤n
sup
x∈Br
‖∂
|α|ω
∂xα
(x)‖Gk ,
25
Chapter 1
where ‖ · ‖Gn are some fixed Cn-norms on G. Using (1.24), we compute
‖H1(η)‖Gn,r = sup
|α|+k≤n
sup
x∈Br
‖∂
|α|H1η
∂xα
(x)‖Gk = sup
|α|+k≤n
sup
x∈Br
‖H1∂
|α|η
∂xα
(x)‖Gk ≤
≤ sup
|α|+k≤n
sup
x∈Br
Ck‖∂
|α|η
∂xα
(x)‖Gk+s ≤ Cn‖η‖Gn+s,r,
and similarly, for H2 we obtain
‖H2(θ)‖Gn,r ≤ Cn‖θ‖Gn+s,r.
It is not difficult to show that J and P satisfy the inequalities
‖J(η)‖Gn,r ≤ Cn‖η‖n,r, ‖P (ω)‖n,r ≤ Cn‖ω‖Gn,r,
(see also Lemma A.1.5) and combining these with the inequalities for H1 and H2, we obtain the conclusion.
1.3.4 Inequalities
In this subsection we list several inequalities which will be used in the proof of Theorem 1.3.2. Most
of these results are standard, and for the proofs we refer to chapter 6 where we present more general
statements.
A usual convention when dealing with the Nash-Moser techniques (e.g. [37]), already used in the
previous subsection, and which we also adopt here, is to denote all constants by the same symbol. In the
results below we work with “big enough” constants Cn which depend continuously on r > 0 (the radius of
Br), on the Lie algebra g and the metric defined on it, and we also work with a “small enough” constant
θ > 0, which does not depend on r.
Smoothing operators and interpolation inequalities
The main technical tool used in the Nash-Moser method are the smoothing operators. This is a family
of linear operators
{Srt : Xk(Br) −→ Xk(Br)}t>1,r>0
that satisfy, for all m ≤ n, W ∈ Xk(Br), the inequalities
‖Srt (W )‖n,r ≤ tmCn‖W‖n−m,r, ‖Srt (W )−W‖n−m,r ≤ t−mCn‖W‖n,r,
with Cn > 0 depending continuously on r > 0. For their existence see Lemma 6.3.2.
As remarked in [37], existence of smoothing operators implies that the classical interpolation in-
equalities hold for the norms ‖ · ‖n,r
‖W‖l,r ≤ Cn(‖W‖k,r)
n−l
n−k (‖W‖n,r)
l−k
n−k , ∀ W ∈ X•(Br),
for k ≤ l ≤ n, not all equal, with Cn > 0 depending continuously on r.
Inequalities of some natural operations
As a straightforward consequence of the interpolation inequalities, the Schouten bracket on X•(Br) satisfies
(see Lemma 6.3.4)
‖[W,V ]‖n,r ≤ Cn(‖W‖0,r‖V ‖n+1,r + ‖W‖n+1,r‖V ‖0,r).
We consider also Cn-norms on the space of maps C∞(Br, g
∗), defined exactly as on X(g∗). Such a
map is called a local diffeomorphism, if it can be extended on some neighborhood of Br to an open
embedding. Let Ir denote the inclusion Br ⊂ g∗. A C1-open around Ir contains only local diffeomorphisms.
Lemma 1.3.7 (see Lemma 6.3.7). There exists θ > 0, such that, if ψ ∈ C∞(Br, g∗) satisfies ‖ψ−Ir‖1,r <
θ, then ψ is a local diffeomorphism.
The composition satisfies the following inequalities.
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Lemma 1.3.8 (see Lemma 6.3.8). There are constants Cn > 0, depending continuously on 0 < s < r,
such that for and all ϕ ∈ C∞(Bs, Br) satisfying ‖ϕ − Is‖1,s < 1, and all ψ ∈ C∞(Br, g∗), the following
hold
‖ψ ◦ ϕ− Is‖n,s ≤ ‖ψ − Ir‖n,r + ‖ϕ− Is‖n,s+
+ Cn(‖ψ − Ir‖n,r‖ϕ− Is‖1,s + ‖ϕ− Is‖n,s‖ψ − Ir‖1,r),
‖ψ ◦ ϕ− ψ‖n,s ≤ ‖ϕ− Is‖n,s+
+ Cn(‖ψ − Ir‖n+1,r‖ϕ− Is‖1,s + ‖ϕ− Is‖n,s‖ψ − Ir‖1,r).
These inequalities imply a criterion for convergence of compositions.
Lemma 1.3.9 (see Lemma 6.3.9). There exists θ > 0, such that for all sequences
{ϕk ∈ C∞(Brk , Brk−1)}k≥1,
where 0 < r < rk < rk−1 < R, which satisfy
σ1 :=
∑
k≥1
‖ϕk − Irk‖1,rk < θ and
∑
k≥1
‖ϕk − Irk‖n,rk <∞,
the sequence of maps
ψk := ϕ1 ◦ . . . ◦ ϕk|r : Br −→ BR,
converges in all Cn-norms to a smooth map ψ ∈ C∞(Br, BR) which satisfies
‖ψ − Ir‖1,r ≤ Cσ1,
for some constant C > 0 depending continuously on r and R.
We list some properties of the flow.
Lemma 1.3.10 (see Lemmas 6.3.10, 6.3.11, 6.3.12). There exists θ > 0 such that for all 0 < s < r and
all X ∈ X1(Br) with ‖X‖0,r < (r − s)θ, the flow of X is defined for t ∈ [0, 1] between
ϕtX : Bs −→ Br.
Moreover, there are Cn > 0, which depend continuously on r, such that if X also satisfies ‖X‖1,r < θ,
then ϕX := ϕ
1
X has the following properties
‖ϕX − Is‖n,s ≤ Cn‖X‖n,r,
‖ϕ∗X(W )‖n,s ≤ Cn(‖W‖n,r + ‖W‖0,r‖X‖n+1,r),
‖ϕ∗X(W )−W|s‖n,s ≤ Cn(‖X‖n+1,r‖W‖1,r + ‖X‖1,r‖W‖n+1,r),
‖ϕ∗X(W )−W|s − ϕ∗X([X,W ])‖n,s ≤
≤ Cn‖X‖0,r(‖X‖n+2,r‖W‖2,r + ‖X‖2,r‖W‖n+2,r),
for all W ∈ X•(Br).
1.3.5 Proof of Theorem 1.3.2
We will construct ψ as a limit of open embeddings ψk : Br →֒ BR, chosen such that the difference
ψ∗k(π)− πg|r converges to zero. Denote by
α := 2(s+ 3), p := 7s+ 17,
where s = ⌊ 12dim(g)⌋, and consider the sequences
ǫ0 := min{ 14 , R−r2 }, r0 := R, t0 := δ−1/α,
ǫk+1 := ǫ
3/2
k , rk+1 := rk − ǫk, tk+1 := t3/2k ,
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where δ = δ(r, R) ∈ (0, 1) will be fixed later on. By our choice of ǫ0,
∞∑
k=0
ǫk =
∞∑
k=0
ǫ
(3/2)k
0 <
∞∑
k=0
ǫ
1+ k2
0 =
ǫ0
1−√ǫ0 ≤ (R − r),
hence r < rk < R, for all k ≥ 1.
Denote the smoothing operators by Sk := S
rk
tk . Consider the sequences
{Xk ∈ X1(Brk)}k≥0, {πk ∈ X2(Brk)}k≥0,
defined by the following recursive procedure:
π0 := π, Zk := πk − πg|rk , Xk := Sk(hrk1 (Zk)), πk+1 := ϕ∗Xk(πk).
We will prove by induction the following statements (note that the first ensures that the procedure is
well-defined for all k):
(ak): the flow of Xk at time one is defined as a map
ϕXk : Brk+1 −→ Brk .
(bk): Zk satisfies the inequalities
‖Zk‖s,rk ≤ t−αk , ‖Zk‖p,rk ≤ tαk .
By hypothesis, (b0) holds
‖Z0‖p,R = ‖π − πg‖p,R < δ = t−α0 .
We will show that (bk) implies (ak) and (bk+1).
First we give a bound for the norms of Xk in terms of the norms of Zk
‖Xk‖m,rk = ‖Sk(hrk1 (Zk))‖m,rk ≤ Cmtlk‖hrk1 (Zk)‖m−l,rk ≤ (1.26)
≤ Cmtlk‖Zk‖m+s−l,rk ,
for all 0 ≤ l ≤ m. In particular, for m = l, using (bk), we obtain
‖Xk‖m,rk ≤ Cmtm−αk . (1.27)
Taking δ such that δ−1/α = t0 > ǫ
−1
0 , we have that tk > ǫ
−1
k . Using that α > 3 and (1.26), we obtain
‖Xk‖1,rk ≤ Ct1−αk ≤ Ct−10 t−1k < Cδ1/αǫk. (1.28)
By shrinking δ, we get that ‖Xk‖1,rk ≤ θǫk, so Xk satisfies the hypothesis of Lemma 1.3.10, in particular
(ak) holds.
We deduce now an inequality for all norms ‖Zk+1‖n,rk+1, with n ≥ s
‖Zk+1‖n,rk+1 = ‖ϕ∗Xk(Zk) + ϕ∗Xk(πg)− πg‖n,rk+1 ≤ (1.29)
≤ Cn(‖Zk‖n,rk + ‖Xk‖n+1,rk‖Zk‖0,rk + ‖Xk‖n+1,rk‖πg‖n+1,rk) ≤
≤ Cn(‖Zk‖n,rk + ‖Xk‖n+1,rk) ≤ Cnts+1k ‖Zk‖n,rk ,
where we used Lemma 1.3.10, the inductive hypothesis and inequality (1.26) with m = n+1 and l = s+1.
For n = p, using also that s+ 1 + α < 32α− 1 and by shrinking δ, this gives the second part of (bk+1):
‖Zk+1‖p,rk+1 ≤ Cts+1+αk < Ct
3
2α−1
k ≤ Ct−10 tαk+1 = Cδ1/αtαk+1 ≤ tαk+1.
To prove the first part of (bk+1), we write Zk+1 = Vk + ϕ
∗
Xk
(Uk), where
Vk := ϕ
∗
Xk(πg)− πg − ϕ∗Xk([Xk, πg]), Uk := Zk − [πg, Xk].
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Using Lemma 1.3.10 and inequality (1.27), these terms can be bounded by
‖Vk‖s,rk+1 ≤ C‖πg‖s+2,rk‖Xk‖0,rk‖Xk‖s+2,rk ≤ Cts+2−2αk , (1.30)
‖ϕ∗Xk(Uk)‖s,rk+1 ≤ C(‖Uk‖s,rk + ‖Uk‖0,rk‖Xk‖s+1,rk) ≤ (1.31)
≤ C(‖Uk‖s,rk + ts+1−αk ‖Uk‖0,rk).
To compute the Cs-norm for Uk, we rewrite it as
Uk = Zk − [πg, Xk] = [πg, hrk1 (Zk)] + hrk2 ([πg, Zk])− [πg, Xk] =
= [πg, (I − Sk)hrk1 (Zk)]−
1
2
hrk2 ([Zk, Zk]).
By tameness of the Lie bracket, the first term can be bounded by
‖[πg, (I − Sk)hrk1 (Zk)]‖s,rk ≤ C‖(I − Sk)hrk1 (Zk)‖s+1,rk ≤
≤ Ct2s+1−pk ‖hrk1 (Zk)‖p−s,rk ≤ Ct2s+1−pk ‖Zk‖p,rk ≤
≤ Ct2s+1−p+αk = Ct
− 32α−1
k ,
and using also the interpolation inequalities, for the second term we obtain
‖1
2
hrk2 ([Zk, Zk])‖s,rk ≤ C‖[Zk, Zk]‖2s,rk ≤ C‖Zk‖0,rk‖Zk‖2s+1,rk ≤
≤ Ct−αk ‖Zk‖
p−(2s+1)
p−s
s,rk ‖Zk‖
s+1
p−s
p,rk ≤ Ct
−α(1+ p−(3s+2)p−s )
k .
Since −α(1 + p−(3s+2)p−s ) ≤ − 32α− 1, these two inequalities imply that
‖Uk‖s,rk ≤ Ct−
3
2α−1
k . (1.32)
Using (1.27), we bound the C0-norm of Uk by
‖Uk‖0,rk ≤ ‖Zk‖0,rk + ‖[πg, Xk]‖0,rk ≤ t−αk + C‖Xk‖1,rk ≤ Ct1−αk . (1.33)
Using (1.30), (1.31), (1.32), (1.33) and that s+ 2− 2α = − 32α− 1 we get
‖Zk+1‖s,rk+1 ≤ C(ts+2−2αk + t
− 32α−1
k ) ≤ Ct
− 32α−1
k ≤ Cδ1/αt
− 32α
k = Cδ
1/αt−αk+1,
and by taking δ even smaller, this finishes the induction.
From (1.29) we conclude that for each n ≥ 1, there is kn ≥ 0, such that
‖Zk+1‖n,rk+1 ≤ ts+2k ‖Zk‖n,rk , ∀ k ≥ kn.
By iterating this, we obtain
ts+2k ‖Zk‖n,rk ≤ (tktk−1 . . . tkn)s+2‖Zkn‖n,rkn .
On the other hand we have that
tktk−1 . . . tkn = t
1+ 32+...+(
3
2 )
k−kn
kn
≤ t2( 32 )
k+1−kn
kn
= t3k.
Therefore, we obtain a bound valid for all k > kn
‖Zk‖n,rk ≤ t2(s+2)k ‖Zkn‖n,rkn .
Consider now m > s and denote by n := 4m− 3s. Applying the interpolation inequalities, for k > kn, we
obtain
‖Zk‖m,rk ≤ Cm‖Zk‖
n−m
n−s
s,rk ‖Zk‖
m−s
n−s
n,rk = Cm‖Zk‖
3
4
s,rk‖Zk‖
1
4
n,rk ≤
≤ Cmt−
3
4α+
1
2 (s+2)
k ‖Zkn‖
1
4
n,rkn = Cmt
−(s+ 72 )
k ‖Zkn‖
1
4
n,rkn .
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This inequality and inequality (1.26), for l = s, imply
‖Xk‖m,rk ≤ Cmtsk‖Zk‖m,rk ≤ t−
7
2
k
(
Cm‖Zkn‖
1
4
n,rkn
)
.
This shows that the series
∑
k≥0 ‖Xk‖m,rk converges for all m. By Lemma 1.3.10, also
∑
k≥0 ‖ϕXk −
Irk+1‖m,rk+1 converges for all m and, by (1.28),
σ1 :=
∑
k≥1
‖ϕXk − Irk+1‖1,rk+1 ≤ C
∑
k≥1
‖Xk‖1,rk ≤ C
∑
k≥1
δ1/αǫk ≤ Cδ1/α.
So we may assume that σ1 ≤ θ, and we can apply Lemma 1.3.9 to conclude that the sequence of maps
ψk := ϕX0 ◦ . . . ◦ ϕXk|r : Br −→ BR,
converges uniformly in all Cn-norms to a map ψ : Br → BR that satisfies ‖ψ− Ir‖1,r ≤ Cδ1/α. Hence, by
shrinking δ, we may apply Lemma 1.3.7, to conclude that ψ is a local diffeomorphism. Since ψk converges
in the C1-topology to ψ and ψ∗k(π) = (dψk)
−1(πψk), it follows that ψ
∗
k(π) converges in the C
0-topology to
ψ∗(π). On the other hand, Zk|r = ψ
∗
k(π) − πg|r converges to 0 in the C0-norm, hence ψ∗(π) = πg|r. So ψ
is a Poisson map and a local diffeomorphism between
ψ : (Br, πg|r) −→ (BR, π).
1.3.6 The implicit function theorem point of view
By the heuristical interpretation of Poisson cohomology from subsection 1.1.4, the infinitesimal condition
corresponding to rigidity is the vanishing of the second Poisson cohomology. This fits very well in the
framework of implicit function theorems. The various results of this type allow one to prove existence
results by analyzing the linearized equations underlying the problem (i.e. the infinitesimal data). A natural
question is if such a result is applicable in the case of Conn’s theorem. The standard implicit function
theorem is for finite dimensional spaces, but there are versions also for infinite dimensional ones. A
generalization to Banach spaces (e.g. spaces of Cn-maps), with rather mild extra assumptions, is well
known and proved very useful. In the case of Fre´chet spaces (e.g. spaces of C∞-maps), the situation is
more subtle and the precise conditions are more involved. The main general such result is Hamilton’s
implicit function theorem [37], which is discussed briefly in the appendix A.2. Here we explain that,
although intuitively, Conn’s theorem is the manifestation of an implicit function phenomenon, Hamilton’s
result cannot be applied (at least not in the way outlined in [23]). Still, Hamilton’s implicit function
theorem provides more insight into the problem; in particular the inequalities listed in subsection 1.3.4
assert that the natural operations (e.g. the Schouten bracket, flows of vector fields, pullbacks) are “tame”
maps in Hamilton’s category of “tame Fre´chet spaces”.
The approach presented here is similar to the one in [23]. For 0 < r < R, let E(R, r) denote the space
of embeddings of BR in g
∗ whose image contains Br in the interior. Consider the “nonlinear complex”
E(R, r) P−→ X2(Br) Q−→ X3(Br), (1.34)
where the maps P and Q are given by
P (ϕ) := ϕ∗(πg)|Br , Q(W ) :=
1
2
[W,W ]. (1.35)
We call this a nonlinear complex, because Q ◦ P (ϕ) = 0, for all ϕ ∈ E(R, r). Exactness of the complex
around πg corresponds to the following rigidity notion: every bivector π on Br, close enough to πg, such
that Q(π) = 0 (i.e. π is Poisson) is of the form P (ϕ), for some ϕ ∈ E(R, r) (i.e. π it is isomorphic to the
restriction of πg to ϕ
−1(Br)). In a finite dimensional situation, for this exactness property to hold, it is
enough to require infinitesimal exactness at ϕ = IR (see e.g. chapter 3, section 11.C of [40], Part II). In
our case, identifying the tangent space at IR of E(R, r) with X(BR), the linearized complex is
X(BR)
dπg◦|r−→ X2(Br)
dπg−→ X3(Br). (1.36)
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One easily checks that the maps e ◦ h1 and h2 are homotopy operators for (1.36), where h1 and h2 are
the operators from subsection 1.3.3 and e : X(Br) → X(BR) is a splitting of the restriction map. So
the infinitesimal sequence splits, and moreover, by choosing e to be a tame extension operator (see e.g.
Corollary 1.3.7 [37]), we obtain tame homotopy operators.
To apply Hamilton’s result [38], first one needs to check that the maps in (1.35) are smooth and “tame”
(which is routine, and follows from results in [37]), and second, that the infinitesimal complex splits at all
points near IR. At ϕ ∈ E(R, r), this complex is isomorphic to
X(BR)
dP(ϕ)◦|r◦ϕ∗−→ X2(Br)
dP(ϕ)−→ X3(Br), (1.37)
and its exactness implies vanishing ofH2P (ϕ)(Br). Yet this cohomology doesn’t vanish on any neighborhood
of IR! This, together with the fact that the nonlinear complex is not exact in general, is explained below in
the case of so(3). So, this natural attempt to apply Hamilton’s implicit function theorem doesn’t work. In
[23], the author works instead of E(R, r) with the space of diffeomorphisms of g∗ with support in BR. Yet,
the same problem occurs when trying to apply Hamilton’s result, as one can easily check. Nevertheless,
this point of view gives more insight into the problem. Of course, there are other geometric situations in
which Hamilton’s theorem is the right tool to prove rigidity (see e.g. [38, 39] and also Appendix A.2).
Smooth deformations of the ball in so(3)∗
Consider the linear Poisson structure on R3 corresponding to so(3)∗
πso(3) := x
∂
∂y
∧ ∂
∂z
+ y
∂
∂z
∧ ∂
∂x
+ z
∂
∂x
∧ ∂
∂y
.
The following shows that (1.37) is not exact on a neighborhood of IR.
Proposition 1.3.11. There exist open embeddings ϕ : BR →֒ R3, arbitrary close to the identity, such that
H2π(Br) 6= 0, for π := ϕ∗(πso(3))|r .
Proof. Consider coordinates (ρ, θ, z) on R3\{(0, 0, z)|z ∈ R}, where ρ > 0 is the distance to the origin,
θ ∈ S1 is the angle with the xz-plane and z satisfies −ρ < z < ρ. In these coordinates the Poisson structure
becomes
πso(3) =
∂
∂z
∧ ∂
∂θ
.
Consider the bivector
W := χ(ρ)
∂
∂ρ
∧ ∂
∂z
,
where χ : [0,∞)→ R is a smooth function satisfying χ(ρ) = 0 for ρ ∈ [0, r] and χ(ρ) > 0 for ρ > r. Note
that, in the coordinates (x, y, z), W extends to
U := R3\{(0, 0, z)||z| ≥ r},
and that it vanishes on Br. Clearly [πso(3),W ] = 0.
We claim that, for an open U˜ ⊂ U that contains a circle of the form S1ρ0,z0 := {(ρ0, θ, z0)|θ ∈ S1}, for
ρ0 > r, the class of [W ] ∈ H2πso(3)(U˜) is nontrivial. Assume that X = A ∂∂ρ + B ∂∂θ + C ∂∂z is a vector field
on U˜ such that [πso(3), X ] =W . In particular, this equation implies that
∂A
∂θ
(ρ0, θ, z0) = χ(ρ0).
Integrating
∫ θ=2π
θ=0 , we obtain a contradiction: 0 = 2πχ(ρ0).
Thus, every embedding ϕ : BR →֒ R3, such that for some ρ0 > r:
S1ρ0,z0 ⊂ ϕ−1(Br) ⊂ U,
satisfies that H2π(Br) 6= 0, for π = ϕ∗(πso(3))|Br . For example, the family:
ϕǫ(x, y, z) := (e
−ǫx, e−ǫy, eǫz), ǫ > 0. (1.38)
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The class used in the proof comes from a nontrivial deformation π˜ of πso(3) on U , which we explain in
the sequel. Geometrically, the Poisson structure π˜ coincides with πso(3) on Br, but the leaves outside Br
are noncompact, and spin around ∂Br. To give π˜ explicitly, we describe a regular Poisson structure on an
open in R3 as a pair (α, η) consisting of a non-vanishing 1-form and a non-vanishing 2-form such that
α ∧ dα = 0, α ∧ η 6= 0.
The foliation is the kernel of α and the symplectic structure is the restriction of η to the leaves.
The linear Poisson structure πso(3) is represented on R3\{0} by the pair
(dρ, ω), ω =
1
ρ2
(xdy ∧ dz + ydz ∧ dx+ zdx ∧ dy) .
We define π˜ on U\{0} in terms of the pair
(dρ+ χ(ρ)dθ, ω),
where χ is defined in the proof above. Clearly, π˜ extends to U , and coincides on Br with πso(3). Since the
kernel of ω is spanned by ∂∂ρ , it follows that (dρ+ χ(ρ)dθ) ∧ ω is a volume form on U\{0}.
Using π˜, we prove that the nonlinear complex (1.35) is not exact.
Proposition 1.3.12. There are Poisson structures π on Br, arbitrary close to πso(3), such that (Br, π)
cannot be embedded in (R3, πso(3)).
Proof. Consider the vector field X = ∂∂θ − χ(ρ) ∂∂ρ on U\Br. Note that X is tangent to the symplectic
leaves of π˜, and that its flow lines are of the form
(ρ(t), t+ θ0, z0),
where ρ(t) is a decreasing function which tends to r. In particular, the boundary leaf S := U ∩ ∂Br has
nontrivial holonomy.
Consider the smooth deformation of πso(3)
πǫ := ϕǫ∗(π˜)|Br , ǫ > 0,
where ϕǫ is given in (1.38). For ǫ > 0, (Br, πǫ) cannot be embedded in (R3, πso(3)), since the leaf ϕǫ(S)∩Br
has nontrivial holonomy.
1.4 Some notations and conventions
We use the following conventions:
• the Lie bracket of vector fields is defined by
LX(LY (f))− LY (LX(f)) = L[X,Y ](f),
• the Schouten bracket on X•(M) is defined by
[X1 ∧ . . . ∧Xp, Y1 ∧ . . . ∧ Yq] = (1.39)
=
∑
i,j
(−1)i+j [Xi, Yj ] ∧X1 ∧ . . . ∧ X̂i ∧ . . . ∧Xp ∧ Y1 ∧ . . . ∧ Ŷj ∧ . . . ∧ Yq,
• we define the Lie bracket on the Lie algebra g of a Lie group G using right invariant vector fields:
[X,Y ]r = [Xr, Y r], [X,Y ]l = −[X l, Y l],
where for Z ∈ g we denote by Zr, Z l ∈ X(G) the right (respectively left) invariant extension to G:
Zrg := drg(Z), Z
l
g := dlg(Z).
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Denoting as usual
Adg(Y ) :=
d
dǫ |ǫ=0
g exp(ǫY )g−1, and adX(Y ) :=
d
dǫ |ǫ=0
Adexp(ǫX)(Y ),
the Lie bracket also satisfies
adX(Y ) = [Y,X ].
The Tube Lemma from topology states that a neighborhood of K × {x} in K × X , where K and X
are topological spaces, with K compact, contains a tube K ×U , where U is a neighborhood of x. We will
often use this result in the following form:
The Tube Lemma. Let M be a topological space and let {Ut}t∈[0,1] ⊂M be a family of opens, such that
∪t({t} × Ut) is open in [0, 1]×M . Then ∩t∈[0,1]Ut is open in M .
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Lie algebroids and Lie groupoids
In this chapter we recall some results about Lie algebroids and Lie groupoids, and we also prove some
lemmas on the subject to be used in the following chapters. For the general theory, we recommend [58, 51].
2.1 Lie groupoids
2.1.1 Definition of a Lie groupoid
One usually thinks about a group as the space of symmetries of an object. Groupoids generalize this idea,
by putting together the symmetries of several objects and also “external symmetries” between different
objects. Groupoids that come with a smooth structure, compatible with the groupoid operations, are
called Lie groupoids.
More precisely, a Lie groupoid is given by two smooth manifolds G and M , whose points are called
arrows and objects respectively, and smooth structure maps s, t, u, ι and m, as follows
• s, t : G →M , are surjective submersions, called source and target,
• u :M → G, denoted also by u(x) = 1x, is called the unit map,
• ι : G → G, denoted also by ι(g) = g−1, is the inversion map,
• m : G ×M G → G, denoted also by m(g, h) = gh, is called the multiplication and is defined on
G ×M G = {(g, h)|s(g) = t(h)}.
G ×M G is a smooth manifold since s, t are submersions.
These structure maps are required to satisfy the natural axioms
• s(1x) = t(1x) = x,
• t(g−1) = s(g), s(g−1) = t(g),
• 1t(g)g = g1s(g) = g,
• gg−1 = 1t(g), g−1g = 1s(g),
• s(gh) = s(h), t(gh) = t(g), whenever s(g) = t(h),
• g(hk) = (gh)k, whenever s(g) = t(h) and s(h) = t(k),
for all x ∈M and g, h, k ∈ G.
We usually denote groupoids by G ⇒M .
There are natural examples of groupoids (e.g. coming from foliation theory) for which the space of
arrows is not a Hausdorff manifold; that is, G satisfies all the axioms of a manifold (it has a countable
atlas with smooth transition functions), except for Hausdorffness. Our overall assumptions are that M is
a smooth Hausdorff manifold and that G is smooth manifold but not necessarily Hausdorff.
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2.1.2 Examples
Lie groups
A Lie group is a Lie groupoid over a point.
The action groupoid
LetG be a Lie group acting on an manifoldM . One forms the corresponding action groupoidG⋉M ⇒M
with structure maps
s(g, x) = x, t(g, x) = gx, 1x = (1G, x), (g, x)
−1 = (g−1, gx),
(g, x)(h, y) = (gh, y) where x = hy.
The fundamental groupoid
The fundamental groupoid of a manifoldM , denoted by Π1(M)⇒M , is the space of paths inM modulo
homotopy relative to the endpoints. The source (respectively target) of a path is its initial (respectively
final) point, the composition is concatenation, the units are represented by constant paths, and the inverse
of a path is the same path with reversed orientation.
The gauge groupoid
Let P → M be a principal bundle with structure group G. The gauge groupoid of P , denoted by
P ×G P ⇒M , has as space of arrows between x, y ∈M , equivalence classes [px, py] with px ∈ Px, py ∈ Py ,
where
[px, py] = [qx, qy] ⇔ qx = pxg, qy = pyg for some g ∈ G.
The units are 1x = [px, px], inversion [px, py]→ [py, px] and composition is
[px, py][qy, qz] = [px, qzg], where g ∈ G satisfies py = qyg.
The holonomy groupoid
To a foliation F on M , one associates the holonomy groupoid
Hol(F)⇒M.
Points on different leaves of F have no arrows between them, and the arrows between x and y, both in the
same leaf L, are the holonomy classes of paths from x to y. Recall [58] that, given a path γ : [0, 1] → L,
with γ(0) = x and γ(1) = y, the holonomy of γ is the germ of a diffeomorphism
hol(γ) : Tx −→ Ty,
where Tx and Ty are small transversal submanifolds to L at x and y respectively. The map hol(γ) can be
computed using parallel transport of the Ehresmann connection induced by F on a tubular neighborhood
T ⊂M of L. Two paths γ1, γ2 : x→ y and said to be in the same holonomy class, if, after restricting to
some open of x in Tx, hol(γ1) = hol(γ2). The space of arrows Hol(F) is a smooth manifold [58], but may
fail to be Hausdorff.
2.1.3 Terminology and some properties of Lie groupoids
For a Lie groupoid G ⇒M , we have that
• G(x, y) := s−1(x) ∩ t−1(y) - the set of arrows from x to y - is a (Hausdorff) submanifold of G.
• G(x, x) := Gx - called the isotropy group at x - is a Lie group.
• Gx := t(s−1(x))- called the orbit through x - is an immersed submanifold of M .
• G(x,−) := s−1(x) - the s-fiber over x - is a principal Gx bundle over Gx with projection the target
map t : G(x,−)→ Gx.
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• If X ⊂M is a submanifold transverse to the orbits of G, then
G|X := s−1(X) ∩ t−1(X)⇒ X
is a Lie groupoid. In particular, this holds for opens X ⊂M .
• A submanifold S ⊂M is called invariant, if it is a union of orbits.
• G is called proper, if it is Hausdorff and the map
(s, t) : G −→M ×M,
is proper (i.e. preimages of compact sets are compact).
• G is called transitive if the map
(s, t) : G −→M ×M,
is a surjective submersion. In this case, G is isomorphic to a gauge groupoid
G ∼= P ×G P,
where the principal G-bundle P is any s-fiber.
2.1.4 Existence of invariant tubular neighborhoods
In chapter 6, we will use the following lemma.
Lemma 2.1.1. Let G ⇒M be a proper Lie groupoid with connected s-fibers and let S ⊂M be a compact
invariant submanifold. There exists a tubular neighborhood E ⊂ M (where E ∼= TSM/TS) and a metric
on E, such that, for all r > 0, the closed tube Er := {v ∈ E : |v| ≤ r} is G-invariant.
The proof is inspired by the proof of Theorem 4.2 from [62], and it uses the following result (see
Definition 3.11, Proposition 3.13 and Proposition 6.4 in loc.cit.).
Lemma 2.1.2. On the base of a proper Lie groupoid there exist Riemannian metrics such that every
geodesic which emanates orthogonally from an orbit stays orthogonal to any orbit it passes through. Such
metrics are called adapted.
Proof of Lemma 2.1.1. Let g be an adapted metric onM and let E := TS⊥ ⊂ TSM be the normal bundle.
By rescaling g, we may assume that
(1) the exponential is defined on E2 and on int(E2) it is an open embedding;
(2) for all r ∈ (0, 1] we have that
exp(Er) = {p ∈M : d(p, S) ≤ r},
where d denotes the distance induced by the Riemannian structure.
For these assertions, see the proof of Theorem 20, Chapter 9 in [66].
Let v ∈ E1 with |v| := r and base point x. We claim that the geodesic γ(t) := exp(tv) at t = 1 is
normal to exp(∂Er) at γ(1), i.e.
Tγ(1) exp(∂Er) = γ˙(1)
⊥.
Let Br(x) be the closed ball of radius r centered at x. By the Gauss Lemma
γ˙(1)⊥ = Tγ(1)∂Br(x),
and by (2), Br(x) ⊂ exp(Er), therefore the boundaries of Br(x) and exp(Er) are tangent at γ(1). This
proves the claim.
By assumption, S is a union of orbits, therefore the geodesics γ(t) := exp(tv), for v ∈ E, start normal
to the orbits of G, and by the property of the metric, they continue to be orthogonal to the orbits. Hence,
the claim implies that the orbit are tangent to exp(∂Er), for r ∈ (0, 1). Since the orbits are connected, it
follows that exp(∂Er) is invariant for all r ∈ (0, 1). Let λ : [0,∞)→ [0, 1) be a diffeomorphism that is the
identity around 0, and define the embedding E →֒M by v 7→ exp(λ(|v|)/|v|v).
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2.1.5 Representations
A representation of a Lie groupoid G ⇒M is a vector bundle p : V →M endowed with a linear action
of G on V , i.e. a map
µ : G ×M V −→ V, µ(g, v) := g · v ∈ Vt(g), for g, v such that s(g) = p(v),
which is linear in v and satisfied the usual axioms
1p(v) · v = v, (gh) · v = g · (h · v).
2.2 Lie algebroids
2.2.1 Definition of a Lie algebroid
A Lie algebroid is a vector bundle A → M with a Lie bracket [·, ·] on its space of sections Γ(A) and a
vector bundle map ρ : A→ TM , called the anchor, which satisfy the Leibniz rule
[X, fY ] = f [X,Y ] + ρ(X)(f)Y, X, Y ∈ Γ(A), f ∈ C∞(M).
This axiom implies that ρ is a Lie algebra homomorphism Γ(A)→ X(M).
2.2.2 The Lie algebroid of a Lie groupoid
The infinitesimal counterpart of a Lie groupoid G ⇒M is a Lie algebroid
A = Lie(G) −→M.
As a vector bundle, A is the pullback by the unit map u : M → G of the space of s-vertical vectors on G
A = u∗(T sG), where T sG := ker(ds : TG → TM).
The anchor is the differential of the target map ρ := dt|A. To define the Lie bracket, let rg denote right
multiplication by an arrow g : x→ y,
rg : G(y,−) ∼−→ G(x,−), h 7→ hg.
An s-vertical vector field X ∈ Γ(T sG) is called right invariant, if
drg(Xh) = Xhg, whenever s(h) = t(g).
The space of right invariant vector fields is denoted by Γ(T sG)G . A section X ∈ Γ(A) extends to a unique
right invariant vector field Xr,
Xrg := drg(Xt(g)), g ∈ G,
and the assignment X 7→ Xr defines an isomorphism between Γ(A) ∼= Γ(T sG)G . This isomorphism induces
the Lie bracket on Γ(A).
Compared with the theory of Lie algebras and Lie groups, a major difference is that not every Lie
algebroid is the Lie algebroid of a Lie groupoid.
Definition 2.2.1. A Lie algebroid A→M , for which there is a Lie groupoid G ⇒M such that A ∼= Lie(G),
is called integrable.
More on integrability will be presented in section 2.5.
2.2.3 Examples
Lie algebras
A Lie algebroid over a point is the same as a Lie algebra.
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The tangent bundle and foliations
The tangent bundle of a manifold M is a Lie algebroid with ρ = IdTM . A Lie groupoid integrating TM is
the fundamental groupoid Π1(M).
The tangent bundle TF ⊂ TM of a foliation F is a Lie algebroid. A Lie groupoid that integrates it is
the holonomy groupoid Hol(F)⇒M .
The action Lie algebroid
Let g be a Lie algebra acting on a manifold M by the Lie algebra homomorphism α : g → X(M). This
defines a Lie algebroid g⋉M called the action algebroid. The vector bundle is g×M →M , the anchor
is given by α and the bracket is uniquely determined by the Leibniz rule and the fact that on constant
sections it coincides with that of g. If the action integrates to the action of a Lie group G of g, then g⋉M
is the Lie algebroid of the action groupoid G⋉M .
Transitive Lie algebroids
A Lie algebroid A→M with surjective anchor is called transitive. If A is integrable and M is connected,
then any Lie groupoid integrating A is automatically transitive, hence a gauge groupoid.
Conversely, let p : P →M be a principal G-bundle. The Lie algebroid of the gauge groupoid P ×G P ,
as a vector bundle, is A(P ) := TP/G. The anchor is induced by dp : TP → TM and the Lie bracket
comes from the identification between sections of A(P ) and invariant vector fields on P :
Γ(A(P )) ∼= X(P )G.
The cotangent Lie algebroid of a Poisson manifold
For a Poisson manifold (M,π), T ∗M is a Lie algebroid, called the cotangent Lie algebroid, (see section
1.1) with anchor π♯ and Lie bracket
[α, β]π := Lπ♯(α)(β)− Lπ♯(β)(α) − dπ(α, β). (2.1)
Dirac structure
A Dirac structure L ⊂ TM ⊕T ∗M is a Lie algebroid with anchor pT : L→ TM , and the Dorfman bracket
(1.6).
For π Poisson, the cotangent Lie algebroid T ∗M and the associated Dirac structure Lπ are isomorphic
(T ∗M, [·, ·]π , π♯) ∼−→ (Lπ, [·, ·]D, pT ), ξ 7→ π♯(ξ) + ξ.
2.2.4 Some properties of Lie algebroids
Let A be a Lie algebroid over M .
The isotropy Lie algebra
For x ∈ M , the Lie bracket on Γ(A) induces a natural Lie algebra structure on the kernel of the anchor
at x, called the isotropy Lie algebra at x and denoted by gx := ker(ρ)x. For X,Y ∈ gx, the bracket is
defined by
[X,Y ] := [X˜, Y˜ ]|x,
where X˜, Y˜ ∈ Γ(A) are extensions of X , respectively of Y .
In the integrable case, when A = Lie(G), the isotropy Lie algebra at x is the Lie algebra of the isotropy
group Gx at x.
The orbits
The subbundle ρ(A) ⊂ TM is a singular involutive distribution, which integrates to a partition of M by
immersed submanifolds, called the orbits of A. The orbit through x, denoted by Ax, satisfies Tx(Ax) =
ρ(Ax). If A is integrable, with A = Lie(G), then the orbits of A coincide with the connected components
of the orbits of G.
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Restrictions
If N ⊂M is a submanifold satisfying
ρ(Ax) ⊂ TxN, ∀ x ∈ N,
one can restrict A, to N , i.e. there is a unique bracket on Γ(A|N ) such that the restriction map is a Lie
algebra homomorphism. With this bracket,
(A|N , [·, ·]N , ρ|N )
becomes a Lie algebroid over N called the restriction of A to N . In particular, for an orbit O = Ax, the
restricted Lie algebroid A|O is transitive.
A-paths
The orbit Ax can be described as the set of points y ∈M for which there exists a smooth path γ : [0, 1]→M
joining x to y, and a smooth path a : [0, 1]→ A lying over γ, such that
ρ(a)(t) =
dγ
dt
(t), t ∈ [0, 1].
Such a pair (a, γ) is called an A-path.
For the cotangent algebroid of a Poisson manifold, this notion coincides with that of a cotangent path
introduced in section 1.1.
The fundamental integration of A
For a Lie groupoid G, the union of the connected components of the s-fibers containing the corresponding
unit is an open subgroupoid of G, denoted by G◦. We call this the s-connected subgroupoid of G.
Putting together the universal covers of the s-fibers of G◦, we obtain a Lie groupoid G˜ with the following
property: it is the unique Lie groupoid (up to isomorphism) with 1-connected s-fibers integrating the Lie
algebroid A = Lie(G).
Any integration with 1-connected s-fibers of a Lie algebroid A is called the fundamental integration
of A.
2.2.5 Representations
Let (A, [·, ·], ρ) be an algebroid over a manifold M . An A-connection on a vector bundle V → M is a
bilinear map
∇ : Γ(A)× Γ(V ) −→ Γ(V ),
satisfying
∇fX(λ) = f∇X(λ), ∇X(fλ) = f∇X(λ) + Lρ(X)(f)λ.
A representation of A is an A-connection that is flat:
∇[X,Y ] = ∇X ◦ ∇Y −∇Y ◦ ∇X .
Let G be a Lie groupoid with Lie algebroid A. A representation V of G can be differentiated to a
representation of A. Explicitly, for X ∈ Γ(A) and λ ∈ Γ(V ), the A-connection is given by (see Definition
3.6.8 [51])
∇X(λ)x := d
dt
(
φt(X, x)−1 · λϕt(X,x)
)
|t=0
, (2.2)
where g 7→ φt(X, g) is the flow of the right invariant extension Xr of X to G and x 7→ ϕt(X, x) is the flow
of ρ(X) on M . Since dt(Xr) = ρ(X), we also have that t(φt(X, x)) = ϕt(X, x).
Conversely, a representation of A can be integrated to a representation of the s-fiber 1-connected
groupoid of A, but, in general, not to G.
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We prove now a result that will be used in chapter 6, namely that representations on ideals of A can
be integrated to any s-connected Lie groupoid. We call a subbundle I ⊂ A an ideal, if ρ(I) = 0 and Γ(I)
is an ideal of the Lie algebra Γ(A). Using the Leibniz rule, one easily sees that, if A 6= I, then the second
condition implies the first. An ideal I is naturally a representation of A, with A-connection given by the
Lie bracket
∇X(Y ) := [X,Y ], X ∈ Γ(A), Y ∈ Γ(I).
Lemma 2.2.2. Let G ⇒ M be a Hausdorff Lie groupoid with Lie algebroid A and let I ⊂ A be an ideal.
If the s-fibers of G are connected, then the representation of A on I given by the Lie bracket integrates to
G.
Proof. First observe that G acts on the possibly singular bundle of isotropy Lie algebras ker(ρ) → M via
the formula:
g · Y = d
dǫ
(
g exp(ǫY )g−1
)
|ǫ=0
, ∀ Y ∈ ker(ρ)s(g). (2.3)
Let N(I) ⊂ G be the subgroupoid consisting of elements g that satisfy g · Is(g) ⊂ It(g). We will prove that
N(I) = G, and that the induced action of G on I differentiates to the Lie bracket.
Recall that a derivation on a vector bundle E → M (see section 3.4 [51]) is a pair (D,V ), with D a
linear operator on Γ(E) and V a vector field on M , satisfying
D(fα) = fD(α) + V (f)α, ∀ α ∈ Γ(E), f ∈ C∞(M).
The flow of a derivation (D,V ), denoted by φtD, is a vector bundle map covering the flow ϕ
t
V of V ,
φtD(x) : Ex → EϕtV (x) (whenever ϕtV (x) is defined) that is the solution to the following differential equation
φ0D = IdE ,
d
dt
(φtD)
∗(α) = (φtD)
∗(Dα),
where (φtD)
∗(α)x = φ
−t
D (ϕ
t
V (x))αϕtV (x).
For X ∈ Γ(A), denote by φt(X, g) the flow of the corresponding right invariant vector field on G, and
by ϕt(X, x) the flow of ρ(X) on M . Conjugation by φt(X) is an automorphism of G covering ϕt(X, x),
which we denote by
C(φt(X)) : G −→ G, g 7→ φt(X, t(g))gφt(X, s(g))−1.
Since C(φt(X)) sends the s-fiber over x to the s-fiber over ϕt(X, x), its differential at the identity 1x gives
an isomorphism
Ad(φt(X)) : Ax −→ Aϕt(X,x), Ad(φt(X))x := dC(φt(X))|Ax .
On ker(ρ)x, we recover the action (2.3) of g = φ
t(X, x). We have that:
d
dt
(Ad(φt(X))∗Y )x =
d
dt
Ad(φ−t(X,ϕt(X, x)))Yϕt(X,x) = (2.4)
= − d
ds
(
Ad(φ−t(X,ϕt(X, x)))Ad(φs(X,ϕt−s(X, x)))Yϕt−s(X,x)
)
|s=0
=
= Ad(φ−t(X,ϕt(X, x)))[X,Y ]ϕt(X,x) = Ad(φ
t(X))∗([X,Y ])x,
for Y ∈ Γ(A), where we have used the adjoint formulas from Proposition 3.7.1 [51]. This shows that
Ad(φt(X)) is the flow of the derivation ([X, ·], ρ(X)) on A. Since I is an ideal, the derivation [X, ·]
restricts to a derivation on I, and therefore I is invariant under Ad(φt(X)). This proves that for all
Y ∈ Ix,
Ad(φt(X, x))Y = φt(X, x) · Y ∈ I.
So N(I) contains all the elements in G of the form φt(X, x). The set of such elements contains an open
neighborhood O of the unit section in G. Since the s-fibers of G are connected, O generates G (see
Proposition 1.5.8 [51]). Therefore, N(I) = G and so, (2.3) defines an action of G on I.
Using that φ−t(X,ϕt(X, x)) = φt(X, x)−1, equation (2.4) gives
d
dt |t=0
(
φt(X, x)−1 · Yϕt(X,x)
)
= [X,Y ]x, ∀ X ∈ Γ(A), Y ∈ Γ(I),
which, by (2.2), implies that the action differentiates to the Lie bracket.
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2.3 Cohomology
In this section we recall some of the cohomology theories associated to Lie groupoids/algebroids and also
some vanishing results.
2.3.1 Differentiable cohomology of Lie groupoids
The differentiable cohomology [36] of a Lie groupoid G with coefficients in a representation V →M is
computed by the complex of smooth maps c : G(p) → V , where
G(p) := {(g1, . . . , gp) ∈ Gp|s(gi) = t(gi+1), i = 1, . . . , p− 1}
with c(g1, . . . , gp) ∈ Vt(g1), and with differential given by
dc(g1, . . . , gp+1) = g1c(g2, . . . , gp+1)+
+
p∑
i=1
(−1)ic(g1, . . . , gigi+1, . . . , gp+1) + (−1)p+1c(g1, . . . , gp).
The resulting cohomology groups will be denoted H•diff(G, V ).
We recall a vanishing result for proper Lie groupoids.
Proposition 2.3.1 (Proposition 1 [13]). For any proper Lie groupoid G, and any representation V ,
Hkdiff(G, V ) = 0, ∀ k ≥ 1.
2.3.2 Lie algebroid cohomology
Let (A, [·, ·], ρ) be a Lie algebroid over a manifold M and let (V,∇) be a representation of A. The
cohomology of A with coefficient in V ,
H•(A, V ),
is the cohomology of the complex
Ω•(A, V ) := Γ(Λ•A∗ ⊗ V ),
with differential given by the classical Koszul formula:
d∇α(X0, . . . , Xp) =
∑
i
(−1)i∇Xi(α(X0, . . . , X̂i, . . . , Xp))+
+
∑
i<j
(−1)i+jα([Xi, Xj], . . . , X̂i, . . . , X̂j , . . . , Xp).
For trivial coefficients, we denote the differential by dA and the cohomology groups by H
•(A).
Examples
• For A = TM , H•(TM) = H•(M) is the de Rham cohomology.
• For A = g, a Lie algebra, we obtain the Eilenberg Chevalley cohomology of g with coefficients in V .
• If A = T ∗M is the cotangent Lie algebroid of a Poisson manifold (M,π), then Ω•(T ∗M) = X•(M)
and dT∗M = dπ ; thus we obtain the Poisson cohomology
H•(T ∗M) = H•π(M).
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Invariant forms on the Lie groupoid
Let G be a Lie groupoid with a representation V . We consider the complex of s-foliated forms on G with
values in s∗(V )
(Ω•(T sG, s∗(V )), d⊗ IV ).
This is the complex of forms on the (foliation) Lie algebroid T sG → G with coefficients in the representation
(s∗(V ),∇); the connection is
∇X(λ)|s−1(x) := LX|s−1(x)(λ|s−1(x)),
where this is just the Lie derivative of the function λ|s−1(x) : s
−1(x)→ Vx.
A form ω ∈ Ω•(T sG, s∗(V )) is called invariant, if it satisfies
(r∗g ⊗ g)(ωhg) = ωh, ∀ h, g ∈ G, with s(h) = t(g),
where r∗g ⊗ g is the linear isomorphism η 7→ g · η ◦ drg . Denote the space of V -valued invariant forms on G
by Ω•(T sG, s∗(V ))G .
There is a canonical isomorphism between V -values forms on A and V -valued invariant forms on T sG,
given by
J : Ω•(A, V ) −→ Ω•(T sG, s∗(V )), J(η)g := (r∗g−1 ⊗ g−1)(ηt(g)). (2.5)
A left inverse for J (i.e. a map P such that P ◦ J = I) is
P : Ω•(T sG, s∗(V )) −→ Ω•(A, V ), P (ω)x := ωu(x). (2.6)
Moreover, it is well known that J is a chain map (e.g. Theorem 1.2 [74]). For completeness we include
a proof.
Lemma 2.3.2. The map J is a chain map, therefore it is an isomorphism of complexes
J : (Ω•(A, V ), d∇) ∼= (Ω•(T sG, s∗(V ))G , d⊗ IV ).
Proof. As before, for X ∈ Γ(A) denote by Xr its right invariant extension to G, by g 7→ φt(X, g) the flow
of Xr and let ϕt(X, x) := t(φt(X, x)). Using right invariance of φt(X, g) and formula (2.2), we obtain
J(∇X(λ))g = g−1(∇X(λ))t(g) = g−1 d
dǫ |ǫ=0
φǫ(X, t(g))−1λϕǫ(X,t(g)) =
=
d
dǫ |ǫ=0
φǫ(X, g)−1λϕǫ(X,t(g)) =
d
dǫ |ǫ=0
J(λ)φǫ(X,g) = LXrJ(λ)g ,
for all X ∈ Γ(A) and λ ∈ Γ(V ). Clearly, J satisfies
J(η(X1, . . . , Xq)) = J(η)(X
r
1 , . . . , X
r
q ),
for X1, . . . , Xq ∈ Γ(A) and η ∈ Ωq(A,E). Recall also that [Xr, Y r] = [X,Y ]r, for X,Y ∈ Γ(A). Using
these facts and that d∇ and d ⊗ IV are both expressed using the Koszul formula, one obtains that the
equation J ◦ d∇(η) = d⊗ IV ◦J(η) holds when evaluated on right invariant vector fields. Since such vector
fields span T sG, the conclusion follows.
2.3.3 The Van Est map
Let G ⇒M be a Hausdorff Lie groupoid with Lie algebroid A, and let V be a representation of G. Recall
[13] that the differentiable cohomology of G with coefficients in V and the Lie algebroid cohomology of A
with values in V are related by the so-called Van Est map:
ΦV : H
p
diff(G, V ) −→ Hp(A, V ).
For trivial coefficients, denote this map by Φ.
The Van Est map satisfies:
Theorem 2.3.3 (Theorem 4 and Corollary 2 in [13]). If the s-fibers of G are homologically n-connected,
then ΦV is an isomorphism in degrees p ≤ n, and is injective for p = n + 1. Moreover, in this case,
[ω] ∈ Hn+1(A) is in the image of Φ if and only if∫
γ
J(ω) = 0,
for all loops γ : Sn+1 → s−1(x), for some x ∈M , where J(ω) ∈ Ωn+1(T sG)G is given by (2.5).
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2.4 Symplectic groupoids
Definition 2.4.1. A symplectic groupoid is Lie groupoid G ⇒ M with a symplectic structure ω for
which the graph of the multiplication is Lagrangian
{(g, h, gh)|s(g) = t(h)} ⊂ (G, ω)× (G, ω)× (G,−ω).
2.4.1 Some properties of symplectic groupoids
We list below some remarkable properties of symplectic groupoids [52, 11].
• The symplectic structure is multiplicative, i.e. it satisfies
m∗(ω) = p∗1(ω) + p
∗
2(ω),
where m : G ×M G → G is the multiplication and p1, p2 : G ×M G → G are the natural projections.
• We have that 2dim(M) = dim(G).
• The multiplicativity of ω and the dimension relation imply that the units M ⊂ G form a Lagrangian
submanifold.
• As for any Lie groupoid, we have a canonical decomposition of the tangent space along the units
TG|M = A⊕ TM.
By the dimension formula, A and T ∗M have the same rank. Moreover, since u∗(ω) = 0, it follows
that ω♯|M : TM → A∗ is an isomorphism, and we use its dual −ω♯|M to identify A ∼= T ∗M .
• The anchor of A ∼= T ∗M , when viewed as a map T ∗M → TM is antisymmetric, thus it gives
a bivector π ∈ X2(M). In fact, π is Poisson and the algebroid structure on T ∗M is that of the
cotangent Lie algebroid of (M,π).
• The source map
s : (G, ω) −→ (M,π),
is a Poisson map and the target map is an anti-Poisson map.
• The s-fibers and the t-fibers are symplectic orthogonal,
T sG⊥ = T tG, T tG⊥ = T sG.
• The inversion map ι : G → G satisfies ι∗(ω) = −ω.
A Poisson manifold (M,π) is called integrable if there is a symplectic groupoid (G, ω) over M that
induces on M the original Poisson structure. As remarked before, if such a groupoid G exists, then G
integrates the cotangent Lie algebroid T ∗M . The converse also holds:
Theorem 2.4.2 (Theorem 5.2 [52]). Suppose that the cotangent Lie algebroid T ∗M of a Poisson manifold
(M,π) is integrable. Then the s-fiber 1-connected groupoid of T ∗M admits a natural symplectic structure
that makes it into a symplectic groupoid and that induces π on M .
2.4.2 Examples
Symplectic manifolds
A symplectic manifold (S, ωS) is integrated by the symplectic pair groupoid
(S × S, ω)⇒ S, ω := p∗1(ωS)− p∗2(ωS).
The s-fiber 1-connected groupoid of (S, ωS) is the symplectic fundamental groupoid
(Π1(S), ω)⇒ S, ω := s
∗(ωS)− t∗(ωS).
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Trivial Poisson structure
Recall that the cotangent bundle p : T ∗M → M of a manifold M carries the canonical symplectic
structure
ωcan := −dα, αξ := p∗(ξ), ∀ ξ ∈ T ∗M,
where α ∈ Ω1(T ∗M) is called the tautological 1-form. This makes T ∗M into a symplectic groupoid
(T ∗M,ωcan)⇒M , integrating the zero Poisson structure on M .
Quotients of symplectic manifolds
Let (Σ, ω) be a symplectic manifold and let G be a Lie group acting by symplectomorphisms on Σ. The
action is called Hamiltonian, if there is a map µ : Σ→ g∗, called the moment map, such that
ιX˜ω = d〈µ,X〉, X ∈ g,
where X˜ is the infinitesimal action of X on Σ. The following lemma is a consequence of results in [31],
and it describes a symplectic groupoid integrating the quotient (M,π) = (Σ, ω)/G.
Lemma 2.4.3. Let (Σ, ω) be a symplectic manifold endowed with a proper, free Hamiltonian action of
a Lie group G and equivariant moment map µ : Σ → g∗. Then (M,π) = (Σ, ω)/G is integrable by the
symplectic groupoid
(Σ×µ Σ)/G⇒M,
with symplectic structure Ω induced by (s∗(ω)− t∗(ω))|Σ×µΣ.
Proof. Consider the symplectic pair groupoid (Σ × Σ, Ω˜)⇒ Σ, with Ω˜ := s∗(ω) − t∗(ω). Then G acts on
Σ×Σ by symplectic groupoid automorphisms, with equivariant moment map J := s∗µ− t∗µ, which is also
a groupoid cocycle. By Proposition 4.6 [31], the Marsden-Weinstein reduction
Σ× Σ//G = J−1(0)/G
is a symplectic groupoid integrating the Poisson manifold (M,π) = (Σ, ω)/G. In our case, J−1(0) = Σ×µΣ,
and the symplectic form Ω is obtained as follows: the 2-form Ω˜|Σ×µΣ isG-invariant and its kernel is spanned
by the vectors coming from the infinitesimal action of g. Therefore, it is the pullback of a symplectic form
Ω on (Σ×µ Σ)/G.
Linear Poisson structures
Consider the linear Poisson structure (g∗, πg) corresponding to a Lie algebra g. Let G be a Lie group
integrating g, and consider the (left) coadjoint action of G on g∗, (g, ξ) 7→ Ad∗g−1(ξ). A symplectic Lie
groupoid integrating πg is the corresponding action groupoid
(G⋉ g∗, ωg)⇒ (g∗, πg),
with ωg = dθ˜MC and
θ˜MC(X, η) := 〈ξ, dlg−1(X)〉, X ∈ TgG, η ∈ Tξg∗.
Of course, θ˜MC comes from the right invariant Maurer-Cartan form on G,
θMC ∈ Ω1(G, g), θMC,g(X) := dlg−1(X).
Under the diffeomorphism G × g∗ ∼−→ T ∗G, (g, ξ) 7→ l∗g−1(ξ), the 1-form θ˜MC becomes the tautological
1-form on T ∗G, thus ωg becomes the negative of the canonical symplectic structure on T
∗G.
We compute ωg explicitly. Let X,Y ∈ g and denote by X l, Y l their left invariant extensions, and let
α, β ∈ g∗ which we regard as constant vector fields on g∗. Then we have that
dθ˜MC(X
l + α, Y l + β) =LXl+α(ξ 7→ 〈ξ, Y 〉)− LY l+β(ξ 7→ 〈ξ,X〉)−
− θ˜MC([X l + α, Y l + β]).
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By our convention, [X l, Y l] = −[X,Y ]l, and clearly α and β commute with each other and with X l and
Y l. Hence, the symplectic form is given by
ωg(U + α, V + β)(g,ξ) = ξ([dlg−1(U), dlg−1(V )]) + α(dlg−1(V ))− β(dlg−1 (U)).
We prove now that the source map is Poisson. The Hamiltonian vector field of X ∈ g, regarded as a
linear function on (g∗, πg), is (see section 1.1)
HX,ξ := −ad∗X(ξ) ∈ g∗ ∼= Tξg∗.
We claim that the Hamiltonian vector field of s∗(X) on G× g∗ is
Hs∗(X),(g,ξ) = X
l
g − ad∗X(ξ).
This follows by using the formula for ωg
ωg(X
l
g − ad∗X(ξ), V + β)(g,ξ) = ξ([X, dlg−1(V )])− 〈ad∗X(ξ), dlg−1(V )〉+
+ β(X) = β(X) = ds∗(X)(V + β).
Since ds(Hs∗(X)) = HX , it follows that s is Poisson.
Similarly, t is anti-Poisson. Observe that the diagonal action of G on the product (G × g∗,−dθ˜MC)
is symplectic and its orbits are precisely the fibers of t. Therefore, t induces a Poisson diffeomorphism
between
(G× g∗,−dθ˜MC)/G ∼= (g∗, πg). (2.7)
Remark 2.4.4. Observe that the complex of s-foliated forms on G ⋉ g∗ coincides with the complex
(Ω•g∗(G), dG) from section 1.3, of smooth maps g
∗ → Ω•(G) with the pointwise de Rham differential.
Moreover, the invariant forms on G ⋉ g∗ form the invariant part of Ω•g∗(G), therefore Lemma 1.3.5 is a
special case of Lemma 2.3.2.
2.5 Integrability
In this section we present some results related to integrability of Lie algebroids, and in particular of Poisson
manifolds. We start by explaining the necessary and sufficient conditions for integrability from [14], and
also some of the techniques involved in the proofs.
2.5.1 Criterion for integrability of Lie algebroids
Consider an integrable Lie algebroid A, and let G be the s-fiber 1-connected groupoid of A. The s-fiber
at x ∈ M G(x,−) is a principal Gx-bundle over the orbit Gx, which coincides with Ax, since G(x,−) is
connected. From the long exact sequence of homotopy groups associated to this fibration:
. . .→ π2(Gx, 1x)→ π2(G(x,−), 1x)→ π2(Ax, x) ∂˜→ π1(Gx, 1x)→ {1},
we obtain a group homomorphism ∂˜ : π2(Ax, x)→ π1(Gx, 1x). On the other hand, π1(Gx, 1x) sits naturally
as a discrete subgroup of the center of G(gx), the 1-connected group of the isotropy Lie algebra gx.
Therefore, we can regard ∂˜ as a map with values in the center of G(gx)
∂˜ : π2(Ax, x) −→ Z(G(gx)).
The crucial remark in [14] is that also for a possibly non-integrable Lie algebroid A, there is a group
homomorphism
∂ : π2(Ax, x) −→ Z(G(gx)),
called the monodromy map, which coincides with ∂˜ in the integrable case. Denote the image of ∂ by
N˜x(A) ⊂ Z(G(gx)).
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Discreteness of this group is equivalent to discreteness of the so-called monodromy group, defined by
Nx(A) := {X ∈ Z(gx)| exp(X) ∈ N˜x(A)} ⊂ Z(gx),
where Z(gx) denotes the center of gx. Note that the terminology we adopt here differs form that in [14],
where N˜x(A) is called the monodromy group and Nx(A) is called the reduced monodromy group.
Denote by
N (A) :=
⋃
x∈M
Nx(A) ⊂ A.
We have the following criterion for integrability of Lie algebroids.
Theorem 2.5.1 (Theorem 4.1 [14]). A Lie algebroid A is integrable if and only if there exists an open
U ⊂ A around the zero section M , such that
N (A) ∩ U =M.
2.5.2 The space of A-paths
In this subsection, we recall some results from [14].
The condition that a : I = [0, 1]→ A is an A-path is equivalent to
a(t)dt : TI −→ A
being a Lie algebroid homomorphism.
An A-homotopy is a family of A-paths aǫ, for ǫ ∈ I, for which there exists a Lie algebroid map of the
form
adt+ bdǫ : TI × TI −→ A,
where b = b(ǫ, t) : I × I → A satisfies b(ǫ, 0) = 0 and b(ǫ, 1) = 0.
Two A-paths a0 and a1 are called A-homotopic, if there is an A-homotopy aǫ connecting them. This
relation is an equivalence relation ∼ on the space of A-paths. The quotient space
G(A) := {A− paths}/ ∼
carries a groupoid structure, with source/target map the initial/end point
s([a]) = p(a(0)) ∈M, t([a]) = p(a(1)) ∈M,
with units the constant 0-paths and composition essentially given by concatenation. In fact, G(A) ⇒ M
is a topological groupoid with 1-connected s-fibers, and it is called the Weinstein groupoid of A. In the
integrable case, it carries a natural smooth structure and therefore it is the fundamental integration of A.
To describe the topology, consider the space of C1-paths
P˜ (A) := C1(I, A).
The space of C1-A-paths, denoted by P (A) ⊂ P˜ (A), is a smooth Banach submanifold, and the equivalence
relation ∼ of A-homotopy is given by the leaves of a finite codimension foliation F(A) on P (A) (for Banach
manifolds and foliations on Banach manifolds see [47]). The topology of G(A) is the quotient topology.
There exists at most one smooth structure on G(A) for which the projection map P (A) → G(A) is a
submersion. This exists precisely when A is integrable!
2.6 Symplectic realizations from transversals in the manifold of
cotangent paths
In this section we specialize to the case when A = T ∗M is the cotangent algebroid of a Poisson manifold
(M,π). Using the space of cotangent paths, we describe a general method for constructing symplectic
realizations. In particular, we describe the symplectic structure on the Weinstein groupoid
G(M,π) := G(T ∗M),
whenever this is smooth.
We will use the same notations as in [14, 15]. We consider:
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• X˜ = P˜ (T ∗M) is the space of all C1-paths in T ∗M . Recall [14] that X˜ has a natural structure of
Banach manifold.
• X = P (T ∗M) is the space of all cotangent paths which, by Lemma 4.6 in [14], is a Banach submanifold
of X˜ .
• F = F(T ∗M) is the foliation on X given by the equivalence relation of cotangent homotopy (i.e.
T ∗M -homotopy) it is a smooth foliation on X of finite codimension. In (2.9) we will recall the
description of F via its involutive distribution.
Thinking of X˜ as the cotangent space of the space P (M) of paths in M , it comes with a canonical
symplectic structure Ω˜. To avoid issues regarding symplectic structures on Banach manifolds let us just
define Ω˜ explicitly:
Ω˜(Xa, Ya) =
∫ 1
0
ωcan(Xa, Ya)a(t)dt, for a ∈ X˜ , X, Y ∈ TaX˜ ,
whereXa, Ya are interpreted as paths in T (T
∗M) sitting above a and where ωcan is the canonical symplectic
form on T ∗M . It can be checked directly that Ω˜ is closed; we only need its restriction to X :
Ω := Ω˜|X ∈ Ω2(X ).
We will prove that the kernel of Ω is precisely TF and that Ω is invariant under the holonomy of F ; these
properties ensures that Ω descends to a symplectic form on the leaf space G(M,π) (whenever smooth).
We will use the contravariant geometry developed in subsection 1.1.7:
• let ∇ be a torsion-free connection on M ;
• consider the two contravariant connections defined by (1.11) on T ∗M and TM , both denoted by ∇;
• we decompose a tangent vector X to T ∗xM as a pair (X, θX) ∈ TxM ⊕ T ∗xM with respect to ∇;
Similarly, a tangent vector X ∈ TaX˜ is represented by a pair (X, θX), where X is a C1-path in TM
and θX a C
1-path in T ∗M , both sitting above the base path γ = p ◦ a. The tangent space
TaX ⊂ TaX˜
corresponds to those pairs (X, θX) satisfying (see [14]):
∇a(X) = π♯(θX). (2.8)
Note that this equation forces X to be of class C2.
To describe the distribution TF , let a ∈ X with base path γ and let
Eγ := {β ∈ C2(I, T ∗M)|p ◦ β = γ}.
By (1.12), each β ∈ Eγ induces a vector in TaX , with components
Xβ := (π
♯(β),∇a(β)) ∈ TaX .
With these, the foliation F has tangent bundle (see [14])
TFa = {Xβ|β ∈ Eγ , β(0) = 0, β(1) = 0}. (2.9)
Next, we give a very useful formula for Ω.
Lemma 2.6.1. Let a ∈ X with base path γ. For X = (X, θX), Y = (Y , θY ) ∈ TaX choose βX , βY ∈ Eγ
such that θX = ∇a(βX) and θY = ∇a(βY ). Then
Ω(X,Y ) = 〈βY , X〉|10 − 〈βX , Y 〉|10 − π(βX , βY )|10.
In particular, for Y = Xβ, with β ∈ Eγ , we have that Ω(X,Xβ) = 〈β,X〉|10.
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Proof. The proof is the same as that of Lemma 1.2.4, which, besides the properties of the connections,
uses only the fact that the components of the paths v and w satisfy the equation from Lemma 1.2.3, which
is exactly equation (2.8) for X and Y .
Corollary 2.6.2. Let a ∈ X with base path γ. Then
ker(Ωa) = TFa = {Xβ : β ∈ Eγ , β(0) = 0, β(1) = 0}.
Proof. Let X = (X, θX) ∈ ker(Ωa). Then, for all ξ ∈ Eγ we have that Ωa(X,Xξ) = 0, hence, by the
previous lemma, X(0) = 0 and X(1) = 0. Let β ∈ Eγ be the unique solution to the equation θX = ∇a(β)
with β(0) = 0. Observe that by (1.12), both X and π♯(β) satisfy the equation
∇a(Z) = π♯(θX), Z(0) = 0.
Therefore they must be equal, and so X = Xβ. Again by the lemma, for all Y = (Y , θY ) ∈ TaX , we have
that 〈Y (1), β(1)〉 = 0. On the other hand, Y (1) can take any value (see the lemma below), thus β(1) = 0
and this shows that X ∈ TFa. The other inclusion follows directly from Lemma 2.6.1.
Consider now the maps s˜, t˜ : X →M which assign to a path a the starting (respectively ending) point
of its base path γ.
Lemma 2.6.3. s˜ and t˜ are submersions and their fibers are orthogonal with respect to Ω:
(ker ds˜a)
⊥ = ker dt˜a, (ker dt˜a)
⊥ = ker ds˜a.
Proof. For V0 ∈ Tγ(0)M , let V be the solution (above γ) to
∇a(V ) = 0, V (0) = V0.
Then (V , 0) ∈ TaX and ds˜a(V , 0) = V0. Thus s˜ is a submersion, and similarly, one shows that t˜ is a
submersion. For the second part, note that
ker ds˜a = {(X, θX)|X(0) = 0}, ker dt˜a = {(X, θX)|X(1) = 0}.
For X = (X, θX) ∈ ker dt˜a, Y = (Y , θY ) ∈ ker ds˜a, consider βX , βY ∈ Eγ the solutions to
∇a(βX) = θX , βX(1) = 0, ∇a(βY ) = θY , βY (0) = 0.
Lemma 2.6.1 implies that Ωa(X,Y ) = 0. Conversely, let X = (X, θX) ∈ (ker ds˜a)⊥. For ξ ∈ Eγ , with
ξ(0) = 0 we have that Xξ ∈ ker ds˜a, therefore, by assumption, Ωa(X,Xξ) = 0. Thus, by Lemma 2.6.1 we
have that
0 = Ωa(X,Xξ) = 〈ξ(1), X(1)〉.
But ξ(1) is arbitrary, hence X(1) = 0, i.e. X ∈ ker dt˜a. So (ker ds˜a)⊥ = kerdt˜a. The other equality is
proven similarly.
We collect the main properties of Ω.
Proposition 2.6.4. Let T be a transversal to F . Then the following hold:
(a) Ω|T is a symplectic form on T , and is invariant under the action of the holonomy of F on T
(b) the sets Us = s˜(T ) and Ut = t˜(T ) are open in M , and
σ := s˜|T : (T ,Ω|T )→ (Us, π|Us) is a Poisson map and
τ := t˜|T : (T ,Ω|T )→ (Ut, π|Ut) is anti-Poisson
(c) ker(σ)⊥ = ker(τ) and ker(τ)⊥ = ker(σ).
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Proof. Since F is of finite codimension [14], there are no issues regarding the meaning of symplectic forms
on our T , and Ω|T is clearly symplectic. Actually, the entire (a) is a standard fact about kernels of closed
2-forms, at least in the finite dimensions; it applies to our situation as well: from the construction of
holonomy by patching together foliation charts, the second part is a local issue: given a product B ×T of
a ball B in a Banach space and a finite dimensional manifold T (for us a small ball in a Euclidean space)
and a closed two-form Ω on B × T , if
ker(Ωx,y) = TxB × {0y} ⊂ TxB × TyT , ∀ (x, y) ∈ B × T ,
then Ωx = Ω|{x}×T ∈ Ω2(T ) does not depend on x ∈ B (since Ω is closed).
We prove part (b) for σ, for τ it follows similarly. Since
ds˜a : TaX = TaT ⊕ TaF → Tγ(0)M
is surjective and TaF ⊂ ker ds˜a, it follows that s˜|T is a submersion onto the open s˜(T ) = Us. To show
that σ is Poisson, we first describe the Hamiltonian vector field of σ∗(f), for f ∈ C∞(Us). Consider the
vector field on X :
H˜f,a := X(1−t)dfγ(t) = (∇a((1 − t)dfγ(t)), (1 − t)π♯(dfγ(t))) ∈ TaX .
Clearly ds˜(H˜f ) = π
♯(df), and by Lemma 2.6.1 H˜f also satisfies
Ω(H˜f , Y )a = 〈dfγ(0), Y (0)〉 = d(s˜∗(f))(Y ), Y ∈ TaX .
Thus Ω(H˜f , ·) = d(s˜∗(f)). Decomposing H˜f |T := Hf +Vf , where Hf is tangent to T and Vf is tangent to
F and using that TF = kerΩ, we obtain
Ω|T (Hf , ·) = d(σ∗(f)), dσ(Hf ) = π♯(df).
Thus σ is Poisson. Part (c) follows from Lemma 2.6.3 and Corollary 2.6.2.
Remark 2.6.5. In fact, Theorem 0 is a consequence of the results of this section. Namely, if Vπ is a
contravariant spray with flow ϕt, then, on an open U of the zero section, the map
φVπ : U −→ X , ξ 7→ a(t) := ϕt(ξ)
parameterizes a transversal T to F . Pulling back Ω by φVπ , one obtains the formula from Theorem 0 for
the symplectic structure ω on U .
50
Chapter 3
Reeb stability for symplectic
foliations
In this chapter we prove Theorem 1, a normal form result for symplectic foliations around finite type
symplectic leaves.
3.1 Introduction
A symplectic foliation on a manifold M is a (regular) foliation F , endowed with a 2-form ω on TF ,
such that ω restricts to a symplectic form on every leaf S of F
ω|S ∈ Ω2(S).
Equivalently, a symplectic foliation (M,F , ω) is a regular Poisson structure onM , i.e. a Poisson structure
π of constant rank. The symplectic leaves of π correspond to the leaves of F endowed with the restriction
of ω.
In this chapter we prove Theorem 1, a normal form result for symplectic foliations, analogous to the
Local Reeb Stability Theorem (see e.g. [58]). A similar result (Theorem 2) for possibly non-regular Poisson
manifolds, and which generalizes Conn’s theorem, will be presented in chapter 4. Compared to Theorem
2, in the regular case, the proof is substantially easier and also the hypothesis is weaker; in particular, the
compactness assumption on the leaf can be replaced with the requirement that it is a finite type manifold
(i.e. a manifold admitting a Morse function with a finite number of critical points).
The local model of a symplectic foliation (M,F , ω) around a leaf (S, ωS) is a refinement of the one from
the Local Reeb Stability Theorem: the foliation is “linearized” (as in Reeb’s theorem) and the 2-form ω is
made “affine”, which, loosely speaking, means that one linearizes ω − ωS.
Accordingly, the proof has two steps. In the first step, we apply a version of Reeb’s theorem for non-
compact leaves, whose proof we include in the appendix (it is a straightforward adaptation of the proof
from [58] of Reeb’s theorem, yet we couldn’t find it elsewhere in the literature). In the second step, we
take care of the 2-form: first, we show that its variation can be linearized cohomologically, and then, using
a leaf-wise Moser deformation argument, we bring the leafwise symplectic structures to the normal form.
3.2 Local Reeb Stability for non-compact leaves
We start by recalling the local model for foliations that appears in the Local Reeb Stability Theorem.
We give two descriptions of it, the first using the linear holonomy and the second in terms of the Bott
connection on the normal bundle to the leaf. For the theory of foliations, including the basic properties of
holonomy, we recommend [58].
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The holonomy cover
Let (M,F) be a foliated manifold and let S ⊂M be an embedded leaf. Denote the normal bundle to the
S by
νS := TM|S/TS.
The holonomy group at x ∈ S is the isotropy group at x of the holonomy groupoid of the foliation
(see [58] and subsection 2.1.2), and is denoted by:
H := Hol(F)x.
Then H is the quotient of π1(S, x) by the normal subgroup K, of classes of paths with trivial holonomy:
1 −→ K −→ π1(S, x) −→ H −→ 1.
The holonomy cover of S is the covering space S˜ → S corresponding to the subgroup K; equivalently S˜
is the s-fiber over x of Hol(F). The holonomy cover S˜ has the structure of a principal H-bundle over S.
The holonomy group H acts on every transversal to the foliation at x by germs of diffeomorphisms,
and differentiating this action gives a linear representation of H on the normal space at x
V := νS,x.
This is called the linear holonomy action of H . The linear holonomy group, denoted by Hlin, is the
quotient of H that acts effectively on V , i.e. it is defined as
Hlin := H/Klin,
where Klin := ker(H → Gl(V )). The linear holonomy cover of S, denoted by S˜lin → S, is the covering
space corresponding to Klin, i.e.
S˜lin := S˜/Klin.
The local model for the foliation around S is the foliated manifold
(S˜ ×H V,FN),
where the leaves of the foliation FN are
(S˜ ×Hv)/H, for v ∈ V.
Clearly, it can be described also using the linear holonomy cover
(S˜ ×H V,FN) ∼= (S˜lin ×Hlin V,FN).
The Bott connection
The foliation induces on νS a flat linear connection, called the Bott connection; defined as follows:
∇X(V ) := [X˜, V˜ ]|S mod TS, X ∈ X(S), V ∈ Γ(νS),
where X˜ and V˜ are vector fields on some open around S, such that X˜ is tangent to the foliation and
extends X , and the restriction of V˜ to S is a representative of V . The local model for the foliation around
S, also called the linearization of the foliation at S, is the foliated manifold
(νS ,F∇),
where F∇ is the foliation tangent to the horizontal bundle of ∇.
The linear holonomy action on V can be given in terms of the parallel transport induced by ∇, namely
[γ] · v = T∇(γ)v,
for v ∈ V and γ a closed loop at x. This implies that parallel transport also induces an isomorphism
between the two descriptions of the local model:
T : (S˜lin ×Hlin νS,x,FN) −→ (νS ,F∇), [γ, v] 7→ T∇(γ)v. (3.1)
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Local Reeb Stability
Similar to the discussion in [21] on linearization of proper Lie groupoids around orbits, a local normal form
theorem for foliations might have three different conclusions:
1) F is linearizable around S, i.e. there exist open neighborhoods U ⊂M and O ⊂ S˜ ×H V of S, and a
foliated diffeomorphism, which is the identity on S, between
(U,F|U) ∼= (O,FN |O),
2) F is semi-invariant linearizable around S, i.e. there exists an open neighborhood U ⊂M of S, and
a foliated diffeomorphism, which is the identity on S, between
(U,F|U ) ∼= (S˜ ×H V,FN ),
3) F is invariant linearizable around S, i.e. there exists a saturated open neighborhood of S, U ⊂ M ,
and a foliated diffeomorphism, which is the identity on S, between
(U,F|U ) ∼= (S˜ ×H V,FN ).
Accordingly, we have three versions of the Local Reeb Stability Theorem:
Theorem 3.2.1 (General Local Reeb Stability). Let (M,F) be a foliated manifold and let S ⊂ M be an
embedded leaf with a finite holonomy group. Then
1) The foliation is linearizable around S.
2) If S is a finite type manifold, then the foliation is semi-invariant linearizable around S.
3) If S is compact, then the foliation is invariant linearizable around S.
A manifold is called of finite type, if it admits a proper Morse function with a finite number of
critical points. Equivalently, a manifold is of finite type if and only if it is diffeomorphic to the interior
of a compact manifold with boundary. This condition appears in the study of linearization of proper Lie
groupoids in [76, 21], and seems to be the most suited for semi-invariant linearizability. For an example of
a foliation which is not semi-invariant linearizable around a non-finite type leaf see Example 5.3 [76].
We prove the theorem in the appendix of this chapter. For the first part, we adapt the proof from
[58] of Reeb’s theorem. The other two versions follow easily by analyzing the local model. Version 3) is
the classical Reeb stability theorem, and the compactness assumption on the leaf is essential for invariant
linearization; a good illustration of this is the foliation from Example 3.5 [76].
Remark 3.2.2. Note that if the foliation is linearizable around S, then also its holonomy groupoid is
linearizable around S (in the sense of [76]). This suggests that Theorem 3.2.1 might be a consequence of
the normal form theorem for proper Lie groupoids around orbits [76, 78, 21]. Nevertheless, these results
do not apply directly, because they are about proper Hausdorff Lie groupoids. The holonomy groupoid,
even though it is always a smooth manifold, it might be non-Hausdorff (see the example in the appendix
of this chapter). Even if a neighborhood of the leaf is integrable by a Hausdorff groupoid, it is not trivial
that finiteness of the holonomy group of the leaf implies properness of the holonomy group (of a possibly
smaller open).
3.3 A normal form theorem for symplectic foliations
In this section we describe the local model for a symplectic foliation around a leaf and we prove Theorem
1, a normal form result for finite type leaves.
53
Chapter 3
3.3.1 The local model
The foliation as a Lie algebroid
Let (M,F , ω) be a symplectic foliation. Recall from subsection 2.3.2, that the cohomology of the Lie
algebroid TF is computed using the complex
(Ω•(TF), dF),
where, in this case, dF is the leafwise de Rham differential. We denote by
H•(F)
the corresponding cohomology groups. Since ω is closed, it defines a class
[ω] ∈ H2(F).
The normal bundle to the foliation
ν := TM/TF ,
carries a canonical flat TF -connection
∇ : Γ(TF)× Γ(ν) −→ Γ(ν), ∇X(Y ) := [X,Y ],
where, for a vector field Z on M , we denote by Z its image in Γ(ν). This makes ν into a representation of
the Lie algebroid TF . For a leaf S, the Bott connection on νS defined in the previous section is just the
pullback to the Lie sub-algebroid TS of this representation. The dual connection defines a representation
of TF on ν∗.
Recall that there is a canonical map between the cohomology groups
dν : H
2(F) −→ H2(F , ν∗),
constructed as follows (see e.g. [15]): for [θ] ∈ H2(F), consider θ˜ ∈ Ω2(M) an extension of θ, and define
dν [θ] to be the class of the 2-form
(X,Y ) 7→ dθ˜(X,Y,−) ∈ ν∗, X, Y ∈ TF .
The image of the class of [ω] under this map will be used to construct the local model. We fix a
representative Ω ∈ Ω2(TF , ν∗),
dν [ω] = [Ω] ∈ H2(F , ν∗).
The vertical derivative
Consider S a leaf of M . Restricting Ω to TS, we obtain a cocycle
Ω|TS ∈ Ω2(S, ν∗S).
We regard this as a 2-form, denoted by δS , on (the manifold) νS , as follows:
δSω ∈ Ω2(νS), δSωv := p∗〈Ω|TS , v〉.
We call δSω the vertical derivative of ω at S. Observe that δSω vanishes on vertical vectors, and so it
is determined by its restriction to the horizontal distribution TF∇, corresponding to the Bott connection.
Moreover, the fact that Ω|TS is closed with respect to d∇, is equivalent to the fact that δSω is closed along
the leaves of F∇. This allows us to regard δSω as a closed foliated 2-form, i.e. as a cocycle in
(Ω•(TF∇), dF ).
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The local model
The local model of Poisson manifolds around symplectic leaves was first defined by Vorobjev [68, 69] (see
also chapter 4). Here, we present a simple description of the local model for regular Poisson manifolds.
The first order jet of ω at S is defined as the foliated 2-form on F∇,
j1S(ω) := p
∗(ωS) + δSω ∈ Ω2(TF∇).
By the above, j1S(ω) is closed along the leaves of F∇. Clearly, j1S(ω) restricts to ωS on the leaf S (viewed
as the zero section). Therefore, the open N(ω) ⊂ νS consisting of points where j1S(ω) is nondegenerate
contains S.
Definition 3.3.1. The local model of (M,F , ω) around S is
(N(ω),F∇|N(ω), j1S(ω)|N(ω)).
The symplectic foliation (M,F , ω) is called linearizable around S, if there exist open neighborhoods of S,
O ⊂M and U ⊂ N(ω), and an isomorphism of symplectic foliations
(O,F|O, ω|O) ∼= (U,F∇|U , j1S(ω)|U ),
which is the identity on S.
The construction of the local model depends on the choice of the 2-form Ω. Yet, this choice has no
essential influence on the outcome (see also the more general Proposition 4.1.16).
Proposition 3.3.2. Different choices of Ω ∈ Ω2(TF , ν∗) satifying dν [ω] = [Ω] produce local models that
are isomorphic around S by a diffeomorphism that fixes S.
We first need a version of the Moser Lemma for symplectic foliations.
Lemma 3.3.3. Let (M,F , ω) be a symplectic foliation, and S ⊂M an embedded leaf. Let
α ∈ Ω1(TF)
be a 1-form which vanishes on S. Then, ω + dFα is nondegenerate in a neighborhood U of S, and the
resulting symplectic foliation
(U,F|U , ω + dFα)
is isomorphic around S to (M,F , ω) by a diffeomorphism that fixes S.
Proof. Since α vanishes on S, it follows that (ω + dFα)|S = ωS , thus it is nondegenerate on S. Therefore,
on some open U around S, we have that ω + dFα is nondegenerate along the leaves of F . Moreover, by
the Tube Lemma 1.4, we can choose U such that
ωt := ω + tdFα ∈ Ω2(TF)
is nondegenerate along the leaves of F|U , for all t ∈ [0, 1]. Consider the time dependent vector field Xt on
U , tangent to F , determined by
ιXtωt = −α, Xt ∈ Γ(TF|U ).
Since Xt vanishes along S, again by the Tube Lemma 1.4, there is an open neighborhood of S, V ⊂ U , such
that ΦtX , the flow of Xt, is defined up to time 1 on V . We claim that Φ
1
X gives the desired isomorphism.
Clearly Φ1X preserves the foliation and is the identity on S. On each leaf S˜ of the foliation, we have that
d
dt
Φt∗X(ωt|S˜) = Φ
t∗
X(LXtωt|S˜ + dFα|S˜) = Φ
t∗
X(dιXtωt|S˜ + dα|S˜) = 0.
Thus Φt∗X(ωt|S˜) is constant, and since Φ
0
X = Id, we have that
Φ1∗X ((ω + dFα)|S˜) = ω|S˜.
So, Φ1X is an isomorphism onto its image between the symplectic foliations
Φ1X : (V,F|V , ω|V ) −→ (U,F|U , ω|U + dFα|U ).
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Proof of Proposition 3.3.2. Let Ω1 and Ω2 be such 2-forms. Since
[Ω1|S ] = [Ω2|S ] = dν [ω]|S ∈ H2(S, ν∗S),
it follows that Ω2|S − Ω1|S is exact, i.e. there is a 1-form
λ ∈ Ω1(S, ν∗S), such that d∇λ = Ω2|S − Ω1|S .
Let λ˜ be the foliated 1-form on νS induced by λ, i.e.
λ˜ ∈ Ω1(TF∇), λ˜v := p∗(〈λ, v〉)|TF∇ .
Now if j1S(ω) denotes the first jet constructed using Ω1, then the one corresponding to Ω2 is
j1S(ω) + d˜∇λ = j
1
S(ω) + dF∇ λ˜.
Since λ˜ vanishes on S, the result follows from the previous lemma.
Cohomological variation
The vertical derivative of ω encodes the variation at S of the symplectic forms on the leaves. To define
the cohomological variation, note first that the leaf S˜lin covers all leaves of the local model, via the maps
pv : S˜lin −→ Sv, pv([γ]) = T ([γ, v]), v ∈ νS,x,
where Sv is the leaf through v of the local model, and T is the map defined in (3.1) using parallel transport.
This defines a linear map that associates to v ∈ νS,x the closed 2-form
p∗v(δSω) ∈ Ω2(S˜lin). (3.2)
By the proof of Proposition 3.3.2, we see that the cohomology class of p∗v(δSω) does not depend on the
2-form Ω used to construct δSω. The induced linear map to the cohomology of S˜lin, will be called the
cohomological variation of ω at S
[δSω] : νS,x −→ H2(S˜lin), [δSω](v) := [p∗v(δSω)].
3.3.2 Theorem 1, statement and proof
We state now the main result of this chapter:
Theorem 1. Let (M,F , ω) be a symplectic foliation, S ⊂ M an embedded symplectic leaf and consider
x ∈ S. If S is a finite type manifold, the holonomy group at x is finite, and the cohomological variation is
surjective
[δSω] : νS,x −→ H2(S˜lin),
then, the symplectic foliation is linearizable around S.
Proof. Denote as before V := νS,x and by H the holonomy group at x. Since H is finite and S is a finite
type leaf, the second version of Reeb stability applies. So, an open around S in M is diffeomorphic to the
foliated manifold
(S˜ ×H V,FN),
where S˜ is the holonomy cover of S, which, in this case, coincides with S˜lin. The symplectic leaves are
{(Sv, ωv)}v∈V , Sv = (S˜ ×Hv)/H
Denote the pullback of ωv to S˜ via the map y 7→ [y, v] by ω˜v. Then {ω˜v}v∈V is a smooth family of
symplectic structures on S˜, which is H-equivariant:
ω˜gv = g
∗(ω˜v), for all g ∈ H, v ∈ V.
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Note that a smooth family of forms {ηv ∈ Ω•(S˜)}v∈V descends to a foliated form on (S˜ ×H V,FN ) if and
only if it is H-equivariant.
Consider the extension Ω ∈ Ω2(S˜×H V ) of ω that vanishes on vectors tangent to the fibers {y}×V →֒
S˜×H V of the projection to S. The variation δSω corresponding to Ω is given by the H-equivariant family:
δSωv :=
d
dǫ
(ω˜ǫv)|ǫ=0 ∈ Ω2(S˜),
thus, the local model is represented by the H-equivariant family of 2-forms:
j1S(ω)v = p
∗(ωS) + δSωv ∈ Ω2(S˜).
Consider the H-equivariant map
f : V −→ H2(S˜), f(v) = [ω˜v]− [ω˜0].
Clearly, f(0) = 0 and its differential at 0 is the cohomological variation
df0(v) = [δSω]v, ∀ v ∈ V.
So, by our hypothesis, f is a submersion around 0. We show that f can be equivariantly linearized. For
this we construct an H-equivariant embedding
χ : U →֒ V,
where U is an H-invariant open neighborhoods of 0 in V , such that
χ(0) = 0 and f(χ(v)) = df0(v).
Since H is finite, we can find an H-equivariant projection pK : V → K, where K := ker(df0). The
differential at 0 of the H-equivariant map
(f, pK) : V −→ H2(S˜)×K, v 7→ (f(v), pK(v))
is (df0, pK). So (f, pK) is a diffeomorphism when restricted to a small open U0 in V around 0 and, since 0
is a fixed point for the action of H , we may assume U0 to be H-invariant. Define the embedding as follows
χ : U →֒ V, χ = (f, pK)−1 ◦ (df0, pK),
where U := (df0, pK)
−1(U0). Clearly U is H-invariant, χ(0) = 0, χ is H-equivariant, and since
(f(χ(v)), pK(χ(v))) = (df0(v), pK(v)),
we also obtain that f(χ(v)) = df0(v).
By H-equivariance, χ induces a foliation preserving embedding
χ˜ : (S˜ ×H U,FN) →֒ (S˜ ×H V,FN ), χ˜([y, v]) = [y, χ(v)]
that restricts to a diffeomorphism between the leaf Sv and the leaf Sχ(v). The pullback of ω under χ˜ is
the H-equivariant family
ω := {ωv := ω˜χ(v)}v∈U ,
Since d0χ = IdV , it follows that ω has the same variation as ω at S
δSωv =
d
dǫ |ǫ=0
ωǫv =
d
dǫ |ǫ=0
ω˜χ(ǫv) = δSωv.
On the other hand, we obtain that
[ωv]− [ω0] = [ω˜χ(v)]− [ω˜0] = f(χ(v)) = df(0)v = [δSω]v.
Equivalently, this relation can be rewritten as
ωv = j
1
S(ω)v + ηv, ∀v ∈ U,
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where {ηv}v∈U is an H-equivariant family of exact 2-forms that vanishes for v = 0. For such a family, one
can choose a smooth family of primitives, αv ∈ Ω1(S˜) for v ∈ U , such that α0 = 0 (we prove this in the
appendix Lemma 3.4.5). Also, we may assume that αv H-equivariant, by averaging:
1
|H |
∑
g∈H
(g−1)∗(αgv).
So, we obtain that
ωv = j
1
S(ω)v + dαv, (3.3)
with α0 = 0 and α is H-equivariant. Regarding α is a foliated 1-form,
α ∈ Ω1(TFN),
we can rewrite (3.3) as
ω = j1Sω + dFNα,
therefore Lemma 3.3.3 concludes the proof.
3.4 Appendix
3.4.1 Proof of Theorem 3.2.1, part 1)
Since S is embedded, by restricting to a tubular neighborhood, we may assume that the foliation is on a
vector bundle p : E → S, for which S, identified with the zero section, is a leaf. Then the holonomy of
paths in S is represented by germs of a diffeomorphism between the fibers of E.
Each point in S has an open neighborhood U ⊂ E such that
• S ∩ U is 1-connected,
• for x ∈ S ∩ U , Ex ∩ U is a connected neighborhood of x,
• for every x, y ∈ S ∩ U , the holonomy along any path in S ∩ U connecting them is defined as a
diffeomorphism between
holyx : Ex ∩ U ∼−→ Ey ∩ U.
Let U be locally finite cover of S by opens U ⊂ E of the type just described, such that for all U,U ′ ∈ U ,
U ∩ U ′ ∩ S is connected (or empty), and such that each U ∈ U is relatively compact.
We fix x0 ∈ S, U0 ∈ U an open containing x0, and denote by
V := Ex0 .
Consider a path γ in S starting at x0 and with endpoint x. Cover the path by a chain of opens in U
ξ = (U0, . . . , Uk(ξ)),
such that there is a partition
0 = t0 < t1 < . . . tk−1 < tk = 1,
with γ([tj−1, tj ]) ⊂ Uj. Since the holonomy transformations inside Uj are all trivial, and all the intersections
Ui ∩Uj ∩ S are connected, it follows that the holonomy of γ only depends on the chain ξ and is defined as
an embedding
hol(γ) = holxx0(ξ) : O(ξ) →֒ Ex,
where O(ξ) ⊂ V is an open neighborhood of x0, which is independent of x ∈ Uk(ξ). Denote by Z the space
of all chains in U
ξ = (U0, . . . , Uk(ξ)), with Ul ∩ Ul+1 6= ∅.
Denote by H := Hol(S, x0), the holonomy group at x0, and let
K := ker(π1(S, x0)→ H).
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The holonomy cover S˜ → S can be described as the space of all paths γ in S starting at x0, and two such
paths γ1 and γ2 are equivalent if they have the same endpoint, and the homotopy class of γ
−1
2 ◦ γ1 lies in
K. The projection is then given by [γ] 7→ γ(1). Denote by x˜0 the point in S˜ corresponding to the constant
path at x0. So, we can represent each point in S˜ (not uniquely!) by a pair (ξ, x) with ξ ∈ Z and endpoint
x ∈ Uk(ξ) ∩ S.
The group H acts freely on S˜ by pre-composing paths. For every g ∈ H fix a chain ξg ∈ Z, such that
(ξg, x0) represents x˜0g. Consider the open
O˜0 :=
⋂
g∈H
O(ξg) ⊂ V,
on which all holonomies holx0x0 (ξg) are defined, and a smaller open O˜1 ⊂ O˜0 around x0, such that holx0x0 (ξg)
maps O˜1 into O˜0. Hence the composition
holx0x0(ξg) ◦ holx0x0 (ξh) : O˜1 →֒ V,
is well defined. Since the germs of holx0x0(ξg) ◦ holx0x0 (ξh) and holx0x0 (ξgh) are the same, by shrinking O˜1 if
necessary, we may assume that
holx0x0(ξg) ◦ holx0x0 (ξh) = holx0x0(ξgh) : O˜1 →֒ V. (3.4)
Consider the following open
O :=
⋂
g∈H
holx0x0(ξg)(O˜1).
Then O ⊂ O˜1, and for h ∈ H , we have that
holx0x0 (ξh)(O) ⊆
⋂
g∈H
holx0x0 (ξh) ◦ holx0x0 (ξg)(O˜1) =
=
⋂
g∈H
holx0x0 (ξhg)(O˜1) =
⋂
g∈H
holx0x0 (ξg)(O˜1) = O.
So holx0x0(ξh) maps O to O, and by (3.4) it follows that the holonomy transport along ξg defines an action
of H on O, which we denote by
hol(g) := holx0x0 (ξg) : O −→ O.
Since H is a finite group acting on O with a fixed point x0, by Bochner’s Linearization Theorem (see e.g.
[27]), we can linearize the action around x0. So, by shrinking O if necessary, the action is isomorphic to the
linear holonomy action of H on V . In particular, this implies that O contains arbitrarily small H-invariant
open neighborhoods of x0.
Since U is a locally finite cover by relatively compact opens, there are only finitely many chains in Z
of a certain length. Denote by Zn the set of chains of length at most n. Let c be such that ξg ∈ Zc for all
g ∈ H .
By the above and by the basic properties of holonomy, there exist open neighborhoods {On}n≥1 of x0
in O:
. . . ⊂ On+1 ⊂ On ⊂ On−1 ⊂ . . . ⊂ O1 ⊂ O ⊂ V,
satisfying the following:
1) for every chain ξ ∈ Zn, On ⊂ O(ξ),
2) for every two chains ξ, ξ′ ∈ Zn and x ∈ Uk(ξ) ∩Uk(ξ′)∩S, such that the pairs (ξ, x) and (ξ′, x) represent
the same element in S˜, we have that
holxx0(ξ) = hol
x
x0(ξ
′) : On →֒ Ex,
3) On is H-invariant,
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4) for every g ∈ H , ξ ∈ Zn and x ∈ Uk(ξ) ∩ S, we have that
holxx0(ξg ∪ ξ) = holxx0(ξ) ◦ hol(g) : On+c →֒ Ex.
Denote by S˜n the set of points in x˜ ∈ S˜ for which every element in the orbit x˜H can be represented
by a pair (ξ, x) with ξ ∈ Zn. Note that for n ≥ c, S˜n is nonempty, H-invariant, open and connected.
Consider the following H-invariant open neighborhood of S˜ × {x0}:
V :=
⋃
n≥c
S˜n ×On+c ⊂ S˜ × V.
On V we define the map
H˜ : V −→ E, H˜(x˜, v) := holxx0(ξ)(v),
for (x˜, v) ∈ S˜n×On+c and (ξ, x) is pair representing x˜ with ξ ∈ Zn and x ∈ Uk(ξ). By the properties of the
opens On, H˜ is well defined. Since the holonomy transport is by germs of diffeomorphisms and preserves
the foliation, it follows that H˜ is a foliated local diffeomorphism, which sends the trivial foliation on V
with leaves V ∩ S˜ × {v} to F|E.
We prove now that H˜ is H-invariant. Let (x˜, v) ∈ S˜n × On+c and g ∈ H . Consider chains ξ and ξ′
in Zn representing x˜ and x˜g respectively, with x ∈ Uk(ξ) ∩ Uk(ξ′) ∩ S. Then ξ′ and ξg ∪ ξ both belong to
Zn+c and (ξ′, x), (ξg ∪ ξ, x) both represent x˜g ∈ S˜. Hence, by the properties 2) and 4) of the opens On,
we obtain H-invariance:
H˜(x˜g, hol(g−1)v) = holxx0(ξ′)(hol(g−1)v) = holxx0(ξg ∪ ξ)(hol(g−1)v) =
= holxx0(ξ) ◦ hol(g) ◦ hol(g−1)v = holxx0(ξ)(v) = H˜(x˜, v).
Since the action of H on V is free and preserves the foliation on V , we obtain an induced local diffeo-
morphism of foliated manifolds:
H : V/H ⊂ S˜ ×H V −→ E.
We prove now that H is injective. Let (x˜, v), (x˜′, v′) ∈ V be such that
H˜(x˜, v) = H˜(x˜′, v′).
Denoting by x = p(H˜(x˜, v)) = p(H˜(x˜′, v′)), we have that H˜(x˜, v), H˜(x˜′, v′) ∈ Ex. Hence x˜ and x˜′, both
lie in the fiber of S˜ → S over x, thus there is a unique g ∈ H with x˜′ = x˜g. Let n,m ≥ c be such that
(x˜, v) ∈ S˜n ×On+c and (x˜′, v′) ∈ S˜m ×Om+c, and assume also that n ≤ m. Consider ξ ∈ Zn and ξ′ ∈ Zm
such that (ξ, x) represents x˜ and (ξ′, x) represents x˜′. Then we have that
holxx0(ξ)(v) = hol
x
x0(ξ
′)(v′). (3.5)
Since both (ξ′, x) and (ξg ∪ ξ, x) represent x˜′ ∈ S˜, and both have length ≤ m+ c, again by the properties
2) and 4) we obtain
holxx0(ξ
′)(v′) = holxx0(ξg ∪ ξ)(v′) = holxx0(ξ)(hol(g)(v′)).
Since holxx0(ξ) is injective, (3.5) implies that v = hol(g)(v
′). So, we obtain
(x˜, v) = (x˜′g−1, hol(g)(v′)),
which proves injectivity of H.
3.4.2 Proof of Theorem 3.2.1, part 2), 3)
To prove the second version of the theorem, we will use the following property of finite type manifolds
Theorem 3.4.1 (Theorem 5.1. [76]). Let f : X → Y be a submersion that is equivariant with respect to
the action of a compact group G. If y ∈ Y is a fixed point and if O := f−1(y) is a manifold of finite type,
then there exists a G-invariant open neighborhood U ⊂ X of O, and a G-equivariant retraction ρ : U → O
such that
(ρ, f) : U −→ O × f(U)
is a G-equivariant diffeomorphism.
60
Reeb stability for symplectic foliations
Using part 1) of Theorem 3.2.1, part 2) is a consequence of the following property of the local model
around finite type leaves:
Proposition 3.4.2. Let U ⊂ S˜ ×H V be an open neighborhood containing S = (S˜ × {0})/H. If S is a
finite type manifold, then there exists a smaller open U˜ ⊂ U , containing S, and an isomorphism of foliated
manifolds
(U˜ ,FN |U˜ ) ∼= (S˜ ×H V,FN ),
which is the identity on S.
Proof. The open U is of the form X/H , where X ⊂ S˜ × V is an H-invariant open containing S˜ × {0}.
Consider the H-equivariant projection
f : X −→ V, f(x, v) = v.
Clearly, f is a submersion, and its fiber above 0 ∈ V is S˜×{0}. Since S is of finite type, it follows that also
its finite cover S˜ is a finite type manifold (just pull back to S˜ an appropriate Morse function on S). Hence,
by Theorem 3.4.1, there exists an H-invariant open X ′ ⊂ X containing S˜ × {0} and an H-equivariant
retraction ρ : X ′ → S˜ such that
(ρ, f) : X ′ −→ S˜ × f(X ′)
is an H-equivariant diffeomorphism. Since f(X ′) is an open neighborhood of 0 in V , we can find W ⊂
f(X ′), a smaller open around 0, diffeomorphic to V by an H-equivariant map
χ :W −→ V.
Denote by X˜ := X ′ ∩ f−1(W ). Then the map
(ρ, χ ◦ f) : X˜ −→ S˜ × V,
is an H-equivariant diffeomorphism that restrict to a diffeomorphism between the leaf (S˜ × {v}) ∩ X˜ and
the leaf S˜ × {χ(v)}. Hence, it induces a foliated diffeomorphism between
(U˜ ,FN |U˜ ) ∼= (S˜ ×H V,FN ),
where U˜ := X˜/H ⊂ U .
The classical Reeb stability theorem is a direct consequence of part 2) of the theorem. To see this,
observe first that compactness of S implies compactness of all the leaves in the local model. Let U be an
open neighborhood of S on which F is semi-invariant linearizable. We prove that U is invariant. Consider
x ∈ U , and let S′ be the leaf of F through x. The connected component containing x of S′ ∩ U , denoted
by S′x, is the leaf of F|U through x. Thus S′x is compact. Since it is also open in S′, we have that S′ = S′x.
This shows that S′ ⊂ U , hence U is invariant.
3.4.3 Example: trivial holonomy, non-Hausdorff holonomy groupoid
We construct a foliation with an embedded leaf S with trivial holonomy, and such that the holonomy
groupoid of any saturated neighborhood of S is non-Hausdorff. The example is of the form
(M ×Γ V,F),
where M and V are connected manifolds, Γ is a discrete group acting on M and V , the action on M is
free and proper (such that M/Γ is a manifold), and the foliation F has leaves
Mv :=M ×Γ Γv, for v ∈ V.
The projection M ×Γ V → M/Γ is a fiber bundle, and freeness of the action on M implies that all the
fibers {m}×V →֒M ×Γ V are diffeomorphic to V . Moreover, each fiber is transversal to the foliation, and
61
Chapter 3
therefore can be used to compute holonomy. Using these transversals, it is easy to see that the following
are equivalent:
Mv = embedded ⇔ Mv = closed ⇔ Γv ⊂ V = discrete.
Observe that the foliation, viewed as a Lie algebroid, is integrable by the (Hausdorff) Lie groupoid
G := (M ×M × V )/Γ⇒M ×Γ V,
whose s-fibers are all diffeomorphic to M , thus connected. Since the holonomy groupoid Hol(F) is the
smallest Lie groupoid integrating TF [58], it is a quotient of G by a normal subgroupoid (a bundle of
groups) K
K −→ G ⇒ Hol(F).
Now, the projection
P : G ⇒ Hol(F)
works as follows: for [m1,m0, v] ∈ G, consider a path mt inM starting at m0 and ending at m1, and define
P([m1,m0, v]) to be the holonomy class of the path [mt, v] in Mv.
For v ∈ V , let Γv ⊂ Γ be the stabilizer of v, and denote by Kv the following subgroup of Γv:
Kv := {g ∈ Γv|germv(g : V → V ) = germv(IdV : V → V )}.
We claim that the subgroupoid K is given by
K[m,v] := {[mg,m, v]|g ∈ Kv} ⊂ G[m,v].
To see this, consider a closed loop γt := [mt, v] ∈ Mv, with m0 = m. Since [m1, v] = [m, v], for some
g ∈ Γv, we have that m1 = mg. Then, the holonomy transport along this path is multiplication by g:
hol(γ) : {m} × V −→ {m} × V, [m,w] 7→ [mg,w] = [m, gw].
This implies that hol(γ) is trivial, if and only if g ∈ Kv. Since hol(γ) = P([mg,m, v]), this implies the
claim.
Hausdorffness translates to the following property of the action:
Lemma 3.4.3. Let Γ◦ ⊂ Γ be the kernel of the homomorphism Γ → Diff(V ). Then Hol(F) is Hausdorff
if and only if Kv = Γ◦ for all v ∈ V .
Proof. If Kv = Γ◦, then the holonomy groupoid is the Hausdorff groupoid
Hol(F) = (M/Γ◦ ×M/Γ◦ × V )/(Γ/Γ◦)⇒M/Γ◦ ×Γ/Γ◦ V ∼=M ×Γ V.
Conversely, assume that there is some g ∈ Kv\Γ◦. Then, both opens
{w|g ∈ Kw} and {w|gw 6= w}
are nonempty. By connectedness of V , we find a sequence wn in the first open which converges to a point
w on the boundary, i.e. g ∈ Kwn , but g /∈ Kw. Then [mg,m,wn] is a sequence in K, which converges to
the element [mg,m,w] /∈ K. Thus K is not closed, and this implies that the quotient is not Hausdorff.
For our example, let Γ be the free group in generators {xn|n ≥ 1}. For every n ≥ 1, let ϕn : R ∼−→ R
be a diffeomorphism such that
• ϕn(0) = 0 and germ0(ϕn) = germ0(Id),
• ϕn( 1n ) = 1n and germ1/n(ϕn) 6= germ1/n(Id).
By freeness, Γ has a unique action on R which sends xn to ϕn, and since every element of Γ is a product
of x±1n , it follows that
K0 = Γ, K 1
n
6= Γ. (3.6)
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Let M be the universal cover of S := R2\{(n, 0)|n ≥ 1}. Since the fundamental group of S is isomorphic
to Γ, it follows that Γ has a free and proper action on M (of course M ∼= R2). We consider the foliated
manifold
(M ×Γ R,FN ).
Since 0 is a fixed point for the action of Γ on R, it follows that M0 ∼= S is an embedded leaf, and since
K0 = Γ, the holonomy group of S is trivial. By the lemma above and by (3.6), the holonomy groupoid is
non-Hausdorff. Moreover, we claim that there is no saturated neighborhood of S for which the holonomy
groupoid is Hausdorff. For this, notice that every saturated neighborhood is of the form M ×Γ U , where
U ⊂ R is a Γ-invariant neighborhood of 0. Since 1n ∈ U , for n big enough, the same argument implies
the claim. The fact that S has a non-invariant neighborhood with a Hausdorff (even proper) holonomy
groupoid follows from Theorem 3.2.1.
3.4.4 On primitives of smooth families of exact forms
We devote this subsection of the appendix to proving that, on a finite type manifold, a smooth family of
exact forms admits a smooth family of primitives. This result was used in the proof of Theorem 1. Alan
Weinstein, after reading the version of the thesis sent for review, has pointed out that a variation of this
lemma appeared in [33]. Also, a slight modification to the argument given in loc.cit. implies our result.
For completeness, we have decided to keep the proof in the thesis.
Recall that a finite good cover of a manifold of dimension m, is a finite cover by opens diffeomorphic
to Rm such that every nonempty intersection is diffeomorphic to Rm.
Lemma 3.4.4. A finite type manifold admits a finite good cover.
Proof. For a finite type manifold M , there exists a manifold with boundary M such that the interior of
M is diffeomorphic to M (see [76]). A good cover of a manifold can be given by a locally finite cover
consisting of geodesically convex opens with respect to some metric (see the proof of Theorem 5.1 in [4]).
Endow M with a metric which is a product metric on a collar neighborhood of the boundary
C = ∂M × [0, 1).
Consider an open cover V0 of M and a finite open cover U0 of ∂M , both consisting of geodesically convex
opens. By our choice of the metric, the finite family
U := {U × (0, 1) : U ∈ U0},
consists also of geodesically convex opens. Since M\C is compact, we can find a finite collection V1 ⊂ V0
covering it. Hence U1 ∪ V1 is a finite open cover of M by geodesically convex opens, therefore it is a finite
good cover.
Lemma 3.4.5. Let M and P be smooth manifolds, such that M admits a finite good cover. Let {ωx} be
a family of k forms on M depending smoothly on x ∈ P . If ωx is exact for all x ∈ P , then there exists a
family of k − 1 forms θx, depending smoothly on x ∈ P , such that dθx = ωx for all x ∈ P . Moreover, if
ωx0 = 0, for some x0 ∈ P , one can choose θx such that θx0 = 0.
Proof. Let U := {Ui}i∈I be a finite good cover of M , i.e. Ui0i1...ik := Ui0 ∩ Ui1 ∩ . . . ∩ Uik is either empty
or diffeomorphic to Rm, for all i0, . . . , ik ∈ I. First we show that it suffices to prove the statement for the
Cˇech complex
(C•(U), δ)
associated to U. For this consider the double complex
(C•(U,Ω•), D), Cp(U,Ωq) :=
∏
i0<...<ip
Ωq(Ui0...ip),
endowed with the differential D := δ +D′′, where
δ : Cp(U,Ωq) −→ Cp+1(U,Ωq)
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is the usual Cˇech differential and D′′ = (−1)pd. The Cˇech complex with coefficients in the sheaf Ωq
0 −→ Ωq(M) r−→ C0(U,Ωq) δ−→ C1(U,Ωq) δ−→ C2(U,Ωq) δ−→ . . . ,
is exact, and the homotopy operators k for this complex constructed in Proposition 8.5 [4] have the
property that they send smooth families to smooth families. Similarly, using the explicit homotopies for
the de Rham complex of Rm from the standard proof of the Poincare´ lemma (see e.g. [4], Chapter 1 §4),
we obtain homotopy operators, denoted h, for the complex
0 −→ Cp(U) i−→ Cp(U,Ω0) d−→ Cp(U,Ω1) d−→ Cp(U,Ω2) d−→ . . . .
Also these operators have the property that they send smooth families to smooth families. By a standard
argument for double complexes (see e.g. Proposition 8.8 [4]), the maps r and i induce isomorphisms in
cohomology
r : H•(M) ∼−→ HD{C•(U,Ω•)}, i : Hˇ•(U) ∼−→ HD{C•(U,Ω•)},
where HD{C•(U,Ω•)} is the cohomology of the double complex. Using the maps k and h one can construct
an explicit isomorphisms
H•(M) ∼−→ Hˇ•(U), (3.7)
which represents the map i−1 ◦ r. Moreover, this map can be constructed at the level of the closed
forms/Cˇech cocycles (see Proposition 9.8 [4]); and the explicit formula one gets implies that it maps
smooth families to smooth families. Using these maps, one reduces the problem to the Cˇech complex.
To simplify the discussion, we will describe what is happening in the case of 2-forms. Let ωx ∈ Ω2(M)
be a smooth family of closed 2-forms. Consider the elements:
ω1 := hrω ∈ C0(U,Ω1), ω2 := hδω1 ∈ C1(U,Ω0).
Since ω is closed, we have that
dω1 = dhrω = rω − hdrω = rω − hrdω = rω.
Repeating this computation, we obtain that
dω2 = dhδω1 = δω1 − hdδω1 = δω1 − hδ(rω) = δω1.
In particular, we obtain that
dδω2 = δdω2 = δ
2ω1 = 0,
hence δω2 = i(ω3), for some ω3 ∈ C2(U). Clearly ω3,x depends smoothly on x ∈ P , and also ω3 is closed,
since i is injective and
iδ(ω3) = δ
2ω2 = 0.
The map ω 7→ ω3 is a lift of the isomorphism from (3.7).
Assuming that ω is exact, we will prove that ω3 is exact. Write dθx = ωx, where we don’t make any
assumption on the dependence of θ on x. Let
θ1 := hrθ ∈ C0(U,Ω0).
Then we have that
dθ1 = dhrθ = rθ − hdrθ = rθ − hrω = rθ − ω1,
thus
d(ω2 + δθ1) = dω2 − δω1 = 0,
and so ω2 + δθ1 = i(θ2), for some θ2 ∈ C1(U). This is the primitive of ω3:
iδθ2 = δ(ω2 + δθ1) = i(ω3).
Assuming that the statement is true for the Cˇech cohomology, we can write ω3 = δα, for a smooth
family αx ∈ C1(U). Then we have that
δ(i(α)− ω2) = 0,
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therefore, denoting by α1 := k(i(α) − ω2), we obtain
δα1 = i(α)− ω2.
Applying d to both sides, we get
dδα1 = −dω2 = −δω1,
hence
δ(dα1 + ω1) = 0.
Denote now α2 := k(dα1 + ω1). Then
δα2 = dα1 + ω1,
hence
rω = dω1 = dδα2 = rdα2,
and since r is injective, it follows that α2 is a smooth primitive for ω.
Note also that, if ωx0 = 0, for some x0 ∈ P then, by construction, ω3,x0 = 0. If also αx0 = 0, then
again by construction, α2,x0 = 0.
It remains now to prove the statement for the Cˇech complex. Consider a smooth family ηx ∈ Ck(U),
such that
[ηx] = 0 ∈ Hˇk(U), ∀ x ∈ P.
Let Ψ : Ck(U)→ Ck−1(U) be a linear map, such that if λ ∈ Ck(U) is exact, then λ = δ(Ψλ); the existence
of such a map is a trivial linear algebra exercise. Define α by αx := Ψ(ηx), for x ∈ P . Since the vector
spaces Ck(U) are finite dimensional, α is clearly smooth, and since ηx is exact, it follows that δ(α) = η.
Moreover, if ηx0 = 0, then also αx0 = 0.
65
66
Chapter 4
A normal form theorem around
symplectic leaves
In this chapter we prove a normal form theorem around symplectic leaves, which is the Poisson-geometric
version of the Local Reeb Stability Theorem (from foliation theory) and of the Slice Theorem (from
equivariant geometry). Conn’s linearization theorem corresponds to the case of one-point leaves (fixed
points). The content of this chapter was published in [20].
4.1 Introduction
Let (M,π) be a Poisson manifold, x a point in M and let S be the symplectic leaf through x. We will use
the Poisson homotopy bundle of the leaf S
Px −→ S,
whose structure group Gx we call the Poisson homotopy group at x. The bundle Px is the space of
cotangent paths starting at x modulo cotangent homotopy, i.e. it is the s-fiber over x of the Weinstein
groupoid
G(M,π)⇒M.
We state now the main result of this chapter (more details and reformulations are presented in subsec-
tion 4.1.4).
Theorem 2. Let (M,π) be a Poisson manifold and let S be a compact leaf. If the Poisson homotopy
bundle over S is a smooth, compact manifold with vanishing second de Rham cohomology group, then, in
a neighborhood of S, π is Poisson diffeomorphic to its first order model at S.
4.1.1 Some comments on the proof
The proof uses ideas similar to the ones in [18]: a Moser-type argument reduces the problem to a cohomo-
logical one (Theorem 4.3.1); a Van Est argument and averaging reduces the cohomological problem to an
integrability problem (Theorem 4.4.1) which, in turn, can be reduced to the existence of special symplectic
realizations (Theorem 4.4.2); the symplectic realization is built as in subsection 2.6, by working on the
Banach manifold of cotangent paths (subsection 4.4.3).
There have been various attempts to generalize Conn’s linearization theorem to arbitrary symplectic
leaves. While the desired conclusion was clear (the same as in our theorem), the assumptions (except for
the compactness of S) are more subtle. Of course, as for any (first order) local form result, one looks for
assumptions on the first jet of π along S. Here are a few remarks on the assumptions.
1. Compactness assumptions. It was originally believed that such a result could follow by first applying
Conn’s theorem to a transversal to S. The expected assumption was, next to compactness of S, that the
isotropy Lie algebra gx (x ∈ S) is semisimple of compact type. The failure of such a result was already
pointed out in [22]. A refined conjecture with the compactness assumptions from our theorem appeared
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in [16]. The idea is the following: while the condition that gx is semisimple of compact type is equivalent
to the fact that all (connected) Lie groups integrating the Lie algebra gx are compact, one should require
compactness (and smoothness) of only one group associated to gx- namely, of the Poisson homotopy group
Gx. This is an important difference because
• our theorem may be applied even when gx is abelian;
• actually, under the assumptions of the theorem, gx can be semisimple and compact only when the
leaf is a point!
2. Vanishing of H2(Px). The compactness condition on the Poisson homotopy bundle is natural also
when drawing an analogy with other local normal form results like local Reeb stability or the slice theorem.
However, compactness alone is not enough (see the first example in subsection 4.1.7). The subtle condition
is H2(Px) = 0 and its appearance is completely new in the context of normal forms:
• In Conn’s theorem, it is not visible (it is automatically satisfied!).
• In the classical cases (foliations, actions) such a condition is not needed.
What happens is that the vanishing condition is related to integrability phenomena [14, 15]. In contrast
with the case of foliations and of group actions, Poisson manifolds give rise to Lie algebroids that may fail
to be integrable. To clarify the role of this assumption, we mention here that:
It implies integrability. The main role of this assumption is that it forces the Poisson manifold to be
(Hausdorff) integrable around the leaf. Actually, under such an integrability assumption, the normal form
is much easier to establish, and the vanishing condition is not needed- see Proposition 4.1.8, which can
also be deduced from Zung’s linearization theorem [78]. Note however that such an integrability condition
refers to the germ of π around S (and not the first order jet, as desired!); and, of course, Conn’s theorem
does not make such an assumption.
It implies vanishing of the second Poisson cohomology. Next to integrability, the vanishing condition
also implies the vanishing of the second Poisson cohomology group H2π(U) (of arbitrarily small neighbor-
hoods U of S)- which is known to be relevant to infinitesimal deformations (see e.g. [16]). We would
like to point out that the use of H2π(U) = 0 only simplifies our argument but is not essential. A careful
analysis shows that one only needs a certain class in H2π(U) to vanish, and this can be shown using only
integrability. This is explained at the end of subsection 4.4.1, when concluding the proof of Proposition
4.1.8 mentioned above.
4.1.2 Normal form theorems
We recall some classical normal form theorems in differential geometry. We give weaker versions of these
results, so that the assumptions depend only on the first jet of the structures involved. Our theorem is
of the same nature. For example, in the slice theorem, properness of the action at the orbit is a sufficient
hypothesis, but this is a condition on the germ of the action, and similarly, in Reeb stability, the holonomy
group depends on the germ of the foliation around the leaf.
The Slice Theorem
Let G be a Lie group acting on a manifold M , x ∈ M , and let O be the orbit through x. The Slice
Theorem (see e.g. [27]) gives a normal form for the G-manifold M around O. It is built out of the isotropy
group Gx at x and its canonical representation νx = TxM/TxO. Explicitly, the local model is:
G×Gx νx = (G× νx)/Gx
which is a G-manifold and admits O as the orbit corresponding to 0 ∈ νx.
Theorem 4.1.1 (The Slice Theorem). If G is compact, then a G-invariant neighborhood of O in M is
diffeomorphic, as a G-manifold, to a G-invariant neighborhood of O in G×Gx νx.
68
A normal form theorem around symplectic leaves
It is instructive to think of the building blocks of the local model as a triple
(Gx, G −→ O, νx),
consisting of the Lie group Gx, the principal Gx-bundle G over O and a representation νx of Gx. This
triple represents the first order data (first jet) at O of the G-manifold M , while the associated local model,
represents its first order approximation.
Local Reeb Stability
Let F be a foliation on a manifold M , x ∈ M , and denote by L the leaf through x. The Local Reeb
Stability Theorem is a normal form result for the foliation around L. We recall here a weaker version (see
also chapter 3). Denote by L˜ the universal cover of L, and consider the linear holonomy representation of
Γx := π1(L, x) on νx = TxM/TxL. The local model is
L˜×Γx νx = (L˜× νx)/Γx
with leaves L˜×Γx (Γxv) for v ∈ νx and L corresponds to v = 0.
Theorem 4.1.2 (Local Reeb Stability). If L is compact and Γx is finite, then a saturated neighborhood
of L in M is diffeomorphic, as a foliated manifold, to a neighborhood of L in L˜×Γx νx.
Again, the local model is build out of a triple
(Γx, L˜ −→ L, νx),
consisting of the discrete group Γx, the principal Γx-bundle L˜ and a representation νx of Γx. The triple
should be thought of as the first order data along L associated to the foliated manifold M , and the local
model should be thought of as its first order approximation (see also chapter 3).
Conn’s Linearization Theorem
Also Conn’s theorem [10] can be put in a similar setting. Let (M,π) be a Poisson manifold and let x ∈M
be a fixed point of π. Let gx be the isotropy Lie algebra at x and let Gx := G(gx) be the 1-connected Lie
group integrating gx. The local model of M around x is the linear Poisson structure corresponding to gx,
and, as discussed in subsection 2.4.2, this can be constructed as the quotient of the symplectic manifold
(see (2.7))
(g∗x, πgx) = (Gx × g∗x,−dθ˜MC)/Gx.
The local data is again a triple
(Gx, Gx −→ {x}, g∗x)
and the assumption of Conn’s theorem is equivalent to compactness of Gx.
4.1.3 The local model
In this subsection we explain the local model around symplectic leaves, which generalizes the linear Poisson
structure from the case of fixed points. The construction given below is standard in symplectic geometry
and goes back to the local forms of Hamiltonian spaces around the level sets of the moment map (cf. e.g.
[35, 34]) and it also shows up in the work of Montgomery [60].
The starting data is again a triple. It consists of a symplectic manifold (S, ωS), which will be the
symplectic leaf, a principal G-bundle P → S, which will be the Poisson homotopy bundle, and the coadjoint
representation of G
(G,P −→ (S, ωS), g∗).
As before, G acts diagonally on P × g∗. As a manifold, the local model is:
P ×G g∗ = (P × g∗)/G.
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To describe the Poisson structure, we choose a connection 1-form on P , θ ∈ Ω1(P, g), i.e. θ must satisfy
θ(X˜) = X, r∗g(θ) = Adg−1 ◦ θ, X ∈ g, g ∈ G,
where X˜ the vector field on P representing the infinitesimal action of X . The G-equivariance of θ implies
that the 1-form θ˜ on P × g∗ defined by
θ˜(q,ξ) = 〈ξ, θq〉
is G-invariant. Consider now the G-invariant 2-form
Ω := p∗(ωS)− dθ˜ ∈ Ω2(P × g∗).
Let Σ ⊂ P × g∗ be the (open) set on which Ω is nondegenerate. Then Σ contains P × {0} and (Σ,Ω) is
a symplectic manifold on which G acts freely and properly. The action is Hamiltonian, with equivariant
moment map
µ : Σ −→ g∗, µ(q, ξ) = ξ.
Using G-invariance of θ˜, this follows from the computation
ιX˜−ad∗X
Ω = −LX˜−ad∗X θ˜ + dιX˜−ad∗X θ˜ = d〈X,µ〉.
The local model is the quotient of this symplectic manifold
(N(P ), πP ) := (Σ,Ω)/G.
We regard N(P ) as an open in P ×G g∗ and we make the identification S ∼= P ×G {0}. Then (N(P ), πP )
contains (S, ωS) as the symplectic leaf
(S, ωS) = (P × {0},Ω|P×{0})/G ⊂ (N(P ), πP ).
We will prove in Proposition 4.1.16 below, that different choices of connections induce Poisson structures
that are isomorphic around S.
Example 4.1.3 (Torus bundles). To understand the role of the bundle P , it is instructive to look at the
case when G = T q is a q-torus. As a foliated manifold, the local model is:
P ×G g∗ = S × Rq,
and the symplectic leaves, are just copies of S:
S × {y} y ∈ Rq.
To complete the description of the local model as a Poisson manifold, we need to specify the symplectic
forms ωy on S- and this is where P comes in. Principal T
q-bundles are classified by q integral coho-
mology classes c1, . . . , cq ∈ H2(S,Z). The choice of the connection θ above corresponds to a choice of
representatives ωi ∈ Ω2(S) for ci. The symplectic structure on the leaf S ×{y} of the local model is given
by
ωy = ωS + y1ω1 + . . .+ yqωq, y = (y1, . . . , yq).
Integrability
Since (N(P ), πP ) is constructed as the quotient of the Hamiltonian space Σ, by Lemma 2.4.3, it is integrable
by the Lie groupoid (Σ ×µ Σ)/G ⇒ N(P ). In fact, this groupoid is just the restriction to N(P ) of the
action groupoid
G(P ) := (P × P × g∗)/G⇒ P ×G g∗,
corresponding to the representation of the gauge groupoid P ×G P on P ×G g∗. Explicitly, its structure
maps are given by
u([p, ξ]) = [p, p, ξ], s([p1, p2, ξ]) = [p2, ξ], t([p1, p2, ξ]) = [p1, ξ],
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[p1, p2, ξ]
−1 = [p2, p1, ξ], [p1, p2, ξ] · [p2, p3, ξ] = [p1, p3, ξ].
Note that, if P is compact, then N(P ) contains arbitrarily small opens of the form P ×G V , with
V ⊂ g∗ a G-invariant open around 0. Denote the coadjoint orbits by Oξ := Gξ. The symplectic leaves of
P ×G V are
P ×G Oξ ⊂ P ×G V, ξ ∈ V.
The opens P ×G V are also G(P )-invariant, and the restriction of G(P ) to P ×G V is (P × P × V )/G. In
particular, all its s-fibers are diffeomorphic to P . This proves the following:
Proposition 4.1.4. The local model (N(P ), πP ) associated to a principal bundle P over a symplectic
manifold (S, ωS) is integrable by a Hausdorff symplectic groupoid. If P is compact, then there are arbitrarily
small invariant opens U containing S, such that the s-fibers over points in U are diffeomorphic to P .
4.1.4 Full statement of Theorem 2 and reformulations
Smoothness of the Poisson homotopy bundle
Recall that the Poisson homotopy bundle Px of (M,π) at x, is the s-fiber over x of the Weinstein groupoid
of the cotangent Lie algebroid T ∗M
G(M,π) = cotangent paths
cotangent homotopy
.
As such, Px is the space of cotangent paths starting at x modulo cotangent homotopies. The Poisson
homotopy group Gx are those cotangent paths that start and end at x. Composition of cotangent paths
defines a free action of Gx on Px, with quotient identified with the symplectic leaf S through x, via the
target map
Px −→ S, [a] 7→ p(a(1)).
Regarding the smoothness of Px, one remarks that it is a quotient of the (Banach) manifold of cotangent
paths of class C1. We are interested in a smooth structure which make the corresponding quotient map
into a submersion. Of course, there is at most one such smooth structure on Px; when it exists, we say that
Px is smooth. Completely analogously, one makes sense of the smoothness of Gx. However, smoothness of
Px, Hausdorffness of Px, smoothness of Gx and Hausdorffness of Gx are all equivalent (see [15]), and they
are governed by the monodromy map at x, which is a group homomorphism (see also section 2.5)
∂x : π2(S, x) −→ Z(G(gx)) (4.1)
with values in the center of the 1-connected Lie group G(gx) of gx.
From [14, 15], we recall:
Proposition 4.1.5. The Poisson homotopy bundle Px at x is smooth if and only if the image of ∂x is a
discrete subgroup of G(gx).
In this case, Gx is a Lie group with Lie algebra gx and Px is a smooth principal Gx-bundle over
S. Under the natural inclusion π1(Gx) ⊂ Z(G(gx)), the monodromy map becomes the boundary in the
homotopy long exact sequence associated to Px → S
. . . −→ π2(S) ∂x−→ π1(Gx) −→ . . .
Complete statement of Theorem 2
The local model of (M,π) around the leaf S through x is defined as follows.
Definition 4.1.6. Assuming that Px is smooth, the first order local model of (M,π) around the leaf
(S, ωS) through x is defined as the local model (from subsection 4.1.3) associated to the Poisson homotopy
bundle
(Gx, Px −→ (S, ωS), g∗x).
The fact that the Poisson homotopy bundle encodes the first jet of π along S, and that the first order
local model is a first order approximation of π along S, is explained in subsection 4.1.6.
We can complete now the statement of Theorem 2.
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Theorem 2 (complete version). Let (M,π) be a Poisson manifold, S a compact symplectic leaf and x ∈ S.
If Px, the Poisson homotopy bundle at x, is smooth, compact, with
H2(Px;R) = 0, (4.2)
then there exists a Poisson diffeomorphism between an open neighborhood of S in (M,π) and an open
neighborhood of S in the first order local model, which is the identity on S.
Remark 4.1.7. The open neighborhood of S in M can be chosen to be saturated. Indeed, by Proposition
4.1.4, the local model has arbitrarily small saturated open neighborhoods of S, with all leaves compact.
Comparing with the classical results from foliation theory and group actions, the surprising condition
is (4.2). As we shall soon see, this condition is indeed necessary. However, as the next proposition shows,
this condition is not needed in the Hausdorff integrable case.
Proposition 4.1.8. In Theorem 2, if S admits a neighborhood that is Hausdorff integrable, then the
assumption (4.2) can be dropped.
Note the conceptual difference between the proposition and Theorem 2: the assumptions of the propo-
sition are on the restriction of π to an open around S, while those of Theorem 2 depend only on the first
jet of π at S. As a consequence, the proof of the proposition is considerably easier (in fact, it can be
derived from Zung’s results on linearization of proper groupoids [78]).
Note also that, in contrast with the proposition, if M is compact, then the conditions of Theorem 2
cannot hold at all points x ∈ M , since it would follow that G(M,π) is compact and that its symplectic
form is exact (see [16] and also subsection 6.2.1 for a different approach).
Reformulations
Since Px is the s-fiber of the Weinstein groupoid, it is 1-connected. When Px is smooth, by Proposition
4.1.5, the homotopy long exact sequence gives
1 −→ π2(Px) −→ π2(S) ∂x−→ π1(Gx) −→ 1, π1(S) ∼= π0(Gx), (4.3)
where we also used that, by Hopf’s theorem, π2(Gx) = 1. Moreover, since
π1(Gx) ∼= Im(∂x) ⊂ Z(G(gx)),
the connected component of the identity satisfies
G◦x
∼= G(gx)/Im(∂x). (4.4)
We next reformulate the conditions of Theorem 2, as, in their present form, they may be difficult to
check in explicit examples.
Proposition 4.1.9. The conditions of Theorem 2 are equivalent to:
(a) The leaf S is compact.
(b) The Poisson homotopy group Gx is smooth and compact.
(c) The dimension of the center of Gx equals to the rank of π2(S, x).
Proof. We already know that smoothness of Px is equivalent to that of Gx while, under this assumption,
compactness of Px is clearly equivalent to that of S and Gx. Hence, assuming (a) and (b), we still have to
show that (c) is equivalent to H2(Px) = 0. Since gx is compact, it decomposes as (see [27])
gx = k⊕ ζ,
where k = [gx, gx] is semisimple of compact type and ζ = Z(gx) is abelian. Therefore G(gx) = K× ζ, with
K compact 1-connected, and ∂x maps to
Z(G(gx)) = Z × ζ,
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where Z = Z(K) is a finite group. Since by (4.3) π2(Px) can be identified with ker(∂x : π2(S) → Z × ζ),
applying ⊗ZR, we obtain an exact sequence
0 −→ π2(Px)⊗Z R −→ π2(S)⊗Z R ∂R−→ ζ.
Since Px is 1-connected, by the Hurewicz theorem, the first term is isomorphic to H2(Px;R). Finally, by
(4.4), (K × ζ)/Im(∂x) is compact, so also (Z × ζ)/Im(∂x) is compact, and thus ∂R is surjective. We obtain
an exact sequence
0 −→ H2(Px) −→ π2(S)⊗Z R ∂R−→ ζ −→ 0.
Therefore, condition (c) is equivalent to the vanishing of H2(Px).
Next, using the monodromy group, one can also get rid of the Gx. Recall [15, 14] that the monodromy
group at x is the following subgroup of Z(gx)
Nx = {X ∈ Z(gx)| exp(X) ∈ Im(∂x)} ⊂ Z(gx).
Proposition 4.1.10. The conditions of Theorem 2 are equivalent to:
(a) The leaf S is compact with finite fundamental group.
(b) The isotropy Lie algebra gx is of compact type.
(c) Nx is a lattice in Z(gx).
(d) The dimension of Z(gx) equals the rank of π2(S, x).
Proof. Let N˜x be the image of ∂x and ζ = Z(gx).
We show first that conditions (a), (b) and (c) are equivalent to Px being smooth and compact. Dis-
creteness of Nx (from (c)) is equivalent to that of N˜x [15], hence to smoothness of Px. Compactness of Px
is equivalent to the following three conditions: S being compact, π0(Gx) being finite and the connected
component of the identity G◦x being compact. Using (4.3), the first two are equivalent to (a). Compactness
of G◦x implies (b), which is equivalent to the decomposition G(gx) = K × ζ, for a 1-connected compact Lie
group K. By (4.4), G◦x
∼= (K × ζ)/N˜x, and we claim that its compactness is equivalent to compactness
of ζ/Nx (hence to Nx being of maximal rank in ζ). To see this, note that ζ/Nx injects naturally into
(K × ζ)/N˜x and that there is a surjection K × (ζ/Nx)→ (K × ζ)/N˜x.
Under the compactness and smoothness assumptions, the proof from Proposition 4.1.9 applies to con-
clude that (d) is equivalent H2(Px) = 0.
4.1.5 The first order data
In this subsection we show that the Poisson homotopy bundle and its infinitesimal version, the transitive
Lie algebroid of the leaf, encode the first order data of a Poisson structure around the leaf.
The first order jet
LetM be a manifold and let S ⊂M be an embedded submanifold. We are interested in first jets of Poisson
structures around S that have S as a symplectic leaf. So, by replacing M with a tubular neighborhood of
S, we may also assume that S is closed in M . Consider the following objects
• the subalgebra of X•(M) consisting of multivector fields tangent to S
X•S(M) := {W ∈ X•(M)|W|S ∈ X•(S)},
• the ideal IS ⊂ C∞(M) of functions that vanish on S.
Now, IkSX
•(M) are ideals in X•S(M); therefore, the quotients inherit Lie brackets such that the jet maps
are graded Lie algebra homomorphisms
jk|S : (X
•
S(M), [·, ·]) −→ (JkS(X•S(M)), [·, ·]),
where
JkS(X
•
S(M)) := X
•
S(M)/I
k+1
S X
•(M).
Of course, J0S(X
•
S(M)) = X
•(S) and j0|S is the restriction map W 7→W|S .
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Definition 4.1.11. A first jet of a Poisson onM with symplectic leaf (S, ωS) is an element τ ∈ J1S(X2S(M)),
satisfying τ|S = ω
−1
S ∈ X2(S) and [τ, τ ] = 0. We denote by J1(S,ωS)Poiss(M) the space of such elements.
If π is a Poisson structure on M with symplectic leaf (S, ωS), then τ := j
1
|Sπ is such an element. The
fact that every such τ comes from a Poisson structure defined on a neighborhood of S is surprising and
will be explained in the next subsection. On the contrary, if one only requires that τ|S be Poisson, this is
no longer true (see Example 5.1.9).
The abstract Atiyah sequence
An abstract Atiyah sequence over a manifold S is simply a transitive Lie algebroid A over S, thought
of as the exact sequence of Lie algebroids:
0 −→ K −→ A ρ−→ TS −→ 0, (4.5)
where ρ is the anchor map of A and K = ker(ρ). As discussed in subsection 2.2.3, any principal G-bundle
p : P → S gives rise to such a sequence, known as the Atiyah sequence associated to P :
0 −→ P ×G g∗ −→ TP/G (dp)−→ TS −→ 0. (4.6)
Definition 4.1.12. The abstract Atiyah sequence (4.5) is said to integrable if it is isomorphic to one
given by a principal bundle (4.6).
This notion was already considered in [1] without any reference to Lie algebroids. However, it is
clear that integrability of an abstract Atiyah sequence is equivalent to its integrability as a transitive
Lie algebroid [49, 50, 14]. In the integrable case there exists a unique (up to isomorphism) 1-connected
principal bundle integrating it (the s-fiber of the Weinstein groupoid).
Given (M,π) a Poisson manifold and (S, ωS) a symplectic leaf, one can associate to the leaf a transitive
Lie algebroid
AS := T
∗M|S,
which is the restriction to S of the cotangent Lie algebroid (T ∗M, [·, ·]π, π♯). The corresponding Atiyah
sequence is
0 −→ ν∗S −→ AS
(ω−1S )
♯
−→ TS −→ 0, (4.7)
where ν∗S ⊂ T ∗M|S is the conormal bundle of S, i.e. the annihilator of TS.
Now, smoothness of the Poisson homotopy bundle Px (for x ∈ S) is equivalent to integrability of AS
and, in this case, Px is the 1-connected principal bundle of AS .
The abstract Atiyah sequence also encodes the first jet of π at S. For a proof of the following result,
see the more general Proposition 5.1.8.
Proposition 4.1.13. Consider a submanifold S of M endowed with a symplectic structure ωS. There
is a 1-1 correspondence between elements in J1(S,ωS)Poiss(M) and Lie brackets on AS making (4.7) into
an abstract Atiyah sequence. For π a Poisson structure with (S, ωS) as a symplectic leaf, under this
correspondence, j1|Sπ is mapped to the restriction to S of the cotangent Lie algebroid of π.
4.1.6 The local model: the general case
The local model (from Theorem 2) can be described also when Px is not smooth, using its infinitesimal
counterpart: the transitive Lie algebroid AS . This was explained by Vorobjev [68, 69], but here we indi-
cate a different approach using the linear Poisson structure on A∗S . The proofs of the claims made in this
subsection are given at the end of subsection 4.2.5.
The starting data is a symplectic manifold (S, ωS) and a transitive Lie algebroid (A, [·, ·]A, ρ) over S,
with Atiyah sequence
0 −→ K −→ A ρ−→ TS −→ 0. (4.8)
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Similar to the linear Poisson structure on the dual of a Lie algebra, the dual vector bundle A∗ carries a
linear Poisson structure πlin(A), with Poisson bracket determined by
{p∗(f), p∗(g)} = 0, {α˜, p∗(g)} = p∗(Lρ(α)g), {α˜, β˜} = [˜α, β],
for all f, g ∈ C∞(S) and α, β ∈ Γ(A), where by α˜, β˜ ∈ C∞(A∗) we denote the corresponding fiberwise
linear functions on A∗.
The following lemma will be proved at the end of subsection 4.2.5.
Lemma 4.1.14. The gauge transform π
p∗(ωS)
lin (A) is well-defined on A
∗.
Using a splitting σ : A → K of (4.8), we identify K∗ ∼= σ∗(K∗) ⊂ A∗. Let N(A) ⊂ K∗ be the open
where K∗ is Poisson transversal for π
p∗(ωS)
lin (A) (see section 1.1), and let πA be the corresponding Poisson
structure on N(A). The following will be proved at the end of subsection 4.2.5:
Proposition 4.1.15. The Poisson manifold (N(A), πA) contains (S, ωS) as a symplectic leaf and the
transitive Lie algebroid AS of S is isomorphic to A, via the maps
AS = T
∗K∗|S
∼= T ∗S ⊕K (ω
−1,♯
S ,I)−→ TS ⊕K ∼= A.
We will call the Poisson manifold (N(A), πA) the local model associated to the pair (A,ωS). As
proven by Vorobjev in [68], the local model doesn’t depend on the splitting used to define it. We will give
our own proof of this result at the end of subsection 4.2.5.
Proposition 4.1.16. If (Nσ1(A), πA(σ1)) and (Nσ2(A), πA(σ2)) are two local models, constructed with the
aid of two splittings σ1, σ2 : A→ K, then there exists a Poisson diffeomorphism
ϕ : (U1, πA|U1(σ1)) −→ (U2, πA|U2(σ2)),
where U1 and U2 are open neighborhoods of S in Nσ1(A) and Nσ2(A) respectively, which is the identity
along S.
We can drop now the assumption on the smoothness of the Poisson homotopy bundle in Definition
(4.1.6) of the local model.
Definition 4.1.17. The first order local model of (M,π) around the symplectic leaf (S, ωS) is the
Poisson manifold
(N(AS), π(AS)), with N(AS) ⊂ νS ,
associated to the Lie algebroid AS := T
∗M|S and to (S, ωS).
In the case when A is integrable, we obtain the same local model as in subsection 4.1.3.
Proposition 4.1.18. Let P be a principal G-bundle over a symplectic manifold (S, ωS), with Atiyah
sequence
0 −→ K −→ A −→ TS −→ 0,
where K := P ×G g and A = TP/G. There is a bijection between
• θ ∈ Ω1(P, g), connection 1-forms on P ,
• σ : A→ K, splittings of the Atiyah sequence,
such that the Poisson manifold (N(P ), πP ) constructed in subsection 4.1.3 with the aid of θ and the Poisson
manifold (N(A), πA), constructed using the corresponding σ, coincide.
Proof. The first part is clear: a connection 1-form θ ∈ Ω1(P, g) is the same as a G-invariant splitting of
the exact sequence
0 −→ P × g −→ TP −→ p∗(TS) −→ 0,
which is the same as a splitting
σ : A = TP/G −→ K = P ×G g
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of the Atiyah sequence of P . We fix such a pair (θ, σ).
We prove now that the linear Poisson structure πlin(A) on A
∗ is obtained as the quotient of the
cotangent bundle of P ,
(T ∗P, ωcan)/G ∼= (A∗, πlin(A)). (4.9)
For Z ∈ X(P ), we denote by Z˜ ∈ C∞(T ∗P ) the induced fiberwise linear function on T ∗P . The Poisson
brackets on T ∗P and on A∗ = (TP/G)∗ are both uniquely determined by the relation
{X˜, Y˜ } = [˜X,Y ],
imposed in the first case for all vector fields X and Y on P , while in the second case only for G-invariant
X and Y ; thus (4.9) holds.
Note that p∗(ωS)+ωcan is a symplectic structure on T
∗P (this does not require ωS to be nondegenerate).
Applying the gauge transformation by p∗(ωS) to (4.9), we obtain also a symplectic realization for π
p∗(ωS)
lin (A)
(T ∗P, p∗(ωS) + ωcan) −→ (A∗, πp
∗(ωS)
lin (A)).
Notice that θ induces a G-invariant inclusion i = θ∗ : P × g∗ → T ∗P , which covers σ∗ : K∗ → A∗. The
1-form θ˜ constructed in subsection 4.1.3 is just θ˜ = i∗(αcan), where αcan is the tautological 1-form on T
∗P ;
therefore
i∗(p∗(ωS) + ωcan) = p
∗(ωS)− dθ˜ = Ω.
So we can apply Lemma 1.1.3, which says that NA, the open in K
∗ where π
p∗(ωS)
lin (A) is Poisson transverse,
coincides with NP = Σ/G, where Σ is the open where Ω is nondegenerate, and moreover, that the induced
Poisson structure πA on NA is the push forward of Ω
−1; which, by construction, is πP .
The local model as a linearization
Using Definition 4.1.17 to construct the local model might be difficult, even in some simple cases. We
describe here a direct approach, but the proofs are left for subsection 4.2.5, after we develop some stronger
algebraic tools.
Let (M,π) be a Poisson manifold and (S, ωS) an embedded symplectic leaf. Let νS be the normal
bundle of S in M , and consider a tubular neighborhood of S in M
Ψ : νS −→M.
Denote by E := Ψ(νS), by p : E → S the induced projection and by µt : E → E the multiplication by t.
Consider the path of Poisson structures
πt := tµ
∗
t (π
(t−1)p∗(ωS)), t 6= 0. (4.10)
Now π1 = π, and we will show in Remark 4.2.22 that, on some open around S, πt is defined for all t ∈ (0, 1]
and that it extends smoothly at t = 0.
Definition 4.1.19. The Poisson structure
π0 := lim
t→0
πt,
defined on an neighborhood of S, is called the first order approximation of π around S corresponding
to the tubular neighborhood Ψ.
The following will be proved at the end of subsection 4.2.5.
Proposition 4.1.20. Let AS = T
∗M|S be the transitive Lie algebroid of S
0 −→ ν∗S −→ AS −→ TS −→ 0,
and consider the corresponding local model πAS on N(AS) ⊂ νS, constructed with the aid of the splitting
σ := dΨ∗|S : AS −→ ν∗S .
Then, π0 is defined on Ψ(N(AS)), and Ψ is a Poisson diffeomorphism
Ψ : (N(AS), πAS )
∼−→ (Ψ(N(AS)), π0).
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4.1.7 Examples
The condition H2(Px) = 0
We give now an example in which all conditions of Theorem 2 are satisfied, except for the vanishing of
H2(Px), and in which the conclusion fails. The Poisson structure we construct is of the following type:
take a product S × g∗, with S symplectic and g∗ the dual of a Lie algebra, and then multiply the first
Poisson tensor by a Casimir function on g∗. This class of Poisson structures (and their associated local
models) are discussed in [22].
Consider the unit sphere (S2, πS2) ⊂ R3, with coordinates denoted (u, v, w), endowed with the inverse
of the area form
π−1
S2
= ωS2 = (udv ∧ dw + vdw ∧ du+ wdu ∧ dv).
Consider also the linear Poisson structure on so(3)∗ ∼= {(x, y, z) ∈ R3}
πso(3) = x
∂
∂y
∧ ∂
∂z
+ y
∂
∂z
∧ ∂
∂x
+ z
∂
∂x
∧ ∂
∂y
.
Its symplectic leaves are the spheres S2r of radius r > 0 and symplectic form
ωr =
1
r2
(xdy ∧ dz + ydz ∧ dx+ zdx ∧ dy),
and the origin. Finally, consider the product of these two Poisson manifolds
M = S2 × R3, π0 = πS2 + πso(3).
The symplectic leaves of (M,π0) are
(S, ωS) := (S2 × {0}, ωS2) and (S2 × S2r, ωS2 + ωr), r > 0.
The abstract Atiyah sequence of S is the product of Lie algebroids
AS = TS ⊕ so(3).
Hence, for x ∈ S, the Poisson homotopy group equals
Gx = G(so(3)) ∼= SU(2)(∼= S3),
and the Poisson homotopy bundle is
Px = S2 × SU(2)−→S2.
Using the trivial connection on Px, one finds that (M,π0) coincides with the resulting local model. Note
that all the conditions of Theorem 2 are satisfied, except for the vanishing of H2(Px).
Let us now modify π0 without modifying j
1
|Sπ0; we consider
π = (1 + r2)πS2 + πso(3).
Note that π has the same leaves as π0, but with different symplectic forms:
(S, ωS) and (S2 × S2r ,
1
1 + r2
ωS2 + ωr), r > 0.
To show that π and π0 are not equivalent, we compute symplectic areas/volumes. For this, note that,
under the parametrization
[0, 2π]× [−π/2, π/2] ∋ (ϕ, θ) 7→ r(cosϕ cos θ, sinϕ cos θ, sin θ) ∈ Sr,
the symplectic form becomes ωr = r cos θdϕ ∧ dθ. Therefore∫
Sr
ωr = 4πr.
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We claim that π is not Poisson diffeomorphic around S to π0. Assume it is. Then, for any r small
enough, we find r′ and a symplectomorphism
φ : (S2 × S2r ,
1
1 + r2
ωS2 + ωr)
∼−→ (S2 × S2r′ , ωS2 + ωr′).
Comparing the symplectic volumes, we find
r
1 + r2
=
1
(4π)2
∫
S2×S2r
1
1 + r2
ωS2 ∧ ωr = 1
(4π)2
∫
S2×S2
r′
ωS2 ∧ ωr′ = r′.
On the other hand, φ sends the first generator σ1 of π2(S2 × S2r) into a combination mσ1 + nσ2 with m
and n integers. Computing the symplectic areas of these elements, we obtain:
1
1 + r2
=
1
4π
∫
σ1
(
1
1 + r2
ωS2 + ωr) =
1
4π
∫
mσ1+nσ2
(ωS2 + ωr′) = m+ nr
′.
These two equalities imply that mr2+nr+m = 1. This cannot hold for all r (even small enough), because
it forces r to be an algebraic number.
Another characteristic which tells apart π0 from π is integrability. Since π0 is the local model of π
around S, and Px is smooth and compact, by Proposition 4.1.8 and Lemma 4.1.4, integrability of π around
S is equivalent to π and π0 being isomorphic around S.
We compute the monodromy groups of π at y = (p, q) ∈ S2 × S2r. The isotropy Lie algebra gy is
one-dimensional, and the normal bundle to the leaf at y is spanned by q regarded as a tangent vector at
y. Since the Poisson structure is regular around y, we can use the formula (4.11) below to compute the
monodromy map
∂y(σ1)(q) =
d
dr
∫
σ1
(
1
1 + r2
ωS2 + ωr
)
=
d
dr
(
4π
1 + r2
)
=
−8πr
(1 + r2)2
,
∂y(σ2)(q) =
d
dr
∫
σ2
(
1
1 + r2
ωS2 + ωr
)
=
d
dr
(4πr) = 4π.
So, the monodromy group at y is
Ny =
{
2r
(1 + r2)2
4πm+ 4πn | m,n ∈ Z
}
,
and, for r a transcendental number, it is not discrete. This shows that π is not integrable on any open
neighborhood of S.
The regular case
Let (M,π) be a regular Poisson manifold with an embedded leaf (S, ωS). The local model around S
from this chapter coincides with the local model constructed in chapter 3, where we regard the Poisson
manifold as a symplectic foliation (M,F , ω). To see this, assume that the symplectic foliation is on the
normal bundle νS , and that the leaves are transverse to the fibers of νS . Let Ω be the extension of ω
that vanishes on vertical vectors in νS . Then, the symplectic foliation corresponding to the path πt from
Definition 4.1.19 is
(νS , µ
∗
t (F), p∗(ωS) +
µ∗t (Ω)− p∗(ωS)
t
).
We have that limt→0 µ
∗
t (F) = F∇ is the foliation corresponding to the Bott connection, and
p∗(ωS) + lim
t→0
µ∗t (Ω)− p∗(ωS)
t
= p∗(ωS) + δSω = j
1
Sω,
where δSω is the vertical derivative of ω at S. So π0 corresponds to the local model from chapter 3
(νS ,F∇, j1Sω).
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Let us discuss the local model also in the integrable case. Let x ∈ S and denote by S˜ the universal
cover of S. The isotropy Lie algebra gx = ν
∗
x is abelian and, as in the general case (see (4.3)), the Poisson
homotopy group fits into a short exact sequence
1 −→ G◦x −→ Gx −→ π1(S, x) −→ 1.
Hence G◦x is abelian and the Poisson homotopy bundle is a principal G
◦
x-bundle over the universal cover
S˜. In conclusion, as a foliated manifold we obtain the same local model as in Reeb stability
Px ×Gx g∗x ∼= S˜ ×π1(S,x) νx.
To describe the symplectic forms on this foliation, consider
S˜lin −→ S, Hlin
the linear holonomy cover, respectively the linear holonomy group at x (see chapter 3). Recall that the
vertical derivative of ω can be viewed as a Hlin-equivariant linear map (see (3.2)), which we denote by the
same symbol
δSω : νx −→ Ω2cl(S˜lin),
where Ω2cl(S˜lin) is the space of closed 2-forms on S˜lin. By pulling back to S˜, we obtain a π1(S, x)-equivariant
map, which we also denote by
δSω : νx −→ Ω2cl(S˜).
On easily sees that the pullback of the symplectic forms from the local model to S˜ × νx are given by the
family of 2-forms
(S˜ × {y}, p∗(ωS) + δSωy), y ∈ νx.
To make the connection with the Poisson homotopy bundle, let us recall the simpler description of the
monodromy map for regular Poisson structures from [15]. Let y ∈ νx and let σ be a 2-sphere in S, with
σ(N) = x, where N ∈ S2 denotes the north pole. Consider a small variation σǫ of 2-spheres, such that
• σǫ(S2) ⊂ Sǫ, where (Sǫ, ωǫ) is a symplectic leaf,
• σ0 = σ,
• the vector ddǫ |ǫ=0σǫ(N) represents y.
Then the monodromy map on σ is:
∂(σ)(y) =
d
dǫ |ǫ=0
∫
σǫ
ωǫ. (4.11)
Now, since the projections S˜ → S˜lin → S induce isomorphisms between
π2(S˜, x)
∼−→ π2(S˜lin, x) ∼−→ π2(S, x),
we can lift the monodromy map to a map
π2(S˜, x) ∼= π2(S˜lin, x) ∂−→ ν∗x.
This map is just integration of the vertical derivative [15]
∂(σ)(y) =
∫
σ
δSωy.
Choosing linear coordinates y = (y1, . . . , yq) on νx, the 2-forms j
1
Sωy become
j1Sωy = p
∗(ωS) + y1ω1 + . . .+ yqωq,
where ωi ∈ Ω2(S˜) are closed 2-forms representing the components of the monodromy map ∂ : π2(S˜, x)→
ν∗x,
∂(σ) = (
∫
σ
ω1, . . . ,
∫
σ
ωq), [σ] ∈ π2(S˜, x). (4.12)
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Since S˜ is simply connected, the Hurewicz theorem gives
π2(S˜, x) ∼= H2(S˜,Z);
therefore (4.12) determines uniquely the cohomology classes [ωi] ∈ H2(S˜). Of course, this is related to the
fact that the cohomological variation [δSω] of ω is independent of the choices made (see subsection 3.3.1).
Recall the two conditions of Theorem 1, the normal form result for symplectic foliations:
• S is a manifold of finite type,
• the cohomological variation of ω is a surjective map
[δSω] : νx −→ H2(S˜lin).
We will discuss now the relation between Theorem 2, in the case of regular Poisson structures, and Theorem
1. First, we restate the conditions of Theorem 2 in a similar fashion.
Proposition 4.1.21. The cohomological variation of ω, viewed as a map
[δSω] : νx −→ H2(S˜), (4.13)
satisfies:
(a) it is surjective if and only if Px, the Poisson homotopy bundle at x, is smooth with H
2(Px) = 0,
(b) it is injective if and only if G◦x, the connected component of the Poisson homotopy group at x, is
compact.
Proof. Under the identification π2(S, x) ∼= π2(S˜, x) ∼= H2(S˜,Z), the discussion above implies that the dual
of [δSω] is the map
∂R : π2(S, x) ⊗Z R −→ ν∗x.
So, surjectivity of [δSω] is equivalent to ker(∂) ⊗Z R = 0. This condition implies discreteness of Nx, the
image of ∂, which is equivalent to smoothness of Px. Under the smoothness assumption, by (4.3) and the
fact that π1(Px) = 1, we have that
ker(∂)⊗Z R = π2(Px)⊗Z R = H2(Px,Z)⊗Z R = H2(Px).
For the second part, surjectivity of ∂R is equivalent to the fact that Nx spans ν∗x. By (4.4), G◦x ∼= ν∗x/Nx
as topological groups, and this holds also in the non-integrable case (see [15]). It is easy to see that
compactness of ν∗x/Nx is equivalent to the fact that Nx spans ν∗x.
We conclude:
Corollary 4.1.22. For regular Poisson structures, the conditions of Theorem 2 are equivalent to com-
pactness of S˜ and to (4.13) being a linear isomorphism.
The following relates the assumptions of Theorems 1 and 2.
Lemma 4.1.23. Let (M,F , ω) be a symplectic foliation and let S be a symplectic leaf. If p : S˜ → S˜inf is
a finite cover, and the map
[δSω] : νx −→ H2(S˜)
is surjective, then also
[δSω] : νx −→ H2(S˜lin)
is surjective.
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Proof. By assumption, we have that the composition
νx
[δSω]−→ H2(S˜lin) p
∗
−→ H2(S˜)
is surjective, and we need to show that the first map is surjective. For this it suffices to prove that p∗ is
injective. Now S˜ → S˜lin is principal Klin-bundle, where Klin is the kernel of the map
π1(S, x) −→ Hinf −→ 0.
Let η ∈ Ω•cl(S˜lin) be a form such that p∗(η) = dα. Since Klin is finite, by averaging α, we may assume
that α is Klin-invariant, thus α = p
∗(β). This implies injectivity of p∗ in cohomology, and concludes the
proof.
The corollary and the lemma above together, show that Theorem 1 implies Theorem 2 for regular
Poisson structures. Nevertheless, this is not completely true, since Theorem 1 is not a first order normal
form theorem, whereas Theorem 2 is. Here are a few remarks which clarify this:
1. The condition from Theorem 1, that the holonomy group is finite, is not a first order condition; it
depends on the germ of the foliation around S. The first jet of the foliation sees only the linear holonomy
group, whose finiteness is not sufficient for linearization. The corresponding first order condition is, as in
Corollary 4.1.22, that the fundamental group is finite. This corresponds also to the weaker version of Reeb
stability from subsection 4.1.2.
2. Theorem 1 has a more subtle condition, which is not a first order condition in the Poisson world,
namely that the Poisson structure is regular around the leaf. Now, chapter 3 is entirely about symplectic
foliations, so this condition is automatically satisfied, but if we are dealing with general Poisson structures,
then this is not detectable from the first jet. For example, the Poisson structure π = x2 ∂∂x ∧ ∂∂y on R2 has
0 as a fixed point, and its first order approximation at 0 is regular (it is the trivial Poisson structure), but
π is not regular around 0. Now, Theorem 2 implies the following statement, which is not a consequence of
Theorem 1:
Corollary 4.1.24. If π is a Poisson structure whose local model around a leaf S is regular, and it satisfies
the conditions from Corollary 4.1.22, then, around S, π is regular and isomorphic to its local model.
On the condition H2(Px) = 0 and integrability in the regular case
We give now an example which explains the importance of the condition
H2(Px) = 0
for symplectic foliations. To simplify the discussion, we will assume that
S is compact and simply connected.
Then, by Reeb stability,M = S×Rq with the trivial foliation, and the Poisson structure onM is determined
by a family {ωy ∈ Ω2(S)}y∈Rq of symplectic forms. We look at the leaf S ∼= S ×{0} and denote ωS := ω0.
The vertical derivative of ω is simply
δSωy := y1ω1 + . . .+ yqωq, where ωk =
∂
∂yk
ω|y=0,
and so the local model is
j1Sωy = ωS + y1ω1 + . . .+ yqωq. (4.14)
Let’s assume that the cohomological variation is not surjective
[δSω] : Rq −→ H2(S), (4.15)
which by Proposition 4.1.21 means that either Px is not smooth or that H
2(Px) 6= 0. Then we can find
a closed 2-form λ on S, with [λ] ∈ H2(S) not in the linear span of [ω1], . . . , [ωq]. Consider the Poisson
structure corresponding to the family of 2-forms
ωy := ωS + y1ω1 + . . .+ yqωq + y
2
1λ. (4.16)
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We claim that it is not isomorphic to (4.14), its linearization around S, by a diffeomorphism which fixes
S. Otherwise, we could find a diffeomorphism of the form (x, y) 7→ (φy(x), τ(y)) with τ(0) = 0, φ0(x) = x
and such that
φ∗yωS +
∑
τi(y)φ
∗
yωi = ωS +
∑
yiωi + y
2
1λ.
Since φ∗y is the identity in cohomology (φy is isotopic to φ0), we get, for y1 6= 0 a contradiction:
[λ] =
1
y21
∑
(τi(y)− yi)[ωi].
Related to Proposition 4.1.8, let us now assume that Px is smooth, but the map (4.15) is still not
surjective. This implies that the monodromy group Nx ⊂ Rq is discrete, and so, by a linear change of
coordinates on Rq, we may assume that
Nx = Zp × {0} ⊂ Rq.
As a result, using also that π2(S, x) ∼= H2(S,Z), we see that
[ω1], . . . , [ωp] ∈ H2(S,Z) are linearly independent,
and that
[ωp+1] = . . . = [ωq] = 0.
As a side remark, by Proposition 4.1.21 (b), p = q is equivalent to compactness of Px. Let us choose also
λ such that [λ] ∈ H2(S;Z) and, as before, which it is not in the R-span of the [ωi]’s.
We claim that the Poisson structure corresponding to the family of forms (4.16) is not integrable on
any open neighborhood of S (remark that this is not a direct consequence of Proposition 4.1.8, since we
are not assuming that Px is compact). This follows by computing the monodromy groups using (4.11) at
(x, y)
Ny =
{
(
∫
σ
(ω1 + 2y1λ),
∫
σ
ω2, . . . ,
∫
σ
ωq)|[σ] ∈ π2(S, x)
}
.
The conditions on [ωi], [λ] imply existence of [σ1], [σ] ∈ π2(S, x), such that∫
σ1
ω1 =
∫
σ
λ = C,
∫
σ1
λ =
∫
σ
ωi =
∫
σ1
ωj = 0, j 6= 1,
with C a nonzero integer. Then Ny contains
{(nC + 2y1mC, 0, . . . , 0)|m,n ∈ Z} ,
thus it is not discrete for y1 /∈ Q.
Duistermaat-Heckman variation formula
Next, we indicate the relationship of our results with the theorem of Duistermaat and Heckman on the
linear variation in cohomology of the reduced symplectic forms [26]. We first recall (a simplified version
of) this result.
Let (Σ,Ω) be a symplectic manifold endowed with a Hamiltonian action of a torus T and with proper
moment map µ : Σ→ t∗. Let ξ0 ∈ t∗ be a regular value of µ. For simplicity, we will assume that the action
of T on µ−1(ξ0) is free. Then, there exists U , a ball around ξ0 consisting of regular values of µ, such that
T acts freely on µ−1(U). We replace Σ with µ−1(U).
The symplectic quotients
Sξ := µ
−1(ξ)/T, ξ ∈ U
come with symplectic forms denoted ωξ. There are canonical isomorphisms
H2(Sξ) ∼= H2(Sξ0), for ξ ∈ U,
and the Duistermaat-Heckman theorem asserts that, in cohomology,
[ωξ] = [ωξ0 ] + 〈c, ξ − ξ0〉, (4.17)
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where c is the Chern class of the T -bundle µ−1(ξ0)→ Sξ0 .
This is related to our theorem applied to the regular Poisson manifold
(M,F , ω) := (Σ,Ω)/T,
with symplectic leaves the (Sξ, ωξ)’s. By Lemma 2.4.3, M is integrable by the symplectic groupoid
G := (Σ×µ Σ)/T ⇒M,
with symplectic structure induced by pr∗1(Ω) − pr∗2(Ω) ∈ Ω2(Σ × Σ). The isotropy groups of G are all
isomorphic to T and the s-fibers are isomorphic (as principal T -bundles) to the fibers of µ. Taking U small
enough and using a T -invariant Ehresmann connection, on proves that all fibers of µ are diffeomorphic
as T -bundles (see [26] for details). So, if we are assuming that µ−1(ξ0) is 1-connected, then G is the 1-
connected symplectic groupoid integrating M . In particular, the Poisson homotopy bundle corresponding
to Sξ0 is the T -bundle µ
−1(ξ0)→ Sξ0 , and the Chern class c is the cohomological variation [δSω] (see also
Example 4.1.3). In this case the condition H2(µ−1(ξ0)) = 0 is not required, since we can apply directly
Proposition 4.1.8, to conclude that the local model holds around Sξ0 ,
ωξ = ωξ0 + δSωξ−ξ0 ,
which implies (4.17).
Linear Poisson structures
Consider (g∗, πg), the linear Poisson structure on the dual of a Lie algebra g. As discussed in subsection
2.4.2, this Poisson structure is integrable and its 1-connected symplectic groupoid is
G(g∗, πg) = (G⋉ g∗, ωg)⇒ g∗,
where G is the 1-connected group of g. Thus, for every ξ ∈ g∗, the Poisson homotopy bundle is the
principal Gξ-bundle
G −→ Oξ,
where Gξ ⊂ G is the stabilizer of ξ and Oξ is the coadjoint orbit (and also the symplectic leaf) through
ξ. Since H2(G) = 0, the hypothesis of Theorem 2 reduces to G being compact, or equivalently, to g being
semisimple of compact type. Note also that the resulting local form around Oξ implies the linearizability
of the transversal Poisson structure [72] to Oξ, which fails for general Lie algebras [72]-Errata.
Of course, one may wonder about a direct argument. This is possible, and actually one needs slightly
weaker conditions:
Oξ is embedded and ξ is split.
The split condition [34] means that there is a Gξ-equivariant projection
σ : g −→ gξ.
The proof of this can be found in [34, 60]. We give here a direct argument. Observe that the splitting
induces a G-invariant principal connection on the Poisson homotopy bundle G→ Oξ:
θ ∈ Ω1(G; gξ), θg = l∗g−1(σ).
By (1.1), we have that p∗(ωξ) = −dξl, where ξl ∈ Ω1(G) is the left invariant extension of ξ, so the 2-form
Ω ∈ Ω2(G× g∗ξ) used to define the local model (subsection 4.1.3) is
Ω = −dξl − dθ˜.
Now, Ω is not just (right) Gξ-invariant, but also (left) G-invariant, therefore its nondegeneracy locus is of
the form G × U , where U ⊂ g∗ξ is an open Gξ-invariant neighborhood of 0; and the local model is of the
form
(G× U,Ω)/Gξ ∼= (G×Gξ U, πξ). (4.18)
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The projection σ also gives a G-invariant tubular neighborhood of Oξ
Ψ : G×Gξ g∗ξ −→ g∗, [g, η] 7→ Ad∗g−1 (ξ + σ∗(η)),
which is a diffeomorphism on some open around Oξ. As a side remark, the open where the differential of
Ψ is invertible coincides with G×Gξ U (see Theorem 2.3.7 [34]). We show now that the local model holds
around Oξ, by proving that Ψ is a Poisson map (Theorem 1, section 1.3 [60])
Ψ : (G×Gξ U, πξ) −→ (g∗, πg).
Notice that σ induces also a map into the symplectic groupoid of πg
ψ : G× g∗ξ −→ G× g∗, (g, η) 7→ (g, ξ + σ∗(η)),
which satisfies t◦ψ(g, ξ) = Ψ([g, ξ]), for t the target map; and Ω is the pull-back of the symplectic structure
on G⋉ g∗
Ω = −dξl − dθ˜ = −d〈ξ + σ∗, θMC〉 = ψ∗(−dθ˜MC).
Therefore the symplectic realization (4.18) is just the restriction of the symplectic realization (2.7) of πg,
thus Lemma 1.1.3 implies that Ψ is Poisson.
4.2 Poisson structures around a symplectic leaf: the algebraic
framework
A Poisson structure on a tubular neighborhood of a symplectic leaf can be described by a so-called Vorobjev
triple [68, 69]: a vertical Poisson structure, an Ehresmann connection and a horizontal 2-form. This triple
encodes the behavior of the Poisson tensor around the leaf; in particular the linearized structure corresponds
to (and can be defined by) the linearization of the components of the triple. In this section we present an
improvement of the algebraic framework from [17], which is used the handle theses triples. In particular,
using the algebraic tools we develop, we reprove several results from [68, 69]. Also, we explain why the
first order approximation from Definition 4.1.19 deserves this name.
4.2.1 The graded Lie algebra (Ω˜E , [·, ·]⋉)
Since we are interested in the local behavior of Poisson structures around an embedded symplectic leaf,
we may restrict our attention to a tubular neighborhood. Throughout this section p : E → S will be a
vector bundle over a manifold S. Actually, we don’t use the linear structure of E until subsection 4.2.4,
and the whole discussion works for any surjective submersion (except for Lemma 4.2.2, where one has to
assume that p has connected fibers).
We will use the following notations: given any vector bundle F → S, denote the space of F -valued
forms on S by:
Ω•(S, F ) := Γ(Λ•T ∗S ⊗ F ) = Ω•(S)⊗C∞(S) Γ(F ).
More generally, for any C∞(S)-module X, denote by
Ω•(S,X) := Ω•(S)⊗C∞(S) X,
the space of antisymmetric forms on S with values in X.
Consider the vertical subbundle of TE
V := ker(dp) ⊂ TE,
and the subalgebra of (X•(E), [·, ·]) of vertical multivector fields
X•V(E) = Γ(Λ
•V ) ⊂ X•(E).
We recall also the grading:
deg(X) := |X | − 1 = q − 1 for X ∈ Xq(E).
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The Dirac structure corresponding to V is
LV := V ⊕ V ◦ ⊂ TE ⊕ T ∗E,
where V ◦ is the annihilator of V , which can also be identified with the bundle p∗(T ∗S). Now, Γ(V ⊕ V ◦)
carries the Dorfman bracket (see subsection 1.1.6), which here will be denoted simply by [·, ·] := [·, ·]D.
Exactly like the Schouten bracket (see (1.39)), this bracket can be extended to
ΩE := Γ(Λ
•(V ⊕ V ◦)).
We view ΩE as a bigraded space, whose elements of bidegree (p, q) are
Ωp,qE = Γ(Λ
qV ⊗ ΛpV ◦).
Then (ΩE , [·, ·]) becomes a graded Lie algebra, with degree
deg(ϕ⊗X) := |ϕ|+ |X | − 1 = p+ q − 1 for ϕ⊗X ∈ Ωp,qE .
Also, one can think of ΩE as the space of forms on S, with values in the Lie algebra X
•
V(E)
Ωp,qE = Ω
p(S,XqV(E)) = Ω
p(S)⊗C∞(S) XqV(E),
and as such, the Lie bracket is also given by (see [17])
[α, β](X1, . . . , Xp+p′) =
=
∑
σ
(−1)|σ|+p′(q−1)[α(Xσ1 , . . . , Xσp), β(Xσp+1 , . . . , Xσp+p′ )],
for Xi ∈ X(S), α ∈ Ωp,qE , β ∈ Ωp
′,q′
E , where the sum is over all (p, p
′)-shuffles σ. For decomposable elements
ϕ⊗X, ψ ⊗ Y, ϕ, ψ ∈ Ω•(S), X, Y ∈ X•V(E),
this formula reduces to
[ϕ⊗X,ψ ⊗ Y ] = (−1)|ψ|(|X|−1)ϕ ∧ ψ ⊗ [X,Y ].
We will need an extension Ω˜E of ΩE . Consider algebra
(XP(E), [·, ·]),
of projectable vector fields on E, i.e. vector fields X ∈ X(E) with the property that there is a vector
field on S, denoted by pS(X) ∈ X(S), such that dp(X) = pS(X). The Schouten bracket of a projectable
vector field and of a vertical multivector field is a vertical multivector field, therefore
X•P,V(E) := XP(E) + X
•
V(E)
is a subalgebra of X•(E), which fits in the short exact sequence
0 −→ (X•V(E), [·, ·]) −→ (X•P,V(E), [·, ·]) −→ (X(S), [·, ·]) −→ 0.
Consider the following bigraded vector space,
Ω˜E := Ω
•(S,X•P,V(E)) = ΩE +Ω
•(S)⊗C∞(S) XP(E) ⊂ Ω•(E,Λ•TE),
which in bidegree (p, q) is given by
Ω˜p,qE =
{
Ωp(S,XqV(E)) if q 6= 1
Ωp(S,XP(E)) if q = 1
.
Also the space Ω˜E fits in a short exact sequence of vector spaces:
0 −→ ΩE −→ Ω˜E pS−→ Ω•(S, TS) −→ 0.
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Next, we show that this is naturally a sequence of graded Lie algebras. On Ω•(S, TS) we consider the
Fro¨hlicher-Nijenhuis-Bracket, denoted [·, ·]F , which we recall using section 13 of [45]. The key-point
is that Ω•(S, TS) can be identified with the space of derivations of the graded algebra (Ω•(S),∧), which
commute with the de Rham differential, and, as a space of derivations, it inherits a natural Lie bracket.
In more detail, for u = α⊗X ∈ Ω•(S, TS), the operator Lu := [iu, d] on Ω•(S) is given by:
Lu(ω) = α ∧ LX(ω) + (−1)|α|dα ∧ iX(ω).
The resulting commutator bracket on Ω•(S, TS) is:
[u, v]F = Lu(β)⊗ Y − (−1)|α||β|Lv(α) ⊗X + α ∧ β ⊗ [X,Y ],
for u = α⊗X, v = β⊗Y ∈ Ω•(S, TS). With these (Ω•(S, TS), [·, ·]F ) is a graded Lie algebra, with grading
deg = r on Ωr(S, TS).
Denote the element corresponding to the identity map of TS by
γS = IdTS ∈ Ω1(S, TS).
This element is central in (Ω•(S, TS), [·, ·]F ) and satisfies
LγS = d : Ω
•(S) −→ Ω•+1(S). (4.19)
Next, the operations involving Ω•(S, TS) have the following lifts to E:
• With the short exact sequence
0 −→ Ω•(S,XV(E)) −→ Ω•(S,XP(E)) pS−→ Ω•(S, TS) −→ 0
in mind, there is a natural lift of [·, ·]F to the middle term, which we denote by the same symbol.
Actually, realizing
Ω•(S,XP(E))
p∗→֒ Ω•(E, TE),
this is the restriction of the Fro¨hlicher-Nijenhuis bracket on Ω•(E, TE).
• The action L of Ω•(S, TS) on Ω•(S) lifts to an action of Ω•(S,XP(E)) on ΩE , for u = α ⊗ X ∈
Ω•(S,XP(E)) and v = ω ⊗ Y ∈ ΩE , we have:
Lu(v) = LpS(u)(ω)⊗ Y + α ∧ ω ⊗ [X,Y ].
The following shows how to put these operations together.
Proposition 4.2.1. Ω˜E is a graded Lie algebra with bracket
[u, v]⋉ =

[u, v] for u, v ∈ ΩE ,
Lu(v) for u ∈ Ω•(S,XP(E)), v ∈ ΩE ,
[u, v]F for u, v ∈ Ω•(S,XP(E)).
Moreover, we have a short exact sequence of graded Lie algebras:
0 −→ (Ω•E , [·, ·]) −→ (Ω˜•E , [·, ·]⋉) pS−→ (Ω•(S, TS), [·, ·]F ) −→ 0.
Proof. We first check that the definitions agree on overlaps. Consider
u = α⊗X ∈ Ω•(S,XP(E)), v = β ⊗ Y ∈ Ω•(S,XV(E)), w = γ ⊗ Z ∈ ΩE .
Using that pS(v) = 0, we obtain
[u, v]F = LpS(u)(β)⊗X − (−1)|α||β|LpS(v)(α)⊗ Y + α ∧ β ⊗ [X,Y ]
= Lu(v),
Lv(w) = LpS(v)(γ)⊗ Z + β ∧ γ ⊗ [Y, Z] = [v, w],
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and for z ∈ Ω•(S,XV(E)), [v, z] = [v, z]F . Thus the bracket is well-defined.
To prove the graded Jacobi identity, it suffices to check that the algebra
(Ω•(S,XP(E)), [·, ·]F )
acts by graded derivations on (ΩE , [·, ·]), i.e.
Lu ◦ Lv − (−1)(|u|−1)(|v|−1)Lv ◦ Lu = L[u,v]F ,
Lu([w, z]) = [Lu(w), z] + (−1)(|u|−1)(|w|−1)[w,Lu(z)].
for all u, v ∈ Ω•(S,XP(E)) and w, z ∈ ΩE . We use the previous notations for the elements. By the formula
for [·, ·]F , we have that
L[u,v]F (w) =LpS([u,v]F )(γ)⊗ Z + LpS(u)(β) ∧ γ ⊗ [Y, Z]−
− (−1)|α||β|LpS(v)(α) ∧ γ ⊗ [X,Z] + α ∧ β ∧ γ ⊗ [[X,Y ], Z].
Using that (Ω•(S, TS), [·, ·]F ) acts on Ω•(S), and that pS is an algebra homomorphism, we split the first
term in two parts
LpS([u,v]F )(γ)⊗ Z = LpS(u)(LpS(v)(γ))⊗ Z − (−1)|α||β|LpS(v)(LpS(u)(γ))⊗ Z,
and similarly, using Jacobi, we split also the last term
α ∧ β ∧ γ ⊗ [[X,Y ], Z] =
= α ∧ β ∧ γ ⊗ [X, [Y, Z]]− (−1)|α||β|β ∧ α ∧ γ ⊗ [Y, [X,Z]].
Adding up the terms where the sign −(−1)|α||β| doesn’t appear, we obtain
LpS(u)(LpS(v)(γ))⊗ Z + α ∧ LpS(v)(γ)⊗ [X,Z]+
+ LpS(u)(β ∧ γ)⊗ [Y, Z] + α ∧ β ∧ γ ⊗ [X, [Y, Z]] =
= Lu(LpS(v)(γ)⊗ Z + β ∧ γ ⊗ [Y, Z]) = Lu ◦ Lv(w),
and similarly the rest of the terms add up to −(−1)|α||β|Lv ◦ Lu(w). This finishes the proof of the first
relation.
Denoting z = δ ⊗ T , the second relation follows from the computation
Lu([w, z]) = (−1)|δ|(|Z|−1)Lu(γ ∧ δ ⊗ [Z, T ]) =
= (−1)|δ|(|Z|−1)(LpS(u)(γ ∧ δ)⊗ [Z, T ] + α ∧ γ ∧ δ ⊗ [X, [Z, T ]]) =
= (−1)|δ|(|Z|−1)(LpS(u)(γ) ∧ δ ⊗ [Z, T ] + α ∧ γ ∧ δ ⊗ [[X,Z], T ]+
+ (−1)|α||γ|γ ∧ LpS(u)(δ)⊗ [Z, T ] + α ∧ γ ∧ δ ⊗ [Z, [X,T ]]) =
= [LpS(u)(γ)⊗ Z + α ∧ γ ⊗ [X,Z], δ ⊗ T ]+
+ (−1)|α|(γ+|Z|−1)[γ ⊗ Z,LpS(u)(δ)⊗ T + α ∧ δ ⊗ [X,T ]] =
= [Lu(w), z] + (−1)(|u|−1)(|w|−1)[w,Lu(z)].
A bit more on the structure of (Ω˜E , [·, ·]⋉) is given in the lemma below.
Lemma 4.2.2. The center of Ω˜E are the constant functions on E, and the center of ΩE is Ω
•(S).
Moreover, Ω•(S) is an ideal in Ω˜E.
Proof. The fact that Ω•(S) is in the center of ΩE follows straightaway from the definition of the Lie
bracket. For ω ∈ Ωp,qE , a central element, we have
0 = [X,ω](X1, . . . , Xp) = [X,ω(X1, . . . , Xp)],
for every X ∈ XV(E) and X1, . . . , Xp ∈ X(S). Hence, ω(X1, . . . , Xp) is a multivector field which commutes
with all vertical vector fields, and this implies that it is the pullback of a function on S (this requires the
fibers of p to be connected). Thus ω ∈ Ω•(S).
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The fact that Ω•(S) is an ideal in Ω˜E , follows by definition; just notice that the induced representation
descends to Ω•(S, TS):
[u, ω]⋉ = Lu(ω) = LpS(u)(ω).
Thus an element ω in the center of Ω˜E , belongs to Ω
•(S), and satisfies LXω = 0, for all X ∈ X(S). This
implies that ω is a constant.
4.2.2 Horizontally nondegenerate Poisson structures
Ehresmann connections
As an illustration of the use of Ω˜E , we look at Ehresmann connections on E. Such a connection can
be described either as a subbundle H ⊂ TE, complementary to V , or equivalently by a C∞(S)-linear map
which associates to a vector field X on S its horizontal lift hor(X) to E. Since hor(X) projects back to
X , we see that the connection can also be described by an element
Γ ∈ Ω˜1,1E , such that pS(Γ) = γS .
Also the curvature RΓ of Γ
RΓ(X,Y ) = [hor(X), hor(Y )]− hor([X,Y ]),
can be described using Ω˜E ; it is just
RΓ =
1
2
[Γ,Γ]⋉ ∈ Ω2,1E .
Moreover, with the identification Ω•,0E
∼= Ω•(H), the operator
dΓ : Ω
•,0
E −→ Ω•+1,0E , α 7→ [Γ, α]⋉
is just the horizontal derivative of horizontal forms
dΓ(α)(X1, . . . , Xn) = dα(hor(X1), . . . , hor(Xn)). (4.20)
This can be easily checked on functions. In general, by decomposing α as a sum of elements of the form
ω ⊗ f , with ω ∈ Ω(S) and f ∈ C∞(E), and using that both dΓ and d act as derivations, this follows from
(4.19)
dΓ(ω) = [Γ, ω]⋉ = LΓ(ω) = LpS(Γ)(ω) = LγS(ω) = dω.
Dirac elements and Dirac structures
We introduce the following generalization of flat Ehresmann connections.
Definition 4.2.3. A Dirac element is an element γ ∈ Ω˜2E, satisfying
[γ, γ]⋉ = 0, pS(γ) = γS .
We use the following notations for the components of γ:
• γv for the (0, 2) component- an element in X2V(E)
• Γγ for the (1, 1) component- an Ehresmann connection on E
• Fγ for the (2, 0) component- an element in Ω2(S,C∞(E)).
We denote by Hγ ⊂ TE the horizontal distribution corresponding to Γγ.
Before explaining the geometric meaning of such elements, we recall:
Definition 4.2.4 (see [5, 70]). A Dirac structure L ⊂ TE⊕T ∗E is called horizontally nondegenerate
if L ∩ (V ⊕ V ◦) = {0}.
The following proposition is our interpretation of Corollary 2.8 [5] and of Theorem 2.9 [70].
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Proposition 4.2.5. For γ = (γv,Γγ ,Fγ) ∈ Ω˜2E, a Dirac element, define
Lγ := Graph(γ
v♯ : H◦γ → V )⊕Graph(F♯γ : Hγ → V ◦) ⊂ TE ⊕ T ∗E.
The assignment γ 7→ Lγ is a one to one correspondence between Dirac elements and horizontally nonde-
generate Dirac structures on E.
Proof. We start by describing the inverse map. Let L ⊂ TE⊕T ∗E be a horizontally nondegenerate Dirac
structure. Since L⊕LV = TE⊕T ∗E, where LV = V ⊕V ◦, we can decompose every X ∈ TE uniquely as
X = (VX − ξX)⊕ (HX + ξX), VX ∈ V, ξX ∈ V ◦, HX + ξX ∈ L.
Let ΓL be the Ehresmann connection with horizontal projection X 7→ HX , and let H ⊂ TE be the
corresponding distribution. Since L in isotropic, and ξX ∈ V ◦, we have that
0 = (HX + ξX , HY + ξY ) = (X + ξX , Y + ξY ) = ξX(Y ) + ξY (X),
thus ξ is given by a skew-symmetric 2-form FL ∈ Ω2(E), i.e. ξX = F♯L(X). Since L∩V ◦ = 0, we have that
ξ|V = 0, and since ξX ∈ V ◦, it follows that FL ∈ Ω2,0E . Similarly, an η ∈ T ∗E decomposes as
η = (−Vη + θη)⊕ (Vη + ϕη), Vη ∈ V, θη ∈ V ◦, Vη + ϕη ∈ L.
Using again that L is isotropic, we obtain that for all X ∈ TE,
0 = (HX + ξX , Vη + ϕη) = ϕη(HX).
Thus ϕη ∈ H◦. So, η = θη + ϕη is the decomposition of η corresponding to ΓL. By a similar argument as
before, this shows that V|H◦ = 0, and that there is a vertical bivector π
v
L ∈ Ω0,2E , such that Vξ = πv,♯L (ξ).
By comparing dimensions, we obtain that L = Lγ , where
γ = (πvL,ΓL,FL) ∈ Ω˜2L.
We still have to check that Lγ being closed under the Dorfman bracket is equivalent to [γ, γ]⋉ = 0.
This equation splits into 4 components
0 = [γ, γ]⋉ = [γ
v, γv]⊕ 2[Γγ , γv]⋉ ⊕ 2(RΓγ + [γv,Fγ ])⊕ 2[Γγ ,Fγ ]⋉ ∈
∈ Ω0,3E ⊕ Ω1,2E ⊕ Ω2,1E ⊕ Ω3,0E = Ω3E .
Let’s consider the condition
[γv,♯(α) + α, γv,♯(β) + β]D ∈ Lγ , ∀α, β ∈ Γ(H◦γ ). (4.21)
Explicitly, this expression is given by:
[γv,♯(α), γv,♯(β)] + ιγv,♯(α)dβ − ιγv,♯(β)dα+ dγv(α, β),
and denote the form part by [α, β]γv . Since the vector part is vertical, (4.21) is equivalent to the following
two conditions
[γv,♯(α), γv,♯(β)] = γv,♯([α, β]γv), (4.22)
[α, β]γv ∈ Γ(H◦γ ), (4.23)
for all α, β ∈ Γ(H◦γ ). Now for β ∈ Γ(V ◦), and any 1-form α, we have that
[α, β]γv = ιγv,♯(α)dβ ∈ Γ(H◦γ ).
Therefore, if (4.22) holds, then it holds for all 1-forms α, β ∈ Ω1(E). On the other hand, one easily sees
(e.g. by applying (4.22) to α = df, β = dg) that this is equivalent to γv being Poisson i.e. [γv, γv] = 0. For
α, β ∈ Γ(H◦γ ), contracting [α, β]γv with hor(X), for X ∈ X(S), one obtains
−ιγv,♯(α)Lhor(X)(β) + ιγv,♯(β)Lhor(X)(α) + Lhor(X)(γv(α, β)) =
= −γv(α,Lhor(X)(β))− γv(Lhor(X)(α), β) + Lhor(X)(γv(α, β)) =
= [hor(X), γv](α, β).
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Since [hor(X), γv] is vertical, condition (4.23) is equivalent to
[hor(X), γv] = [Γγ , γ
v]⋉(X) = 0, ∀X ∈ X(S).
Thus we have shown that (4.21) is equivalent to the vanishing of the first two components in [γ, γ]⋉.
Consider the condition
[hor(X) + F♯γ(X), γ
v,♯(α) + α]D ∈ Lγ , ∀ X ∈ X(S), α ∈ Γ(H◦γ ). (4.24)
Explicitly, this is given by
[hor(X), γv,♯(α)] + Lhor(X)α− ιγv,♯(α)dιhor(X)Fγ .
Using that [γv,♯(α), hor(X)] is vertical, for the last term we have
ιγv,♯(α)dιhor(X)Fγ = Lγv,♯(α)ιhor(X)Fγ = ι[γv,♯(α),hor(X)]Fγ+
+ιhor(X)Lγv,♯(α)Fγ = ιhor(X)ιγv,♯(α)dFγ .
Thus we have to show that
[hor(X), γv,♯(α)] + Lhor(X)α− ιhor(X)ιγv,♯(α)dFγ ∈ Lγ .
The first term is in V and the last in V ◦, therefore (4.24) is equivalent to the following two conditions
[hor(X), γv,♯(α)] = γv,♯(Lhor(X)α), (4.25)
Lhor(X)α− ιhor(X)ιγv,♯(α)dFγ ∈ Γ(H◦γ ), (4.26)
for all α ∈ Γ(H◦γ ) and X ∈ X(S). The first is equivalent to
[hor(X), γv]♯(α) = 0,
which, as before, translates to [Γγ , γ
v]⋉ = 0. Before looking at (4.26), note that, using the Koszul formula
to compute dFγ and that Fγ vanishes on vertical vectors, we obtain
dFγ(V, hor(X), hor(Y )) = LV (Fγ(X,Y )), ∀ V ∈ XV(E). (4.27)
So, if we contract (4.26) with hor(Y ), we get
ιhor(Y )Lhor(X)α− dFγ(γv,♯(α), hor(X), hor(Y )) =
= α([hor(X), hor(Y )])− Lγv,♯(α)(Fγ(X,Y )) =
= α(RΓγ (X,Y ) + [γ
v,Fγ ](X,Y )).
Thus (4.26) is equivalent to [γv,Fγ ] +RΓγ = 0. We have shown that (4.24) is equivalent to the vanishing
of the second and third term in [γ, γ]⋉.
Finally, we analyze the condition
[hor(X) + F♯γ(X), hor(Y ) + F
♯
γ(Y )]D ∈ Lγ , ∀ X,Y ∈ X(S). (4.28)
This can be rewritten as
[hor(X), hor(Y )] + Lhor(X)ιhor(Y )Fγ − ιhor(Y )d(ιhor(X)Fγ) =
= hor([X,Y ]) +RΓγ (X,Y ) + ι[X,Y ]Fγ + ιhor(Y )ιhor(X)dFγ .
So, (4.28) is equivalent to
RΓγ (X,Y ) + ιhor(Y )ιhor(X)dFγ ∈ Lγ , ∀ X,Y ∈ X(S).
Since the vector part is vertical, this also can be restated as two conditions
ιhor(Y )ιhor(X)dFγ ∈ Γ(H◦γ ), (4.29)
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γv,♯(ιhor(Y )ιhor(X)dFγ) = −RΓγ (X,Y ), (4.30)
for all X,Y ∈ X(S). By (4.20), we have that
dFγ(hor(X), hor(Y ), hor(Z)) = [Γγ ,Fγ ]⋉(X,Y, Z),
so (4.29) is equivalent to [Γγ ,Fγ ]⋉ = 0. Applying α to (4.30), by (4.27) we get
α([γv,Fγ ](X,Y )) = −α(RΓγ (X,Y )),
thus (4.30) is equivalent to RΓγ +[γ
v,Fγ ] = 0. So, we have shown that (4.28) is equivalent to the vanishing
of the last two components of [γ, γ]⋉. This finishes the proof.
Remark 4.2.6. Notice that the vertical Poisson structure γv corresponding to the Dirac element γ can
be described using the product of Dirac structures (see subsection 1.1.6)
Lγv = Lγ ∗ LV ,
where LV = V ⊕ V ◦. Moreover, the fact that Lγ ∗ LV is Poisson, is equivalent to Lγ being horizontally
nondegenerate.
As a consequence of the proof of the proposition, we note the following:
Corollary 4.2.7. Under the isomorphism
Hγ ⊕H◦γ ∼−→ Lγ , (X,α) 7→ (X + γv,♯(α), α + F♯γ(X)),
the Lie algebroid (Lγ , [·, ·]D, pT ) becomes
(Hγ ⊕H◦γ , [·, ·]γ , ργ),
with Lie bracket
[hor(X), hor(Y )]γ = hor([X,Y ]) + ιhor(Y )ιhor(X)dFγ
[hor(X), α]γ = Lhor(X)α+ ιγv,♯(α)ιhor(X)dFγ
[α, β]γ = ιγv,♯(α)dβ − ιγv,♯(β)dα+ dγv(α, β),
and anchor
ργ(hor(X)) = hor(X), ργ(α) = γ
v,♯(α),
for all X,Y ∈ X(S), α, β ∈ Γ(H◦γ ).
The complex computing the cohomology of a horizontally nondegenerate Dirac structure (see subsection
1.1.6) can be computed as follows.
Proposition 4.2.8. Let γ be a Dirac element, and Lγ the corresponding Dirac structure on E. Using the
isomorphism L∗γ = V ⊕ V ◦, given by the pairing on TE ⊕ T ∗E, the complex computing the cohomology of
Lγ becomes
(Ω•E , dγ), dγ := [γ, ·]⋉.
Proof. We identify Lγ with the Lie algebroid Hγ ⊕ H◦γ (as in the previous corollary), and H∗γ ∼= V ◦,
(H◦γ )
∗ ∼= V . With these identifications, we obtain that ΩE = Γ(Λ•(V ⊕ V ◦)), which is the complex
computing the Lie algebroid cohomology of Hγ ⊕H◦γ . Denote its differential by dLγ . Since both dLγ and
dγ act by derivations, it suffices to check that they coincide on
W ∈ Ω0,1E = XV(E) and η ∈ Ω1,0E = Ω1(S,C∞(E)).
First observe that
dγW = [γ,W ]⋉ = [γ
v,W ]⊕ [Γγ ,W ]⋉ ⊕ [Fγ ,W ] ∈ Ω0,2E ⊕ Ω1,1E ⊕ Ω2,0E ,
dγη = [γ, η]⋉ = [γ
v, η]⊕ [Γγ , η]⋉ ∈ Ω1,1E ⊕ Ω0,2E .
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We compute dLγ on W and η using the formulas from the previous corollary, and we compare the two
differentials by evaluating them on elements α, β ∈ Γ(H◦γ ) and hor(X), hor(Y ) ∈ Γ(Hγ), for X,Y ∈ X(S):
(dLγW )(α, β) = Lγv,♯(α)β(W )− Lγv,♯(β)α(W )−
−W (ιγv,♯(α)dβ − ιγv,♯(β)dα+ dγv(α, β)) =
= ιγv,♯(α)dιWβ − ιγv,♯(β)dιWα−
− ιW ιγv,♯(α)dβ + ιW ιγv,♯(β)dα− LWγv(α, β) =
= ιγv,♯(α)LWβ − ιγv,♯(β)LWα− LWγv(α, β) =
= γv(α,LWβ) + γ
v(LWα, β) − LWγv(α, β) =
= [γv,W ](α, β) = [γ,W ]⋉(α, β).
(dLγW )(hor(X), β) = Lhor(X)β(W )−W (Lhor(X)β − ιhor(X)ιγv,♯(β)dFγ) =
= [hor(X),W ](β) = [Γγ ,W ]⋉(X, β) = [γ,W ]⋉(X, β),
where we used that dF vanishes on two vertical vectors.
(dLγW )(hor(X), hor(Y )) = −dFγ(hor(X), hor(Y ),W ) = −LW (Fγ(X,Y )) =
= [Fγ ,W ]⋉(X,Y ) = [γ,W ]⋉(X,Y ),
where we used (4.27).
(dLγη)(α, β) = 0 = [γ, η]⋉(α, β),
(dLγη)(hor(X), β) = −Lγv,♯(β)η(hor(X)) = [γv, η](X, β) = [γ, η]⋉(X, β),
(dLγη)(hor(X), hor(Y )) = Lhor(X)η(hor(Y ))− Lhor(Y )η(hor(X))−
− η([hor(X), hor(Y )]) = dη(hor(X), hor(Y )) =
= [Γγ , η]⋉(X,Y ) = [γ, η]⋉(X,Y ),
where we used (4.20).
4.2.3 Horizontally nondegenerate Poisson structures
Observe that, for a Dirac element γ, the Poisson support of Lγ is
supp(Lγ) = {e ∈ E | F♯γ,e : Hγ → H◦γ is invertible}.
We will refer to this open also as the Poisson support of γ.
Definition 4.2.9. A Poisson bivector π ∈ X2(E) which satisfies
Ve + π
♯(V ◦e ) = TeE, ∀ e ∈ E,
is called horizontally nondegenerate.
Clearly, a Poisson structure π on E is horizontally nondegenerate, if and only if Lπ is a horizontally
nondegenerate Dirac structure. We will denote the corresponding Dirac element as follows:
γπ = (π
v,Γπ,Fπ).
We describe the triple explicitly. The nondegeneracy of π implies that
Hπ = π
♯(V ◦)
gives an Ehresmann connection on E, which corresponds to Γπ ∈ Ω˜1,1E . With respect to the resulting
decomposition TE = V ⊕Hπ, the mixed component of π vanishes
π = πv + πh ∈ Λ2V ⊕ Λ2Hπ ,
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and πv is the desired (0, 2)-component. The bivector πh is nondegenerate as a map V ◦ → Hπ, and its
inverse represents Fπ ∈ Ω2(S,C∞(E)). Explicitly,
Fπ(dp(πh♯η), dp(πh♯µ)) = −πh(η, µ), ∀ η, µ ∈ V ◦. (4.31)
Vorobjev’s Theorem 2.1 in [68] can be summarized as follows:
Proposition 4.2.10. There is a 1-1 correspondence between
1. Dirac elements γ ∈ Ω˜2E with supp(Lγ) = E.
2. Horizontally nondegenerate Poisson structures π on E.
The following reformulation of Proposition 4.3 [17] is a direct consequence of Proposition 4.2.8.
Proposition 4.2.11. Let π be a horizontally nondegenerate Poisson structure on E with corresponding
Dirac element γ. Then there is an isomorphism of complexes
τπ : (X
•(E), dπ)
∼−→ (Ω•E , dγ),
given by
τπ = ∧•fπ,∗ : X•(E) ∼−→ Ω•E , (4.32)
where fπ is the bundle isomorphism
fπ := (I,−F♯π, ) : V ⊕Hπ = TE ∼−→ V ⊕ V ◦.
Proof. By Proposition 4.2.8, both complexes compute the cohomology of the Dirac structure Lπ, so we need
only identify the resulting isomorphism. This is the dual of the composition of Lie algebroid isomorphisms
Hπ ⊕H◦π ∼−→ Lπ ∼−→ T ∗E,
(X, η) 7→ (X + πv(η), η + F♯π(X)) 7→ η + F♯π(X),
which, by skew-symmetry of Fπ, is fπ.
We discuss now deformations of horizontally nondegenerate Poisson structures. Let {γt}t∈[0,1] be a
smooth family of Dirac elements, and let U ⊂ E be an open contained in the support of γt for all t ∈ [0, 1].
Denote by πt the corresponding horizontally nondegenerate Poisson structure on U . Then
d
dtπt is a closed
element in the Poisson cohomology of πt. We describe this co-cycle in terms of γt.
Lemma 4.2.12. We have that
τπt
(
d
dt
πt
)
=
d
dt
γt.
Proof. Decomposing πt = π
v
t + π
h
t , we see that π˙
v
t is vertical, therefore we have to show that
τπt(π˙
h
t ) = Γ˙πt + F˙πt .
We use the following notations
At := π
h,♯
t : T
∗U → TU, Bt := F♯πt : TU → T ∗U, Ct := At ◦Bt : TU → TU.
Clearly, Ct is just the horizontal projection corresponding to Γπt . Also, we regard Γπt and Fπt as skew-
symmetric elements in
Hom(TU ⊕ T ∗U, T ∗U ⊕ TU),
and as such they can be written as
Γπt =
(
0 −C∗t
Ct 0
)
, Fπt =
(
Bt 0
0 0
)
The map fπt : TU → T ∗U ⊕ TU , is given by
fπt =
( −Bt
I − Ct
)
.
93
Chapter 4
With this formalism, on X2(U) ⊂ Hom(T ∗U, TU), we have
τπt(W ) = fπt ◦W ◦ f∗πt .
Now, we compute τπt(A˙t). First we have that
A˙t ◦ f∗πt = A˙t(Bt, I − C∗t ) = (A˙tBt, A˙t − A˙tC∗t ) =
= (C˙t −AtB˙t,−(A˙t − CtA˙t)∗) =
= (C˙t −AtB˙t,−(C˙tAt)∗) = (C˙t −AtB˙t, AtC˙∗t ),
where we have used that CtAt = At. Therefore
τπt(A˙t) =
( −Bt
I − Ct
)
(C˙t −AtB˙t, AtC˙t) =
=
(
Bt(−C˙t +AtB˙t) −BtAtC˙∗t
(I − Ct)(C˙t −AtB˙t) (I − Ct)AtC˙t
)
.
For the (1, 1)-entry, we note that BtC˙t = 0, since C˙t takes values vertical vectors; and BtAt = C
∗
t ,
BtCt = Bt, therefore
BtAtB˙t = −(B˙tCt)∗ = B˙t + (BtC˙t)∗ = Bt.
For the (1, 2) entry, using also that C2t = Ct and that CtC˙t = 0 (since Ct vanishes on vertical vectors), we
obtain
−BtAtC˙∗t = −C∗t C˙∗t = −(C˙tCt)∗ = −C˙∗t + (CtC˙t)∗ = −C˙∗t
Using (I − Ct)At = 0, we fill in the remaining entries and obtain the result
τπt(A˙t) =
(
B˙t −C˙∗t
C˙t 0
)
= Γ˙πt + F˙πt .
To trivialize a smooth family {πt}t∈[0,1] of Poisson structures on U , means to find a smooth family of
diffeomorphisms Φt : U → U that satisfy
Φ0 = Id, Φ
∗
t (πt) = π0.
Let Xt denote the time dependent vector field generating the family Φt
d
dt
Φt(x) = Xt(Φt(x)).
Then Xt satisfies the so-called homotopy equation:
d
dt
πt = [πt, Xt]. (4.33)
Conversely, if we find a time dependent vector field Xt satisfying (4.33), then its flow, defined as the
solution to the differential equation
Φ0(x) = x,
d
dt
Φt(x) = Xt(Φt(x)),
will send π0 to πt, i.e. Φ
∗
t (πt) = π0, whenever it is defined.
Lemma 4.2.12 and Proposition 4.2.11 imply the following compact version of Proposition 2.14 [69].
Lemma 4.2.13. Let {γt}t∈[0,1] be a family of Dirac elements on E, U ⊂ E an open included in the
intersection of their supports, and let πt be the corresponding family of horizontally nondegenerate Poisson
structures. Then a time dependent vector field Xt ∈ X(U) satisfies the homotopy equation (4.33), if and
only if
Vt := τπt(Xt) ∈ Ω1U
satisfies
d
dt
γt = [γt, Vt]⋉. (4.34)
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4.2.4 The dilation operators and jets along S
For t ∈ R, t 6= 0 let µt : E → E be the fiberwise multiplication by t. Pullback by µt gives an automorphism
µ∗t : (Ω˜E , [·, ·]⋉) ∼−→ (Ω˜E , [·, ·]⋉),
which preserves ΩE and acts as the identity on Ω
•(S).
Define the dilation operators as follows:
ϕt : Ω˜E
∼−→ Ω˜E , ϕt(u) = tq−1µ∗t (u), for u ∈ Ω˜•,qE .
Remark 4.2.14. It is useful to describe this operation in local coordinates. Choose xi coordinates for S
and yα linear coordinates on the fibers of E. An arbitrary element in Ω
p(S,Xq(E)) is a sum of elements
of type
a(x, y)dxI ⊗ ∂xJ ∧ ∂yK
where I, J and K are multi-indices with |I| = p, |J | + |K| = q and a = a(x, y) is a smooth function.
Elements in ΩE contain only terms with |J | = 0. The elements in Ω˜E are also allowed to contain terms
with |J | = 1, but those terms must have |K| = 0, and the coefficient a only depending on x. Applying ϕt
to such an element we find
t|J|−1a(x, ty)dxI ⊗ ∂xJ ∧ ∂yK . (4.35)
Lemma 4.2.15. The dilation operator ϕt preserves the bidegree, is an automorphism of the graded Lie
algebra Ω˜E and preserves ΩE.
Proof. Due to its functoriality, µ∗t has these properties. Since
[Ω˜p,qE , Ω˜
p′,q′
E ]⋉ ⊂ Ω˜p+p
′,q+q′−1
E ,
also the multiplication by tq−1 has the same properties. Hence also the composition of the two operations,
i.e. ϕt, has the desired properties.
We introduce also the following subspaces of Ω˜E , for l ∈ Z:
grl(Ω˜E) = {u ∈ Ω˜E : ϕt(u) = tl−1u} ⊂ Ω˜E ,
J lS(Ω˜E) = gr0(Ω˜E)⊕ . . .⊕ grl(Ω˜E) ⊂ Ω˜E .
These spaces vanish for l < 0 (see (4.35)). The elements in gr0 are called constant, those in gr1 are called
linear, while those in grl are called homogeneous of degree l. Similarly, one defines grl(ΩE). We have
canonical isomorphisms (see e.g. (4.35))
grl(Ω
p,q
E ) = Ω
p(S,ΛqE ⊗ SlE∗), (4.36)
where SlE∗ denotes the l-th symmetric power of E∗, and we identify:
• sections of E with fiberwise constant vertical vector fields on E,
• sections of SlE∗ with degree l homogeneous polynomial functions on E.
Moreover, grl(Ω˜
p,q
E ) coincides with grl(Ω
p,q
E ) except for l = 1, q = 1, when
gr1(Ω˜
p,1
E ) = Ω
p(S,Xlin(E)),
where Xlin(E) is the space of linear vector fields on E, i.e. projectable vector fields whose flow is fiberwise
linear.
Our next aim is to introduce the partial derivative operators along S,
dlS : Ω˜E −→ grl(Ω˜E).
To define and handle them, we use the formal power series expansion of tϕt(u) with respect to t. Although
ϕt is not defined at t = 0, by (4.35) it is clear that, for any u ∈ Ω˜E , the map
R∗ ∋ t 7→ tϕt(u) ∈ Ω˜E
admits a smooth extension to R. Hence, the following makes sense.
95
Chapter 4
Definition 4.2.16. Define the n-th order derivatives of u ∈ Ω˜E along S, denoted by dnSu, as the
coefficients of the formal power expansion of ϕt at t = 0
ϕt(u) ∼= t−1u|S + dSu+ td2Su+ . . . .
In other words,
dnS(u) =
1
n!
dn
dtn |t=0
tϕt(u) ∈ Ω˜E .
We also use the notation u|S := d0Su. The n-th order jet of u along S is
jnS(u) =
n∑
k=0
dkS(u).
Lemma 4.2.17. We have that dnS(u) ∈ grn(Ω˜E) and jnS(u) ∈ JnS (Ω˜E).
Proof. Since ϕr ◦ ϕs = ϕrs, we have that ϕr(sϕs(u)) = r−1[ξϕξ(u)]|ξ=rs. Taking n derivatives at s = 0,
we obtain the result.
The power series description, together with the properties of ϕt, are very useful in avoiding computa-
tions. For instance, using that ϕt preserves [·, ·]⋉ and comparing coefficients, we obtain a Newton type
formula.
Lemma 4.2.18. For any u, v ∈ Ω˜E, we have that
dlS [u, v]⋉ =
∑
p+q=l+1
[dpSu, d
q
Sv]⋉.
As an illustration of our constructions let us look again at connections. We have already seen that an
Ehresmann connection on E can be seen as an element Γ ∈ Ω˜1,1E . We have that Γ is linear as an element
of Ω˜E if and only if it is a linear connection. For the direct implication: the properties of ϕt immediately
imply that the ⋉- bracket with Γ preserves gr0(Ω˜
•,1
E ) = Ω
•(S,E) hence it induces a covariant derivative
dΓ := [Γ, ·]⋉ : Ω•(S,E) −→ Ω•+1(S,E).
4.2.5 The first jet of a Poisson structure around a leaf
Throughout this subsection, we let π be a horizontally nondegenerate Poisson structure on E, with corre-
sponding Dirac element γ = (πv,Γπ,Fπ). After the first lemma, we will make the extra assumption that
S, viewed as the zero section of E, is a symplectic leaf of π, and we will describe the linearization of π
around S using the algebraic tools we have just developed. Actually, as one can easily see, everything what
we prove works more generally, for any horizontally nondegenerate Dirac structure on E, which admits S
as a presymplectic leaf.
The fact that S is a symplectic leaf can be characterized algebraically (see also Proposition 6.1 [17]).
Lemma 4.2.19. S is a symplectic leaf of π if and only if γ|S lives in bi-degree (2, 0). In this case, the
symplectic form is
ωS = γ|S ∈ gr0(Ω2,0E ) = Ω2(S).
Proof. Recall that the Dirac structure Lπ is spanned by hor(X) + F♯π(X) and π
v,♯(α) +α, with X ∈ X(S)
and α ∈ Γ(H◦). Since π has rank at least dim(S), it follows that S is a symplectic leaf if and only if the
vector part of these elements belongs to TS ⊂ TE|S, which means that hor(X)|S = X and πv,♯|S (α) = 0.
These conditions are equivalent to πv|S = 0 and Γπ|S = 0, i.e. γ|S ∈ Ω2,0E . In this case, we have that
π|S = π
v
|S + π
h
|S = π
h
|S ∈ X2(S),
and so
ωS = (π
h
|S)
−1 = Fπ|S = γ|S .
96
A normal form theorem around symplectic leaves
From now on, we will assume that (S, ωS) is a symplectic leaf of π, or equivalently that γ|S = ωS . We
look now at the next term in the Taylor expansion of γ around S, whose components we denote as follows
d1Sγ = (π
v
lin,Γlin,Flin) ∈ gr1(Ω˜2E),
πvlin ∈ Γ(Λ2E ⊗ E∗), Γlin ∈ Ω1(S,Xlin(E)), Flin ∈ Ω2(S,E∗).
Lemma 4.2.20. We have that d1Sγ and j
1
Sγ are Dirac elements on E.
Proof. By the Newton formula from Lemma 4.2.18, we have that
0 = d1S [γ, γ]⋉ = 2[ωS , d
2
Sγ] + [d
1
Sγ, d
1
Sγ]⋉ = [d
1
Sγ, d
1
Sγ]⋉,
where we have used also that d2Sγ ∈ Ω2E , and so, by Lemma 4.2.2, ωS commutes with d2Sγ. Also, we have
that pS(ϕt(u)) = pS(u), for all u ∈ Ω˜E , therefore pS(dSγ) = γS . This shows that d1Sγ is a Dirac element.
For j1Sγ, note that [ωS , ωS] = 0, pS(j
1
Sγ) = pS(d
1
Sγ) = γS , and also
[d1Sγ, ωS]⋉ = LpS(d1Sγ)ωS = LγSωS = dωS = 0.
These imply that j1SγS is also Dirac.
Observe that the 2-form part of j1Sγ is ωS + Flin. Since Flin vanishes along S, it follows that the open
where ωS + Flin is invertible contains S. This is precisely the support of j1Sγ, which we denote by
N := supp(j1Sγ).
We denote the corresponding Poisson structure by πlin(S).
Proposition 4.2.21. The Poisson manifold (N, πlin(S)) is the first order approximation of π along S
from Definition 4.1.19.
Proof. Recall that the path πt from Definition 4.1.19 is given by
πt = tµ
∗
t (π
(t−1)ωS ), t 6= 0.
This is not well-defined everywhere on E as a Poisson structure, but it is a well-defined Dirac structure Lt
on E, which is given by
Lt = tµ
∗
t (L
(t−1)ωS
π ), t 6= 0,
where we use the rescaling of Dirac structures from subsection 1.1.6. The fact that S is a symplectic
leaf of π implies that Lπ is horizontally nondegenerate on some open U containing S. We denote the
corresponding Dirac element by
γ = (πv,Γπ,Fπ) ∈ Ω˜2U .
We claim that Lt is horizontally nondegenerate on
1
tU , and we compute its Dirac element γt ∈ Ω˜21
tU
.
Recall that Lπ is spanned by
X + F♯π(X), π
v,♯(α) + α, X ∈ Hγ , α ∈ H◦γ .
Since ωS is horizontal, it follows that Lt is spanned by
tµ∗t (X) + (µ
∗
t (Fπ) + (t− 1)ωS)♯ µ∗t (X), tµ∗t (πv)♯µ∗t (α) + µ∗t (α),
with X ∈ Hγ and α ∈ H◦γ . Observe that Ht := µ∗t (Hγ) is the horizontal distribution corresponding to
µ∗t (Γπ), and that H
◦
t = µ
∗
t (H
◦
γ ), both defined on
1
tU . Therefore, Lt is spanned by the elements
X + t−1 (µ∗t (Fπ)− ωS + tωS)♯ (X), tµ∗t (πv)♯(α) + α,
with X ∈ Ht and α ∈ H◦t . This shows that Lt is the Dirac structure Lγt on 1tU , corresponding to the
Dirac element
γt := tµ
∗
t (π
v) + µ∗t (Γπ) + t
−1µ∗t (Fπ) + (1− t−1)ωS = γ|S +
tϕt(γ)− γ|S
t
.
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That γt is Dirac can also be checked directly:
pS(γt) = pS(ϕt(γ) + (1− t−1)ωS) = pS(γ) = γS ,
[γt, γt]⋉ = [ϕt(γ), ϕt(γ)]⋉ + 2(1− t−1)[ϕt, ωS ]⋉ =
= ϕt([γ, γ]⋉) + 2(1− t−1)dωS = 0.
Also, it is clear that γt extends smoothly at t = 0, with γ0 = j
1
Sγ, and therefore also π0 = πlin(S). This
finishes the proof.
Remark 4.2.22. The proof above implies the assertions made before Definition 4.1.19, namely that πt
extends smoothly at t = 0, and that on some neighborhood of S, πt is defined for all t ∈ [0, 1]. The fact
that such an open exists, follows by the Tube Lemma and the fact that the support of γt contains S for
all t (simply because γt|S = ωS).
We prove now that d1Sγ encodes the structure of the Lie algebroid AS , the restriction of the cotangent
Lie algebroid of π to S (see also [68]).
Lemma 4.2.23. The Dirac element d1Sγ induces a Lie algebroid structure on A := TS⊕E∗, with anchor
the first projection and Lie bracket [·, ·]A given by
[α, β]A = π
v
lin(α, β), [X,α]A = ∇X(α), [X,Y ]A = [X,Y ] + Flin(X,Y ), (4.37)
for X,Y ∈ X(S), α, β ∈ Γ(E∗), where ∇ is the covariant derivative corresponding to Γlin. Moreover the
map
A = TS ⊕ E∗ (ω
♯
S,I)−→ T ∗S ⊕ E∗ = AS
is an isomorphism of Lie algebroids, where AS is the Lie algebroid corresponding to the leaf S of π.
Proof. We will use Corollary 4.2.7, which gives the Lie bracket on the Lie algebroid B := Hπ ⊕H◦π, and
an isomorphism between B ∼= Lπ. Observe that Hπ|S = TS and H◦π|S = E∗ ⊂ T ∗E|S , thus hor(X)|S = X ,
and since πv|S = 0, it follows that S is an orbit of B, and that the anchor of B|S is the first projection.
Moreover, one easily checks the following equalities(
Lhor(X)(α)
)
|S
= ∇X(α|S),
(
ιhor(Y )ιhor(X)dFπ
)
|S
= Flin(X,Y ),
dπv(α, β)|S = π
v
lin(α|S , β|S), ∀ α, β ∈ Γ(H◦π), X, Y ∈ X(S),
where we use the inclusion E∗ ⊂ T ∗E|S . These equations show that also the Lie bracket of B|S coincides
with that of A, thus B|S = A as Lie algebroids. The induced isomorphism between B|S and Lπ|S becomes
(X,α) 7→ (X,α+ ω♯S(X)), and composing it with the isomorphism Lπ|S ∼= AS , (X, η) 7→ η, we obtain the
one from the statement.
The Dirac structure Ld1Sγ corresponding to the element d
1
Sγ satisfies
µ∗t (Ld1Sγ) = tLd1Sγ , t 6= 0.
Such Dirac structures deserve a name.
Definition 4.2.24. A horizontally nondegenerate Dirac structure L on E is called a horizontally non-
degenerate linear Dirac structure, if it satisfies
µ∗t (L) = tL, ∀t 6= 0.
Of course, such Dirac structures correspond to linear Dirac elements. Note that any Lie algebroid
structure on TS ⊕ E∗ with anchor the first projection, is given by formulas as in (4.37), for some linear
element
γlin = (π
v
lin,Γlin,Flin) ∈ gr1(Ω˜2E),
such that pS(γlin) = γS , i.e. Γlin is a linear connection. We prove now that this element is Dirac, and that
this is a bijective correspondence.
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Proposition 4.2.25. There is a one to one correspondence between
• Lie algebroid structure on structure on A = TS ⊕ E∗ with anchor pr1,
• horizontally nondegenerate linear Dirac structures on E.
Explicitly,
• the Lie algebroid corresponding to L is
A := L|S ,
• the Dirac structure corresponding to A is such that the inclusion
(E,L) ⊂ (A∗, πlin(A))
is a backward Dirac map.
Proof. Both structures are encoded by elements γlin ∈ gr1(Ω˜2E), satisfying pS(γlin) = γS . Also, as in the
proof of the previous lemma, if γlin is Dirac, then the Lie algebroid A := Lγlin|S has bracket determined by
γlin via formulas (4.37). Thus it is enough to prove that for a Lie algebroid structure on A, determined by
γlin, the inclusion (E,Lγlin) ⊂ (A∗, πlin(A)) is a backward Dirac map. Integrability of Lγlin (or equivalent
[γlin, γlin]⋉ = 0) will follow automatically.
Denote by L ⊂ TE ⊕ T ∗E the pullback of Lπlin(A), i.e. L is spanned by
α+ π♯lin(A)(θ), where θ ∈ T ∗A∗|E satisfies θ|TE = α, π♯lin(A)(θ) ∈ TE.
A priori, we know that, at every point in E, L is a maximal isotropic subspace, but we don’t know if it is
a smooth subbundle. If this is the case, then it is automatically a Dirac structure. It is enough to check
that Lγlin ⊂ L, since, by comparing dimensions, Lγlin = L, so L is smooth and Lγlin is Dirac.
The cotangent bundle of A∗ = T ∗S ⊕ E is spanned by the differentials of functions of the following
type
• X˜ ∈ C∞(A∗), the linear function corresponding to X ∈ X(S),
• ξ˜ ∈ C∞(A∗), the linear function corresponding to ξ ∈ Γ(E∗),
• f˜ ∈ C∞(A∗), the pullback of f ∈ C∞(S),
and the nonzero Poisson brackets of such functions are
{X˜, Y˜ } = [˜X,Y ] + ˜Flin(X,Y ), {X˜, ξ˜} = ∇˜X(ξ),
{X˜, f˜} = L˜X(f), {ξ˜, η˜} = ˜πvlin(ξ, η).
This shows that HX˜ preserves the function in p
∗(C∞(E)), where p : A∗ → E is the projection, or
equivalently it is p-projectable, and clearly it projects to hor(X). This implies the following relation
πlin(A)(dX˜ + p
∗(F♯lin(X)), dY˜ ) = [˜X,Y ] +
˜Flin(X,Y )− p∗(F♯lin(X))(HY˜ ) =
= [˜X,Y ] + ˜Flin(X,Y )− p∗(Flin(X, hor(Y ))) = [˜X,Y ].
Restricting to E ⊂ A∗, this gives
πlin(A)(dX˜ + p
∗(F♯lin(X)), dY˜ )|E = 0.
Since the differentials dY˜ span (TE)◦, this implies that
πlin(A)
♯(dX˜ + p∗(F♯lin(X)))|E ∈ TE.
We claim that this vector field equals hor(X). Since HX˜ projects to hor(X), it suffices to check that
πlin(A)
♯(p∗(F♯lin(X)))|E = 0. But this is clear, since p
∗(F♯lin(X)) is in the span of df˜ , and
πlin(A)(df˜ , dξ˜) = 0, πlin(A)(df˜ , dg˜) = 0.
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Since dX˜|E = 0, we have shown that the following elements are in L
hor(X) + F♯lin(X) ∈ L, ∀ X ∈ X(S).
Consider now α ∈ Γ(H◦) ⊂ Ω1(E). Since HX˜ projects to hor(X), it follows that p∗(α)(HX˜) = 0, or
equivalently that πlin(A)(p
∗(α), dX˜) = 0. As before, this implies that π♯lin(A)(p
∗(α))|E ∈ TE. Also, for
any ξ ∈ Γ(E∗), by the formulas for the Poisson bracket, we have that
πlin(A)(p
∗(α), dξ˜)|E = π
v
lin(α, dξ),
hence πlin(A)
♯(p∗(α))|E = π
v,♯
lin (α). So, we obtain that
πv,♯lin (α) + α ∈ L, ∀α ∈ Γ(H◦),
and this finishes the proof.
The Lie algebroid AS of the leaf has a canonical representation on the conormal bundle of the leaf,
ν∗S = E
∗, since this coincides with the kernel of its anchor. The cohomology of AS with coefficients in this
representation (see subsection 2.3.2) can also be computed using our algebraic tools.
Lemma 4.2.26. For any l ≥ 0, the complex (Ω•(AS ,Slν∗S), dAS ) computing the cohomology of AS with co-
efficients in the l-th symmetric power of ν∗S = E
∗ is canonically isomorphic to the complex (grl(Ω
•
E), [d
1
Sγ, ·]⋉).
Proof. We will use Proposition 5.3.1 from chapter 5, which states that the complex (Ω•(AS ,Slν∗S), dAS ) is
canonically isomorphic to the complex
(I lSX
•(E)/I l+1S X
•(E), dlπ), (4.38)
where IS is the vanishing ideal of S, I
k
S is its k-th power and d
l
π is the differential induced by dπ = [π, ·].
Since the map τπ : X
•(E)→ Ω•E comes from a vector bundle isomorphism, it restricts to an isomorphism
I lSX
•(E) ∼= I lSΩ•E ,
thus, by Proposition 4.2.11, it induces an isomorphism between (4.38) and
(I lSΩ
•
E/I
l+1
S Ω
•
E , d
l
γ), (4.39)
where dlγ is the differential induced by dγ = [γ, ·]⋉. As vector spaces, this quotient can be identified with
grl(Ω
•
E), since
I lSΩ
•
E = I
l+1
S Ω
•
E ⊕ grl(Ω•E),
with projection dlS : I
l
SΩ
•
E → grl(Ω•E). Using the Newton-type formula from Lemma 4.2.18, we obtain the
expected differential on grl(Ω
•
E)
dlγ(u) = d
l
S [γ, u]⋉ = [d
1
Sγ, d
l
Su]⋉ = [d
1
Sγ, u]⋉, u = d
l
Su ∈ grl(Ω•E).
We end this section by proving the results stated in subsection 4.1.6.
Proof of Lemma 4.1.14. We have to check that the map I+p∗(ωS)
♯ ◦π♯lin(A) is invertible. Let X,Y ∈ TE.
We have that
〈p∗(ωS)♯ ◦ π♯lin(A) ◦ p∗(ωS)♯(X), Y 〉 = −πlin(A)(ξX , ξY ),
where ξX := p
∗(ωS)
♯(X) and ξY := p
∗(ωS)
♯(Y ). Now, ξX , ξY are in the span of df˜ , for f ∈ C∞(S), and
since πlin(A)(df˜ , dg˜) = 0, it follows that πlin(A)(ξX , ξY ) = 0. Hence
p∗(ωS)
♯ ◦ π♯lin(A) ◦ p∗(ωS)♯ = 0.
This shows that p∗(ωS)
♯ ◦ π♯lin(A) is nilpotent, thus I + p∗(ωS)♯ ◦ π♯lin(A) is invertible. Moreover, the
resulting Poisson structure is given by
π
p∗(ωS),♯
lin (A) = π
♯
lin(A) − π♯lin(A) ◦ p∗(ωS)♯ ◦ π♯lin(A).
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Proof of Proposition 4.1.15. Using the splitting σ, we identify the Lie algebroid A with TS ⊕ E∗ with
anchor the first projection, where E = K∗. Let γlin be the corresponding Dirac element. By Proposition
4.2.25, we have that the inclusion (E,Lγlin) ⊂ (A∗, πlin(A)) is a backward Dirac map. Gauge transforming
both sides by p∗(ωS) preserves this relation, thus (E,Lγlin+ωS ) ⊂ (A∗, πp
∗(ωS)
lin (A)) is a backward Dirac
map. The Poisson support of γlin+ωS coincides with the open N(A), where E is Poisson transversal, and it
includes S. The induced Poisson structure πA, is the one corresponding to γlin+ωS , therefore, by Lemma
4.2.19 it has (S, ωS) as a symplectic leaf, and by Lemma 4.2.23 it has the expected Lie algebroid.
Proof of Proposition 4.1.20. Clearly, we may assume that Ψ = Id and that E = νS =M . Denote by γ the
corresponding Dirac element, defined on some open around S. By the proof of Proposition 4.1.15, we have
that πAS coincides with the Poisson structure πlin(S) corresponding to the Dirac element j
1
Sγ = γ|S+d
1
Sγ,
and by Proposition 4.2.21, this coincides with π0. We also note that, on N(AS), π0 can be given as the
limit limt→0 πt. To see this, note that, by the continuity of the family γt from the proof of Proposition
4.2.21, for every point e ∈ N(AS) = supp(j1Sγ), we find ǫ > 0, such that e ∈ supp(γt) for all t ∈ [0, ǫ),
hence πt is defined around e for t ∈ [0, ǫ), and so π0,e = limt→0 πt,e.
Proof of Proposition 4.1.16. Let σ : A→ E∗ = K be a splitting inducing a decomposition A = TS ⊕ E∗.
We denote by [·, ·]A the resulting Lie bracket on TS ⊕ E∗ and the induced linear Dirac element by
γlin = (π
v
lin,Γlin,Flin) ∈ gr1(Ω˜2E).
A second splitting is given by an element λ ∈ Ω1(S,E∗) = gr1(Ω1,0E ), i.e.
σλ : A = TS ⊕ E∗ −→ E∗, (X,α) 7→ λ(X) + α.
Let [·, ·]λ be the corresponding Lie bracket and the linear Dirac element be
γλlin = (π
v,λ
lin ,Γ
λ
lin,F
λ
lin) ∈ gr1(Ω˜2E).
The Lie algebroid structures are related by the bundle isomorphism
ϕλ : (TS ⊕ E∗, [·, ·]λ) ∼−→ (TS ⊕ E∗, [·, ·]A), (X,α) 7→ (X,λ(X) + α).
We determine now the Dirac element γλlin. For α, β ∈ Γ(E∗), we have
[α, β]λ = ϕ
−1
λ [ϕλ(α), ϕλ(β)]A = π
v
lin(α, β),
thus πv,λlin = π
v
lin. For X ∈ X(S) and α ∈ Γ(E∗), we have
[X,α]λ = ϕ
−1
λ [X + λ(X), α]A = ∇X(α) + πvlin(λ(X), α) = ∇λX(α).
The extra term can be also written as πvlin(λ(X), α) = L−[λ,πvlin](X)(α), therefore the corresponding linear
connection is
Γλlin = Γlin − [λ, πvlin] ∈ gr1(Ω˜1,1E ).
For X,Y ∈ X(S), we have that
[X,Y ]λ = ϕ
−1
λ [X + λ(X), Y + λ(Y )]A = [X,Y ] + Flin(X,Y )+
+∇X(λ(Y ))−∇Y (λ(X)) + πvlin(λ(X), λ(Y ))− λ([X,Y ]) =
= [X,Y ] + Flin(X,Y ) + [Γlin, λ]⋉(X,Y ) + πvlin(λ(X), λ(Y )),
where we used (4.20). Also the last term can be expressed using the bracket
πvlin(λ(X), λ(Y )) =
1
2
[λ, [λ, πvlin]](X,Y ).
So, for the 2-from we obtain
Fλlin = Flin − [λ,Γlin]⋉ +
1
2
[λ, [λ, πvlin]].
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These formulas have a very simple interpretation: the operator
adλ := −[λ, ·]⋉ : Ω˜p,qE −→ Ω˜p+1,q−1E
is nilpotent, therefore its exponential is well defined
exp(adλ)(u) =
∑
n≥0
adnλ
n!
(u),
and the formulas reduce to γλlin = exp(adλ)(γlin). Since [λ, ωS ] = 0, it follows that the Dirac elements of
the two local models are also related by
ωS + γ
λ
lin = exp(adλ)(ωS + γlin).
Consider now the smooth family joining them
γt := exp(tadλ)(ωS + γlin).
Either by using that exp(tadλ) is a Lie algebra automorphism, or that γt corresponds to the splitting σtλ,
we deduce that γt is Dirac, for all t. Since exp(adλ) preserves the spaces grl(Ω˜
2
E), it follows that γt|S = ωS ,
thus S is in the support of γt, for all t. By the Tube Lemma, there exists an open neighborhood U of S,
such that U ⊂ supp(γt) for all t ∈ [0, 1]. Let πt be the corresponding Poisson structures on U . The time
dependent vector field
Xt := τ
−1
πt (λ) ∈ X(U)
vanishes on S, so we can choose V ⊂ U , and open neighborhood of S, such that the flow of Xt is defined
for all t ∈ [0, 1] as a map Φt : V → U . If we prove that Xt satisfies the homotopy equation (4.33), we are
done since this equation implies that Φ1 is a Poisson diffeomorphism between
Φ1 : (V, π0) −→ (Φ1(V ), π1),
which is the identity on S. Equivalently, by Lemma 4.2.13, we have to check that λ satisfies (4.34), and
this is straightforward:
d
dt
γt =
d
dt
exp(tadλ)(γ0) = −[λ, exp(tadλ)(γ0)]⋉ = [γt, λ]⋉.
4.3 Proof of Theorem 2, Step 1: Moser’s path method
In this section we use Moser’s path method to reduce the proof of Theorem 2 to some cohomological
equations. The main outcome is Theorem 4.3.1.
Let (M,π) be a Poisson manifold and let (S, ωS) be an embedded symplectic leaf. We start by describing
the relevant cohomologies. They are all relatives of the Poisson cohomology groups H•π(M). The first one
is, intuitively, the Poisson cohomology of the germ of (M,π) around S:
H•π(M)S = lim
S⊂U
H•π|U (U),
where the limit is the direct limit over all opens U around S.
The Poisson cohomology restricted to S, denoted by
H•π,S(M),
is defined by the complex (X•|S(M), dπ |S), where X
•
|S(M) = Γ(Λ
•TM|S). Of course, this is just the
cohomology H•(AS) of the transitive Lie algebroid
AS := T
∗M|S,
the restriction of the cotangent Lie algebroid of π to S.
The last relevant cohomology is a version of H•π,S(M) with coefficients
H•π,S(M, ν
∗
S) := H
•(AS , ν
∗
S),
where ν∗S , the conormal bundle of S, is canonically a representation of AS . This is also isomorphic to the
cohomology of the complex of multivector fields which vanish at S, modulo those which vanish up to first
order along S (see Proposition 5.3.1 in chapter 5).
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Theorem 4.3.1. Let S be an embedded symplectic leaf of a Poisson manifold (M,π) and let πlin(S) be
the first order approximation of π along S associated to some tubular neighborhood of S in M . If
H2π(M)S = 0, H
1
π,S(M) = 0, H
1
π,S(M, ν
∗
S) = 0,
then, around S, π and πlin(S) are Poisson diffeomorphic, by a Poisson diffeomorphism which is the identity
on S.
The rest of this section is devoted to this proof of the theorem, followed by a slight improvement that
will be used in the proof of Proposition 4.1.8.
First of all, by using a tubular neighborhood, we may assume that M = E is a vector bundle over S
and that π is horizontally nondegenerate on E. Let γ ∈ Ω˜2E be the associated Dirac element and j1Sγ its
linearization. Consider the path of Dirac elements from the proof of Proposition 4.2.21
γt = γ|S +
ϕt(γ)− γ|S
t
, with γ0 = j
1
Sγ, and γ1 = γ. (4.40)
Let U be an open around S included in the support of γt, for all t ∈ [0, 1], and denote by πt the corre-
sponding Poisson structure on U (see (4.10)).
We are looking for a family Φt of diffeomorphisms defined on a neighborhood of S in U , for t ∈ [0, 1],
such that Φt|S = Id, Φ0 = Id and
Φ∗tπt = π0 = πlin(S) (4.41)
for all t ∈ [0, 1]. Then Φ1 will be the desired isomorphism. We will define Φt as the flow of a time dependent
vector field Xt, i.e. as the solution of:
d
dt
Φt(x) = Xt(µt(x)), Φ0(x) = x.
Hence we are looking for the time dependent Xt defined on an around S. The first condition we require is
that X = 0 along S. This implies that Φt|S = Id, in particular Φt is defined for all t ∈ [0, 1] on S. Hence
by the Tube Lemma, Φt is well-defined up to time 1 on an open O ⊂ U containing S. Finally, since (4.41)
holds at t = 0, it suffices to require its infinitesimal version
d
dt
πt = [πt, Xt]. (4.42)
By Lemma 4.2.13, this is equivalent to finding a time dependent element Vt = τπt(Xt) ∈ Ω1U , such that
d
dt
γt = [γt, Vt]⋉. (4.43)
There is one equation for each t but, since γt is of a special type, one can reduce everything to a single
equation.
Lemma 4.3.2. Assume that there exists Z ∈ Ω1U such that j1SZ = 0 and
[γ, Z]⋉ =
d
dt |t=1
γt. (4.44)
Then Vt := t
−1ϕt(Z) satisfies the homotopy equations (4.43).
Proof. The condition that the first jet of Z along S vanishes, ensures that Vt is a smooth family defined
also at t = 0 and that Vt vanishes along S. We check the homotopy equations at all t ∈ (0, 1]. For the left
hand side
[γt, Vt]⋉ = [ϕt(γ) + (1− 1
t
)ωS , Vt]⋉ = [ϕt(γ),
1
t
ϕt(Z)]⋉) =
1
t
ϕt([γ, Z]⋉),
where we used that ωS lies in the center of ΩE (Lemma 4.2.2), and that ϕt commutes with the brackets.
Using the assumption on Z, we find
[γt, Vt]⋉ = t
−1ϕt(γ˙1).
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Hence (4.43) will follow for t ∈ (0, 1] if we prove the following equation
t−1ϕt(γ˙1) = γ˙t. (4.45)
The explicit formula for γt (4.40) implies that
ϕt(γs) = γts + (1− t−1)ωS .
Taking the derivative with respect to s, at s = 1, we obtain the result.
The equation for Z in the last lemma lives in the cohomology of (Ω•U , dγ). Note that the right hand
side of the equation is indeed closed. This follows by taking the derivative at t = 1 in [γt, γt]⋉ = 0.
By Proposition 4.2.11 and the first assumption of Theorem 4.3.1, after shrinking U if necessary, we may
assume that γ˙1 is exact. This ensures the existence of Z. To conclude the proof of the theorem, we still
have to show that Z can be corrected so that j1SZ = 0. We will do so by finding F ∈ Ω0E = C∞(E), such
that
j1S([γ, F ]⋉) = j
1
S(Z).
Then Z ′ = Z − [γ, F ]⋉ will be the correction of Z. Since the condition only depends on j1SF , it suffices to
look for F of type
F = F0 + F1 ∈ gr0(Ω0E)⊕ gr1(Ω0E) = C∞(S)⊕ Γ(E∗).
So F |S = F0, d1SF = F1. Using the Newton formula (Lemma 4.2.18) and that ωS, F0 are central in ΩE
(Lemma 4.2.2), we find
j1S [γ, F ]⋉ = [d
1
Sγ, F0]⋉ + [d
1
Sγ, F1]⋉ ∈ gr0(Ω1E)⊕ gr1(Ω1E),
so we have to solve the following cohomological equations:
[d1Sγ, F0]⋉ = Z|S , [d1Sγ, F1]⋉ = d1SZ. (4.46)
By Lemma 4.2.26, the relevant cohomologies are precisely the ones assumed to vanish in the theorem.
So it is enough to show that Z|S and d1SZ are closed with respect to the differential [d1Sγ, ·]⋉. These
are precisely the first order consequences of the equation (4.44) that Z satisfies. By (4.45), we have that
ϕt(γ˙1) = tγ˙t, hence j
1
S(γ˙1) = 0. Applying the Newton formula to (4.44) gives
[d1Sγ, Z|S ]⋉ = 0, [d1Sγ, d1SZ]⋉ + [d2Sγ, Z|S]⋉ = 0. (4.47)
Hence Z|S is closed, and so we can find F0 satisfying the first equation in (4.46). In particular, this shows
that
Z|S = [d1Sγ, F0]⋉ = LpS(d1Sγ)F0 = dF0 ∈ Ω(S).
Hence Z|S commutes with ΩE , and since d2Sγ ∈ ΩE , the second equation of (4.47) becomes [d1Sγ, d1SZ]⋉ = 0.
This finishes the proof.
Remark 4.3.3. The previous arguments reveal a certain cohomology class related to the linearization
problem, which we will describe now more explicitly. Consider a tubular neighborhood p : E → S. Since
any two tubular neighborhoods are isotopic, it follows that the class in the de Rham cohomology of the
“germ of M around S”
[p∗(ωS)] ∈ H•(M)S = lim
S⊂U
H•(U),
is independent of p. The chain map between the de Rham complex and the Poisson complex (see subsection
1.1.4) induced by π♯, induces a map
H(π♯) : H•(M)S −→ H•π(M)S .
Consider the class of p∗(ωS) under this map, denoted by
[π|S ] := H(π
♯)[p∗(ωS)] = −[Λ2π♯(p∗(ωS))] ∈ H2π(M)S .
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Definition 4.3.4. The linearization class associated to an embedded leaf S of a Poisson manifold
(M,π) is defined by
lπ,S := [π]− [π|S ] ∈ H2π(M)S .
Corollary 4.3.5. In the Theorem 4.3.1, the condition H2π(M)S = 0 can be replaced by the condition
lπ,S = 0.
Proof. In the proof above we only used the vanishing of [γ˙1], hence, by Lemma 4.2.12 it suffices to show
that [π˙1] = lπ,S . Recall that (4.10)
π♯t = tµ
∗
t
(
π♯(Id + (t− 1)p∗(ωS)♯π♯)−1
)
.
Since µet is the flow of the Liouville vector field E =
∑
yi
∂
∂yi
, we obtain
π˙1 = π + [E , π] + u˙1,
where u♯t = π
♯(Id + (t− 1)p∗(ωS)♯π♯)−1. We compute u˙1 as follows
0 =
d
dt |t=1
(
u♯t(Id + (t− 1)p∗(ωS)♯π♯)
)
=
= u˙♯1 + π
♯p∗(ωS)
♯π♯ = u˙1 − Λ2π♯(p∗(ωS)).
This finishes the proof.
4.4 Proof of Theorem 2, Step 2: Integrability
In this section we show that the conditions of Theorem 2 imply the integrability of the Poisson structure
around the symplectic leaf which, in turn, implies that the cohomological conditions from Theorem 4.3.1
are satisfied. As in the geometric proof of Conn’s linearization theorem [18], this step will be divided into
three sub-steps, corresponding to the three subsections:
• Step 2.1: Integrability implies the needed cohomological conditions.
• Step 2.2: Existence of “nice” symplectic realizations implies integrability.
• Step 2.3: Proof of the existence of such “nice” symplectic realizations.
In the first sub-step we will also finish the proof of Proposition 4.1.8.
By integrability we mean here the integrability of the cotangent Lie algebroids T ∗M , or, equivalently,
the integrability of the Poisson manifold (M,π) by a symplectic groupoid (see section 2.5).
4.4.1 Step 2.1: Reduction to integrability
The idea of using integrability in order to prove the vanishing of the cohomologies from Theorem 4.3.1 is
very simple. First of all, all the cohomologies involved are Lie algebroid cohomologies. Then, with the
Lie groupoid at hand, one can try to integrate algebroid cocycles (in the relevant cohomologies) to the
groupoid level. This is the idea of Van Est maps, used by Van Est in the case of Lie groups to prove Lie’s
Theorem III. The generalization to Lie groupoids was carried out in [13] (Theorem 4, which we recall in
subsection 2.3.3). At the groupoid level, if this is compact, or just proper, one can use averaging in order
to prove the triviality of groupoid cocycles (Proposition 1 in [13], which we recall in subsection 2.3.1). The
outcome is the following.
Theorem 4.4.1. Let (M,π) be a Poisson manifold, x ∈M , and let S be the symplectic leaf through x. If
Px, the homotopy bundle at x, is smooth and compact, then
H1π,S(M) = 0, H
1
π,S(M, ν
∗
S) = 0.
If moreover H2(Px) = 0 and S admits an open neighborhood U whose associated Weinstein groupoid
G(U, π|U ) is smooth and Hausdorff, then also
H2π(M)S = 0.
105
Chapter 4
Proof. The first part of the proof is completely similar to that of Theorem 2 in [18]. The conditions on
Px imply that G(AS), the 1-connected groupoid of AS = T ∗M|S, is smooth and compact. Hence, its
differentiable cohomology with any coefficients vanishes. Since its s-fibers are 1-connected, the Van Est
map with coefficients is an isomorphism in degree 1. So, also the cohomology of AS , with any coefficients,
vanishes in degree 1.
For the second part, it suffices to show that, for any open W ⊂ U containing S, there exists a smaller
one V , containing S, such that H2π(V ) = 0. Proceeding as in the first part, it suffices to find V for which
G(V, π|V ) has s-fibers which are compact and cohomologically 2-connected. Let G ⊂ G(U, π|U ) be the set
of arrows with source and target inside W , and for which both the s-fiber and the t-fiber are diffeomorphic
to Px. By local Reeb stability applied to the foliation by the s-fibers (and t-fibers respectively), we see
that all four conditions are open, therefore G ⊂ G(U, π|U ) is open, and by assumption, all arrows above
S are in G. By the way G was defined, we see that it is an open subgroupoid over the invariant open
V := s(G) ⊃ S, thus it integrates T ∗V . Since all its s-fibers are 1-connected, we have that G = G(V, π|V ),
and this finishes the proof.
End of the proof of Proposition 4.1.8. We will adapt the previous argument, making use of Corollary 4.3.5.
We have to show that
lπ,S := [π]− [π|S ] = 0 ∈ H2π(M)S .
We show that, for any tubular neighborhood p : W → S of S with W ⊂ U , there exists a smaller one V ,
containing S, such that
[π]− [π|S ] = 0 ∈ H2π(V ).
Let V be as in the previous proof, which we assume to be connected (take the component containing S
in V ). Since G(V, π|V ) is still proper, it suffices to show that the class above is in the image of the Van
Est map of G(V, π|V ) (in degree 2). By Corollary 2 [13] (which we recall in subsection 2.3.3), this image
consists of elements [ω] ∈ H2π(V ), such that ∫
γ
J(ω) = 0,
for all 2-spheres γ in the s-fibers of G(V, π|V ). Hence it suffices to check this for [π] − [π|S ]. Let ω˜S =
p∗(ωS)|V and let Ω be the symplectic form on G(V, π|V ). We compute now J(Λ2π♯(ω˜S)). Note that
Λ2π♯(ω˜S)(α, β) = ω˜S(π
♯(α), π♯(β)).
Recall from section 2.4, that, under the identification between the Lie algebroid of G(V, π|V ) and T ∗V
given by −Ω♯, we have that dt|T∗V = π♯. Thus, for α, β ∈ T sgG(V, π|V ), we obtain
J(Λ2π♯(ω˜S))(α, β) = ω˜S(π
♯(drg(α)), π
♯(drg(β))) =
= ω˜S(dt ◦ drg(α), dt ◦ drg(β)) = ω˜S(dt(α), dt(β)) = t∗(ω˜S)(α, β).
Hence, J(Λ2π♯(ω˜S)) is the restriction to the s-fibers of t
∗(ω˜S). On the other hand, it is well known (see e.g.
[74]), and can also be easily checked using the properties listed in section 2.4, that J(π) is the restriction
to the s-fibers of Ω. Thus we obtain that J([π]− [π|S ]) is the restriction to the s-fibers of the closed 2-form
ω := Ω + t∗(ω˜S).
Notice also that ω vanishes over the s-fibers over points x ∈ S. This follows from the fact that t is an
anti-Poisson map, and so Ω|s−1(x) = −t∗(ωS). Now let γ a 2-sphere in an s-fiber of G(V ). Since V is
connected, we can find a homotopy between γ and a 2-sphere γ1 which lies in an s-fiber over S. Since ω is
closed, we have that
∫
γ ω =
∫
γ1
ω, and since the restriction of ω to s-fibers over S vanishes, it follows that∫
γ1
ω = 0. This ends the proof.
4.4.2 Step 2.2: Reduction to the existence of “nice” symplectic realizations
Next, we show that the integrability condition from 4.4.1 is implied by the existence of a symplectic
realization with some specific properties.
We will use the following notation. Given a symplectic realization µ, we denote by F(µ) the foliation
defined by the fibers of µ. By Libermann’s theorem, the symplectic orthogonal TF(µ)⊥ is involutive, and
we denote by F(µ)⊥ the underlying foliation.
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Theorem 4.4.2. Let (M,π) be a Poisson manifold and let S be a symplectic leaf. Assume that there
exists a symplectic realization
µ : (Σ,Ω) −→ (U, π|U )
of some open neighborhood U of S in M such that any leaf of the foliation F⊥(µ) which intersects µ−1(S)
is compact and 1-connected.
Then there exists an open neighborhood V ⊂ U of S such that the Weinstein groupoid G(V, π|V ) is
Hausdorff and smooth.
Proof. We may assume that all leaves of F(µ)⊥ are compact and 1-connected. Otherwise, we replace Σ
by Σ′ and U by U ′ = µ(Σ′), where Σ′ is defined as the set of points y ∈ Σ with the property that the leaf
of F(µ)⊥ through y is compact and 1-connected. Local Reeb stability implies that Σ′ is open in Σ. The
hypothesis implies that µ−1(S) ⊂ Σ′ and, since µ is open, U ′ is an open neighborhood of S. Clearly, we
may also assume that U =M .
Hence we have a symplectic realization
µ : (Σ,Ω) −→ (M,π)
with the property that all leaves of F(µ)⊥ are compact and 1-connected. We claim that G(M,π) has
the desired properties. By Theorem 8 in [15], if the symplectic realization µ is complete, then G(M,π)
is smooth. The compactness assumption on the leaves of F(µ)⊥ implies that µ is complete since the
Hamiltonian vector fields of type Xµ∗(f) are tangent to these leaves. For Hausdorffness, we take a closer
look to the argument of [15]. It is based on a natural isomorphism of groupoids
G(M,π)×M Σ ∼= G(F(µ)⊥),
where the left hand side is the fibered product over s and µ, and the right hand side is the homotopy
groupoid of the foliation F(µ)⊥- obtained by putting together the homotopy groupoids of all the leaves.
Since homotopy groupoids are always smooth, [15] concluded that G(M,π) is smooth. In our case, the
leaves of F(µ)⊥ are 1-connected, hence the homotopy groupoid is a subgroupoid of M × M . So it is
Hausdorff, and this implies that also G(M,π) is Hausdorff.
4.4.3 Step 2.3: the needed symplectic realization
To finish the proof, we still have to provide a symplectic realization as in Theorem 4.4.2. This will be
constructed using the methods from section 2.6. We will use the notations:
• X = P (T ∗M) is the Banach manifold of cotangent paths.
• F = F(T ∗M) is the foliation on X given by the equivalence relation of cotangent homotopy; it is a
smooth foliation of finite codimension.
• Y = s˜−1(S) ⊂ X , the submanifold of X sitting above S. Note that this is the same as the manifold
P (AS) of A-paths of the algebroid AS = T
∗M|S.
• FY = F|Y , the restriction of F to Y. This coincides with the foliation F(AS) associated to the
algebroid AS [14], and Y/FY is the groupoid G(AS) of AS .
• We will denote B = G(AS). By the assumptions of Theorem 2, B is smooth and compact.
By Proposition 2.6.4, every transversal T to F inherits a symplectic structure Ω|T , such that σ = s˜|T :
T → M is a symplectic realization of its image. Moreover, Ω|T is invariant under the induced holonomy
action of F . Our strategy is to produce such a T and an equivalence relation ∼ on T , weaker than the
holonomy relation, such that the quotient T / ∼ is smooth. Then Ω|T will descend to a symplectic structure
on T / ∼ and σ (which is invariant under holonomy) will induce the required symplectic realization.
As in the appendix in [18], we will use the following technical lemma:
Proposition 4.4.3. Let F be a foliation of finite codimension on a Banach manifold X and let Y ⊂ X
be a submanifold which is saturated with respect to F (i.e. each leaf of F which hits Y is contained in Y).
Assume that:
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(H0) The holonomy groups of the foliation F at the points of Y are trivial.
(H1) FY := F|Y is induced by a submersion p : Y → B, with B-compact.
(H2) The fibration p : Y → B is locally trivial.
Then one can find:
(i) a transversal T ⊂ X to F such that TY := Y ∩ T is a complete transversal to FY (i.e. it intersects
each leaf of FY at least once).
(ii) a retraction r : T → TY .
(iii) an action of the holonomy of FY on r along the leaves of F .
Moreover, the quotient of T by this action is a smooth Hausdorff manifold.
In our case, once we make sure that the lemma can be applied, the resulting quotient Σ of T will
produce the symplectic realization required in Theorem 4.4.2. To see this, notice that by construction,
σ−1(S) = G(AS) ⊂ Σ, and by Proposition 2.6.4, the symplectic orthogonals to the σ fibers are the τ fibers.
Now on G(AS), τ becomes the target map, thus all its fibers are diffeomorphic to Px, in particular they
are compact and 1-connected.
(H1) is clear since B is smooth and compact. We first prove a lemma:
Lemma 4.4.4. Let M be a finite dimensional manifold, x0 ∈M , and denote by Path(M,x0) the Banach
manifold of C2-paths in M starting at x0. Then
ǫ : Path(M,x0) −→M, γ 7→ γ(1)
is a locally trivial fiber bundle.
Proof. For x ∈M , we construct open neighborhoods U ⊂ V and a smooth family of diffeomorphisms
φy,t :M
∼−→M, for y ∈ U, t ∈ R,
such that φy,t is supported inside V , φy,0 = IdM and φy,1(x) = y. Then the required trivialization over U
is given by
τU : ǫ
−1(x) × U ∼−→ ǫ−1(U), τU (γ, y)(t) = φy,t(γ(t)),
with inverse
τ−1U (γ)(t) = (φ
−1
γ(1),t(γ(t)), γ(1)).
The construction of such maps is clearly a local issue, thus we may assume that M = Rm, with x = 0 and
U = B1(0), V = B2(0), the balls of radii 1 and 2 respectively. Consider f ∈ C∞(Rm), supported inside
B2(0), with f|B1(0) = 1. Let φy,t be the flow at time t of the compactly supported vector field Xy := f
−→y ,
where −→y represents the constant vector field on Rm corresponding to y ∈ B1(0). Then φy,t satisfies all
requirements.
Next, we denote by Paths(G(AS), 1) the Banach manifold of C2-paths γ in G(AS) starting at some unit
1x and satisfying s ◦ γ = x. Proposition 1.1 of [14] identifies our bundle p : Y → B with the bundle
ǫ˜ : Paths(G(AS), 1) −→ G(AS), γ 7→ γ(1). (4.48)
Hence, the following implies (H2).
Lemma 4.4.5. For a source locally trivial Lie groupoid G, the map ǫ˜ (4.48) is a locally trivial fiber bundle.
Proof. Consider g0 ∈ G, x0 = s(g0). Consider a local trivialization of s over an open U , with x0 ∈ U ,
τ : s−1(U) ∼= U × s−1(x0). Since the unit map is transverse to s, we may assume that τ(1x) = (x, 1x0) for
all x ∈ U . Left composing with τ induces a diffeomorphism τ∗ : ǫ˜−1(s−1(U)) ∼= U × Path(s−1(x0), 1x0),
under which ǫ˜ becomes
Id× ǫ : U × Path(s−1(x0), 1x0) −→ U × s−1(x0),
where ǫ is the map from the previous lemma. By that lemma, for every g0 ∈ s−1(x0), we can find V ⊂
s−1(x0) an open around g0, over which ǫ can be trivialized. Thus, ǫ˜ can be trivialized over τ
−1(U×V ).
108
A normal form theorem around symplectic leaves
We still have to check (H0). First we note the following.
Lemma 4.4.6. For any leaf L of F inside Y, π1(L) ∼= π2(Px).
Proof. The foliation FY is given by the fibers of p : Y → B, which, as remarked before, is isomorphic to
the bundle ǫ˜ : Paths(G(AS), 1)→ G(AS). So, a leaf L will be identified with ǫ˜−1(g), for some g ∈ G(AS).
Let y := s(g) and Py := s
−1(y). Then L is a fiber of ǫ : Path(Py , 1y) → Py, which, by Lemma 4.4.4, is a
locally trivial fiber bundle. Since Path(Py , 1y) is contractible, using the long exact sequence in homotopy,
we find that π1(L) ∼= π2(Py). Since G(AS) is transitive, Py and Px are diffeomorphic.
Of course, if π2(Px) were assumed to be trivial, then condition (H0) would follow automatically. Since
Px is 1-connected, by the Hurewicz theorem, the hypothesis that H
2(Px) = 0 is equivalent to π2(Px) being
finite. We show that this is enough to ensure triviality of the holonomy groups.
Lemma 4.4.7. The holonomy group of the foliated manifold (X ,F) is trivial at any point a ∈ Y.
Proof. Let a ∈ Y and let Γ be the holonomy group at a. Let T be a transversal of (X ,F) through a. Since
Γ is finite, T can be chosen small enough so that the holonomy transformations holu define an action of
Γ on T . Denote by TY := T ∩ Y. Since the holonomy of (Y,FY) is trivial, by making T smaller, we may
assume:
C1: the action of Γ on TY is trivial.
Note also that the submersion σ : T →M satisfies:
C2: σ is Γ-invariant.
C3: σ−1(σ(a)) ⊂ TY .
For C2, just note that, for a′ ∈ T , since a′ and holu(a′) are in the same leaf (i.e. cotangent-homotopic),
they have the same starting point. C3 is also clear, since σ−1(S) ⊂ Y.
We have to show that the action of Γ is trivial in a neighborhood of a in T . Since Γ is finite, it suffices
to show that the induced infinitesimal action of Γ on TaT is trivial. At the infinitesimal level, we have a
short exact sequence
ker(dσ)a
i−→ TaT (dσ)a−→ Tσ(a)M.
This is a sequence of Γ-modules, where Γ acts trivially on the first and the last term. For the last map, this
follows from C2. For the first map, C3 implies that ker(dσ)a ⊂ TaTY on which Γ acts trivially by C1. Since
Γ is finite, the action on the middle term must be trivial as well (use e.g. an equivariant splitting).
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Formal equivalence around Poisson
submanifolds
In this chapter we study the normal form problem for Poisson structures from the formal point of view. The
main result (Theorem 3) is a formal rigidity theorem for Poisson structures around Poisson submanifolds,
which generalizes Weinstein’s formal linearization around fixed points with semisimple isotropy Lie algebra
[72]. The first order jet of a Poisson bivector at a Poisson submanifold encodes in the structure of the
restricted Lie algebroid. We find cohomological conditions on this Lie algebroid which insure that all
Poisson structure with the same first order jet are formally diffeomorphic. This result the formal version
of Theorem 4 form chapter 6, which treats the smooth rigidity problem. The content of this chapter was
published in [53].
5.1 Statement of Theorem 3
Let (M,π) be a Poisson manifold. Recall that an immersed submanifold
ι : S −→M
is called a Poisson submanifold of M if π is tangent to S. Recall also (see subsection 2.2.4) that the
cotangent Lie algebroid of π can be restricted to S, inducing a Lie algebroid structure on
AS := T
∗M|S.
This fits in a short exact sequence of Lie algebroids
0 −→ ν∗S −→ AS −→ T ∗S −→ 0, (5.1)
where ν∗S ⊂ AS is the conormal bundle of S and T ∗S is the cotangent algebroid of π|S . In particular, we
obtain a representation of AS on ν
∗
S and thus, also on its symmetric powers Sk(ν∗S). Using the explicit
formula for the Lie bracket of T ∗M (2.1), we see that the Lie algebroid structures on AS and the sequence
(5.1), they both depend only on the first jet of π at S, denoted by j1|Sπ.
The cohomology relevant for formal deformations of π around S is version of the Poisson cohomology
of (M,π) restricted to S with coefficients (see section 4.3). In terms of the Lie algebroid AS , this is defined
as
H•π,S(M,Sk(ν∗S)) := H•(AS ,Sk(ν∗S)).
An equivalent description of these groups, in terms of jets of multivector fields, will be given in subsection
5.3.
The main result of this chapter is the following:
Theorem 3. Let π1 and π2 be two Poisson structures on M , such that S ⊂ M is an embedded Poisson
submanifold for both, and such that they have the same first order jet along S. If their common algebroid
AS satisfies
H2(AS ,Sk(ν∗S)) = 0, ∀ k ≥ 2,
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then the two structures are formally Poisson diffeomorphic. More precisely, there exists a diffeomorphism
ψ : U ∼−→ V ,
with dψ|TM|S = IdTM|S , where U and V are open neighborhoods of S, such that π1|U and ψ∗(π2|V) have
the same infinite jet along S:
j∞|S (π1|U ) = j
∞
|S (ψ
∗(π2|V )).
Applying Theorem 3 to the linear Poisson structure on the dual of a compact, semisimple Lie algebra,
we obtain the following result.
Corollary 5.1.1. Consider the linear Poisson structure (g∗, πg) corresponding to a semisimple Lie algebra
of compact type g, and let S(g∗) ⊂ g∗ be the unit sphere in g∗ centered at the origin, with respect to some
invariant inner product. Any Poisson structure π, which is defined on some open around S(g∗), and that
satisfies
j1|S(g∗)(πg) = j
1
|S(g∗)(π),
is formally Poisson diffeomorphic to πg around S(g∗).
Recall from chapter 4 that around an embedded symplectic leaf (S, ωS) we have the notion of a first
order approximation of π around S, which we denote by πlin(S). This Poisson structure has the same first
order jet as π at S, and is constructed only using data encoded in j1|Sπ.
Theorem 3 implies a version of Theorem 2 in the formal category:
Theorem 5.1.2. Let (M,π) be a Poisson manifold and let S ⊂M be an embedded symplectic leaf. If the
cohomology groups
H2(AS ,Sk(ν∗S))
vanish for all k ≥ 2, then π is formally Poisson diffeomorphic to its first order approximation around S.
In many cases, we prove that these cohomological obstructions vanish, and we obtain the following
corollaries:
Corollary 5.1.3. Let (M,π) be a Poisson manifold and let S ⊂ M be an embedded symplectic leaf.
Assume that the Poisson homotopy bundle of S is a smooth principal bundle with vanishing second de
Rham cohomology group, and that its structure group G satisfies
H2diff(G,Sk(g)) = 0, ∀ k ≥ 2,
where g is the Lie algebra of G and H•diff(G,Sk(g)) denotes the differentiable cohomology of G with coeffi-
cients in the k-th symmetric power of the adjoint representation. Then π is formally Poisson diffeomorphic
to its first order approximation around S.
Differentiable cohomology of compact groups vanishes, therefore:
Corollary 5.1.4. Let (M,π) be a Poisson manifold and let S ⊂ M be an embedded symplectic leaf.
Assume that the Poisson homotopy bundle of S is a smooth principal bundle with vanishing second de
Rham cohomology and compact structure group. Then π is formally Poisson diffeomorphic to its first
order approximation around S.
A bit more technical is the following:
Corollary 5.1.5. Let (M,π) be a Poisson manifold and let S ⊂M be an embedded symplectic leaf whose
isotropy Lie algebra is reductive. If the abelianization algebroid
AabS := AS/[ν
∗
S , ν
∗
S ]
is integrable by a simply connected principal bundle with vanishing second de Rham cohomology and compact
structure group, then π is formally Poisson diffeomorphic to its first order approximation around S.
Corollary 5.1.6. Let (M,π) be a Poisson manifold and let S ⊂M be an embedded symplectic leaf through
x ∈ M . If the isotropy Lie algebra at x is semisimple, π1(S, x) is finite and π2(S, x) is torsion, then π is
formally Poisson diffeomorphic to its first order approximation around S.
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5.1.1 Some related results
The first order approximation of a Poisson manifold around a fixed point is the linear Poisson structure
corresponding to the isotropy Lie algebra. Formal linearization in this setting was proven by Weinstein
in [72], under the hypothesis that the isotropy Lie algebra is semisimple. This case is covered also by our
Corollary 5.1.6.
A weaker version of Theorem 3 is stated in [43]. Instead of embedded Poisson submanifolds, the authors
of loc.cit. work with compact symplectic leaves and also their conclusion is a bit weaker, they prove that
for each k there exists a diffeomorphism that identifies the Poisson structures up to order k (Theorem
7.1 loc.cit.). Compactness of the leaf is a too strong assumption for formal equivalence. For example,
Corollary 7.4 loc.cit. concludes that hypotheses similar to those of our Corollary 5.1.6 imply vanishing of
the cohomological obstructions; but, as remarked by the authors themselves, these assumptions together
with the compactness assumption imply that the leaf is a point.
In order to prove Theorem 3, we first reduce the problem to an equivalence criterion for Maurer Cartan
elements in complete graded Lie algebras. In the context of differential graded associative algebras, this
criterion can be found in Appendix A [2].
In order to prove vanishing of cohomology and to obtain the corollaries enumerated above, we use
techniques like Whitehead’s Lemma for semisimple Lie algebras, spectral sequences for Lie algebroids, but
also the more powerful techniques developed in [13] such as the Van Est map and vanishing of cohomology
of proper groupoids.
The statement of Corollary 5.1.4 resembles the most that of Theorem 2; the only hypothesis that is
weakened is the compactness of the leaf. Yet, the assumptions of Corollary 5.1.4 are too strong in the formal
setting; in particular, they imply compactness of the semisimple part of the isotropy Lie algebra. The more
technical Corollary 5.1.5 generalizes this result by allowing the semisimple part to be noncompact, and
therefore, we consider this result to be the appropriate analogue of Theorem 2 in the formal category.
5.1.2 The first order data
Let (M,π) be a Poisson manifold and let ι : S → M be an embedded Poisson submanifold. There are
several ways to encode the first order data associated to S, which we explain below. Since we are interested
in local properties of π around S, we may assume that S is also closed in M (this happens if we replace
M with a tubular neighborhood of S).
The first order jet
We use the same notations as in subsection 4.1.5: IS is the vanishing ideal of S, X
•
S(M) is the algebra of
multivector fields tangent to S, and the jet spaces are defined by
JkS(X
•
S(M)) = X
•
S(M)/I
k+1
S X
•(M).
Recall also that the jet spaces inherit a graded Lie algebra structure.
Denote by πS := π|S the Poisson structure induced on S. Similar to Definition (4.1.11), we consider:
Definition 5.1.7. A first jet of a Poisson on M with Poisson submanifold (S, πS), is an element τ ∈
J1S(X
2
S(M)), satisfying
τ|S = πS and [τ, τ ] = 0.
We denote by J1(S,πS)Poiss(M) the space of such elements.
An extension of Poisson algebras
The fact that S is a Poisson submanifold is equivalent to IS being an ideal of the Lie algebra (C
∞(M), {·, ·}).
The quotient space C∞(M)/IS carries a natural Poisson algebra structure, which is canonically isomorphic
to the Poisson algebra corresponding to πS
(C∞(S), {·, ·}).
We regard this algebra as the 0-th order approximation of the Poisson manifold (M,π) around S. This
gives a recipe for constructing higher order approximations. For example, the first order approximation
113
Chapter 5
fits into an exact sequence of Poisson algebras
0 −→ (IS/I2S , {·, ·}) −→ (C∞(M)/I2S , {·, ·}) −→ (C∞(S), {·, ·}) −→ 0. (5.2)
An extension of Lie algebroids
The cotangent Lie algebroid (T ∗M, [·, ·]π, π♯) can be restricted to S, i.e. there is a unique Lie algebroid
structure on AS := T
∗M|S such that the restriction map Γ(T
∗M)→ Γ(AS) is a Lie algebra homomorphism.
Endowed with this structure, AS fits in the short exact sequence of Lie algebroids:
0 −→ (ν∗S , [·, ·]) −→ (AS , [·, ·]) −→ (T ∗S, [·, ·]πS ) −→ 0, (5.3)
where the last term is the cotangent Lie algebroid of (S, πS). The representation of AS on ν
∗
S corresponds
to the flat AS-connection:
∇ : Γ(AS)× Γ(ν∗S) −→ Γ(ν∗S), ∇α(η) := [α, η].
These three constructions are equivalent ways to encode the first order data of π around S.
Proposition 5.1.8. Let (S, πS) be Poisson manifold and let ι : S → M be a closed embedding. There is
a one to one correspondence between
• first jets of Poisson structures with (S, πS) as a Poisson submanifold,
• Poisson algebra structures on the commutative algebra C∞(M)/I2S that fit in the short exact sequence
(5.2),
• Lie algebroid structures on the vector bundle AS = T ∗M|S that fit in the short exact sequence (5.3).
Proof. We first show that the three structures are encoded by the same type of objects. Using a tubular
neighborhood, we may replace M with νS . This gives canonical identifications AS = T
∗S ⊕ ν∗S and
C∞(νS)/I
2
S = C
∞(S)⊕ Γ(ν∗S). As a commutative algebra, C∞(S)⊕ Γ(ν∗S) is the square-zero extension of
C∞(S) by Γ(ν∗S), i.e. Γ(ν
∗
S)
2 = 0. When regarding an element θ ∈ Γ(ν∗S) as a linear function on νS , we
denote it by θ; and when we view it as the restriction of a 1-forms on νS to S, we simply denote it by θ.
Using the inclusion νS ⊂ (TνS)|S , we have that
dθ|νS = θ.
We encode an element τ ∈ J1S(X2S(νS)), such that τ|S = πS , by a triple:
(R,∇, πv).
To explain each component, write τ = j1|SW for a bivector W on νS . Then:
• R ∈ X2(S)⊗ Γ(ν∗S) is a bivector with values in ν∗S defined by
R(α, β) := d(W (p∗(α), p∗(β)))|νS , α, β ∈ Γ(T ∗S),
• ∇ : Γ(T ∗S)⊗ Γ(ν∗S) → Γ(ν∗S) is a contravariant connection on ν∗S for the cotangent Lie algebroid of πS
defined by
∇α(θ) := d(W (p∗(α), dθ))|νS , α ∈ Γ(T ∗S), θ ∈ Γ(ν∗S),
• πv ∈ Γ(ν∗S ⊗ Λ2νS) is defined by
πv(η, θ) := d(W (dη, dθ))|νS , η, θ ∈ Γ(ν∗S).
It is straightforward to check that these elements are C∞(S)-linear in both arguments, except for ∇ in the
second argument, in which it satisfies the rule of a contravariant derivative (see subsection 1.1.7):
∇αfθ = f∇αθ + Lπ♯S(α)(f)θ.
Similarly, a bilinear operator on AS that fits in (5.3) and satisfies the Leibniz rule is also given by the
same structures, namely the “bracket” is
[(α, η), (β, θ)] = ([α, β]πS , R(α, β) +∇αθ −∇βη + πv(η, θ)).
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for α, β ∈ Γ(T ∗S) and η, θ ∈ Γ(ν∗S).
Also, a biderivation of the commutative algebra C∞(S)⊕Γ(ν∗S) that fits into (5.2) is given by the same
type of elements:
{(f, η), (g, θ)} = ({f, g}S, R(df, dg) +∇df (θ)−∇dg(η) + πv(η, θ)),
for (f, η), (g, θ) ∈ C∞(S) ⊕ Γ(ν∗S). It is a lengthly but straightforward computation, which we omit, to
check that the equation [τ, τ ] = 0 is equivalent to the Jacobi identity for [·, ·] on Γ(AS) and also to the
Jacobi identity for {·, ·} on C∞(S)⊕ Γ(ν∗S).
In the case when τ is the first jet of a Poisson structure π, notice that the bracket on AS is the one
obtained by restricting the cotangent Lie algebroid of π to S, and that the Poisson algebra on C∞(S)⊕Γ(ν∗S)
is the one of π modulo the ideal I2S .
If πS is nondegenerate, i.e. πS = ω
−1
S for a symplectic form ωS on S, then every first jet of a Poisson
tensor τ ∈ J1(S,πS)Poiss(M) can be extended to a Poisson structure on a neighborhood of S. This follows
from the results in subsection 4.1.6: by the previous proposition, τ determines a Lie algebroid structure on
AS , which, by nondegeneracy of πS , is transitive; by Proposition 4.1.15, the local model πAS constructed
out of AS and ωS has (S, ωS) as a symplectic leaf and AS as its Lie algebroid, hence, again by the previous
proposition, j1|SπAS = τ .
In the case when πS is degenerate this is no longer true. The example below illustrates this.
Example 5.1.9. Consider S := R2 as the submanifold {z = 0} ⊂ M := R3. We define a Poisson algebra
structure on the commutative algebra
C∞(M)/I2S = C
∞(M)/(z2) = C∞(S)⊕ zC∞(S)
with the property that {f, g} ∈ (z), for all f, g ∈ C∞(M)/(z2). Explicitly,
{f, g} = z(∂f
∂x
∂g
∂y
− ∂f
∂y
∂g
∂x
+ x
∂f
∂x
∂g
∂z
− x∂f
∂z
∂g
∂x
) modulo (z2).
It is easy to check that {·, ·} satisfies the Jacobi identity. We obtain an extension of Poisson algebras
0 −→ zC∞(S) −→ C∞(S)⊕ zC∞(S) −→ C∞(S) −→ 0,
with zero Poisson bracket on C∞S. The total space of the corresponding Lie algebroid AS is R3 × S → S
with a global frame given by {dx|S , dy|S , dz|S}. The anchor is zero, thus the bracket is determined by the
relations
[dx|S , dy|S] = dz|S , [dy|S , dz|S] = 0, [dx|S , dz|S ] = xdz|S .
We claim that there is no Poisson structure on M (nor on any open neighborhood of S) that extends
this first order data. The bracket of such a Poisson structure must be of the form:
{x, y} = z + z2h, {y, z} = z2k, {x, z} = xz + z2l,
for some smooth functions h, k, l. Computing the Jacobiator of x, y, z, and putting together all terms that
vanish up third order on S, we obtain
J{x, y, z} = {x, {y, z}}+ {y, {z, x}}+ {z, {x, y}} =
= {x, z2k} − {y, xz + z2l}+ {z, z + z2h} =
= 2z2k(x, y, 0) + z2 − xz2k(x, y, 0) + z3a(x, y, z) =
= z2((2 − x)k(x, y, 0) + 1) + z3a(x, y, z),
where a is a smooth function. Note that J cannot vanish, because
∂2J
∂z2
(2, y, 0) = 2.
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5.2 The algebra of formal vector fields
Let S ⊂ M be a closed embedded submanifold. We describe now the algebraic framework that controls
formal jets of multivector fields along S.
The ideal IS induces a filtration F on X•S(M):
X•S(M) ⊃ F•0 ⊃ F•1 ⊃ . . .F•k ⊃ F•k+1 ⊃ . . . .
F•k = Ik+1S X•(M), k ≥ 0.
It is readily checked that
[Fk,Fl] ⊂ Fk+l, [X•S(M),Fk] ⊂ Fk, (5.4)
therefore the jet spaces
JkS(X
•
S(M)) := X
•
S(M)/F•k
inherit a graded Lie algebra structure. Let J∞S (X
•
S(M)) be the completion of X
•
S(M) with respect to the
filtration F ; it is defined by the inverse limit
J∞S (X
•
S(M)) := lim←−X
•
S(M)/F•k = lim←−J
k
S(X
•
S(M)).
By (5.4), it follows that also J∞S (X
•
S(M)) inherits a graded Lie algebra structure, for which the natural
projections
jk|S : J
∞
S (X
•
S(M)) −→ JkS(X•S(M)), for k ≥ 0
are Lie algebra homomorphisms. The algebra (J∞S (X
•
S(M)), [·, ·]) will be called the algebra of formal
multivector fields along S. Consider also the graded Lie algebra homomorphism
j∞|S : X
•
S(M) −→ J∞S (X•S(M)).
By a version of Borel’s Theorem (see e.g. [57]) about existence of smooth sections with a specified infinite
jet along a submanifold, j∞|S is surjective. Observe that J
∞
S (X
•
S(M)) inherits a filtration Fˆ from X•S(M),
given by
Fˆ•k = j∞|SF•k ,
and which satisfies the corresponding equations (5.4).
The adjoint action of an element X ∈ Fˆ11
adX : J
∞
S (X
•
S(M)) −→ J∞S (X•S(M)), adX(Y ) := [Y,X ]
increases the degree of the filtration by 1. Therefore, the partial sums
n∑
i=0
adiX
i!
(Y )
are constant modulo Fˆk for n ≥ k and all Y ∈ J∞S (X•S(M)). This and the completeness of the filtration
on Fˆ show that the exponential of adX
eadX : J∞S (X
•
S(M)) −→ J∞S (X•S(M)), eadX (Y ) :=
∑
n≥0
adnX
n!
(Y )
is well defined. It is readily checked that eadX is a graded Lie algebra isomorphism with inverse e−adX and
that it preserves the filtration.
These isomorphisms have a geometric interpretation.
Lemma 5.2.1. For X ∈ Fˆ11 , there exists ψ : M ∼−→ M a diffeomorphism of M , with ψ|S = IdS and
dψ|S = IdTM|S , such that
j∞|S (ψ
∗(W )) = eadX (j∞|S (W )), ∀ W ∈ X•S(M).
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Proof. By Borel’s Theorem, there exists a vector field V on M , such that
X = −j∞|S (V ).
We claim that V can be chosen to be complete. Let g be a complete metric onM and let φ :M → [0, 1] be a
smooth function, such that φ = 1 on the set {x|gx(Vx, Vx) ≤ 1/2} and φ = 0 on the set {x|gx(Vx, Vx) ≥ 1}.
Since V|S = 0, φV has the same germ as V around S, therefore j
∞
|S (φV ) = X . Since φV is bounded, it is
complete. So, just replace V with φV .
We will show that ψ := ϕV , the flow of V at time 1 satisfies all requirements. Since j
1
|S(V ) = 0, it is
clear that ψ|S = IdS and dψ|S = IdTM|S .
For W ∈ X•S(M), we denote by Ws := (ϕsV )∗(W ) the pullback of W by the flow of V at time s. Using
that Ws satisfies the differential equation
d
dsWs = [V,Ws] = −adV (Ws), we obtain that
d
ds
(
k∑
i=0
siadiV
i!
(Ws)
)
=
k∑
i=0
(
si−1adiV
(i − 1)! (Ws)−
siadiV
i!
adV (Ws)
)
=
= −s
kadk+1V
k!
(Ws).
This shows that the sum
k∑
i=0
siadiV
i!
(Ws)
modulo Fk+1 is independent of s; therefore,
W −
k∑
i=0
adiV
i!
(ψ∗(W )) ∈ Fk+1.
Applying j∞|S to this equation yields
j∞|S (W )−
k∑
i=0
(−1)iadiX
i!
j∞|S (ψ
∗(W )) ∈ Fˆk+1,
hence, the conclusion
j∞|S (W ) = e
−adX j∞|S (ψ
∗(W )).
5.3 The cohomology of the restricted algebroid
Let (M,π) be a Poisson manifold and S ⊂M a closed, embedded Poisson submanifold. By the discussion
in the previous subsection, we have that
[π,F•k ] ⊂ F•k .
Hence F•k is a subcomplex of the Poisson complex
(F•k , dπ) ⊂ (X•(M), dπ).
Denote the complexes obtained by taking consecutive quotients by
(F•k/F•k+1, dkπ).
For k = 0, this computes the Poisson cohomology relative to S. Observe that the differential on these
complexes depends only on the first jet of π along S. Therefore, following the philosophy of subsection
5.1.2, it can be described in terms of the Lie algebroid AS .
Proposition 5.3.1. The following two complexes are isomorphic
(F•k/F•k+1, dkπ) ∼= (Ω•(AS ,Sk(ν∗S)), d∇k), ∀k ≥ 0.
117
Chapter 5
Proof. Using that the space Γ(ν∗S) is spanned by differentials of elements in IS , it is easy to check that the
following map is well-defined and surjective
τk : F•k = IkSX•(M) −→ Ω•(AS ,Sk(ν∗S)) = Γ(Λ•(TSM)⊗ Sk(ν∗S)),
τk(f1 . . . fkW ) =W|S ⊗ df1|S ⊙ . . .⊙ dfk|S ,
where f1, . . . , fk ∈ IS andW ∈ X•(M). Moreover, its kernel is precisely F•k+1 = Ik+1S X•(M). So, it suffices
to prove that
τk([π,W ]) = d∇k(τk(W )), ∀ W ∈ F•k . (5.5)
The algebroid AS has anchor ρ = π
♯
|S and its bracket is determined by
[dφ|S , dψ|S ]AS := d{φ, ψ}|S, ∀ φ, ψ ∈ C∞(M).
Moreover, ∇0 is given by
∇0 : Γ(AS)× C∞(S) −→ C∞(S), ∇0η(h) = Lρ(η)(h).
Since both differentials dπ and d∇k act by derivations and ∇k is obtained by extending ∇1 by derivations,
it suffices to prove (5.5) for φ ∈ C∞(M), X ∈ X1(M) (for k = 0) and f ∈ IS (for k = 1).
Let φ ∈ C∞(M) and η ∈ Γ(AS). Using that π is tangent to S, we obtain that (5.5) holds for φ:
τ0([π, φ])(η) = [π, φ]|S(η) = dφ|S(π
♯
|S(η)) = Lρ(η)(τ0(φ)) = d∇0(τ0(φ))(η).
Let X ∈ X1(M), α, β ∈ C∞(M) and η := dα|S , θ := dβ|S ∈ Γ(AS). Then
τ0([π,X ])(η, θ) = [π,X ]|S(dα|S , dβ|S) =
=({X(α), β}+ {α,X(β)} −X({α, β}))|S =
=π♯|S(dα|S)(X|S(dβ|S))− π♯|S(dβ|S)(X|S(dα|S))−X|S(d{α, β}|S) =
=Lρ(η)(τ0(X)(θ)) − Lρ(θ)(τ0(X)(η))− τ0(X)([η, θ]AS ) =
=d∇0(τ0(X))(η, θ),
thus (5.5) holds for X .
Consider now f ∈ IS and η := dα|S ∈ Γ(AS), with α ∈ C∞(M). The following shows that (5.5) holds
also for f
τ1([π, f ])(η) = τ1([π, f ])(dα|S) = τ1([π, f ](dα)) = τ1({α, f}) =
= d{α, f}|S = [η, df|S ]AS = ∇1η(τ(f)) = d∇1(τ(f))(η).
5.4 The proofs
5.4.1 Proof of Theorem 3
By replacing M with a tubular neighborhood of S, we may assume that S is closed in M . Denote by
γ := j∞|S π1, γ
′ := j∞|S π2 ∈ J∞S (X2S(M)).
By Proposition 5.3.1, we can recast the hypothesis as follows
[γ, γ] = 0, [γ′, γ′] = 0, γ − γ′ ∈ Fˆ1, H2(Fˆ•k/Fˆ•k+1, dγ) = 0, ∀ k ≥ 1,
where dγ = [γ, ·]. These conditions are expressed in terms of a graded Lie algebra L• with a complete
filtration, namely:
L• := J∞S (X•+1S (M)).
We will prove in the appendix (Theorem 5.5.5) a result about equivalence of Maurer-Cartan elements
in complete graded Lie algebras. In our case, this result implies the existence of a formal vector field
X ∈ Fˆ11 , so that γ = eadX (γ′). By Lemma 5.2.1, there exists a diffeomorphism ψ of M , such that
j∞|S (ψ
∗(W )) = eadX j∞|S (W ), for all W ∈ X•S(M). This concludes the proof:
j∞|S (ψ
∗(π2)) = e
adX j∞|S (π2) = e
adX (γ′) = γ = j∞|S (π1).
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5.4.2 On the existence of Poisson structures with a specified infinite jet
The proof of Theorem 3 presented above can be used to obtain an existence result for Poisson bivectors
with a specified infinite jet. Let S be a closed embedded submanifold of M . An element πˆ ∈ J∞S (X2S(M))
satisfying the equation [πˆ, πˆ] = 0 will be called a formal Poisson bivector. Observe that
πˆ|S := j
0
|S πˆ ∈ X2(S)
is a Poisson structure on S. By the results in subsection 5.1.2, its first jet
j1|S(πˆ) = πˆ modulo Fˆ1
determines a Lie algebroid AS on T
∗M|S. Assuming that S is a symplectic leaf of πˆ (i.e. that πˆ|S is
nondegenerate), consider πlin(S) the local model corresponding to AS and ωS := πˆ
−1
|S from subsection
4.1.6. Then πlin(S) is a Poisson structure on an open around S, whose first order jet coincides with that
of πˆ. If the cohomology groups
H2(AS ;Sk(ν∗S))
vanish for all k ≥ 2, then, by the proof of Theorem 3, we find a diffeomorphism ψ, such that
j∞|S (ψ
∗(πlin(S))) = πˆ.
Thus π := ψ∗(πlin(S)) gives a Poisson structure defined on an open around S whose infinite jet is πˆ. Hence,
we proved the following statement.
Corollary 5.4.1. Let πˆ ∈ J∞S (X2S(M)) be a formal Poisson structure, for which S is a symplectic leaf. If
the algebroid AS induced by j
1
|S πˆ satisfies
H2(AS ;Sk(ν∗S)) = 0, ∀ k ≥ 2,
then, on some open around S, there exists a Poisson structure π such that
πˆ = j∞|S π.
5.4.3 Proofs of the criteria
In this section we prove the corollaries from the section 5.1. First, we summarize some of the results from
[13] in the form of a lemma (see also section 2.3 for the cohomologies involved and some of the vanishing
results).
Lemma 5.4.2. Let G be a Lie groupoid over N with Lie algebroid A and E → N a representation of G.
(1) If the s-fibers of G are cohomologically 2-connected, then
H2(A,E) ∼= H2diff(G, E).
(2) If G is proper, then
H2diff(G, E) = 0.
(3) If G is transitive, then
H2diff(G, E) ∼= H2diff(Gx, Ex), x ∈ N,
where Gx := s−1(x) ∩ t−1(x).
Proof. For (1) see Theorem 4 [13]. For (2) see Proposition 1 [13]. For (3), since G is transitive, it is Morita
equivalent to Gx [58]. By Theorem 1 [13], Morita equivalences induce isomorphisms in differentiable
cohomology.
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Proof of Corollary 5.1.1. Recall (subsection 2.4.2) that the cotangent Lie algebroid of (g∗, πg) is integrable
by the action groupoid G ⋉ g∗, where G denotes the 1-connected Lie group of g. By assumption, G is
compact. The symplectic leaves of πg are the coadjoint orbits, and since the inner product is invariant,
S(g∗) is a union of symplectic leaves; thus, a Poisson submanifold. Also, the algebroid AS(g∗) is integrable
by the action groupoid G ⋉ S(g∗). Since G is simply connected it follows that H2(G) = 0 (see Theorem
1.14.2 [27]). On the other hand, the s-fibers of G⋉S(g∗) are diffeomorphic to G; and so, the assumptions
of Lemma 5.4.2 (1) are satisfied. Hence, for any representation E → S(g) of G⋉ S(g) we have that
H2(AS(g∗);E) ∼= H2diff(G⋉ S(g∗);E).
Since G ⋉ S(g∗) is compact it is proper, by Lemma 5.4.2 (2), we have that H2diff(G ⋉ S(g
∗);E) = 0. The
corollary follows from Theorem 3.
Proof of Corollary 5.1.3. Let P be the Poisson homotopy bundle of S, and let G be its structure group.
By hypothesis, P is smooth, 1-connected and has vanishing second de Rham cohomology. Let G := P ×GP
be the gauge groupoid of P . The s-fibers of G are diffeomorphic to P ; thus, G satisfies the assumptions of
Lemma 5.4.2 (1). Therefore
H2(AS ;Sk(ν∗S)) ∼= H2diff(G;Sk(ν∗S)).
Since G is transitive, by Lemma 5.4.2 (3), we have that
H2diff(G;Sk(ν∗S)) ∼= H2diff(G;Sk(ν∗S,x)).
Since ν∗S,x
∼= g as G representations, Theorem 5.1.2 implies the conclusion.
Proof of Corollary 5.1.4. By Lemma 5.4.2 (2), the differentiable cohomology of compact groups vanishes;
thus, Corollary 5.1.3 implies the result.
Proof of Corollary 5.1.5. Let x ∈ S and denote by gx := ν∗S,x the isotropy Lie algebra of the transitive
algebroid AS . By hypothesis, gx is reductive, i.e. it splits as a direct product of a semisimple Lie algebra
and its center gx = sx ⊕ zx, where sx = [gx, gx] and zx = Z(gx) is the center of gx. Since g := ν∗S is a Lie
algebra bundle, it follows that this splitting is in fact global:
g = [g, g]⊕ Z(g) = s⊕ z.
Since s is an ideal of AS , we obtain a short exact sequence of algebroids
0 −→ s −→ AS −→ AabS −→ 0,
with AabS = AS/s. Similar to the spectral sequence for Lie algebra extensions (see e.g. [40]), there is a
spectral sequence for extensions of Lie algebroids (see [50], Theorem 5.5 and the remark following it),
which, in our case, converges to H•(AS ;Sk(g)), with
Ep,q2 = H
p(AabS ;H
q(s;Sk(g)))⇒ Hp+q(AS ;Sk(g)).
Since s is in the kernel of the anchor, Hq(s;Sk(g)) is indeed a vector bundle, with fiber Hq(s;Sk(g))x =
Hq(sx;Sk(gx)) and it inherits a representation of AabS . Since sx is semisimple, by the Whitehead Lemma
we have that H1(sx;Sk(gx)) = 0 and H2(sx;Sk(gx)) = 0. Therefore,
H2(AS ;Sk(g)) ∼= H2(AabS ;Sk(g)s), (5.6)
where Sk(gx)sx is the sx invariant part of Sk(gx). By hypothesis, AabS is integrable by a 1-connected prin-
cipal bundle P ab with vanishing second de Rham cohomology and compact structure group T . Therefore,
by (5.6) and by applying Lemma 5.4.2, we obtain
H2(AS ;Sk(g)) ∼= H2(AabS ;Sk(g)s) ∼= H2diff(P ab ×T P ab;Sk(g)s) ∼=
∼= H2diff(T ;Sk(gx)sx) = 0.
Again, Theorem 5.1.2 concludes the proof.
Proof of Corollary 5.1.6. Assume that gx is semisimple, π1(S, x) is finite and π2(S, x) is a torsion group.
With the notation from above, we have that AabS
∼= TS. TS is integrable and the 1-connected principal
bundle integrating it is S˜, the universal cover of S. Finiteness of π1(S) is equivalent to compactness of the
structure group of S˜. By the Hurewicz theorem H2(S˜,Z) ∼= π2(S˜) and since π2(S˜) = π2(S) is torsion, we
have that H2(S˜) = 0. So the result follows from Corollary 5.1.5.
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5.5 Appendix: Equivalence of MC-elements in complete GLA’s
In this appendix we discuss some general facts about graded Lie algebras endowed with a complete filtra-
tion, with the aim of proving a criterion for equivalence of Maurer-Cartan elements (Theorem 5.5.5), which
was used in the proof of Theorem 3. Some of the constructions given here can be also found in Appendix
B.1 of [6] in the more general setting of differential graded Lie algebras with a complete filtration. In
fact all our constructions can be adapted to this setup, in particular also Theorem 5.5.5. The analog of
Theorem 5.5.5, in the case of differential graded associative algebras can be found in the Appendix A of
[2].
Definitions 5.5.1. A graded Lie algebra (GLA) consists of a Z-graded vector space L• endowed with
a graded bracket [·, ·] : Lp × Lq → Lp+q, which is graded commutative and satisfies the graded Jacobi
identity:
[X,Y ] = −(−1)|X||Y |[Y,X ], [X, [Y, Z]] = [[X,Y ], Z] + (−1)|X||Y |[Y, [X,Z]].
An element γ ∈ L1 is called a Maurer Cartan element if [γ, γ] = 0.
A filtration on a GLA is a decreasing sequence of homogeneous subspaces:
L• ⊃ F0L• ⊃ . . . ⊃ FnL• ⊃ Fn+1L• ⊃ . . . ,
satisfying
[FnL,FmL] ⊂ Fn+mL, [L,FnL] ⊂ FnL.
A filtration FL is called complete, if L is isomorphic to the projective limit lim←−L/FnL.
An example of a GLA with a complete filtration appeared in section 5.2: starting from a manifold M
with a closed embedded submanifold S ⊂M , we constructed the algebra of formal vector fields along S,
(J∞S (X
•+1
S (M)), [·, ·]),
with filtration given by the powers of the vanishing ideal of S. So, the index of the filtration is the order
to which elements vanish along S.
For a general GLA with a complete filtration FL, define the order of an element as follows:
O : L −→ {0, 1, . . . ,∞},
O(X) =

0, if X ∈ L\F1L,
n, if X ∈ FnL\Fn+1L,
∞, if X = 0.
The order has the following properties:
• O(X) =∞ if and only if X = 0,
• O(X + Y ) ≥ O(X) ∧ O(Y ) := min{O(X),O(Y )},
• O(αX) ≥ O(X), ∀ α ∈ R,
• O([X,Y ]) ≥ O(X) +O(Y ).
Completeness of the filtration implies a criterion for convergence.
Lemma 5.5.2. Let {Xn}n≥0 ∈ L be a sequence of elements such that
lim
n→∞
O(Xn) =∞.
There exists a unique element X ∈ L, denoted X :=∑n≥0Xn such that
X −
n∑
k=0
Xk ∈ FmL,
for all n big enough.
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Note that g(L) := F1L0 forms a Lie subalgebra of L0. For X ∈ g(L), consider the operator
Y 7→ adX(Y ) := [X,Y ].
These operators satisfy
O(adX(Y )) ≥ O(Y ) + 1,
for all Y ∈ L, therefore, by Lemma 5.5.2, the exponential of adX is well-defined
Ad(eX) : L• → L•, Ad(eX)Y := eadX (Y ) =
∑
n≥0
adnX
n!
(Y ).
Moreover, Ad(eX) is a GLA-automorphism of L•. By Lemma 5.5.2, the Campbell-Hausdorff formula
converges for X,Y ∈ g(L)
X ∗ Y = X + Y +
∑
k≥1
(−1)k
k + 1
Dk(X,Y ), where (5.7)
Dk(X,Y ) =
∑
li+mi>0
ad l1X
l1!
◦ ad
m1
Y
m1!
◦ . . . ◦ ad
lk
X
lk!
◦ ad
mk
Y
mk!
(X).
We will use the notation G(L) = {eX |X ∈ g(L)}, i.e. G(L) is the same space as g(L), but we just denote
its elements by eX . The universal properties of the Campbell-Hausdorff formula (5.7), imply that G(L)
endowed with the product eXeY = eX∗Y forms a group. Moreover, Ad gives an action of G(L) on L by
graded Lie algebra automorphisms, which preserves the order:
• Ad(eX∗Y ) = Ad(eXeY ) = Ad(eX) ◦Ad(eY )
• Ad(eX)([U, V ]) = [Ad(eX)U,Ad(eX)V ],
• O(Ad(eX )(U)) = O(U),
for all X,Y ∈ g(L) and all U, V ∈ L.
For later use, we give the following straightforward estimates:
Lemma 5.5.3. For all X,Y,X ′, Y ′ ∈ g(L) and U ∈ L, we have that
(a) O(X ∗ Y −X ′ ∗ Y ′) ≥ O(X −X ′) ∧O(Y − Y ′),
(b) O(Ad(eX )U −Ad(eY )U) ≥ O(X − Y ).
Let γ be a MC-element. Notice that [γ, γ] = 0, implies that dγ := adγ is a differential on L•. The
fact that FkL are ideals implies that (FkL•, dγ) are subcomplexes of (L•, dγ). The induced differential on
the quotient of consecutive complexes depends only on γ modulo F1, and their cohomology groups will be
denoted
Hnγ (FkL•/Fk+1L•).
For eX ∈ G(L), Ad(eX)γ is again a MC-element, and we will call γ and Ad(eX)γ gauge equivalent.
The next lemma gives a linear approximation of the action G(L) on MC-elements.
Lemma 5.5.4. For γ a MC-element and eX ∈ G(L), we have that
O(Ad(eX)γ − γ + dγX) ≥ 2O(X).
We have the following criterion for gauge equivalence.
Theorem 5.5.5. Let (L•, [·, ·]) be a GLA with a complete filtration FnL. Let γ, γ′ be two Maurer Cartan
elements such that O(γ − γ′) ≥ 1 and
H1γ(FqL•/Fq+1L•) = 0, ∀ q ≥ O(γ − γ′).
Then γ and γ′ are gauge equivalent, i.e. there exists an element eX ∈ G(L) such that γ = Ad(eX)γ′.
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Proof. Denote by p := O(γ − γ′). By hypothesis, for q ≥ p, we can find homotopy operators
hq1 : FqL1 −→ FqL0 and hq2 : FqL2 −→ FqL1
such that hq1(Fq+1L1) ⊂ Fq+1L0, hq2(Fq+1L2) ⊂ Fq+1L1 and
(dγh
q
1 + h
q
2dγ − Id)(FqL1) ⊂ Fq+1L1.
We first prove an estimate. Let q ≥ p and γ˜ a MC-element, with O(γ˜−γ) ≥ q. Then for X˜ := hq1(γ˜−γ),
we claim that the following hold:
O(X˜) ≥ q, O(Ad(eX˜)γ˜ − γ) ≥ q + 1. (5.8)
The first holds by the properties of hq1. To prove the second, we compute:
O(Ad(eX˜)γ˜ − γ) ≥ O(Ad(eX˜)γ˜ − γ˜ + dγ˜(X˜)) ∧ O(γ˜ − dγ˜(X˜)− γ) ≥
≥ 2O(X˜) ∧ O([γ − γ˜, X˜]) ∧ O(γ˜ − γ − dγ(X˜)) ≥
≥ 2q ∧ (O(γ − γ˜) +O(X˜)) ∧ O(γ˜ − γ − dγ(X˜)) ≥
≥ 2q ∧ O((Id− dγhq1)(γ˜ − γ)),
where, for the second inequality, we used Lemma 5.5.4. The last term can be evaluated as follows:
O((Id− dγhq1)(γ˜ − γ)) ≥ O((Id− dγhq1 − hq2dγ)(γ˜ − γ)) ∧O(hq2(dγ(γ˜ − γ)))
≥ (q + 1) ∧O(hq2(dγ(γ˜ − γ))).
Since dγ(γ˜ − γ) = − 12 [γ˜ − γ, γ˜ − γ], we have that
O(dγ(γ˜ − γ)) ≥ 2q ≥ q + 1,
hence hq2(dγ(γ˜ − γ)) ∈ Fq+1L1, and this proves (5.8).
We construct a sequence of MC-elements {γk}k≥0 and a sequence of group elements {eXk}k≥1 ∈ G(L)
by the following recursive formulas:
γ0 := γ
′,
Xk := h
p+k−1
1 (γk−1 − γ), for k ≥ 1,
γk := Ad(e
Xk )γk−1, for k ≥ 1.
To show that this formulas give indeed well-defined sequences, we have to check that γk−1−γ ∈ Fp+k−1L1.
This holds for k = 1, and in general, by applying inductively, at each step k ≥ 1, the estimate (5.8) with
γ˜ = γk−1 and q = p+ k − 1, we obtain:
O(Xk) ≥ p+ k − 1, O(γk − γ) ≥ p+ k.
Using Lemma 5.5.3 (a), we obtain that
O(Xk ∗Xk−1 . . . ∗X1 −Xk−1 . . . ∗X1) ≥ O(Xk) ≥ p+ k − 1,
therefore, by Lemma 5.5.2, the product Xk ∗ Xk−1 ∗ . . . ∗ X1 converges to some element X . Applying
Lemma 5.5.3 (a) k times, we obtain
O(Xk ∗Xk−1 . . . ∗X1) ≥ O(Xk) ∧ O(Xk−1) ∧ . . . ∧ O(X1) ≥ 1,
thus X ∈ g(L). On the other hand, we have that
O(Ad(eX )γ′ − γ) ≥ O(Ad(eX)γ′ − γk) ∧ O(γk − γ) ≥
≥ O(Ad(eX)γ′ −Ad(eXk∗...∗X1)γ′) ∧ (p+ k) ≥
≥ O(X −Xk ∗ . . . ∗X1) ∧ (p+ k),
where for the last estimate we have used Lemma 5.5.3 (b). If we let k → ∞ we obtain the conclusion:
Ad(eX)γ′ = γ.
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Rigidity around Poisson submanifolds
Conn’s original proof of the linearization of Poisson structures around fixed points is analytical; it uses the
Nash-Moser fast convergence method (see chapter 1). The geometric approach to Conn’s theorem from
[18], allowed us to obtain Theorem 2, which generalizes Conn’s result to arbitrary symplectic leaves. In
this chapter we close the circle and provide an analytical approach to this case of symplectic leaves. We
obtain a local rigidity result (Theorem 4) for Poisson structure that are integrable by a Hausdorff Lie
groupoid whose s-fibers are compact and have vanishing second de Rham cohomology. Moreover, we prove
that such structures are determined by their first jet around compact Poisson submanifolds, and this gives
an improvement of Theorem 2, which is noticeable already for fixed points. The content of this chapter is
available as a preprint at [55].
6.1 Statement of Theorem 4
Recall that the compact-open Ck-topology on the space of smooth sections Γ(F ) of a fiber bundle F →M
is generated by the opens
O(K,U) := {f ∈ Γ(F )|jk(f)(K) ⊂ U},
where K ⊂M is a compact set and U is an open subset of Jk(F ), the k-th jet bundle of F . For a second
manifold N , the space of smooth maps from M to N is endowed with the compact-open Ck-topology, via
the identification
C∞(M,N) = Γ(M ×N →M).
The rigidity property that we will study in this chapter is defined in terms of the compact-open topology:
Definition 6.1.1. Let (M,π) be a Poisson manifold and S ⊂ M a compact submanifold. We say that π
is Cp-C1-rigid around S, if there are small enough open neighborhoods U of S, such that for all opens
O with S ⊂ O ⊂ O ⊂ U , there exist
• an open VO ⊂ X2(U) around π|U in the compact-open Cp-topology,
• a function π˜ 7→ ψπ˜, which associates to a Poisson structure π˜ ∈ VO an embedding ψπ˜ : O →֒M ,
such that ψπ˜ restricts to a Poisson diffeomorphism
ψπ˜ : (O, π˜|O)
∼−→ (ψπ˜(O), π|ψπ˜(O)),
and ψ is continuous at π˜ = π (with ψπ = IdO), with respect to the C
p-topology on the space of Poisson
structures and the C1-topology on C∞(O,M).
The main result of this chapter is the following rigidity theorem for integrable Poisson manifolds.
Theorem 4. Let (M,π) be a Poisson manifold for which the cotangent Lie algebroid is integrable by a
Hausdorff Lie groupoid whose s-fibers are compact and their de Rham cohomology vanishes in degree two.
There exists p > 0, such that for every compact Poisson submanifold S of M , the following hold
(a) π is Cp-C1-rigid around S,
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(b) the first order jet of π at S determines π around S.
For p we find the (most probably not optimal) value:
p = 7(⌊dim(M)/2⌋+ 5).
In part (b) we prove that every Poisson structure π˜ defined on an open containing S, that satisfies
j1|Sπ = j
1
|S π˜, is isomorphic to π around S by a diffeomorphism which is the identity on S up to first order.
6.1.1 An improvement of Theorem 2
As an immediate consequence of Theorem 4, we obtain the following improvement of Theorem 2, which
also includes rigidity:
Theorem 6.1.2. Let (M,π) be a Poisson manifold and let (S, ωS) be a compact symplectic leaf. If the
Lie algebroid AS := T
∗M|S is integrable by a compact Lie groupoid whose s-fibers have vanishing de Rham
cohomology in degree two, then
(a) π is Poisson diffeomorphic around S to its local model around S,
(b) π is Cp-C1-rigid around S.
Proof. Since AS is transitive, the hypothesis implies the existence of a principal G-bundle P → S, such
that AS ∼= TP/G. Let Ψ : νS →M be a tubular neighborhood of S in M , and consider the corresponding
first order approximation of π around S (constructed in subsection 4.1.6), which is a Poisson structure
πlin(S) on an open around S. By Proposition 4.1.20, Ψ sends πAS , the local model constructed using
AS and the splitting dΨ
∗
|S, to πlin(S). By Proposition 4.1.18, (N(AS), πAS ) coincides with (N(P ), πP ),
the local model corresponding to P (constructed in subsection 4.1.3). By Proposition 4.1.4, there are
arbitrarily small opens U ⊂ N(P ), containing S, such that (U, πP |U ) is integrable by a Hausdorff Lie
groupoid whose s-fibers are diffeomorphic to P . Since P is compact and H2(P ) = 0, the Poisson manifold
(U, πP |U ) satisfies the conditions of Theorem 4, thus also πlin(S) will satisfy these conditions on Ψ(U). By
part (a) of Theorem 4, πlin(S)|Ψ(U) is C
p-C1-rigid around S, and since πlin(S) and π have the same first
order jet at S, part (b) of the theorem implies that they are isomorphic around S. In particular, also π is
Cp-C1-rigid around S.
Part (a) of this theorem is a slight improvement of Theorem 2: both results require the same conditions
on a Lie groupoid, here this groupoid could be any integration of AS , but in Theorem 2 it has to be the
fundamental integration of AS (i.e. the s-fiber 1-connected).
Already in the case of fixed points, part (a) is stronger than Conn’s theorem. Namely, a Lie algebra
is integrable by a compact group with vanishing second de Rham cohomology if and only if it is compact
and its center is at most one-dimensional (Lemma 6.2.2). The case when the center is trivial is Conn’s
result, and the one-dimensional case is a consequence of a result of Monnier and Zung on smooth Levi
decomposition of Poisson manifolds [59].
Another class of Poisson structures, where the difference in strength between these two results is easily
noticeable, is that of trivial symplectic foliations. This is discussed in subsection 6.2.6.
For a Poisson submanifold S of (M,π), the structure encoded by j1|Sπ can be organized as an extension
of Lie algebroids (see subsection 5.1.2)
0 −→ ν∗S −→ AS −→ T ∗S −→ 0, (6.1)
where T ∗S is the cotangent Lie algebroid of the Poisson manifold (S, π|S). One might try to follow the
same line of reasoning as in the proof of Theorem 6.1.2 above, and use Theorem 4 to obtain a normal form
result around Poisson submanifolds. Unfortunately, around general Poisson submanifolds, a first order
local model does not seem to exist. As explained in Example 5.1.9, there are Lie algebroid extensions as
in (6.1) which do not arise as the first jet of Poisson structures. Nevertheless, one can use Theorem 4 to
prove normal form results around particular classes of Poisson submanifolds.
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6.1.2 About the proof
The proof of Theorem 4 is inspired mainly by Conn’s paper [10]. As explained in chapter 1, Conn uses a
technique due to Nash and Moser to construct a sequence of changes of coordinates in which π converges
to the linear structure πgx . At every step the new coordinates are found by solving some equations which
are regarded as belonging to the complex computing the Poisson cohomology of πgx . To account for the
“loss of derivatives” phenomenon during this procedure he uses smoothing operators. Finally, he proves
uniform convergence of these changes of coordinates and of their higher derivatives on some ball around
x.
Conn’s proof has been formalized in [56, 59] into an abstract Nash Moser normal form theorem. It is
likely that part (a) of our Theorem 4 could be proven using Theorem 6.8 in [56]. Due to some technical
issues (see Remark 6.3.14), we cannot apply this result to conclude neither part (b) of our Theorem 4 nor
Theorem 6.1.2, therefore we follow a direct approach.
We prove Theorem 4 in section 6.3, using the Nash-Moser method. We simplify Conn’s argument by
giving coordinate free statements and working with flows of vector fields. For the expert: we gave up on
the polynomial-type inequalities using instead only inequalities that assert tameness of certain maps, i.e.
we work in Hamilton’s category of tame Fre´chet spaces.
Our proof deviates the most from Conn’s when constructing the homotopy operators. Conn recognizes
the Poisson cohomology of πgx as the Chevalley-Eilenberg cohomology of gx with coefficients in the Fre´chet
space of smooth functions. By passing to the Lie group action on the corresponding Sobolev spaces, he
proves existence of tame (in the sense of Hamilton [37]) homotopy operators for this complex. We, on
the other hand, regard this cohomology as Lie algebroid cohomology, and prove a general tame vanishing
result for the cohomology of Lie algebroids integrable by groupoids with compact s-fibers. We call this
result the Tame Vanishing Lemma, and we devote the appendix to its proof. This general result can be
applied to similar geometric problems. Such an application is presented also in the appendix, where we
briefly review an unpublished paper of Hamilton on rigidity of foliations.
6.2 Remarks, examples and applications
In this section we give a list of examples and applications for our two theorems and we also show some
links with other results from the literature.
6.2.1 A global conflict
Theorem 4 does not exclude the case when the Poisson submanifold S is the total space M , and the
conclusion is that a compact Poisson manifold for which the Lie algebroid T ∗M is integrable by a compact
groupoid G whose s-fibers have vanishing H2 is globally rigid. Nevertheless, this result is useless, since the
only example of such a manifold is S1, for which the trivial Poisson structure is clearly rigid. In the case
when G has 1-connected s-fibers, this conflict was pointed out in [16], and we explain below the general
case.
In symplectic geometry, this non-rigidity phenomenon can be easily remarked: if (M,ω) is a compact
symplectic manifold, then tω (for t > 0) is a nontrivial deformation of ω, since it gives a different symplectic
volume.
Let (M,π) be a Poisson manifold, for which T ∗M is integrable by a compact Lie groupoid G whose
s-fibers have trivial second de Rham cohomology. We will prove in Theorem A.1.2, that its second Poisson
cohomology vanishes. In particular the class [π] is trivial, so there exists a vector field X such that
LX(π) = π. This implies that the flow of X gives a Poisson diffeomorphism
ϕtX : (M,π)
∼−→ (M, e−tπ). (6.2)
By compactness of G, the leaves of M are compact. Let M reg be the open in M where π has maximal
rank. We will prove in the lemma below, that the regular leaves (i.e. leaves in M reg) have finite holonomy.
For (S, ωS) a regular leaf, denote by Hol(S) its holonomy group, and by Vol(S) the symplectic volume of
S. We also prove in the lemma that the function
vh :M reg −→ R, vh(x) := Vol(S)|Hol(S)|, for x ∈ S
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extends continuously to M , with vh(x) = 0, for x /∈M reg. Since vh is defined in Poisson geometric terms,
by (6.2), we have that vh ◦ ϕtX = etkvh, where 2k denotes the maximal rank of π. Thus vh is unbounded
unless π = 0. If π = 0, then G → M is a bundle of tori, so by the cohomological condition, its fibers are
at most one-dimensional. Hence also M is at most 1-dimensional, thus M is a point or M = S1.
Lemma 6.2.1. The function vh extends continuously to M , with vh(x) = 0, for x /∈M reg.
Proof. We may assume that M is connected. We will show that every leaf of M has a saturated neighbor-
hood U , such that U reg is open and dense in U . Thus, since M is connected, all leaves that are locally of
maximal dimension, are also globally of maximal dimension, and M reg is open and dense in M .
Let (S, ωS) be a symplectic leaf ofM . We have that G|S integrates AS , therefore, by Theorem 6.1.2, the
local model holds around S. So, for a compact, connected principal G-bundle P (the connected component
of an s-fiber of G|S) we have that (M,π) is Poisson isomorphic around S to an open around S in the local
model (N(P ), πP ). Recall from subsection 4.1.3 that the local model is constructed as the quotient of the
symplectic manifold:
(Σ,Ω)/G = (N(P ), πP ),
where Ω = p∗(ωS)−dθ˜ ∈ Ω2(P ×g∗) and Σ is the open in P×g∗ where Ω is nondegenerate. The symplectic
leaves of πP are of the form
(Oξ, ωξ), Oξ := P ×G {Gξ},
hence they are the base of the principal Gξ-bundle
pξ : P × {ξ} −→ Oξ,
where Gξ is the stabilizer of ξ. We claim that
p∗ξ(ωξ) = Ω|P×{ξ}. (6.3)
This follows from a general fact about a symplectic realization whose proof is straightforward: Let F⊥ be
the foliation on Σ whose tangent bundle is the symplectic orthogonal of the vertical bundle. A leaf L of
F⊥ is mapped to a symplectic leaf (S, ωS), and the pullback of ωS to L is Ω|L. To see that we are in this
situation, first recall that TF⊥ is spanned by the Hamiltonian vector fields Hp∗(f), for f ∈ C∞(N(P )).
Since the action of G is Hamiltonian with G-equivariant moment map µ(q, ξ) = ξ, it follows that these
vector fields are tangent to the fibers of µ, i.e. to the submanifolds P × {ξ}, for ξ ∈ g∗. Comparing
dimensions, we have that TF⊥ = (TP × g∗)|Σ, thus (6.3) follows.
We will show that vh extends to a continuous map on P ×G g∗. Let T be a maximal torus in G and let
t be its Lie algebra. By compactness of G, we can consider an invariant metric on g. This metric allows
us to regard t∗ as a subspace in g∗ (i.e. the orthogonal to t◦), and also gives an isomorphism between the
adjoint and the coadjoint representation. For the adjoint representation it is well know (see e.g. [27]) that
every orbit hits t, hence also every orbit of the coadjoint action hits t∗. An element ξ ∈ t∗ is called regular
if gξ = t, where gξ is the Lie algebra of Gξ, and we denote by t
∗reg the set of regular elements. Then t∗reg
is open and dense in t∗ and it coincides with the set of elements ξ for which Gξ/T is finite (see e.g. [27]).
Thus, for ξ ∈ t∗, a leaf Oξ has maximal dimension if and only if ξ ∈ t∗reg, hence the regular part of πP
equals
N(P )reg = (P ×G G · t∗reg) ∩N(P ).
This implies also the claims made about M reg at the beginning of the proof.
Now, we fix ξ ∈ t∗reg. By Theorem 3.7.1 [27] we have that (G◦)ξ = T , therefore also G◦ξ = T . Since P
is connected, the last terms in the long exact sequence in homotopy associated to pξ are
. . . −→ π1(Oξ) θ−→ π0(Gξ) −→ 1. (6.4)
Thus we obtain a surjective group homomorphism θ : π1(Oξ)→ Gξ/T . Explicitly, let [q, ξ] ∈ Oξ and γ(t)
be a closed loop at this point. Consider γ˜(t) a lift of γ to P , with γ˜(0) = q. Since pξ(γ(1), ξ) = [q, ξ], it
follows that γ˜(1) = qg, for some g ∈ Gξ. The map in (6.4) is given by θ(γ) = [g] ∈ Gξ/T .
Next, we compute the holonomy group of Oξ. Notice first that
TξG · ξ = g◦ξ = t◦ ⊂ g∗ ∼= Tξg∗,
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and, since t∗ = t◦,⊥, it follows that ξ + t∗ is transverse at ξ to the coadjoint orbit. Hence also the
submanifold
T := {q} × (ξ + t∗) ⊂ P ×G g∗
is transverse to Oξ at [q, ξ]. Let γ be a loop in Oξ based at [q, ξ], and let γ˜ be a lift to P . Observe that,
for η ∈ t∗, the path
t 7→ [γ˜(t), ξ + η] ∈ P ×G g∗,
stays in the leaf Oξ+η, and that the map [q, ξ + η] 7→ [γ˜(1), ξ + η] is the holonomy of γ on T . Writing
γ˜(1) = qg, for g ∈ Gξ, it follows that the holonomy of γ is corresponds to the action of g on t∗. This and
the surjectivity of θ imply that
Hol(Oξ) ∼= Gξ/ZG(T ),
where ZG(T ) denotes the set of elements in G which commute with all elements in T . In particular, the
holonomy groups are finite.
Since every coadjoint orbit hits t∗, it follows that the quotient map P × g∗ → P ×G g∗ induces a
surjective map
pr : P/T × t∗ −→ P ×G g∗.
Clearly, pr is a proper map, thus it suffices to show that vh ◦ pr extends continuously. Note that, for
ξ ∈ t∗reg, the map pr restricts to a |Gξ/T |-covering projection of the leaf
pξ : P/T × {ξ} −→ P/Gξ ∼= Oξ.
Thus we have that
Vol(P/T × {ξ}, p∗ξ(ωξ)) = |Gξ/T |Vol(Oξ, ωξ) =
|Gξ/T |
|Gξ/ZG(T )|vh(Oξ) =
= |ZG(T )/T |vh(Oξ).
Hence it suffices to show that the map
t∗ ∋ ξ 7→ Vol(P/T × {ξ}, p∗ξ(ωξ)) (6.5)
is continuous. By (6.3), we have that the pullback of p∗ξ(ωξ) to P×{ξ} is given by Ω|P×{ξ} = p∗(ωS)−d〈ξ, θ〉,
in particular it depends smoothly on ξ. Hence also p∗ξ(ωξ) depends smoothly on ξ, and so the map (6.5)
is continuous. To conclude the proof, we have to check that this map vanishes for ξ /∈ t∗reg. For such an
ξ, since dim(Gξ/T ) > 0, we have that
2l = dim(Oξ) = dim(P/Gξ) < dim(P/T ) = 2k.
This finishes the proof, since
Λkp∗ξ(ωξ) = p
∗
ξ(Λ
kωξ) = 0.
6.2.2 Cp-C1-rigidity and isotopies
In the definition of Cp-C1-rigidity we may assume that the maps ψπ˜ are isotopic to the inclusion IdO of
O in M by a smooth path of embeddings. This follows from the continuity of ψ and the fact that IdO has
a path connected C1-neighborhood in C∞(O,M) consisting of embeddings. To construct such an open,
consider the exponential map exp : TM →M of a complete metric on M . Then exp induces a “chart” on
the Fre´chet manifold C∞(O,M):
χ : Γ(TM|O) −→ C∞(O,M), χ(X)(p) := exp(Xp),
which is continuous with respect to all the Ck-topologies (see [37]). One can take U := χ(O), where O is
a convex, C1-open neighborhood of zero in Γ(TM|O). If O is C1-small enough, U consists of embeddings.
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6.2.3 The case of fixed points
Consider a Poisson manifold (M,π) and let x ∈M be a fixed point of π. To apply Theorem 6.1.2 in this
setting, the isotropy Lie algebra at x needs to be integrable by a compact Lie group with vanishing second
de Rham cohomology. Such Lie algebras have the following structure:
Lemma 6.2.2. A Lie algebra g is integrable by a compact Lie group with vanishing second de Rham
cohomology if and only if it is of the form
g = k or g = k⊕ R,
where k is a semisimple Lie algebra of compact type.
Proof. It is well known (e.g. [27]) that a compact Lie algebra g decomposes as a direct product g = k⊕ z,
where k = [g, g] is semisimple of compact type and z is the center of g. Let G be a compact, connected Lie
group integrating g. Its cohomology can be computed using invariant forms, hence H1(G) ∼= H1(g). By
Hopf’s theorem, G is homotopy equivalent to a product of odd-dimensional spheres, therefore H2(G) =
Λ2H1(G). This shows that:
H2(G) = Λ2H1(G) ∼= Λ2H1(g) = Λ2(g/[g, g])∗ = Λ2z∗. (6.6)
So H2(G) = 0 implies that dim(z) ≤ 1.
Conversely, let K be the compact, 1-connected Lie group integrating k. Take G = K in the first case
and G = K × S1 in the second. By (6.6), in both cases we obtain that H2(G) = 0.
So for fixed points Theorem 6.1.2 gives:
Corollary 6.2.3. Let (M,π) be a Poisson manifold with a fixed point x for which the isotropy Lie algebra
gx is compact and its center is at most one-dimensional. Then π is rigid around x, and an open around
x is Poisson diffeomorphic to an open around 0 in the linear Poisson manifold (g∗x, πgx).
The linearization result in the semisimple case is Conn’s theorem [10], and in the case when the isotropy
has a one-dimensional center, it follows from the smooth Levi decomposition theorem of Monnier and Zung
[59].
This fits into Weinstein’s notion of a nondegenerate Lie algebra [72]. Recall that a Lie algebra g is
called nondegenerate if every Poisson structure that has isotropy Lie algebra g at a fixed point x is
Poisson-diffeomorphic around x to the linear Poisson structure (g∗, πg) around 0.
A Lie algebra g for which πg is rigid around 0 is necessarily nondegenerate. To see this, consider a
Poisson bivector π whose linearization at 0 is πg. We have a smooth path of Poisson bivectors π
t, with
π1 = π and π0 = πg, given by π
t = tµ∗t (π), where µt denotes multiplication by t > 0. If πg is rigid around
0, then, for some r > 0 and some t > 0, there is a Poisson isomorphism between
ψ : (Br, π
t) ∼−→ (ψ(Br), πg).
Now ξ := ψ(0) is a fixed point of πg, which is the same as an element in (g/[g, g])
∗. It is easy to see that
translation by ξ is a Poisson isomorphism of πg, therefore by replacing ψ with ψ − ξ we may assume that
ψ(0) = 0. By linearity of πg, we have that µ
∗
t (πg) =
1
tπg, and this shows that
π =
1
t
µ∗1/t(π
t) =
1
t
µ∗1/t(ψ
∗(πg)) = µ
∗
1/t ◦ ψ∗ ◦ µ∗t (πg),
which implies that π is linearizable by the map
µt ◦ ψ ◦ µ1/t : (Btr, π) −→ (tψ(Br), πg),
which maps 0 to 0. Thus g is nondegenerate.
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6.2.4 The Lie-Poisson sphere
Let g be a semisimple Lie algebra of compact type and let G be the compact, 1-connected Lie group
integrating it. Recall from subsection 2.4.2 that the linear Poisson structure (g∗, πg) is integrable by the
symplectic groupoid (G ⋉ g∗, ωg) ⇒ g∗, whose s-fibers are diffeomorphic to G. Since H2(G) = 0, we can
apply Theorem 4 to any compact Poisson submanifold of g∗. Taking the sphere with respect to some
invariant metric, we obtain a strengthening of Corollary 5.1.1.
Proposition 6.2.4. Let g be a semisimple Lie algebra of compact type and denote by S(g∗) ⊂ g∗ the unit
sphere centered at the origin with respect to some invariant inner product. Then πg is C
p-C1-rigid around
S(g∗) and, up to isomorphism, it is determined around S(g∗) by its first order jet.
Using this rigidity result, we will give in chapter 7 a description of an open around πg|S(g∗) in the
moduli space of all Poisson structures on S(g∗).
6.2.5 Relation with stability of symplectic leaves
Recall from [17] that a symplectic leaf (S, ωS) of a Poisson manifold (M,π) is said to be C
p-strongly
stable if for every open U around S there exists an open neighborhood V ⊂ X2(U) of π|U with respect
to the compact-open Cp-topology, such that every Poisson structure in V has a leaf symplectomorphic to
(S, ωS). Recall also
Theorem 6.2.5 (Theorem 2.2 [17]). If S is compact and the Lie algebroid AS := T
∗M|S satisfies
H2(AS) = 0, then S is a strongly stable leaf.
If π is Cp-C1-rigid around S, then S is a strongly stable leaf. Also, the hypothesis of our Theorem 6.1.2
imply those of Theorem 2.2 loc.cit. To see this, let P → S be a principal G-bundle for which AS ∼= TP/G.
Then
H•(AS) ∼= H•(Ω(P )G).
If G is compact and connected then
H•(Ω(P )G) ∼= H•(P )G ⊂ H•(P ),
hence H2(P ) = 0 implies H2(AS) = 0.
On the other hand, H2(AS) = 0 doesn’t imply rigidity, counterexamples can be found even for fixed
points. Weinstein proves [73] that a noncompact semisimple Lie algebra g of real rank at least two is
degenerate, so πg is not rigid (see subsection 6.2.3). However, 0 is a stable point for πg, because by
Whitehead’s Lemma H2(g) = 0.
According to Theorem 2.3 [17], the condition H2(AS) = 0 is also necessary for strong stability of the
symplectic leaf (S, ωS) in the case of Poisson structures of “first order”, i.e. Poisson structures that are
isomorphic to their local model around S. So for this type of Poisson structures, H2(AS) = 0 is also
necessary for rigidity.
For Poisson structures with trivial underlying foliation, we will prove below that the hypotheses of
Theorem 6.1.2 and of Theorem 2.2 [17] are equivalent.
6.2.6 Trivial symplectic foliations
In this subsection we discuss rigidity and linearization of regular Poisson structures π on S × Rn with
symplectic foliation
{(S × {y}, ωy := π−1|S×{y})}y∈Rn ,
where ωy is a smooth family of forms on S. Denote by (S, ωS) the symplectic leaf for y = 0. As explained
in subsection 4.1.7, the first order approximation around S corresponds to the family of 2-forms
j1S(ω)y := ωS + δSωy,
where δSωy is the vertical derivative of ω
δSωy :=
d
dǫ
(ωǫy)|ǫ=0 = y1ω1 + . . .+ ynωn.
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The first order approximation is defined on an open U ⊂ S × Rn containing S, such that j1S(ω)y is
nondegenerate along U ∩ (S × {y}), for all y ∈ Rn.
By Lemma 4.2.23, the splitting T ∗M|S = T
∗S × Rn and the isomorphism of ω♯S : TS ∼−→ T ∗S give an
identification of AS with TS × Rn; and the corresponding Lie bracket is:
[(X, f1, . . . , fn), (Y, g1, . . . , gn)] = (6.7)
= ([X,Y ], X(g1)− Y (f1) + ω1(X,Y ), . . . , X(gn)− Y (fn) + ωn(X,Y )).
The conditions in Theorem 6.1.2 are easier to verify in this case.
Lemma 6.2.6. If S is compact, then the following are equivalent:
(a) AS is integrable by a compact principal bundle P , with H
2(P ) = 0,
(b) H2(AS) = 0,
(c) The cohomological variation [δSω] : Rn → H2(S) satisfies:
(c1) it is surjective,
(c2) its kernel is at most 1-dimensional,
(c3) the map H
1(S)⊗ Rn → H3(S), η ⊗ y 7→ η ∧ [δSωy] is injective.
Proof. The fact that (a) implies (b) was explained in subsection 6.2.5. Now, we show that (b) and (c) are
equivalent. The complex computing H•(AS) is given by:
Ωk(AS) :=
⊕
p+q=k
Ωp(S)⊗ ΛqRn,
and the differential acts on elements of degree one and two as follows:
dAS (λ,
∑
i
µiei) = (dλ−
∑
i
µiωi,
∑
i
dµi ⊗ ei, 0),
dAS (α,
∑
i
βi ⊗ ei,
∑
i,j
γi,jei ∧ ej) =
= (dα +
∑
i
βi ∧ ωi,
∑
i
(dβi −
∑
j
γi,jωj)⊗ ei,
∑
i,j
dγi,j ⊗ ei ∧ ej, 0),
where {ei} is the canonical basis of Rn. We use the exact sequences:
0 −→ K −→ H2(AS) −→ Λ2Rn −→ H2(S)⊗ Rn,
Rn −→ H2(S) −→ K −→ H1(S)⊗ Rn −→ H3(S),
where the map H2(AS) → Λ2Rn is [α, β ⊗ u, v ∧ w] 7→ v ∧ w; the map Λ2Rn → H2(S) ⊗ Rn, denoted by
[δSω]⊗ Id, sends v ∧w 7→ [δSωv]⊗w− [δSωw]⊗ v; the map Rn → H2(S) is [δSω]; the map H2(S)→ K is
[α] 7→ [α, 0, 0]; the map K → H1(S)⊗Rn is [α, β⊗v, 0] 7→ [β]⊗v; the last map is the one from (c3). When
proving exactness, the only nontrivial part of the computation is at Λ2Rn. This is based on a simple fact
from linear algebra:
ker([δSω]⊗ Id) = Λ2(ker[δSω]). (6.8)
So, an element in ker([δSω] ⊗ Id) can be written as a sum of the form
∑
v ∧ w, with v, w ∈ ker[δSω].
Writing δSωv = dη, δSωw = dθ, for η, θ ∈ Ω1(S), one easily checks that
(η ∧ θ, η ⊗ w − θ ⊗ v, v ∧ w) ∈ Ω2(AS)
is closed. This implies exactness at Λ2Rn. So H2(AS) vanishes if and only if (c1) and (c3) hold and the
map [δSω]⊗ Id is injective. By (6.8), injectivity is equivalent to (c2).
We prove that (b) and (c) imply (a). Part (c1) implies that, by taking a different basis of Rn, we may
assume that [ω1], . . . , [ωn] ∈ H2(S,Z). Let P → S be a principal T n bundle with connection (θ1, . . . , θn)
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and curvature (−ω1, . . . ,−ωn). We claim that the Lie algebroid TP/T n is isomorphic to AS and therefore
AS is integrable by the compact gauge groupoid
P ×Tn P ⇒ S.
A section of TP/T n (i.e. a T n-invariant vector field on P ) can be decomposed uniquely as
X˜ +
∑
fi∂θi ,
where X˜ is the horizontal lift of a vector field X on S, f1, . . . , fn are functions on S and ∂θi is the unique
vertical vector field on P which satisfies
θj(∂θi) = δi,j .
Using (6.7) for the bracket on AS and that dθi = −p∗(ωi), it is straightforward to check that the following
map is a Lie algebroid isomorphism:
TP/T n ∼−→ AS , X˜ +
∑
fi∂θi 7→ (X, f1, . . . , fn).
Using that T n acts trivially on H2(P ) and (b), we obtain the conclusion:
H2(P ) = H2(P )T
n ∼= H2(TP/T n) ∼= H2(AS) = 0.
So for trivial symplectic foliations the conditions in Theorem 6.1.2 and in Theorem 2.2 [17] coincide.
Corollary 6.2.7. Let {ωy ∈ Ω2(S)}y∈Rn be a smooth family of symplectic structures on a compact manifold
S. If the cohomological variation at 0
[δSω] : Rn −→ H2(S)
satisfies the conditions from Lemma 6.2.6, then the Poisson manifold
(S × Rn, {ω−1y }y∈Rn)
is isomorphic to its local model and Cp-C1-rigid around S × {0}.
By Theorem 1 condition (c1) from Lemma 6.2.6 (i.e. surjectivity of [δSω]) is sufficient for the symplec-
tic foliation to be isomorphic to its first order approximation, but by Theorem 2.3 [17], all conditions are
necessary for rigidity.
In the case of trivial foliations we also have an improvement compared to Theorem 2. Recall from
Corollary 4.1.22 that, in this case, the condition of this result are equivalent to:
• S is compact with finite fundamental group,
• [δSω] : Rn → H2(S˜) is an isomorphism,
where S˜ denotes the universal cover of S. The first condition implies that H1(S) = 0 (so (c1) holds),
and, as in the proof of Lemma 4.1.23, the second implies that the pullback induces an isomorphism
H2(S)→ H2(S˜), hence also (c2) and (c3) hold.
The conditions of Lemma 6.2.6 suggest the following construction of rigid Poisson manifolds.
Example 6.2.8. Let (S, ωS) be a compact symplectic manifold. Choose a basis of H
2(S) represented by
closed 2-forms ω1, . . . , ωn. We define a symplectic foliation on an open around S × {[ωS]} in S ×H2(S):
{(S × {C}, ωC)}C∈U , with ωC = ωS + y1ω1 + . . .+ ynωn,
where the coefficients yi are such that C = [ωC ]. By applying the leafwise Moser argument from Lemma
3.3.3, one proves that different bases of H2(S) induce Poisson structures that are isomorphic around
S × {[ωS]}. By Lemma 6.2.6, Corollary 6.2.7, and Theorem 2.3 [17], we have that this Poisson structure
is rigid around S × {[ωS]} if and only if the cup product is an injective map between the spaces:
∧ : H1(S)⊗H2(S) −→ H3(S).
This is certainly satisfied if H1(S) = 0.
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6.3 Proof of Theorem 4
We start by preparing the setting needed for the Nash-Moser method: we fix norms on the spaces that
we will work with, we construct smoothing operators adapted to our problem and recall the interpolation
inequalities. Next, we prove a series of inequalities which assert tameness of some natural operations like
Lie derivative, flow and pullback, and we also prove some properties of local diffeomorphisms. The section
ends with the proof of Theorem 4.
Remark 6.3.1. A common convention when dealing with the Nash-Moser techniques (e.g. [37]), which
we also adopt, is to denote all constants by the same symbol: In the preliminary results below, we work
with “big enough” constants C and Cn, and with “small enough” constants θ > 0; these depend on the
trivialization data for the vector bundle E and on the smoothing operators. In the proof of Proposition
6.3.13, Cn depends also on the Poisson structure π.
6.3.1 The ingredients of the tame category
We will use some terminology from [37]. A Fre´chet space F endowed with an increasing family of semi-
norms {‖ · ‖n}n≥0 generating its topology will be called a graded Fre´chet space. A linear map T : F1 →
F2 between two graded Fre´chet spaces is called tame of degree d and base b, if it satisfies inequalities of
the form
‖Tf‖n ≤ Cn‖f‖n+d, ∀ n ≥ b, f ∈ F1.
Let E → S be a vector bundle over a compact manifold S and fix a metric on E. For r > 0, consider
the closed tube in E of radius r
Er := {v ∈ E : |v| ≤ r}.
The space X•(Er), of multivector fields on Er, endowed with the C
n-norms ‖ · ‖n,r is a graded Fre´chet
space. We recall here the construction of these norms. Fix a finite open cover of S by domains of charts
{χi : Oi ∼−→ Rd}Ni=1 and vector bundle isomorphisms
χ˜i : E|Oi
∼−→ Rd × RD
covering χi. We will assume that χ˜i(Er|Oi) = R
d ×Br and that the family
{Oδi := χ−1i (Bδ)}Ni=1
covers S for all δ ≥ 1. Moreover, we assume that the cover satisfies
if O
3/2
i ∩O3/2j 6= ∅ then O1j ⊂ O4i . (6.9)
This holds if χ−1i : B4 → Oi is the exponential corresponding to some metric on S, with injectivity radius
bigger than 4.
For W ∈ X•(Er), denote its local expression in the chart χ˜i by
Wi(z) :=
∑
1≤i1<...<ip≤d+D
W
i1,...,ip
i (z)
∂
∂zi1
∧ . . . ∧ ∂
∂zip
,
and let the Cn-norm of W be given by
‖W‖n,r := sup
i,i1,...,ip
{
|∂
|α|
∂zα
W
i1,...,ip
i (z)| : z ∈ B1 ×Br, 0 ≤ |α| ≤ n
}
.
For s < r the restriction maps are norm decreasing
X•(Er) ∋ W 7→W|s :=W|Es ∈ X•(Es), ‖W|s‖n,s ≤ ‖W‖n,r.
We will work also with the closed subspaces of multivector fields on Er whose first jet vanishes along
S, which we denote by
Xk(Er)
(1) := {W ∈ Xk(Er) : j1|SW = 0}.
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The main technical tool used in the Nash-Moser method are the smoothing operators. We will call
a family {St : F → F}t>1 of linear operators on the graded Fre´chet space F smoothing operators of
degree d ≥ 0, if there exist constants Cn,m > 0, such that for all n,m ≥ 0 and f ∈ F , the following
inequalities hold:
‖St(f)‖n+m ≤ tm+dCn,m‖f‖n, ‖St(f)− f‖n ≤ t−mCn,m‖f‖n+m+d. (6.10)
The construction of such operators is standard, but since we are dealing with a family of Fre´chet spaces
{Xk(Er)}0<r≤1, we give the dependence of Cn,m on r.
Lemma 6.3.2. The family of graded Fre´chet spaces {(Xk(Er), ‖ · ‖n,r)}r∈(0,1] has a family of smoothing
operators of degree d = 0
{Srt : Xk(Er) −→ Xk(Er)}t>1,0<r≤1,
which satisfy (6.10) with constants of the form Cn,m(r) = Cn,mr
−(n+m+k).
Similarly, the family {(Xk(Er)(1), ‖ · ‖n,r)}r∈(0,1] has smoothing operators
{Sr,1t : Xk(Er)(1) −→ Xk(Er)(1)}t>1,0<r≤1,
of degree d = 1 and constants Cn,m(r) = Cn,mr
−(n+m+k+1).
Proof. The existence of smoothing operators of degree zero on the Fre´chet space of sections of a vector
bundle over a compact manifold (possibly with boundary) is standard (see [37]). We fix such a family
{St : Xk(E1)→ Xk(E1)}t>1.
Consider also the rescaling operators, defined for ρ 6= 0 by
µρ : ER −→ EρR, µρ(v) := ρv.
For r < 1, we define Srt by conjugation with these operators:
Srt : X
k(Er) −→ Xk(Er), Srt := µ∗r−1 ◦ St ◦ µ∗r .
It is straightforward to check that µ∗ρ satisfies the following inequality
‖µ∗ρ(W )‖n,R ≤ max{ρ−k, ρn}‖W‖n,ρR, ∀ W ∈ Xk(EρR).
Using this we obtain that Srt satisfies (6.10) with Cn,m(r) = Cn,mr
−(n+m+k).
To construct the operators Sr,1t , we first define a tame projection
P : Xk(Er)→ Xk(Er)(1).
Choose {λi}Ni=1 a smooth partition of unity on S subordinated to the cover {O1i }Ni=1, and let {λ˜i}Ni=1 be
the pullback to E. For W ∈ Xk(Er), denote its local representatives by
Wi := χ˜i,∗(W|Er|Oi ) ∈ X
k(Rd ×Br).
Define P as follows:
P (W ) :=
∑
λ˜i · χ˜−1i,∗ (Wi − T 1y (Wi)),
where T 1y (Z) is the first degree Taylor polynomial of Z in the fiber direction
T 1y (Z)(x, y) := Z(x, 0) +
∑
yj
∂Z
∂yj
(x, 0).
If W ∈ Xk(Er)(1), then T 1y (Wi) = 0; so P is a projection. It is easy to check that P is tame of degree 1,
that is, there are constants Cn > 0 such that
‖P (W )‖n,r ≤ Cn‖W‖n+1,r.
Define the smoothing operators on Xk(Er)
(1) as follows:
Sr,1t : X
k(Er)
(1) −→ Xk(Er)(1), Sr,1t := P ◦ Srt .
Using tameness of P , the inequalities for Sr,1t are straightforward.
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The norms ‖ · ‖n,r satisfy the classical interpolation inequalities with constants that are polynomials in
r−1.
Lemma 6.3.3. The norms ‖ · ‖n,r satisfy:
‖W‖l,r ≤ Cnrk−l(‖W‖k,r)
n−l
n−k (‖W‖n,r)
l−k
n−k , ∀ r ∈ (0, 1]
for all 0 ≤ k ≤ l ≤ n, not all equal and all W ∈ X•(Er).
Proof. By [10], these inequalities hold locally i.e. for the Cn-norms on the space C∞(B1 ×Br). Applying
these to the components of the restrictions to the charts (Er|O1i , χ˜i) of an element in X
•(Er), we obtain
the conclusion.
6.3.2 Tameness of some natural operators
In this subsection we prove some tameness properties of the Schouten bracket, the pullback, and the flows
of vector fields.
The tame Fre´chet Lie algebra of multivector fields
We prove that
(X•(Er), [·, ·], {‖ · ‖n,r}n≥0)
forms is a graded tame Fre´chet Lie algebra.
Lemma 6.3.4. The Schouten bracket on X•(Er) satisfies
‖[W,V ]‖n,r ≤ Cnr−(n+1)(‖W‖0,r‖V ‖n+1,r + ‖W‖n+1,r‖V ‖0,r), ∀ r ∈ (0, 1].
Proof. By a local computation, the bracket satisfies inequalities of the form:
‖[W,V ]‖n,r ≤ Cn
∑
i+j=n+1
‖W‖i,r‖V ‖j,r.
Using the interpolation inequalities, a term in this sum can be bounded by:
‖W‖i,r‖V ‖j,r ≤ Cnr−(n+1)(‖W‖0,r‖V ‖n+1,r)
j
n+1 (‖V ‖0,r‖W‖n+1,r) in+1 .
The following simple inequality (to be used also later) implies the conclusion
xλy1−λ ≤ x+ y, ∀ x, y ≥ 0, λ ∈ [0, 1]. (6.11)
The space of local diffeomorphisms
Next, we consider the space of smooth maps Er → E that are C1-close to the inclusion Ir : Er →֒ E. We
call a map ϕ : Er → E a local diffeomorphismlocal diffeomorphism if it can be extended on some open to
a diffeomorphism onto its image. Since Er is compact, this is equivalent to injectivity of dϕ : TEr → TE.
To be able to measure Cn-norms of such maps, we work with the following open neighborhood of Ir in
C∞(Er;E):
Ur :=
{
ϕ : Er −→ E : ϕ(Er|O1i ) ⊂ E|Oi , 1 ≤ i ≤ N
}
.
Denote the local representatives of a map ϕ ∈ Ur by
ϕi : B1 ×Br −→ Rd × RD.
Define Cn-distances between maps ϕ, ψ ∈ Ur as follows
d(ϕ, ψ)n,r := sup
1≤i≤N
{
|∂
|α|
∂zα
(ϕi − ψi)(z)| : z ∈ B1 ×Br, 0 ≤ |α| ≤ n
}
.
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To control compositions of maps, we will also need the following Cn-distances
d(ϕ, ψ)n,r,δ := sup
1≤i≤N
{
|∂
|α|
∂zα
(ϕi − ψi)(z)| : z ∈ Bδ ×Br, 0 ≤ |α| ≤ n
}
,
which are well-defined only on the opens
Uδr :=
{
χ ∈ Ur : χ(Er|Oδi ) ⊂ E|Oi
}
.
Similarly, we define also on X•(Er) norms ‖ · ‖n,r,δ (these measure the Cn-norms in all our local charts on
Bδ ×Br).
These norms and distances are equivalent:
Lemma 6.3.5. There exist Cn > 0, such that ∀ r ∈ (0, 1] and δ ∈ [1, 4]
d(ϕ, ψ)n,r ≤ d(ϕ, ψ)n,r,δ ≤ Cnd(ϕ, ψ)n,r, ∀ ϕ, ψ ∈ Uδr ,
‖W‖n,r ≤ ‖W‖n,r,δ ≤ Cn‖W‖n,r, ∀ W ∈ X•(Er).
We also use the simplified notations:
d(ψ)n,r := d(ψ, Ir)n,r, d(ψ)n,r,δ := d(ψ, Ir)n,r,δ.
The lemma below is used to check that compositions are defined.
Lemma 6.3.6. There exists a constant θ > 0, such that for all r ∈ (0, 1], ǫ ∈ (0, 1], δ ∈ [1, 4] and all
ϕ ∈ Ur, satisfying d(ϕ)0,r < ǫθ,
ϕ(E
r|O
δ
i
) ⊂ Er+ǫ|Oδ+ǫi .
We prove now that Ir has a C
1-neighborhood of local diffeomorphisms.
Lemma 6.3.7. There exists θ > 0, such that, for all r ∈ (0, 1], if ψ ∈ Ur satisfies d(ψ)1,r < θ, then ψ is
a local diffeomorphism.
Proof. By Lemma 6.3.6, if we shrink θ, we may assume that
ψ(E
r|O
1
i
) ⊂ E
|O
3/2
i
, ψ(E
r|O
4
i
) ⊂ E|Oi . (6.12)
In a local chart, we write ψ as follows
ψi := Id + gi : B4 ×Br −→ Rd × RD.
By Lemma 6.3.5, if we shrink θ, we may also assume that
|∂gi
∂zj
(z)| < 1
2(d+D)
, ∀ z ∈ B4 ×Br. (6.13)
This ensures that Id + (dgi)z is close enough to Id so that it is invertible for all z ∈ B1 ×Br; thus, (dψ)p
is invertible for all p ∈ Er.
We check now injectivity of ψ. Let pi ∈ Er|O1i and pj ∈ Er|O1j be such that ψ(pi) = q = ψ(pj).
Then, by (6.12), q ∈ E
|O
3/2
i
∩ E
|O
3/2
j
, so, by the property (6.9) of the opens, we know that O1j ⊂ O4i ,
hence pi, pj ∈ Er|O4i . Denoting by wi := χ˜i(pi) and wj := χ˜i(pj) we have that wi, wj ∈ B4 × Br. Since
wi + gi(w
i) = wj + gi(w
j), using (6.13), we obtain
|wi−wj | = |gi(wi)− gi(wj)| =
= |
∫ 1
0
D+d∑
k=1
∂gi
∂zk
(twi + (1− t)wj)(wik − wjk)dt| ≤
1
2
|wi − wj |.
Thus wi = wj , and so pi = pj . This finishes the proof.
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The composition satisfies the following tame inequalities.
Lemma 6.3.8. There are constants Cn > 0 such that for all 1 ≤ δ ≤ σ ≤ 4 and all 0 < s ≤ r ≤ 1, we
have that if ϕ ∈ Us and ψ ∈ Ur satisfy
ϕ(E
s|O
δ
i
) ⊂ Er|Oσi , ψ(Er|Oσi ) ⊂ E|Oi , ∀ 0 ≤ i ≤ N,
and d(ϕ)1,s < 1, then the following inequalities hold:
d(ψ ◦ ϕ)n,s,δ ≤d(ψ)n,r,σ + d(ϕ)n,s,δ+
+ Cns
−n(d(ψ)n,r,σd(ϕ)1,s,δ + d(ϕ)n,s,δd(ψ)1,r,σ),
d(ψ ◦ ϕ, ψ)n,s,δ ≤d(ϕ)n,s,δ+
+ Cns
−n(d(ψ)n+1,r,σd(ϕ)1,s,δ + d(ϕ)n,s,δd(ψ)1,r,σ).
Proof. Denote the local expressions of ϕ and ψ as follows:
ϕi := Id + gi : Bδ ×Bs −→ Bσ ×Br,
ψi := Id + fi : Bσ ×Br −→ Rd × RD.
Then for all z ∈ Bδ ×Bs, we can write
ψi(ϕi(z))− z = fi(z + gi(z)) + gi(z).
By computing the ∂
|α|
∂zα of the right hand side, for a multi-index α with |α| = n, we obtain an expression of
the form
∂|α|gi
∂zα
(z) +
∂|α|fi
∂zα
(ϕi(z)) +
∑
β,γ1,...,γp
∂|β|fi
∂zβ
(ϕi(z))
∂|γ1|gj1i
∂zγ1
(z) . . .
∂|γp|g
jp
i
∂zγp
(z),
where the multi-indices in the sum satisfy
1 ≤ p ≤ n, 1 ≤ |β|, |γj | ≤ n, |β|+
p∑
j=1
(|γj | − 1) = n. (6.14)
The first two terms can be bounded by d(ψ)n,r,σ + d(ϕ)n,s,δ. For the last term we use the interpolation
inequalities to obtain
‖fi‖|β|,r,σ ≤ Cns1−|β|‖fi‖
n−|β|
n−1
1,r,σ ‖fi‖
|β|−1
n−1
n,r,σ ,
‖gi‖|γi|,s,δ ≤ Cns1−|γi|‖gi‖
n−|γi|
n−1
1,s,δ ‖gi‖
|γi|−1
n−1
n,s,δ .
Multiplying all these, and using (6.14), the sum is bounded by
Cns
1−n‖gi‖p−11,s,δ(‖fi‖1,r,σ‖gi‖n,s,δ)
n−|β|
n−1 (‖fi‖n,r,σ‖gi‖1,s,δ)
|β|−1
n−1 .
Lemma 6.3.5 implies that ‖gi‖1,s,δ < C. Dropping this term, the first part follows using inequality (6.11).
For the second part, write for z ∈ Bδ ×Bs:
ψi(ϕi(z))− ψi(z) = fi(z + gi(z))− fi(z) + gi(z).
We compute ∂
|α|
∂zα of the right hand side, for α a multi-index with |α| = n:
∂|α|fi
∂zα
(ϕi(z))− ∂
|α|fi
∂zα
(z) +
∂|α|gi
∂zα
(z)+
+
∑
β,γ1,...,γp
∂|β|fi
∂zβ
(ϕi(z))
∂|γ1|gj1i
∂zγ1
(z) . . .
∂|γp|g
jp
i
∂zγp
(z).
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where the multi-indices in the sum satisfy (6.14). The last term we bound as before, and the third by
d(ϕ)n,s,δ. Writing the first two terms as
d+D∑
j=1
∫ 1
0
∂|α|+1fi
∂zj∂zα
(z + tgi(z))g
j
i (z)dt,
they are less than Cd(ψ)n+1,r,σd(ϕ)0,s,δ . Adding up, the result follows.
We give now conditions for infinite compositions of maps to converge.
Lemma 6.3.9. There exists θ > 0, such that for all sequences
{ϕk ∈ Urk}k≥1, ϕk : Erk −→ Erk−1 ,
where 0 < r < rk < rk−1 ≤ r0 < 1, which satisfy
σ0 :=
∑
k≥1
d(ϕk)0,rk < θ, σn :=
∑
k≥1
d(ϕk)n,rk <∞, ∀ n ≥ 1,
the sequence of maps
ψk := ϕ1 ◦ . . . ◦ ϕk : Erk −→ Er0 ,
converges in all Cn-norms on Er to a map ψ : Er → Er0 , with ψ ∈ Ur. Moreover, there are Cn > 0, such
that if d(ϕk)1,rk < 1, ∀ k ≥ 1, then
d(ψ)n,r ≤ eCnr−nσnCnr−nσn.
Proof. Consider the following sequences of numbers:
ǫk :=
d(ϕk)0,rk∑
l≥1 d(ϕl)0,rl
, δk := 2−
k∑
l=1
ǫl.
We have that d(ϕk)0,rk ≤ ǫkθ. So, by Lemma 6.3.6, we may assume that
ϕk(Erk|O
2
i
) ⊂ Erk−1|Oi , ϕk(Erk|Oδki ) ⊂ Erk−1|Oδk−1i ,
and this implies that
ψk−1(Erk−1|O
δk−1
i
) ⊂ Er0|Oi .
So we can apply Lemma 6.3.8 to the pair ψk−1 and ϕk for all k > k0. The first part of Lemma 6.3.8 and
Lemma 6.3.5 imply an inequality of the form
1 + d(ψk)n,rk,δk ≤ (1 + d(ψk−1)n,rk−1,δk−1)(1 + Cnr−nd(ϕk)n,rk).
Iterating this inequality, we obtain that
1 + d(ψk)n,rk,δk ≤ (1 + d(ψk0)n,rk0 ,δk0 )
k∏
l=k0+1
(1 + Cnr
−nd(ϕl)n,rl) ≤
≤ (1 + d(ψk0)n,rk0 ,δk0 )e
Cnr
−n∑
l>k0
d(ϕl)n,rl ≤
≤ (1 + d(ψk0)n,rk0 ,δk0 )eCnr
−nσn .
The second part of Lemma 6.3.8 and Lemma 6.3.5 imply
d(ψk, ψk−1)n,r ≤ (1 + d(ψk−1)n+1,rk−1,δk−1)Cnr−nd(ϕk)n,rk,δk ≤
≤ (1 + d(ψk0)n+1,rk0 ,δk0 )eCn+1r
−1−nσn+1Cnr
−nd(ϕk)n,rk .
This shows that the sum
∑
k≥1 d(ψk, ψk−1)n,r converges for all n, hence the sequence {ψk|Er}k≥1 converges
in all Cn-norms to a smooth function ψ : Er → Er0 .
If d(ϕk)1,rk < 1 for all k ≥ 1, then we can take k0 = 0. So we obtain
1 + d(ψk)n,rk,δk ≤
k∏
l=1
(1 + Cnr
−nd(ϕl)n,rl) ≤ eCnr
−n∑k
1 d(ϕl)n,rl ≤ eCnr−nσn .
Using the trivial inequality ex − 1 ≤ xex for x ≥ 0, the result follows.
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Tameness of the flow
The C0-norm of a vector field controls the size of the domain of its flow.
Lemma 6.3.10. There exists θ > 0 such that for all 0 < s < r ≤ 1 and all X ∈ X1(Er) with ‖X‖0,r <
(r − s)θ, we have that ϕtX , the flow of X, is defined for all t ∈ [0, 1] on Es and belongs to Us.
Proof. We denote the restriction of X to a chart by Xi ∈ X1(Rd × Br). Consider p ∈ B1 × Bs. Let
t ∈ (0, 1] be such that the flow of Xi is defined up to time t at p and such that for all τ ∈ [0, t) it satisfies
ϕτXi(p) ∈ B2 ×Br. Then we have that
|ϕtXi(p)− p| = |
∫ t
0
d
(
ϕτXi(p)
) | ≤ ∫ t
0
|Xi(ϕτXi(p))|dτ ≤ ‖Xi‖0,r,2 ≤ C‖X‖0,r,
where for the last step we used Lemma 6.3.5. Hence, if ‖X‖0,r < (r−s)/C, we have that ϕtXi (p) ∈ B2×Br,
and this implies the result.
We prove now that the map which associates to a vector field its flow is tame (this proof was inspired
by the proof of Lemma B.3 in [56]).
Lemma 6.3.11. There exists θ > 0 such that for all 0 < s < r ≤ 1, and all X ∈ X1(Er) with
‖X‖0,r < (r − s)θ, ‖X‖1,r < θ
we have that ϕX := ϕ
1
X belongs to Us and it satisfies:
d(ϕX)0,s ≤ C0‖X‖0,r, d(ϕX)n,s ≤ r1−nCn‖X‖n,r, ∀ n ≥ 1.
Proof. By Lemma 6.3.10, for t ∈ [0, 1], we have that ϕtX ∈ Us, and by its proof that the local representatives
take values in B2 ×Br
ϕtXi := Id + gi,t : B1 ×Bs −→ B2 ×Br.
We will prove by induction on n that gi,t satisfies inequalities of the form:
‖gi,t‖n,s ≤ CnPn(X), (6.15)
where Pn(X) denotes the following polynomials in the norms of X
P0(X) = ‖X‖0,r, P1(X) = ‖X‖1,r,
Pn(X) =
∑
j1+...+jp=n−1
1≤jk≤n−1
‖X‖j1+1,r . . . ‖X‖jp+1,r.
Observe that (6.15) implies the conclusion, since by the interpolation inequalities and the fact that
‖X‖1,r < θ ≤ 1 we have that
‖X‖jk+1,r ≤ Cnr−jk(‖X‖1,r)1−
jk
n−1 (‖X‖n,r)
jk
n−1 ≤ Cnr−jk‖X‖
jk
n−1
n,r ,
hence
Pn(X) ≤ Cnr1−n‖X‖n,r.
The map gi,t satisfies the ordinary differential equation
dgi,t
dt
(z) =
dϕtXi
dt
(z) = Xi(ϕ
t
Xi(z)) = Xi(gi,t(z) + z).
Since gi,0 = 0, it follows that
gi,t(z) =
∫ t
0
Xi(z + gi,τ (z))dτ. (6.16)
Using also Lemma 6.3.5, we obtain the result for n = 0:
‖gi,t‖0,s ≤ ‖X‖0,r,2 ≤ C0‖X‖0,r.
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We will use the following version of the Gronwall inequality: if u : [0, 1] → R is a continuous map and
there are positive constants A, B such that
u(t) ≤ A+B
∫ t
0
u(τ)dτ,
then u satisfies u(t) ≤ AeB. For the proof, we first compute the derivative
d
dt
(
e−tB(A+B
∫ t
0
u(s)ds)
)
= e−tBB
(
−A−B
∫ t
0
u(s)ds+ u(t)
)
≤ 0.
Thus, the function is non-increasing, and therefore
e−tB
(
A+B
∫ t
0
u(s)ds
)
≤ A,
which implies the inequality:
u(t) ≤ AetB ≤ AeB.
Computing the partial derivative ∂∂zj of equation (6.16) we obtain
∂gi,t
∂zj
(z) =
∫ t
0
(
∂Xi
∂zj
(z + gi,τ (z)) +
D+d∑
k=1
∂Xi
∂zk
(z + gi,τ (z))
∂gki,τ
∂zj
(z)
)
dτ.
Therefore, using again Lemma 6.3.5, the function |∂gi,t∂zj (z)| satisfies:
|∂gi,t
∂zj
(z)| ≤ C‖X‖1,r + (D + d)‖X‖1,r
∫ t
0
|∂gi,τ
∂zj
(z)|dτ.
The case n = 1 follows now by Gronwall’s inequality:
‖∂gi,t
∂zj
‖0,s ≤ C‖X‖1,re(D+d)‖X‖1,r ≤ C‖X‖1,r.
For a multi-index α, with |α| = n ≥ 2, applying ∂|α|∂zα to (6.16), we obtain
∂|α|gi,t
∂zα
(z) =
∫ t
0
∑
2≤|β|≤|α|
∂|β|Xi
∂zβ
(z + gi,τ (z))
∂|γ1|gi1i,τ
∂zγ1
(z) . . .
∂|γp|g
ip
i,τ
∂zγp
(z)dτ+ (6.17)
+
∫ t
0
D+d∑
j=1
∂Xi
∂zj
(z + gi,τ (z))
∂|α|gji,τ
∂zα
(z)dτ,
where the multi-indices satisfy
1 ≤ |γk| ≤ n− 1, (|γ1| − 1) + . . .+ (|γp| − 1) + |β| = n.
Since |γk| ≤ n− 1, we can apply induction to conclude that
‖∂
|γk|giki,τ
∂zγk
‖0,s ≤ P|γk|(X).
So, the first part of the sum can be bounded by
Cn
∑
j0+...+jp=n−1
1≤jk≤n−1
‖X‖j0+1,1Pj1+1(X) . . . Pjp+1(X). (6.18)
It is easy to see that the polynomials Pk(X) satisfy:
Pu+1(X)Pv+1(X) ≤ Cu,vPu+v+1(X), (6.19)
therefore (6.18) is bounded by CnPn(X). Using this in (6.17), we obtain
|∂
|α|gi,t
∂zα
(z)| ≤ CnPn(X) + (D + d)‖X‖1,r
∫ t
0
|∂
|α|gi,τ
∂zα
(z)|dτ.
Applying Gronwall’s inequality, we obtain the conclusion.
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Next, we show how to approximate pullbacks by flows of vector fields.
Lemma 6.3.12. There exists θ > 0, such that for all 0 < s < r ≤ 1 and all X ∈ X1(Er) with ‖X‖0,r <
(r − s)θ and ‖X‖1,r < θ, we have that
‖ϕ∗X(W )‖n,s ≤ Cnr−n(‖W‖n,r + ‖W‖0,r‖X‖n+1,r),
‖ϕ∗X(W )−W|s‖n,s ≤ Cnr−2n−1(‖X‖n+1,r‖W‖1,r + ‖X‖1,r‖W‖n+1,r),
‖ϕ∗X(W )−W|s − ϕ∗X([X,W ])‖n,s ≤
≤ Cnr−3(n+2)‖X‖0,r(‖X‖n+2,r‖W‖2,r + ‖X‖2,r‖W‖n+2,r),
for all W ∈ X•(Er), where Cn > 0 is a constant depending only on n.
Proof. As in the proof above, the local expression of ϕX is defined as follows:
ϕXi = Id + gi : B1 ×Bs −→ B2 ×Br.
Let W ∈ X•(Er), and denote by Wi its local expression on Er|Oi2 :
Wi :=
∑
J={j1<...<jk}
W Ji (z)
∂
∂zj1
∧ . . . ∧ ∂
∂zjk
∈ X•(B2 ×Br).
The local representative of ϕ∗X(W ), is given for z ∈ B1 ×Bs by
(ϕ∗XW )i =
∑
J
W Ji (z + gi(z))(Id + dzgi)
−1 ∂
∂zj1
∧ . . . ∧ (Id + dzgi)−1 ∂
∂zjk
.
By the Cramer rule, the matrix (Id + dzgi)
−1 has entries of the form
Ψ
(
∂gli
∂zj
(z)
)
det(Id + dzgi)
−1,
where Ψ is a polynomial in the variables Y lj , which we substitute by
∂gli
∂zj
(z). Therefore, any coefficient of
the local expression of ϕ∗X(W )i, will be a sum of elements of the form
W Ji (z + gi(z))Ψ
(
∂gli
∂zj
(z)
)
det(Id + dzgi)
−k.
When computing ∂
|α|
∂zα of such an expression with |α| = n, using an inductive argument, one proves that
the outcome is a sum of terms of the form
∂|β|W Ji
∂zβ
(z + gi(z))
∂|γ1|gv1i
∂zγ1
(z) . . .
∂|γp|g
vp
i
∂zγp
(z)det(Id + dzgi)
−M (6.20)
with coefficients depending only on α and on the multi-indices, which satisfy
0 ≤ p, 0 ≤M, 1 ≤ |γj |, |β|+ (|γ1| − 1) + . . .+ (|γp| − 1) = n.
By Lemma 6.3.11, ‖gi‖1,s < Cθ, so by shrinking θ if needed, we find that
det(Id + dzgi)
−1 < 2, ∀z ∈ B1 ×Bs.
Using this, Lemma 6.3.5 for W , and | ∂gli∂zj (z)| ≤ C, we bound (6.20) by
Cn
∑
j,j1,...,jp
‖W‖j,r‖gi‖j1+1,s . . . ‖gi‖jp+1,s,
where the indexes satisfy
0 ≤ j, 0 ≤ jk, j + j1 + . . .+ jp = n.
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The term with p = 0 can simply be bounded by Cn‖W‖n,r. For the rest, we use the bound ‖gi‖jk+1,s ≤
Pjk+1(X) from the proof of Lemma 6.3.11. The multiplicative property (6.19) of the polynomials Pl(X)
implies
‖ϕ∗X(W )‖n,s ≤ Cn
n∑
j=0
‖W‖j,rPn−j+1(X).
Applying interpolation to Wj,r and to a term of Pn−j+1(X) we obtain
‖W‖j,r ≤ Cnr−j‖W‖1−j/n0,r ‖W‖j/nn,r ,
‖X‖jk+1,r ≤ Cnr−jk‖X‖1−jk/n1,r ‖X‖jk/nn+1,r ≤ Cnr−jk‖X‖jk/nn+1,r.
Multiplying these terms and using (6.11), we obtain the first inequality:
‖W‖j,r‖X‖j1+1,r . . . ‖X‖jp+1,r ≤ Cnr−n(‖W‖0,r‖X‖n+1,r)1−j/n‖W‖j/nn,r ≤
≤ Cnr−n(‖W‖n,r + ‖W‖0,r‖X‖n+1,r).
For the second inequality, denote
Wt := ϕ
t∗
X(W )−W|s ∈ X•(Es).
Then W0 = 0, W1 = ϕ
∗
X(W )−W|s, and ddtWt = ϕt∗X([X,W ]), therefore
ϕ∗X(W )−W|s =
∫ 1
0
ϕt∗X([X,W ])dt.
By the first part, we obtain
‖ϕ∗X(W )−W|s‖n,s ≤ Cnr−n(‖[X,W ]‖n,r + ‖[X,W ]‖0,r‖X‖n+1,r).
Using now Lemma 6.3.4 and that ‖X‖1,r ≤ θ we obtain the second part:
‖ϕ∗X(W )−W|s‖n,s ≤ Cnr−2n−1(‖X‖n+1,r‖W‖1,r + ‖W‖1,r‖X‖n+1,r).
For the last inequality, denote
Wt := ϕ
t∗
X(W )−W|s − tϕt∗X([X,W ]).
We have that W0 = 0, W1 = ϕ
∗
X(W )−W|s − ϕ∗X([X,W ]), and
d
dt
Wt = −tϕt∗X([X, [X,W ]]),
therefore
W1 = −
∫ 1
0
tϕt∗X([X, [X,W ]])dt.
Using again the first part, it follows that
‖W1‖n,s ≤ Cnr−n(‖[X, [X,W ]]‖n,r + ‖[X, [X,W ]]‖0,r‖X‖n+1,r). (6.21)
Applying twice Lemma 6.3.4, for all k ≤ n we obtain that
‖[X, [X,W ]]‖k,r ≤ Cn(r−(k+3)‖X‖k+1,r(‖X‖0,r‖W‖1,r + ‖X‖1,r‖W‖0,r)+
+ r−(2k+3)‖X‖0,r(‖X‖0,r‖W‖k+2,r + ‖X‖k+2,r‖W‖0,r)) ≤
≤ Cnr−(2k+5)‖X‖0,r(‖W‖k+2,r‖X‖0,r + ‖W‖2,r‖X‖k+2,r),
where we have used the interpolation inequality
‖X‖1,r‖X‖k+1,r ≤ Cnr−(k+2)‖X‖0,r‖X‖k+2,r.
The first term in (6.21) can be bounded using this inequality for k = n. For k = 0, using also that
‖X‖1,r ≤ θ and the interpolation inequality
‖X‖2,r‖X‖n+1,r ≤ Cnr−(n+1)‖X‖1,r‖X‖n+2,r,
we can bound the second term in (6.21), and this concludes the proof:
‖[X, [X,W ]]‖0,r‖X‖n+1,r ≤ Cnr−(n+6)‖W‖2,r‖X‖0,r‖X‖n+2,r.
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6.3.3 An invariant tubular neighborhood and tame homotopy operators
We start now the proof of Theorem 4. Let (M,π) and S ⊂ M be as in the statement. Let G ⇒ M be a
Lie groupoid integrating T ∗M . By restricting to the connected components of the identities in the s-fibers
of G [58], we may assume that G has connected s-fibers.
By Lemma 2.1.1, S has an invariant tubular neighborhood E ∼= νS endowed with a metric such that
the closed tubes Er := {v ∈ E||v| ≤ r}, for r > 0, are also G-invariant. We endow E with all the structure
from subsection 6.3.1.
Since E is invariant, the cotangent Lie algebroid of (E, π) is integrable by G|E , which has compact
s-fibers with vanishing H2. Therefore, by the Tame Vanishing Lemma and Corollaries A.1.1 and A.1.2
from the appendix, there are linear homotopy operators
X1(E)
h1←− X2(E) h2←− X3(E),
[π, h1(V )] + h2([π, V ]) = V, ∀ V ∈ X2(E),
which satisfy:
• they induce linear homotopy operators hr1 and hr2 on (Er , π|r);
• there are constants Cn > 0 such that, for all r ∈ (0, 1],
‖hr1(X)‖n,r ≤ Cn‖X‖n+s,r, ‖hr2(Y )‖n,r ≤ Cn‖Y ‖n+s,r,
for all X ∈ X2(Er), Y ∈ X3(Er), where s = ⌊ 12dim(M)⌋+ 1;
• they induce homotopy operators in second degree on the subcomplex of vector fields vanishing along
S.
6.3.4 The Nash-Moser method
We fix radii 0 < r < R < 1. Let s be as in the previous subsection, and let
α := 2(s+ 5), p := 7(s+ 4).
The integer p is the one from the statement of Theorem 4. Consider a second Poisson structure π˜ defined
on ER. To π˜ we associate the following inductive procedure:
Procedure P0:
• consider the number
t(π˜) := ‖π − π˜‖−1/αp,R ,
• consider the sequences of numbers
ǫ0 := (R− r)/4, r0 := R, t0 := t(π˜),
ǫk+1 := ǫ
3/2
k , rk+1 := rk − ǫk, tk+1 := t3/2k ,
• consider the sequences of Poisson bivectors and vector fields
{πk ∈ X2(Erk)}k≥0, {Xk ∈ X1(Erk)}k≥0,
defined inductively by
π0 := π˜, πk+1 := ϕ
∗
Xk
(πk), Xk := S
rk
tk (h
rk
1 (πk − π|rk)), (6.22)
• consider the sequence of maps
ψk := ϕX0 ◦ . . . ◦ ϕXk : Erk+1 −→ ER.
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By our choice of ǫ0, observe that r < rk < R for all k ≥ 1:
∞∑
k=0
ǫk =
∞∑
k=0
ǫ
(3/2)k
0 <
∞∑
k=0
ǫ
1+ k2
0 =
ǫ0
1−√ǫ0 ≤ (R − r),
For Procedure P0 to be well-defined, we need that:
(Ck) the time one flow of Xk to be defined as a map
ϕXk : Erk+1 −→ Erk .
For part (b) of Theorem 4, we consider also Procedure P1 associated to π˜ such that j
1
|S π˜ = j
1
|Sπ. We
define Procedure P1 the same as Procedure P0 except that in (6.22) we use the smoothing operators
Srk,1tk .
For Procedure P1 to be well-defined, besides for condition (Ck), one also needs that h
rk
1 (πk − π|rk) ∈
X1(Erk)
(1). This is automatically satisfied because the operators hrk1 preserve the space of tensors vanishing
up to first order, and because j1|S(πk−π|rk) = 0. This last claim can be proven inductively: By hypothesis,
j1|S(π0 − π|R) = 0. Assume that j1|S(πk − π|rk) = 0, for some k ≥ 0. Then also Xk ∈ X1(Erk)(1), hence the
first order jet of ϕXk along S is that of the identity, and so
j1|S(πk+1) = j
1
|S(πk) = j
1
|S(π).
Therefore j1|S(πk+1 − π|rk+1) = 0.
These procedures converge to the map ψ from Theorem 4.
Proposition 6.3.13. There exists δ > 0 and an integer d ≥ 0, such that both procedures P0 and P1 are
well defined for every π˜ satisfying
‖π˜ − π‖p,R < δ(r(R − r))d. (6.23)
Moreover, the sequence ψk|r converges uniformly on Er with all its derivatives to a local diffeomorphism
ψ, which is a Poisson map between
ψ : (Er, π|r) −→ (ER, π˜),
and which satisfies
d(ψ)1,r ≤ ‖π − π˜‖1/αp,R . (6.24)
If j1|S π˜ = j
1
|Sπ, then ψ obtained by Procedure P1 is the identity along S up to first order.
Proof. We will prove the statement for the two procedures simultaneously. We denote by Sk the used
smoothing operators, that is, in P0 we let Sk := S
rk
tk
and in P1 we let Sk := S
rk,1
tk
. In both cases, the
following hold:
‖Sk(X)‖m,rk ≤ Cmr−cmtl+1k ‖X‖m−l,rk,
‖Sk(X)−X‖m−l,rk ≤ Cmr−cmt−lk ‖X‖m+1,rk.
For the procedures to be well-defined and to converge, we need that t0 = t(π˜) is big enough, more
precisely, it must satisfy a finite number of inequalities of the form
t0 = t(π˜) > C(r(R − r))−c. (6.25)
Taking π˜ such that it satisfies (6.23), it suffices to ask that δ is small enough and d is big enough, such
that a finite number of inequalities of the form
δ((R − r)r)d < 1
C
(r(R − r))c
hold, and then t0 will satisfy (6.25).
Since t0 > 4(R− r)−1 = ǫ−10 , it follows that
tk > ǫ
−1
k , ∀ k ≥ 0.
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We will prove inductively that the bivectors
Zk := πk − π|rk ∈ X2(Erk)
satisfy the inequalities (ak) and (bk)
(ak) ‖Zk‖s,rk ≤ t−αk , (bk) ‖Zk‖p,rk ≤ tαk .
Since t−α0 = ‖Z0‖p,R, (a0) and (b0) hold. Assuming that (ak) and (bk) hold for some k ≥ 0, we will show
that condition (Ck) holds (i.e. the procedure is well-defined up to step k) and also that (ak+1) and (bk+1)
hold.
First we give a bound for the norms of Xk in terms of the norms of Zk:
‖Xk‖m,rk = ‖Sk(hrk1 (Zk))‖m,rk ≤ Cmr−cm t1+lk ‖hrk1 (Zk)‖m−l,rk ≤ (6.26)
≤ Cmr−cm t1+lk ‖Zk‖m+s−l,rk , ∀ 0 ≤ l ≤ m.
In particular, for m = l, we obtain
‖Xk‖m,rk ≤ Cmr−cm t1+m−αk . (6.27)
Since α > 4 and tk > ǫ
−1
k , this inequality implies that
‖Xk‖1,rk ≤ Cr−ct2−αk ≤ Cr−ct−10 t−1k < Cr−ct−10 ǫk. (6.28)
Since t0 > Cr
−c/θ, we have that ‖Xk‖1,rk ≤ θǫk, and so by Lemma 6.3.10 (Ck) holds. Moreover, Xk
satisfies the inequalities from Lemma 6.3.11 and Lemma 6.3.12.
Next, we deduce an inequality for all norms ‖Zk+1‖n,rk+1 with n ≥ s:
‖Zk+1‖n,rk+1 = ‖ϕ∗Xk(Zk) + ϕ∗Xk(π)− π‖n,rk+1 ≤ (6.29)
≤ Cnr−cn(‖Zk‖n,rk + ‖Xk‖n+1,rk‖Zk‖0,rk + ‖Xk‖n+1,rk‖π‖n+1,rk) ≤
≤ Cnr−cn(‖Zk‖n,rk + ‖Xk‖n+1,rk) ≤ Cnr−cnts+2k ‖Zk‖n,rk ,
where we used Lemma 6.3.12, the inductive hypothesis, and inequality (6.26) with m = n+1 and l = s+1.
For n = p, using also that s+ 2 + α ≤ 32α− 1, this gives (bk+1):
‖Zk+1‖p,rk+1 ≤ Cr−cts+2+αk ≤ Cr−ct
3
2α−1
k ≤ Cr−ct−10 tαk+1 ≤ tαk+1.
To prove (ak+1), we write Zk+1 = Vk + ϕ
∗
Xk
(Uk), where
Vk := ϕ
∗
Xk(π)− π − ϕ∗Xk([Xk, π]), Uk := Zk − [π,Xk].
Using Lemma 6.3.12 and inequality (6.27), we bound the two terms by
‖Vk‖s,rk+1 ≤ Cr−c‖π‖s+2,rk‖Xk‖0,rk‖Xk‖s+2,rk ≤ Cr−cts+4−2αk , (6.30)
‖ϕ∗Xk(Uk)‖s,rk+1 ≤ Cr−c(‖Uk‖s,rk + ‖Uk‖0,rk‖Xk‖s+1,rk) ≤ (6.31)
≤ Cr−c(‖Uk‖s,rk + ts+2−αk ‖Uk‖0,rk).
To compute the Cs-norm for Uk, we rewrite it as
Uk = Zk − [π,Xk] = [π, hrk1 (Zk)] + hrk2 ([π, Zk])− [π,Xk] =
= [π, (I − Sk)hrk1 (Zk)]−
1
2
hrk2 ([Zk, Zk]).
By tameness of the Lie bracket, the first term can be bounded by
‖[π, (I − Sk)hrk1 (Zk)]‖s,rk ≤ Cr−c‖(I − Sk)hrk1 (Zk)‖s+1,rk ≤
≤ Cr−ct2−p+2sk ‖hrk1 (Zk)‖p−s,rk ≤ Cr−ct2−p+2sk ‖Zk‖p,rk ≤
≤ Cr−ct2−p+2s+αk = Cr−ct
− 32α−1
k ,
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and using also the interpolation inequalities, for the second term we obtain
‖1
2
hrk2 ([Zk, Zk])‖s,rk ≤ C‖[Zk, Zk]‖2s,rk ≤ Cr−c‖Zk‖0,rk‖Zk‖2s+1,rk ≤
≤ Cr−ct−αk ‖Zk‖
p−(2s+1)
p−s
s,rk ‖Zk‖
s+1
p−s
p,rk ≤ Cr−ct
−α(1+
p−(3s+2)
p−s )
k .
Since −α(1 + p−(3s+2)p−s ) ≤ − 32α− 1, these two inequalities imply that
‖Uk‖s,rk ≤ Cr−ct−
3
2α−1
k . (6.32)
Using (6.27), we bound the C0-norm of Uk by
‖Uk‖0,rk ≤ ‖Zk‖0,rk + ‖[π,Xk]‖0,rk ≤ t−αk + Cr−c‖Xk‖1,rk ≤ Cr−ct2−αk . (6.33)
By (6.30), (6.31), (6.32), (6.33), and s+ 4− 2α = − 32α− 1, (ak+1) follows:
‖Zk+1‖s,rk+1 ≤ Cr−c(ts+4−2αk + t
− 32α−1
k ) ≤
≤ Cr−ct− 32α−1k ≤ (r−cC/t0)t
− 32α
k ≤ t−αk+1.
This finishes the induction.
Using (6.29), for every n ≥ 1, we find a kn ≥ 0 such that
‖Zk+1‖n,rk+1 ≤ ts+3k ‖Zk‖n,rk , ∀ k ≥ kn.
Iterating this we obtain
ts+3k ‖Zk‖n,rk ≤ (tktk−1 . . . tkn)s+3‖Zkn‖n,rkn .
On the other hand we have that
tktk−1 . . . tkn = t
1+ 32+...+(
3
2 )
k−kn
kn
≤ t2( 32 )
k+1−kn
kn
= t3k.
Therefore, we obtain a bound valid for all k > kn
‖Zk‖n,rk ≤ t2(s+3)k ‖Zkn‖n,rkn .
Consider now m > s and denote by n := 4m− 3s. Applying the interpolation inequalities, for k > kn,
we obtain
‖Zk‖m,rk ≤Cmr−cm‖Zk‖
n−m
n−s
s,rk ‖Zk‖
m−s
n−s
n,rk = Cmr
−cm‖Zk‖
3
4
s,rk‖Zk‖
1
4
n,rk ≤
≤Cmr−cmt−α
3
4+2(s+3)
1
4
k ‖Zkn‖
1
4
n,rkn = Cmr
−cm t
−(s+6)
k ‖Zkn‖
1
4
n,rkn .
Using also inequality (6.26), for l = s, we obtain
‖Xk‖m,rk ≤ Cmr−cmts+1k ‖Zk‖m,rk ≤ t−5k
(
Cmr
−cm‖Zkn‖
1
4
n,rkn
)
.
This shows that the series
∑
k≥0 ‖Xk‖m,rk converges for all m. By Lemma 6.3.11, also
∑
k≥0 d(ϕXk )m,rk+1
converges for all m and, moreover, by (6.28), we have that
σ1 :=
∑
k≥1
d(ϕXk )1,rk+1 ≤ Cr−c
∑
k≥1
‖Xk‖1,rk ≤ Cr−ct−40
∑
k≥1
ǫk ≤ t−30 .
So we may assume that σ1 ≤ θ and d(ϕXk)1,rk+1 < 1. Then by applying Lemma 6.3.9 we conclude that
the sequence ψk|r converges uniformly in all C
n-norms to a map ψ : Er → ER in Ur which satisfies
d(ψ)1,r ≤ eCr−cσ1Cr−cσ1 ≤ et
−2
0 t−20 ≤ Ct−20 ≤ t−10 .
So (6.24) holds, and we can also assume that d(ψ)1,r < θ, which, by Lemma 6.3.7, implies that ψ is a local
diffeomorphism. Since ψk|r converges in the C
1-topology to ψ and ψ∗k(π˜) = (dψk)
−1(π˜ψk), it follows that
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ψ∗k(π˜)|r converges in the C
0-topology to ψ∗(π˜). On the other hand, Zk|r = ψ
∗
k(π˜)|r − π|r converges to 0 in
the C0-norm, hence ψ∗(π˜) = π|r. So ψ is a Poisson map and a local diffeomorphism between
ψ : (Er, π|r) −→ (ER, π˜).
For Procedure P1, as noted before the proposition, the first jet of ϕXk is that of the identity along
S. This clearly holds also for ψk, and since ψk|r converges to ψ in the C
1-topology, we have that ψ is also
the identity along S up to first order.
Now we are ready to finish the proof of Theorem 4.
Proof of part (a) of Theorem 4
We have to check that the rigidity property from Definition 6.1.1 holds. Consider U := int(Eρ) for some
ρ ∈ (0, 1), and let O ⊂ U be an open such that S ⊂ O ⊂ O ⊂ U . Let r < R be such thatO ⊂ Er ⊂ ER ⊂ U .
With d and δ from Proposition 6.3.13, we let
VO := {W ∈ X2(U) : ‖W|R − π|R‖p,R < δ(r(R − r))d}.
For π˜ ∈ VO, define ψπ˜ to be the restriction to O of the map ψ obtained by applying Procedure P0 to
π˜|R. Then ψ is a Poisson diffeomorphism (O, π|O)→ (U, π˜), and by (6.24), the assignment π˜ 7→ ψ has the
required continuity property.
Proof of part (b) of Theorem 4
Consider π˜ a Poisson structure on some neighborhood of S with j1|S π˜ = j
1
|Sπ. First we show that π and
π˜ are formally Poisson diffeomorphic around S. For this we have to check that H2(AS ,Sk(ν∗S)) = 0. The
Lie groupoid G|S ⇒ S integrates AS and is s-connected. Since ν∗S ⊂ AS is an ideal, by Lemma 2.2.2, the
action of AS on ν
∗
S (hence also on Sk(ν∗S)) also integrates to G|S . Since G|S has compact s-fibers with
vanishing H2, the Tame Vanishing Lemma implies that H2(AS ,Sk(ν∗S)) = 0. So we can apply Theorem 3
to conclude that there exists a diffeomorphism ϕ between open neighborhoods of S, which is the identity
on S up to first order, such that
j∞|Sϕ
∗(π˜) = j∞|S π.
Consider R ∈ (0, 1) such that ϕ∗(π˜) is defined on ER. Using the Taylor expansion up to order 2d+ 1
around S for the bivector π − ϕ∗(π˜) and its partial derivatives up to order p, we find a constant M > 0
such that
‖ϕ∗(π˜)|r − π|r‖p,r ≤Mr2d+1, ∀ 0 < r < R.
If we take r < 2−dδ/M , we obtain that ‖ϕ∗(π˜)|r − π|r‖p,r < δ(r(r − r/2))d. So we can apply Proposition
6.3.13, and Procedure P1 produces a Poisson diffeomorphism
τ : (Er/2, π|r/2) −→ (Er , ϕ∗(π˜)|r),
which is the identity up to first order along S. We obtain (b) with ψ = ϕ ◦ τ .
Remark 6.3.14. As mentioned already in section 6.1, Conn’s proof has been formalized in [56, 59] into
an abstract Nash Moser normal form theorem, and it is likely that one could use Theorem 6.8 [56] to prove
partially our rigidity result. Nevertheless, the continuity assertion, which is important in applications (see
chapter 7), is not a consequence of this result. There are also several technical reasons why we cannot
apply [56]: we need the size of the Cp-open to depend polynomially on r−1 and (R−r)−1, because we use a
formal linearization argument (this dependence is not given in loc.cit.); to obtain diffeomorphisms that fix
S, we work with vector fields vanishing along S up to first order, and it is unlikely that this Fre´chet space
admits smoothing operators of degree 0 (in loc.cit. this is the overall assumption); for the inequalities in
Lemma 6.3.8 we need special norms (indexed also by “δ”) for the embeddings (these are not considered in
loc.cit.).
148
Chapter 7
Deformations of the Lie-Poisson
sphere of a compact semisimple Lie
algebra
The linear Poisson structure (g∗, πg) corresponding to a compact semisimple Lie algebra g induces a Poisson
structure πS on the unit sphere S(g∗) ⊂ g∗. As a surprising application of Theorem 4, in this chapter we
compute the moduli space of Poisson structures on S(g∗) around πS (Theorem 5). This is the first explicit
computation of a Poisson moduli space in dimension greater or equal than three around a degenerate (i.e.
not symplectic) Poisson bivector. The content of this chapter is available as a preprint at [54].
7.1 Statement of Theorem 5
Let (g, [·, ·]) be a semisimple Lie algebra of compact type. We consider an inner product on g∗ which is
not just g-invariant, but also Aut(g)-invariant (e.g. induced by the Killing form). The corresponding unit
sphere around the origin, denoted by S(g∗), is a Poisson submanifold, and as such it inherits a Poisson
structure πS := πg|S(g∗). We will call the Poisson manifold
(S(g∗), πS)
the Lie-Poisson sphere corresponding to g. Lie algebra automorphisms of g restrict to Poisson diffeo-
morphisms of πS. The inner automorphisms preserve the coadjoint orbits and so, they act trivially on the
space of Casimir functions. Therefore Out(g), the group of outer automorphisms of g, acts naturally on
the space of Casimir functions, which we denote by
Casim(S(g∗), πS).
The main result of this chapter is the following description of Poisson structures on S(g∗) near πS.
Theorem 5. For the Lie-Poisson sphere (S(g∗), πS), corresponding to a compact semisimple Lie algebra
g, the following hold:
(a) There exists a Cp-open W ⊂ X2(S(g∗)) around πS, such that every Poisson structure in W is iso-
morphic to one of the form fπS, where f is a positive Casimir, by a diffeomorphism isotopic to the
identity.
(b) For two positive Casimirs f and g, the Poisson manifolds (S(g∗), fπS) and (S(g∗), gπS) are isomorphic
precisely when f and g are related by an outer automorphism of g.
The open W will be constructed such that it contains all Poisson structures of the form fπS, with f a
positive Casimir. Therefore, the map F 7→ eFπS induces a bijection between the space
Casim(S(g∗), πS)/Out(g)
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and an open around πS in the Poisson moduli space of S(g∗). Using classical invariant theory, we show in
section 7.5 that this space is isomorphic to
C∞(B)/Out(g),
where B ⊂ Rl−1 (l = rank(g)) is a bounded open which is invariant under a linear action of Out(g) on Rl−1.
Recall from subsection 1.1.4 that the space of Casimir functions of a Poisson manifold (M,π) is the
0-th Poisson cohomology group H0π(M). Also, that the second Poisson cohomology group H
2
π(M) has
the heuristic interpretation of being the “tangent space” to the Poisson moduli space at π. As our result
suggests, for the Lie-Poisson sphere we have that multiplication with [πS] induces an isomorphism (see
Proposition 7.2.2)
Casim(S(g∗), πS) ∼= H2πS(S(g∗)).
There are only few descriptions, in the literature, of opens in the Poisson moduli space of a compact
manifold. We recall below two such results.
For a compact symplectic manifold (M,ω), every Poisson structure C0-close to ω−1 is symplectic as
well. The Moser argument shows that two symplectic structures in the same cohomology class, and which
are close enough to ω, are symplectomorphic by a diffeomorphism isotopic to the identity. This implies that
the map π 7→ [π−1] ∈ H2(M) induces a bijection between an open in the space of all Poisson structures
modulo diffeomorphisms isotopic to the identity and an open in H2(M). Also the heuristic prognosis
holds, since H2(M) ∼= H2ω−1(M). In general it is difficult to say more, that is, to determine whether two
symplectic structures, different in cohomology, are symplectomorphic. In Corollary 7.3.9 we achieve this
for the maximal coadjoint orbits of a compact semisimple Lie algebra.
In [64], Radko obtains a description of the moduli space of topologically stable Poisson structures on
a compact oriented surface Σ. These are Poisson structures π ∈ X2(Σ) that intersect the zero section of
Λ2TΣ transversally, and so, they form a dense C1-open in the space of all Poisson structures. The moduli
space decomposes as a union of finite dimensional manifolds (of different dimensions), and its tangent
space at π is precisely H2π(Σ). The fact that Σ is two-dimensional facilitates the study, since any bivector
on Σ is Poisson.
The main difficulty when studying deformations of Poisson structures on compact manifolds (in contrast
e.g. to complex structures) is that the Poisson complex fails to be elliptic, unless the structure is symplectic.
Therefore, in general, H2π(M) and the Poisson moduli space are infinite dimensional. This is also the case
for the Lie-Poisson sphere of a compact semisimple Lie algebra g, except for g = su(2). The Lie algebra
su(2) is special also because it is the only one for which the Lie-Poisson sphere is symplectic (thus the
result follows from Moser’s theorem). Moreover, it is the only one for which the Lie-Poisson sphere is an
integrable Poisson manifold (in the sense of section 2.4).
7.2 Proof of part (a) of Theorem 5
Throughout this chapter, we fix a compact semisimple Lie algebra (g, [·, ·]) and an Aut(g)-invariant inner
product on g (e.g. the negative of the Killing form), hence also on g∗. We denote by G a 1-connected Lie
group integrating g. Then G is compact and H2(G) = 0.
The linear Poisson manifold (g∗, πg) is integrable by the action Lie groupoid G ⋉ g∗ (see subsection
2.4.2). Since the s-fibers of G⋉ g∗ are diffeomorphic to G, we can apply Theorem 4 and conclude that πg
is Cp-C1-rigid around any compact Poisson submanifold.
For f ∈ C∞(S(g∗)), with f > 0, consider the following codimension-one sphere Sf in g∗\{0}
Sf :=
{
1
f(ξ)
ξ | ξ ∈ S(g∗)
}
.
We denote the map parameterizing Sf by
ϕf : S(g∗) ∼−→ Sf , ϕf (ξ) := ξ/f(ξ).
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The spheres of the type Sf form a C
1-open in the space of all (unparameterized) spheres. Namely, every
sphere S ⊂ g∗\{0} for which the map
pr : S −→ S(g∗), ξ 7→ 1|ξ|ξ
is a diffeomorphism, is of the form Sf for some positive function f on S(g∗).
Lemma 7.2.1. The sphere Sf is a Poisson submanifold if and only f is a Casimir. In this case, the
following map is a Poisson diffeomorphism
ϕ˜f : (S(g∗)× R+, tfπS) ∼−→ (g∗\{0}, πg), (ξ, t) 7→ 1
tf(ξ)
ξ.
Proof. Compact Poisson submanifolds of g∗ are the same as G-invariant submanifolds, and Casimirs of πS
are the same as G-invariant functions on S(g∗). This implies the first part. For the second part, it suffices
to check that ϕ˜∗f preserves the Poisson bracket on elements in g ⊂ C∞(g∗). Using that Casimirs go inside
the bracket, and that S(g∗) is a Poisson submanifold, it is a straightforward computation:
ϕ˜∗f ({X,Y }) =
1
tf
{X,Y }|S(g∗) = tf{ 1
tf
X|S(g∗),
1
tf
Y|S(g∗)}|S(g∗) =
= tf{ϕ˜∗f(X), ϕ˜∗f (Y )}|S(g∗).
Now, we are ready to prove the first part of Theorem 5.
Proof of part (a) of Theorem 5. For every positive Casimir f we construct a Cp-open Wf ⊂ X2(S(g∗))
containing fπS, such that every Poisson structure in Wf is isomorphic to one of the form gπS, for some
positive Casimir g, and moreover, by a diffeomorphism isotopic to the identity. This will imply that the
Cp-open W := ∪fWf satisfies the conclusion.
For the compact Poisson submanifold Sf , consider opens Sf ⊂ O ⊂ U , as in Definition 6.1.1 of Cp-C1-
rigidity, with 0 /∈ U . Denote by Uf the set of functions χ ∈ C∞(O, g∗) satisfying 0 /∈ χ(Sf ), and for which
the map
pr ◦ χ ◦ ϕf : S(g∗) −→ S(g∗)
is a diffeomorphism isotopic to the identity. The first condition is C0-open and the second is C1-open
(see subsection 6.2.2). For the inclusion IdO of O in g
∗, we have that pr ◦ IdO ◦ ϕf = Id, thus Uf is C1-
neighborhood of IdO. By continuity of the map ψ from Definition 6.1.1, there exists a C
p-neighborhood
Vf ⊂ X2(U) of πg|U , such that ψπ˜ ∈ Uf , for every Poisson structure π˜ in Vf . We define the Cp-open Wf
as follows
Wf := {W ∈ X2(S(g∗))|ϕ˜f,∗(tW )|U ∈ Vf}.
By Lemma 7.2.1, we have that ϕ˜f,∗(tfπS)|U = πg|U , thus fπS ∈ Wf . Let π be a Poisson structure in Wf .
Then for π˜ := ϕ˜f,∗(tπ)|U ∈ Vf , we have that ψπ˜ ∈ Uf is a Poisson map between
ψπ˜ : (O, π˜|O) −→ (U, πg|U ).
By the discussion before Lemma 7.2.1, the fact that the map pr ◦ ψπ˜ ◦ ϕf is a diffeomorphism, implies
that ψπ˜(Sf ) = Sg, for some g > 0. Clearly, (S(g∗) × {1}, π) is a Poisson submanifold of (S(g∗) × R+, tπ),
therefore also Sf = ϕ˜f (S(g∗) × {1}) is a Poisson submanifold of (O, π˜|O), and since ψπ˜ is a Poisson map,
we have that also Sg = ψπ˜(Sf ) is a Poisson submanifold of (g
∗, πg). So by Lemma 7.2.1 g is a Casimir and
ϕg : (S(g∗), gπS) ∼−→ (Sg, πg|Sg )
is a Poisson diffeomorphism. Therefore also the map
ϕ−1g ◦ ψπ˜ ◦ ϕf : (S(g∗), π) ∼−→ (S(g∗), gπS),
is a Poisson diffeomorphism. This map is isotopic to the identity, because ϕ−1g = pr|Sg , and by construction
pr ◦ ψπ˜ ◦ ϕf is isotopic to the identity.
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7.2.1 The Poisson cohomology of the Lie-Poisson sphere
Recall from subsection 1.1.4 that
Casim(S(g∗), πS) = H0πS(S(g
∗)).
This group will be described in section 7.5 more explicitly. Recall also that H2πS(S(g
∗)) has the heuristic
interpretation of being the “tangent space” to the Poisson moduli space at πS. Theorem 5 shows that all
deformations of πS are, modulo diffeomorphisms, of the form π
t = etFπS, where F ∈ Casim(S(g∗), πS). As
expected, this is reflected also at the level of the Poisson cohomology.
Proposition 7.2.2. The first Poisson cohomology groups of the Lie-Poisson sphere satisfy: H1πS(S(g
∗)) = 0
and H0πS(S(g
∗)) ∼= H2πS(S(g∗)) via the map
H0πS(S(g
∗)) ∼−→ H2πS(S(g∗)), f 7→ [fπS].
Proof. The invariant open U := g∗\{0} is integrable by the Lie groupoid G⋉ U . This groupoid is proper
and has 2-connected s-fibers. Therefore, by the results of [13] (discussed in section 2.3), or by our Theorem
A.1.2, we have that
H1πg|U (U) = 0, H
2
πg|U
(U) = 0.
Using the Poisson diffeomorphism ϕ˜1 from Lemma 7.2.1, we identify (U, πg|U ) with the Poisson manifold
(S(g∗)× R+, tπS).
Let X ∈ X1(S(g∗)) be such that [πS, X ] = 0. If we regard X as a vector field on S(g∗)×R+ it is also a
cocycle. Since H1πg|U (U) = 0, there is a function ft ∈ C∞(S(g∗)× R+) such that [tπS, ft] = X . For t = 1,
this shows that X is a coboundary. Hence H1πS(S(g
∗)) = 0.
Let W ∈ X2(S(g∗)) be such that [πS,W ] = 0. As before, there exists vector fields Vt = Xt + ft ∂∂t such
that W = [tπS, Vt]. Hence,
W = t[πS, Xt] + t[πS, ft] ∧ ∂
∂t
− ftπS.
For t = 1, this shows that [πS, f1] = 0 (i.e. f1 is a Casimir), and so [W ] and −[f1πS] represent the same
class. Therefore, multiplication by [πS] is onto:
H2πS(S(g
∗)) = H0πS(S(g
∗))[πS].
To check injectivity, let f ∈ H0πS(S(g∗)) be so that [πS, X ] = fπS, for some X ∈ X1(S(g∗)). Then we
have that
[tπS, 1/tX + f
∂
∂t
] = [πS, X ]− fπS = 0.
So the vector field Vt = 1/tX + f
∂
∂t is a cocycle in H
1
πg|U
(U). Since this group is trivial, there exists a
smooth function gt such that Vt = [πS, gt]. This implies that f = 0 and finishes the proof.
7.3 Some standard Lie theoretical results
In this section we recall some results on compact semisimple Lie algebras, which will be used in the proof
of part (b) of Theorem 5. Most of these can be found in standard textbooks like [24, 27, 42, 46].
7.3.1 The coadjoint action and its symplectic orbits
Recall from subsection 1.1.2 that the symplectic leaf of the linear Poisson manifold (g∗, πg) through ξ ∈ g∗
is the coadjoint orbit through ξ; we will denote it by (Oξ, ωξ). Denote the stabilizer of ξ by Gξ ⊂ G, and
its Lie algebra by gξ ⊂ g. Recall also (1.1) that the pullback of ωξ via the map
p : G −→ Oξ, g 7→ Ad∗g−1(ξ),
is given by
p∗(ωξ) = −dξl,
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where ξl is the left invariant extension of ξ to G.
The adjoint and the coadjoint representations are isomorphic, the invariant metric gives an intertwining
map between the two. We restate here some standard results about the adjoint action in terms of the
coadjoint (as a reference see section 3.2 in [27]). We are interested especially in the set g∗reg of regular
elements. An element ξ ∈ g∗ is regular if and only if it satisfies any of the following equivalent conditions:
• gξ is a maximal abelian subalgebra;
• the leaf Oξ has maximal dimension among all leaves;
• Gξ is a maximal torus in G.
We fix T ⊂ G a maximal torus and denote by t its Lie algebra. We regard t∗ as a subspace in g∗, via the
identification
t∗ = {ξ ∈ g∗|t ⊂ gξ} ⊂ g∗.
Consider t∗reg := t∗ ∩ g∗reg, the regular part of t∗. Then t∗reg is the union of the open Weyl chambers.
Fix c such a chamber. The structure of g∗reg is described by the equivariant diffeomorphism (Proposition
3.8.1 [27])
Ψ : G/T × c ∼−→ g∗reg, Ψ([g], ξ) = Ad∗g−1 (ξ). (7.1)
7.3.2 Roots and dual roots
Let Φ ⊂ it∗ be the root system corresponding to t. Denote the group of automorphisms of Φ by
Aut(Φ) := {f ∈ Gl(it∗)|f(Φ) = Φ}.
For α ∈ Φ let gα ⊂ g ⊗ C be the corresponding root space. The root dual to α ∈ Φ is the element
α∨ ∈ [g−α, gα] satisfying α(α∨) = 2. The set of dual roots forms the dual root system Φ∨ ⊂ it. For all
α, β ∈ Φ, we have that α(β∨) ∈ Z, and these numbers are called the Cartan integers (Theorem 3.10.2
[27]). One can also define Φ∨ in terms of only the abstract root system Φ: namely, α∨ is the unique
element in it for which the map
sα : it
∗ −→ it∗, sα(λ) = λ− λ(α∨)α (7.2)
sends α to −α and preserves the root system (Lemma 9.1 [42]). With this description, one can define the
double dual Φ∨∨. This turns out to be Φ.
Lemma 7.3.1. We have that α∨∨ = α, and that the following map is a group isomorphism
Aut(Φ) ∼−→ Aut(Φ∨), f 7→ (f−1)∗.
Proof. By Lemma 9.2 [42], we have that f ◦ sβ ◦ f−1 = sf(β), for all f ∈ Aut(Φ) and β ∈ Φ. For f = sα
this gives sα ◦ sβ ◦ sα = ssα(β). Computing both sides of this equation, we obtain sα(β)∨ = β∨−α(β∨)α∨.
This shows that the map
it −→ it, ξ 7→ ξ − α(ξ)α∨
maps Φ∨ to itself, and sends α∨ to −α∨. So, by the canonical definition of the dual root system, we obtain
that α∨∨ = α.
Using the first part, it suffices to show that (f−1)∗ ∈ Aut(Φ∨) for all f ∈ Aut(Φ). Since f preserves
that Cartan integers (Lemma 9.2 [42]), for all α, β ∈ Φ, the following holds:
α((f−1)∗(β∨)) = f−1(α)(β∨) = α(f(β)∨).
Since Φ spans it∗, we obtain (f−1)∗(β∨) = f(β)∨, hence (f−1)∗ ∈ Aut(Φ∨).
Remark 7.3.2. Denote the Killing form of g by (·, ·) and the induced isomorphism g ∼= g∗ by
κ : g −→ g∗, κ(X)(Y ) := (X,Y ).
We note that some authors (e.g. [42]) regard the dual roots inside it∗, they refer to the element 2α(α,α) as
being the root dual to α ∈ Φ. These two conventions are related by the formula (Proposition 8.3 (g) [42]):
κ(α∨) =
2α
(α, α)
. (7.3)
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Denote the kernel of the exponential of T by
Π := ker(exp|t) ⊂ t.
Then Π is a lattice in t. For each α ∈ Φ, consider the element
Xα := 2πiα
∨ ∈ t.
These elements satisfy the following:
Lemma 7.3.3. For all α ∈ Φ, we have that RXα ∩ Π = ZXα. Moreover,
t∗reg = {ξ ∈ t∗|ξ(Xα) 6= 0 ∀α ∈ Φ}.
Proof. According to Theorem 3.10.2 (iv) [27], we have that Xα ∈ Π. Let α1, . . . , αl be a simple system
for Φ such that α1 = α. The corresponding fundamental weights λ1, . . . , λl ∈ t∗ ⊗ C are defined by the
relations λi(α
∨
j ) = δi,j , for all 1 ≤ i, j ≤ l. Let Vλ1 be the irreducible representation of g ⊗ C of highest
weight λ1. In particular, Vλ1 contains a vector v 6= 0, such that the action of X ∈ t on v is given by
X · v = λ1(X)v. Thus
tXα · v = λ1(2πitα∨)v = 2πitv, ∀t ∈ R.
Integrating Vλ1 to the action of G, we have that exp(tXα) · v = e2πit · v. So, if tXα ∈ Π, then e2πit = 1,
hence t ∈ Z. This shows that RXα ∩ Π = ZXα.
Theorem 3.7.1 (ii) [27] describes treg as the complement of the hyperplanes ker(α) for α ∈ Φ. Since
κ : g→ g∗ is G-equivariant and symmetric (i.e. κ∗ = κ), and since κ(Xα) = 4πiα(α,α) (7.3), we have that t∗reg
is the complement of the hyperplanes {ξ|ξ(Xα) = 0}, for α ∈ Φ.
The result below plays a crucial role in the proof of Theorem 5.
Corollary 7.3.4. If f : t∗ → t∗ is an isomorphism such that it preserves t∗reg and f∗ : t → t induces an
isomorphism of Π, then f ∈ Aut(Φ).
Proof. By the previous lemma, the complement of t∗reg is the union of the hyperplanes {ξ|ξ(Xα) = 0} for
α ∈ Φ. Thus f∗ preserves the set of lines {RXα|α ∈ Φ}. So we can write f∗(Xα) = θ(α)Xσ(α). Since
X−σ(α) = −Xσ(α), we may assume that θ(α) > 0. On the other hand, f∗ is an isomorphism of Π, so it
induces an isomorphism between Π∩RXα and Π∩RXσ(α). By the lemma, θ(α) is a generator of Z, hence
θ(α) = 1. So f∗(Xα) = Xσ(α), and also f
∗(α∨) = σ(α)∨. This shows that f∗ ∈ Aut(Φ∨). Hence, by
Lemma 7.3.1, we obtain that f ∈ Aut(Φ).
7.3.3 Automorphisms
The groupAut(g) of Lie algebra automorphisms of g contains the normal subgroupAd(G) of inner automor-
phisms. Below we recall two descriptions of the group of outer automorphismsOut(g) := Aut(g)/Ad(G).
Let Aut(g, t) be the subgroup of Aut(g) consisting of elements which send t to itself. Since every two
maximal tori are conjugated, Aut(g, t) intersects every component of Aut(g); hence
Out(g) ∼= Aut(g, t)/Ad(NG(T )),
where NG(T ) is the normalizer of T in G. An element σ ∈ Aut(g, t) induces a symmetry of Φ, and we
denote the resulting group homomorphism by
τ : Aut(g, t) −→ Aut(Φ), σ 7→ (σ−1|t )∗.
Recall also that the Weyl group of Φ, denoted by W ⊂ Aut(Φ), is the group generated by the
symmetries sα (defined in (7.2)), for α ∈ Φ.
For the following lemma see Theorem 7.8 [46] and section 3.15 [27].
Lemma 7.3.5. The map τ : Aut(g, t)→ Aut(Φ) is surjective, and
τ−1(W ) = Ad(NG(T )) ⊂ Aut(g, t).
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Therefore, τ induces an isomorphism between the groups
Out(g) ∼= Aut(Φ)/W.
If c ⊂ t∗ is an open Weyl chamber, then Aut(Φ) = Aut(Φ, c)⋉W , where
Aut(Φ, c) := {f ∈ Aut(Φ)|f(ic) = ic}.
Moreover, Aut(Φ, c) (hence also Out(g)) is isomorphic to the symmetry group of the Dynkin diagram of
Φ.
The last part of the lemma allows us to compute Out(g) for all semisimple compact Lie algebras.
First, it is enough to consider simple Lie algebras, since, if g decomposes into simple components as
n1s1 ⊕ . . .⊕ nksk, then
Out(g) ∼= Sn1 ⋉Out(s1)n1 × . . .× Snk ⋉Out(sk)nk .
Further, for the simple Lie algebras, a glimpse at their Dynkin diagrams reveals that the only ones with
nontrivial outer automorphism group are: An≥2, Dn≥5, E6 with Out ∼= Z2, and D4 with Out ∼= S3.
7.3.4 The maximal coadjoint orbits
The manifold G/T is called a generalized flag manifold, and it is diffeomorphic to all maximal leaves
of the linear Poisson structure on g∗. The topology of G/T is well understood [3]; here we discuss some
aspects needed for the proof.
Using that G is 2-connected, we see that the first terms in the long exact sequence in homotopy
associated to the principal T -bundle G→ G/T are
1 −→ π2(G/T ) −→ π1(T ) −→ 1 −→ π1(G/T ) −→ 1.
Hence G/T is simply connected and that π1(T ) ∼= π2(G/T ). On the other hand, we have an isomorphism
between
Π ∼−→ π1(T ), X 7→ γX , where γX(t) := exp(tX).
The induced isomorphism Π ∼−→ π2(G/T ) can be given explicitly: X 7→ SX , if and only if there is a disc
DX in G which projects to SX and has as boundary the curve γX .
The lemma below describes the dual of this isomorphism.
Lemma 7.3.6. (a) For ξ ∈ t∗, the 2-form −dξl is the pullback of a closed 2-form ηξ on G/T , which
satisfies
ξ(X) = −
∫
SX
ηξ, X ∈ Π.
(b) The assignment t∗ ∋ ξ 7→ [ηξ] ∈ H2(G/T ) is a linear isomorphism.
(c) We have that ξ ∈ t∗reg if and only if Λtop[ηξ] ∈ Htop(G/T ) is not zero.
Proof. Since −dξl is the pullback of ωξ via the map G → G/Gξ ∼= Oξ, and since T ⊂ Gξ, it follows that
ηξ is the pullback of ωξ via the projection G/T → G/Gξ. The second claim in (a) follows using Stokes’
theorem:
−
∫
SX
ηξ =
∫
DX
dξl =
∫
γX
ξl =
∫ 1
0
ξ ◦ dlγX (−t)
(
dγX
dt
(t)
)
dt = ξ(X).
Since G/T is simply connected, we can apply the Hurewicz theorem to conclude that H2(G/T,Z) =
π2(G/T ) ∼= Π. In particular, the second Betti number of G/T equals dim(t). So it suffices to show
injectivity of the map ξ 7→ [ηξ]. For ξ ∈ t∗, with ξ 6= 0, we can find X ∈ Π such that ξ(X) 6= 0. Then∫
SX
ηξ 6= 0, thus ηξ is not exact. This proves (b).
If ξ ∈ t∗reg, then T = Gξ and so ηξ = ωξ, which is symplectic. Therefore Λtopηξ is a volume form, and
so Λtop[ηξ] 6= 0. On the other hand, if ξ /∈ t∗reg, then t ( gξ, thus dim(T ) < dim(Gξ). Now, ηξ is the
pullback of ωξ via the map G/T → G/Gξ, whose fibers have positive dimension. Therefore, the rank of ηξ
is constant and strictly smaller than dim(G/T ); hence Λtopηξ = 0. This finishes the proof of (c).
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An element σ ∈ Aut(g, t) integrates to a Lie group isomorphism of G, denoted by the same symbol,
which satisfies σ(T ) = T . Therefore it induces a diffeomorphism σ of G/T . This diffeomorphism satisfies:
Lemma 7.3.7. We have that σ∗(ηξ) = ησ∗(ξ).
Proof. Using that lσ(g)−1 ◦ σ = σ ◦ lg−1 for g ∈ G, the result follows from the computation below, for
X ∈ TgG:
σ∗(ξl)(X) = ξ(dlσ(g)−1 ◦ dσ(X)) = ξ(dσ ◦ dlg−1(X)) = σ∗(ξ)l(X).
Every diffeomorphism of G/T induces an algebra automorphism of the cohomology ring H•(G/T ;Z),
and by Theorem 1.2 [61], the possible outcomes are covered by the maps σ. For completeness, we include
a proof for the action on H2(G/T ); this will be needed later on.
Proposition 7.3.8. For every diffeomorphism ϕ : G/T ∼−→ G/T there exists σ ∈ Aut(g, t) such that σ
induces the same map on H2(G/T )
ϕ∗ = σ∗ : H2(G/T ) −→ H2(G/T ).
Proof. By part (b) of Lemma 7.3.6, there exists an automorphism f : t∗ → t∗ such that ϕ∗([ηξ]) = [ηf(ξ)].
Since ϕ∗ preserves the classes [ω] ∈ H2(G/T ) with ∧top[ω] = 0, Lemma 7.3.6 (c) implies that f preserves
t∗reg. Let X ∈ Π, and denote Y ∈ Π the element satisfying ϕ∗(SX) = SY ∈ π2(G/T ). By Lemma 7.3.6
(a), for all ξ ∈ t∗, we have that
ξ(f∗(X)) = f(ξ)(X) = −
∫
SX
ηf(ξ) = −
∫
SX
ϕ∗(ηξ) = −
∫
SY
ηξ = ξ(Y ).
Thus f∗(X) = Y . This shows that ϕ∗(SX) = Sf∗(X) for all X ∈ Π. Since ϕ∗ is an isomorphism of
H2(G/T,Z), it follows that f∗ is an isomorphism of Π. By Corollary 7.3.4 we conclude that f ∈ Aut(Φ).
By Lemma 7.3.5, there exists σ ∈ Aut(g, t) such that σ∗|t∗ = f , and so Lemma 7.3.7 implies the result.
The following consequence will not be used in the proof of Theorem 5.
Corollary 7.3.9. The map ξ 7→ ηξ induces a homeomorphism between the space t∗reg/Aut(Φ) and an open
in the moduli space of all symplectic structures on G/T .
Proof. First, Proposition 7.3.8, Lemma 7.3.7 and Lemma 7.3.5 imply that for ξ1, ξ2 ∈ t∗reg, we have that
ηξ1 and ηξ2 are symplectomorphic, if and only if ξ1 = f(ξ2) for some f ∈ Aut(Φ). Therefore the map
ξ 7→ ηξ induces a bijection
Θ : t∗reg/Aut(Φ) ∼−→ S/Diff(G/T ),
where S denotes the space of all symplectic forms on G/T that are symplectomorphic to one of the type
ηξ, for ξ ∈ t∗reg. The Moser argument implies that S is C0-open in the space of all symplectic forms.
Next, we show that Θ is a homeomorphism. Continuity of Θ follows from that of the map ξ 7→ ηξ ∈ S.
Hodge theory implies that taking cohomology is a continuous map S → H2(G/T ) and, composing with
the isomorphism H2(G/T ) ∼= t∗, it follows that the induced map S → t∗ is continuous. By Lemma 7.3.6
(c), the image of this map is t∗reg. Therefore, the lift of Θ−1 to a map S → t∗reg/Aut(Φ) is continuous.
Thus also Θ−1 is continuous, and so Θ is a homeomorphism.
7.4 Proof of part (b) of Theorem 5
In Poisson geometric terms, g∗reg is described as the regular part of (g∗, πg), i.e. the open consisting of
leaves of maximal dimension. The regular part of S(g∗) is S(g∗)reg = g∗reg ∩ S(g∗). Let c ⊂ t∗ be an open
Weyl chamber and denote by S(c) := c ∩ S(g∗). From (7.1) it follows that S(g∗)reg is described by the
diffeomorphism
Ψ : G/T × S(c) ∼−→ S(g∗)reg, Ψ([g], ξ) := Ad∗g−1(ξ),
and the symplectic leaves correspond to the slices (G/T × {ξ}, ηξ), ξ ∈ c.
156
Deformations of the Lie-Poisson sphere of a compact semisimple Lie algebra
Proof of part (b) of Theorem 5. Let φ : (S(g∗), fπS) −→ (S(g∗), gπS) be a Poisson diffeomorphism, where
f, g are positive Casimirs. Now, the symplectic leaves of fπS and gπS are also the coadjoint orbits Oξ, for
ξ ∈ S(g∗), but with symplectic structures 1/f(ξ)ωξ, respectively 1/g(ξ)ωξ. In particular, they have the
same regular part S(g∗)reg. So, after conjugating with Ψ, the Poisson diffeomorphism on the regular parts
takes the form
Ψ−1 ◦ φ ◦Ψ : (G/T × S(c),Ψ∗(fπS)) ∼−→ (G/T × S(c),Ψ∗(gπS)),
(x, ξ) 7→ (φξ(x), θ(ξ)),
for a diffeomorphism θ : S(c) ∼−→ S(c) and a symplectomorphism
φξ : (G/T, ηξ/f(ξ))
∼−→ (G/T, ηθ(ξ)/g(θ(ξ))).
By connectivity of S(c), the maps φξ for ξ ∈ S(c) are isotopic to each other. In particular, they induces the
same map on H2(G/T ). By Proposition 7.3.8, this map is induced also by a diffeomorphism σ, for some
σ ∈ Aut(g, t). Lemma 7.3.7 implies the following equality in H2(G/T ) for all ξ ∈ S(c):
[ηξ/f(ξ)] = [φ
∗
ξ(ηθ(ξ)/g(θ(ξ)))] = [σ
∗(ηθ(ξ)/g(θ(ξ)))] = [ησ∗(θ(ξ)/g(θ(ξ)))].
Using Lemma 7.3.6 we obtain that ξ/f(ξ) = σ∗(θ(ξ))/g(θ(ξ)). Since σ∗ preserves the norm, we get that
f(ξ) = g(θ(ξ)). This shows that ξ = σ∗(θ(ξ)). So σ∗ preserves S(c) and on this space θ = (σ−1)∗. So
f ◦ σ∗(ξ) = g(ξ) for all ξ ∈ S(c). Since the regular leaves are dense in S(g∗), they all hit S(c), and since
both f ◦ σ∗ and g are Casimirs, it follows that f ◦ σ∗ = g.
7.5 The space of Casimirs
Theorem 5 implies that the map that associates to F ∈ Casim(S(g∗), πS) the Poisson structure eFπS on
S(g∗) induces a parametrization of an open in the Poisson moduli space of S(g∗) around πS by the space
Casim(S(g∗), πS)/Out(g).
In this section we describe this space using classical invariant theory.
Let P [g∗] and P [t∗] denote the algebras of polynomials on g∗ and t∗ respectively. A classical result (see
e.g. Theorem 7.3.5 [24]) states that the restriction map P [g∗] → P [t∗] induces an isomorphism between
the algebras of invariants
P [g∗]G ∼= P [t∗]W . (7.4)
A theorem of Schwarz, extends this result to the smooth setting
C∞(g∗)G ∼= C∞(t∗)W . (7.5)
To explain this, first recall that P [g∗]G is generated by l := dim(t) algebraically independent homogeneous
polynomials p1, . . . , pl (Theorem 7.3.8 [24]). Hence by (7.4), P [t
∗]W is generated by q1 := p1|t∗ , . . . , ql :=
pl|t∗ . Consider the maps
p = (p1, . . . , pl) : g
∗ −→ Rl, and q = (q1, . . . , ql) : t∗ −→ Rl,
and denote by ∆ := p(g∗). Since the inclusion t∗ ⊂ g∗ induces a bijection between the W -orbits and the
G-orbits, it follows that q(t∗) = ∆. The theorem of Schwarz [65] applied to the action of G on g∗ and to
the action of W on t∗, shows that the pullbacks by p and q give isomorphisms
C∞(g∗)G ∼= C∞(∆), C∞(t∗)W ∼= C∞(∆). (7.6)
In particular, we obtain (7.5). Schwarz’s result asserts that p, respectively q, induce homeomorphisms
between the orbit spaces and ∆
g∗/G ∼= ∆ ∼= t∗/W. (7.7)
We can describe the orbit space also using an open Weyl chamber c ⊂ t∗.
Lemma 7.5.1. The map q : c → ∆ is a homeomorphism and restricts to a diffeomorphism between the
interiors q : c→ int(∆).
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Proof. It is well known that c intersects each orbit of W exactly once (see e.g. [27]) and so, by (7.7), the
map is a bijection. Since q : t∗ → Rl is proper, it follows that also q|c is proper, and this implies the
first part. We are left to check that q|c is an immersion. Let V ∈ Tξc be a nonzero vector. Consider χ a
smooth, compactly supported function on c satisfying dχξ(V ) 6= 0. Since the action gives a homeomorphism
W × c ∼= t∗reg, χ has a unique W -invariant extension to t∗, which is defined on wc by χ˜ = w∗(χ), and
extended by zero on t∗\t∗reg. Then, by (7.6), χ˜ is of the form χ˜ = h◦q, for some h ∈ C∞(∆). Differentiating
in the direction of V , we obtain that dξq(V ) 6= 0, and this finishes the proof.
The polynomials p1, . . . , pl are not unique; a necessary and sufficient condition for a set of homogeneous
polynomials to be such a generating system is that their image in I/I2 forms a basis, where I ⊂ P [g∗]G
denotes the ideal of polynomials vanishing at 0. Since I2 is Out(g) invariant, it is easy to see that we can
choose p1, . . . , pl such that p1(ξ) = |ξ|2 and the linear span of p2, . . . , pl is Out(g) invariant. This choice
endows Rl with a linear action of Out(g) for which p is Aut(g) equivariant. Moreover, the action is trivial
on the first component and {0} × Rl−1 is an invariant subspace. The isomorphism Aut(Φ)/W ∼= Out(g)
from Lemma 7.3.5 shows that also q is equivariant with respect to the actions of Aut(Φ) and Out(g). Thus
we have isomorphisms between the spaces
C∞(g∗)G/Aut(g) ∼= C∞(t∗)W /Aut(Φ) ∼= C∞(∆)/Out(g).
Notice that every Casimir f on S(g∗) can be extended to a G-invariant smooth function on g∗, therefore
Casim(S(g∗), πS) ∼= C∞(g∗)G|S(g∗).
Since p1(ξ) = |ξ|2, it follows that p(S(g∗)) =
({1} × Rl−1) ∩∆. Denote
p′ := (p2, . . . , pl) : g
∗ −→ Rl−1 and ∆′ := p′(S(g∗)).
We have that C∞(∆′) = C∞(∆)|{1}×∆′ . By Lemma 7.5.1, we have that q
′ := p′|S(t∗) is a homeomorphism
between S(c) ∼= ∆′, which restricts to a diffeomorphism between S(c) ∼= int(∆′). This shows that ∆′ = B,
where B is a bounded open, diffeomorphic to an open ball.
With these, we have the following description of the Casimirs.
Corollary 7.5.2. The polynomial map p′ : g∗ → Rl−1 is equivariant with respect to the actions of Aut(g)
and Out(g), and q′ := p′|t∗ is equivariant with respect to the actions of Aut(Φ) and Out(g). These maps
induce isomorphisms between the spaces
Casim(S(g∗), πS)/Out(g) ∼= C∞(S(t∗))W /Out(g) ∼= C∞(∆′)/Out(g),
and Out(g)-equivariant homeomorphisms between the spaces
S(g∗)/G ∼= S(t∗)/W ∼= ∆′.
7.6 The case of su(3).
In this section, we describe our result for the Lie algebra g = su(3), whose 1-connected Lie group is
G = SU(3). Recall that
su(3) = {A ∈M3(C)|A+A∗ = 0, tr(A) = 0},
SU(3) = {U ∈M3(C)|UU∗ = I, det(U) = 1}.
We use the invariant inner product given by the negative of the trace form (A,B) := −tr(AB). Let t be
the space of diagonal matrices in su(3)
t :=
D(ix1, ix2, ix3) :=
 ix1 0 00 ix2 0
0 0 ix3
 | xj ∈ R, ∑
j
xj = 0
 .
The corresponding maximal torus is
T := {D(eiθ1 , eiθ2 , eiθ3) | θj ∈ R,
∏
j
eiθj = 1}.
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The Weyl group is W = S3. It acts on t as follows
σD(ix1, ix2, ix3) = D(ixσ(1), ixσ(2), ixσ(3)), σ ∈ S3.
The Dynkin diagram of su(3) is A2 (a graph with one edge), so its symmetry group is Z2. A generator of
Out(su(3)) is complex conjugation
γ ∈ Aut(su(3), t), γ(A) = A.
On t, γ acts by multiplication with −1.
Under the identification of t ∼= t∗ given by the inner product, the invariant polynomials P [t]S3 are
generated by the symmetric polynomials
q1(D(ix1, ix2, ix3)) = x
2
1 + x
2
2 + x
2
3, q2(D(ix1, ix2, ix3)) =
√
6(x31 + x
3
2 + x
3
3).
Identifying also su(3) ∼= su∗(3), q1 and q2 are the restriction to t of the invariant polynomials p1, p2 ∈
P [su∗(3)]SU(3) (which generate P [su∗(3)]SU(3))
p1(A) = −tr(A2), p2(A) = i
√
6tr(A3).
Clearly p2 ◦ γ = −p2. The inner product on t is
(D(ix1, ix2, ix3), D(ix
′
1, ix
′
2, ix
′
3)) = x1x
′
1 + x2x
′
2 + x3x
′
3,
and we have that S(t∗) ∼= S(t) is a circle, isometrically parameterized by
A(θ) :=
cos(θ)√
2
D (i,−i, 0) + sin(θ)√
6
D (i, i,−2i) , θ ∈ [0, 2π].
In polar coordinates on t, the polynomials q1 and q2 become
q1(rA(θ)) = r
2, q2(rA(θ)) = r
3sin(3θ).
This implies that the space ∆ is given by
∆ = {(r2, r3sin(3θ))|r ≥ 0, θ ∈ [0, 2π]} = {(x, y) ∈ R2|x3 ≥ y2}.
The map q := (q1, q2) : t→ R2, restricted to the open Weyl chamber
c := {rA(θ)|r > 0, θ ∈ (−π/6, π/6)},
is a diffeomorphism onto int(∆). The linear action of Z2 = Out(su(3)) on R2, for which q is equivariant,
is multiplication by −1 on the second component. Therefore q′ := q2 is a Z2-equivariant homeomorphism
between
q′ : S(c) = {A(θ)|θ ∈ [−π/6, π/6]} ∼−→ ∆′ := [−1, 1],
which restricts to a diffeomorphism between the interiors.
We conclude that the Poisson moduli space of the 7-dimensional sphere S(su(3)∗) is parameterized
around πS by the space
C∞([−1, 1])/Z2,
where Z2 acts on C∞([−1, 1]) by the involution
γ(f)(x) = f(−x), f ∈ C∞([−1, 1]).
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Appendix A
The Tame Vanishing Lemma, and
Rigidity of Foliations, an unpublished
paper of Richard S. Hamilton
In the first part of this appendix we prove the Tame Vanishing Lemma, an existence result for tame
homotopy operators on the complex computing Lie algebroid cohomology with coefficients. We have used
this result in chapter 6 for the Poisson complex. In the second part we revisit a theorem of Richard
S. Hamilton [39] on rigidity of foliations, and we show that the Tame Vanishing Lemma implies “tame
infinitesimal rigidity”, which is a crucial step in the proof of this result.
A.1 The Tame Vanishing Lemma
A.1.1 The weak C∞-topology
The compact-open Ck-topology, defined in section 6.1, can be generated by a family of semi-norms, and
we recall here a construction of such semi-norms, generalizing the construction from section 6.3. These
semi-norms will be used to express the tameness property of the homotopy operators.
Let W →M be a vector bundle. Consider U := {Ui}i∈I a locally finite open cover of M by relatively
compact domains of coordinate charts {χi : Ui ∼−→ Rm}i∈I and choose trivializations for W|Ui . Let
O := {Oi}i∈I be a second open cover, with Oi compact and Oi ⊂ Ui. A section σ ∈ Γ(W ) can be
represented in these charts by a family of smooth functions {σi : Rm → Rk}i∈I , where k is the rank of
W . For U ⊂M , an open set with compact closure, we have that U intersects only a finite number of the
coordinate charts Ui. Denote the set of such indexes by IU ⊂ I. Define the n-th norm of σ on U by
‖σ‖n,U := sup
{
|∂
|α|σi
∂xα
(x)| : |α| ≤ n, x ∈ χi(U ∩Oi), i ∈ IU
}
.
For a fixed n, the family of semi-norms ‖ · ‖n,U , with U a relatively compact open in M , generate the
compact-open Cn-topology on Γ(W ) discussed in section 6.1. The union of all these topologies, for
n ≥ 0, is called the weak C∞-topology on Γ(W ). Observe that the semi-norms {‖ · ‖n,U}n≥0 induce
norms on Γ(W|U ).
A.1.2 The statement of the Tame Vanishing Lemma
We use the notations from subsection 2.3.2 Lie algebroid cohomology with coefficients. The main result of
the appendix is:
Tame Vanishing Lemma. Let G ⇒M be a Hausdorff Lie groupoid with Lie algebroid A and let V be a
representation of G. If the s-fibers of G are compact and their de Rham cohomology vanishes in degree p,
then
Hp(A, V ) = 0.
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Moreover, there exist linear homotopy operators
Ωp−1(A, V )
h1←− Ωp(A, V ) h2←− Ωp+1(A, V ),
d∇h1 + h2d∇ = Id,
which satisfy
(1) invariant locality: for every orbit O of A, they induce linear maps
Ωp−1(A|O, V|O)
h1,O←− Ωp(A|O, V|O) h2,O←− Ωp+1(A|O, V|O),
such that for all ω ∈ Ωp(A, V ), η ∈ Ωp+1(A, V ), we have that
h1,O(ω|O) = (h1ω)|O, h2,O(η|O) = (h2η)|O,
(2) tameness: for every invariant open U ⊂M , with U compact, there are constants Cn,U > 0, such that
‖h1(ω)‖n,U ≤ Cn,U‖ω‖n+s,U , ‖h2(η)‖n,U ≤ Cn,U‖η‖n+s,U ,
for all ω ∈ Ωp(A|U , V|U ) and η ∈ Ωp+1(A|U , V|U ), where
s = ⌊1
2
rank(A)⌋+ 1.
We also note the following consequences of the proof:
Corollary A.1.1. The constants Cn,U can be chosen such that they are uniform over all invariant open
subsets of U . More precisely: if V ⊂ U is a second invariant open, then one can choose Cn,V := Cn,U ,
assuming that the norms on U and V are computed using the same charts and trivializations.
Corollary A.1.2. The homotopy operators preserve the order of vanishing around orbits. More precisely:
if O is an orbit of A and ω ∈ Ωp(A, V ) is a form such that jk|Oω = 0, then jk|Oh1(ω) = 0; and similarly for
h2.
A.1.3 The de Rham complex of a fiber bundle
To prove the Tame Vanishing Lemma, we first construct tame homotopy operators for the foliated de
Rham complex of a fiber bundle. For this, we use a result on the family of inverses of elliptic operators
(Proposition A.1.6), which we prove at the end of the section.
Let π : B → M be a locally trivial fiber bundle whose fibers Bx := π−1(x) are diffeomorphic to a
compact, connected manifold F and let V →M be a vector bundle. The space of vertical vectors on B will
be denoted by T πB and the space of foliated forms with values in π∗(V ) by Ω•(T πB, π∗(V )). An element
ω ∈ Ω•(T πB, π∗(V )) is a smooth family of forms on the fibers of π with values in V
ω = {ωx}x∈M , ωx ∈ Ω•(Bx, Vx).
The fiberwise exterior derivative induces the differential
d⊗ IV : Ω•(T πB, π∗(V )) −→ Ω•+1(T πB, π∗(V )),
d⊗ IV (ω)x := (d⊗ IVx)(ωx), x ∈M.
We construct the homotopy operators using Hodge theory. Letm be a metric on T πB, or equivalently a
smooth family of Riemannian metrics {mx}x∈M on the fibers of π. Integration against the volume density
gives an inner product on Ω•(Bx)
(η, θ) :=
∫
Bx
mx(η, θ)|dV ol(mx)|, η, θ ∈ Ωq(Bx).
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Let δx denote the formal adjoint of d with respect to this inner product
δx : Ω
•+1(Bx) −→ Ω•(Bx),
i.e. δx is the unique linear first order differential operator satisfying
(dη, θ) = (η, δxθ), ∀ η ∈ Ω•(Bx), θ ∈ Ω•+1(Bx).
The Laplace-Beltrami operator associated to mx will be denoted by
∆x : Ω
•(Bx) −→ Ω•(Bx), ∆x := dδx + δxd.
Both these operators induce linear differential operators on Ω•(T πB, π∗(V ))
δ ⊗ IV : Ω•+1(T πB, π∗(V ))→ Ω•(T πB, π∗(V )), δ ⊗ IV (ω)x := (δx ⊗ IVx)(ωx),
∆⊗ IV : Ω•(T πB, π∗(V ))→ Ω•(T πB, π∗(V )), ∆⊗ IV (ω)x := (∆x ⊗ IVx)(ωx).
By the Hodge theorem (see e.g. [71]), if the fiber F of B has vanishing de Rham cohomology in degree
p, then ∆x is invertible in degree p.
Lemma A.1.3. If Hp(F ) = 0 then the following hold:
(a) ∆⊗ IV is invertible in degree p and its inverse is given by
G⊗ IV : Ωp(T πB, π∗(V )) −→ Ωp(T πB, π∗(V )),
(G⊗ IV )(ω)x := (∆−1x ⊗ IVx)(ωx), x ∈M ;
(b) the maps H1 := (δ ⊗ IV ) ◦ (G ⊗ IV ) and H2 := (G⊗ IV ) ◦ (δ ⊗ IV )
Ωp−1(T πB, π∗(V )) H1←− Ωp(T πB, π∗(V )) H2←− Ωp+1(T πB, π∗(V ))
are linear homotopy operators in degree p;
(c) H1 and H2 satisfy the following local-tameness property: for every relatively compact open U ⊂ M ,
there are constants Cn,U > 0 such that
‖H1(η)‖n,B|U ≤ Cn,U‖η‖n+s,B|U , ∀ η ∈ Ωp(T πB|U , π∗(V|U )),
‖H2(ω)‖n,B|U ≤ Cn,U‖ω‖n+s,B|U , ∀ ω ∈ Ωp+1(T πB|U , π∗(V|U )).
where s = ⌊ 12dim(F )⌋+ 1.
Moreover, if V ⊂ U , then one can take Cn,V := Cn,U .
Proof. In a trivialization chart the operator ∆ ⊗ IV is given by a smooth family of Laplace-Beltrami
operators:
∆x : Ω
p(F )k −→ Ωp(F )k,
where k is the rank of V . These operators are elliptic and invertible, therefore, by Proposition A.1.6,
∆−1x (ωx) is smooth in x, for every smooth family ωx ∈ Ωp(F )k. This shows that G ⊗ IV maps smooth
forms to smooth forms. Clearly G⊗ IV is the inverse of ∆⊗ IV , so we have proven (a).
For part (c), let U ⊂ M be a relatively compact open. Applying part (2) of Proposition A.1.6 to a
family of coordinate charts which cover U , we find constants Dn,U such that
‖G⊗ IV (η)‖n,B|U ≤ Dn,U‖η‖n+s−1,B|U , ∀ η ∈ Ωp(T πB|U , π∗(V|U )).
Moreover, the constants may be assumed to be decreasing in U . Since H1 and H2 are defined as the
composition of G ⊗ IV with a linear differential operator of degree one, it follows that we can also find
constants Cn,U such that the inequalities form (c) are satisfied, and which are also decreasing in U .
For part (b), using that δ2x = 0, we obtain that ∆x commutes with dδx
∆xdδx = (dδx + δxd)dδx = dδxdδx + δxd
2δx = dδxdδx,
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dδx∆x = dδx(dδx + δxd) = dδxdδx + dδ
2
xd = dδxdδx.
This implies that ∆⊗IV commutes with (d⊗IV )(δ⊗IV ), and thus G⊗IV commutes with (d⊗IV )(δ⊗IV ).
Using this, we obtain that H1 and H2 are homotopy operators
I =(G⊗ IV )(∆⊗ IV ) = (G⊗ IV )((d ⊗ IV )(δ ⊗ IV ) + (δ ⊗ IV )(d⊗ IV )) =
= (d⊗ IV )(δ ⊗ IV )(G⊗ IV ) + (G⊗ IV )(δ ⊗ IV )(d ⊗ IV ) =
= (d⊗ IV )H1 +H2(d⊗ IV ).
A.1.4 Proof of the Tame Vanishing Lemma
Let G ⇒ M be as in the statement. By passing to the connected components of the identities in the
s-fibers (see subsection 2.2.4), we may assume that G is s-connected. Then s : G → M is a locally trivial
fiber bundle, so we can apply Lemma A.1.3 to the complex of s-foliated forms with coefficients in s∗(V )
(Ω•(T sG, s∗(V )), d⊗ IV ).
Recall from subsection 2.3.2 that the G invariant part of this complex is isomorphic to the complex
computing the Lie algebroid cohomology of A with coefficients in V . Moreover, we obtained an explicit
isomorphism (2.5)
J : (Ω•(A, V ), d∇)
∼−→ (Ω•(T sG, s∗(V ))G , d⊗ IV ), (A.1)
and a left inverse of J , defined in (2.6), was denoted by P .
Let 〈·, ·〉 be an inner product on A. Using right translations, we extend 〈·, ·〉 to an invariant metric m
on T sG:
m(X,Y )g := 〈drg−1X, drg−1Y 〉t(g), ∀ X,Y ∈ T sgG.
Invariance of m implies that the right translation by an arrow g : x→ y is an isometry between the s-fibers
rg : (Gy ,my) −→ (Gx,mx).
The corresponding operators from subsection A.1.3 are also invariant.
Lemma A.1.4. The operators δ ⊗ IV , ∆⊗ IV , H1 and H2, corresponding to m, send invariant forms to
invariant forms.
Proof. Since right translations are isometries and the operators δz are invariant under isometries we have
that r∗g ◦ δx = δy ◦ r∗g , for all arrows g : x→ y.
For η ∈ Ω•(T sG, s∗(V ))G we have that
(r∗g ⊗ g)(δ ⊗ IV (η))|Gx = (r∗g ◦ δx ⊗ g)(η|Gx) = (δy ◦ r∗g ⊗ g)(η|Gx) =
= (δy ⊗ IVy )(r∗g ⊗ g)(η|Gx) = (δy ⊗ IVy )(η|Gy ) = (δ ⊗ IV )(η)|Gy .
This shows that δ⊗ IV (η) ∈ Ω•(T sG, s∗(V ))G . The other operators are constructed in terms of δ⊗ IV and
d⊗ IV , thus they also preserve Ω•(T sG, s∗(V ))G .
This lemma and the isomorphism (A.1) imply that the maps
Ωp−1(A, V )
h1←− Ωp(A, V ) h2←− Ωp+1(A, V ),
h1 := P ◦H1 ◦ J, h2 := P ◦H2 ◦ J,
are linear homotopy operators for the Lie algebroid complex in degree p.
For part (1) of the Tame Vanishing Lemma, let ω ∈ Ωp(A, V ) and O ⊂ M an orbit of A. Since G
is s-connected we have that s−1(O) = t−1(O) = G|O. Clearly J(ω)|s−1(O) depends only on ω|O. By the
construction of H1, for all x ∈ O, we have that
h1(ω)x = H1(J(ω))1x = (δx ◦∆−1x ⊗ IVx)(J(ω)|s−1(x))1x .
Thus h1(ω)|O depends only on ω|O. The same argument applies also to h2.
Before checking part (2), we give a simple lemma:
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Lemma A.1.5. Consider a vector bundle map A : F1 → F2 between vector bundles F1 → M1 and
F2 → M2, covering a map f : M1 → M2. If A is fiberwise invertible and f is proper, then the pullback
map
A∗ : Γ(F2) −→ Γ(F1), A(σ)x := A−1x (σf(x))
satisfies the following tameness inequalities: for every open U ⊂M2, with U compact, there are constants
Cn,U > 0 such that
‖A∗(σ)‖n,f−1(U) ≤ Cn,U‖σ‖n,U , ∀ σ ∈ Γ(F2|U ).
Moreover:
(a) if U ′ ⊂ U is open, and one uses the same charts when computing the norms, then one can choose
Cn,U ′ := Cn,U ;
(b) if N ⊂M2 is a submanifold and σ ∈ Γ(F2) satisfies jk|N (σ) = 0, then its pullback satisfies jk|f−1(N)(A∗(σ)) =
0.
Proof. Since A is fiberwise invertible, we can assume that F1 = f
∗(F2) and A
∗ = f∗. By choosing a
vector bundle F ′ such that F2 ⊕ F ′ is trivial, we reduce the problem to the case when F2 is the trivial
line bundle. So, we have to check that f∗ : C∞(M2) → C∞(M1) has the desired properties. But this is
straightforward: we just cover both f−1(U) and U by charts, and apply the chain rule. The constants
Cn,U are the C
n-norm of f over f−1(U), and therefore are getting smaller if U gets smaller. This implies
(a). For part (b), just observe that jkf(x)(σ) = 0 implies j
k
x(σ ◦ f) = 0.
Note that the maps J and P are induced by maps satisfying the conditions of the lemma (see the
explicit formulas (2.5) and (2.6)).
Part (2) of the Tame Vanishing Lemma follows by Lemma A.1.3 (c) and by applying Lemma A.1.5 to
J and P . Corollary A.1.1 follows from Lemma A.1.5 (a) and Lemma A.1.3 (c). To prove Corollary A.1.2,
consider ω a form with jk|Oω = 0, for O an orbit. Then, by Lemma A.1.5 (b), it follows that J(ω) vanishes
up to order k along t−1(O) = G|O. By construction, we have that H1 is C∞(M) linear, therefore also
H1(J(ω)) vanishes up to order k along G|O; and again by Lemma A.1.5 (b) h1(ω) = P (H1(J(ω))) vanishes
along O up to order k.
A.1.5 The inverse of a family of elliptic operators
This subsection is devoted to proving the following result:
Proposition A.1.6. Consider a smooth family of linear differential operators between the vector bundles
V and W over a compact base F
Px : Γ(V ) −→ Γ(W ), x ∈ Rm.
If Px is elliptic of degree d ≥ 1 and invertible for all x ∈ Rm, then
(1) the family of inverses {Qx := P−1x }x∈Rm induces a linear operator
Q : Γ(p∗(W )) −→ Γ(p∗(V )), {ωx}x∈Rm 7→ {Qxωx}x∈Rm ,
where p∗(V ) := V × Rm → F × Rm and p∗(W ) :=W × Rm → F × Rm;
(2) Q is locally tame, in the sense that for all bounded opens U ⊂ Rm, there exist constants Cn,U > 0,
such that the following inequalities hold
‖Q(ω)‖n,F×U ≤ Cn,U‖ω‖n+s−1,F×U , ∀ω ∈ Γ(p∗(W )|F×U ),
with s = ⌊ 12dim(F )⌋+ 1. If U ′ ⊂ U , then one can take Cn,U ′ := Cn,U .
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Fixing Cn-norms ‖ · ‖n on Γ(V ), we induce semi-norms on Γ(p∗(V )):
‖ω‖n,F×U := sup
0≤k+|α|≤n
sup
x∈U
‖∂
|α|ωx
∂xα
‖k,
where ω ∈ Γ(p∗(V )) is regarded as a smooth family ω = {ωx ∈ Γ(V )}x∈Rm . Similarly, fixing norms on
Γ(W ), we define also norms on Γ(p∗(W )).
Endow Γ(V ) and Γ(W ) also with Sobolev norms, denoted by {| · |n}n≥0. Loosely speaking, |ω|n,
measures the L2-norm of ω and its partial derivatives up to order n (for a precise definition, see e.g. [32]).
Denote by Hn(Γ(V )) and by Hn(Γ(W )) the completion of Γ(V ), respectively of Γ(W ), with respect to the
Sobolev norm | · |n.
We will use the standard inequalities between the Sobolev norms and the Cn-norms that follow from
the Sobolev embedding theorem
‖ω‖n ≤ Cn|ω|n+s, |ω|n ≤ Cn‖ω‖n, (A.2)
for all ω ∈ Γ(V ) (resp. Γ(W )), where s = ⌊ 12dim(F )⌋+ 1 and Cn > 0.
Since Px is of order d, it induces continuous linear maps between the Sobolev spaces, denoted by
[Px]n : Hn+d(Γ(V )) −→ Hn(Γ(W )).
These maps are invertible.
Lemma A.1.7. If an elliptic differential operator of degree d
P : Γ(V ) −→ Γ(W )
is invertible, then for every n ≥ 0 the induced map
[P ]n : Hn+d(Γ(V )) −→ Hn(Γ(W ))
is also invertible and its inverse is induced by the inverse of P .
Proof. Since P is elliptic, it is invertible modulo smoothing operators (see Lemma 1.3.5 in [32]), i.e. there
exists a pseudo-differential operator
Ψ : Γ(W ) −→ Γ(V ),
of degree −d such that ΨP − Id = K1 and PΨ − Id = K2, where K1 and K2 are smoothing operators.
Therefore, Ψ induces continuous maps
[Ψ]n : Hn(Γ(W )) −→ Hn+d(Γ(V )),
and K1 and K2 induce continuous maps
[K1]n : Hn(Γ(V )) −→ Γ(V ), [K2]n : Hn(Γ(W )) −→ Γ(W ).
Now we show that [P ]n is a bijection:
injective: For η ∈ Hn+d(Γ(V )), with [P ]nη = 0, we have that
η = (Id− [Ψ]n[P ]n)η = −[K1]nη ∈ Γ(V ),
hence [P ]nη = Pη. By injectivity of P , we have that η = 0.
surjective: For θ ∈ Hn(Γ(W )), we have that
([P ]n[Ψ]n − Id)θ = [K2]nθ ∈ Γ(W ).
Since P is onto, [K2]nθ = Pη for some η ∈ Γ(V ). We obtain that θ is in the range of [P ]n:
θ = [P ]n([Ψ]nθ − η).
The inverse of a bounded operator between Banach spaces is bounded, therefore [P ]−1n is continuous.
Since on smooth sections [P ]−1n coincides with P
−1, and since the space of smooth sections is dense in all
Sobolev spaces, it follows that P−1 induces a continuous map Hn(Γ(W )) → Hn+d(Γ(V )), and that that
map is [P ]−1n .
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For two Banach spaces B1 and B2 denote by Lin(B1, B2) the Banach space of bounded linear maps
between them and by Iso(B1, B2) the open subset consisting of invertible maps. The following proves that
the family [Px]n is smooth.
Lemma A.1.8. Let {Px}x∈Rm be a smooth family of linear differential operators of order d between the
sections of vector bundles V and W , both over a compact manifold F . Then the map induced by P from
Rm to the space of bounded linear operators between the Sobolev spaces
Rm ∋ x 7→ [Px]n ∈ Lin(Hn+d(Γ(V )), Hn(Γ(W )))
is smooth and its derivatives are induced by the derivatives of Px.
Proof. Linear differential operators of degree d from V toW are sections of the vector bundleHom(Jd(V );W ) =
Jd(V )∗ ⊗W , where Jd(V ) → F is the d-th jet bundle of V . Therefore, P can be viewed as a smooth
section of the pullback bundle
p∗(Hom(Jd(V );W )) := Hom(Jd(V );W )× Rm → F × Rm.
Since F is compact, by choosing a partition of unity on F with supports inside opens on which V and
W trivialize, one can write any section of p∗(Hom(Jd(V );W )) as a linear combination of sections of
Hom(Jd(V );W ) with coefficients in C∞(Rm×F ). Hence, there are constant differential operators Pi and
fi ∈ C∞(Rm × F ), such that
Px =
∑
fi(x)Pi.
So it suffices to prove that for f ∈ C∞(Rm × F ), multiplication with f(x) induces a smooth map
Rm ∋ x 7→ [f(x)Id]n ∈ Lin(Hn(Γ(W )), Hn(Γ(W ))).
First, it is easy to see that for any smooth function g ∈ C∞(Rm×F ) and every compactK ⊂ Rm, there are
constants Cn(g,K) such that |g(x)σ|n ≤ Cn(g,K)|σ|n for all x ∈ K and σ ∈ Hn(Γ(W )); or equivalently
that the operator norm satisfies |[g(x)Id]n|op ≤ Cn(g,K), for x ∈ K.
Consider f ∈ C∞(Rm × F ), and x ∈ Rm and K is a closed ball centered at x. Using the Taylor
expansion of f at x, write
f(x)− f(x) =
m∑
i=1
(xi − xi)T ix(x),
f(x)− f(x)−
m∑
i=1
(xi − xi) ∂f
∂xi
(x) =
∑
1≤i≤j≤m
(xi − xi)(xj − xj)T i,jx (x),
where T ix, T
i,j
x ∈ C∞(Rm × F ). Thus, for all x ∈ K, we have that
|[f(x)Id]n − [f(x)Id]n|op ≤ |x− x|
∑
1≤i≤m
Cn(T
i
x,K),
|[f(x)Id]n − [f(x)Id]n−
m∑
i=1
(xi − xi)[ ∂f
∂xi
(x)Id]n|op ≤
≤ |x− x|2
∑
1≤i≤j≤m
Cn(T
i,j
x ,K).
The first inequality implies that the map x 7→ [f(x)Id]n is C0 and the second that it is C1, with partial
derivatives given by
∂
∂xi
[f Id]n = [
∂f
∂xi
Id]n.
The statement follows now inductively.
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Proof of Proposition A.1.6
By Lemma A.1.7, Qx = P
−1
x induces continuous operators
[Qx]n : Hn(Γ(W )) −→ Hn+d(Γ(V )).
We claim that the following map is smooth
Rm ∋ x 7→ [Qx]n ∈ Lin(Hn(Γ(W )), Hn+d(Γ(V ))).
This follows by Lemma A.1.7 and Lemma A.1.8, since we can write
[Qx]n = [P
−1
x ]n = [Px]
−1
n = ι([Px]n),
where ι is the (smooth) inversion map
ι : Iso(Hn+d(Γ(V )), Hn(Γ(W ))) −→ Iso(Hn(Γ(W )), Hn+d(Γ(V ))).
Let ω = {ωx}x∈Rm ∈ Γ(p∗(W )). By our claim it follows that
x 7→ [Qx]n[ωx]n = [Qxωx]n+d ∈ Hn+d(Γ(V ))
is a smooth map. On the other hand, the Sobolev inequalities (A.2) show that the inclusion Γ(V )→ Γn(V ),
where Γn(V ) is the space of sections of V of class Cn (endowed with the norm ‖·‖n), extends to a continuous
map
Hn+s(Γ(V )) −→ Γn(V ).
Since also evaluation evp : Γ
n(V )→ Vp at p ∈ F is continuous, it follows that the map x 7→ Qxωx(p) ∈ Vp
is smooth. This is enough to conclude smoothness of the family {Qxωx}x∈Rm , so Q(ω) ∈ Γ(p∗(V )). This
finishes the proof of the first part.
For the second part, let U ⊂ Rm be an open with U compact. Since the map x 7→ [Qx]n is smooth, it
follows that the numbers are finite:
Dn,m,U := sup
x∈U
sup
|α|≤m
| ∂
|α|
∂xα
[Qx]n|op, (A.3)
where | · |op denotes the operator norm. Let ω = {ωx}x∈U be an element of Γ(p∗(W )|F×U ). By Lemma
A.1.8, also the map x 7→ [ωx]n ∈ Hn(Γ(W )) is smooth and that for all multi-indices γ
∂|γ|
∂xγ
[ωx]n = [
∂|γ|
∂xγ
ωx]n.
Let k and α be such that |α|+ k ≤ n. Using (A.2), (A.3) we obtain
‖ ∂
|α|
∂xα
(Qxωx)‖k ≤ ‖ ∂
|α|
∂xα
(Qxωx)‖k+d−1 ≤ Ck+d−1| ∂
|α|
∂xα
(Qxωx)|k+s+d−1 ≤
≤ Ck+d−1
∑
β+γ=α
(
α
β γ
)
| ∂
|β|
∂xβ
Qx
∂|γ|
∂xγ
ωx|k+s+d−1 ≤
≤ Ck+d−1
∑
β+γ=α
(
α
β γ
)
Dk+s−1,|β|,U | ∂
|γ|
∂xγ
ωx|k+s−1 ≤
≤ Ck+d−1Ck+s−1
∑
β+γ=α
(
α
β γ
)
Dk+s−1,|β|,U‖ ∂
|γ|
∂xγ
ωx‖k+s−1 ≤
≤ Cn,U‖ω‖n+s−1,F×U .
This proves the second part:
‖Q(ω)‖n,F×U ≤ Cn,U‖ω‖n+s−1,F×U .
The constants Dn,m,U are clearly decreasing in U , hence for U
′ ⊂ U we also have that Cn,U ′ ≤ Cn,U . This
finishes the proof of Proposition A.1.6.
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A.2 Rigidity of foliations, an unpublished paper of Richard S.
Hamilton
In this section we revisit an unpublished paper of Hamilton [39] on rigidity of foliations. The novelty
in our approach compared to Hamilton’s lies in the use of Lie groupoids and Lie algebroids, and the
only point where we deviate from his proof is in the construction of the tame homotopy operators for
the deformation complex of the foliation. This complex computes the Lie algebroid cohomology of the
foliation with coefficients in the Bott representation, and therefore, the Tame Vanishing Lemma provides
such operators. Besides this, we briefly rewrite the content of [39].
A.2.1 The statement of Hamilton’s rigidity theorem
Let M be a compact connected manifold and let F be a foliation onM . The foliation is called Hausdorff
if the quotient topology on the space of leaves M/F is Hausdorff. This condition has some strong conse-
quences, it implies that M has a generic compact leaf L such that all the leaves in an saturated dense open
of M are diffeomorphic to L, and such that L is a finite covering space of any other leaf (see the proof of
Lemma A.2.6).
We recall now the main result from [39] (see also [28] for a similar result on Ck-foliations).
Theorem A.2.1 (Global Reeb-Thurston Stability Theorem). Let M be a compact manifold and let F be
a Hausdorff foliation on M . If the generic leaf L satisfies H1(L) = 0, then the foliation F is C∞-rigid.
The rigidity property is similar to the rigidity of Poisson structures presented in Definition 6.1.1; we
will state this conclusion in more detail in Theorem A.2.5.
Principal S1-bundles
To motivate a bit the condition H1(L) = 0, let us look at the foliation F given by the fibers of a compact
principal S1-bundle M → N . This foliation is Hausdorff, since its leaf space is N . We claim that, unless
N is a point, F is not rigid. For this, let
• ∂∂θ be the infinitesimal generator of the S1-action,
• X be a vector field on N with at least one noncompact flow line,
• X˜ be a lift of X to M .
Denote by Fǫ the foliation given by the flow lines of ∂∂θ + ǫX˜. Then F0 = F , but for ǫ 6= 0, Fǫ is not
diffeomorphic to F since it has at least one noncompact leaf. So F is not rigid.
A.2.2 The Inverse Function Theorem of Nash and Moser
The proof of Theorem A.2.1 uses the Nash-Moser Inverse Function Theorem developed by Hamilton [37].
In this subsection we explain this result.
Tame Fre´chet manifolds
First, we recall some terminology developed in [37].
• A Fre´chet space F endowed with an increasing family of norms {‖ · ‖n}n≥0 generating its topology is
called a graded Fre´chet space.
• A family {St : F → F}t>1 of linear operators are called smoothing operators of degree d, if there
exist constants Cn,m > 0 such that for all n,m ≥ 0 and σ ∈ F the following inequalities hold:
‖Stσ‖n+m ≤ tm+dCn,m‖σ‖n, ‖Stσ − σ‖n ≤ td−mCn,m‖σ‖n+m.
• A graded Fre´chet space that admits smoothing operators is called a tame Fre´chet space.
Let (F, {‖ · ‖n}n≥0) and (E, {‖ · ‖n}n≥0) be two graded Fre´chet spaces.
• A liner map
A : F −→ E,
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is called tame linear of degree r and base b if it satisfies
‖Aσ‖n ≤ Cn‖σ‖n+r, ∀ σ ∈ F,
for all n ≥ b, with constants Cn > 0 depending only on n.
• A continuous map P : U → E, where U ⊂ F is an open set, is called tame of degree r and base b, if
each point in U has an open neighborhood V ⊂ U on which the following estimates hold:
‖P (σ)‖n ≤ Cn(1 + ‖σ‖n+r), ∀ σ ∈ V,
for all n ≥ b and with constants Cn > 0 depending only on V and n.
• P is called smooth tame, if P is smooth and all its higher derivatives are tame. We denote the
differential of P by
DP : U × F −→ E, DσPv := lim
t→0
1
t
(P (σ + tv)− P (σ)) .
The higher derivatives of P are the symmetric maps
DlP : U × F × . . .× F −→ E,
DlσP{v1, . . . , vl} :=
∂l
∂t1 . . . ∂tl
P (σ + t1v1 + . . .+ tlvl)|t1=...=tl=0.
• A tame Fre´chet manifold is a Hausdorff topological space endowed with an atlas with values in graded
Fre´chet spaces, for which the transition functions are smooth tame maps.
• A smooth tame map between two tame Fre´chet manifolds is a continuous map which is smooth tame
in every coordinate chart.
• A tame Fre´chet vector bundle consists of a smooth tame map between tame Fre´chet manifolds
P : V −→M,
such that the fibers of P are endowed with the structure of tame Fre´chet spaces and there are (smooth
tame) local charts on V of the form
UV ∼= F × UM,
where UM is a chart onM, F is a tame Fre´chet vector space, P|UV is the second projection, and the tame
Fre´chet space structure on the fibers of P is that of F .
Examples of tame manifolds
The reference for the examples below is again [37].
The main example of a tame Fre´chet space is the space of section of a vector bundle V →M ,
(Γ(V ), {‖ · ‖n}n≥0),
where M is a compact manifold and the norms ‖ · ‖n are Cn-norms (see subsection A.1.1).
If W is a second vector bundle over M , and
P : Γ(V ) −→ Γ(W )
is a linear differential operator of degree d, then P is a tame linear map of degree d and base 0. More
generally, let P be a nonlinear differential operator of degree d, i.e. P is of the form
P : Γ(V ) −→ Γ(W ), P (σ) = p∗(jd(σ)), ∀ σ ∈ Γ(V ),
where p is a smooth bundle map from the d-th jet bundle
p : Jd(V ) −→W.
Then P is a smooth tame map of degree d and base 0.
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The main example of a tame Fre´chet manifold is the space of section Γ(B) of a fiber bundle b : B →M
over a compact manifold M . The topology on Γ(B) is the weak C∞-topology described in subsection
A.1.1, which, by compactness of M , coincides with the strong C∞-topology.
The tangent space at σ ∈ Γ(B) is
TσΓ(B) = Γ(σ
∗(T bB)),
where T bB ⊂ TB is the kernel of db. The tangent bundle of Γ(B) is
TΓ(B) = Γ(T bB →M)→ Γ(B).
The space of vector fields on Γ(B) is X(Γ(B)) = Γ(T bB).
To construct a chart around σ ∈ Γ(B), let
Ψ : σ∗(T bB) →֒ B
be a tubular neighborhood of σ(M) in B along the fibers of b (i.e. Ψ is a bundle map). Then a chart
around σ is given by
Ψ∗ : Γ(σ
∗(T bB)) −→ Γ(B).
Let b1 : B1 → M , b2 : B2 → M be two fiber bundles. A bundle map p : B1 → B2 induces a smooth
tame map between the Fre´chet manifolds p∗ : Γ(B1)→ Γ(B2). The differential of p∗ is simply
Dσ(p∗)v = dp ◦ v ∈ Γ((p ◦ σ)∗(T b2B2)),
where σ ∈ Γ(B1) and v ∈ Γ(σ∗(T b1B1)) = TσΓ(B1). More generally, a bundle map p : Jd(B1) → B2
induces a nonlinear differential operator
P : Γ(B1) −→ Γ(B2), P (σ) = p∗(jd(σ)).
Then P is a smooth tame map.
The space of functions C∞(M,N), forM compact, is a tame Fre´chet manifold. This can be easily seen
by identifying
C∞(M,N) = Γ(M ×N →M).
In particular, the group of diffeomorphisms of a compact manifold M
Diff(M) ⊂ C∞(M,M)
is a C1-open. In fact, it is a tame Lie group, in the sense that all structure maps are tame and smooth.
The Lie algebra of this group is
(X(M), [·, ·], {‖ · ‖n}n≥0),
and the exponential map is the map that sends a vector field to its time 1 flow. As opposed to finite
dimensional Lie groups, the exponential is not a local diffeomorphism (its range is not a neighborhood of
the identity [37]). This is related to the failure of the standard inverse function theorem in the case of tame
Fre´chet manifolds. Nevertheless, a version of it exists and will be explained in the following subsection.
The Inverse Function Theorem of Nash and Moser
Hamilton has several versions of the inverse function theorem for tame Fre´chet manifolds [37, 38, 39]. Here
we state the version needed for Theorem A.2.1, which is more of an implicit function theorem.
Consider V →M a tame Fre´chet vector bundle over a tame Fre´chet manifold and Q :M→ V a section
of V . We are interested in the problem of locally parameterizing the zeros of Q. Identifying M with the
zero section
M →֒ V ,
we have a canonical isomorphism
TσV = TσM⊕Vσ, σ ∈ M.
If σ is a zero of Q, then the differential of Q takes the following form
DσQ : TσM−→ TσM⊕Vσ, DσQv = (v, δσQv).
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We call the tame linear map
δσQ : TσM−→ Vσ
the vertical derivative of Q at σ.
Consider a second tame Fre´chet manifold P and a tame smooth map
P : P −→M,
such that Q ◦ P = 0. We say that P parameterizes the zeros of Q around σ0 = P (τ0), if σ0 has an open
neighborhood U , such that for every σ ∈ U with Q(σ) = 0, there exists τ ∈ P such that P (τ) = σ. The
infinitesimal version of this condition is exactness at τ = τ0 of tame linear the complex:
TτP DτP−→ TP (τ)M
δP (τ)Q−→ VP (τ), τ ∈ P . (A.4)
We state now the Nash-Moser Exactness Theorem from [38].
Theorem A.2.2. Assume that the linear complex (A.4) is tame exact, i.e. there exist smooth tame vector
bundle maps
TP V P←− P ∗(TM) V Q←− P ∗(V),
such that
DτP ◦ VτPv + VτQ ◦ δP (τ)Qv = v,
for all τ ∈ P and v ∈ TP (τ)M. Then P parameterizes locally the zeros of Q. More precisely, for every
τ0 ∈ P, there exists an open neighborhood U ⊂ M of σ0 := P (τ0), and a smooth tame map S : U → P,
such that S(σ0) = τ0 and for every σ ∈ U that satisfies Q(σ) = 0, we have that
σ = P (S(σ)).
In order to apply this result, one needs to find the operators VτP and VτQ, for every τ ∈ P . Potentially,
this means solving infinitely many equations. Nonetheless, for our application to foliations (and in general
in rigidity problems coming from geometry) this problem simplifies. To explain this, consider an equation
Q(σ) = 0
that is equivariant with respect to the action of a group G, and fix a solution σ0. The corresponding
rigidity problem is to determine whether the orbit Gσ0 is a neighborhood of σ0 in Q−1(0). If this happens,
we call σ0 rigid.
We put this abstract rigidity problem in the setting of the theorem. Consider the following objects:
• V →M a tame Fre´chet vector bundle,
• G a tame Fre´chet Lie group,
• a tame smooth action of G by vector bundle maps on V →M,
• Q :M→ V a tame smooth G-equivariant section,
• σ0 ∈ M a zero of Q.
Denote the smooth tame map parameterizing the orbit of σ0 by
P : G −→M, P (g) := gσ0.
Rigidity of σ0 is equivalent to Q
−1(0) being parameterized by P around σ0.
Consider the linear complex at the unit e ∈ G
TeG DeP−→ Tσ0M
δσ0Q−→ Vσ0 , (A.5)
and let us assume that it is tame exact, i.e. there are tame linear maps
TeG VeP←− Tσ0M VeQ←− Vσ0 , (A.6)
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such that
DeP ◦ VePv + VeQ ◦ δσ0Qv = v, ∀ v ∈ Tσ0M. (A.7)
Let lg denote the left translation by g on G and µg denote the action of g onM and V . Since P (g) = lg(σ0)
and since Q is equivariant, we have that
DgP = Dσ0µg ◦DeP ◦Delg−1 , δgσ0Q = Dσ0µg ◦ δσ0Q ◦Dσ0µg−1 .
Consider the smooth tame vector bundle maps
TG V P←− P ∗(TM) V Q←− P ∗(V),
VgP := Delg ◦ VeP ◦Dσ0µg−1 , VgQ := Dσ0µg ◦ VeQ ◦Dσ0µg−1 .
The above properties imply that these maps satisfy
DgP ◦ VgPv + VgQ ◦ δgσ0Qv = v,
for all g ∈ G and v ∈ Tgσ0M. So, as in [39], we obtain:
Corollary A.2.3. If there are tame linear maps as in (A.6), satisfying (A.7), then σ0 is rigid. More
precisely, there exists an open neighborhood U ⊂ M of σ0 and a smooth tame map S : U → G, such that
S(σ0) = e and such that, for σ ∈ U , the following implication holds
Q(σ) = 0 ⇒ σ = S(σ)σ0.
A.2.3 Proof of Theorem A.2.1
The Grassmannian
We start with some facts from linear algebra. Let V be a vector space, and denote the k-th Grassmannian
of V by Gr(k, V ). A point in Gr(k, V ) is a k-dimensional subspaces W of V . We claim that the tangent
space of Gr(k, V ) at W can be canonically identified with
TW (Gr(k, V )) =W
∗ ⊗ V/W, W ∈ Gr(k, V ). (A.8)
To see this, note that Gr(k, V ) is a homogenous Gl(V )-space and that the stabilizer of W has Lie algebra
gl(W,V ) = {A ∈ gl(V )|A(W ) ⊂W}.
Since gl(V )/gl(W,V ) ∼=W ∗ ⊗ V/W , (A.8) follows from the short exact sequence induced by the action
0 −→ gl(W,V ) −→ gl(V ) −→ TW (Gr(k, V )) −→ 0.
Rigidity of foliations
For a compact manifold M , denote the k-th Grassmannian bundle by
Grk(M) −→M, Grk(M)x := Gr(k, TxM), x ∈M.
A section of Grk(M) is a called a distribution of rank k, i.e. a subbundle of TM of rank k. By the
discussion in subsection A.2.2, the space of distributions is a tame Fre´chet manifold, which we denote by
M := Γ(Grk(M)).
Denote the normal bundle of B ∈ M by
νB := TM/B.
The description of the tangent bundle from subsection A.2.2 and formula (A.8), allow us to identify
TBM∼= Ω1(B, νB) := Γ(B∗ ⊗ νB).
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Explicitly, let Bǫ be a family of distributions, with B0 = B and consider a family aǫ ∈ Γ(Gl(TM)) of
automorphisms of TM , such that
a0 = Id, aǫ(B) = Bǫ.
Then the 1-form η ∈ Ω1(B, νB) corresponding to the tangent vector
d
dǫ |ǫ=0
Bǫ ∈ TBM
is given by
η(X) := (a˙0(X) mod B) ∈ νB, X ∈ B.
By the Frobenius theorem, a distribution is the tangent bundle of a foliation if and only if it is involutive.
To put this condition in our setting, consider the tame Fre´chet vector bundle over M
V −→M, VB := Ω2(B, νB).
This vector bundle has a canonical section which measures integrability
Q :M−→ V ,
QB(X,Y ) := ([X,Y ] mod B) ∈ Γ(νB), X, Y ∈ Γ(B).
That QB is C
∞(M)-linear follows from the Leibniz rule. The zeros of Q is the space of foliations on M .
The tame Fre´chet Lie group
G := Diff(M)
has a smooth tame action on V →M. For ϕ ∈ G, B ∈M and ω ∈ VB, the action is defined as follows
ϕ∗(B)ϕ(x) := dxϕ(Bx), ϕ∗(ω)(X,Y ) := dϕ ◦ ω(dϕ−1(X), dϕ−1(Y )),
for X,Y ∈ Γ(ϕ∗(B)), where dϕ denotes the isomorphism induced between
dxϕ : νBx
∼−→ νϕ∗(B)ϕ(x) .
The section Q is equivariant with respect to the action.
Let F be a foliation on M and denote its tangent bundle by
BF = TF ∈M.
As before, we consider the map
P : G −→M, P (ϕ) := ϕ∗(BF ).
We compute now the linear complex.
Lemma A.2.4. The linear complex (A.5) is isomorphic to:
X(M)
X 7→dF ([X])−−−−−−−−→ Ω1(BF , νF ) η 7→dF (η)−−−−−−→ Ω2(BF , νF). (A.9)
Proof. First, note that we have a canonical identification
X(M) ∼−→ TeG, X 7→ d
dǫ |ǫ=0
ϕǫX ,
where ϕǫX denotes the flow of X .
Fix X ∈ X(M), and consider aǫ ∈ Γ(Gl(TM)) such that
a0 = Id, aǫ(BF ) = ϕ
ǫ
X,∗(BF ).
For Y ∈ Γ(BF ), let Yǫ ∈ Γ(BF ) denote the smooth family defined by
ϕǫX,∗(Y ) = aǫ(Yǫ).
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Clearly Y0 = Y . Taking the derivative at ǫ = 0, we obtain that
−[X,Y ] = a˙0(Y ) + Y˙0.
Since Y˙0 ∈ Γ(BF), we obtain the first map of the complex:
DeP (X)(Y ) = (a˙0(Y ) mod BF ) = ([Y,X ] mod BF) =
= ∇Y [X ] = dF ([X ])(Y ),
where [X ] := (X mod BF) ∈ Γ(νF ) and we used the differential dF corresponding to the Bott connection
∇ on νF (see subsection 3.3.1).
We compute now δBFQ. Consider η ∈ TBFM and let Bǫ be a smooth path in M with B0 = BF
and B˙0 = η. To compute δBFQ(η), we must trivialize V along Bǫ. For this, choose a smooth family
aǫ ∈ Γ(Gl(TM)), such that
a0 = Id, aǫ(B) = Bǫ.
A trivialization is given by the map
Aǫ : VBǫ ∼−→ VBF , Aǫ(ω)(X,Y ) := (aǫ)−1 ◦ ω(aǫ(X), aǫ(X)),
for X,Y ∈ Γ(BF), where aǫ denotes the induced isomorphism
aǫ : νF
∼−→ νBǫ .
For X,Y ∈ Γ(BF), we compute
δBFQ(η)(X,Y ) =
d
dǫ |ǫ=0
(
(aǫ)
−1 ◦QBǫ(aǫ(X), aǫ(X))
)
=
=
d
dǫ |ǫ=0
(
a−1ǫ ◦ [aǫ(X), aǫ(X)]
)
mod BF =
= (−a˙0([X,Y ]) + [X, a˙0(Y )] + [a˙0(X), Y ]) mod BF =
= −η([X,Y ]) +∇X(η(Y )) +∇Y (η(X)) = dFη(X,Y ).
This identifies also the second map in the complex.
As in [39], we obtain the following result.
Theorem A.2.5. Let M be a compact manifold with a foliation F of rank k. Assume that H1(F , νF)
vanishes tamely, in the sense that there are tame linear maps
Ω0(TF , νF) h1←− Ω1(TF , νF) h2←− Ω2(TF , νF),
satisfying
dF ◦ h1(η) + h2 ◦ dF (η) = η, ∀ η ∈ Ω1(TF , νF).
Then F is rigid. More precisely, there is a smooth tame map
S : U ⊂ Γ(Grk(M)) −→ Diff(M),
where U is an open neighborhood of TF in the space of all rank k distributions on M , such that S(TF) =
IdM , and for every foliation F˜, with T F˜ ∈ U , we have that ϕ := S(T F˜) is an isomorphism of foliated
manifolds
ϕ : (M,F) ∼−→ (M, F˜).
Proof. Using a metric on M , we obtain a tame linear splitting
ι : Γ(νF ) →֒ X(M)
of the exact sequence
0 −→ Γ(BF ) −→ X(M) −→ Γ(νF) −→ 0.
The tame linear homotopy operators for the complex (A.9) are given by:
X(M)
ι◦h1←− Ω1(TF , νF) h2←− Ω2(TF , νF).
Therefore, Corollary (A.2.3) concludes the proof.
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Hausdorff foliations
In order to put the Hausdorffness condition on M/F in the framework of Lie algebroids/groupoids, we
prove a well-known result (yet difficult to extract from the literature).
Lemma A.2.6. Let F be a foliation on a compact connected manifold M . The condition that F is
Hausdorff is equivalent to the holonomy groupoid
Hol(F)⇒M,
being Hausdorff and proper. In this case, the generic leaf of F is diffeomorphic to any s-fiber of Hol(F).
Proof. Assume first that Hol(F) is Hausdorff and proper. Since M is compact, this implies compactness
of Hol(F). In particular, its s-fibers are compact and its isotropy groups are finite. Since the s-fibers are
the holonomy covers of the leaves, it follows that the leaves are compact, and since the isotropy groups are
the holonomy groups, it follows that the Local Reeb Stability Theorem 3.2.1 applies. We conclude that
every leaf S has a saturated open neighborhood U of the form
(U,F|U ) ∼= (S˜ ×Holx νx,FN), (A.10)
where S˜ is the holonomy cover of S and νx is endowed with the linear holonomy action of Holx. The leaves
of FN are of the form
Sv = S˜ ×Holx Holxv ∼= S˜/Hv, v ∈ νx,
where Hv ⊂ Holx is the stabilizer of v. Since Holx is finite and it acts faithfully on νx, the set of points
v, with Hv = {e} is open and dense in νx. This follows by presenting its complement as a finite union of
proper vector subspaces ⋃
g∈Holx\{e}
{v ∈ νx|(g − Idνx)v = 0}.
This implies the fact that the generic leaf of F|U is diffeomorphic to S˜, the s-fiber of Hol(F)|U . Since M
is connected, this also provides a proof for the fact that M has a generic leaf which is a finite cover for
any other leaf.
Let Br be the open ball in νx of radius r centered at the origin with respect to a Holx-invariant inner
product on νx and let Ur ⊂ U be the open corresponding to S˜ ×Holx Br. If S′ is a second leaf, denote by
U ′r the corresponding opens around S
′. Since S and S′ are compact, there exist r, s > 0 small enough,
such that Ur ∩U ′s = ∅. Hence Ur/F and U ′s/F are opens in M/F separating the images of S and S′. This
shows that M/F is Hausdorff.
Conversely, assume that M/F is Hausdorff. In particular, the points in M/F are closed, therefore,
the leaves of F are closed. By compactness of M , the leaves are also compact. Now, Hausdorffness and
compact leaves imply that all holonomy groups are finite, for this see Theorems 4.1 and 4.2 in [29]. Hence,
around every leaf S, the local model (A.10) holds on some open U . Using the description of the holonomy
groupoid of such foliations from subsection 3.4.3 and that Holx acts linearly and faithfully on νx, we see
that the holonomy groupoid of U is isomorphic to
Hol(F|U ) ∼= (S˜ × νx × νx)/Holx.
In particular it is Hausdorff and proper. Since U is invariant, we have that
Hol(F|U ) = Hol(F)|U .
This implies that Hol(F) is proper: a sequence gn in Hol(F), such that (s(gn), t(gn)) converges to (x, y) ∈
S×S, will belong to Hol(F)|U , for n big enough, thus it contains a convergent subsequence. Hausdorffness
also follows: if g 6= g′ are arrows over the leaves S and S′ respectively, then, if S = S′ then g and g′ can be
separated in Hol(F)|U , and if S 6= S′, by Hausdorffness of M/F , we can find opens neighborhoods S ⊂ V
and S′ ⊂ V ′ such that V ∩ V ′ = ∅, and then Hol(F)|V and Hol(F)|V ′ separate g and g′.
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Proof of Theorem A.2.1
Since F is Hausdorff and M is compact, the lemma above implies that Hol(F) is Hausdorff, proper and
that its s-fibers are compact and have vanishing H1. Now, the parallel transport of the Bott connection
(see section 3.2) defines an action of Hol(F) on the normal bundle νF , and this action integrates the Bott
representation of TF . Thus, we may apply the Tame Vanishing Lemma to construct tame homotopy
operators for the complex (Ω•(TF , νF), dF ) in degree one. Theorem A.2.5 concludes the proof.
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Samenvatting
Dit proefschrift presenteert een aantal nieuwe resultaten in het vakgebied Poisson-meetkunde. Het gaat
hoofdzakelijk om een normaalvormstelling (‘normal form theorem’), een stelling over lokale rigiditeit en
een expliciete beschrijving van de Poisson-moduli-ruimtes rond Lie-Poissonbollen. Daarnaast bewijzen
we ook een standaardvormstelling voor symplectische foliaties, een stelling over formele equivalentie rond
Poissondeelvarie¨teiten en een resultaat over het getemd verdwijnen van Lie-algebro¨ıde-cohomologie. We
geven ook in detail de bewijzen van enkele bekende resultaten: de existentie van symplectische realisaties
(met een origineel bewijs), Conn’s lineariserings-stelling (met enkele vereenvoudigingen) en een resultaat
van Hamilton over de rigiditeit van foliaties (welke een applicatie is van het getemd verdwijnen van de
cohomologie).
Poissonstructuren leven op differentieerbare varie¨teiten. Een varie¨teit van dimensie n is een ruimte
die rond elk punt lijkt op een n-dimensionale kopie van de Euclidische ruimte Rn. Zo’n ruimte is differ-
entieerbaar als er calculus op gedaan kan worden (vergelijkbaar met calculus in meerdere variabelen op
Rn). Lijnen en cirkels zijn e´e´n-dimensionale varie¨teiten. Twee-dimensionale varie¨teiten worden ook wel
oppervlakken genoemd. Voorbeelden hiervan zijn het vlak, de bolschil (het oppervlak van een bol) en de
torus (het oppervlak van een donut).
Symplectische varie¨teiten zijn de klassieke voorbeelden van Poisson-varie¨teiten. Een symplectische
structuur op een varie¨teit is een gesloten niet-gedegenereerde twee-vorm. Symplectische meetkunde heeft
zijn oorsprong in het Hamilton-formalisme van de klassieke mechanica, waarbij de faseruimtes van bepaalde
klasieke systemen de structuur aannemen van een symplectische varie¨teit. Poisson-meetkunde stelt ons
in staat om op een differentieerbare manier meerdere van zulke systemen samen te voegen. De con-
figuratieruimte van een object met massa m dat beweegt in een gravitationeel veld is bijvoorbeeld een
symplectische varie¨teit. Door deze ruimtes samen te voegen voor alle waarden van m ontstaat er een
Poissonvarie¨teit.
Meetkundig gezien heeft een Poissonvarie¨teit een canonieke ontbinding in symplectische
varie¨teiten van verschillende dimensies, welke symplectische bladeren worden genoemd. Voor de drie-
dimensionale Euclidische ruimte R3 bestaat er bijvoorbeeld een Poissonstructuur wiens bladeren bestaan
uit de cocentrische bollen rond de oorsprong (die twee-dimensionaal zijn) en de oorsprong zelf (die nul-
dimensionaal is).
Een van de hoofdresultaten van dit proefschrift (Stelling 2) is een standaardvormstelling rond symple-
cische bladeren. Het generaliseert Conn’s stelling vanuit vaste punten (nul-dimensionale bladeren). In het
bijzonder geeft de stelling voor bladeren die aan onze hypothese voldoen een expliciete beschrijving van
alle nabijgelegen bladeren.
We bewijzen ook een rigiditeitsresultaat (Stelling 4) voor integreerbare Poissonvarie¨teiten. Een “rigide”
Poissonvarie¨teit is er een die in essentie niet vervormd kan worden. Dit betekent dat elke nabijgelegen
Poissonstructuur gelijk is op een isomorfisme na. Dit resultaat heeft als gevolg een versterking van Stelling
2.
Lie-theorie geeft interessante voorbeelden van Poissonvarie¨teiten. In het bijzonder kan er vanuit een
compacte semi-simpele Lie algebra een zogenaamde Lie-Poissonbol geconstrueerd worden. Stelling 4 blijkt
hier een verrassende toepassing te hebben: in Stelling 5 beschrijven we de ruimte van gladde vervormingen
van de Lie-Poissonstructuur op isomorfisme na. We bewijzen dat de Lie-Poissonbol in feite rigide is: Elke
nabijgelegen Poissonstructuur is isomorf aan de Lie-Poissonstructuur op een herschaling van de symplec-
tische vormen op de bladeren na. Dit resultaat is de eerste berekening van een Poisson-moduli-ruimte in
een dimensie groter dan twee rond een Poissonstructuur die niet symplectisch is.
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