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Abstract
The field theory of nonrelativistic fermions interacting via contact interactions can be used
to calculate the properties of few-body systems of cold atoms confined in harmonic traps. The
state-operator correspondence of Non-Relativistic Conformal Field Theory (NRCFT) shows that
the energy eigenvalues (in oscillator units) of N harmonically trapped fermions can be calculated
from the scaling dimensions of N -fermion operators in the NRCFT. They are also in one-to-one
correspondence with zero-energy, scale-invariant solutions to the N -body problem in free space.
We show that these two mappings of the trapped fermion problem to free space problems are
related by an automorphism of the SL(2, R) algebra of the conformal symmetry of fermions at the
unitary limit. This automorphism exchanges the internal Hamiltonian of the gas with the trapping
potential and hence provides a novel method for deriving virial theorems for trapped Fermi gases at
the unitary limit. We also show that the state-operator correspondence can be applied directly in
three spatial dimensions by calculating the scaling dimensions of two- and three-fermion operators
and finding agreement with known exact results for energy levels of two and three trapped fermions
at the unitary limit.
∗Electronic address: mehen@phy.duke.edu
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I. INTRODUCTION
The problem of few-body atomic interactions in the presence of external confining poten-
tials is motivated by recent advances in experimental atomic physics as well as theory. Recent
experiments have realized optical lattices with two confined in a potential well [1, 2, 3, 4].
Such atomic states have been proposed for implementing quantum logic gates [5, 6, 7, 8].
Theoretically, the problem of two atoms interacting via short-range forces has been solved
in Ref. [9], see also Refs.[10, 11, 12, 13, 14, 15, 16]. An experimental confirmation of the
prediction for the ground state energy of two trapped atoms as a function of scattering
length was recently performed in Ref. [1]. If the scattering length of the atoms is tuned to
infinity and effective range terms are neglected then the S-wave scattering cross section is
4π/p2 where p is the relative momentum. This cross section is at the upper limit allowed
by unitarity. The quantum mechanics problem of three particles at the unitary limit in the
presence of a harmonic potential has been solved in Ref. [17], see also Ref. [18].
An outstanding open problem is the many-body problem of fermions at unitary, which has
been investigated by numerous authors using a wide variety of methods. Gases of trapped
fermions whose interactions have been tuned to the unitary limit by means of a Feshbach
resonance have been realized experimentally [19, 20, 21]. For a review of experimental and
theoretical results, see Refs. [22, 23]. Both the homogeneous unitary Fermi gas as well as
the unitary Fermi gas in the presence of harmonic traps are clearly of interest. Though the
many-body physics problem presents physical challenges not present in the two- and three-
body problems, the existence of exact solutions for N = 2 and 3, where N is the number of
fermions, can provide important inputs for the case of arbitrary N . For example, Ref. [24]
proposes a scale-invariant density functional for the unitary Fermi gas whose parameters
are fixed by matching the known analytic solutions for two fermions at the unitary limit
in the harmonic trap. Corrections due to a finite scattering length and effective range
are included in Ref. [25]. This provides another motivation for studying few-body trapped
fermion problems.
An interesting theoretical development is the state-operator correspondence which relates
the problem of finding the energy eigenvalues of N trapped fermions at the unitary limit
to the problem of finding the scaling dimensions of primary operators in a Non-Relativistic
Conformal Field Theory (NRCFT) [26]. Note that the NRCFT is defined in the absence of
an external potential, so the state-operator correspondence relates a property of the theory
of N fermions in free space to the properties of N trapped fermions. Another mapping of
the trapped N -fermion problem to the free space N -fermion problem is derived in Ref. [27].
These authors map the problem of harmonically trapped fermions at the unitary limit to
the problem of finding zero-energy, scale invariant eigenfunctions of the N -body problem in
the absence of any external potential. One goal of this paper is to better understand the
relationship between these two mappings.
The other main goal of this paper is to show how the state-operator correspondence can
be applied directly in three dimensions. For two spatial dimensions (d = 2), the theory
of fermions at the unitary limit is equivalent to noninteracting fermions while in d = 4
the theory is equivalent to noninteracting bosons [28]. Therefore, in 2 + ǫ dimensions and
4− ǫ dimensions a perturbation theory in ǫ can be used to analyze the properties of unitary
fermions [29, 30]. In Ref. [26], the ǫ expansion is combined with the state-operator cor-
respondence to calculate the energy levels of few-body atomic systems in harmonic traps.
Operator scaling dimensions are calculated in a perturbative series in ǫ and Pade´ approx-
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imants are used to interpolate between d = 2 and d = 4 to obtain results for the most
physically interesting case of d = 3. In this paper, we will illustrate how the state-operator
correspondence can be applied directly in d = 3. Using a low energy effective field theory
for two component fermions interacting via S-wave contact interactions, we calculate the
scaling dimensions of S-wave N = 2 and N = 3 fermion operators and find agreement with
the exact solutions for the energy levels of two trapped fermions, as well as the lowest energy
state of three trapped fermions in an S-wave.
The low energy interactions of few-body systems can be studied using the methods of
effective field theory. These methods are useful when the typical momentum times the range
of the interactions is much less than one. This is the case for cold atoms, where a complete
model for the potential is not required and many quantities can be computed in terms of
the S-wave scattering length alone. At these energies the S-wave scattering amplitude for
two fermions with momentum ±p is
A = 4π
M
1
p cot δ(p)− ip
=
4π
M
1
−1/a + r0 p2/2 + ...− ip ,
where a is the scattering length and r0 is the effective range. In the limit r0 p≪ 1, effective
range corrections can be neglected and the two particle scattering amplitude is exactly
reproduced by a nonrelativistic field theory with a single S-wave contact interaction. The
Lagrangian for this nonrelativistic field theory is
L = ψ†
(
i∂t +
∇2
2M
)
ψ − C0(µ)
4
ψ†ψ†ψψ , (1)
where ψ is a two-component field operator that annihilates fermion quanta. Here ψψ =
ǫαβψαψβ, so scattering occurs in the S-wave, spin-singlet channel only. The coupling con-
stant, C0(µ), is given by
C0(µ) =
4π
M
1
−µ+ 1/a , (2)
where µ is the dimensional regularization (DR) parameter and Power Divergence Subtraction
(PDS) scheme is used to regulate loop integrals [31]. In DR, loop integrals which are linearly
divergent when regulated with a cutoff can become finite because DR discards power law
divergences. These can be restored within the framework of DR by subtracting poles in
one lower dimension, then the DR parameter, µ, enters the calculation of loop integrals in
the same way that a hard cutoff would. In the Minimal Subtraction (MS) scheme, where
the linear divergences are discarded, C0 = 4πa/M . Thus, it is clear that to make sense
of the Lagrangian in the limit a → ±∞, one needs to use a hard cutoff, PDS, or some
other regularization scheme that keeps track of linear divergences. We will see below that
in order to obtain scaling dimension of operators that are consistent with the state-operator
correspondence of NRCFT, we must also use one of these schemes.
Since the work of Ref. [32], it is known that the a → ±∞ limit of the theory of two-
component fermions in Eq. (1) is conformally invariant. 1 The nonrelativistic scale transfor-
1 For bosons or fermions with more than two degrees of freedom, an S-wave three-body contact interaction
is relevant and violates scale invariance [33].
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mation is
~x ′ = λ~x t′ = λ2 t ψ′(~x ′, t′) = λ−3/2ψ(~x, t) , (3)
and the nonrelativistic conformal transformation is
~x ′ =
~x
1 + c t
t′ =
t
1 + c t
ψ′(~x ′, t′) = (1 + c t)3/2 exp
(−iM c~x 2
2(1 + c t)
)
ψ (~x, t) . (4)
It is straightforward to show that the scale and conformal transformations are symmetries of
the non-interacting theory. For generic values of a the contact interaction in Eq. (1) breaks
these symmetries. Since the two-particle S-wave cross section is independent of any scale
when a → ±∞, it is natural to expect the theory to be scale and conformally invariant
in this limit. Ref. [32] showed that the off-shell 2 → 2 scattering amplitude calculated in
the theory of Eq. (1) is invariant under the Ward identities implied by scale and conformal
transformations when a → ±∞. Ref. [26] gives a simple argument for why any particle
number conserving theory that is scale invariant should also be invariant under conformal
transformations.
When a → ±∞, the Hamiltonian, H , the generator of nonrelativistic scale transforma-
tions, D, and the generator of conformal transformations, C, form an SL(2, R) algebra. We
will show below that the two mappings of the trapped fermion problem to free space fermion
problems that were discussed earlier are related by an automorphism of the SL(2, R) group.
This automorphism exchanges the generators C and H . Since the generator C is just the
external potential for the trapped fermions, this automorphism interchanges the trapping
potential and the internal Hamiltonian of the gas. Therefore, the automorphism can be used
to provide a novel group theoretical derivation of virial theorems for trapped Fermi gases at
the unitary limit. A virial theorem was first derived using the assumption of universality,
the local density approximation, and thermodynamic arguments in Ref. [34]. The virial
theorem was then rederived and generalized using the wavefunctions of the pseudopotential
model of the unitary Fermi gas in Ref. [27]. Another derivation of the virial theorem using
the Hellmann-Feynman theorem appears in Ref. [35]. Our derivation is novel in that the
approach is group theoretical and relies only on the SL(2, R) algebra. The virial theorems
hold for N -body energy eigenstates as well for thermal ensembles, and can be applied to
spin polarized or unpolarized gases.
The paper is organized as follows: in the next section, we review basic facts about
NRCFT’s and the state-operator correspondence, as well as the correspondence of Ref. [27]
which relates eigenstates of trapped fermions to zero-energy, scale-invariant eigenfunctions
in free space. We discuss the automorphism of the SL(2, R) algebra which relates these
mappings and show how it can be used to derive the virial theorems. In section III, we
derive the scaling dimension of operators with N = 2 and N = 3 and show that these
agree with analytic results for the energies of trapped fermions. In Section IV, we conclude.
In the Appendix, we solve the problem of two trapped atoms with arbitrary short-range
interactions. This was first done for arbitrary scattering length in Ref. [9] using the method
of pseudopotentials. Here we solve the problem by calculating Green’s functions for two
particles in the trap using the field theory of Eq. (1).
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II. NRCFT, SL(2, R) AUTOMORPHISMS, AND VIRIAL THEOREMS
In this section we begin by reviewing NRCFT and the two mappings of the problem of
trapped fermions at the unitary limit to free space problems [26, 27]. We then show that
these two mappings are related by an automorphism of the SL(2, R) conformal symmetry
algebra. This is the main result of this section. The automorphism is realized by a unitary
transformation, generated by the Hamiltonian of the trapped fermions, that interchanges
the internal Hamiltonian of the Fermi gas with the external trapping potential. This unitary
transformation can then be used to provide a simple derivation of the virial theorems for
trapped fermions at the unitary limit.
The many-body Hamiltonian for harmonically trapped fermions in second quantized form
is the sum of an internal Hamiltonian, Hint, and an external potential, Vext, which are given
by
Hint =
∫
d3x
[
ψ†
(
− ∇
2
2M
)
ψ +
C0(µ)
4
ψ†ψ†ψψ
]
Vext =
∫
d3x
1
2
M ω2 ~x 2 ψ†ψ . (5)
After the following rescaling,
~x→ ~x√
Mω
ψ → (Mω)3/4ψ µ→
√
Mω µ a→ a√
Mω
, (6)
which renders all these quantities dimensionless (we are using h¯ = 1 units), we find
Hint = ω
∫
d3x
(
ψ†
(
−∇
2
2
)
ψ +
Cˆ0(µ)
4
ψ†ψ†ψψ
)
≡ ωH
Vext = ω
∫
d3x
1
2
~x 2 ψ†ψ
≡ ω C . (7)
Here we have defined Cˆ0(µ) = M C0(µ), so that Cˆ0(µ) is independent of M . This shows
that we can set M = ω = 1 and measure all energies in units of the fundamental oscillator
energy, ω. Lengths are measured in units of aosc = 1/
√
Mω. In this section, we will use these
units and work with H and C rather than Hint and Vext. C is the generator of conformal
transformations [26].
If we modify the definition of the scale transformation to include the appropriate trans-
formation on µ,
~x ′ = λ~x t′ = λ2 t µ′ = λ−1µ ψ′(~x ′, t′) = λ−3/2 ψ(~x, t) , (8)
we find
H ′ = λ−2H , (9)
when a = ±∞. Though the scale transformation of Eq. (8) differs from that of Eq. (3) by
additional rescaling of µ, the Ward identities derived in Ref. [32] will still hold for any renor-
malized Green’s function that is µ independent. Likewise, to see the conformal invariance
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of the theory defined by Eq. (1) explicitly, one must modify the conformal transformation
in Eq. (4) to include a time-dependent rescaling of µ. If D is the generator of scale trans-
formations then
H ′ = eiαDHe−iαD = e−2αH (α = log λ) , (10)
which gives the commutation relation [D,H ] = 2iH .
In a NRCFT, the Hamiltonian, H , dilatation operator, D, and conformal generator, C,
obey the following commutation relations:
a) [D,H ] = 2iH
b) [D,C] = −2iC
c) [H,C] = −iD , (11)
which are the commutation relations of the group SL(2, R). For the theory of Eq. (1), we
have given H and C above and D is given by2
D =
∫
d3x~x · ψ†
(
− i
2
←→∇
)
ψ =
∫
d3x~x ·~j(x) . (12)
where ~j(x) is the particle current density. Eq. (11b) follows automatically from the defi-
nitions of D and C and the equal time commutation relations of ψ and ψ†. Eq. (11c) is
actually quite general and will hold for any theory in which particle number is locally con-
served. Note that C =
∫
d3x 1
2
~x 2 n(x), where n(x) is the particle density operator. The
commutator of the Hamiltonian is proportional to the divergence of the particle current [26]
[H, n(x)] = −i∂tn(x) = i~∇ ·~j(x) , (13)
due to current conservation. Eq. (11b) follows by multiplying Eq. (13) by ~x 2/2 and in-
tegrating over all space. So if Eq. (11a), which is the requirement of scale invariance, is
satisfied in a particle number conserving theory then the theory will also be invariant under
the full SL(2, R) conformal group. To complete the algebra of the Schro¨dinger group (the
largest space-time symmetry group of free nonrelativistic quantum mechanics), we also need
the commutation relations of H , D, and C with other symmetry generators: momentum,
~P , angular momentum, ~J , Galilean boosts, ~K, and particle number, N . The nonvanishing
commutators involving Ki, Pi, D, and N are:
[Ki, Pj] = i Nδij [D,Pi] = iPi [D,Kj] = −iKi . (14)
Commutation relations involving ~J are easily deduced from rotational invariance.
Primary operators in the NRCFT are defined by O ≡ O(~x = 0, t = 0) and
[ ~K,O] = [C,O] = 0. (15)
2 The explicit expressions for C and D are valid at t = 0. For arbitrary t, C(t) = C(0) + t2H − tD(0) and
D(t) = D(0)− 2tH . The explicit time dependence can be fixed by requiring A˙(t) = −i[A,H ] + ∂A/∂ =
0, A = C,D, which is required for conserved charges that generate a symmetry of the Hamiltonian. See
Ref. [36] for a one-dimensional conformally invariant quantum mechanical system.
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Note that primary operators are defined to be located at the origin of space and time. The
particle number (NO) and scaling dimension (∆O) of the primary operator are defined by
[D,O] = i∆OO ,
[N,O] = NOO . (16)
If we translate the primary operator O to another point in space-time
O(~x, t) = eiHt−i ~P ·~xO(0)e−iHt+i ~P ·~x , (17)
then it is straightforward to show using the commutation relations listed above that
[ ~K,O] = (−it∂i +NOxi)O
[C,O] = −i(t2∂t + t~x · ~∂ + t∆O)O + ~x
2
2
NOO. (18)
The field ψ has Nψ = −1 and ∆ψ = d/2, where d is the dimensionality of space. The density
operator, ψ†ψ, has Nψ†ψ = 0 and ∆ψ†ψ = d. For a finite conformal transformation we have
O′(~x, t) = e−iλCO(~x, t)eiλC
=
1
(1 + λ t)∆O
exp
(−iNO λ~x 2
2(1 + λ t)
)
O
(
~x
1 + λ t
,
t
1 + λ t
)
. (19)
which agrees with Eq. (4) for the case O = ψ.
Next we discuss consequences following from the algebra in Eq. (11). Let us define
Hosc ≡ H + C
L± = H − C ± iD . (20)
The L± are ladder operators that raise and lower energy eigenvalues of Hosc by two oscillator
units, as can be seen from the commutation relations
[L±, Hosc] = ∓ 2L±
[L−, L+] = 4Hosc , (21)
which are easily derived from Eq. (11). Eigenstates of Hosc come in infinite towers of equally
spaced states. The ground state of one of these towers is denoted by |ψ0〉 which satisfies
L−|ψ0〉 = 0.
The problem of finding energy eigenstates for the trapped particles can be mapped to
the free space theory in one of two ways. The method of Ref. [26] begins by noting that
eHL−e
−H = −C , (22)
and furthermore
CO†|0〉 = [C,O†]|0〉
= 0 , (23)
where O is a primary operator and |0〉 is the vacuum. Then
L−e
−HO†|0〉 = −e−HCO†|0〉 = 0 (24)
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so the ground state of the tower is |ψ0〉 = e−HO†|0〉. We find that from any primary operator
we can construct a tower of eigenstates of Hosc. It is straightforward to show that [26]
Hosce
−HO†|0〉 = e−H(C − iD)O†|0〉 = ∆Oe−HO†|0〉 . (25)
Thus the scaling dimension of the operator in the NRCFT (in the absence of an external
potential) gives the ground state energy (in oscillator units) of the corresponding state |ψ0〉
in the problem with an external harmonic potential.
Ref. [27] pointed out another correspondence between eigenstates of the trapped fermions,
Hosc, and zero-energy, scale invariant eigenstates ofH . The result of Ref. [27] can be obtained
starting with a relation analogous to Eq. (22),
eCL−e
−C = H . (26)
From this relation it is clear that |ψ0〉 = e−C |ψν〉, where |ψν〉 is a zero-energy eigenstate
of the Hamiltonian, H|ψν〉 = 0. For this state to be an eigenstate of Hosc, it must be an
eigenstate of iD as well,
iD|ψν〉 =
(
ν +
3
2
N
)
|ψν〉 . (27)
The energy eigenvalue of |ψ0〉 is
Hosc|ψ0〉 = e−C eCHosc e−C |ψν〉
= e−C(H + iD)|ψν〉
=
(
ν +
3
2
N
)
|ψ0〉 . (28)
To understand the significance of ν, note that the N -body wavefunction associated with the
state |ψν〉 is
ψν(~xi) = 〈0|
N∏
i=1
ψ(~xi)|ψν〉 . (29)
Using
e−iαDψ(~xi)e
iαD = e
3
2
αψ(eα~xi) (30)
it is easily seen that
ψν
(
~xi
Λ
)
= Λ−νψν(~xi) , (31)
so the N -body wavefunction for the state |ψν〉 is a homogeneous function of the N -body
coordinates. Note that the N -body wavefunction for the trapped problem is given by
〈~xi|ψ0〉 = 〈~xi|e−C |ψν〉
= e−
P
i ~x
2
i
/2ψν(~xi) . (32)
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To understand the relationship between the two mappings of the trapped problem to free
space problems, we observe that Eqs. (22) and (26) are related by the following automor-
phism of the SL(2, R) algebra
H ↔ C , D → −D . (33)
This is an automorphism of the SL(2, R) algebra which is implemented by a similarity
transformation using the elements
gn = e
iπ(n+1/2)Hosc , (34)
whose action on the generators of SL(2, R) is 3
gn

 HC
D

 g−1n =

 CH
−D

 . (36)
These identities immediately lead to the virial theorems for trapped fermions at the unitary
limit derived in Refs. [27, 34]. The thermal expectation value of an arbitrary operator, Oˆ,
is given by
〈Oˆ〉 = Tr[e−β(Hosc−µ+N+−µ−N−)Oˆ] , (37)
where we have included separate chemical potentials, µ+ and µ−, for spin up and spin down
fermions, respectively, so our results can be applied to spin polarized as well as unpolarized
gases. For the expectation value in Eq. (37), or the expectation Oˆ in an eigenstate of Hosc,
we have 〈gnOˆg−1n 〉 = 〈Oˆ〉, because [Hosc, N±] = 0. Therefore,
〈Hn〉 = 〈Cn〉 , 〈D2n+1〉 = 0 . (38)
For n = 1, this implies 〈Hosc〉 = E0 = 〈H + C〉 = 2〈C〉 which is the virial theorem first
derived in Ref. [34]. The generalization to arbitrary moments of C in the ground state is
straightforward:
〈ψ0|Cn|ψ0〉 = 〈ψ0|Cn−1C|ψ0〉
= 〈ψ0|Cn−1
(
Hosc
2
− L+ + L−
4
)
|ψ0〉
=
E0
2
〈ψ0|Cn−1|ψ0〉+ 1
4
〈ψ0|[L+, Cn−1]|ψ0〉
=
E0
2
〈ψ0|Cn−1|ψ0〉+ 1
4
〈ψ0|2(n− 1)Cn−1 + [H,Cn−1]|ψ0〉
=
E0
2
〈ψ0|Cn−1|ψ0〉+ 1
4
〈ψ0|2(n− 1)Cn−1 + [Hosc, Cn−1]|ψ0〉
=
E0 + (n− 1)
2
〈ψ0|Cn−1|ψ0〉 . (39)
3 Eq. (36) is a special case of
eiθHosc

 HC
D

 e−iθHosc =

 cos
2 θ sin2 θ − sin θ cos θ
sin2 θ cos2 θ sin θ cos θ
sin 2θ − sin 2θ cos 2θ



 HC
D

 (35)
The automorphism in Eq. (36) is obtained for sin θ = ±1.
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We have used L−|ψ0〉 = 0 = 〈ψ0|L+. This simple recursion relation immediately gives all
higher moments of the trapping potential which can be written in closed form as [27]
〈Cn〉 = Γ[E0 + n]
2nΓ[E0]
. (40)
This concludes our general discussion of NRCFT. The main result of this section is the
automorphism of SL(2, R) which relates the two known mappings of the trapped N -fermion
problem to problems involving the N fermions in free space. This automorphism provides
a simple, group theoretical method for deriving virial theorems for both eigenstates and for
thermal expectation values with arbitrary chemical potential for the two spin components.
In the next section of the paper, we will show that the state-operator correspondence can
be used directly in d = 3 using the effective field theory of Eq. (1).
III. STATE-OPERATOR CORRESPONDENCE IN d = 3
A. Two fermions
The problem of two fermions interacting via short-range interactions in the presence of an
external harmonic potential is exactly solvable [9]. This solution is reviewed in the Appendix.
The ground state energy of two fermions at the unitary limit in a harmonic trap is 2, in
oscillator units. In this section, we verify the state-operator correspondence by evaluating
the anomalous dimension of the composite operator ψψ using the NRCFT of Ref. [32]. We
compute the matrix element
〈0|Zψψ(µ)ψψ|~p,−~p 〉 , (41)
which is given by the Feynman diagrams in Fig. 1. The factor Zψψ(µ) is required for
composite operator renormalization. We work in the center of mass frame, where E is the
total kinetic energy and the momentum of each particle is p = |~p | = √ME. The diagrams
form a geometric series
〈0|Zψψ(µ)ψψ|~p,−~p 〉 = Zψψ(µ)
1− C0(µ)G0E(~0,~0)
, (42)
where
G0E(~0,~0) =
(µ
2
)3−d ∫ ddl
(2π)d
1
E −~l2/M
= −M
4π
(
µ−
√
−p2 + iǫ
)
. (43)
The first line of Eq. (43) is obtained after evaluating by contour integration the energy
integral in the one-loop bubble graph that is pictured in Fig. 1. Note that the one-loop
graph in the NRCFT is related to Green’s function for the free two-body Hamiltonian:
G0E(~x, ~y) = 〈~x|
1
E −H0 |~y〉
=
(µ
2
)3−d ∫ ddl
(2π)d
ei
~l·(~x−~y)
E −~l2/M
, (44)
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FIG. 1: Feynman diagrams contributing to the matrix element in Eq. (41). The black blob is the
operator ψψ.
where d is the number of spatial dimensions and the factor (µ/2)3−d is inserted to give the
correct dimensions. We use DR and the PDS scheme [31] to evaluate the integral. The
integral is linearly dependent on µ in the PDS scheme, reflecting the linear divergence, but
µ independent in the MS scheme. Keeping the linear µ dependence is critical for finding the
correct anomalous dimension for the composite operator ψψ.
The result for the matrix element is then
〈0|Zψψ(µ)ψψ|~p,−~p 〉 = Zψψ(µ)
1 + M
4π
C0(µ))(µ+ ip)
=
4π
M
(
Zψψ(µ)
C0(µ)
)
1
1/a+ ip
, (45)
where we have used Eq. (2). The matrix element is µ independent if Zψψ(µ) ∝ C0(µ) and we
can fix the constant of proportionality by demanding 〈0|Zψψ(µ)ψψ|~p,−~p 〉 = 1 for p2 = 0.4
Then
Zψψ(µ) =
M
4π
C0(µ)
a
=
1
1− µ a . (46)
The anomalous dimension of the the operator ψψ is then given by
γψψ = µ
d
dµ
lnZψψ(µ)
=
µ a
1− µ a . (47)
The effective field theory is a NRCFT when we take the limit a→ ±∞, and then γψψ = −1.
The scaling dimension of ψψ is the naive dimension, 2∆ψ = 3, plus the anomalous dimension,
γψψ = −1 so ∆ψψ = 2∆ψ + γψψ = 2, in agreement with the state-operator correspondence.
Note that one must take the logarithmic derivative with respect to µ at finite a, then take
the limit a→ ±∞. If the limit is taken prior to computing the derivative, then Zψψ(µ) = 0.
However, this is an artifact of the boundary condition that 〈0|Zψψ(µ)ψψ|~p,−~p 〉 = 1, which
is no longer possible when a = ±∞. If we start with Eq. (45), take the limit a → ±∞
we should demand that residue of the 1/p pole be a µ-independent constant and we again
obtain γψψ = −1.
4 The same normalization condition is obtained if one requires that the sum of all Feynman diagrams yields
the same result when evaluated in the minimal subtraction (MS) scheme, in which case all loop graphs
are finite and C0 = 4pia/M .
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Another way of obtaining the scaling dimension of a primary operator, O, in NRCFT is
to consider the two-point function:
GO(~x, t) = 〈0|O(~x, t)O†(~0, 0)|0〉
∝ Θ(t) t−∆O exp
(
−iNO ~x
2
t
)
, (48)
where the second line of Eq. (48) follows from scale and Galilean invariance [26]. Note we
assume NO > 0. Fourier transforming this Green’s function yields
G˜O(~p, E) =
∫
ddx dt e−iEt+i~p·~xGO(~x, t)
∝ 1
(E − p2
2NO
)d/2−∆O+1
(49)
This formulae can be used once additive renormalizations are carried out. For example, in
the noninteracting theory, for d = 3,
G˜ψψ(~p, E) = −iM
4π
(
µ−
√
−ME + p
2
4
+ iǫ
)
(50)
After removing the µ dependence using an additive renormalization, we can compare with
Eq. (49) to obtain ∆ψψ = 3, which is the correct answer for a free theory. For the interacting
theory,
G˜O(~p, E) =
M
4π
i
a2
(
1
µ− 1/a +
1
−√−ME + p2/4− iǫ+ 1/a
)
. (51)
In deriving this result we have included the factor Zψψ(µ) computed earlier. The first term
can be removed by additive renormalization or else we can remove the cutoff dependence by
taking µ→∞. Then, the second term then yields ∆ψψ = 2 when comparing with Eq. (49)
in the limit a→ ±∞.
An alternative formulation of the NRCFT employs a composite field, which in the context
of nuclear physics is called the dibaryon formalism [37]. This formalism is used most often
in three-body calculations. In the dibaryon formalism one introduces a composite field, φ
that has the same quantum numbers as ψψ and removes the four-fermion interaction using
a Hubbard-Stratonovich transformation [37]. In this formalism, Eq. (49) can be directly
compared to the dibaryon propagator (see, e.g., Eq. (3) of Ref. [37]), in the limit a→ ±∞,
r0 → 0 and again one finds ∆φ = ∆ψψ = 2
It is also interesting to see how the scaling behavior of the two-body wavefunction dictates
the anomalous dimension of the corresponding two-body operator in the field theory. This
sheds further light on the relationship between the results of Ref. [27] and Ref. [26]. The
unrenormalized sum of all graphs in Fig. 1 can be expressed quantum mechanically as
〈0|ψψ|~p,−~p 〉 =
∫
ddq
(2π)d
〈~q |1 + 1
E −H0 T |~p 〉 , (52)
where T is the transition operator that is a solution to the Lippmann-Schwinger equation,
T = V + V
1
E −H0 T , (53)
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and matrix elements of V are 〈~q |V |~p 〉 = C0. Here, we have let the number of spatial
dimensions, d, be arbitrary. It well known from nonrelativistic quantum mechanics that the
exact solution to the scattering wave equation with incoming particles with momentum ~p is
χ~p(~x) = 〈~x |1 + 1
E −H0 T |~p 〉 (54)
so we can write
〈0|ψψ|~p,−~p 〉 = χ~p(0) , (55)
so the matrix element can be interpreted as two-body wavefunction at the origin. However,
this is divergent for the interacting theory. For two fermions at the unitary limit the two-
body wavefunction, χ~p(~x), is proportional to r
2−d for small r. Inserting a complete set of
state into Eq. (52) and regulating the expression with a hard cutoff in momentum space, we
obtain
〈0|ψψ|~p,−~p 〉 = χ~p(0) =
∫ Λ ddq
(2π)d
∫
ddx e−i~q·~x χ~p(~x) . (56)
This integral is of course divergent. The degree of divergence is determined by the ~x → 0
behavior of χ~p(~x) which is independent of ~p. It is easily seen that the integral diverges like∫ Λ ddq
(2π)d
∫
ddx e−i~q·~x
1
rd−2
∼ Λd−2 . (57)
If renormalize the matrix element in Eq. (52) with a multiplicative factor of Zψψ(Λ), we must
have Zψψ(Λ) ∝ Λ2−d to get a finite answer for the matrix element. This leads to γψψ = 2−d
which gives for the scaling dimension for ∆ψψ = d + γψψ = 2, which is the correct answer
for arbitrary d.
B. Three particles
The three-body problem in the presence of an external harmonic potential with infinite
two-body scattering length was solved in Ref. [17]. For any interaction to take place two of
the three particles must be in an S-wave. Ref. [17] solved the three-body problem for arbi-
trary l, where l is the total angular momentum of the three-body system, using the method
of pseudopotentials. Since the interaction is modeled as zero-range, the three particles are
free except when the coordinates of two of the particles coincide. The wavefunction is then
a solution to the free Schro¨dinger equation subject to the boundary condition (for arbitrary
a)
lim
rij→0
ψ(~r1, ~r2, ~r3) ∝ 1
rij
− 1
a
+O(rij) (si = −sj) (58)
where rij ≡ |~ri−~rj |, si and sj are the spin quantum numbers of particle i and j, respectively,
and the limit rij → 0 is taken holding the coordinate of the third particle fixed. (For si = sj
the wavefunction must vanish as rij → 0.) In this paper, we will only consider the case of
l = 0. It would be interesting to extend the analysis to arbitrary l but that is beyond the
scope of this paper.
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First we briefly review the solution obtained in Ref. [17]. Suppose we choose the spin
states so that s1 = s3 = −s2. The three-body wavefunction is parameterized as
ψ(~r1, ~r2, ~r3) = (1− P13)ψcm(~Rcm) 1
r ρ
χ(r, ρ) , (59)
where Rcm is the center-of-mass coordinate, r = |~r1 − ~r2|, ρ = |2~r3 − ~r1 − ~r2|/
√
3, and the
operator P13 interchanges ~r1 and ~r3. The wavefunction for the center-of-mass coordinate,
ψcm(~Rcm), is a solution of the simple harmonic oscillator Hamiltonian, so Ecm = ω(2n+ l +
3/2). The function χ(r, ρ) obeys the following differential equation(
∂2
∂r2
+
∂2
∂ρ2
− M
2ω2
4
(r2 + ρ2) +M(E − Ecm)
)
χ(r, ρ) = 0 . (60)
Imposing the boundary conditions in Eq. (58), and demanding the wavefunction be finite as
ρ→ 0, one finds that
∂
∂r
χ(0, ρ) +
1
a
χ(0, ρ)− 4√
3ρ
χ
(√
3
2
ρ,
1
2
ρ
)
= 0 , χ(r, 0) = 0 . (61)
For a = ±∞, it is possible to solve the boundary condition with a factorized solution,
χ(r, ρ) = Fn(R)φn(α), where 2R
2 = r2 + ρ2, and α = arctan(r/ρ). The function φn(α) is
determined by
− ∂
2
∂α2
φn(α) = s
2
0,n φn(α) ,
φn(π/2) = 0 ,
φ′n(0) =
4√
3
φn(π/3) . (62)
while F (R) obeys the differential equation(
∂2
∂R2
+
1
R
∂
∂R
− s
2
0,n
R2
−M2ω2R2 + 2M(E − Ecm)
)
F (R) = 0 (63)
In addition we must have φn(0) 6= 0, so that the residue of the 1/r12 pole in Eq. (58) is not
equal to zero. The first two lines of Eq. (62) are solved by
φn(α) ∝ sin
[(
α− π
2
)
s0,n
]
. (64)
while the third line of Eq. (62) leads to the transcendental equation for s0,n
s0,n cos
(πs0,n
2
)
+
4√
3
sin
(πs0,n
6
)
= 0 . (65)
Note the solutions come in pairs, s0,n = ±|s0,n|. s0,n = ±2 is a solution to Eq. (65), however,
inspection of Eq. (64) shows that for s0,n = ±2 , φn(0) = 0, which will not satisfy the
boundary condition in Eq. (58). There are no other integer solutions to Eq. (65), and all
14
remaining solutions to Eq. (65) give nontrivial solutions to the three body-problem. Numer-
ical values of the five smallest values of |s0,n| are 2.16622, 5.12735, 7.11448, 8.83225, 11.06273.
The numbers s0,n determine the energy eigenvalues via Eq. (63). The solutions of Eq. (63)
are [17]
Fn(R) ∝ Rs0,n e−R2 Mω/2 L(s0,n)q (R2M ω) , (66)
where L
(s0,n)
q is a generalized Laguerre polynomial, and the energy eigenvalue is E = Ecm +
ω(s0,n + 1 + 2q). Note that for the wavefunction to be square integrable, we must have s0,n
positive in Eq. (66). The dependence on the quantum number q shows that for each s0,n
there is an infinite tower of evenly spaced states whose energies are separated by 2ω, as
expected from the SL(2, R) algebra.
At this point we would like to demonstrate the correspondence between trapped eigen-
states and zero-energy, scale-invariant eigenfunctions of the free Hamiltonian. To find these
states, we can choose the same variables, Rcm, R, and α, which were used to solve the
trapped three-body problem. The function ψcm(~Rcm) is now a solution to the free particle
Schro¨dinger equation, ψcm(~Rcm) ∝ e−i ~Pcm·~Rcm , and we should take ~Pcm = 0 to obtain a zero-
energy state. The eigenvalue equations for φn(α) are still Eq. (61), and Fn(R) obeys Eq. (63)
with ω = E = Ecm = 0. Thus, the solution for the zero-energy scale-invariant wavefunction
has Fn(R) ∝ Rs0,n and the zero-energy, scale-invariant solution to the three-body equation
is
ψν(~r1, ~r2, ~r3) ∝ (1− P13) 1
r ρ
Rs0,nφn(α)
= (1− P13)Rs0,n−2 φn(α)
sin(2α)
. (67)
Clearly, the scaling exponent for this state is ν = s0,n−2, so Eq. (28) tells us that the energy
of the ground state of the infinite tower of states is E = ω(5/2 + s0,n), in agreement with
the result obtained by direct solution of the three-body equations.
Now we would like to see how the effective field theory reproduces these results. We will
show that the effective field theory allows one to derive a bound state equation which exhibits
scaling solutions whose scaling exponents yield energy eigenvalues via the correspondence
of Ref. [27]. Then we study how the state-operator correspondence can be used directly in
three dimensions by calculating the anomalous dimension of an operator in the NRCFT and
verifying that it reproduces the known result for the lowest energy state of three trapped
particles in an S-wave.
In applications of effective field theory to three-body problems it has been found useful to
employ the dibaryon formalism discussed earlier [33]. In the present context the composite
field should be called a difermion, which we will denote φ, which has the same quantum num-
bers as ψψ. A Hubbard-Stratonovich transformation is used to trade the contact interaction
in Eq. (1) for φ†ψψ and ψ†ψ†φ couplings. Loops of ψψ contributing to the φ self-energies
are summed to all orders to obtain the φ propagator. We refer readers to Ref. [33] for details
on this procedure.
The scattering of φ and ψ proceeds via an infinite number of ladder-like diagrams. These
can be resummed using a one-dimensional integral equation, which is pictured in Fig. 2.
Double lines are φ propagators and single lines are ψ propagators. Evaluating the diagrams
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FIG. 2: Integral equation for φψ scattering.
in Fig. 2 and projecting onto the S-wave yields the half-off-shell integral equation
S(p, k) = − M
2pk
log
(
p2 + pk + k2 −ME
p2 − pk + k2 −ME
)
(68)
− 1
π
∫ ∞
0
dq
1
pq
log
(
p2 + pq + q2 −ME
p2 − pq + q2 −ME
)
q2
−1/a+√3q2/4−ME S(q, k) .
Here the momentum k is on-shell, 3k2/4 = ME + 1/a2, and the momenta p and q are off-
shell. Note that S(p, k) corresponds to the sum of ladder diagrams and does not include the
LSZ factors required to obtain the on-shell amplitude when p = k, nor is it normalized to
give the three-body scattering length for p = k = 0. Apart from these factors, the equation
obtained here for φψ scattering is identical to that obtained in Ref. [33] for three nucleons
in the J = 3/2 state of nucleons. Ref. [33] defines a half-off-shell amplitude, a(p), which
is normalized to the three-body scattering length, a3 = a(p = k). The function S(p, k) is
related to the function a(p) of Ref. [33] by
S(p, k) = −3M
8
a(p)
1/a+
√
3p2/4−ME . (69)
It is straightforward to reproduce the results of Ref. [17] using the NRCFT and the
mapping of Ref. [27]. To find a zero-energy, scale-invariant eigenstate of the free space
problem we can consider the equation for three-body bound states in the limit a→ ±∞ and
E = 0. The bound state equation is obtained from Eq. (68) by dropping the inhomogeneous
term in the integral equation. In the limit E → 0 and a → ±∞, the bound state equation
becomes
S(p, 0) = − 2
π
√
3
∫ ∞
0
dq
p
log
(
p2 + pq + q2
p2 − pq + q2
)
S(q, 0) . (70)
Then one looks for solutions of the form S(p, 0) ∝ p−s0,n−1, which is possible if s0,n satisfies
Eq. (65) [33]. The integral equation for S(p, k) is finite and does not require renormalization.
In order for the second diagram on the right hand side of the integral equation in Fig. 2 to
converge for large q, S(q, 0) must vanish as q →∞, which then leads to S(p, 0) ∝ p−|s0,n|−1.
To see how the p → ∞ behavior of S(p, 0) is related to the scaling behavior of the many-
body wavefunction, we recall the three-body position space wavefunctions can be obtained
from S(p, k) using the following transform [38]
χ(r, ρ) =
∫ ∞
0
dp S(p, k)
p sin
(√
3
4
p ρ
)
−1/a+
√
3
4
p2 −ME
e−r
√
3
4
p2−ME . (71)
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FIG. 3: Diagrams contributing to the renormalization of the operators O1.
It is straightforward to show that the function χ(r, ρ) obeys Eqs. (60,61). Eq. (60) and the
second boundary condition in Eq. (61) follow directly from the definition in Eq. (71), while
the first boundary condition in Eq. (61) can be obtained using the integral equation for
S(p, k). Taking the limit E = 0, a = ±∞, and inserting the the asymptotic solution for
S(p, 0), we find
χ(r, ρ) ∝
∫ ∞
0
dp p−s0,n−1 sin
(√
3
2
pR cosα
)
e−
√
3/2 pR sinα
∝ Rs0,n sin
[
s0,n
(
α− π
2
)]
. (72)
which is the correct form of the zero-energy, scale-invariant solution.
Finally we wish to understand the state-operator correspondence for the case of the three
trapped fermions in an S-wave. As an example, we show how the state-operator corre-
spondence can be used to calculate the lowest energy state of three harmonically trapped
fermions in an S-wave. We compute the scaling dimension of the operator
O1 = φ i
←→
∂
∂t
ψ . (73)
Operators that are a total time or space derivative are not primary, so O1 is the unique
primary operator with one time derivative. S-wave operators with two space-derivatives can
be put in the form φ∇2ψ after integration by parts, and are therefore equivalent by the
equations of motion for ψ. Therefore, in the noninteracting theory, where φ has dimension
3, O1 is the unique operator with naive dimension 13/2. Note that the lowest energy state of
three noninteracting fermions in an S-wave has energy 13/2ω, so the naive scaling dimension
is consistent with the state-operator correspondence for the free theory. We compute the
matrix element 〈0|Z1(Λ)O1|~p,−~p 〉. The diagrams that contribute to this matrix element
are pictured in Fig. 3, which shows a tree-level graph and another graph which includes
the half-off-shell amplitude S(p, k). The off-shell legs of S(p, k) are contracted with the
operator O1 to form a loop. This graph sums all loop corrections to the matrix element
〈0|Z1(Λ)O1|~p,−~p 〉. The sum of all diagrams contributing to the renormalization of O1 in
the limit E, 1/a = 0 is given by
Z1(Λ)
∫
d4p
(2π)4
i
p0 − p22M + iǫ
4π
M
−i√
Mp0 + p2/4− iǫ
2p0 iS(p, 0)
= Z1(Λ)
4√
3πM2
∫ Λ
0
dp p3 S(p, 0) . (74)
We have included the factor Z1(Λ) for composite operator renormalization. A cutoff on the
virtual loop momentum is used to regulate the loop integral. The asymptotic form of S(p, 0)
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is determined by Eq. (70), so in general we have
S(p, 0) =
∑
m
cmp
−|s0,m|−1 (75)
where the coefficients in the expansion, cm, must be determined numerically from the solution
to the full integral equation. Obviously the large p behavior is dominated by the smallest
values of m in Eq. (75). For the operator O1, the only divergent contribution comes from
the term m = 1, |s0,1| = 2.16622. All other terms in Eq. (75) give a UV finite contribution
to Eq. (74). The integral on the right hand side of Eq. (74) diverges as Λ3−|s0,1|, so
γ1 = Λ
d
dΛ
Z1(Λ) = |s0,1| − 3 . (76)
The scaling dimensions of φ and ψ are ∆φ = 2 and ∆ψ = 3/2, as discussed in the previous
section, and the time derivatives add 2 to the naive dimension of O1. Adding the anomalous
dimension, γφψ, we find the scaling dimension, ∆1 = 5/2 + |s0,1|, which, via the state-
operator correspondence, is also in agreement with the result for the lowest energy state of
three harmonically trapped fermions in an S-wave [17].
We should not consider the operator φψ. The analog of this operator in the formulation
of the theory without a difermion field would be (ψψ)ψ = ǫαβψαψβψ which is not allowed
because of Fermi statistics. A local operator which creates (or annihilates) three fermions
at a point must have derivatives acting on at least one of the fermion fields. Therefore
the operator φψ which seems allowed if φ is treated as a boson, must be excluded from
consideration when classifying local operators in the NRCFT. This can also be seen from the
state-operator correspondence for the noninteracting theory. The naive scaling dimension of
φψ is 9/2 in this case, but there is no state of three trapped fermions with energy 9/2ω. So
clearly one obtains a contradiction with the state-operator correspondence if φψ is allowed.
Note that the true ground state of three fermions at the unitary limit has l = 1. It
would be interesting to derive the transcendental equations analogous to Eq. (65) for l 6= 0
from the integral equations for scattering in higher partial waves derived in Ref. [39]. These
should give the numbers sl,n that determine the energy eigenvalues of three fermions in
higher partial waves [17]. Another problem is to determine operators that correspond to
states with energy eigenvalues E = 5/2 + |s0,n|, n ≥ 2. These come from operators with
two or more time derivatives or four or more spatial derivatives, or mixed time and space
derivatives. In the equations analogous to Eq. (74), these operators will lead to more factors
of p0 or p
2 which will make the integral more divergent. This leads to more terms in the sum
in Eq. (75) contributing to the anomalous dimension. It should be possible to find a basis
of operators in which the anomalous dimensions are given by the s0,n that are solutions to
Eq. (65).
IV. CONCLUSIONS
We have studied the problem of fermions with infinite two-body scattering length con-
fined in harmonic traps. The N -body problem can be mapped to problems involving N
fermions in the absence of an external potential. One approach is to map solutions of the
trapped problem to zero-energy, scale-invariant solutions to the Schro¨dinger equation in free
space [17]. Another approach is to relate the energy levels of N -fermion states to the scaling
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dimensions of primary operators in an NRCFT [26]. In this paper, we have shown that
these two mappings are related by an automorphism of the SL(2, R) conformal algebra of
the NRCFT. This automorphism interchanges the internal Hamiltonian of the NRCFT with
the harmonic trapping potential. This provides a simple, group theoretical way of deriving
virial theorems for trapped Fermi gases at the unitary limit. The virial theorems apply
for energy eigenstates as well as thermal ensembles and hold for both spin polarized and
unpolarized gases.
One goal of this paper was to apply the state-operator correspondence [26] directly in
the three spatial dimensions (d = 3), which is clearly the most important case. In Ref. [26],
the state-operator correspondence was combined with ǫ expansions about d = 2 and d = 4
to do perturbative calculations of the energy levels. We sought to apply the state-operator
correspondence directly in three dimensions using the NRCFT of Eq. (1). This is clearly
more difficult because analytic results are only available for two fermions. For two fermions
we showed how to use the state-operator correspondence to calculate the energy levels of
two trapped fermions at the unitary limit. For three fermions, the NRCFT gives an integral
equation for φψ scattering which can used to find the zero-energy, scale-invariant eigenfunc-
tions which can be used to find the eigenfunctions of the three trapped fermions via the
correspondence of Ref. [17]. We showed how to use the state-operator correspondence to
calculate the energy of the lowest energy S-wave three-fermion trapped state. It would be
interesting to extend application of the state-operator correspondence to all eigenstates of
the trapped three fermion problem.
Since the problems of two and three trapped fermions in the unitarity limit can be solved
using quantum mechanics and the pseudopotential boundary conditions of Eq. (58), an
important question is whether the mappings of the trapped fermion problems to free space
problems will be useful for obtaining new results. The virial theorems [27] are an example of
results that the conformal symmetry of the NRCFT can provide in the absence of an exact
solution of the quantum mechanics problem. It would be interesting if the integral equations
of the effective field theory could be used to calculate corrections to energy levels from a
finite scattering length, or obtain new results for problems with four or more fermions at
the unitary limit. It would also be interesting if SL(2, R) invariance can be used to obtain
information about correlation functions of two-point functions of primary operators in the
eigenstates of harmonically trapped fermions. For example, if SL(2, R) invariance provides
interesting constraints on correlation functions like Eqs. (48,49) with the vacuum replaced
by the ground state of N trapped fermions, one could perhaps learn something about the
low lying excitations of the ground state of a trapped gas of cold atoms at the unitary limit.
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APPENDIX A: TWO FERMION IS A HARMONIC TRAP IN EFT
In this appendix we solve the problem of two-particles interacting via short range forces in
the presence of a harmonic potential. This problem was first solved in Ref. [9] and is typically
analyzed using the method of pseudopotentials, see e.g. Refs. [10, 11, 12, 13, 14, 15, 16].
Here we solve it by evaluating the two-particle Green’s function.
Consider the Green’s function
G
(0)
Etot
(~x3, ~x4; ~x1, ~x2) = 〈~x3, ~x4| 1
Etot −H(0) |~x1, ~x2〉 , (A1)
where H(H0) corresponds to the interacting (noninteracting) Hamiltonian.
GEtot(~x3, ~x4; ~x1, ~x2) obeys the integral equation
GEtot(~x3, ~x4; ~x1, ~x2) = G
0
Etot(~x3, ~x4; ~x1, ~x2)
+C0(µ)
∫
dDy G0Etot(~x3, ~x4; ~y, ~y )GEtot(~y, ~y; ~x1, ~x2) . (A2)
This equation can be derived in quantum mechanics using a delta-function potential with
coefficient C0(µ) or from the Feynman diagrams of the field theory in Eq. (1) in position
space. It is helpful to go to center of mass coordinates
~x1,2 = ~R± 1
2
~r ~x3,4 = ~R
′ ± 1
2
~r ′ , (A3)
because the Hamiltonian factorizes in these coordinates. The noninteracting Green’s func-
tion is given by
G0Etot(~x3, ~x4; ~x1, ~x2) =
∑
~n,~m
ψ~m(~R
′)φ0~n(~r
′)ψ~m(~R )φ
0
~n(~r )
Etot −E(~n)−E(~m) . (A4)
Here ~n = (nx, ny, nz) and ~m = (mx, my, mz). The ψ~m(~R) are eigenfunctions of the HCM with
energy E(~m), and φ0~n(
~R) are eigenfunctions of the noninteracting Hrel with energy E(~m).
The interacting Green’s function G0Etot has the same form as GEtot with φ
0
~n(
~R) replaced by
eigenfunctions of Hrel, φ~n(~R). Since Hcm is the same in either case, the ψ~m(~R) are common
to G0Etot(~x3, ~x4; ~x1, ~x2) and GEtot(~x3, ~x4; ~x1, ~x2), we can project onto an energy eigenstate of
HCM. Defining
G
(0)
E (~r
′, ~r ) ≡
∫
dd ~R dd ~R ′ ψ~m(~R )ψ~m(~R
′)G
(0)
Etot
(~x3, ~x4; ~x1, ~x2) , (A5)
where E = Etot−E(~m) and E(~m) is an eigenvalue of Hcm, we find that GE(~r ′, ~r) obeys the
equation
GE(~r
′, ~r ) = G0E(~r
′, ~r ) + C0(µ)G
0
E(~r
′,~0)GE(~0, ~r ) . (A6)
The notation is similar to that used in Eq. (44), however here H0 is the simple harmonic
oscillator Hamiltonian. Setting ~r ′ = ~0 we obtain
GE(~0, ~r ) =
G0E(~0, ~r)
1− C0(µ)G0E(~0,~0)
. (A7)
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The poles of this expression are solutions to
1
C0(µ)
−G0E(~0,~0) = 0 , (A8)
where G0E(~0,~0 ) is the Green’s function for the simple harmonic oscillator, and is given by
G0E(~0,~0 ) = −
∫ ∞
0
dt 〈~0|e(E−H0)t|~0 〉
=
∫ ∞
0
dt eEt
(
Mω
4π sinh(ωt)
)d/2
. (A9)
A transcendental equation similar to Eq. (A8) but with a different regulator was obtained
in Ref. [40]. This integral is evaluated for negative E −E0, where E0 is the ground state of
the oscillator, using dimensional regularization:∫ ∞
0
dt
e−at
(sinh t)d/2
= 2d/2−1
∫ 1
0
du ua/2+d/4−1 (1− u)−d/2
= 2d/2−1
Γ[1− d
2
]Γ[a
2
+ d
4
]
Γ[1− d
4
+ a
2
]
. (A10)
Analytically continuing the integral from negative to positive E we find, for arbitrary d,
G0E(~0,~0 ) = −
(
M
4π
)d/2
(2ω)d/2−1
Γ[1− d
2
]Γ[− E
2ω
+ d
4
]
Γ[1− d
4
− E
2ω
]
.
(A11)
Just like the G0E(~0,~0 ) in the absence of the oscillator potential, this integral is linear diver-
gent, but finite if evaluated using dimensional regularization. The integral is defined exactly
as in the free space theory, multiplying the integral by (µ/2)3−d and subtracting the pole at
d = 2. We find
G0E(~0,~0 ) =
M
4π
(
−µ+
√
2Mω
Γ[3
4
− E
2ω
]
Γ[1
4
− E
2ω
]
)
. (A12)
Therefore we find the poles of the Green’s function are located at,
0 =
1
C0(µ)
−G0E(~0,~0)
=
M
4π
(
1
a
−
√
2Mω
Γ[3
4
− E
2ω
]
Γ[1
4
− E
2ω
]
)
, (A13)
which is the transcendental equation first derived in Ref. [9]. This result is easily generalized
to include effective range corrections. Effective range corrections and higher order terms in
the effective range expansion can be incorporated using higher dimension operators with
derivatives. We can choose a basis where each higher dimension operator contributes a
21
factor of C2n(ME)
n to the tree level scattering amplitude, see Ref. [41] for more details.
The scattering amplitude is in the absence of an external potential is
A = −1
(
∑
n C2n(µ)(ME)
n)−1 + M
4π
(µ+ ip)
=
4π
M
1
p cot δ(E)− ip (A14)
Including the higher derivative operators in the Eq. (A6) for the Green’s function, one finds
the the formula in Eq. (A13) becomes
0 =
1∑
nC2n(µ)(ME)
n
−G0E(~0,~0 )
=
M
4π
(
−p cot δ(E)−
√
2mω
Γ[3
4
− E
2ω
]
Γ[1
4
− E
2ω
]
)
, (A15)
In Ref. [10] it was pointed out that Eq. (A13) receives significant corrections when a
√
2Mω =
a/aosc ≥ 1. Later, it was shown [11, 12, 13] showed that reliable results could be obtained
by making the substitution
1
a
→ −p cot δ(E) . (A16)
This substitution was called the “effective-scattering length model”, which we see here can
be derived in a straightforward way using effective field theory.
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