Abstract. To detect hard-to-find concurrency bugs, current tools systematically explore all possible interleavings of the transitions in a program. Unfortunately, concurrent programs have a large number of possible interleavings due to nondeterminism. Speeding up such tools requires pruning the state space explored. Partial-order reduction (POR) techniques can substantially prune the number of explored interleavings. These techniques require defining a dependency relation on transitions in the program, and exploit independency among certain transitions to prune the state space. We observe that actor systems, a prevalent class of programs where computation entities communicate by exchanging messages, exhibit a dependency relation among co-enabled transitions with an interesting property: transitivity. This paper introduces a novel dynamic POR technique, TransDPOR, that exploits the transitivity of the dependency relation in actor systems. Empirical results show that leveraging transitivity speeds up exploration by up to two orders of magnitude compared to existing POR techniques.
Introduction
Concurrent programs are becoming increasingly important as multicore and networked computing systems become the norm. A model of concurrent programming that has been gaining popularity is the actor model [1] . The actor model is used in many systems such as ActorFoundry, Asynchronous Agents, Charm++, E, Erlang, and Scala. 4 . Actor programs consist of computing entities called actors (each with its own local state and thread of control) that communicate by exchanging messages asynchronously. At each step in the computation [2] , an actor from the system is scheduled for processing one of its pending messages, which assuming that the processing terminates, transitions the system between configurations. Each configuration consists of the local state of the actors and a set of pending messages. In response to receiving a message, an actor can update its local state, send messages, or create new actors.
Concurrent systems, such as actor systems, present a significant challenge for the testing and verification community. Such systems can exhibit exponentially many different interleavings of concurrent transitions, e.g., an actor program can have exponentially many interleavings of messages. The nondeterminism in actor systems stems from the fact that multiple messages sent to the same actor may be processed in different orders, thus resulting in different configurations, and only some specific interleavings/configurations can reveal bugs.
A naïve exploration that would explore all the interleavings to reach all possible system configurations does not scale. Partial-order reduction (POR) techniques [5, 6, 8, 9, 11, 20, 22, [24] [25] [26] [27] 29] can be applied to help mitigate the resulting state-space explosion by exploring a representative subset of all possible interleavings. POR techniques have been widely used for testing and verification of concurrent protocols and software, including in tools such as SPIN [13] , VeriSoft [8] , and Java PathFinder [28] .
To prune state-space exploration, POR techniques explore a subset of the set of enabled transitions in each configuration. This subset should be selected such that by exploring only the transitions in the subset, all the properties of interest are guaranteed to be preserved. For example, in one of the popular POR techniques, this subset is defined as a persistent set [9] . POR techniques require the definition of a dependency relation between transitions in the system and then exploit the independency between certain transitions to compute this subset. A valid dependency relation is a reflexive and symmetric (but not necessarily transitive) binary relation on the transitions.
Traditionally, dependencies among transitions, such as in persistent sets [9] of Godefroid, were computed via static analysis. Recently, Flanagan and Godefroid introduced a POR algorithm, called dynamic POR (DPOR) , that relies on dynamic analysis for computing dependencies [6] . More precisely, this algorithm maintains for each configuration a backtrack set and updates the backtrack sets during the execution of a test program. Flanagan and Godefroid proved that the computed backtrack sets are persistent sets [6] . They show that DPOR can significantly improve on POR techniques based on static analysis by computing smaller persistent sets. Note that DPOR is stateless, i.e., it does not store states/configurations across different executions.
In this paper, we leverage the fact that actors do not share their states, and we define a dependency relation between the transitions which is transitive for the transitions enabled in the same configuration (called co-enabled transitions). We present a new stateless dynamic POR algorithm, called TransDPOR, which extends DPOR to take advantage of the transitive dependency relations in actor systems. We prove that TransDPOR in some cases explores fewer configurations/transitions than DPOR, but never explores more. We also prove that TransDPOR is complete like DPOR, i.e., when the state space is acyclic, Trans-DPOR can reach every deadlock or local safety violation in the system.
We implemented TransDPOR in Basset [17] , a tool for the systematic testing of actor programs written in the Scala programming language [12] or the ActorFoundry library for Java [21] . Our TransDPOR code is publicly available with Basset at http://mir.cs.illinois.edu/basset. We compare TransD-POR and DPOR (we previously adapted the original DPOR algorithm to work for actor systems [18] ) on eight programs without bugs and three programs with bugs. The experimental results show that TransDPOR reduces the number of transitions executed during state space exploration by 2.39x on average and up to 163.80x over DPOR. When we combine TransDPOR and DPOR with sleep sets (a traditional POR technique) [7] , we find that TransDPOR can find bugs up to 2.56x faster than DPOR.
Illustrative Example
To illustrate how TransDPOR works, we use the simple actor program shown in Figure 1 . It has four actors: one master (which is the entry point of the program), one registry server, and two workers. The registry keeps track of the actors registered in the system. The master first registers itself by sending its ID to the registry. It then creates two workers and sends them each a message with the registry's ID. After receiving the message, each worker sends its ID to the registry. In the comments for send statements, we labeled each of the five messages: worker1 and worker2 receive messages w 1 and w 2 respectively, and the registry eventually receives three messages-r 0 , r 1 , and r 2 . In this example, the nondeterminism is the order in which the registry receives these three messages and thus assigns the values for its three local variables. For example, the program could have a bug if it assumes that r 0 is received before r 1 and r 2 .
We observe that without any assumption one would have to explore up to 5! permutations of the messages exchanged between actors. We will see that this number reduces considerably by using DPOR algorithms that consider a basic property in the actor model. In the actor model, actors have no shared states but only communicate by exchanging messages. Since processing a message in one actor cannot change the states of other actors, only the transitions that process the messages sent to the same actor are dependent. Hence, when exploring actor systems, to reach all local safety violations and deadlocks, it suffices to explore different interleavings of processing messages in each actor, i.e., it is not necessary to explore interleavings of processing messages across different actors. For example, if m a and m b respectively stand for processing message m a in actor a and message m b in actor b, it suffices to explore only one of interleavings m a .m b or m b .m a . Figure 1 shows the state spaces that DPOR and TransDPOR explore for our example program. Each node represents a configuration, and each edge shows a transition labeled with the message being processed. Let us first focus on DPOR. Specifically, this algorithm first executes an actor program to obtain an execution path and for each configuration keeps a backtrack set of all messages to be explored from that configuration. These sets start empty but grow as DPOR discovers dependencies among transitions. In our example, DPOR first executes the path r 0 .w 1 .w 2 .r 1 .r 2 . Then, the algorithm observes that r 1 and r 2 are sent to the same registry actor, which makes them dependent. DPOR thus adds r 2 to the backtrack set of configuration 3. Moreover, because r 1 and r 2 are dependent with r 0 but not enabled in the initial configuration, DPOR adds the messages that can produce r 1 and r 2 -namely, w 1 and w 2 -to the backtrack set of the configuration 0 so that different interleavings of those messages with r 0 can be explored. After the first path, DPOR backtracks in a depth-first manner to configuration 3 and executes r 0 .w 1 .w 2 .r 2 .r 1 . It then backtracks to configuration 0 and explores w 1 and w 2 from that configuration. Observe that some redundant paths such as r 0 .w 2 .w 1 .r 2 .r 1 have been removed from the exploration. In the end, DPOR explores 24 paths. Recall that DPOR is stateless, i.e., it does not store the history of previous explored paths and every time it backtracks to a configuration it chooses a message from backtrack set and runs the program nondeterministically.
While the above pruning is already an improvement over full exploration, it does not fully exploit the semantics of the actor model. More precisely, one can observe that adding w 1 to the backtrack set of the initial configuration would be enough to explore all possible permutations of the messages processed in each actor, i.e., all paths of the subtree that starts with w 2 are redundant. Intuitively this is because only registry can receive more than one message and different permutations of the three messages sent to the registry have been explored in the previous paths. The same holds for the backtrack set of configuration 8 where the subtree that starts with r 1 is redundant.
Our new POR algorithm TransDPOR detects these redundant paths and as a result explores only 10 paths in this example (those not included in dotted boxes in Figure 1 ). The main idea in TransDPOR is to add (at most) one new message to the backtrack set for a configuration. After the newly added message is explored, only if it is necessary TransDPOR adds more messages to the backtrack set. TransDPOR implements this idea by attaching a boolean flag, freeze flag, to each configuration. It only adds a message to the backtrack set of a particular configuration if the freeze flag of that configuration is not set. While initially this flag is not set in any configuration, TransDPOR sets this flag when it adds a message to the backtrack set of a configuration. It resets the flag when it backtracks to a configuration and explores a new message from that configuration.
In the example, when TransDPOR adds w 1 to the backtrack set of configuration 0, it sets the freeze flag and that prevents the addition of w 2 to the backtrack set of configuration 0. The same situation happens for the backtrack set of configuration 8. That leads to smaller backtrack sets than DPOR for the two configurations 0 and 8. This reduction is allowed due to the transitivity of the dependency relation between the transitions that may be co-enabled in a configuration, and we show that this reduction does not miss any bug that DPOR can find. An example of adding all messages can be seen in configuration 15 (all three messages r 0 , r 1 , and r 2 are added to the backtrack set of the configuration). In this configuration, after exploring r 0 , both r 1 and r 2 are dependent with r 0 , but TransDPOR only adds r 1 to the backtrack set of configuration 15. The freeze flag prevents the addition of r 2 to the backtrack set at the same time. Due to the transitivity of the dependency relation, r 1 and r 2 are also dependent. Thus, after exploring r 1 from configuration 15, the freeze flag is reset and r 2 is added to the backtrack set of configuration 15. The algorithm will end up adding all three messages r 0 , r 1 , and r 2 to the backtrack set of configuration 15 and will not miss any permutation of these three messages.
Actor Semantics
While the above example relied on an intuitive understanding of actors, we now define the semantics of actor programs precisely. Formally, we view actor programs as state-transition systems. A (global) state of an actor program, termed a configuration, in notation κ = α, µ , consists of a map α : A → L, where A are actor identifiers and L are possible local states, and a set of pending messages µ ⊆ M, where M is the set of all possible messages in the system. We use K to denote the set of all configurations in a system and pending(κ) to denote the set of pending messages for κ ∈ K. Each message is a tuple of receiver actor, content, and unique message identifier. Conceptually, the messages in µ can be partitioned according to their receiver actor, i.e., µ is a union of disjoint message sets, one for every actor in the system. At each step in execution, an actor processes a message from its message set: the actor removes the message from its set and potentially updates its local state, sends messages to other actors or itself, and creates new actors. The processing can be viewed as a single, atomic macro-step [2] because actors do not share state [14] . The actor model allows constraints that enable or disable processing of some message by an actor depending on its local state. Formally, for an actor a, its constraint c a ⊆ L × M is a predicate on the local state of the actor and the set of messages.
Definition 1
The transition t m for a message m is a partial function t m : K K. For a given α, µ ∈ K, let the receiver of m be actor a with the local state s and constraint c a ; the transition t m is enabled if t m ( α, µ ) is defined (i.e., α(a) = s and m ∈ µ) and s, m ∈ c a . If t m is enabled, it can be executed and produces a new configuration, updating the local state of the actor from s to s , sending messages out s (t m ), and creating new actors with their initial local state new s (t m ):
We denote msg(t m ) = m and actor(t m ) = a. We denote with out(t m ) and new(t m ) the sets of all new messages and actors, respectively, that the transition t m can create for any local state s. Observe that as is usual in actor semantics, we assume that the behavior of an actor in response to a message is deterministic. Moreover, we assume that all transitions terminate-this is a standard assumption in testing programs. Thus, the execution of a transition t in a configuration κ leads to a unique successor κ (up to the choice of fresh identifiers for new actors and messages).
Definitions for Partial-Order Reduction
We introduce several terms and definitions required for presenting our TransD-POR algorithm, following the DPOR presentation style of Flanagan and Godefroid [6] . Then we present an important property of the actor model that will be used to improve DPOR. Let τ be the set of all transitions in the system and τ * be the set of all transition sequences. We write κ ω ⇒ κ to denote that the execution of finite sequence ω ∈ τ * leads from κ to κ . A configuration in which no transition is enabled is called a deadlock or terminating configuration. A transition sequence S of an actor system is a (finite) sequence of transitions t 1 .t 2 . . . t n where there exist configurations κ 0 , . . . , κ n such that κ 0 is the initial configuration and κ 0
A transition sequence that ends in a deadlock or terminating configuration is called an execution path of the system.
We define an actor system as a transition system A G = K, ∆, κ 0 , where ∆ = { κ, κ | ∃t ∈ τ : κ t → κ } and κ 0 is the initial configuration. We first recap the general definition for a valid dependency relation between transitions [6] , then we show how to adapt it to the actor model. Definition 2 Let t 1 and t 2 be two transitions of an actor system. We say that t 1 and t 2 are independent if for all configurations κ in the state space A G of the system: -if t 1 is enabled in κ and κ t1 → κ , then t 2 is enabled in κ iff t 2 is enabled in κ (i.e., independent transitions cannot disable or enable each other); and -if t 1 and t 2 are enabled in κ, there is a unique configuration κ such that κ t1,t2
⇒ κ and κ t2,t1
⇒ κ (i.e., enabled independent transitions must commute).
The reflexive and symmetric binary relation D is a valid dependency relation on τ iff D = {(t 1 , t 2 )|t 1 , t 2 are not independent transitions}. The pair of transitions (t 1 , t 2 ) are said to be dependent iff they belong to a valid dependency relation.
We observe that for actor programs, a transition t m cannot be enabled until the receiver actor for m is created and the message m is sent (m becomes pending). Second, once a message m is sent to an actor a, only transitions of the actor a can enable or disable the transition t m that processes the message m. In other words, the constraint c a does not depend on the global state but only on the local state of a and the message m. Therefore, we can easily show that two transitions t 1 and t 2 are independent if actor(t 1 ) = actor(t 2 ), msg(t 1 ) ∈ out(t 2 ), and actor(t 1 ) ∈ new(t 2 ). Based on these observations, we can cast Definition 2 in the actor programs setting to obtain the following proposition.
Proposition 1. Two transitions t 1 , t 2 ∈ τ are dependent iff one of the following conditions holds:
Based on Proposition 1, one can extract an important property of our model, which will be used to improve over DPOR. We say that two transitions t 1 and t 2 may be co-enabled if there may exist some configuration in which both t 1 and t 2 are enabled. For a shorthand, we introduce a binary relation on transitions called race relation; we say that a pair of transitions t 1 , t 2 are in race if they are dependent and may be co-enabled. A key observation is that if t 1 , t 2 are in race, then actor(t 1 ) = actor(t 2 ). Indeed, while our definition of dependency allows two other cases (msg(t 1 ) ∈ out(t 2 ) or actor(t 1 ) ∈ new(t 2 )), the transitions that satisfy those two other cases can never be co-enabled (because those cases require that the message or actor for t 1 be created after the execution of t 2 ). As a result, the following proposition holds.
Proposition 2. The race relation is reflexive, symmetric, and transitive.
Given a transition sequence, two adjacent transitions that are independent can be permuted without changing the behavior of the transition sequence. To formalize the set of equivalent transition sequences, we recap the happens-before relation presented in [6] .
Definition 3
The happens-before relation → S for a transition sequence S = t 1 . . . t n is the smallest relation on {1, . . . , n} such that (1) if i ≤ j and t i is dependent with t j , then i → S j; and (2) → S is transitively closed.
Since happens-before relation is a partial order [6] , we introduce the following equivalence relation: Definition 4 Two transition sequences S 1 and S 2 are equivalent iff they have the same set of transitions, and they are linearizations of the same happens-before relation.
We use [S] to denote the set of transition sequences that are equivalent to S.
TransDPOR: A New DPOR Algorithm
Figure 2 presents our TransDPOR algorithm, which explores the state space of an actor system dynamically in a depth-first manner. The underlined parts are the differences between TransDPOR and the original DPOR [6] adapted for actors. The input to the algorithm is a transition sequence S (Line 1). Notationwise, for a sequence S = t 1 . . . t n : dom(S) is the set {1, . . . , n}; S i for i ∈ dom(S) is transition t i ; pre(S, i) for i ∈ dom(S) is the configuration in which t i is executed; and last(S) is the configuration reached after executing S. We denote with next(κ, m) the transition that processes message m in the configuration κ. Following [6] , we also use a variant of the happens-before relation to determine if some messages are sent as the result of executing other transitions:
Definition 5 In a transition sequence S, the relation i→ S m holds for i ∈ dom(S) and message m iff either (1) m ∈ out(S i ) or (2) ∃j ∈ dom(S) such that i → S j and m ∈ out(S j ).
Like DPOR, TransDPOR maintains a backtrack set backtrack(κ), which keeps the messages to be explored from each configuration κ in the input sequence S. The main difference is that, in addition, TransDPOR also uses a boolean flag freeze(κ). As explained in Section 2, this flag can prevent adding some messages to backtrack(κ), and hence it reduces the size of backtrack(κ). As we shall see, because of the transitivity of the race relation, TransDPOR can use this flag to improve over DPOR.
TransDPOR starts by finding the current configuration κ for the input sequence S (Line 2). For every message m in pending(κ) (Line 3), it considers the transition next(κ, m) for processing that message. It finds the last transition i in the sequence S which is in the race with next(κ, m), i.e., actor(S i ) = actor(next(κ, m)) and i → S m. If the freeze flag is set in pre(S, i), the algorithm 0 : Initially: Explore(∅);
let κ = last(S); 3 :
for all messages m ∈ pending(κ) { 4 :
if ∃i = max({i ∈ dom(S) | Si is dependent and may be co-enabled with next(κ, m) and i → S m}) { 4 :
if (¬freeze(pre(S , i))) { 5 :
let E = {m ∈ enabled(pre(S, i)) | m = m or ∃j ∈ dom(S) | j > i and m = msg(Sj ) and j → S m and j = min({j ∈ dom(S) | j > i and j → S m})}; 6 :
if (E \ backtrack(pre(S, i)) = φ) { add any m ∈ E to backtrack(pre(S, i)); freeze(pre(S , i)) := true; } 7 :
/* else add all m in enabled(pre(S, i)) to backtrack(pre(S, i)) */; 7 : } 8 :
} 10 :
if (∃m ∈ enabled(κ)) { 11 :
backtrack(κ) := {m}; 12 :
let done = ∅; 13 :
while (∃m ∈ (backtrack(κ) \ done)) { 14 :
add m to done; 14 :
freeze(κ) := f alse;
:
Explore(S.next(κ, m)); 16 : does not update the backtrack set for pre(S, i) (Line 4 ); this line does not exist in DPOR and is a major difference between TransDPOR and DPOR. Effectively, this step prevents additional messages in backtrack(pre(S, i)) until the previously added message is explored by the algorithm. Due to the transitivity of our race relation, we prove that the messages not added right away are added later if necessary to explore them from κ. However, as TransDPOR does not add them right away, it may terminate faster than DPOR. If freeze(pre(S , i )) is not set, the algorithm next finds the message that should be added to backtrack(pre(S, i)) by computing the set E (Line 5) from the messages whose transitions are enabled in pre(S, i). If m is enabled in pre(S, i) it is added to E (m = m); otherwise a message m is added to E if its transition is the first transition after S i that happens before m (in this case, m is produced as a result of executing other transitions after S i ). Note that our approach for computing E differs from DPOR in that it finds the minimum index j > i such that j happens before m, while DPOR finds all j > i such that j happens before m. As a result of this change, E in our case has at most one element. After computing E, if it contains a message that is not already in backtrack(pre(S, i)), the message is added to backtrack(pre(S, i)), and the freeze flag is set (Line 6). In DPOR, if E is not empty, it can have more than one message, and the algorithm nondeterministically chooses one message to add to backtrack(pre(S, i)) (hence "add any"). If E is empty, then m is in pending(pre(S, i)) but t m is not enabled in pre(S, i). Intuitively, because of the transitivity of race relation, every enabled message in pre(S, i) that can enable t m would be in race with S i (all of them belong to the same actor) and would be added to backtrack(pre(S, i)) either in the next iteration of the f or loop or in the recursive calls to Explore. Therefore, TransDPOR does not add anything to backtrack(pre(S, i)) at this point (Line 7 is effectively deleted). In contrast, in DPOR, if E is empty, the algorithm adds all messages from E to backtrack(pre(S, i)).
After Lines 3-9 update the backtrack set of configurations seen previously in the sequence S, Lines 10-17 process the messages from the current configuration κ. The algorithm nondeterministically chooses an enabled message from κ (Line 10) to initialize backtrack(κ) (Line 11). It then processes all messages from the backtrack set that have not been explored before (Line 13). Every time the algorithm backtracks to κ and explores a new message, it adds that message to the done set and resets the freeze flag (Line 14 ). The algorithm finally recursively calls itself with the transition sequence extended with the next(κ, m).
In our example in Section 2, once TransDPOR adds w 1 to backtrack(κ 0 ), it sets freeze(κ 0 ), which prevents from adding w 2 to backtrack(κ 0 ). After the algorithm explores w 1 from κ 0 , it resets freeze(κ 0 ), but because none of the messages in paths that start with w 1 from κ 0 is in the race with w 1 , no message is added to the backtrack(κ 0 ) (w 2 is not added). Similarly, in κ 8 , adding w 2 to backtrack(κ 8 ) prevents from adding r 1 . After exploring w 2 from κ 8 , because none of the messages r 0 , r 1 , and r 2 are in the race with w 2 , no message is added to backtrack(κ 8 ) (r 1 is not added). On the other hand, consider κ 15 . After exploring r 0 , both r 1 and r 2 are in the race with r 0 . Because of the freeze flag, the algorithm only adds r 1 to backtrack(κ 15 ). After exploring r 1 from κ 15 , because of transitivity of race relation, r 2 is also in the race with r 1 and it is eventually added to backtrack(κ 15 ).
When the loop terminates, the exploration from κ is finished, and the algorithm backtracks to the previous configuration. Note that the algorithm is stateless, i.e., it does not store states/configurations across different execution paths. However, it may store configurations for the current path on a stack, depending on the implementation strategy.
It is trivial to show that TransDPOR never explores more execution paths than DPOR. As a result of the changes that we have made in Lines 4 and 7 of the algorithm, in each call to Explore(S), we add either fewer or the same number of messages to the backtrack set of each configuration κ.
Theorem 1 states that by starting from a fix initial configuration if A G is acyclic, TransDPOR will explore at least one execution path from each set of equivalent execution paths in A G , i.e., it can detect any deadlock and local safety violation in the program [8] .
Theorem 1. In a program P, by starting from an initial configuration, let A G be the acyclic state-space graph and A R be the reduced state space explored by TransDPOR. If Ω G and Ω R denote the set of execution paths of P in A G and A R respectively, then ∀ω ∈ Ω G , ∃ω ∈ Ω R such that ω ∈ [ω].
To compare TransDPOR and DPOR, we implemented TransDPOR in the Basset tool [17] . Basset provides an extensible environment for testing Java-based actor programs written in the Scala Actors library [12] or ActorFoundry [21] . We use vector clocks [16] to track the happens-before relation at runtime as shown in [24] .
We use eight different subject programs in our evaluation. Each actor program was either originally implemented in ActorFoundry or ported to it for this evaluation. fibonacci computes the n th element in the Fibonacci sequence. In this case, we show the result for n = 5. quicksort is a distributed sorting implementation using a standard divide-and-conquer strategy to carry out the computation. pi is a porting of a publicly available [23] MPI example, which computes an approximation of π by distributing the task among a set of worker actors. The results shown here are for a configuration with five worker actors. pipesort is a modified version of the sorting algorithm used in the dCUTE study [24] . chameneos is an implementation of the chameneos-redux benchmark from the Great Language Shootout (http://shootout.alioth.debian.org). leader is an implementation of a leader election algorithm previously used in the dCUTE study [24] . shortpath is an implementation of the Chandy-Misra shortest path algorithm [4] . This subject appears twice in the results: once for a graph with 4 nodes (shortpath4) and once for a graph with 5 nodes (shortpath5), where the two graphs are dissimilar. regsim is a server registration simulation. The numbers with the name of subjects, if available, represent the values of program parameters. We performed all experiments using Sun's JVM 1.6.0 20-b02 on a 2.93GHz Intel Core(TM)i7 running Ubuntu release 10.04.
Our recent work [18] shows that the effectiveness of DPOR techniques is highly sensitive to the order in which messages are explored. However, one cannot easily determine before the exploration which order will work the best. For that reason, we present results for three ordering heuristics, ECA, LCA, and FIFO. FIFO sorts the messages based on the time they are sent in the ascending order. ECA sorts messages according to the creation time of the receiving actor in ascending order; messages for the earliest created actor are considered first. LCA is similar to ECA but sorts the actors in descending order of their creation time.
To illustrate the speedup that can be achieved using TransDPOR, we performed a set of nine experiments which compare explorations performed using DPOR with explorations performed using TransDPOR. Table 1 shows the results for these experiments. For each subject and DPOR technique, we show the number of paths executed in their entirety while exploring the specified subjects, the total number of transitions executed (across all execution paths), the total exploration time in seconds, and memory usage in MB. Since the length of paths might be different in a program, and the time is dependent on the platform and noise in the system, we focus on the number of explored transitions as the primary metric for comparison.
The experiments suggest that TransDPOR can explore up to over two orders of magnitude fewer transitions than DPOR. In all the experiments TransDPOR has a speedup for at least one heuristic, and it is never the case that the use of TransDPOR results in more executed transitions than DPOR. Although the speedup in transitions executed can at times be small (e.g., only 1.24x or less for leader), it can be also quite significant. For chameneos, the speedup is over 11x, and for regsim, it is over 163x. The regsim experiment using DPOR did not complete in 4 hours for either FIFO or ECA. Combining with Sleep Sets: Sleep sets is a POR technique based on the history of exploration [7] . Specifically, sleep sets record the transitions that have already been explored from a particular configuration, and avoid exploring them in successor configurations until some condition is met. Sleep sets can further prune the number of transitions and configurations that are explored [8] . In the case where the state space is acyclic (which is the assumption in this paper), sleep sets can be combined with dynamic POR in exactly the same way as static POR [6] . We implemented a variant of TransDPOR that is combined with sleep sets and compared it with the combination of DPOR with sleep sets.
In addition to the eight programs used in our initial experiment, we added three more programs. These programs have such a large state space that the exploration times out without sleep sets. diningphil is an implementation of the dining philosopher protocol in ActorFoundry. minesweeper is a simulation of the minesweeper game written using the Scala Actors library. le-erlang is an implementation of a fault-tolerant leader election algorithm for Erlang that had been running on Ericsson switches. Some bugs were found in the program by Arts et al. [3] in in the presence of node failures. We re-implemented the buggy program in ActorFoundry in order to test it using our tool. The results are presented in Table 2 . For le-erlang, our tool was able to find all the previously known bugs in the algorithm (in the presence of node failures). We also tested the algorithm for four processes and without a failure-recovery scenario. To our surprise, our tool detected a new bug, which allows the program to reach a state in which no leader is elected. We contacted the developers and they confirmed the new bug.
The combination with sleep sets reduces the improvement as sleep sets already prune many redundant transitions; however TransDPOR is always equal to or better than DPOR in terms of paths and transitions. For seven experiments, TransDPOR provides the speedup of over 1.20x for at least one heuristic. Note that it is not obvious from the program what may be a good heuristic, and the results table suggests the same. For example, ECA is the best heuristic for le-erlang, and FIFO is the best for minesweeper. Moreover, different components of a single application, such as the regsim-2-level, may have different good heuristics for exploration.
Overall, the results suggest that our algorithm combined with sleep sets outperforms the combination of DPOR and sleep sets. We achieved speedup as high as 2x for the regsim benchmark as shown in Table 2 . TransDPOR is also very efficient when exploring programs with bugs. We consistently find the bug faster than DPOR. Even in the presence of sleep sets, we were able to find the bugs up to 2.56x faster than DPOR.
Related Work
One of the earliest POR approaches is based on computing persistent (or stubborn) sets [8, 9, 27] and the related technique of ample sets [22] . Persistent sets can be computed statically or dynamically. Using static analysis for computing persistent sets [8] suffers from conservative approximation, resulting in coarse persistent sets. Therefore, dynamic POR (DPOR) techniques [6] , which compute the persistent sets on the fly, have been proposed to yield more accurate persistent sets. Another variation of persistent (or stubborn) is weak persistent sets [9, 27] , which can generate smaller sets and lead to better reduction. This reduction needs additional knowledge about the transitions that enable and disable each other, which may not be easy to compute during the exploration.
Sen and Agha proposed a DPOR technique for testing multi-threaded programs [25] , as well as for testing distributed message-passing programs [24] . Both papers present an operational definition of the set of transitions to be explored from a state, and the presented algorithms are conceptually similar to that in [6] . Kastenberg and Rensink proposed a new DPOR which is based on probe sets for handling dynamic creation and destroying of processes and objects [15] . Probe sets relies on abstract enabling and disabling relations among actions, rather than associated sets of concurrent processes. The authors show that their technique leads to a better reduction in comparison to persistent sets.
Recently a new partial-order reduction technique called cartesian POR was proposed, which is based on cartesian semantics [11] and stateful exploration. The authors provide an operational definition, and present a dynamic algorithm that overcomes the acyclic state space restriction in stateless approaches. The technique is shown to improve over optimal persistent sets for some examples. The cartesian approach trades space for time since the approach requires storing program states precisely.
Lei and Carver [19] propose a technique that explores only one interleaving from each partial order. However their technique assumes FIFO channels and requires a non-trivial amount of memory for storing interleavings that are yet to be explored. Message Passing Interface (MPI) [10] is a popular environment for writing message-passing programs. MPI programs are more constrained than actor programs. Specifically, MPI processes assume FIFO channels and usually have matched sends and receives. Vakkalanka et al. [26] proposed a stateless DPOR technique for MPI programs, called POE, which exploits these constraints. POE can produce only one interleaving for large MPI programs that do not have an MPI wild-card receive.
Conclusions and Future Work
We have proposed a new stateless DPOR technique called TransDPOR for message-passing (actor) systems. We exploited the transitivity of the dependency relation between co-enabled transitions in these systems to achieve faster exploration than the existing DPOR based on persistent sets. Experimental results suggest that TransDPOR can substantially reduce the number of transitions executed during state space exploration by up to 163.80x compared to DPOR, and it can detect bugs up to 2.56x faster than DPOR. Our TransDPOR code is available with Basset at http://mir.cs.illinois.edu/basset.
Although we applied our algorithm for message-passing systems, we believe that the technique discussed in this paper can be adapted for shared-memory multi-threaded programs if the dependency relation between the co-enabled transition is defined to be transitive. However, the detailed discussion in this regard is outside the scope of this paper. We also plan to explore the possibility of combining our algorithm with stateful exploration.
