The present paper is concerned with a Cauchy problem for a semilinear heat equation
Introduction
This paper is concerned with blowup phenomena of solutions to the Cauchy problem for the semilinear heat equation for any τ, t with 0 τ < t < T and φ ∈ C 2 ([0, T ) × R N ) with φ(s) compactly supported for all s ∈ [0, T ). In the case of T = +∞, it is said to be a global L 1 -solution of (1.1). When u blows up at t = T , the blowup is called complete if u cannot be extended as an L 1 -solution beyond T , and incomplete otherwise. For subcritical p in the sense of the Sobolev embedding, only the complete blowup is possible by [1] . On the other hand, it was proved in [13] that there is a global L 1 -solution of the Cauchy-Dirichlet problem for the equation in (1.1) in a convex domain which is unbounded in L ∞ in the case of p (N + 2)/(N − 2) and N 3. If the domain is a ball and this L 1 -solution is radially symmetric, then it exhibits the incomplete blowup for (N + 2)/(N − 2) < p < p * by [5] , where
Solutions of the Cauchy problem (1.1) blowing up incompletely were given in [8] . Furthermore peaking solutions were obtained in [4, 5, 11] . Here a peaking solution means a solution which blows up in finite time and becomes a global regular solution after blowup time. We refer to a survey paper [3] for the related topics. Let When a radially symmetric global L 1 -solution of the Cauchy-Dirichlet problem for the equation in (1.1) with (N + 2)/(N − 2) < p < p * and N 3 in a ball blows up in finite time, the continuation as proper solution is regular after blowup time T except for a set S = {t i : T < t 1 < · · · < t k < +∞} with some k < +∞ by [4] . Roughly speaking, the proper solution is the minimal weak solution and the comparison theorem holds for proper solutions. We refer to [5, Section 2] for the definition of proper solution and the important properties. We note that in [4] the possibility that S is empty is not excluded, namely, there is no information on whether the blowup actually occurs or not for t > T . The author recently proved the following in [12] : If p > p * , then there exists an L 1 -solution u of (1.1) in [0, T 2 ) which blows up at t = T 1 , becomes a regular solution for t ∈ (T 1 , T 2 ) and blows up again at t = T 2 for some T 1 , T 2 with 0 < T 1 < T 2 < +∞. Our purpose of the present paper is to get an L 1 -solution which blows up n times for each integer n 2.
. . , T n } and blows up at t = T i for i = 1, 2, . . . , n.
We show the existence of an L 1 -solution of (1.1) which blows up incompletely n − 1 times and completely at the final blowup time in a forthcoming paper.
Let us briefly explain the outline of our argument to prove this theorem. Let v ∞ be the radially symmetric singular steady state of (1.1) explicitly given by
for a solution u of (1.1) and
It is immediate that v ∞ is also a singular steady state of (1.4). In the proof of the existence of an L 1 -solution u blowing up twice, i.e., at t = T 1 and t = T 2 with T 1 < T 2 in [12] , the first blowup is due to the method of [6, 7] based on an idea from the theory of infinite-dimensional dynamical system. Namely, one linearizes (1.4) derived form (1.1) with T = T 1 at v ∞ in a suitable space of radially symmetric functions, and then chooses a radially symmetric initial data w(− log T 1 ) such that the solution w of (1.4) starting from w(− log T 1 ) converges to v ∞ locally uniformly as s → ∞. In the process, the continuity of solutions with respect to initial data plays an essential role. The feature of initial data in a region near the origin mainly affects the first blowup. On the other hand, suitable largeness of the initial data near spatial infinity contributes to invite the second blowup. As easily seen, the method to induce the second blowup is much rougher than that for the first blowup. It seems impossible to obtain an L 1 -solution which blows up more than twice by extending such a primitive procedure. We should choose an initial data much more carefully to show Theorem 1.1. We try to get the desired L 1 solution which blows up at n times with n 3 by repetition of the argument to show the first blowup as stated above. It is difficult to do that directly since we have no information on the continuity of extended solutions (even for proper solutions) after blowup time with respect to initial data, so we construct a sequence of approximating solutions and then obtain our desired solution as limit of the sequence. This paper is organized as follows. In Section 2, we briefly review the argument in [6, 7] . A sequence of approximating solutions are constructed in Section 3. Section 4 is devoted to the proof of Theorem 1.1.
Argument based on the linearization at v ∞
In the radially symmetric case, the original problem (1.1) is represented as
with ξ = |x|. For a solution u of (2.1) and T > 0, putting
Let L 2 w be the space of radially symmetric functions h on R N satisfying
and denote by ·,· and | · | 2,w the natural inner product and norm of L 2 w , respectively. Define an operator A by
which is the linearized operator of (2.3) at the singular steady state v ∞ . Put
. Let p * denote the exponent defined by (1.2) here and hereafter.
We easily see that α + 2/(p − 1) < 0 if p > p * . The following was given in [6, 7] and sketched in [9] : If p > p * , then the spectrum of A in L 2 w consists of countable eigenvalues {λ j } so that Let be an even integer with λ > 0 and put
Fix ε > 0 sufficiently small. Let K, σ be positive constants with
Take K,σ with 0 < K < K and σ <σ < 1/2.
letφ be chosen such that
Denote by w(r, s; d) the solution of (2.3) for s s 0 with w(r, s 0 ; d) as initial data and put
In [6, 7, 9] , a condition about the behavior near r = 0 is imposed on W (r, s 0 ; d) since their goal is to show that the solution u of (2.1) corresponding w(r, s, d) through (2.2) with blowup time T blows up at the rate (T − t) −γ with γ in (2.5) which is faster than (T − t) −1/(p−1) . The condition near r = 0 does not work to get Proposition 2.1 below. Our purpose of the present paper is to obtain a global L 1 -solution which blows up more than twice, so we set only the conditions (W1)-(W3) to make our argument as simple as possible, which are sufficient for our aim. Let
The following result was given as Proposition 4.2 in [10] by a long proof based on extremely complicated calculations which originated in [7] . 
Construction of approximating solutions
We first prepare a result from [14] .
with v ∞ defined by (1.3) , then the solution of (1.1) with initial data u 0 exists globally in time as classical solution.
Let n 2 be an integer and s = (s 1 , s 2 , . . . , s n ) ∈ R n with s i > s i+1 for i = 1, 2, . . . , n − 1. 
Our aim is to get an L 1 -solution blowing up n times, so we must choose n blowup times. Roughly speaking, we want W i (r, s; d) to converge to 0 locally uniformly as s → ∞, which yields that the solution u(ξ, t; d) blow up at t = T i ≡ e −s i for i = 1, 2, . . . , n. It seems difficult to apply the method in [6, 7, 9] directly to W i (r, s; d) since we need the continuity of extended weak solution after blowup time with respect to initial data to make use of the degree theory, which is not known yet even for the proper solution. Accordingly, we construct a sequence of approximating solutions and obtain the desired solution as its limit. For sufficiently small τ 0, put t 1 τ = e −s 1 − e −(s 1 +τ ) . Denote by ξ 1 τ the ξ -coordinate of the th intersection from the left between u(ξ, t 1 τ ; d) and v ∞ (ξ ). Let u 2 τ (ξ, t; d) be the solution of (2.1) with
and let w 2 τ (r, s; d) be the solution of (2.3) through (2.2) with u = u 2 τ (ξ, t; d) and
. Denote by ξ 2 τ the ξ -coordinate of the th intersection from the left between u 2 τ (ξ, t 2 τ ; d) and v ∞ (ξ ). Let u 3 τ (ξ, t; d) be the solution of (2.1) with
and let w 3 τ (r, s; d) be the solution of (2.3) through (2.2) with u = u 3 τ (ξ, t; d) and T = e −s 3 − t 2 τ . Repeating this procedure, we define as follows: for i = 3, 4, . . . , n, put 
for i = 4, 5, . . . , n, and let u n+1 τ (ξ, t; d) be the solution of (2.1) with
. C 2 for i = 1, 2, . . . , n − 1, the following holds: If d = (d 1 , d 2 , . . . , d n ) ∈ D s,τ satisfies P (d; s, τ ) = 0 with some τ > 0, then
and there is θ ∈ (0, 1) such that
From Proposition 3.2, (3.2) and (3.3), we can take C 3 , S 3 with C 3 C 2 and
The following propositions are analogue of Propositions 4.2, 4.3 in [10] which were originally obtained in [7] .
where deg(P (·; s, τ ), 0, D s,τ ) denotes the degree of P (·; s, τ ) with respect to 0 in D s,τ .
Proof. Let I be the identity mapping in R n . It is immediate that
By the homotopy invariance of the degree, we have Since {d m } is bounded, we may assume without loss of generality that 
Proof of the main theorem
The following result on instant regularization of a solution of (2.1) with singular initial data was obtained as in [12, Lemma 2.2] . 
then the proper solution u of (2.1) with initial data u 0 satisfies u(ξ, t) < ∞ for (ξ, t) ∈ [0, ∞) × (0, t 1 ) with some t 1 > 0, that is, u becomes a regular solution of (2.1) for t ∈ (0, t 1 ).
The following result was shown in [2] . Denote by B R the open ball with radius R > 0 centered at the origin in R N .
Lemma 4.2. Let p > p
exists globally in time as classical solution.
We are now in a position to show Theorem 1.1. 
We easily see u m (ξ, t) Cξ
with some C > 0. Putting T i = e −s i for i = 1, 2, . . . , n, we obtain a subsequence {u m k } of {u m } and a function u such that u m k → u locally uniformly in Q as k → ∞, where
We denote the subsequence {u m k } by {u m } for simplicity. It is immediate that lim 
for m m 0 . Lettingū be the proper solution of (2.1) with initial dataū 0 ,ū is a regular solution of (2.1) for t ∈ (0, t 1 ) for some t 1 > 0 from Lemma 4.1. By the comparison theorem, we have Therefore u is a classical solution of (2.1) for t ∈ (T i−1 , T i−1 + t 1 ), for i = 2, 3, . . . , n + 1.
Moreover u is regular for t ∈ (T i , T i+1 ), for i = 1, 2, . . . , n − 1. In fact, supposing that u blows up at t = T i+1 with T i+1 < T i+1 for some i, the ξ -coordinate of the first intersection from the left between u(t) and v ∞ approaches to zero as t T i+1 by Lemma 4.2. This contradicts the construction of u made from approximating solutions {u m }, which implies that u is regular for t ∈ (T i , T i+1 ) for i = 1, 2, . . . , n − 1. Since u is a global classical solution for t ∈ (T n , ∞), u is regular for t ∈ [0, ∞) \ {T i : i = 1, 2, . . . , n}.
We finally show that u blows up at t = T i for i = 1, 2, . . . , n. On the contrary, we assume that u does not blow up at t = T i for some i. 
