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WEIGHTED LAWS OF LARGE NUMBERS AND WEIGHTED
ONE-SIDED ERGODIC HILBERT TRANSFORMS ON VECTOR VALUED
Lp-SPACES
FARRUKH MUKHAMEDOV
Abstract. A more general notion of weight called admissible is introduced and then an
investigation is carried out on the a.e. convergence of weighted strong laws of large numbers
and their applications to weighted one-sided ergodic Hilbert transforms on vector-valued
Lp-spaces. Furthermore, the obtained results are applied to the a.e. convergence of random
modulated weighted ergodic series, which is also new in the classical setting.
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1. Introduction
In the present paper, a more general notion of weight called admissible is introduced. For
such types of weights, we study the weighted strong laws of large numbers (SLLN) on vector-
valued Lp-spaces. If one considers a particular cases of the introduced weights, we recover
the earlier know results (see for example [14, 17]).
We point out that investigation of the convergence of weighted strong laws of large numbers,
for independent identically distributed (iid) variables, has been started in [28]. Namely, for a
sequence {wk} of positive numbers (weights) with partial sums Wn =
∑n
k=1wk (which goes
to ∞), they found necessary and sufficient conditions to ensure that for every iid sequence
{ξk} with finite expectations the weighted averages
1
Wn
n∑
k=1
wkξk
converge almost everywhere (a.e.). In [31], for a linear contraction T : Lp → Lp the a.e.
convergence or Lp-norm convergence of the weighted averages
1
Wn
n∑
k=1
wk T
kf, f ∈ Lp(µ)
have been studied. Moreover, weighted strong laws of large numbers (SLLN) were established
for centered random variables. There are many results devoted to the investigations of SLLN
[3, 4].
On the other hand, the investigations of SLLN are closely related to the a.e. convergence
of the one-sided ergodic Hilbert transform
∞∑
n=1
T nf
n
, f ∈ Lp
of a contraction T : Lp → Lp (see [27]). Depending on p, many papers are devoted to
the convergence (i.e. a.e. or norm convergence) of the one-sided Hilbert transform (see
[1, 5, 17, 18, 15, 13, 26, 30])
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In [8, 14, 17] relations between weighted SLLN and weighted one-sided ergodic Hilbert
transforms have been studied. Here by the weighted one-sided ergodic Hilbert transform we
mean the following one
∞∑
n=1
anT
nf
nγ
,
where {an} some bounded sequence, and γ > 0. The case an = λn, (where |λ| = 1) and
γ = 1 has been considered in [12]. Other cases have been investigated in [16] by means of
extensions of Menchoff-Rademacher theorem. These types of research also are closely related
to the investigations of ergodic series, i.e.
∞∑
n=1
anf(T
nx)
where T is a measure-preserving transformation of (Ω,F , µ) (see [2, 9, 27, 29]). Recently, in
[24] it was proved that the last series converges a.e. if and only if
∑∞
n=1 |an|2 <∞.
In the present paper, we obtain the a.e. convergence of weighted one-sided ergodic Hilbert
transforms, i.e.
∞∑
n=1
anT
nkf
Wn
,
which is clearly more general then the known ones. It is stressed that the obtained results ex-
tend and provide a general framework for all known theorems in this direction. Furthermore,
as an application of the proved results, the a.e. converges of random modulated weighted
ergodic series is obtained which is even new in the classical setting. We hope that the results
of this paper open new insight in the theory of random ergodic Hilbert transforms.
2. Admissible weights
Let (Ω,F , µ) be an arbitrary measure space with a probability measure µ, and X a Banach
space (over real or complex numbers). We denote the Lebesgue-Bochner space Lp(Ω,F , µ;X)
(p ≥ 1) by Lp(µ,X), and by Lp(µ) when X is a scalar field, if there is no chance of confusing
the underlying measurable space. By ℓp we denote the standard p-summable sequence space.
For the definitions and properties of these spaces we refer to [21, 23].
An increasing sequence {Gn} is said to be a weight if G1 ≥ 1 and Gn →∞ as n→∞. A
weight {Wn} is called weak p-admissible (p > 1) w.r.t. to a weight {Gn} if one can find an
increasing sequence {nk} ⊂ N and a sequence {ξn} such that
∞∑
k=1
(
Gnk
Wnk
)p
<∞(2.1)
∞∑
k=1
(
ξk
Wnk
)p
<∞(2.2)
Remark 2.1. We note that in this definition it is not necessary that the sequence {ξk} equals
{Gnk}. Below, we provide an example which clarifies this issue, and it also gives some way
to construct weak p-admissible weights.
Example 2.2. Let p > 1 and assume that {Gn} be a weight and {nk} ⊂ N be an increasing
sequence such that
(2.3)
∞∑
k=1
1
nk
<∞,
∞∑
k=1
1
(Gnk)
p
<∞, p > 1
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Define Wn = n
1/pGn. Then, due to (2.3)
∞∑
k=1
(
Gnk
Wnk
)p
=
∞∑
k=1
1
nk
<∞
Notice that
∞∑
k=1
(
Gn
Wn
)p
=∞
Now choose ξk = n
1/p
k which is clearly different from {Gnk}. Then
∞∑
k=1
(
ξk
Wnk
)p
=
∞∑
k=1
1
Gpnk
<∞.
Hence, the weight {Wn} is weak p-admissible w.r.t. {Gn}.
Now let us consider, a particular case, namely, we define Gn = (lnn)
β+1/p(ln lnn)γ
with β > 0, γ ≥ 1. Then for nk = kk, the condition (2.3) is satisfied, hence, Wn =
n1/p(lnn)β+1/p(ln lnn)γ is weak p-admissible weight w.r.t. {Gn}.
A weight {Wn} is called p-admissible w.r.t. to a weight {Gn} if one can find an increasing
sequence {nk} ⊂ N such that
∞∑
k=1
(
Gnk
Wnk
)p
<∞(2.4)
∞∑
k=1
(
nk+1 − nk
Wnk
)p
<∞(2.5)
Clearly, if we define ξk = nk+1 − nk, then one obviously gets that any p-admissible weight
is weak p-admissible. The set of all p-admissible weights w.r.t. {Gn} we denote by Wp(Gn).
Examples of p-admissible weights are provided in the Appendix.
3. Weighted Strong Law of large numbers
Let {Wn} be a weak p-admissible weight w.r.t. {Gn} with associated sequences {nk} and
{ξk}. A sequence {fn} ⊂ Lp(µ,X) is called (Wn)-sequence if there is C > 0 such that for
any m ∈ N
(∫
max
nm<n≤nm+1
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
p
X
dµ
)1/p
≤ Cξm(3.1)
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Remark 3.1. We notice that if {fn} ⊂ Lp(µ,X) with A = supn ‖fn‖p < ∞, and {Wn} is
p-admissible, then {fn} is (Wn)-sequence. Indeed, we get∫
max
nm<n≤nm+1
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
p
X
dµ ≤
∫
max
nm<n≤nm+1
( n∑
k=nm+1
‖fk‖X
)p
dµ
≤
∥∥∥∥
nm+1∑
k=nm+1
‖fk‖X
∥∥∥∥
p
p
≤
( nm+1∑
k=nm+1
‖fk‖p
)p
≤ Ap(nm+1 − nm)p
this yields the required assertion.
Theorem 3.2. Let p ≥ 1 and {Gn} be a weight. Assume that {Wn} is a weak p-admissible
weight w.r.t. {Gn}, and {fn} ⊂ Lp(µ,X) is a (Wn)-sequence such that
(3.2) sup
n
∥∥∥∥ 1Gn
n∑
k=1
fk
∥∥∥∥ = K <∞.
Then 1Wn
∑n
k=1 fk converges a.e. Furthermore,
(3.3) sup
n
1
Wn
∥∥∥∥
n∑
k=1
fk
∥∥∥∥
X
∈ Lp(µ).
Proof. Since {Wn} is a weak p-admissible weight w.r.t. {Gn} then there is an increasing
{nm} ⊂ N and {ξm} such that (2.1) and (2.2) hold.
Now due to (3.2) we have∥∥∥∥ 1Wnm
nm∑
k=1
fk
∥∥∥∥
p
=
Gnm
Wnm
∥∥∥∥ 1Gnm
nm∑
k=1
fk
∥∥∥∥
p
(3.4)
≤ K Gnm
Wnm
(3.5)
Hence, according to (2.1), the last one implies∫ ∞∑
m=1
∥∥∥∥ 1Wnm
nm∑
k=1
fk
∥∥∥∥
p
X
dµ =
∞∑
m=1
∥∥∥∥ 1Wnm
nm∑
k=1
fk
∥∥∥∥
p
p
≤
∞∑
m=1
Kp
(
Gnm
Wnm
)p
<∞.
Hence,
∞∑
m=1
∥∥∥∥ 1Wnm
nm∑
k=1
fk
∥∥∥∥
p
X
<∞ a.e.
so,
(3.6)
∥∥∥∥ 1Wnm
nm∑
k=1
fk
∥∥∥∥
X
→ 0 a.e.
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Now, for nm ≤ n < nm+1,∫
max
nm<n≤nm+1
∥∥∥∥ 1Wn
n∑
k=1
fk − 1
Wn
nm∑
k=1
fk
∥∥∥∥
p
X
dµ ≤ 1
W pn
∫
max
nm<n≤nm+1
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
p
X
dµ
≤ C
(
ξm
Wnm
)p
Hence, due to (2.2),
max
nm<n≤nm+1
∥∥∥∥ 1Wn
n∑
k=1
fk − 1
Wn
nm∑
k=1
fk
∥∥∥∥
X
→ 0 a.e.(3.7)
On the other hand, by (3.6)∥∥∥∥ 1Wn
nm∑
k=1
fk
∥∥∥∥
X
≤ 1
Wnm
∥∥∥∥
nm∑
k=1
fk
∥∥∥∥
X
→ 0
Therefore, (3.7) implies ∥∥∥∥ 1Wn
n∑
k=1
fk
∥∥∥∥
X
→ 0 a.e.
Now, let us denote Sn =
n∑
k=1
fk. Then
∫
sup
m
∥∥∥∥ SnmWnm
∥∥∥∥
p
X
dµ ≤
∫ ∞∑
m=1
∥∥∥∥ SnmWnm
∥∥∥∥
p
X
dµ
≤
∞∑
m=1
Kp
(
Gnm
Wnm
)p
<∞,
hence,
sup
m
∥∥∥∥ SnmWnm
∥∥∥∥
X
∈ Lp(µ)
For nm ≤ n < nm+1,∥∥∥∥ SnWn
∥∥∥∥
X
≤
∥∥∥∥ SnmWnm
∥∥∥∥
X
+
1
Wnm
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
X
Consequently,∥∥∥∥ sup
n
‖Sn‖X
Wn
∥∥∥∥
p
≤
∥∥∥∥ sup
m
‖Snm‖X
Wnm
∥∥∥∥
p
+
∥∥∥∥ sup
m,nm
1
Wnm
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
X
∥∥∥∥
p
The first term of RHS of the last expression is finite, therefore, we show the finiteness of
the second term. Indeed,∥∥∥∥ sup
m,nm
1
Wnm
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
X
∥∥∥∥
p
p
≤
∫ ∑
m≥1
1
Wnm
sup
nm<n≤nm+1
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
p
X
dµ
≤ C
∑
m≥1
(
ξm
Wnm
)p
<∞
which completes the proof. 
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Remark 3.3. The proved theorem extends the results of [14, 16] to more general weights,
since in the mentioned papers weights considered as in Examples A.1-A.3 have been studied.
Due to Remark 3.1 from the proved theorem, we immediately find the following corollary.
Corollary 3.4. Let p ≥ 1 and {Gn} be a weight. Assume that {fn} ⊂ Lp(µ,X) with
supn ‖fn‖p <∞ and
(3.8) sup
n≥1
∥∥∥∥ 1Gn
n∑
k=1
fk
∥∥∥∥
p
<∞.
Then, for any {Wn} ∈ Wp(Gn), the weighted means
1
Wn
n∑
k=1
fk
converge a.e. Furthermore
sup
n≥1
1
Wn
∥∥∥∥
n∑
k=1
fk
∥∥∥∥
X
∈ Lp(µ).
Theorem 3.5. Let the conditions of Theorem 3.2 are satisfied. Assume that
(3.9)
∞∑
n=1
Gn
Wn
(
1− Wn
Wn+1
)
<∞.
Then the series
(3.10)
∞∑
k=1
fk
Wk
converges a.e., and
sup
n≥1
∥∥∥∥
n∑
k=1
fk
Wk
∥∥∥∥
X
∈ Lp(µ).
Proof. Let us denote
S0 = 0, Sn =
n∑
k=1
fk, ν ∈ N.
Then by means of Abel’s summation, one finds
n∑
k=1
fk
Wk
=
n∑
k=1
Sk − Sk−1
Wk
=
Sn
Wn
+
n−1∑
k=1
(
1
Wk
− 1
Wk+1
)
Sk.(3.11)
Due to Theorem 3.2,
Sn
Wn
→ 0 a.e.
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On the other hand, we have
n∑
k=1
∥∥∥∥
(
1
Wk
− 1
Wk+1
)
Sk
∥∥∥∥
X
≤
n∑
k=1
∣∣∣∣ 1Wk −
1
Wk+1
∣∣∣∣‖Sk‖X
=
n∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)∥∥∥∥ SkGk
∥∥∥∥
X
Now, by (3.9), (3.2)∫ ∞∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)∥∥∥∥ SkGk
∥∥∥∥
X
dµ ≤
∞∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)∥∥∥∥ SkGk
∥∥∥∥
p
.
Hence, the series
∞∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)∥∥∥∥ SkGk
∥∥∥∥
X
converges a.e. which, due to (3.11), yields the convergence of
∞∑
k=1
fk
Wk
.
From (3.11), we immediately obtain
sup
n
∥∥∥∥
n∑
k=1
fk
Wk
∥∥∥∥
X
≤ sup
n
‖Sn‖X
Wn
+ sup
n
∥∥∥∥
n−1∑
k=1
(
1
Wk
− 1
Wk+1
)
Sk
∥∥∥∥
X
Consequently, by Theorem 3.2∥∥∥∥ sup
n
∥∥∥∥
n∑
k=1
fk
Wk
∥∥∥∥
X
∥∥∥∥
p
≤
∥∥∥∥ sup
n
‖Sn‖X
Wn
∥∥∥∥
p
+
∞∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)∥∥∥∥ SkGk
∥∥∥∥
p
<∞
Let us establish the norm convergence of
∞∑
k=1
fk
Wk
. Indeed,
∥∥∥∥
n∑
k=1
fk
Wk
−
m∑
k=1
fk
Wk
∥∥∥∥
p
≤
∥∥∥∥
n−1∑
k=m+1
(
1
Wk
− 1
Wk+1
)
Sk
∥∥∥∥
p
+
∥∥∥∥ SmWm
∥∥∥∥
p
+
∥∥∥∥ SnWn
∥∥∥∥
p
Due to Theorem 3.2 ∥∥∥∥ SmWm
∥∥∥∥
p
→ 0,
∥∥∥∥ SnWn
∥∥∥∥
p
→ 0.
On the other hand, one finds∥∥∥∥
n−1∑
k=m+1
(
1
Wk
− 1
Wk+1
)
Sk
∥∥∥∥
p
≤ K
∞∑
k=m+1
Gk
Wk
(
1− Wk
Wk+1
)
→ 0 as m→∞.
This implies that the series
∞∑
k=1
fk
Wk
converges in Lp-norm. 
Remark 3.6. We point out that in all proved results the independence of the random variables
{fn} is not required. In [10] the a.e. convergence of the series of admissible random variables
in Orlicz spaces has been investigated.
Let us provide an example for which conditions of Theorem 3.5 are satisfied.
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Example 3.7. Let us consider L2(µ,H), where H is a Hilbert space. Take any orthogonal
sequence {fn} ⊂ L2(µ,H) with ‖fn‖2 =
√
n. Define
Gn =
( n∑
k=1
‖fk‖22
)1/2
, n ∈ N.
It is clear that {Gn} is a weigh. One can see that∥∥∥∥ 1Gn
n∑
k=1
fk
∥∥∥∥
2
2
=
1
G2n
n∑
k=1
‖fk‖22 = 1, ∀n ≥ 1.
Hence, the sequence {fn} satisfies (3.2).
Let nm = m
2, m ∈ N and
ξm =
( nm+1∑
k=nm+1
‖fk‖22
)1/2
, m ∈ N.
Now define a weight {Wn} as follows:
Wn = n
1+ǫ
4
√
n(n+ 1), 0 < ǫ < 1.
Let us show that {Wn} is a weak 2-admissible w.r.t. {Gn}. Indeed, first we notice that
G2n =
n(n+ 1)
2
, ξm = Gnm+1 −Gnm .
Then
∞∑
m=1
(
Gnm
Wnm
)2
=
∞∑
m=1
nm(nm + 1)
2n
(1+ǫ)/2
m nm(nm + 1)
=
1
2
∞∑
m=1
1
m1+ǫ
<∞
From this we infer that
∞∑
m=1
(
ξm
Wnm
)2
=
∞∑
m=1
(Gnm+1 −Gnm)2
W 2nm
≤ 22
∞∑
m=1
((
Gnm+1
Wnm
)2
+
(
Gnm
Wnm
)2)
≤ 22
∞∑
m=1
((
Gnm+1
Wnm+1
)2
+
(
Gnm
Wnm
)2)
<∞
Hence, {Wn} is a weak 2-admissible weight. Notice that due to ǫ ∈ (0, 1)
∞∑
m=1
(
Gn
Wn
)2
=
1
2
∞∑
m=1
1
m(1+ǫ)/2
=∞.
By the following relation
max
nm<n≤nm+1
∥∥∥∥
n∑
k=nm+1
fk
∥∥∥∥
2
2
≤ max
nm<n≤nm+1
n∑
k=nm+1
‖fk‖22 ≤ ξ2m
we conclude that {fn} is a (Wn)-sequence. Therefore, according to Theorem 3.2 we find the
a.e. convergence of 1Wn
∑n
k=1 fk.
WEIGHTED LAWS OF LARGE NUMBERS 9
Now, let us check the condition (3.9). Indeed,
Gn
Wn
(
1− Wn
Wn+1
)
=
1
n(1+ǫ)/4
(
1− n
(1+ǫ)/4
√
n(n+ 1)
(n + 1)(1+ǫ)/4
√
(n+ 1)(n + 2)
)
=
1
n(1+ǫ)/4
(n+ 1)(1+ǫ)/4
√
n+ 2− n(1+ǫ)/4√n
(n+ 1)(1+ǫ)/4
√
n+ 2
≤ 1
n(1+ǫ)/2
√
n
(
(n+ 1)(1+ǫ)/4
√
n+ 2− n(1+ǫ)/4√n)
≤ 1
n(1+ǫ)/2
(
(n+ 1)(1+ǫ)/4 − n(1+ǫ)/4)
≤ 1
n(1+ǫ)/2
1 + ǫ
4
n−(3−ǫ)/4
≤ 1 + ǫ
4
1
n
5+ǫ
4
This yields the convergence of the series
∞∑
n=1
Gn
Wn
(
1− Wn
Wn+1
)
<∞.
Therefore, Theorem 3.5 implies the a.e. convergence of the series
∞∑
k=1
fn
Wn
.
Remark 3.8. We point out that for a given weight {Gn} one can always find p-admissible
weight {Wn} such that
∞∑
k=1
Gk
Wk
<∞.
Indeed, if we take Wn = n
pGn, the one gets the desired relation. However, this kind of
weights are not interesting, since from (3.2) we immediately get 1Wn
∑n
k=1 fk → 0 in norm.
Therefore, the obtained results are much more meaningful if one assumes
(3.12)
∞∑
k=1
Gk
Wk
=∞
while the conditions (2.1), (2.2) and (3.9) hold. In this setting, it is important to get (3.3)
which is not obvious with (3.12).
Corollary 3.9. Let 1 < p < ∞ and {Gn} be a weight. Assume that {fn} ⊂ Lp(µ,X) with
supn ‖fn‖p <∞ and {an} be a bounded sequence. Let
(3.13) sup
n
∥∥∥∥ 1Gn
n∑
k=1
akfk
∥∥∥∥
p
<∞.
Then for any {Wn} ∈ Wp(Gn) with (3.9) the series
(3.14)
∞∑
k=1
akfk
Wk
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converges a.e., and
sup
n≥1
∥∥∥∥
n∑
k=1
akfk
Wk
∥∥∥∥
X
∈ Lp(µ).
The proof immediately follows from Theorem 3.5 and Corollary 3.4 if one takes f ′k = akfk
for which the condition (3.13) reduces to (3.8). In Appendix B, we provided some other kinds
of examples for which the above mentioned conditions are valid.
Theorem 3.10. Let 1 < p < ∞ and let {Gn} be a weight. Assume that {fk} ⊂ Lp(µ,X)
with supk ‖fk‖p <∞ such that
(3.15) sup
n≥1
∥∥∥∥ 1Gn
n∑
k=1
fk
∥∥∥∥ = K <∞.
Let {Wn} ∈ Wp(Gn) with (3.9) and let {ak} be a bounded sequence such that
(3.16)
∞∑
k=1
|ak − ak+1|Gk
Wk
<∞.
Then the series
∞∑
k=1
akfk
Wk
converges a.e.
Proof. As before, let us denote S0 = 0, Sk =
k∑
j=1
fj. Then we have
(3.17)
n∑
k=1
akfk
Wk
=
anSn
Wn
+
n−1∑
k=1
(
ak
Wk
− ak+1
Wk+1
)
Sk
︸ ︷︷ ︸
J
Due to the boundedness of {ak}, by Corollary 3.4, we infer
anSn
Wn
→ 0 a.e.
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Let us establish that the term J is absolutely a.e. convergent. Indeed,∫ ∥∥∥∥
n∑
k=1
(
ak
Wk
− ak+1
Wk+1
)
Sk
∥∥∥∥
p
dµ ≤
n∑
k=1
∣∣∣∣ akWk −
ak+1
Wk+1
∣∣∣∣‖Sk‖p
≤
n∑
k=1
|ak − ak+1|
Wk+1
‖Sk‖p
+
n∑
k=1
‖{ak}}‖∞|Wk −Wk+1|
WkWk+1
‖Sk‖p
≤ K
n∑
k=1
|ak − ak+1|Gk
Wk
+K‖{ak}}‖∞
n∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)
which, due to the hypothesis of Theorem, implies the desired assertion. 
4. Modulated one-side ergodic Hilbert transforms on Lp(µ,X)
In this section, we are going to apply the proved results of the previous section to the a.e.
convergence of the modulated one-sided ergodic Hilbert transforms.
Let T : Lp(µ,X) → Lp(µ,X) be a power bounded operator. Given sequences {an} ⊂ C,
{nk} ⊂ N and a weight {Wn} by the modulated one-sided ergodic Hilbert transform we mean
the following series
∞∑
k=1
akT
nkf
Wk
.
In this section, we are going to study sufficient conditions for the a.e. convergence of this
transform.
Theorem 4.1. Let 1 < p < ∞ and let {Gn} be a weight and {nk} ⊂ N be an increasing
sequence. Assume that T : Lp(µ,X) → Lp(µ,X) is a power bounded operator. If for f ∈
Lp(µ,X) and a bounded sequence {an} one has
(4.1) sup
n≥1
∥∥∥∥ 1Gn
n∑
k=1
akT
nkf
∥∥∥∥
p
<∞.
Then for any {Wn} ∈ Wp(Gn) with (3.9) the series
∞∑
k=1
akT
nkf
Wk
converges a.e., and
sup
n≥1
∥∥∥∥
n∑
k=1
akT
nkf
Wk
∥∥∥∥
X
∈ Lp(µ).
The proof immediately follows from Corollary 3.9, if one takes fk = T
nkf which is clearly
bounded.
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Remark 4.2. We note that if one considers the weights considered in Examples A.2, A.3 and
T is taken as an invertible power bounded operator acting on Lp-spaces (classical space), the
proved Thorem recovers the results of [20]. If one considers a measure-preserving dynamical
system (Ω,F , µ;T ), then, in [24], it was given necessary and sufficient conditions for the
fulfillment of (4.2) in L2(µ) for the weight Gn =
∑n
k=1 |ak|2 associated with a given sequence
{an}.
From Theorem 3.10 we obtain the following interesting result.
Corollary 4.3. Let 1 < p < ∞ and {Gn} be a weight and {nk} ⊂ N be an increasing
sequence. Assume that T : Lp(µ,X) → Lp(µ,X) is a power bounded operator and for f ∈
Lp(µ,X) one has
(4.2) sup
n≥1
∥∥∥∥ 1Gn
n∑
k=1
T nkf
∥∥∥∥
p
<∞.
Assume that {Wn} ∈ Wp(Gn) with (3.9) and {an} is a sequence satisfying (3.16). Then the
series
(4.3)
∞∑
k=1
akT
nkf
Wk
converges a.e.
Remark 4.4. The case Gn = n
1−β was treated in [16]. Other particular cases were investigated
in [22, 25, 33]. Our results contain more varieties of weights which allow to produce many
interesting examples.
We recall that a linear contraction T : L1(µ,X)→ L1(µ,X) is called Dunford-Schwartz if
‖Tf‖∞ ≤ ‖f‖∞ for all f ∈ L1 ∩ L∞. Any such kind of operator induces a contraction on all
Lp (1 < p ≤ ∞) (see [21, 29]). From, now on, we suppose that X is considered as a Hilbert
space H with inner product 〈·, ·〉. We are ready to formulate a result.
Theorem 4.5. Let {Gn} be a weight, and {nk} ⊂ N be an increasing sequence, and let {an}
be a bounded sequence of complex numbers such that
(4.4) sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
akλ
nk
∣∣∣∣ = K <∞.
(i) For every contraction T : L2(µ,H)→ L2(µ,H) and f ∈ L2(µ,H) the series
(4.5)
∞∑
k=1
akT
nkf
Wk
converges a.e., for any {Wn} ∈ W2(Gn) with (3.9). Moreover,
sup
n≥1
∥∥∥∥
n∑
k=1
akT
nkf
Wk
∥∥∥∥
H
∈ L2(µ).
(ii) For every Dunford-Schwartz operator T : L1(µ,H) → L1(µ,H) and f ∈ Lp(µ,H),
1 < p < 2, the series
(4.6)
∞∑
k=1
akT
nkf
W˜k
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converges a.e., for any {W˜n} ∈ Wp(G(p)n ), where G(p)n = G
2(p−1)
p
n n
2−p
p . Moreover,
sup
n≥1
∥∥∥∥
n∑
k=1
akT
nkf
W˜k
∥∥∥∥
H
∈ Lp(µ).
Proof. (i) From (4.4) due to Theorem 2.1 [7] and the unitary dilation theorem, we have
sup
n≥1
∥∥∥∥ 1Gn
n∑
k=1
akT
nk
∥∥∥∥ = K <∞.
for every contraction T in Hilbert space.
Let T : L2(µ,X) → L2(µ,H) be a contraction, and f ∈ L2(µ,H). Then (3.13) holds with
fk = T
nkf . Consequently, Corollary 3.9 yields a.e. convergence of the series
∞∑
k=1
akT
nkf
Wk
and
sup
n≥1
∥∥∥∥
n∑
k=1
akT
nkf
Wk
∥∥∥∥
H
∈ L2(µ),
for every {Wn} ∈ Wp(Gn) with (3.9).
Moreover, ∥∥∥∥ sup
n≥1
∥∥∥∥
n∑
k=1
akT
nkf
Wk
∥∥∥∥
H
∥∥∥∥
2
≤ CK‖f‖2.
(ii) Let us denote
(4.7) ψn(z) =
n∑
k=1
akz
nk .
By the maximal principle and (4.10),
|ψn(z)| ≤ KGn, |z| ≤ 1.
Hence, for every contraction T on a Hilbert space, by Theorem A [35]
‖ψn(T )‖ ≤ KGn
where ψn(T ) =
∑n
k=1 akT
nk .
Now, assume that T is a Dunfors-Schwartz operator of L1(µ,H), and put
Tn =
n∑
k=1
akT
nk .
Then, due to above observation ‖Tn‖2 ≤ KGn. Moreover, we also have ‖Tn‖1 ≤ n‖{ak}‖ℓ∞ .
Hence, the Riesz-Thorin interpolation Theorem [38, VII, p. 95] implies that for 1 < p < 2
(4.8) ‖Tn‖p ≤
(
n‖{ak}‖ℓ∞
) 2−p
p
(
KGn)
2(p−1)
p
Denote
G(p)n = G
2(p−1)
p
n n
2−p
p
then from (4.8), for f ∈ Lp(µ,H) we obtain∥∥∥∥ 1
G
(p)
n
n∑
k=1
akT
nkf
∥∥∥∥
p
≤ Kp
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where Kp = ‖{ak}‖
2−p
p
ℓ∞
K
2(p−1)
p . Hence, Theorem 4.1 implies that the series
∞∑
k=1
akT
nkf
W˜k
converges a.e. for any {W˜n} ∈ Wp(G(p)n ) with (3.9) for G(p)n , and
sup
n≥1
∥∥∥∥
n∑
k=1
akT
nkf
W˜k
∥∥∥∥
H
∈ Lp(µ).
This completes the proof. 
Now, we are going to improve above theorem. To do so, we need some auxiliary facts.
Lemma 4.6. Let {Gn} be a weight, and {nk} ⊂ N be an increasing sequence, and let {an}
be a bounded sequence of complex numbers such that
(4.9) sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
akλ
nk
∣∣∣∣ = K <∞.
Then for any r ∈ R
(4.10) sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn,r
n∑
k=1
akk
irλnk
∣∣∣∣ ≤ |r|K
where
(4.11) Gn,r =
1
|r|Gn +
n−1∑
k=1
Gk
k
.
Proof. Denote Using Abel’s summation and (4.9), we obtain∣∣∣∣
n∑
k=1
akk
irλnk
∣∣∣∣ = |nirψn(λ)|+
∣∣∣∣
n−1∑
k=1
(
kir − (k + 1)ir)ψk(λ)
∣∣∣∣
≤ |ψn(λ)| + |r|
n−1∑
k=1
|ψk(λ)|
k
≤ KGn + |r|K
n−1∑
ℓ=1
Gk
k
= |r|KGn,r
where ψk(λ) is given by (4.7). This completes the proof. 
Lemma 4.7. Let {Gn} be a weight and Gn,r (r ∈ R) be given by (4.11). Then, for any
weight {Wn} ∈ Wp(Gn,r) and δ > 0{
1
δ
Wn
}
∈ Wp(Gn,δr).
Proof. From {Wn} ∈ Wp(Gn,r) we infer the existence of {nk} ⊂ N such that
∞∑
k=1
(
Gnk ,r
Wnk
)p
<∞,
∞∑
k=1
(
nk+1 − nk
Wnk
)p
<∞
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Take any δ > 0, and to prove the statement, it is enough to show
(4.12)
∞∑
k=1
(
Gnk,δr
1
δWnk
)p
<∞
First, we consider
(
Gnk,δr
1
δWnk
)p
=
( 1δ|r|Gnk + 1δ nk−1∑
k=1
Gk
k +
(
1− 1δ
) nk−1∑
k=1
Gk
k
1
δWnk
)p
≤
(
Gnk,r
Wnk
+
|1− 1/δ|
1/δ
nk−1∑
k=1
Gk
k
Wnk
)p
≤
(
Gnk,r
Wnk
+ |δ − 1|Gnk ,r
Wnk
)p
= (1 + |δ − 1|)p
(
Gnk ,r
Wnk
)p
which yields (4.12). This completes the proof. 
Theorem 4.8. Let {Gn} be a weight, and {nk} ⊂ N be an increasing sequence, and let {an}
be a bounded sequence of complex numbers such that
(4.13) sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
akλ
nk
∣∣∣∣ = K <∞.
For any {Wn} ∈ Wp(Gn,1) with
(4.14)
∞∑
n=1
Gn,1
Wn
∣∣∣∣1− WnWn+1
∣∣∣∣ <∞,
let β > 0 such that
(4.15)
∞∑
k=1
1
kβWk
<∞.
Then for any DS operator T : Lp(µ,H)→ Lp(µ,H) and f ∈ Lp(µ,H), 1 < p < 2, the series
∞∑
k=1
akT
nkf
kβtWk
converges a.e., where t = 2−pp . Moreover,
(4.16)
∥∥∥∥ sup
n≥1
∥∥∥∥
n∑
k=1
ak
kβtWk
T nkf
∥∥∥∥
H
∥∥∥∥
p
<∞.
Proof. Assume that (4.13) holds, then, for DS-operator T , and f ∈ L2(µ,H), taking into
account Lemma 4.6 according to the proof of (i) Theorem 4.5, we have
(4.17)
∥∥∥∥ sup
n≥1
∥∥∥∥
n∑
k=1
akk
irT nkf
W˜k
∥∥∥∥
H
∥∥∥∥
2
≤ |r|K‖f‖2
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for any {W˜n} ∈ Wp(Gn,r) with
∞∑
n=1
Gn,r
Wn
∣∣∣∣1− WnWn+1
∣∣∣∣ <∞.
Due to Lemma 4.7, we may replace any p-admissible weight {W˜n} ∈ Wp(Gn,r) with p-
admissible weight {Wn} ∈ Wp(Gn,1) with (4.14) Hence, for every {Wn} ∈ Wp(Gn,1) the
inequality (4.17) reduces to
(4.18)
∥∥∥∥ sup
n≥1
∥∥∥∥
n∑
k=1
akk
irT nkf
Wk
∥∥∥∥
H
∥∥∥∥
2
≤ K‖f‖2.
Now, let β > 0 such that (4.15) holds, i.e.
∞∑
k=1
1
kβWk
<∞.
For z ∈ C, let us denote
(4.19) Φn,z(T ) :=
n∑
k=1
akk
−zβ
Wk
T nk .
Then from (4.18)
(4.20)
∥∥∥∥ sup
n≥1
∥∥Φn,ir(T )f∥∥H
∥∥∥∥
2
≤ K‖f‖2, r ∈ R.
For z = 1 + ir, one has
sup
n≥1
∥∥Φn,1+ir(T )f∥∥H ≤
∞∑
k=1
|ak|k−β‖T nkf‖H
Wk
Hence, keeping in mind (4.15), we obtain
sup
n≥1
∥∥Φn,1+ir(T )f∥∥H ≤ ‖{|ak|}‖∞‖f‖1
∞∑
k=1
1
kβWk
<∞(4.21)
Now, we will follow ideas of [14] to employ Stein’s interpolation theorem.
For a bounded measurable positive integer-valued function I and z with 0 ≤ ℜ(z) ≤ 1, let
us define a linear operator
ΦI,zf(x) :=
I(x)∑
k=1
akk
−zβ
Wk
T nkf(x) =
max I∑
j=1
1I=j(x)
j∑
k=1
akk
−zβ
Wk
T nkf(x), f ∈ Lp(µ,H).
Take any two integrable simple functions f and g, then one check that the function
F (z) =
∫
〈ΦI,zf, g〉dµ =
max I∑
j=1
j∑
k=1
∫
akk
−zβ
Wk
〈T nkf(x), 1I=j(x)g(x)〉dµ
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is continuous and bounded in the strip {z ∈ C : 0 ≤ ℜ(z) ≤ 1}, and analytic in its interior.
Moreover, due to (4.20) and (4.21) one has
‖ΦI,irf‖2 ≤
∥∥∥∥ sup
n≥1
‖Φn,irf‖H
∥∥∥∥
2
≤ K‖f‖2
‖ΦI,1+irf‖1 ≤
∥∥∥∥ sup
n≥1
‖Φn,1+irf‖H
∥∥∥∥
1
≤
(
‖{|ak|}‖∞
∞∑
k=1
1
kβWk
)
‖f‖1
For 1 < p < 2, let t = 2p − 1, so one has 1p = (1 − t)12 + t1. The Stein’s interpolation
Theorem implies the existence of a constant At such that for every f ∈ Lp(µ,H)
‖ΦI,tf‖p ≤ At‖f‖p
which is equivalent to ∥∥∥∥
I(x)∑
k=1
akk
−tβ
Wk
T nkf
∥∥∥∥
p
≤ At‖f‖p.
For an integer N ≥ 2, let IN (x) = j for j the first integer with∥∥∥∥
j∑
k=1
akk
−tβ
Wk
T nkf(x)
∥∥∥∥
H
= max
1≤n≤N
∥∥∥∥
n∑
k=1
akk
−tβ
Wk
T nkf(x)
∥∥∥∥
H
.
Then for f ∈ Lp(µ,H), we have∥∥∥∥ max1≤n≤N
∥∥∥∥
n∑
k=1
akk
−tβ
Wk
T nkf(x)
∥∥∥∥
H
∥∥∥∥
p
=
∥∥∥∥
I(x)∑
k=1
akk
−tβ
Wk
T nkf(x)
∥∥∥∥
p
≤ At‖f‖p
and letting N →∞, one concludes that∥∥∥∥ sup
n≥1
∥∥∥∥
n∑
k=1
ak
ktβWk
T nkf
∥∥∥∥
H
∥∥∥∥
p
<∞,(4.22)
where t = 2−pp .
Due to (
Gnk +
∑nk−1
k=1
Gk
k
Wnk
)
∈ ℓp
and
Gnk
Wnk
≤ Gnk +
∑nk−1
k=1
Gk
k
Wnk
we infer that (Wn) ∈ Wp(Gn). Hence, according to Theorem 4.5 (i) one finds the a.e.
convergence of the series
∞∑
k=1
akT
nkf
Wk
, f ∈ L2(µ,H).
On the other hand, from ∥∥∥∥akT
nkf
ktβWn
∥∥∥∥
2
≤
∥∥∥∥akT
nkf
Wn
∥∥∥∥
2
we infer that the series
∞∑
k=1
akT
nkf
ktβWk
(4.23)
converges a.e. for f ∈ L2(µ,H).
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Therefore, the last statement with (4.22) by applying the Banach Principle, yields the a.e.
convergence of the series (4.23) for any f ∈ Lp(µ,H). This completes the proof. 
Theorem 4.9. Let {Gn} be a weight, and {nk} ⊂ N be an increasing sequence, and let {an}
be a bounded sequence of complex numbers such that (4.13) is satisfied. For any weight {Wn}
with (4.14) and
(4.24)
Gn
Wn
→ 0 n→∞.
and every contraction T : L2(µ,H)→ L2(µ,H) the series
∞∑
k=1
akT
nkf
Wk
converges in operator norm. Moreover, this convergence is uniform in all contractions.
Proof. Given T , let us denote
Sn(T ) =
n∑
k=1
akT
nk .
Then from (4.13) by means of the spectral theorem for unitary operators and the unitary
dilation theorem, we obtain
‖Sn(T )‖ ≤ KGn, for all T.
On the other hand, by means of (3.11), we have
n∑
k=1
akT
nk
Wk
=
Sn(T )
Wn
+
n−1∑
k=1
(
1
Wk
− 1
Wk+1
)
Sk(T ).(4.25)
Due to (4.24) one has ∥∥∥∥Sn(T )Wn
∥∥∥∥ ≤ K GnWn → 0, n→∞
which converges uniformly w.r.t. T .
Now, let us estimate the second term in (4.25). Indeed, using (4.14),∥∥∥∥
n−1∑
k=j
(
1
Wk
− 1
Wk+1
)
Sk(T )
∥∥∥∥ ≤
n−1∑
k=j
∥∥∥∥Sk(T )Wk
∥∥∥∥
(
1− Wk
Wk+1
)
≤
n−1∑
k=j
∥∥∥∥Sk(T )Gk
∥∥∥∥GkWk
(
1− Wk
Wk+1
)
≤ K
∞∑
k=j
Gk
Wk
(
1− Wk
Wk+1
)
→ 0 j →∞.
This means that the second term in (4.25) is Cauchy in operator norm, uniformly in T .
Hence, the series
∞∑
k=1
akT
nk
Wk
converges in operator norm. 
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5. Random modulated one-sided ergodic Hilbert transforms
In this section, we provide applications of the results of the previous sections to obtain
random versions of that kinds of results.
Theorem 5.1. Let {Gn} be a weight, and {nk} ⊂ N be an increasing sequence. Assume that
{fn} ⊂ Lp(Y, ν) be a bounded sequence such that there exists a subset Y ∗ ⊂ Y with ν(Y ∗) = 1
when y ∈ Y ∗ one has
(5.1) sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
fk(y)λ
nk
∣∣∣∣ = K <∞.
Then for every contraction T : L2(µ,H)→ L2(µ,H) and g ∈ L2(µ,H) the series
∞∑
k=1
fk(y)T
nkg
Wk
converges µ-a.e., for any {Wn} ∈ W2(Gn) with (3.9). Moreover,
sup
n≥1
∥∥∥∥
n∑
k=1
fk(y)T
nkg
Wk
∥∥∥∥
H
∈ L2(µ).
The proof uses the same argument of the proof of Theorem 4.5.
Remark 5.2. We notice that in [37] for a symmetric independent complex valued random
variables {fn} the condition (5.1) has been established for certain weights depending on
{fn}. A particular case of this type of series has been investigated in [11] for L2-contractions.
Let us provide some sufficient condition for the fulfillment of condition (5.1). To do it, we
will follow [14] and [32].
Theorem 5.3. Let {Gn} be a weight, and let (Y, ν) be a probability space. Assume that
{fn} ⊂ L2(Y, ν) be an independent with
∫
fn = 0 and sup
n
‖fn‖2 <∞. Suppose that {nk} ⊂ N
is strictly increasing sequence such that, for every 0 < α < 1 one has
(5.2) γ :=
∞∑
k=1
nαk
G2k
<∞.
Then the series
(5.3)
∞∑
k=1
fk(y)λ
nk
Gk
converges ν-a.e uniformly in λ. Moreover, we have
(5.4) sup
n≥1
max
|λ|=1
∣∣∣∣
n∑
k=1
fk(y)λ
nk
Gk
∣∣∣∣ ∈ L2(ν).
Proof. To establish this theorem, we are going to use [32, Corollary 1.1.2, p.10] with group
G the unit circle, the set A = {nk}, and the independent random variables ξnk = fk. The
sequence {an} is defined as follows: ank = 1/Gk , and aj = 0, if j /∈ A. In what follows, we
will identify the unit circle with [0, 2π] with addition modulo 2π.
According to the mentioned result we need to show that
I(σ) :=
∫ 2π
0
σ¯(s)ds
s(log 8πs )
1/2
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is finite, where σ¯ is the rearrangement of σ, which is defined as follows (see [32, 14] for details)
σ(t) :=
(∑
j∈A
|aj |2|1− eijt|2
)1/2
= 2
( ∞∑
k=1
sin2 nkt2
G2k
)1/2
.(5.5)
Now using | sin t| ≤ 1, sin2 t ≤ | sin t|α ≤ |t|α and (5.2), from (5.5) we obtain
σ(t) ≤ 2
( ∞∑
k=1
nαk |t|α
2αG2k
)1/2
= 21−α/2|t|α/2
( ∞∑
k=1
nαk
G2k
)1/2
= 21−α/2|t|α/2√γ(5.6)
Then for the distribution of σ by means of (5.6)
mσ(u) := ν{t ∈ [0, 2π] : σ(t) < u} ≥ 22/α−1 |u|
2/α
√
γ
.
Hence, the last inequality yields, for the rearrangement of σ
σ¯(s) := sup{t > 0 : mσ(t) < s} ≤ 21−α/2|s|α/2√γ.
Now, let us estimate
I(σ) =
∫ 2π
0
σ¯(s)ds
s(log 8πs )
1/2
≤ 21−α/2√γ
∫ 2π
0
ds
s1−α/2(log 8πs )
1/2
<∞
Hence, by [32, Corollary 1.2, p. 10] the series
∞∑
k=1
fk(ω)λ
nk
Gk
converges a.e. uniformly in λ. Moreover, the inequality (1.15) [32] yields (5.4). 
Corollary 5.4. Let the conditions of Theorem 5.3 are satisfied. Then there is a subset
Y ∗ ⊂ Y with ν(Y ∗) = 1 such that for every y ∈ Y ∗ one has
sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
fk(y)λ
nk
∣∣∣∣ <∞.
Proof. By Theorem 5.3 there is a subset Y ∗ ⊂ Y with ν(Y ∗) = 1 such that for every y ∈ Y ∗
the series
∑∞
k=1
fk(y)λ
nk
Gk
converges uniformly in λ. This implies
sup
n≥1
max
|λ|=1
∣∣∣∣
n∑
k=1
fk(y)λ
nk
Gk
∣∣∣∣ <∞.
Then by the Kronecker’s Lemma, we immediately obtain
sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
fk(y)λ
nk
∣∣∣∣ <∞
which is the required assertion. 
We notice that Corollary 5.4 gives a sufficient condition for the validity of (5.1).
Now, let us get another application of Theorem 4.5.
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Theorem 5.5. Let {Gn} be a weight and {nk} ⊂ N be an increasing sequence. Assume that
{an} is a bounded sequence such that
(5.7) sup
n≥1
max
|λ|=1
∣∣∣∣ 1Gn
n∑
k=1
akλ
nk
∣∣∣∣ = K <∞.
Let α : Ω → Ω be a measure-preserving transformation, and {Tω} be a family of measurable
linear contractions of H, i.e. ‖Tωg‖H ≤ ‖g‖H for all g ∈ H. Then for every h ∈ L2(µ) and
g ∈ H the series
(5.8)
∞∑
k=1
akh(α
nk(ω))TωTα(w) · · ·Tαnk−1(ω)g
Wk
converges µ-a.e. for any {Wn} ∈ W2(Gn) with (3.9). Moreover, one has
sup
n≥1
∥∥∥∥
n∑
k=1
akh(α
nk(ω))TωTα(w) · · · Tαnk−1(ω)g
Wk
∥∥∥∥
H
∈ L2(µ)
Proof. To prove, we define a mapping T : L2(µ,H)→ L2(µ,H) as follows
(5.9) T (f)(ω) = Tωf(α(w)), f = f(ω), w ∈ Ω.
One can see that
‖T (f)‖22 =
∫
Ω
‖Tωf(α(ω))‖2Hdµ ≤
∫
Ω
‖f(α(ω))‖2Hdµ =
∫
Ω
‖f(ω)‖2Hdµ = ‖f‖22
which implies that T is a contraction of L2(µ,H).
Hence, the condition (5.7) with Theorem 4.5 implies that the series
(5.10)
∞∑
k=1
akT nkf
Wk
converges µ-a.e., for any {Wn} ∈ W2(Gn) with (3.9). Moreover,
sup
n≥1
∥∥∥∥
n∑
k=1
akT nkf
Wk
∥∥∥∥
H
∈ L2(µ).
Now, let us choose f as follows:
f(ω) = h(ω)g
where h ∈ L2(Ω, µ), g ∈ H. Then from (5.9)
T (f)(ω) = f(α(w))Tω(g)
which yields
T n(f)(ω) = h(αn(ω))TωTα(w) · · ·Tαn−1(ω)g.
Consequently, from (5.10)
∞∑
k=1
akh(α
nk(ω))TωTα(w) · · ·Tαnk−1(ω)g
Wk
converges µ-a.e. 
Remark 5.6. We stress that such kind of result is not known in the classical setting. Moreover,
similar kind of result can be proved for DS operators for Lp-spaces as well.
22 FARRUKH MUKHAMEDOV
If we consider a particular case, i.e. if h is constant, then the last theorem yields the a.e.
convergence of
∞∑
k=1
akTωTα(w) · · ·Tαnk−1(ω)g
Wk
.
Moreover, we have an other corollary of the last theorem.
Corollary 5.7. Assume that the conditions of Theorem 5.5 are satisfied. Let α : Ω → Ω be
a measure-preserving transformation, and T : H → H be a linear contractions of H. Then
for every h ∈ L2(µ) and g ∈ H the series
(5.11)
∞∑
k=1
akh(α
nk(ω))T nkg
Wk
converges µ-a.e. for any {Wn} ∈ W2(Gn) with (3.9). Moreover,
sup
n≥1
∥∥∥∥
n∑
k=1
akh(α
nk(ω))T nkg
Wk
∥∥∥∥ ∈ L2(µ)
The proof immediately follows from Theorem 5.5 if we suppose that the family {Tω} does
not depend on ω, and then from (5.8) one gets the desired convergence.
The last corollary is a combination of ergodic series and the one-sided ergodic Hilbert trans-
forms. This is an another kind of a.e. convergence of a random one-sided ergodic Hilbert
transform of T acting on X. Using the methods of [24] one can get some applications of
Corollary 5.7 to hyperbolic dynamical systems.
By T we denote the unit circle in C. Then, we have following result.
Corollary 5.8. Assume that the conditions of Theorem 5.5 are satisfied. Let T : H → H be
a linear contractions of H. Then for every λ ∈ T and g ∈ H the series
(5.12)
∞∑
k=1
akλ
nkT nkg
Wk
.
converges in norm of X, for any {Wn} ∈ W2(Gn) with (3.9).
Proof. Let us consider a special particular case, when Ω = T, and µ is the standard Lebesgue
measure on T. Assume that α : T → T is given by α(z) = λz, λ ∈ T. It is clear that
α preserves the measure µ. Now, we take h(z) = z in (5.11). Then, from Corollary 5.7
we obtain the norm convergence of the series (5.12). This implies the norm convergence of
the weighted rotated one-sided ergodic Hilbert transform associated with a contraction of T
(under (5.7) condition). 
Remark 5.9. We point out that the a.e. convergence of the rotated one-sided ergodic Hilbert
transforms of a contraction T acting on a Hilbert space has been investigated in [12], where
it was considered the case Wn = n, an = 1. Our last result gives the norm convergence for
contractions on arbitrary Banach spaces. This opens a new direction in the theory of Hlbert
transforms in Banach spaces (see, [13, 19]).
Now combining Theorem 5.3, Corollary 5.4 and Theorem 5.5 one can establish the following
result.
Theorem 5.10. Assume (Y, ν) be a probability space, and {fn} ⊂ L2(Y, ν) be an independent
with
∫
fn = 0 and sup
n
‖fn‖2 < ∞. Let {Gn} be a weight, and suppose that {nk} ⊂ N is
strictly increasing sequence such that (5.2) holds. Let α : Ω → Ω be a measure-preserving
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transformation, and {Tω} be a family of measurable linear contractions of H. Then there is
a subset Y ∗ ⊂ Y with ν(Y ∗) = 1 such that for every y ∈ Y ∗ and for every h ∈ L2(µ) , g ∈ H
the series
(5.13)
∞∑
k=1
fk(y)h(α
nk(ω))TωTα(w) · · ·Tαnk−1(ω)g
Wk
converges µ-a.e. for any {Wn} ∈ W2(Gn) with (3.9). Moreover,
sup
n≥1
∥∥∥∥
n∑
k=1
fk(y)h(α
nk(ω))TωTα(w) · · ·Tαnk−1(ω)g
Wk
∥∥∥∥
H
∈ L2(µ)
Remark 5.11. In particularly, if we consider a weight Gn = n
γ , then the last theorem is a
new result for this type of weight. One can recover results of [11, 14]. Moreover, by choosing
the sequence {fn} and varying weights, one can obtain a lot interesting results.
Appendix A. Examples of admissible weighted
In this section, we provide some examples of admissible weights.
Example A.1. Let Gn = n
1−β, for some β ∈ (0, 1] and p > 1. Then a weight given by
Wn = n
1−δ with δ ∈ [0, p−1p β
)
is p-admissible w.r.t. {Gn}. Indeed, first we set nk = [kr] + 1,
where r = 1/β. Then
∞∑
k=1
(
Gnk
Wnk
)p
=
∞∑
k=1
1
n
(β−δ)p
k
≤
∞∑
k=1
1
kpr(β−δ)
<∞
since pr(β − δ) = (1 − rδ)p > 1. Hence, the condition (2.1) is satisfied. Let us check (2.2).
From the definition of the sequences, one gets
nk+1 − nk
Wnk
≤ (k + 1)
r + 1− kr
(kr)1−δ
≤ 2r(k + 2)
r−1
kr(1−δ)
= 2r
(
k + 2
k
)r−1 1
k1−rδ
(A.1)
Hence, (
nk+1 − nk
Wnk
)p
≤ (2r)p
(
k + 2
k
)p(r−1) 1
kp(1−rδ)
(A.2)
which, due to the choice of δ, implies (2.2). We point out that this kind of weight was
considered in [14]
Example A.2. Let G˜n = n
1−β lnγ n, for some β ∈ (0, 1], γ ≥ 1 and p > 1. Then a weight
given by W˜n = n
1−δ lnγ n with δ ∈ [0, p−1p β
)
is p-admissible w.r.t. {G˜n}. Indeed, as above,
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we set nk = [k
r] + 1, where r = 1/β. Using the same argument as in Example A.1 we have
(2.1). Now according to (A.2) one finds(
nk+1 − nk
W˜nk
)p
≤ (2r)p
(
k + 2
k
)p(r−1) 1
kp(1−rδ) lnγp k
≤ (2r)p
(
k + 2
k
)p(r−1) 1
kp(1−rδ)
and we arrive at (2.2).
Example A.3. Let Rn =
n1−β
lnα n , for some β ∈ (0, 1], α ≥ 1 and p > 1. Then a weight given
by Un =
n1−δ
lnα n with δ ∈ [0, p−1p β
)
is p-admissible w.r.t. {Rn}. Indeed, let us take nk = [kr]+1,
where r = 1/β. One can check that (2.1) is satisfied. Again using (A.2)
nk+1 − nk
Unk
≤ 2r(k + 2)
r−1 lnα nk
kr(1−δ)
≤ 2r(k + 2)
r−1(r + 1)α lnα k
kr(1−δ)
= 2r(r + 1)α
(
k + 2
k
)r−1 lnα k
kr(1−δ)
.
One can check that the series
∞∑
k=1
lnαp k
kpr(1−δ)
converges, if pr(1− δ) > 1. Hence, the condition (2.2) is satisfied.
Example A.4. Now we are going to provide a more general example. Let {Gn} be a weight
such that
(A.3)
∞∑
k=1
1
(Gk)pǫ
<∞
for some ǫ > 0 and p > 1. Then a sequence {Wn} is given by
Wn = (Gn)
ǫ+1, n ∈ N
is p-admissible w.r.t. {Gn}. Indeed, let us define the sequence {nk} as follows:
n1 = 1, nk+1 = [Gnk ] + nk + 1, k ∈ N.
Then
∞∑
k=1
(
Gnk
Wnk
)p
=
∞∑
k=1
1
(Gnk)
pǫ
<∞
which yields (2.1). Let us check the second condition. One has
nk+1 − nk
W˜nk
=
[Gnk ] + 1
(Gnk)
1+ǫ
∼ 1
(Gnk)
ǫ
+
1
(Gnk)
ǫ+1
≤ 1
(Gnk)
ǫ
.
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This implies the condition (2.2).
For instance, if we takes Gn = n
1/p(lnn)β+1/p(ln lnn)γ (with β, γ > 0, p > 1), then
∞∑
k=1
1
(Gn)p
<∞
hence, Wn = G
2
n is p-admissible.
Appendix B. More examples with condition (3.9)
Let us consider some examples for which all the above noticed conditions are satisfied.
Example B.1. Let {Gn} and {Wn} be weights considered in Example A.1, i.e. Gn = n1−β,
Wn = n
1−δ, where β ∈ (0, 1], p > 1 and δ ∈ [0, p−1p β
)
. One can see that
Gk
Wk
=
1
kβ−δ
due to β − δ < 1, we infer ∑∞k=1 GkWk =∞, while (3.9) is satisfied. Indeed,
Gk
Wk
(
1− Wk
Wk+1
)
=
1
kβ−δ
(k + 1)1−δ − k1−δ
(k + 1)1−δ
≤ 1
kβ−δ
(1− δ)k−δ
k1−δ
=
1− δ
k1+β−δ
One can see that 1 + β − δ > 1, therefore,
∞∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)
<∞.
Example B.2. Let {Rn} and {Un} be weights considered in Example A.3, i.e. Rn = n1−βlnα n ,
Un =
n1−δ
lnα n , where β ∈ (0, 1], α ≥ 1, p > 1 and δ ∈ [0, p−1p β
)
. It is clear that
∞∑
k=1
Rk
Uk
=∞.
On the other hand, we have
Rk
Uk
(
1− Uk
Uk+1
)
=
1
kβ−δ
(
1− k
1−δ
(k + 1)1−δ
lnα(k + 1)
lnα k
)
≤ 1
kβ−δ
(
1− k
1−δ
(k + 1)1−δ
)
≤ 1− δ
k1+β−δ
Hence, the series
∞∑
k=1
Rk
Uk
(
1− Uk
Uk+1
)
converges.
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Example B.3. Let us provide an other example of p-admissible weight. We are going to
establish that the weight considered in Example 2.2 is indeed p-admissible.
Let Gn = (lnn)
β+1/p(ln lnn)γ with β > 0, γ ≥ 1, and nm = [mr] + 1, r = 1/α with
α ∈ (0, 1]. Define
Wn = n
δ/p(ln n)β+1/p(ln lnn)γ , δ ≥ p(1− α) + 1.
Then {Wn} is p-admissible w.r.t. {Gn}. Indeed, we first note that
∞∑
m=1
1
nm
<∞
therefore
∞∑
k=1
(
Gnm
Wnm
)p
=
∞∑
m=1
1
nδm
<∞.
Furthermore, using the same argument of Example A.1
nm+1 − nm
Wnm
=
nm+1 − nm
n
δ/p
m Gnm
≤ (m+ 1)
r + 1−mr
m(1−τ)rGnm
= 2r
(
m+ 2
m
)r−1 1
m1−rτGnm
,
where τ = (p− δ)/p. Hence,(
nm+1 − nm
Wnm
)p
∼ 1
m(1−rτ)pGpnm
∼ 1
m(1−rτ)p(lnm)βp+1(ln lnm)γp
.
Consequently, if (1− rτ)p ≥ 1, i.e. δ ≥ p(1− α) + 1, the series
∞∑
m=1
1
m(1−rτ)p(lnnm)βp+1(ln lnnm)γp
converges. So, {Wn} is p-admissible w.r.t. {Gn}.
Let us establish that the weights {Gn} and {Wn} satisfy the condition (3.9). For the sake
of simplicity, we assume that δ = 1. Then
Gk
Wk
(
1− Wk
Wk+1
)
=
(k + 1)1/pGk+1 − k1/pGk
k1/p(k + 1)1/pGk+1
(B.1)
Now considering the derivative of ψ(x) = x1/p(ln x)β+1/p(ln lnx)γ , we can estimate RHS of
(B.1) as follows
(k + 1)1/pGk+1 − k1/pGk
k1/p(k + 1)1/pGk+1
≤ C
k1+1/p
, k ∈ N
for some constant. This implies the convergence of the series
∞∑
k=1
Gk
Wk
(
1− Wk
Wk+1
)
.
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