Abstract. Kato has constructed reflection functors for KLR algebras which categorify the braid group action on a quantum group by algebra automorphisms. We prove that these reflection functors are monoidal.
Introduction
Consider a quantised enveloping algebra U q (g) where g is a simple Lie algebra of ADE type. It admits algebra automorphisms T i for each vertex i of the Dynkin diagram. These automorphisms do not preserve the positive part U q (g) + , instead there are explicitly given subalgebras ker(r i ) and ker( i r) of U q (g) + which are mapped isomorphically onto each other via T i . For a precise statement, see [L2, Proposition 38.1.6] .
The positive part of the quantum group U q (g) + was categorified in terms of KLR (KhovanovLauda-Rouquier) algebras in [KL1] . The subalgebras ker(r i ) and ker( i r) are categorified by the module categories of certain quotients R(ν)/ e i and R(ν)/ i e of the KLR algebras. These categories are Morita equivalent via functors we call Kato's reflection functors. These were discovered in [K1] , and extended to positive characteristic KLR algebras in [Mc2] .
In this paper, we show that Kato's reflection functors are monoidal. This answers a question from [KKOP] , allowing a proof of [KKOP, Conjecture 5.5] . It also fixes an error in [K1, Lemma 4.2(2) ] (in the published version). Our approach is geometric and the key ingredient is the formality of KLR algebras, which we deduce from their purity. Thus we are necessarily restricted to KLR algebras in characteristic zero.
We make no attempt to discuss the situation beyond finite type. For this, the reader is encouraged to view [K2] . This paper was produced independently of [K2] , which answers the same questions, and the author thanks Kato for providing him with access to a draft of his preprint.
Definitions
Let I be the index set for a finite type ADE Dynkin diagram. Fix i ∈ I. Let Q be an orientation of the Dynkin diagram such that i is a source. Let Q ′ be the quiver obtained from Q by reversing the directions of all arrows incident to i.
For λ ∈ NI, let X λ be the moduli stack of representations of Q of dimension vector λ. Let F λ be the moduli stack of representations of Q of dimension vector λ together with a full flag of subrepresentations. Let π : F λ −→ X λ be the canonical projection. π is proper. Let k be a field of characteristic zero and define
The KLR algebra is defined by
and R(λ) ′ be the corresponding objects defined with Q ′ in place of Q. By the main result of [VV] and the discussion in [KL2] there is an isomorphism R(λ) ∼ = R(λ) ′ of graded associative algebras.
Normally in the literature, R(λ) is considered as a graded associative algebra. The category D b (X λ ; k) has a differential graded enhancement, so we can consider R(λ) as a differential graded algebra. Theorem 2.2 below shows that we lose no information by considering the associative algebra R(λ) (which we sometimes consider as a differential graded algebra with trivial differential in order to talk about the category R(λ)-dgmod of differential graded modules over R(λ)).
Theorem 2.1. [L1, Proposition 10.6 ] Suppose X λ is defined over a finite field and we take the l-adic derived category. Then L λ is pointwise pure.
The following key result is also [W, Lemma 4.8] .
Proof. By Theorem 2.1, the cohomology of R(λ) is pure of weight zero, when L λ is spread out to a finite field and the l-adic derived category is considered. Then [PvdB, Theorem A.1.1] shows that this Frobenius action can be lifted to the dg-algebra representing R(λ), and [S, Proposition 4] implies that R(λ) is formal.
Corollary 2.4. There is an equivalence of triangulated categories
induces an equivalence between L λ and the full subcategory of R(λ)-dgmod generated by R(λ). Since R(λ) has finite global dimension, this latter category is all of R(λ)-dgmod.
Let S i be the simple representation of Q at the vertex i. Let U λ ⊂ X λ be the substack of representations M of Q with Hom(S i , M ) = 0. Write j : U λ −→ X λ for the inclusion. Then j is an open immersion.
When considering the quiver Q ′ , we instead define U ′ λ ⊂ X ′ λ to be the substack of representations M ′ of Q ′ such that Hom(M ′ , S ′ i ) = 0. The algebra R(ν) has distinguished idempotents e i and i e for each i ∈ I, used to define the relevant categories for Kato reflection functors as in [Mc2] . The category C i (ν) is defined to be the full subcategory of R(ν)-mod consisting of objects M such that e i M = 0. It is thus equivalent to modules over the quotient R(ν)/ e i . The category i C(ν) is similarly defined using the idempotent i e. Kato's reflection functors give an equivalence C i (ν) ∼ = i C(s i ν), where s i is the simple reflection associated to i.
There is an isomorphism [Mc2] R(λ)/ e i ∼ = Hom
The algebra Hom
is also formal and of finite global dimension. The formality follows from the same purity argument as for R(λ), while the finitude of global dimension is in [K1] and [Mc2] .
We can then upgrade Corollary 2.4 to obtain an equivalence of triangulated categories
compatible with the equivalence of the corollary via j * and the inclusion.
Comparison of algebraic and geometric induction
Let S λµ be the moduli stack of short exact sequences of representations of Q
where dim M ′ = λ and dim M ′′ = µ. Let p : S λµ −→ X λ+µ be the map sending the short exact sequence (3.1) to M . Let q : S λµ −→ X λ × X µ be the map sending (3.1) to (M ′ , M ′′ ). The map p is proper and q is smooth.
The geometric induction functor
The stack F λ is the disjoint union of F i λ , where i runs over all sequences i = (i 1 , . . . , i n ) with each i j ∈ I and j i j = λ. The sequence i records the sequence of simple subquotients in the full flag. Let
It is not difficult to check that
I G (P i , P j ) = P ij where ij is the concatenation of the two sequences.
Therefore
Let e λµ ∈ R(λ + µ) be the projection to this direct summand.
The algebraic induction functor
Proof. Consider the two functors
We begin by constructing a natural transformation π : F −→ G. To construct it, it suffices to find a natural bilinear map
This map is (xe λµ , y) → xe λµ p ! q * (y),
. Now note that π is an isomorphism when F = L λ and G = L µ . Then by a standard devissage argument, π is an isomorphism whenever F and G are in the triangulated categories generated by L λ and L µ respectively, as required.
The reflection functor
Proof. M is a module over Hom
Since j * is right adjoint to j * , we get the desired result.
Let V λµ be the moduli stack of short exact sequences of representations of Q
where dim M ′ = λ, dim M ′′ = µ and Hom(S i , M ′ ) = Hom(S i , M ′′ ) = 0. Let V ′ λµ be the corresponding moduli stack for the quiver Q ′ .
In [BGP] , reflection functors between the categories Rep (Q ′ ) and Rep (Q) are constructed which are shown to have the following property: Theorem 4.2. The BGP reflection functor from Rep (Q ′ ) to Rep (Q) induces isomorphisms x λ andx λµ of stacks such that the following diagram commutes:
Under the isomorphism x : U ′ s i λ −→ U λ , the sheaves j * L ′ s i λ and j * L λ have isomorphic direct summands (up to shifts). This is because they are semisimple and every simple perverse sheaf on X λ occurs as a direct summand of L λ . Therefore there is a Morita equivalence between End
• (j * L ′ s i λ ) and End • (j * L λ ). This Morita equivalence is Kato's reflection functor 
Suppose that f is smooth, g is proper and h is an immersion. Then we have the equality of functors from
Proof. This is a routine consequence of base change and the identity h * h * = id.
Proof. Let Z be the complement of U λ+µ in X λ+µ and i : Z −→ X λ+µ be the inclusion. By considering the exact triangle i ! i ! → id → j * j * +1 − − →, it suffices to show that i ! p ! q * j * = 0. Let S Z = q −1 (Z) and f : S Z −→ X λ × X µ be the restriction of p to S Z . By base change, since p is proper and q is smooth,
Thus it suffices to show that f ! j * = 0, i.e. that f and j have disjoint image in
∈ im j, completing the proof.
monoidality
In this section, we use the following diagram (c.f. Lemma 4.3):
Here B is defined so that the right hand square is a pullback square. One easily checks that the left hand side is a pullback square. By Lemma 4.4, we have p ! q * (j * M ⊠ j * N ) ∼ = h * h * p ! q * (j * M ⊠ j * N ). By Lemma 4.3, we can write this as
From the description of Kato's reflection functor, we have
On the other hand, from the description of Kato's reflection functor,
Then Theorem 3.1 tells us that
Then Lemmas 4.4 and 4.3 tell us that we have
Tracing through all the maps, Theorem 4.2 allows us to identify the right hand sides of (5.1) and (5.2), completing the proof.
