A tensor-based method is proposed for the solution of partial differential equations defined on uncertain parameterized domains. It provides an accurate solution which is explicit with respect to parameters defining the shape of the domain, thus allowing efficient a posteriori probabilistic or parametric analyses. In the proposed method, a fictitious domain approach is first adopted for the reformulation of the parametric problem on a fixed domain, yielding a weak formulation in a tensor product space (product of space functions and parametric functions). The paper is limited to the case of Neumann conditions on uncertain parts of the boundary. The Proper Generalized Decomposition method is then introduced for the construction of a tensor product approximation (separated representation) of the solution. It can be seen as an a priori model reduction technique which automatically captures reduced bases of space functions and parametric functions which are optimal for the representation of the solution. This tensor-based method is made computationally tractable by introducing separated representations of variational forms, resulting from separated representations of the parameterized indicator function of the uncertain domain. For this purpose, a method is proposed for the construction of a constrained tensor product approximation which preserves positivity and therefore ensures well-posedness of problems associated with approximate indicator functions. Moreover, a regularization of the geometry is introduced to speed up the convergence of these tensor product approximations.
Introduction
Uncertainty quantification has become a critical issue in computational and prediction science. Uncertainty may reflect inherent variabilities in physical systems which have to be incorporated in mathematical models, or some level of ignorance that yields an imprecise or incomplete characterization of a model. When adopting a probabilistic modeling of uncertainties, their impact on a model output may be classically evaluated by means of classical sampling techniques if one is interested in probabilistic or statistical quantities of interest. In the last two decades, a growing attention has been given to an alternative functional view of uncertainty quantification, where uncertain (random) quantities are seen as functionals of parameters characterizing the input uncertainties. This functional view, combined with approximation theory and numerical analysis, has led to the development of a family of numerical methods, called spectral stochastic methods, for the propagation of uncertainties through a model, yielding a complete characterization of uncertain model outputs (see recent reviews [19, 30, 14] and [13] ). The introduction of model uncertainty may also be required for different purposes such as model design, identification or optimization, where one is interested in the quantification of model outputs for a certain range of input parameters. In this context of parametric analyses, spectral methods provide an explicit representation of the output with respect to input parameters, thus allowing a posteriori parametric analyses. Therefore, they constitute efficient alternatives to traditional methods that require many evaluations of the initial model for particular values of input parameters (e.g. corresponding to an experimental design, iterates of an optimization procedure...).
Spectral methods for uncertainty quantification have been successfully applied to many problems in science and engineering. In particular, many works have considered the uncertainty propagation through models involving partial differential equations (PDEs) with uncertain operators and source terms (see e.g. [9, 4, 15, 28] ). A few works have been recently devoted to numerical methods for PDEs defined on uncertain domains [31, 29, 5, 23, 2, 16, 10, 22] . The explicit characterization of output quantities with respect to input shape parameters is of great interest in various analyses: impact of random perturbations of a shape, shape optimization in model design, inverse analysis in non destructive testing (location of a defect)... The above mentioned works start with a reformulation of the problem on a fixed deterministic domain. In [31, 29, 16] , a random mapping maps the random domain into a deterministic domain, thus transforming a PDE defined on an uncertain domain into a PDE defined on a fixed domain with uncertain operator and right-hand-side depending on the mapping and its derivatives. In [5, 23] , fictitious domain methods are introduced and consist in embedding the uncertain domain into a fixed domain, the geometry being characterized with a level-set technique or a mapping technique.
Contribution of this paper
In this paper, we present an efficient method for the numerical solution of PDEs defined on uncertain parameterized domains Ω(ξ), with ξ ∈ Ξ being parameters (eventually random), which combines a fictitious domain approach and a tensor-based method, namely the Proper Generalized Decomposition, for the construction of optimal separated representations of the solution. For the proposed tensor-based method to be computationally tractable, additional technical ingredients are introduced in order to recast the problem in a suitable tensor format. These ingredients consist of specific treatments of the random geometry, more precisely of the indicator function representing the random domain. The impact of these approximations of the geometry are carefully analyzed. As a model example, we consider a simple diffusion equation −∆u = f defined on Ω(ξ). The paper is limited to the case of Neumann conditions on uncertain parts of the boundary. A fictitious domain approach is first adopted for the reformulation of the problem on a fixed domain Ω , which introduces a prolongationũ of the solution u. It yields a weak formulation of the parametric (stochastic) problem in a tensor product space V ⊗ S (product of space functions and parametric functions) 2 , with V ⊂ {w : Ω → R} and S ⊂ {λ : Ξ → R}. Model reduction techniques based on the construction of separated representations are receiving a growing interest in scientific computing. A family of methods, recently called Proper Generalized Decomposition (PGD) methods have been introduced for the a priori construction of separated representations of the solution of problems defined in tensor product spaces [1, 12, 20, 6, 8] . PGD methods can be interpreted as generalizations of Proper Orthogonal Decomposition (or Singular Value Decomposition, or Karhunen-Loeve Decomposition) for the a priori construction of a separated representation of the solution. In the context of uncertainty propagation, this method has been initially introduced as a generalization of spectral decompositions [17] for the a priori construction of a separated representation of the solution of stochastic PDEs.
The solution is here searched under the form
with w i ∈ V and λ i ∈ S. Several definitions of separated representations have been proposed. In this paper, we introduce a particular progressive definition of the PGD, based on successive best approximation problems for the progressive definition of the couples of functions (w i , λ i ) ∈ V × S, which are constructed with an alternated minimization procedure 3 . This construction only requires the solution of independent subproblems defined on S (parametric algebraic equations) and subproblems defined on V (non parametric PDEs). Let us note that PGD methods have also been extended to uncertainty quantification problems for high-dimensional parametric models [7, 21] (i.e. involving a large number of parameters ξ = (ξ 1 , . . . , ξ r ) ∈ Ξ ⊂ R r ) by using separated variables representations of the solution u(
These methods allow the a priori construction of a separated representation of a solution defined on a very high-dimensional parametric space. The method can handle problems with such a dimension that their solution is unfeasible with classical spectral stochastic approximation techniques. For the sake of simplicity, in this article, we restrict the presentation to the construction of a separation of type (1), without any additional separation of parameters ξ = (ξ 1 , . . . , ξ r ). However, following [21] , the methodology could be easily extended to the case of multidimensional separations.
The outline of the paper is as follows. In section 2, we introduce a fictitious domain formulation of partial differential equations defined on uncertain parameterized domains, resulting in a weak formulation defined in a tensor product space, where variational forms involve the indicator function of the parameterized domain. In section 3, we introduce and illustrate the Proper Generalized Decomposition (PGD) method for the construction of a separated representation (1) of the solution. In order to obtain an efficient method outperforming traditional solution techniques, variational forms must also admit accurate low rank separated representations. For this purpose, in section 4, we introduce separated representations of the indicator function in order to obtain accurate separated representations of variational forms. Smoothing of indicator functions is introduced in order to improve the convergence rate of their separated representations. Moreover, a method is proposed for the construction of a constrained tensor product approximation which preserves positivity and therefore ensures well-posedness of problems associated with approximate indicator functions. In section 5, a second example illustrates the overall methodology.
Formulation of the problem and fictitious domain approach

Partial differential equation defined on uncertain parameterized domain
Let (Ξ, B, P ξ ) be a finite dimensional probability space representing the uncertainties on a geometry 4 , where Ξ ⊂ R r is the set of elementary events 5 . P ξ denotes the probability measure of a finite set of random variables ξ which are random parameters controlling the shape of a random domain Ω(ξ) ⊂ R d .
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For each ξ ∈ Ξ, the domain Ω(ξ) is bounded and connected and its boundary ∂Ω(ξ) is assumed to be sufficiently smooth (e.g. curvilinear polygonal or piecewise C 1,1 boundary). We here consider a simple diffusion partial differential equation defined on random domain Ω(ξ)
where Γ D and Γ N are homogeneous Dirichlet and Neumann boundaries respectively, with Γ D ∩ Γ N = ∅ and Γ D ∪ Γ N = ∂Ω. The spatial-weak and stochastic-strong formulation of (2) writes 7 :
with
and where
In this article, we consider that geometrical uncertainties are modeled within a probabilistic framework. However, let us note that for classical parametric analyses, the set Ξ could be endowed with a uniform (non probability) measure P ξ . 5 Note that random domains with boundaries defined by infinite dimensional random fields could be handled by introducing a first stochastic discretization step (e.g. with Karhunen-Loeve decomposition). 6 More precisely, Ω is considered as a random variable defined on (Ξ, B, P ξ ) with values in the set of measurable sets in R d . 7 We consider equivalently u as a function of ξ with values in H 1 (Ω(ξ)), denoted u(ξ)(x), or a function of x and ξ with values in R, denoted u(x, ξ).
We now introduce the function space
We denote by · W the norm on W defined by
A stochastic-weak formulation can then be written
where
In this paper, we only consider the case where the Dirichlet boundary Γ D is deterministic. The case where Γ D (ξ) is random will be briefly discussed in section 2.2.4 and a dedicated method will be presented in another paper. In this paper, we focus on the modelling of geometrical uncertainties. However, note that other sources of uncertainties, on the source term f or on the diffusion operator, can be handled with no extra difficulty.
A fictitious domain formulation
We now introduce a reformulation of problem (P) on a deterministic fictitious domain. For simplicity, the present paper is restricted to a simple diffusion equation with homogeneous boundary conditions. However, the results could be naturally extended to a larger class of problems, by using ad-hoc fictitious domain reformulations (see e.g. [11, 25, 26] for a natural extension to diffusionreaction equations and the introduction of non-homogeneous Dirichlet, Neumann or Robin boundary conditions).
Introduction of a fictitious domain
We recall that we only consider the case where Γ D is deterministic and Γ N (ξ) is random. We introduce a deterministic fictitious domain Ω such that y∈Ξ Ω(y) ⊂ 
Indicator functions
We introduce a function
I 0 (·, y) corresponds to the classical indicator function of domain Ω(y), simply denoted I in the following. Function I η can be expressed in terms of I as follows:
In practice, we introduce a function φ : Ω × Ξ → R such that
where H is the heaviside function defined by
Here, we use for φ(x, ξ) a random level-set function whose iso-zero in Ω characterizes the random boundary Γ N (ξ).
Reformulation of the problem
Problem (3) is reformulated as follows:
and where V is a deterministic function space defined by
The deterministic counterpart of the above formulation belongs to the class of reformulations proposed in [11] . We now introduce the function space
. W is equipped with the following norm
where µ is the product measure on R d × Ξ, such that dµ(x, y) = dxdP ξ (y). We then have the following stochastic-weak formulation of problem (10):
where A η and L are continuous bilinear and linear forms on W = V ⊗ S, defined by
Using (8), bilinear form A η is equivalently expressed in terms of the classical indicator function I as follows:
For η > 0, A η is a symmetric continuous and coercive bilinear form on W = V ⊗ S. Therefore, there exists a unique solution to problem (P η ) which is equivalently characterized by
The convergence of u η when η → 0 is analyzed in appendix A. In the following, we consider that u η solution of (P η ) is our reference solution, with η chosen sufficiently small such that u η provides a good approximation of the solution u of problem (P).
The case of random Dirichlet boundaries
The case where Dirichlet boundary Γ D (ξ) is random and Γ N is deterministic can be handled in the same framework. It corresponds to a penalty method for treating Dirichlet boundary conditions. Let us briefly detail this approach. Let us introduce the partition ∂Ω = Γ D ∪ Γ N with Γ N ⊂ Γ N . Then, we can use the reformulation (P η ), with the following definition of bilinear form:
with I η = I for a L 2 penalization or I η = I +η(1−I) for a H 1 penalization. We choose η > 1. Denoting u and u η the solutions of (P) and (P η ) respectively, we have lim η→∞ u − u η W = 0. The treatment of Dirichlet boundary conditions on a random boundary is then possible with a standard Galerkin approximation method, consisting in introducing approximation spaces in formulation (P η ). However, this reformulation is not adapted to the use of Proper Generalized Decomposition, in the case where the indicator function I is approximated (see section 4). Indeed, a coarse approximation of I can have dramatic consequences on the quality of the solution, because η takes high values (required in order to correctly treat boundary conditions). An alternative reformulation, adapted to the Proper Generalized Decomposition method, will be introduced in another paper. It consists in using a characteristic function method [3] .
Proper Generalized Decomposition
We consider the solution of problem (P η ) with the Proper Generalized Decomposition (PGD) method. The idea is to find an approximation of the solution
where u m is called a rank-m separated representation of u η . This can be interpreted as a simultaneous construction of reduced bases of spatial func-
, which are optimal (in some sense to be defined) for the representation of the present solution u η . We here present a particular progressive definition of the PGD. The reader can refer to [17, 18, 19, 20] for alternative definitions. Note that the constructed sequence u m depends on the parameter η but this dependence will be omitted in order to simplify the notations.
Definition of the progressive PGD
with u 0 = 0 and
Definition 1 is equivalent to
where u η is the solution of (P η ) and · A η is the norm on V ⊗ S induced by
A new couple of functions (w m , λ m ) ∈ V ×S is then defined as a couple which minimizes the distance between u m and u η , with respect to the norm induced by A η .
Let us introduce the mapping F m : S → V defined by
and the mapping F
We have the following properties:
with r
A η , and
We then have the following theorem, which is a particular case of a more general convergence result of progressive PGD in tensor product Hilbert spaces [8] .
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Theorem 1
The progressive PGD {u m } m∈N strongly converges with m towards the solution u η of problem (P η ) (for a fixed η). We have
where σ m is defined by
Remark 2 (Approximation) In practice, we introduce the approximation spaces V N ⊂ V and S P ⊂ S and we construct a PGD sequence {u m } m∈N ⊂ V N ⊗ S P which converges to the Galerkin approximation u
The progressive PGD can be interpreted in terms of successive pseudo eigenproblems on the operators
is interpreted as a pseudo Rayleigh quotient, which is maximized by the optimal function w m , called the dominant pseudo eigenfunction of T ⋄ m . Equivalently, it can be interpreted in terms of successive pseudo eigenproblems on operators
. r m is interpreted as a pseudo Rayleigh quotient, which is maximized by the optimal function λ m , called the dominant pseudo eigenfunction of T m . The values σ m are then interpreted as singular values of a progressive (generalized) singular value decomposition of u η , also named generalized spectral decomposition (see [17] ). The reader can refer to [8] for a more general interpretation in terms of a generalized singular value decomposition in tensor Hilbert spaces.
Associated algorithm
Starting from an initial function λ 0 ∈ S, we construct the sequences {w k } k≥1 ⊂ V and {λ k } k≥1 ⊂ S, defined by
The algorithm can be interpreted as an alternated minimization algorithm for solving optimization problem (18) . It can also be interpreted as a power-type algorithm 12 for finding the dominant pseudo eigenfunction of operator T ⋄ m , or equivalently of T m (see [18] ). In practice, only a few iterations (3 or 4) are sufficient to obtain a good approximation of an optimal couple (w m , λ m ).
Application of mapping F m (spatial problem)
For a given λ ∈ S, w = F m (λ) is the solution of the following problem
and
where E is the mathematical expectation defined by E(f (ξ)) = Ξ f (y)dP ξ (y). 12 We have
3.2.1.1 Interpretation Problem (P w ) appears as a classical diffusion equation on Ω the strong formulation of which reads:
We have κ(x) = 1 (resp. η) for x such that P ξ (Ξ x ) = 1 (resp. 0), i.e. if point x is almost surely inside (resp. outside) the domain. For x such that 0 < P ξ (Ξ x ) < 1, we have η < κ(x) < 1 (since η < 1).
Approximation
In practice, we introduce a classical finite element approximation space V N ⊂ V and an approximation w N of w is defined by:
Application of mapping F
is the solution of the following problem
Approximation
In practice, we introduce a classical spectral stochastic approximation space S P ⊂ S and an approximation λ P of λ is defined by:
Illustration
Description of the problem
We consider the Poisson equation (2) with f = 1 and a domain Ω(ξ) = A finite element approximation space V N is introduced using a regular mesh composed of 3660 triangular elements (N = 1740). We also introduce an approximation space S P composed of piecewise polynomial approximation of degree 2 (of finite element type) associated with a uniform partition of Ξ into 20 elements (P = 60). In the following, the Galerkin approximation u η N,P ∈ V N ⊗ S P of problem (P η ) will be simply denoted by u η .
Behavior of the fictitious domain method
A convergence analysis of the fictitious method with respect to η is first conducted. The solution u η of (P η ) is compared to the solution u of the initial problem (P) by introducing the error indicator
Solution u is obtained with the same spatial mesh as for u η . The convergence of u η is illustrated in Figure 3 . We observe a linear convergence of u η with η. This illustrates the convergence result (A.2) stated in appendix A. In order to study the transmission condition on the internal boundary Γ N recalled in remark 4 of appendix A, we introduce the following indicator:
where n is the unit normal to Γ N . i BC (η) is evaluated for different spatial meshes and is plotted in Figure 4 .
We observe that as η tends towards 0, the homogeneous Neumann boundary condition is better satisfied until the plateau due to the finite element approximation is reached. 
Convergence of the PGD
We now adopt a fictitious domain formulation with η = 0.01 and we consider as a reference solution the Galerkin approximation u η ∈ V N ⊗ S P of problem (P η ).
The progressive PGD u m is compared to the reference solution u η ∈ V N ⊗ S P with the error indicator ε Ω (u m ; u η ). The convergence of the PGD is illustrated in Figure 5 . We observe a fast convergence of the PGD and the error ε Ω (u m ; u η ) = 10 −2 is reached with a low rank m = 10. tively show the first deterministic vectors w i and parametric functions λ i of the PGD. We can observe that the first sets of functions are smooth functions that can describe the global behavior of the response. Then as the progressive PGD goes along, the new sets of functions allow to well describe the local behavior of the response. Figure 8 illustrates the first diffusion coefficients κ(x) = E(I η λ 2 i ) of the "virtual material" defined in (28) . The black areas correspond to κ = 1 and the white areas correspond to κ = η. We verify that κ(x) = 1 for points x almost surely inside the random domain Ω(ξ). Figure 9 shows the reference solution u η and u m for some values of rank m, evaluated for ξ = 0.5. Again, it illustrates the good convergence of the PGD towards the reference solution. Finally, Figure 10 shows the reference solution u η and the PGD approximation u 60 for several realizations of ξ. The rank-60 progressive PGD gives a very accurate approximation for all these realizations. 
Separated representations of the indicator functions
When directly applied to problem (P η ), the PGD method is not computationally tractable since bilinear form A η and linear form L do not have a "separated form". In practice, when the approximation spaces V N ⊂ V and S P ⊂ S are introduced, the solutions of problems (P N w ) and (P P λ ) require a fine integration of the bilinear and linear forms, which limits the use of the method to relatively coarse approximation spaces at both spatial and stochastic levels. This point was also the limiting point of the direct Galerkin approximation approach introduced in [23] , where specific integration techniques (computationally costly) were proposed.
We here propose to introduce a suitable approximation of the indicator function I in order to obtain a separated representation of bilinear and linear forms and therefore to obtain a significant gain with the PGD method compared to a classical direct computation of the Galerkin approximation of problem (P η ).
Reformulation of the problem with approximate indicator functions
We introduce the following rank-s separated representation of I:
and introduce the associated problem: (15) and (14):
where f η is a prolongation of f on Ω × Ξ which can possibly depend on parameter η.
Two important issues must be considered: the separated representation (38) should be such that (i) problem (P η,s ) is well posed and (ii) u η,s is a "good approximation" of the solution u η of problem (P η ). These two issues are solved if there exists an integer s ′ such that for all s ≥ s ′ , we have (almost surely)
where β is a constant and α is a constant such that
Indeed, under conditions (41) and (42) Let us note that in problem (P η,s ), we use a prolongation f η of f on Ω × Ξ and the sequence {u η,s } s≥1 depends on this prolongation. For a fixed η, the convergence of the sequence u η is guaranteed whatever the choice of prolongation. However, the convergence properties may be influenced by this choice. In appendix A, it is given a sufficient condition on the prolongation f η in order to obtain convergence properties only dependent on the convergence of the sequence of approximate indicator functions {I s } s≥1 .
Separated representations of I s
We now address the problem of the construction of a separated representation (38) of I s verifying (41). We present two alternatives. The first one is a classical Karhunen-Loève expansion, for which restrictive assumptions on I are required. The second one is an original definition of a constrained separated representation, which could be considered as a generalization of KarhunenLoève decomposition in order to impose uniform boundedness constraints.
Karhunen-Loève expansion of the indicator function
Separated representation I s can be defined as a classical Karhunen-Loève expansion of I, defined by
where · Ω is the usual norm on L 2 µ (Ω × Ξ), defined by
We denote c I : Ω × Ω → R the correlation kernel of I, defined by
Functions g i are solutions of the eigenproblem
The eigenfunctions {g i } i≥1 form a basis of L 2 µ (Ω × Ξ) and are orthogonal with respect to the natural inner product in L . Using a classical Karhunen-Loève expansion of I is then theoretically possible, at the condition of choosing a rank sufficiently high in order to satisfy property (41). However, in practice, the L ∞ convergence is very slow and a very high rank is required in order to reach a precision ǫ < η 1−η when using small values of η (as illustrated below).
Constrained separated representation of the indicator function
We now introduce a new definition of separated representation (38) that tries to preserve the constraint (41) whatever the rank s. A detailed analysis of this new definition can be found in [24] .
We propose to replace the definition (43) of the classical Karhunen-Loève expansion by the following definition. Starting from I 0 = 0, we define for
where F (I) is a suitable convex lower semi-continuous coercive functional on 
(Ξ)} ⊂ V be the set of rank-one separated functions in tensor product Hilbert space V . Equation (45) then defines z s = g s χ s ∈ R 1 as follows
The existence of a minimizer z s ∈ R 1 classically follows from the properties of J and from the fact that R 1 is a weakly closed subset of V (see [8] ). In fact, the proposed definition of the decomposition I s is a particular case of the PGD for a class of nonlinear convex problems, whose mathematical analysis will be found in a forthcoming paper.
Choice of functional F For the present context, we choose
where f : R → R ∪ {+∞} is a convex lower semi-continuous coercive function which is zero inside the admissible interval [α, β] and takes high values outside this interval. Ideally, we could choose
but in practice, we select a two times differentiable regularization of this function: 
The above Euler-Lagrange equations are nonlinear equations which can be solved with a Newton method.
Algebraic version
In practice, the indicator function is approximated on a finite dimensional basis:
When selecting for ϕ i and ψ j interpolation bases, I ij corresponds to the value of the indicator function at a given point x i and for a given value y j of the parameter. We then transform the continuous point of view into a discrete point of view, consisting of a constrained singular value decomposition of matrix (I ij ), defined by
with I
2 Ω = i,j I 2 ij and F (I) = i,j f (I ij ). With this formulation, we try to constrain the values (I s ) ij to be inside the interval [α, β], which is equivalent to imposing the constraint (41) at the interpolation points.
An alternative definition
Rather than the progressive definition (45), we could also adopt the following direct definition
which leads in practice to far better convergence properties of the sequence I s . An alternated minimization procedure can also be used for the solution of this optimization problem. However, the construction of I s leads to higher computational costs than the progressive definition.
Illustration
We consider here the same problem as in section 3.3 (with η = 0.01). We choose a prolongation f η = 1 on the whole fictitious domain Ω . An approximation of the indicator function under the form (51) The solution is here searched in the approximation space introduced for the approximated indicator function, yielding N = n = 1740 and P = p = 61.
Unconstrained separated representation and ill-posed problems
We denote by I s the classical (unconstrained) separated representation of I. u η and u η,s then respectively denote the solutions of problem (P η ) with I and of problem (P η,s ) with I s . Figure 11 (a) illustrates the convergence of the unconstrained decomposition I s with s and Figure 11 . Note that in this finite dimensional case, the separated representation I s is equal to I for s ≥ min(n, p) = 61. We observe that the condition I s (x, ξ) >
is not verified for any s < 61. Therefore, the associated problem (P η,s ) is ill-posed for s < 61. We observe the impact of this ill-posedness in Figure 12 , which illustrates the erratic behavior of the sequence u η,s ∈ V N ⊗ S P (huge difference between consecutive solutions u η,s and u η,s+1 associated with very close functions I s and I s+1 ). Let us emphasize that in a continuous framework (in V ⊗ S), when replacing I by I s , the solution u η,s does not even exist. If we use the PGD method to compute the solution of problem (P η,s ) using I s with s = 20 < 61 such that the problem is ill-posed, we observe a divergence of the PGD, as illustrated in Figure 13 . 
Constrained separation
We now consider the constrained separated representation I s of I with a functional F defined by (47) and (48), and depending on a parameter ǫ > 0. We fix the desired lower and upper bounds to α = 0 and β = 1. Figure 14 shows the L 2 convergence of I s towards I, for different values of ǫ. We note that the increase of ǫ results in a slower convergence of I s . However, as illustrated in Figure 15 , the constrained separated representation verifies the desired constraints more and more rapidly as ǫ is increased. When using ǫ = 1000 (resp. ǫ = 200), the condition I s (x, ξ) > −η 1−η is satisfied for s > 9 (resp. s > 41). A well-posed problem can then be obtained with a low rank approximation I s by choosing a sufficiently high parameter ǫ. 
Regularization of the indicator function
We now introduce a regularized version I r of the indicator function I, and we denote the associated solution of (P η ) by u η,r . The aim of this regularization is to improve the convergence properties of separated representations, as discussed in appendix B. We define the regularization by I r = F r (I), where F r is a truncated sine function defined by:
(54) Figure 16 shows the error in solution ε Ω (u η,r ; u η ) with respect to parameter l of function F r . We now select l = 0.1, which corresponds to an error ε Ω (u η,r ; u η ) ≤ 10 −2 . The rank-s separated representation of I r is denoted by I r s , and the corresponding solution is denoted by u η,r,s (solution of (P η,s ) with I s replaced by I r s ). Figure 17 illustrates the significant improvement of the convergence with s of the separated representations (unconstrained or constrained with ǫ = 1000) when introducing the regularization of the indicator function. Figure 18 shows the maximum and minimum values of the separated representations I r s . We observe that for the unconstrained decomposition, the condition I r s (x, ξ) > −η 1−η is satisfied for s > 22. Let us recall that without regularization, this condition was not satisfied for s < 61. As regards the constrained decomposition, the condition is satisfied for a low rank s = 9. From this study, we conclude that the use of the regularization combined with the constrained separated representation allows us to obtain (i) a good convergence of the separated representations I r s and (ii) a well-posed problem with a very low rank decomposition.
Hereafter we use a constrained separation I r s of the regularized indicator function I r using ǫ = 1000 and l = 0.1. Figure 19 shows the convergence with s of u η,r,s towards u η,r . For s = 39, we obtain an error ε Ω (u η,r,s ; u η,r ) lower than 10 −2 . 
Application of the PGD
We now apply the progressive PGD algorithm to problem (P η,s ) with I r s , a separated representation of a regularized version I r of I. We use a regularization parameter l = 0.1 corresponding to an error ε Ω (u η,r ; u η ) ≤ 10 −2 and we further perform a constrained separated representation with ǫ = 1000 and rank s = 39, which corresponds to an error ε Ω (u η,r,s ; u η,r ) ≤ 
Description of the problem
The overall methodology is now conducted on the Poisson problem (2) with f = 1 and a random domain Ω(ξ) delineated with two vertical lines and two random sinusoïdal curves (see Figure 21) . The domain is characterized by Figure 21 . Domain with two random sinusoïdal boundaries: geometry and boundary conditions.
and where ξ 1 and ξ 2 are two independent uniform random variables on Ξ 1 = (0, 1) and Ξ 2 = (0, 1) respectively. The homogeneous Dirichlet boundary Γ D is composed of the vertical edges x 1 = 0 and x 1 = 1. The homogeneous Neumann boundary Γ N (ξ) is composed of the two sinusoidal curves x 2 = f sup (x 1 , ξ 1 ) and
We introduce a square fictitious domain Ω = (0, 1) × (0, 1). We choose for Γ D the vertical edges {0} × (0, 1) and {1} × (0, 1), and for Γ N the horizontal edges (0, 1) × {0} and (0, 1) × {1}. The two sinusoidal curves are respectively characterized by the iso-zeros of two independent level-sets
and the domain Ω(ξ) is equivalently characterized by
We introduce a finite element approximation space V N , with a regular mesh composed of 7200 triangular elements and N = 3721 nodes, denoted
. The approximation space S P is obtained by the tensorization of piecewise linear interpolation bases associated with uniform grids of Ξ 1 and Ξ 2 , each grid containing 101 points. The resulting interpolation grid on Ξ 1 × Ξ 2 is composed of P = 101 × 101 = 10201 points, denoted {ξ k } P k=1 . We choose a parameter η = 0.01 and a prolongation f η = 1 on Ω .
Application of the PGD
Separated representation of the indicator function
The indicator function of Ω(ξ) can be expressed as I(x, ξ) = H(−φ(x, ξ)). If directly applied to this function, Karhunen-Loève decomposition (constrained or not) may present a very slow convergence. This is due to the statistical independence of the two sinusoidal boundaries. In order to decrease the dimensionality of the representation of I (and therefore the rank of separated representations of bilinear and linear forms), we first split the domain Ω(ξ) into two subdomains
In this way, we can introduce two independent indicator functions I 1 : Ω 1 × Ξ 1 → R and I 2 : Ω 2 × Ξ 2 → R associated with domains Ω 1 (ξ 1 ) and Ω 2 (ξ 2 ) respectively. Bilinear and linear forms are then obtained by splitting the integral on Ω into integrals on Ω 1 and Ω 2 . In order to improve convergence properties of their separated representations, the indicator functions are regularized as described in section 4.3.3. As regards the parameter l of the regularization function F r introduced in (54), we propose to choose
, where L is a characteristic length of the studied problem defined by
where the x i are the nodes of the finite element mesh and where the ξ j are the nodes of the stochastic interpolation grid. For the problem concerned, l is found 0.07. It corresponds to an error ε Ω (u η,r ; u η ) = 3.10 −2 . We then proceed to the computation of the two constrained rank-s separated representations I 
Construction of the PGD
We can now construct the progressive PGD sequence u m , which theoretically converges towards u η,r,s ∈ V N ⊗ S P , which is considered as the reference solution 14 . Figure 22 illustrates the convergence of u m towards u η,r,s . We note that an error ε Ω (u m ;ũ η,r,s ) ≤ 3. 23 and 24 respectively show the first deterministic vectors w i and stochastic parametric functions λ i (ξ) of the PGD. They illustrate the progressive construction of the PGD from a global representation of the solution towards a refined representation of it. 
Remark 3
We notice a very high irregularity of parametric functions λ i (ξ), and therefore of u m (x, ξ) with respect to ξ. This is due to the particular stochastic parametrization of the sinusoidal curves. The capture of this irregularity 26 shows the reference solution u η,r,s and the PGD approximation u 60 for several realizations of ξ. We can draw the same conclusions as for the previous example. Indeed, the PGD gives an accurate description of the solution with a low rank separated representation. 
Conclusion
A numerical methodology has been proposed for the solution of partial differential equations defined on uncertain parameterized domains. This methodology first relies on a fictitious domain approach, yielding a formulation of the problem in a tensor product space. This tensor product structure is then exploited by applying the Proper Generalized Decomposition method, allowing the a priori construction of a tensor product approximation of the solution. This PGD method can be seen as a model reduction technique which automatically constructs reduced bases of space functions and parametric functions for an optimal separated representation of the solution. In order to make efficient the PGD algorithms, specific techniques are introduced for obtaining low rank separated representations of the indicator function of the domain, thus yielding low rank representations of variational forms involved in the weak formulation of the problem. In particular, smoothing of indicator functions is introduced in order to accelerate the convergence of their separated representations. Moreover, a new constrained tensor product approximation is used in order to preserve some positivity constraints that ensure a well-posedness of problems associated with approximate indicator functions. All these ingredients have been put together in a complete methodology, the efficiency and accuracy of which have been illustrated on examples. Future works will be devoted to the extension of this methodology to high dimensional parametric problems (by exploiting multidimensional separated representation methods), with specific applications to shape optimization and shape identification, where the shape is controlled by multiple parameters.
A Convergence of the fictitious domain solutions associated with approximate indicator functions
In this section, we give two convergence results.
(i) The convergence with η of the solution u η of problem (P η ) towards the solution u of the initial problem (P) (ii) The convergence of the sequence of solutions u η,s of problems (P η,s ), associated with rank-s separated representations I s of the indicator function I, towards the solution u η of problem (P η )
The first result is a variant of the proof given in [11] in the deterministic context, with an improved estimation of the rate of convergence. The second convergence result is proved under a strong assumption on the sequence I s , which is discussed in section B.
A.1 Convergence of solutions of regularized problems
We first introduce the following decomposition of the bilinear form A η :
We recall that the norm · W in W = V ⊗ S is defined by
We introduce the following space
and we define the following subspace of W :
W 0 corresponds to functions in W which are harmonic in the non-physical domain Ω \Ω. There exists a unique functionû such that
u is the unique harmonic prolongation of the solution u of (P).
Theorem 2
When η → 0, the solution u η of problem (P η ) converges towardŝ u in the following sense:
and converges to the solution u of problem (P) in the following sense
which indicates that we have a linear convergence with η when we only consider the physical part of the solution (restriction to the physical domain Ω).
Proof. We have
we first obtain
and also
We first deduce that û − u η W ≤ û W which proves that the sequence u η is bounded. Therefore, we can extract a subsequence, still denoted u η that converges weakly to an element u
Thus, taking the limit with η → 0, we obtain
which proves that the restriction of u * to the domain Ω coincides with the solution u. Moreover, for all η, we have
and taking the limit with η, we obtain that
which gives u * ∈ W 0 . Since the unique prolongation of u in W 0 isû, we have u * =û. By uniqueness of the limit, we therefore obtain that the whole sequence {u η } η weakly converges toû. From (A.3), we have
and we obtain that
and also that lim
In order to refine the convergence in the W-norm, we note thatû and u η belong to W 0 , and that the norms · W and · W are equivalent on W 0 . Therefore, there exists a constant γ > 0 such that
Using this inequality and (A.4), we obtain 
A.2 Convergence of solutions with approximate indicator functions
We suppose that the sequence {I s } s≥1 is such that for s ≥ s ′ , condition (41) is verified. The existence of such an s ′ is a consequence of the following stronger assumption on the sequence I s , which is discussed in section B. . In the same way, we obtain , which ends the proof.
Theorem 4 tells us that for any fixed η > 0, the solution u η,s of problem (P η,s ) converges towards the solution u η of (P η ), in the sense of the norm induced by A η , which is equivalent to the norm in W . This theorem also indicates that when η → 0, the convergence of the sequence u η,s may be influenced by the choice of the prolongation f η of f . A sufficient condition for this convergence not to be influenced by the prolongation is to take
withf a given prolongation of f , such that lim η→0 D(η) < ∞.
B Convergence of separated representations of indicator functions
We here discuss the assumptions on the indicator function I which are required in order to obtain a uniform convergence of the Karhunen-Loève expansion I s (x, ξ) = s i=1 g i (x)χ i (ξ) (assumption 3), thus making possible the verification of condition (41). We recall that this condition ensures the well-posedness of problems (P η,s ) and the convergence of the associated approximations u η,s (see appendix A). More details can be found in [4] .
We first suppose that correlation kernel c I is continuous, which is a reasonable assumption that can be verified in practice. Then, from Mercer's theorem [27] , we have 
