Abstract. We prove weighted restriction type estimates for Grushin operators. These estimates are then used to prove sharp spectral multiplier theorems as well as Bochner-Riesz summability results with sharp exponent.
Introduction
We consider Grushin operators on
x ′′ defined by
Such operators, defined by the quadratic form technique, are self-adjoint in
. Let E L (λ) be the spectral resolution of the operator L for λ ≥ 0. By the spectral theorem for every bounded Borel function F : R → C, one can define
The operator F (L) is bounded on
. This paper is devoted to spectral multiplier results for L, that is, we investigate minimal sufficient condition on F under which the operator F (L) extends to a bounded operator on L p (R d 1 × R d 2 ) for some range of p. In this context, the minimal condition on F we have in mind is the same as in the Fourier multiplier theorem, i.e., boundedness of F (−∆) on L p (R d ) where ∆ is the Euclidean Laplacian. We also study the closely related question of critical exponent δ for which the Bochner-Riesz means (1 − tL)
uniformly in t ∈ [0, ∞). Spectral multipliers and Bochner-Riesz summability for Grushin operators have been studied recently by other authors. In [9] , it is proved that for δ > 1 2
, the Bochner-Riesz means (1 − tL)
uniformly in t ∈ [0, ∞) for all 1 ≤ p ≤ ∞. A previous result was proved in [10] with the condition δ > . Our aim is to get similar results for smaller values of δ, i.e. when 0 < δ < . In this case, we cannot hope for (1−tL) [15] , p. 420 and [16] for more details and recent progress on this problem.
Starting from the result quoted above from [9] and [10] , one can use complex interpolation between L 2 boundedness for any δ > 0 and L 1 boundedness for a fixed δ > (d 1 + d 2 )/2 − 1/2 to obtain that for δ > (d 1 
) uniformly in t. Note however that this strategy does not give the optimal exponent. For example, when L = −∆ on R n , (1 + t∆) δ + are bounded on L p (R n ) uniformly when δ > max{n|1/p − 1/2| − 1/2, 0} for 1 ≤ p ≤ (2n + 2)/(n + 3), which is better than the interpolation approach which leads to δ > (n − 1)|1/p − 1/2|. The sharpened result for the Laplacian, i.e., δ > max{n|1/p − 1/2| − 1/2, 0} for 1 ≤ p ≤ (2n + 2)/(n + 3), is obtained by the restriction theorem for the Fourier transform on the unit sphere. In an abstract setting, versions of the restriction estimate are introduced in [1] and we are tempted to follow [1] in order to prove boundedness of Bochner-Riesz means for L. There is however an obstacle. The restriction type estimate introduced in [1] leads to spectral multipliers using "the" homogeneous dimension Q = d 1 + 2d 2 rather than the topological one d 1 + d 2 . The exponent we will get for the Bochner-Riesz means is then max{Q|1/p−1/2|−1/2, 0}. The problem of getting sharp spectral multipliers using the topological dimension rather than the homogeneous one appeared already in the case of the Heisenberg group. See [5] and [11] .
Our strategy to deal with this problem is to use a weighted version of restriction estimates for the operator L. More precisely, let F be a bounded Borel function with support supp
Using this weighted restriction type estimate, we prove sharp spectral multiplier results and optimal Bochner-Riesz summability stated in Theorems 1.1 and 1.2 below. We set
Throughout, η is an auxiliary and non trivial C ∞ function with compact support contained in (0, ∞).
For Bochner-Riesz means we prove the following result. 
By the elliptic property of L in the region where x ′ = 0, one can use the transplantation argument described in [6] to deduce the sharpness of the above theorems from the fact that the exponent D|1/p − 1/2| − 1/2 is sharp for the classical Bochner-Riesz summability on R D . See also [10] and [9] .
Conjecture. We believe that the previous theorems are true with
2 ). As we mentioned above, if p = 1, the spectral multiplier theorem in [9] is valid for s >
. This means that the conjecture is true when p = 1.
Throughout, the symbols "c" and "C" will denote (possibly different) positive constants that are independent of the essential variables. The notation A ∼ B means that the quantities A and B satisfy cA ≤ B ≤ CA for some positive constants c and C.
Riemannian distance and the heat kernel estimates
Heat kernel bounds for Grushin type operators have been proved in [12] . Here we state some basic results concerning the Riemannian distance associated with the Grushin operator L and recall the Gaussian bound for the corresponding heat kernel.
Recall that the Riemannian (quasi-)distance corresponding to the operator L can be defined by 
Moreover the volume of the ball B(x, r) :
ρ(x, y) < r} satisfies the following estimates
and in particular, for all λ ≥ 0,
where Q = d 1 + 2d 2 is "the" homogenous dimension of the considered metric space. Next, there exist constants b, C > 0 such that, for all t > 0, the integral kernel p t of the operator exp(−tL) satisfies the following Gaussian bound
Proof. For the proof, we refer the reader to [12, Proposition 5.1 and Corollary 6.6].
Weighted restriction estimates
In this section, we discuss the spectral decomposition of L and then state and prove the weighted restriction estimate.
where L ξ is the Schrödinger operator defined by
We have the following proposition.
Proposition 3.1. For any integrable function F with compact support in R, we have
Proof. This equality is essentially proved in [10, Proposition 5] . Alternatively, we can follow the approach used in the proof of Proposition 3.2 in [2] for a direct proof.
Next we turn to the spectral decomposition of the operator
), where h ν j is the Hermite function of order ν j . Recall that 2|ν| + d 1 and Φ ν are the eigenvalues and eigenfunctions of the operator L 1 . Thus (2|ν| + d 1 )|ξ| and Φ
are the eigenvalues and eigenfunctions of the operator L ξ ; see [10] . Then we have
We have the following restriction type estimate for L ξ .
Then changing variables from the above inequality implies
In order to prove the weighted restriction estimate for L, we need the following proposition, which is essentially the same as [10, Proposition 4] .
In addition since the first eigenvalue of H is bigger than 1,
For details, we refer to Proposition 3.2 and 3.3 in [4] . Now by a similar approach as in in the proof of Proposition 2.2 in [2] , we can prove Proposition 3.3.
We state our weighted restriction estimate for the Grushin operator L.
Proof. When p = 1, this theorem is proved in [10, Proposition 10] . So in what follows we may assume that
. By a density argument, it is enough to prove the estimates (3.3) and (3.
. By Proposition 3.1 and Plancherel equality,
Then by Proposition 3.3,
, and by the orthonormal property for eigenfunctions of different eigenvalues, we have
.
This together with equality (3.5) implies
By estimate (3.6) and Plancherel equality,
. By restriction type estimates for −∆ 2 (see e.g. [1] ),
Thus by (3.7),
Combing estimates (3.8) and (3.9) and noting that γ < d 2 (1/p − 1/2) yields
. This proves the estimate (3.3).
Next we prove (3.4). Similarly to the above derivation, we have
where the function g has compact support such that supp g ⊂ B(y ′ , r) which is the standard ball defining by Euclidean distance in
. Thus R 2 ∼ t in the last integral and then
Next we claim that for 0 ≤ γ < d 2 (
, where C is independent of t and y ′ . In order to prove (3.11) we split the sum into two parts:
) (t/m)
which complete the proof of the claim (3.11). Combining (3.11) and (3.10), we obtain
. This completes the proof of estimate (3.4) and so the proof of Theorem 3.4.
Remark 3.5. Under the assumptions of Theorem 3.4, when γ = 0, the estimate (3.3) holds for all 1 ≤ p ≤ (2d 2 + 2)/(d 2 + 3), which means that the condition p < 2d 1 /(d 1 + 2) is not necessary in this case. Actually, in our proof, if γ = 0, we do not need the sharp order
which can be achieved by interpolation between p = 1 and the fact that
See also [8] .
Spectral multipliers for compactly supported functions
As mentioned in Section 2, the heat kernel of the operator L satisfies a Gaussian upper bound given in terms of the distance ρ. In addition, L satisfies the Davies-Gaffney estimate and the finite speed propagation property, see [12] . On the other hand, we proved restriction type estimates for the operator L in Section 3. Therefore we may follow ideas in [1] , Sections 3 and 4, to prove spectral multiplier results as well as Bochner-Riesz summability results.
Define the multiplication operator
Proof. First we choose a sequence (
the new distance ρ. Second we let B i = B(x i , r) and define B i by the formula 
It is not difficult to see that
Therefore,
Hence by Hölder's inequality
where 1/q = 1/p − 1/2. Now we estimate 
Proof. Let η ∈ C ∞ c (R) be even and such that supp η ⊆ {ξ : 1/4 ≤ |ξ| ≤ 1} and
Then we set η 0 (λ) = 1 − ℓ>0 η(2 −ℓ λ),
and
Note that in virtue of the Fourier inversion formula
Next we show bounds for
. Since the function 1 − ψ is supported outside the interval (1/8, 2), we can choose a function φ ∈ C ∞ c (2, 8) 
Note that by the Gaussian upper bound for the heat kernel of L, we have E √ L {0} = 0. So it follows from Theorem 3.4 that
Note that suppF ⊂ [1/4, 1], supp φ ⊂ [2, 8] andη is in the Schwartz class so
and when |y
Then by a similar calculation as in (4.8) and (4.9),
Now we combine (4.6), (4.7), (4.8), (4.9), (4.10) and (4.11) to complete the proof of Theorem 4.2.
5. Proofs of Theorems 1.1 and 1.2
In this section, we prove our main results, i.e., Theorems 1.1 and 1.2. The two results follow from Theorem 4.2. To do this, we need a theorem from [14] which states that singular multiplier results follow from the corresponding one for compactly supported functions. We recall this explicitly.
Let (X, ρ, µ) be a metric measure space satisfying doubling condition, that is, for all r > 0 and λ > 1, µ(B(x, λr)) ≤ Cλ This theorem is taken from [14, Theorem 3.3] . It is stated there with the additional assumption that α > Q(
) where Q is "the" homogeneous dimension. An inspection of the proof shows that this condition is not needed and the theorem is valid for α > 1 q without appealing to any dimension. 
