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Resumo
Este trabalho é um estudo sobre a construção de anéis quocientes 
clássicos. Apresentamos a construção do anel quociente clássico para um anel co­
mutativo e para um domínio de Ore. Faz-se uma construção geral para módulos 
quocientes usando um radical de torção. Trabalhando com o radical de torção Z, 
generalizamos a construção feita para o anel comutativo e obtemos propriedades 
análogas ao do caso comutativo. Demonstramos também os teoremas de Goldie, que 
fornecem condições necessárias e suficientes para a existência de um anel quociente 
clássico artiniano simples para um anel com unidade.
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Introdução
Neste trabalho faremos um estudo sobre a construção de anéis quo­
cientes clássicos para um anel com unidade R.
Quando R  é um domínio comutativo, seu anel quociente clássico é o 
corpo de frações de R, cuja construção através de classes de equivalência é bem 
conhecida. Se R  é um anel comutativo, podemos obter seu anel quociente clássico 
através da localização comutativa de R  segundo um sistema multiplicativo S.
Tanto a construção do corpo de frações quanto a localização comutativa 
dependem essencialmente da comutatividade do anel. Desta forma, as construções 
acima não se aplicam quando o anel não é comutativo. Mais do que isso, nem todo 
domínio não comutativo possui um anel quociente clássico.
Por volta de 1930, O. Ore apresentou uma condição necessária e sufi­
ciente para a existência de um anel quociente para um domínio não comutativo, além 
de construí-lo por meio de classes de equivalência. A construção de Ore generaliza 
a construção do corpo de frações, porém não se aplica para um anel qualquer com 
unidade. Em 1957, Grothendieck publicou um estudo sobre a construção de catego­
rias quocientes que serviu de base para os trabalhos de P. Gabriel, R. E. Johnson, Y. 
Utumi, A. W. Goldie, J. Lambek, etc. Baseados nos trabalhos de Lambek, faremos 
no terceiro capítulo deste trabalho uma construção geral para módulos quocientes 
utilizando um funtor associado a uma teòria de torção dada.
Um funtor localização S° sobre anéis não singulares, generalizando a 
localização comutativa e mantendo várias propriedades, foi definido por Gabriel em 
1962. Mostraremos que o funtor S° é um caso particular da construção do capítulo 
3. A partir do funtor localização S° estudaremos os casos nos quais é possível obter 
um anel quociente clássico para um anel com unidade R  e de tal forma que este anel 
quociente clássico possua propriedades análogas ao anel quociente clássico obtido 
através da localização comutativa. Encerramos o trabalho aplicando os resultados 
obtidos através do funtor localização S° para demonstrar os teoremas de Goldie.
Neste trabalho, os anéis são anéis com unidade e os homomorfismo de
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anéis levam unidade em unidade. Se R  é um anel, denotaremos por R* o conjunto 
dos elementos regulares de R. Não assumimos que domínios são comutativos.
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Capítulo 1
Domínio de Ore e Localização 
Comutativa
Neste capítulo definimos anel quociente clássico, verificamos algumas
propriedades e apresentamos uma condição necessária e suficiente para sua existência. 
Na segunda seção fazemos a construção do anel quociente clássico para um domínio 
de Ore, e observamos que tal construção não se aplica a um anel qualquer, mes­
mo que seja comutativo. Nas duas seções finais, fazemos a construção de anéis e 
módulos de frações sobre um anel comutativo, usando o processo de localização. 
Verificamos que o anel de frações é o anel quociente clássico, mas sua construção 
depende essencialmente da comutatividade. Terminamos listando propriedades da 
localização comutativa no sistema S = R*, cujos análogos pretendemos obter para a 
localização não comutativa, que será definida no capítulo 4.
Denotando a classe de (a ,b) por |  temos |  =  {(x,y) E D x D* /  ay =  bx} . O 
conjunto K  =  DxJ )' =  {f /  a Ç. D,b e  D* } é um corpo com as operações:
1.1 Anel Quociente Clássico
o c 
r  +
ad +  bc a c  ac
bd b '  d bd
chamado de corpo de frações de D. Além disso, D' = { f  j' a £ D} é um subdomínio
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de K,  isomorfo a D  com a aplicação dada por
(p : D — > D1
„ , . a 
f l M i
Identificando os elementos de D com suas imagens por (p temos que D é um subanel 
de K  e todo elemento não nulo de D tem inverso em K.
A construção acima motiva a definição a seguir.
Definição 1.1.1. Um anel Q é um anel quociente clássico à direita para R  quando:
i. R  é subanel de Q.
ii. Todo elemento regular de R  tem inverso em Q.
Ui. Q =  {oò-1 /  a G R,b G iü*}.
Um anel quociente clássico à esquerda para R  é definido analogamente, 
isto é, trocando (iii) por Q =  {o_16 /  b G R, a G R*} .
Lem a 1.1.1. Sejam que Q um anel quociente clássico à direita (ou à esquerda) para
R  e i : R ----- >- Q o homomorfismo inclusão . Se 'ip : R ----- «- Qi é um homomor-
fismo de anéis tal que ip(r) é inversível para cada r G R*, então existe um único 
homomorfismo a  : Q -----► Qi tal que a oi  = ip.
Demonstração: Defina a : Q — > Qi, por a(ab~l ) =  ip(a)il)(b)~l . Vamos verificar 
que a está bem definida. Sejam aò_1 =  cd~l G Q. Como d~l G Q e b G Q 
temos que d~lb G Q e então d~lb =  ew_1, com e G R, u Ç. R*. Segue que 
a = ceu-1 e de = bu donde ip(e) = '0(d_1)'0(&),0(w). Assim <7(a&-1) = ip(a)ip(b)~l =  
'0(c)'0(e)'0('u)-1'0(ò)-1 =  'ij){c)ij)(d)~l =  <t(c<í-1). Para ver que o é homomorfismo, 
considere ab~l ,cd~l G Q e escreva b~lc =  eu~l donde ip{c)tp(u) =  Assim
cr(a6_1cc?_1) =  a(ae(du)~l) =  =  '0(a)'0(6)_1'0(c)'0(d)_1 =
a(ab~l)o(cd~l). Para a soma ab-1 +cd-1 =  m n '1, escrevemos m  =  a b^n  + c d ^ n  e 
então <j(ab~1+cd~1) = il)(m)ip(n)~l =  ^(a)t/’(&)~1V’(n)'0(n)~1+'0(c)'!/,(^_1)'?/,(n )'!/,(n )~1
cr(a& _ 1 ) +  ct(cg?_ 1 ) .  A igualdade a  o i  = i p é  imediato. Considerando : Q ------ Q i
um homomorfismo de anéis tal que <7i o i = ip, vem que, o\ (a&_1) =  &i{a)cri(b)~l =
'ip(a)ip(b)~1 =  o(ab~l ).
□
C orolário  1.1.1. Se Qi e Q2 são anéis quocientes clássicos à direita para R  então
Qi -  Q2-
Demonstração: Sejam ix : R ---- ► Qx e i 2 \ R ---- - Q2 as inclusões. Do lema anterior
obtemos únicos homomorfismos o : Qx ---- - Q2 e cp : Q2 ---- ► Qx tais que <7 0 ^  =
e <£> ° i2 = ii. Desde que o o cp o i2 =  i2 e Id Q2 o i2 =  i2 temos que a  o ip = Id Q2. 
Analogamente, cp o a = Idç1.
□
O corolário acima nos garante que o anel quociente clássico à direita 
para R  é único, a menos de isomorfismo. Assim, falaremos que Q é o anel quociente 
à direita para R.
C orolário  1.1.2. Se R  tem um anel quociente clássico à direita e um anel quociente 
clássico à esquerda então eles são isomorfos.
Demonstração: Análoga ao corolário anterior.
□
Com base no resultado acima, quando Q é um anel quociente clássico 
à direita e à esquerda para R, dizemos que Q é um anel quociente clássico para R.
Note que s e R é  um anel de divisão então R  é seu próprio anel quociente
clássico.
Para cada n G N, n > 1, temos que Zn é seu próprio anel quociente 
clássico. Isso pode ser verificado diretamente, ou como um caso particular da seguinte 
proposição. '' •'
P roposição  1.1.1. Se R  é anel artiniano à direita então R é seu próprio anel quo­
ciente clássico à direita.. •
Demonstração: É suficiente provar que todo elemento regular de R  tem inverso em 
R. Seja então x G R* e considere a cadeia de ideais à direita xR  2  x2R  D —  Por 
hipótese, existe n E N tal que Xa = xn+1r para algum r  E R. Assim xr =  1, isto é, x 
tem inverso à direita em R. Para verificar que x tem inverso à esquerda, mostraremos 
que o endomorfismo ip : R r — > R r dado por cp(a) =  xa é isomorfismo.o Claro que 
ip é sobrejetor, pois xr  =  1. Considere a cadeia de ideais à direita
1
Ker(<£>) Ç Ker(<^2) Ç . . .
Sendo R  artiniano à direita, segue de [10] pg.138, que R  é anel noetheriano à direita, 
e então existe m  G N tal que Ker(<^m) =  Ker(<^m+1). Seja u G Ker(</?). Como (pm 
é sobrejetora, u =  <pm(v), para algum v G R. Daí, 0 =  (p(u) = (pm+1(v) e segue
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que u.G Ker(<£m+1) =  Ker(^m), isto é, u =  cpm(v) =  0. Logo cp é injetiva, e como 
(p( 1 — rx) =  0 devemos ter 1 =  rx.
□
Vale o análogo do resultado acima para anéis artinianos à esquerda.
É claro que o corpo de frações de um domínio comutativo D é o anel 
quociente clássico para D. Porém a construção do corpo de frações não pode ser 
seguida para obter uma construção geral. De fato, se R é  um domínio não comutativo, 
a relação definida na construção do corpo de frações, em geral, não é de equivalência. 
Tome, por exemplo, o anel de divisão dos quatérnios reais. Note que (i, —j ) ~  (i ,j) 
e (h j)  ~  (k, 1), mas (i, —j ) 76 (k , 1). Por outro lado, se R  é um anel comutativo que 
possui divisores de zero, a relação também não é de equivalência. Considere o anel 
comutativo Z8. Observe que (1,2) ~  (6,4) e (6,4) ~  (3,2), mas (1,2) (3,2).
Não é verdade, em geral, que um anel com unidade R  possui anel 
quociente clássico à direita ou à esquerda, conforme [10] pg.96. Em 1931, 0. Ore 
apresentou em [13] uma condição necessária e suficiente para a existência de um anel 
quociente clássico à direita para um anel com unidade R. Esta condição é conhecida 
como condição de Ore à direita.
P roposição  1.1.2 (Condição de Ore à  D ire ita ). O anel com unidade R possui 
um anel quociente clássico à direita se, e somente se, dados a G R  e x  G R* existem 
b G R  e y G R* tais que ay = xb.
Demonstração: (=>) Sejam Q um anel quociente clássico à direita para R, 
Q = {by-1 /  b G R ,y  G R*}, a G R, b G R*. Como b~la G Q existem a\ G R  
e b\ G R* tais que b~la = aibx l , ou seja, ab\ =  ba\.
(4=) Inicialmente provemos que:
A firm ação 1. Se ab\ =  bax, sendo a, b,ax G R* e 61 G R  então b\ G R*.
Suponhamos que bxx =  0. Então abxx =  0, ou seja, baxx =  0. Como ba 1 G R* 
temos que x =  0. Vamos verificar que se xb\ =  0 também temos x =  0. Por 
hipótese, existem a2 G R e  b2 € R* tais que ab2 = ba2 e existem c G R*, d G R  
tais que a2c = axd. Conseqüentemente ba2c = ab2c e ba2c =  baxd =  abxd, ou 
seja, ab2c =  abxd. Então a(b2c — b\d) =  0 e como a G R *, b2c = bxd. Assim,
dado x G R  tal que xb\ =  0 temos 0 =  xbx =  xbxd =  xb2c. Mas b2c G R*, e
/
então x =  0.
Definimos em R  x R* a relação: (a, b) ~  (c, d) se, e somente se, a seguinte implicação
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é satisfeita: (*) Se existem x ,y  E R* tais que bx = dy então ax =  cy.
Provemos agora que:
A firm ação 2. Dado (a, b) £ R x  R*, se (*) é válido para x ,y  £ R* então é válido 
para qualquer x x ,yx £ R*.
Usando a hipótese, existem g £ R* e gx E R  tais que yg =  yxgx. Pela afirmação 
anterior, gi E R*. Mas estamos assumindo que bxx =  dyx e bx =  dy. Assim 
bxxgi --- dyxgx - dyg = bxg, ou seja, x xgx =  xg e então axxgx = axg = cyg = 
cyidi- Portanto axx =  cyx.
Disto segue que ~  é uma relação de equivalência em R x  R*. Denotaremos a classe 
(a,b) por |  e o conjunto das classes por Q. Dados £ Q, existem x ,y  £ R* 
tais que m = bx — dy e definimos |  |  =  ax*cy ■ Note que a definição acima 
independe de m. De fato, se w! =  bx1 =  dy' para x',y'  £ R* e se mu = mv'  
para u,v  £ R*, então bxu =  bx'v, isto é, xu = x'v. Similarmente yu = y'v, e daí, 
(ax + cy)u = (ax' + cy')v. Assim (oa+cy) =  Notemos também que a definição
de soma apresentada independe da escolha do representante de classe. Se |  =  y ,  
então existem z ,x ' ,y '  E R* tais que m! =  bx' = dy1 =  b'z e então ax' = a'z. Como 
vimos, a definição dada independe de m, isto é, t = |   ^ =  ax^ v = °-^ cy' . Assim 
t =  ° =  y  +  f . Similarmente a definição de soma, escolhemos yx G R* e x x £ R  
tais que m = bxi =  cyx e definimos f • |  =  Como antes, verifica-se que esta 
definição independe da escolha de x x e yx bem como da escolha do representante da 
classe. Omitiremos os detalhes da verificação de que (Q , +, •) é anel. Assumindo isto, 
vemos que ip : R  — > Q, cp(a) =  f  =  y  Vb £ R* é um monomorfismo de anéis. 
Além disso, se a £ R* então f  é inversível em Q e ( j)  1 =  i- Finalmente, note que 
se |  £ Q então f = ( f ) ( i )  Logo Q é um anel quociente clássico à direita para 
R.
□
De forma análoga a proposição anterior, temos a condição de Ore à 
esquerda: o anel com unidade R  possui anel quociente clássico à esquerda se, e 
somente se, dados a £ R  e x £ R* existem b £ R  e y E R* tais que ya = bx.
O. Ore apresentou ainda, uma construção do anel quociente clássico 
para uma classe de domínios não necessariamente comutativos. Estes domínios são 
atualmente chamados domínios de Ore, e seus anéis quocientes clássicos são anéis de 
divisão.
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1.2 Dom ínio de Ore
Definição 1.2.1. Um domínio de Ore à direita é um domínio R  tal que quaisquer 
dois elementos não nulos de R  tem um múltiplo não nulo à direita em comum, isto 
é, aR D b R ^  0 para todos a,b E R*.
Analogamente definimos domínio de Ore à esquerda. No entanto, nem 
todo domínio de Ore à direita é um domínio de Ore à esquerda, como pode ser visto 
em [10], pg 101.
Exemplos:
(a) Os anéis de divisão são domínios de Ore à direta e à esquerda.
(b) Todo domínio comutativo é um domínio de Ore à direita e à esquerda.
A partir do domínio de Ore à direita R  vamos construir um anel de 
divisão D, que será o anel quociente clássico à direita de R.
Consideremos em X  = R  x R* a relação dada por:
(a, b) ~  (c, d) -<=>■ 3 r, s E R* tal que ar =  cs e br =  ds.
A relação acima é de equivalência. De fato, as propriedades reflexiva e 
simétrica são imediatas. Para verificar a transitividade, consideramos (a, b) (c, d) 
e (c, d) ~  (e, / ) .  Assim, existem r, s, t, u E R* tais que ar — cs, br = ds, ct = eu e 
dt = fu .  Como s , t  G R* e R  é domínio de Ore à direita, existem m , n E  R* tais que 
sm  =  tn  e então
arm =  csm =  ctn =  eun e brm =  dsm = dtn =  f u n  .
Tomando a - rm e (3 = un temos a, f3 G R* com aa =  e/3 e ba =  f/3, isto é. 
(ia,b) ~  (e,/ ) .  Desta forma, (a, b) ~  (e ,/).
Vamos denotar por [a,b] a classe de equivalência de (a,ò), ou seja, 
[a,b] = {(x,y) /  (x,y) (o, b)}. Seja D =  {[a, 6] /  a G R, b G R*}. Definimos em 
D  as seguintes operações de soma e produto:
[a, b] + [c, d] = [ar +  cs, br] , 
onde r,s  G R* e satisfazem br = ds.
[a, b] • [c, d] = [ar, ds] ,
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onde r , s £ R , s ^ O e b r  = cs.
Notamos que na definição da soma, sempre é possível encontrar r, s G 
R* tal que br =  ds, pois R  é domínio de Ore à direita. Na definição do produto, se 
c =  0 tomamos r  =  0 e  qualquer s G i?*, e se c /  0, então as existências de r, s são 
novamente garantidas pelo fato de R  ser domínio de Ore à direita.
A verificação de que as operações acima estão bem definidas, requer 
muitas contas e por isso não faremos. Contudo ressaltamos que tal fato está assegu­
rado em [1] e [10] .
Lem a 1.2.1. (D, + , •)é um anel de divisão com unidade [1,1].
Demonstração: E fácil verificar que a soma é comutativa, que [0,1] é o elemento 
neutro, que o simétrico de [a,b] é [—a, b] e que [1,1] é a unidade.
([a, b] +  [c, d]) +  [e, /] =  [a, &] +  ([c, d] +  [e, /]).
Por definição, ([a,b]+[c,d])+[e, f] =  [ar+cs,br]+[e, f] onde r,s  G R* e br = ds. 
Analogamente, [ar +  cs, br] +  [e, /] =  [(ar +  cs)^  +  esi, brrx] onde rx, sx G R* 
e brrx =  f s x. Mas de br = ds segue que brrx =  dsrx, e então dsrx = f s x. Note 
que para cada s G R* e para cada [c, d] G D temos [c, d] =  [cs, ds]. Desta forma, 
[c, d] + [e, /] =  [cs, ds] + [e, f] =  [csri +  esx, dsrx] =  [csri +  esx, brrx]. Assim, 
[a,b] + {[c,d] + [e, f]) = [arrx, brrx] +  ([c, d] +  [e, /]) =  [arrx + csrx + esx,brrx] = 
[(ar + cs)rx + esx,brrx],
([a, b] 4- [c, d]) ■ [e, f] =  [a, b] ■ [e, /] +  [c, d] • [e, /].
Temos que ([a, b] +  [c, d]) • [e, /] =  [ar + cs, br] • [e, /] , onde r, s G R* e br = ds. 
Portanto ([a,b] +  [c,d]) ■ [e,f] =  [(ar +  c s)ri,/s i] , onde r i ,s i  G R, sx ^  0 e 
brrx =  esx. Desta forma, esx =  dsrx. Se rx =  0 então e =  0 e a igualdade é 
satisfeita trivialmente. Se rx ^  0 então [o, b] ■ [e,f] = [arrx,brrx] • [esi,/s i] =  
[o rri,/s i] e [c,d]-[e,f] = [csri, dsri]-[esi, f s x] =  [csrx, f s x]. Desta forma, [a, b]- 
[e, /] + [c, d] ■ [e, /] =  [arri, f s x] +  [cst*!, f s x] = [(ar +  c s ) ^  j s x]. Analogamente 
se verifica que [a, b] ■ ([c, d] +  [e, /]) =  [a, b] ■ [c, d] +  [a, b] • [e, /] .
([a, 6] • [c, d]) ■ [e, /] =  [a, b] ■ ([c, d] • [e, /]).
Temos que ([a, &] • [c, d]) • [e, /] =  [ar, ds] • [e, /], sendo r,s e  R ,s  ^  0 e br = cs. 
Além disso, [ar,ds] • [e,/] =  [a rri,/s i] , com rx, s x e  R , s x ^  0 e dsrx — esx. 
Se r r x G R* obtemos que [c, d] • [e, f] = [csrx,dsrx] ■ [esi,/si] =  [csr1;/s i]. 
Mas, [a,b] • [csrx, f s x] =  [orri,6rri] • [csrx, f s x] = [arrx, f s x] e então segue a
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igualdade. Se rrx =  0 então c =  0 ou e =  0. Em ambos os casos, a igualdade 
desejada é verificada facilmente.
Finalmente para ver que D é anel de divisão, considere [a, b] G D tal 
que [a,b\í^  [0,1]. Assim 0 ^  a, donde [b,a] G D e vale [a,b] • [b,a} = [a, a] =  [1,1], 
Da mesma forma, [b, a] • [a, b\ = [b, b\ = [1,1].
□
Claramente a função
<f : R  — > D 
r i— > [r, 1]
é um homomorfismo injetor. Portanto, identificando R  com o conjunto <p(R) = 
{[r, 1] /  r G R}, vem que R  é subanel de D.
Proposição 1.2.1. D é o anel quociente clássico à direita para R.
Demonstração: Note que para cada r £ R* temos [r, l]-1 =  [1, r] G D. Além disso, 
D = {[a, b] /  a G R, b G R*} = {[a, 1][1,6] /  a G R, b G R*}. Portanto, D é o anel 
quociente clássico à direita para R.
□
Observações:
1. A construção de Ore generaliza a construção clássica do corpo de frações. De 
fato, quando R  ê domínio comutativo, dados (a,b),(c,d) G R  x R* temos 
(o, b) ~  (c, d) se, e somente se, existem r,s  G R* tal que ar = cs e br =  ds. 
Assim ards = brcs, e como R  é domínio comutativo, vem que ad = bc, que é a 
maneira como é definida a relação de equivalência na construção do corpo de 
frações.
2. Fazendo a construção de Ore, a partir de um anel de divisão R, obtemos um anel 
de divisão D  que é um anel quociente clássico para R. Desde que R  é seu próprio 
anel quociente clássico, temos pela unicidade que D  ~  R. Podemos explicitar 
esse isomorfismo de anéis, observando que D =  {[a, b\ /  a, b G R, b ^  0} = 
{[ab~l , 1] /  a, b G R, b ^  0} e então definindo ip : D  — > R  por ip([ab~l , 1]) =  
ab~l .
Sabemos que todo domínio de Ore à direita tem um anel quociente 
clássico à direita. A recíproca deste fato também é verdadeira.
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Lem a 1.2.2. Seja R  um domínio. São equivalentes:
i. R  é domínio de Ore à direita.
ii. R  tem anel quociente clássico à direita.
Demonstração: (i => ii) E consequência da proposição anterior.
(ii =*> i) Sejam u,v  G R* e D = {ab-1 /  a G R,b G R*} o anel quociente clássico 
à direita para R. Segue que u~lv G D  e então existem a,b G R  com b ^  0 tais que 
u~lv =  ab~l . Portanto, 0 ^ vb =  ua G uR  Pl vR.
□
Quando R  não é domínio a construção de Ore não se aplica, mesmo 
que R  seja comutativo. Para justificar esta afirmação, verificaremos que a relação de 
Ore não é uma relação de equivalência quando R  =  Z6. De fato, temos (2,3) (1,3), 
pois 2 -4  =  l -  2 e 3 - 4  =  3- 2 , e (1,3) ~  (3,3) pois l - 3  =  3- 3 e 3 - 3  =  3-3. Porém 
(2, 3) 'Z' (3,3). Caso (2,3) ~  (3,3), então existiriam r, s G Z6 com r,s ^  0 tais que
í 2 f = 3 ^
\  3r = 3s
Note que 2r G {0,2,4} e 3s G {0,3}. Assim, o sistema acima não tem solução não 
nula. Apesar disso, lembramos que Zq é seu próprio anel quociente, como vimos na 
seção anterior.
1.3 Localização em Anéis Com utativos
Vimos que a construção de Ore não se aplica quando o anel R  não é 
domínio. No entanto, existe uma outra construção, chamada localização comutativa, 
que nos possibilita obter um anel de frações e em particular o anel quociente clássico 
para um anel comutativo.
Fixemos nesta seção, R  como sendo um anel comutativo.
Definição 1.3.1. Um subconjunto S  Ç R é um sistema multiplicativo quando:
i. 1 G S.
ii. 0 ^ 5 .
Ui. x ,y  G S  =$■ xy  G S.
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Exemplos:
1. O conjunto S  =  R* é um sistema multiplicativo para o anel R. Em particular 
quando R  é domínio temos que S  =  R — {0} é um sistema multiplicativo.
2. Se P  Ç R ê um ideal primo então S  =  R -  P  é um sistema multiplicativo.
3. Se I  é um ideal próprio de R, então 5' =  l +  7 =  {l +  x /  x E 1} é um sistema 
multiplicativo.
Definição 1.3.2. Dado um sistema multiplicativo S  Ç R, dizemos que um anel Q 
é um anel de frações de R  segundo o sistema multiplicativo S, se existe um homo- 
morfismo de anel <p : R  — > Q satisfazendo:
i. <p(s)é inversívél para cada s G S.
ii. Cada elemento em Q tem a forma (p(a)ip(s) ~ 1 com s G S  e a G R.
Ui. cp(a) = 0 •$=>• as =  0 para algum s G S.
Quando S  =  R*, a condição (iii) da definição acima diz que ip ê inje- 
tora. Neste caso, identificando R  com sua imagem vemos que R  é subanel de Q. A 
condição (z) assegura que todo elemento regular de R  tem inverso em Q e finalmente 
a outra condição implica em Q =  {ab~1 /  a G R,b  G R*}. Portanto neste sistema 
multiplicativo, o anel de frações é o anel quociente clássico para R.
Passaremos agora a construção do anel de frações de um anel comuta­
tivo com unidade R, segundo um sistema multiplicativo qualquer S.
Em R  x S  defina a relação: (a, s) =  (6, t) se, e somente se, existe u G S  
tal que u(at — bs) = 0.
Note que excluímos 0 do sistema multiplicativo S, pois quando 0 G S  
temos que (a, s) =  (6, í) para quaisquer a,b G R  e s , t  G S, e assim todos os pares 
estariam relacionados.
Lem a 1.3.1. A relação = é de equivalência.
Demonstração: As propriedades reflexiva e simétrica são imediatas. Para verificar a 
transitividade, considere (a,s) =  (b, t) e (b, t) = (c,r). Por hipótese, temos u ,u x G S  
tais que u(at — bs) =  0 e ui(br — ct) = 0. Então,
Í uuir(at — bs) =  0 uius(br — ct) =  0
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Assim, uuirat  -  uuxstc =  0, ou seja, uuit(ar -  cs) =  0. Como uuxt £ S, segue que,
(a,s) = (c,r).
□
Observações:
1. Note que usamos a comutatividade de R  para verificar que a relação =  é de 
equivalência. De fato, a exigência da comutatividade é essencial para esta ver­
ificação. Sem a comutatividade temos como contra-exemplo o anel de divisão 
dos quatérnios reais. Dado qualquer sistema multiplicativo S  contido no anel 
dos quatérnios temos (i,k) = (1 , j )  e (1, j)  =  (—k , i ), mas (i,k) ^  (—k , i ).
2. No caso em que R  é domínio temos que (a, s) = (b, t) se, e somente se, at = bs. 
Portanto, quando R  é domínio e S = R* a relação =  coincide com a relação 
usada na construção do corpo de frações de R.
Vamos denotar a classe (o, s) por j. Consideremos agora o conjunto 
das classes S~XR  : = { f  /  a € R ,s  e 5}.
Definimos em S~lR  as seguintes relações:
+  : S~lR  x S ^ R  ---- - S ^ R
( a  b \  -________  a t + s b
\ s ’ t) ' st
•: S ^ R x S ^ R  ---- - S~ lR
í  a b \  |________ ^  ab
\ s >  t J  st
Lem a 1.3.2. As relações acima são operações.
Demonstração: Sejam fjfjfj-jfj’ £ S~lR  com ~s = |  e ^  Então existem
u ,u x G S  tais que u(at — bs) = 0 e ux(axtx — bxsx) =  0. Assim,
Í uux(at — bs) = 0  uux(axtx — bxsx) =  0 ’
ou seja,
{ uux(atsxtx — bssxt x) — 0 uux(axt xst — bxsxst) = 0
Portanto, uux[ttx(asx + axs) — ssx(btx +  òií)] =  0. Como uux Ç. S  temos 0 3 3  =
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btlt t f~■ Por ou r^o lado,
{ uuiiataiti — bsaiti) =  0 uui(aitibs — bisibs) =  0
ou seja, uui(ataiti -  bisibs) = 0. Desta forma, ss± =
□
Proposição  1.3.1. (S~lR, +, •) e anel comutativo com unidade p  
Demonstração: Imediato.
□
Definição 1.3.3. O anel comutativo S~lR  é chamado de anel de frações de R  se­
gundo o sistema multiplicativo S. ■
Note que esta definição não causa conflito com a Definição 1.3.2, visto
que a função (p : R -----«- S _1R  dada por <p(a) =  f  é um homomorfismo de anéis que
satisfaz as condições da Definição 1.3.2.
Observações:
1. Se s , t  G S  então |  é inversível em S _1R  e (f)-1 =  f .
2. Dado j  G S ^ R ,  se existir b G R  tal que ab G S  então j  é inversível em S~XR. 
De fato, se b G R  é tal que ab G S, então 7 ' (^ • f) = = p  Analogamente, 
verifica-se que ^  é o inverso à esquerda de j. Assim, ( j ) -1 =
3. Se D é domínio comutativo e j  é inversível em S _1D então existe b G D  tal 
que ab G S.
Vamos supor que ( j ) _1 = |  G 5 _1£>. Então, 7 • |  = x, ou seja, existe u G S  
tal que u(ab — st) = 0. Como D  é domínio, segue que, ab = st G S.
Exemplos:
i. Se S  =  R* então 5 _1i? é o anel quociente clássico para R. Em particular, se 
R  é domínio comutativo então S ^ R  é o corpo de frações de R.
ii. Seja P  um ideal primo de R. Tomando S  = R  — P  temos que S~lR  = 
{ |  /  a, b G R, b ^ P}. Neste caso, denotamos S ^ R  por R ^ .
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1.4 Localização em M ódulos sobre Anéis Com u­
tativos
Nesta seção faremos uma construção para módulos sobre anéis comu­
tativos, de forma análoga a feita para anéis comutativos.
Fixemos, nesta seção, R  como sendo um anel comutativo e M  um 
iü-módulo à direita.
Dado um sistema multiplicativo S  Ç R, definimos e m l í x S a  relação: 
(to, s) =  (toi, Si) se, e somente se, existe t 6 S  tal que (toiS — ms\)t = 0. De forma 
análoga ao caso da localização de anéis, verifica-se que esta relação é de equivalência.
Denotemos a classe (to, s) por " e o  conjunto das classes por S~lM, 
ou seja, S~lM  =  {y  /  m e M ,s  6 S}.  Agora definimos as seguintes relações:
+  : S~XM  x S~lM  ------ S~lM
f  m rn^\ ._____^ mt+m  i s
V s > í ) 1 st
■ : S ^ M  x S - XR  ---- ► S~lM
( m a\  ,___
\ s ’ í J  1
1710.
St
Verifica-se também, de forma análoga ao caso da localização comuta­
tiva, que estas relações são operações.
Lem a 1.4.1. S~lM  é um S~lR módulo à direita.
Demonstração: Imediato.
□
Definição 1.4.1. O S~lR-módulo à direita S~lM  é chamado módulo de frações.
Observações:
1. De forma análoga, pode-se repetir esta construção para um i?-módulo à es­
querda.
2. Fazendo M  =  R  obtemos o S^iü-módulo à direita ou à esquerda S ~ 1R.
3. Se M  é um i?-módulo à direita, podemos verificar facilmente que S~lM  ê R- 
módulo à direita, com a operação soma definida anteriormente e a operação 
produto definida por:
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• : S ^ M  x R  ------ S ~ lM
(r>r) f 1
Vimos até o momento como construir um anel quociente clássico à di­
reita para um domínio de Ore, e para um anel comutativo com unidade. Verificamos 
ainda que a construção de Ore não se aplica a um domínio qualquer, mesmo que 
este seja comutativo. Por outro lado, a construção através de localização comutativa 
depende essencialmente da comutatividade do anel.
Nosso objetivo é apresentar uma forma de fazer localização sobre anéis 
não comutativos, visando obter o anel quociente clássico. Pretendemos estudar pro­
priedades desta localização não comutativa, para obter resultados análogos aos da 
localização comutativa.
Destacamos abaixo algumas propriedades do anel K  — S~ 1R, quando 
R  é um domínio comutativo e S  =  R*, que terão suas análogas verificadas para a 
localização não comutativa:
1. K  é o corpo de frações de R.
2. S -1 : Mod-iü — > Mod-i? é um funtor exato.
3. Se A  é um Jü-módulo à direita (à esquerda) então S~lA
4. T ( K ) =  0 e T  ( 7^ 4)) =  0 para todo i2-módulo A.
5. K  é anel regular.
6. K  ê anel auto-injetivo.
7. K  é anel simples.
8. S~l e (_) <S>r K  são funtores equivalentes na categoria Mod R.
9. K  é um i?-módulo plano.
Já vimos na seção anterior que K  =  5 - 1J2 é o corpo de frações de R, 
e portanto é um anel simples. No próximo capítulo apresentamos as definições e 
resultados necessários para demonstrar as demais propriedades.
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Capítulo 2 
Propriedades da Localização S^R
Nas próximas seções, desenvolveremos alguns conceitos e resultados 
relacionados com anéis, módulos, categorias e funtores. Faremos esta exposição tra­
balhando com anéis não comutativos. Alguns destes resultados serão utilizados ape­
nas nos dois últimos capítulos. Optamos por apresentá-los aqui pois estão relaciona­
dos com os resultados que precisamos para demonstrar o Teorema 2.7.1, e também 
para que nos capítulos finais tratemos apenas das propriedades da localização não 
comutativa.
2.1 Homologia
Vamos fixar R  como sendo um anel com unidade e os módulos consid­
erados nesta seção como iü-módulos à direita.
Definição 2.1.1. Sejam {M;}jez uma família de R-módulos e para cada i, fi : 
M{ — > Mi+i um R-homomorfismo. Dizemos que a sequência • • • — > Mj_x — > 
Mi — > Mi+i — > ■■•é exata em Mi quando fi-i(Mi_i) =  Ker(/,). A sequência é 
exata quando for exata em cada Mi, i e Z .
Observações:
1. Seja f  : M  — > N  um i?-homomorfismo. Então /  é sobrejetor se, e somente 
se, M  — N  — > 0 é exata.
2. Seja /  : M  — > N  um i?-homomorfismo. Então /  é injetor se, e somente se, 
0 — > M  N  é exata.
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3. Uma sequência exata curta é uma sequência exata da forma 
0 — >M  — > N  —  ^ P  — > 0.
Definição 2.1.2. Dizemos que uma sequência exata M  -£-» N  — > 0 cinde se existe 
um R-homomorfismo j  : N  — > M  tal que f 0j  =  IdN. Analogamente, a sequência 
exata 0 — > M  N  cinde se existe um R-homomorfismo j  : N  — > M  tal que 
j 0f  =  IdM- Em ambos os casos, j  é chamado de cisão de f .
Lem a 2.1.1. (a) Se M  N  — ► 0 cinde, então M  = Ker(/) ® j(N ) ,  sendo j  a 
cisão de f .
(b) Se 0 — > M  N  cinde, então N  = f ( M ) © Ker(j), sendo j  a cisão de f .
(c) Sejam M  N  — > 0 exata e M' um R-módulo tal que M  = Ker(/) © M ' . 
Então para cada n G N, existe um único m! G M' tal que f{m') = n.
Demonstração: (a) Seja j  : N  — > M  um i?-homomorfismo tal que f 0j  =  Idx- Dado 
m  G M,  podemos escrever m  =  (m — j ( f (m ))  +  j ( f (m )) ,  sendo j ( f (m ))  G j ( N ) e 
m  -  j { f { m )) G K er(/). De fato, f ( m  -  j ( f (m )) )  =  f (m)  -  ( /0j)(/(m )) =  f (m )  -  
f{m)  =  0. Além disso, se a G (Ker(/) Dj(N))  então f(a)  =  0 e a — j(n)  para algum 
n G N.  Assim, 0 =  f ( a ) =  (f 0j ) (n ) =  n, e portanto, o =  0.
(b) Seja j  : N  — > M  um i2-homomorfismo tal que j 0f  =  Mm- Dado n G N,  
escrevemos n = f ( j (n ) )  +  (n — f ( j(n)) ,  e notamos que f ( j(n))  G f ( M )  e j ( n  — 
f( j{n))  G Ker(j). De fato, j (n  -  f ( j(n)))  =  j(n) -  (jof)U(n)) = Â n) ~  j{n) = 0. 
Seja a G (f{M)  D Ker(j)), então, j(a) =  0 e a  =  / ( ^ )  para algum m G M.  Assim, 
0 =  j(a) =  (j0f)(Tn) = m, e portanto, a =  0.
(c) Como /  é sobrejetora, dado n G N  existe m  = x + m ' e M  = Ker ( /)  © M'  tal 
que n =  f (m)  =  f (x )  + f{m') =  Suponha que m',l' G M'  e f (m ')  — f(V). 
Então f (m '  — l') = 0, ou seja, m' — V G K er(/). Lembre que Ke^  — M ' , e seja 
ip este isomorfismo. Assim, existem ã ;l0 G Ket(/)' ^ais que = m' e =  Z'. 
Portanto, m' — l1 = — ip(ã) G Ker(/)  e — ip(ã) G M'. Logo, m' =  V.
□
T eorem a 2.1.1. Seja 0 — > M  N  —g-^ P  — > 0 uma sequência exata curta. 
São equivalentes:
i. I m ( f ) =  Ker(g) é somando direto de N.
ii. A sequência cinde em f .
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Ui. A sequência cinde em g.
Nestas condições, N  ~  M  © P.
Demonstração: (Ui => i) Segue do Lema 2.1.1 (a).
(ii => i) Segue do Lema 2.1.1 (b).
(i => ii) Seja E  =  Im ( f ) .  Por hipótese, existe E x < N  tal que N  =  E  © E x. Defina
f i  : N  = E  © E i -----► M  tal que fi(e  +  ei) =  x, onde i é o  único elemento de M
tal que f (x)  = e. É fácil verificar que f i  é iü-homomorfismo. Dado x e M  temos 
f (x )  = f (x)  +  0 e E  +  Ei. Além disso, f i ( f (x ) )  = t onde t é o único elemento de 
M  tal que f(t)  =  f (x) .  Como /  é injetora, vem que t — x. Portanto, f x o f  = IdM. 
(i =>■ Ui) Por hipótese, existe E x < N  tal que N  = Ker(^)©£'1. Usando o Lema 2.1.1
(c), vem que gi : P -----«- N  dada por gi(y) =  ei está bem definida, onde ex e  E  é
o único elemento de E x tal que g(ei) = y. Pode-se verificar rapidamente que gx é 
i?-homomorfismo. Pela definição de gi, dado y e  P  temos g(gi(y)) =  g(t), onde t é o 
único elemento de N  tal que g(t) = y. Portanto, g(gx(y)) = y, ou seja, g o gi =  Idp. 
Desta forma, a sequência cinde em g.
Finalmente, pelo item (Ui) e pelo Lema 2.1.1 (a) temos N  = Ker(g) © Im(gi). 
Mas gi é injetora, e portanto Im(gi) ~  P. Porém /  também é injetora. Logo, 
N  = Ker(^) © Im(gi) =  I m ( f )  © Im(gi) ~  M  © P.
□
Lem a 2.1.2. Sejam N, M, P  R-módulos tal que N  = M  © P. Então a sequência 
0 — > M  — y N  P  — > 0 onde f (m )  = m  +  0 e g(m +p) = p é exata e cinde.
/
Demonstração: Obvio.
□
2.2 M ódulos Livres
Sejam R  um anel com unidade e I  um conjunto de índices. Usaremos
a notação R ^  Ri onde Ri =  R  para todo i e  I. Desta forma, 
i a
r W = {(Aj);67 /  (Ai)iei é sequência quase nula e À; 6 R, Vi 6 1} .
Definição 2.2.1. Sejam M  um R-módulo e {xi}iei uma família de elementos de 
M. Dizemos que:
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(a) x G M  é combinação linear da família {xj}je/ se existe {Aj}j6/ G R ^  tal que
X  — ^
16/
(b) {xi}iei é linearmente independente (L.I.) se dado {Àj}i6j G R ^  tal que ^ x ,A ;  =
íer
0 tivermos A* =  0, para todo i G I.
(c) {xj}ie/ e R-base de M  quando {xi}ieI é L.I. e todo elemento de M  é com­
binação linear da família {xi}ieI. Neste caso, dizemos que M  é R-módulo 
livre.
Exemplos:
1. Todo üT-espaço vetorial não nulo é um ÜT-módulo livre.
2. Se R ê um anel com unidade então R r é um i?-módulo livre com base {1}.
P roposição  2.2.1. Sejam M  e N  R-módulos com M  livre e X  = {xj}je/ a R- 
base de M . Dada uma função f  : X  — > N, existe um único R-homomorfismo 
f  : M  — > N  que estende f .
Demonstração: Dado m  G M, sabemos que m  =  ^X jÀ j, sendo (Aj)je/ G R ^  uma
iei
sequência quase nula. Defina /  : M  — > N  por f{m) = ^^/(xj)A j. É fácil verificar 
_  iei
que /  está bem definida, é um i?-homomorfismo e é a única extensão de / .
□
Proposição  2.2.2. Sejam L ,M , N  R-módulos, f  : M  — > N  um R-epimorfismo e 
g : L — > N  um R-homomorfismo. Se L é livre, então existe um R-homomorfismo 
g : L — > M  tal que g o /  = g.
Demonstração: Devemos mostrar que existe um iZ-homomorfismo g : L  — > M  tal 
que o diagrama abaixo comuta
Seja X  = {xi}iei  a iü-base de L. Então g(xi) E N  para todo i E I. Como /  
é sobrejetora, para cada i E I, existe nrii E M  tal que f(rrii) = g(xj). Defina 
gi : X  — > M  por gi(xi) =  rrii. Pela Proposição 2.2.1, existe um iMiomomorfismo 
g : L — > M  tal que g(xi) = rrii, para todo i E I. Claramente f  o g = g.
□
C orolário  2.2.1. Seja 0 — > M  — > N  — L — > 0 uma sequência exata de R- 
módulos. Se L é livre então a sequência cinde.
Demonstração: Considere o diagrama
M N
9 /  
V /
Idr
Pela Proposição 2.2.2 existe um i?-homomorfismo g : L — > N  tal que f  og = Idt- 
Logo a sequência cinde.
□
Proposição  2.2.3. Seja f  : M  — > L um R-epimorfismo. Se L é livre então 
M  ~  Ker(/) ® L.
* /Demonstração: A sequência exata 0 -----► K e r ( / ) — ► M -----► L -----«- 0 cinde pelo
corolário acima. O resultado segue do Teorema 2.1.1.
□
Proposição  2.2.4. Todo R-módulo é imagem epimórfica de um R-módulo livre.
Demonstração: Seja M  um .R-módulo e {xí}í6/ um conjunto de geradores de M.  
Considere o .R-módulo livre R ^ \  que possui base canônica E  = {ej}iej (e* =  
(%')> Vj = 0 para j  ±  i, y{ = 1). Defina
f  : E — > M  
ei i— > Xi
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Pela Proposição 2.2.1, existe um i2-homomorfismo /  : R ^  — y M  tal que /(e*) =
Xj. Além disso, dado m  G M, existe (A,)e/ G R (í) tal que m =  ^ x ,A i.  Então,
.Mn é i2-módulo à direita, r N  é iü-módulo à esquerda e T  é um grupo abeliano. 
Definição 2.3.1, £/ma função T  '■ M  x N  — > T  é R-tensorial quando:
i. T (m  + mi,n)  = T(m ,n)  + T(m i,n)
ii. T (m ,n  + ni) = T(m,r i )+  T{m,ni)
iii. T(mr,n)  = T(m ,rn)
Vm, mi  G M  , Vn, n x G N  e Vr G R.
Exemplos:
1. Sejam V um espaço vetorial sobre um corpo K  e < , >: V x V  — > M um 
produto interno. Então é fácil verificar que < , > é i^-tensorial.
2. A operação produto de um anel R  é R-tensorial.
Definição 2.3.2. Com a notação acima, dizemos que o par (T,T) é um produto 
tensorial de M r  e r N ,  se para cada grupo abeliano T'  e cada função R-tensorial 
T 7 : M  x N  — > T' existe um único "L-homomorfismo f  : T  — > T 1 tal que f  o  T  —
isomorfismo, do produto tensorial.
P roposição  2.3.1. Se (T ,T) e (T ',T ') são produtos tensoriais de MR e RN  então
□
2.3 Produto Tensorial
Para esta seção, fixemos as seguintes notações: R  é anel com unidade,
r .
Nosso objetivo agora é provar a existência e unicidade, a menos de
existe um Z-isomorfismo f  : T  — > T' tal que f  o T  = T'
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Demonstração: Temos a seguinte situação:
M  x N
Como (T, T) é produto tensorial, existe um único Z-homomorfismo /  : T  — > T' tal 
que f o T  =  T ' . Analogamente, como (T', T') é produto tensorial existe um único Z- 
homomorfismo g : T'  — > T  tal que goT'  =  T. Temos então, (gof)oT  =  goT' =  T e  
(Iòr) oT  =  T. Da unicidade na definição do produto tensorial, segue que gof = Idr- 
De forma análoga, vem que, /  o g = M t 1- Portanto /  é um isomorfismo.
□
Falta provarmos a existência do produto tensorial entre M r  e r N .
Para tanto, construiremos um par (T,T),  e em seguida, provaremos que o mesmo é
um produto tensorial entre M r  e r N .
Seja I = M x N e F =  Z ^ .  Então F  é um Z-módulo livre com base
canônica {xQ}ae/ e F  =  ^ ^ x aZ. Sejam
ael
D i  —  ifi) x (m,n) / TTl,TTli £  M , Tl (E Í V }
D2 n+m) ^(771,711) /  ^  ^1 £ -^0
£*3 =  {Z(mr,n) “  Z(m,rn) /  171 € M, Tl £ N, r E R}
e
D  =  U  Z ?2  U  -D 3 ^  - f1 ■
Tome := (~'| L =  < A*, j3 6 N, A* G Z , Oj e  D >, ou seja, K  ê o submódulo 
L<F t i=l J
D Ç L
de F  gerado por D. Finalmente, considere o grupo abeliano T  :=
Lem a 2.3.1. A função
r  : M  x N  — y T
(m, n) i— > x (m>n) +  üf
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é R-tensorial.
Demonstração: Sejam m ,mi  G M, n ,n i  £ N  e r £ R. Note que Z(m+mi,n) — 
X(m,n) ^ -^1 ^  D Ç K  Q portanto 2:{m+mi,n) “I” ^  (^ (rn^ n) “1“ x (mi,n)} "I- K-
Analogamente, (^m^+Tii) ^  ^(771,711)) e (^rrir,/!) ”1” 7^" X(m,nr) ~f~ •
Assim,
i. T(m  +  m u n) =  x(m+mi,n) +  =  (x(m>n) +  X(miin)) +  K  = (x (m>n) + K) + 
{x(mltn) +  K )  =  T ( m , n ) + T { m u n)
ii. T{m, n +  7ii) =  X(m>n+ni) + K  =  (x(m,n) +  Z(m,ni)) +  K  =  (ar(m,n) + K)  +  
(x{m,m)+K) = T ( m ,n )  + T ( m ,n 1)
iii. T(mr, n) = X^ynTiTi) “b ^  — ^(771,rra) ~í"" T'77')
□
A função T  não é necessariamente sobrejetora, porém T ( M  x N) gera 
o Z-módulo T. De fato, dado v, = u +  K  G T  temos ü  =
\ i e i  J
+ * T =  I > <  +  K )*i = Y J ^ X-
iei iei iei
Note que quando T  é Z-homomorfismo, T  é sobrejetor.
T eorem a 2.3.1. O par (T, T) construído acima é um produto tensorial de M R e 
r N .
Demonstração: Sejam T' um grupo abeliano e í '  : M  x N  — > T'  uma função
iü-tensorial. Defina 7  : X  =  {xa}a^i — > T' por 7 (z(m,n)) = T'(m,ri). Pela
Proposição 2.2.1, existe um Z-homomorfismo / '  : F  — > T' tal que f ' \ x  =  7 .
Considere i : M  x N  — > F, i((m,n))  =  x ^n ) -  Então / ' o i  = T ' , e pode-se
verificar que f ' (K )  =  (0) pois f  é um Z-homomorfismo que se anula nos geradores
de K.  Defina agora /  : T  =  £  — > T', f ( x  = x + K)  =  f'{x). Se x = y então
x — y e K .  Assim, f '(x)  = f'(y), ou seja, f ( x )  = f(y).  Desta forma, a função /  está
bem definida. Além disso, /  é Z-homomorfismo, pois / '  é Z-homomorfismo. Temos
também que f  (T{m,n)) = f  (x(m,n) +  K)  =  / ' (x(m,n)) =  T'{m,n), V(m,n)  G
M  x N.  Portanto, /  o T  =  T'- Falta verificar apenas a unicidade de / .  Seja
5 : T  — > T'  um Z-homomorfismo tal que g o T  =  T' ■ Assim, g o T  =  /  o 7”. Seja
í G T , í  =  J2r{ i )X i ,  a < G Z. Temos g { I ) = J 2 (9 ° T )  {i)\i =  ^ ( /  o T)(i)Ai =  
ie/ íe/ ie/
□/  f e r WAí) = /(í)-
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Denotaremos o único produto tensorial construído acima por T  =  
M ® R N,  e para cada (m, n) G M  x N,  escrevemos T(ra, n ) = m®n.  Note que dado
n
u G M  ®R N, como T(M  x N) gera M  ®R N,  temos u =  n e  N.
1 = 1
Proposição  2.3.2. Sejam R um anel com unidade e M R e RN . Então:
i. (mi + 7712) ® n =  (jtí! (gin) +  (m2 <8> n)
ii. m  <S> (ni 4- n2) =  (m® n\) +  (m®  n2)
Ui. mr ® n = m ®  rn
iv. 0 ® n  = m ® 0  = 0
v. —(m ® n)  = (—m) ® n  = m ® (—n)
vi. z(m ®n) = (m z) ® n  = m ®  (zn)
Vm, 777,1, 7712 G M, V77, 711, 772 £ N, Vr G R, Vz G Z.
Demonstração: Os itens (i) ,(ii) e (iii) são consequências imediatas de T  ser i?- 
tensorial. Os itens (iv),(v) e (vi) são verificados facilmente.
□
Observações:
1. Podemos considerar M ® RN  como Z-módulo à esquerda ou à direita conforme 
conveniência.
2. Não é verdade, em geral, que M  ®>R N  tem estrutura de iü-módulo, quando M  
é i?-módulo à direita e N  ê i?-módulo à esquerda.
Mostraremos que sob certas condições o produto tensorial M  ®R N  é 
um i£-módulo. Para isso, usaremos a definição de bimódulo.
Definição 2.3.3. Sejam A e B anéis com unidade. Se M  é um B-módulo à esquerda 
e um A-módulo à direita tal que b(ma) = (bm)a Vò G B, Va G A e V777 G M,  
dizemos que M  é um (B, A)-bimódulo e escrevemos b ^ a -
Exemplo: Se R  é um anel comutativo com unidade, então todo i?-módulo é um 
R, i?-bimódulo.
Lem a 2.3.2. Sejam G um grupo abeliano e B  um anel com unidade. Se v : B  — > 
End(G) é homomorfismo de anel com unidade, então G é B-módulo à esquerda com 
a operação
• : B  x G — > G 
(b,g) i— >v(b)(g)
Demonstração: Sejam b,bx £ B  e g, gx 6 G.
i. (bbx)g =  v(bbx)(g) =  [u(6) o v(bx)} (g) = v(b) (v(bx)(g)) = b(bxg)
ii. b(g + gx) = v(b)(g +  gx) = v{b){g) +  v{b)(gx) =bg + bgx
iii. (b + bx)g =  vib + bJig) = [x;(&) +  u(6i)] (g) =  v(b)(g) +  v(bi)(g) = bg +  bxg
iv. 1 Bg =  =  Id{g) =  g
□
Sejam A  e B  anéis com unidade, M  um 5 , A-bimódulo e N  um A- 
módulo à esquerda. Dado b G B,  defina
(Tf, : M  x N  — > M  N  
(m, n) i— > bm ® n
/
E de rápida verificação que é A-tensorial, pois M  é B,  A-bimódulo. Então, existe 
um único Z-homomorfismo Vb : M  ®a N  — > M  ®a N  tal que VboT  =  <rb.
Lem a 2.3.3. Com as notações acima, a função
v : B  — > End(M <8U N ) 
b i— > Vb
é um homomorfismo de anéis com unidade.
Demonstração: Visto que a imagem de v é um Z-homomorfismo, é suficiente verificar 
as igualdades abaixo para um elemento da forma m ®  n E M  ®a N.
i. v ( l b ) — lEnd(M®aN)
v ( lB){m®n)  =  vxB(m®n)  =  (vifl o T)(m ,n)  = axB(m,n) = 1 m ® n  =  m ® n .
ii. v(b + bx) = vb + vbl
v(b +  bx) ( m ® n ) = Vb+bi(T(m,n)) =  ab+bl( m , n ) =  (b +  bx) m ® n  =  (b m ® n  +  
bxm ® n ) =  Vb(m®n) +  v ^ i m ®  n).
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iii. v(bbi) = v b o Vbl
v(bbi){m ® ri) =  vbbl (T(m, ri)) = abbl(m ,n ) =  (bbi)m ® ra = b(bim) ® n  = 
ab(bim,n) = vb(T(bim,n))  =  vb{b im®n ) =  vb(crbl(m,n)) =  vb(vbl (m ® ri)).
□
Teorem a 2.3.2. Sejam A e B  anéis com unidade, M  um B , A-bimódulo e N  um 
A-módulo à esquerda. Então M  ®a N  é B-módulo à esquerda, com produto
• : B x (M ®A N)  — y M  ®a N  
(b, (m  <S> ri)) i— > vb(m x ri)
Demonstração: Segue dos Lemas 2.3.2 e 2.3.3 .
□
Corolário 2.3.1. Se R  é anel comutativo com unidade e M , N  são R-módulos então 
M  ® N  é R, R-bimódulo.
Demonstração: Imediato.
' □
Sejam /  : M  — y M'  um iZ-homomorfismo de módulos à direita e 
g : N  — y N'  um iü-homomorfismo de módulos à esquerda. Defina 
(f ,g) : M  x N  — y M'  <g> N'  por (f ,g ) ( (m ,n )) =  f (m )  <g> g(ri). Como (f ,g)  é 
i2-tensorial, existe um único Z-homomorfismo /  ® g : M  ® N  — y M' ® N'  tal que 
( /  ® g ) ° T  =  (/,<?), ou seja, ( /  ® g)(m®ri) — f (m )  ®g(ri), V (m ® n )  € M  ® N.  
Como caso particular, considere g como sendo a função identidade. Temos então o 
Z-homomorfismo induzido/®1 : M ® N  — y M '® N  com (/<8>l)(m®n) =  f{m)®n.
Seja 0 ------ ► M  — N  — P ------ ► 0 uma sequência exata de
iZ-módulos à direita. Para cada i2-módulo à esquerda Q, temos uma nova se­
quência de Z-módulos 0 ------► M  ® Q - N  ® Q ■ 981 ► P ® Q ------ - 0. Esta
sequência não é exata em geral. De fato, considere a sequência exata de Z-módulos
0 -----► 2Z c- 1 - Z — Z2 ------ 0. Note que {i ® 1)(2 ® 1) = 0  mas 2 <g> 1 ^  0 em
2Z® Z2. Usaremos isso na próxima seção para dar exemplo de um funtor que não é 
exato.
Quando a sequência induzida é exata, dizemos que o iü-módulo M  é 
plano conforme definição a seguir.
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Definição 2.3.4. Um R-módulo à direita (à esquerda) F  é plano, se dado qual­
quer monomorfismo f  : A — > B de R-módulos à esquerda (à direita), o Z- 
homomorfismo induzido
1 ® /  : F ® A  — ► F ® B
u®  a i— > u ® f (a )
é também um monomorfismo.
O resultado válido sempre é apresentado abaixo, e sua demonstração 
pode ser vista em [1].
P roposição  2.3.3. Seja 0 ----- - M  — - N  ——► P ----- ► 0 uma sequência exata
curta de R-módulos à direita. Então para qualquer R-módulo à esquerda Q, a se­
quência induzida M  ®R Q N  ®R Q -9®—- P  ®R Q ----->- 0 é uma sequência exata
de h-módulos.
2.4 Categorias e Funtores
Sejam A  e B  conjuntos. Fixaremos a notação S(A, B) — { f  : A  — > 
B /  f  é função}.
A definição de categoria apresentada abaixo, é uma particularização 
de uma definição mais geral (ver [10]). A particularidade reside em considerar apenas 
conjuntos como objetos da categoria, e também considerar apenas funções como 
morfismos entre objetos. Para os nossos objetivos, isso não representa perda de 
generalidade.
Definição 2.4.1. Uma categoria M. é uma classe de conjuntos, que são chamados 
objetos de M. e denotados por Obj(M-), tal que:
i. S e A ,B  6 Obj(Ai),  existe um conjunto de morfismos H om ^A , B ) Ç $s(A, B).
ii. Para cada A  6 Obj(M) temos ld A € Hom^(A, A).
Ui. Se A ,B ,C  € Obj(M), (p e  Hom^(A, B) e i/j e  HomM(B,C) então $  o tp e  
Hom^(A, C).
iv. Secp e Homyw(A ,5), ip Ç. HomM (B,C) e 6 G HomM(C,D) então (6 0^ ) 0 <p =
Ô O  (-0  O  i p ) .
f  ® 1 : A ®  F  
a ® m -
-> B ® F  
f(a) ® u
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Observação: Notemos que por (i), Hom^ Ç $s(A,B), e isso garante a operação de 
composição entre morfismos.
Exemplos:
1 . A g Obj(M) A  é conjunto
Homy^(A, B ) =  { / : A — > B  /  /  é função}
Temos que M. é a categoria dos conjuntos, cujos morfismos são funções.
2. A 6 Obj(M) <=$■ A  é espaço topológico 
Hom^(A, B) =  { /  : A — > B  /  /  é função contínua}
Temos que M. é a categoria dos espaços topológicos.
3. R  um anel
A 6 Obj (M .) 4==>• A é i?-módulo à direita 
Hom.A/i(A, B ) =  Homfí(A, B).
Temos que M. ê a categoria dos .R-módulos à direita, que denotaremos por 
Mod-iÜ.
Analogamente, R -Mod é a categoria dos .R-módulos à esquerda.
Definição 2.4.2. Um funtor da categoria M. na categoria M  é uma função F  tal 
que:
i. F  leva Obj(M)em Obj{N)
ii. Se a £ Hom,v((A, B) então F(a) £ Homtf(F(A), F(B))
Ui. Se A £ Obj(M) então F ( M a ) = Idp(A)
iv. Se a £ Homx(A, B) e (3 E Hom ^(B, C) então F(f3 o a) =  F(f3) o F(a).
Um co-funtor (ou funtor contra-variante) da categoria M. na categoria J\f é uma 
função F que satisfaz as condições (i) e (Ui) acima e também:
(ii)'. Se a £ Hom ^(A ,B) então F(a) £ Homm (F(B), F(A)).
(iv)'. Se a £ Hom ^u^, B) e £ HomM (B, C) então F((3 o a) = F(a) o F(j3).
Exemplos:
1. Toda categoria tem um funtor natural, a saber:
IM : M  — > M
A>— >A
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IM : HorQjV((A, B ) --------
a  i-------------------- ► a
2. Seja R  um anel comutativo com unidade. Tome S  um sistema multiplicativo 
de R. Considere
F  : R -Mod — > R -Mod 
A >—>
F  :HomR( A , B ) ---------  EomR(F(A), F(B))
a  i---------- - F{a ) := S _1a
onde a : A  — > B  é homomorfismo de i2-módulos à esquerda e
F{a) : S ^ A  —> S~lB
a j______ v q ( q )
S 3
Não há dificuldades para verificar que F é um funtor. Algumas vezes F  é 
chamado funtor localização comutativa.
3. Sejam R  um anel comutativo e N  um J?-módulo à esquerda. Dado 
M  € iü-Mod , é fácil verificar que HomR(M ,N)  e Hom^iV, M)  são grupos 
abelianos com a operação de soma usual de funções, e portanto são Z-módulos 
à esquerda e à direita.
Assim, podemos relacionar as categorias R -Mod e Z-Mod pelas funções:
F N = Hom*(_, N) : R-Mod — > Z-Mod
M  Homfí(M, N)
Fn = Homr (N, _) : i?-Mod Z-Mod
M  i— > HomR(N, M)
Vamos provar que F N é um co-funtor e que FN é um funtor. Os conjuntos de 
morfismo das categorias i?-Mod e Z-Mod podem ser relacionados como segue:
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se M, P  e  P-Mod e a : M  — y P  é um P-homomorfismo, definimos
F N(a) : Homfí(P, N ) — > H om ^M , iV)
5 i— > ô o a
e
Fat(o) : HomR(N, M) — > Homfí(iV, P) 
cr i— >■ a o  a
A distributividade da composição em relação a soma de funções assegura que 
F N(a) e Fjv(a) são Z-homomorfismos. Para M  6 P-Mod , 7  e  Homfí(M, TV) 
e cr e Homfí(iV,M) temos F N(IdM){7 ) = 7 ° IdM =  7  = Id FN ^ ( 7 ) e 
FN(IdM)(a) =  Id M o a = a = IdFN(M){&)- Assim, F N{IdM) = IdFN{M) e 
FnÍMm) =  IdFN{M)- Considere a  e Hom ^M , P) e /3 e Homft(P, Q). Então 
para cada 5 6 Homft(Q, A?-) e cada <7 G Homfí(A', M)  vem que 
F N{poa){6) = 5 o (fio a) = (5 o p) o a = F N(a)(5 o/3) = F N(a)(FN(p)(S)) = 
(FN(a) o F N(P))(õ) e
F N(f3 o a)(a) = (/3 o a) o a =  j3 o (a o a) = F N(/3)(FN (a )(a )) =  (FN(0) o 
F N{a))(a) .
Note que este exemplo fornece uma maneira de construir famílias de funtores 
e co-funtores.
4. Sejam R  um anel comutativo com unidade e N  um P-módulo à esquerda. 
Vimos na seção anterior que a aplicação abaixo está bem definida
F :  R -Mod — > P-Mod 
M  1— > M ® r N
Dado a  G Homfí(M, P), definimos também
F(a)  =  a  <8> 1 : M  N  — > P  <S>r N  
m ® n  1— > a(m)  ® n
que é um Z-homomorfismo. Vamos mostrar que F  é um funtor. Iniciamos 
verificando que F(a) é P-homomorfismo.
F(a)(r(m®n))  =  F(ot)(rm®n) =  a(rm)®n  =  (ra(m))<gm =  r(a(m)®n) = 
rF(a)(m ® n ).
A igualdade F (IdM) =  W(f(aí)) é evidente, para cada P-módulo M.
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Sejam a  e  HomR(M,P)  e /3 £ Homr(P,Q)- Para m  ® n  G M  ® N  temos 
F(/3oa)(m®n)  =  ( ^ oa ) (m ) ® n  =  F(P)(a(m) ® n) =  F{P){F{a){m®n)) = 
(F(P) o F(a))(m <S> n).
5. Argumentos análogos aos usados no exemplo anterior mostram que quando R  
é um anel com unidade, não necessariamente comutativo, e N  é um i?-módulo 
à esquerda então
F  : Mod-iü — > Z-Mod 
M  i— y M  <S>r N
é um funtor. Se a E Homr (M, P) então
F(a) : M ® r N — > P® R N  
m ® n  i— ¥ a(m) <g> n
Definição 2.4.3. Um morfismo T  £ Hom_M(A, B) de uma categoria ÁA é um iso­
morfismo, se existe um morfismo L e  H om ^I? , 4^) tal queToL =  Idg e LoT  =  M a -
Definição 2.4.4. Sejam M e  J\í categorias. Dizemos que os funtores 
F,G : Á i  — > J\í são equivalentes, se para cada A E Obj(M), existe um isomorfismo 
Ta € Homjv(i?(A), G(A)) tal que dado f  € Hom^(-A, B) vale G{/)oTa = Tb°F{J),  
isto é, o diagrama abaixo é comutativo
F(A) Ta ■ G(A)
Hf) G(f)
F(B) Tb • G(B)
Exemplo: Seja R  um anel comutativo com unidade . Tome S  um sistema multiplica­
tivo, e considere os funtores
F  : i?-Mod — > R-Uod 
M  i— ¥ M  ®R S~1R
G:  i?-Mod — > iü-Mod 
M  i— ► S~lM
Mostraremos que F  e G são equivalentes. Seja M  um i?-módulo e defina ip : M  x
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S  1R  — > S  1M  por ip (m, j)  =  Desde que ip é i?-tensorial, existe um único Z- 
horaomorfismo Tm '■ M ® S ~ lR  — > S~ lM  que torna o diagrama abaixo comutativo
M  x S~lR
Segue que Tm {jn ® =  Tm ° T  (m, j)  =  <p (m, =  rf L. Além disso, dados u G R  
e m  ® - G M  ® 5,_1i2 temos
r
m  0 -  
s
Assim Tm é um i2-homomorfismo e claramente é sobrejetor. Tome o iü-homomorfismo
Tm ' : S~lM  — > M  0  S "1#
y  I— » 771 0  j
e note que dado m  0   ^ G M  ® S-1# , temos
( T  \  ( 7*777. \  1 7*m ®  - )  = Tm f — ) = r m ®  -  = m ®  -S  * \  5  ' 5  5
Desta forma, Tm é injetora, e então, Tm é um i?-isomorfismo.
Para o; G Homfí(A, £?) temos
F (a ) =  o; 0  1 : A 0  S~lR  — » B 0  S _1R  
a ® Ls i— » a(o) 0  ^
e
S ^ a  : 5 -M  — > S~lB
a j__tt(a)
5 3
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Precisamos verificar que o diagrama abaixo comuta
A <g> S~1R S _1A
a <S> 1 S 1Q!
B  <g> S  R Tb S _1B
Dado a <g> j 6 A S  lR  temos
(S- a) (ta ( „ « : ) ) -  (^ )  ( ? )  -  = r ,  (« („ )« i )  =
Tb ((a  ®1) (a ® ‘ ) )  •
Um caso particular e interessante do exemplo anterior, é quando R  é 
um domínio comutativo e S = R — {0}. Sabemos que K  =  S~lR  é o corpo de frações 
de R. Então, o exemplo mostra que (_) ®r K  e 5,_1(_) são funtores equivalentes na 
categoria fí-Mod . Usaremos este fato no último teorema deste capítulo.
Definição 2.4.5. Seja F um funtor de R -Mod em 5-Mod . Dizemos que F  é um 
funtor exato, se para toda sequência exata curta de J?-Mod
0 — > A - U  B C ^ 0  tivermos que 0 —■» F(A) F(B)  ^ 4  F(C)  — * 0 é 
sequência exata de S-Mod .
Exemplos:
1. E fácil ver que o funtor
F  : .R-Mod 
A
é exato.
2. Seja N  um iü-módulo à esquerda. Vimos na seção 3 que o funtor
F : Mod-R — > Z-Mod 
M  i— y M  N
não é exato.
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2.5 M ódulos Injetivos e Projetivos
Definição 2.5.1. Um R-módulo Q é injetivo se dado qualquer R-monomorfismo 
f  : A  — > B  e qualquer R-homomorfismo g : A  — > Q, existe um R-homomorfismo 
h : B  — > Q tal que h0f  =  g
A próxima proposição é uma ferramenta útil para verificar quando um 
módulo é injetivo. Na sua demonstração usamos o Lema de Zorn, cujo enunciado 
recordamos a seguir.
Lem a 2.5.1 (Lem a de Zorn). Se F é um conjunto parcialmente ordenado e não 
vazio tal que cada cadeia em F  tem uma cota superior em F, então F  tem um 
elemento maximal.
Proposição  2.5.1 (C rité rio  de B aer). Um R-módulo à direita Q é injetivo se, e 
somente se, dado um ideal à direita I  de R  e um R-homomorfismo g : I  — > Q 
existe um R-homomorfismo g : R  — > Q tal que g =  g o i, sendo i a função inclusão 
de I  em R. p
Demonstração: A primeira implicação é óbvia. Para a recíproca, considere um
monomorfismo /  : N  — > M  e um homomorfismo g : N  — > Q. Defina g\ :
I m ( f )  — > Q por gi(f(x)) — g{x). Note que gi está bem definida e é um R-
homomorfismo. Tome T  =  {(S, h) /  I m ( f )  < S < M , h £ Homr (S,Q) e /i|/m(/) ■ <71}.
Note que T  ^  0, pois ( Im(f) ,gi)  £ T .  Definimos em T  a relação (Si, h{) < (52, /i2)
se, e somente se, Si Ç S2 e h2 =  h\. Também é de fácil verificação que < é
relação de ordem em T .  Sejam {(5,, hi) /  i £ 1} uma cadeia em T  e S  = ^JSj. É
iei
claro que I m ( f ) < S  < M  e que h : S  — > Q definida por h(a) =  hj(a), quan­
do a £ Si, ê um .R-homomorfismo bem definido (independe de i) que estende g\. 
Segue que (S , h) £ T  e (S, h) é é cota superior para a família {(Si, hi /  i £ /}. Pelo 
Lema 2.5.1, existe um elemento maximal (5, h) em T.  Vamos mostrar que S = M. 
Suponha por absurdo, que S  ^  M. Seja x0 £ (M — S) e considere o ideal à dire­
ita de R, I  = {a € R  /  x 0a £ S} ,  e o ^-homomorfismo <p : I  — > Q definido por
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(p(a) = h(x0a). Temos então, o seguinte diagrama
0 ------------- - J c ----- ------» R
■ r >'
Q
Por hipótese, existe um i?-homomorfismo Tp : R  — y Q tal que Tpo i = <p. Chame 
y0 — Tp{ 1). Assim, para a E I  temos h{x0a) =  (p(a) = Jp(a) =  ^ ( l)a  =  y0a. Tome 
S' = S  + x0R, observando que S C S ',5  /  5 ' pois x0 ^  S, e defina h1 : S' — > Q 
por h!(s + x 0r ) =  h(s) +  y0r. Vamos mostrar que h1 está bem definida. Sejam 
si +  x 0rx, s2 +  x 0r2 E S 1 e sx +  x0ri =  s2 +  x 0r2. Então Si -  s2 =  x 0(r2 -  r x). 
Como Si — s2 E S, vem que r2 — n  E I. Assim, h(s\ — s2) =  h(x0(r2 — r i)) =  
y0(r2 -  n ) , ou seja, h(si) + y0rx =  h(s2) +  y0r2. Portanto, t í  está bem definida. 
Como h' é i?-homomorfismo, h! |/m(/) = j i e  h'\j  =  h, concluímos que (S',h') E T , 
e (S, h) < (S ' ,h '), o que contradiz a maximalidade de (S ,h ). Logo S  =  M. Segue 
que, h : M  — > Q e dado x E N  temos h(f(x))  =  gi(f(x)) =  g{x). Desta forma, Q 
é injetivo.
□
Como consequência do Critério de Baer temos o seguinte resultado.
C orolário  2.5.1. Se R  é corpo então todo R-módulo é injetivo.
Proposição  2.5.2. Seja S um R-módulo. Se S é isomorfo a um somando direto de 
um R-módulo injetivo então S é injetivo.
Demonstração: Sejam /  : M  — > N  um JZ-monomorfismo e g : M  — > S  um 
iü-homomorfisnio. Por hipótese, existe um fí-isomorfismo ip : Si — > S  onde Si © 
L = Q e Q é injetivo. O iü-isomorfismo -0 '■ Si ® L — > S  © L definido por 
ip(si +  l) = <p(si) + l garante que Q\ =  5  © L é injetivo. Note também que a
sequência 0 -----► L c % - Qi S -----► 0, (7Ti(s +  l) =  s , i a função inclusão) é
exata e cinde, com cisão tt[ : S  — > Qi dada por 7r^(s) =  s +  0. Seja gi : M  — > Qí: 
gl = tt[ o  g. Como Qi é injetivo, existe um iü-homomorfismo g{ : N  — > Qi tal que 
~g[ o /  =  gx. Finalmente, considere g : N  — > S  dada por ~g = 7Ti o ~g{ e note que 
g o /  =  7Ti o gi o f  = 7Ti o 5! =  7Ti o tt[ o g = g.
□
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Corolário 2.5.2. Sejam A e B  R-módulos. Então A@ B é injetivo se, e somente 
se, A e B  são injetivos.
Demonstração: (=») Considere a sequência exata cindida de i?-módulos 
A@B A — > 0, com cisão Assim, pelo Lema 2.1.1, A ® B  = Ker(7ri)©7r'1(^4). 
Mas, ^[(A) ~  A, e então usando a Proposição 2.5.2, temos que A  é injetivo. Analoga­
mente, verifica-se que B  é injetivo.
(4=) Sejam /  : P  — > Q um monomorfismo, g : P  — » A ® B u m  homomorfismo, 
7Ti : A  © B  — > A  e 7í2 : A  © B  — > B  as projeções naturais. Como A  e B  são inje­
tivos, existem iü-homomorfismos çx : Q — > A e  ç2 : Q — > B  tais que çi o /  =  7r o g 
e Ç2 ° /  =  7T2 ° 9 - Defina t/j : Q — > A ®  B  por ip(x) =  qi(x) +  q2{x). É claro 
que -0 é i?-homomorfismo e para cada p 6 P, {ip o f)(p) =  <7i(/(p)) +  ?2(/(p)) =  
7Ti(^(p)) + n2(g(p)) = g(p).
□
Um dos principais resultados sobre módulos injetivos estabelece que to­
do módulo é isomorfo a um submódulo de um módulo injetivo da forma Homz(R , G), 
onde G é um grupo abeliano divisível. Enunciamos abaixo este teorema que está 
provado em [5] pg.154, e que utilizaremos nos capítulos seguintes.
Teorema 2.5.1. Seja M  um R-módulo. Então existe um R-módulo injetivo Q tal
A Aque 0 — > M  — > Q é sequência exata de R-módulos.
Corolário 2.5.3. Seja M  um R-módulo. Então M  é injetivo se, e somente se, toda 
sequência exata curta 0 — > M  — > N  — > P  — > 0 cinde.
Demonstração: (=>) Seja 0 ------ M  — N  —9—* P -----► 0 uma sequência exata de
i?-módulos. Considere o diagrama
/
0---------- M ---------- N
Id  
M
f
Por hipótese, existe J  : N  — > M  tal que /  o /  =  Id M, ou seja, a sequência cinde. 
(<=) Pelo Teorema 2.5.1, existe um .R-módulo injetivo Q tal que 0 — > M  Q é
uma sequência exata. Tome a sequência exata 0 -----► M  Q ----- ► -----* 0.
Por hipótese, existe ip' : Q — > M  cisão de ip. Assim, Q =  © K er(^/). Como 
■0(M) ~  M, segue da Proposição 2.5.2, que M  é injetivo. □
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Agora apresentaremos a definição de módulos projetivos.
Definição 2.5.2. Um módulo P é projetivo se dado qualquer R-epimorfismo 
f  : A  — > B e qualquer R-homomorfismo g : P  — > B, existe um R-homomorfismo 
h : P  — > A tal que f 0h =  g
Todo .R-módulo livre é projetivo, conforme a Proposição 2.2.2.
2.6 Extensão Essencial, Submódulo Fechado e Fe­
cho Injetivo
Definição 2.6.1. Dados os R-módulos A e B  com A < B, dizemos que B  é uma 
extensão essencial de A se cada submódulo não nulo de B  tem intersecção não nula 
com A. Dizemos também que A é um submódulo essencial de B  e escrevemos A < e 
B.
Para garantir que A <e B  basta verificar que todo submódulo cíclico 
não nulo de B  tem intersecção não nula com A, já  que todo submódulo não nulo 
contém um submódulo cíclico não nulo. Mas isto é equivalente a mostrar que todo 
elemento não nulo de B  tem um múltiplo não nulo em A.
Exemplos:
1- A r <e A r , para todo i?-módulo A.
2. Zz  <e Qz-
Proposição 2.6.1. (a) Se A < B  < C, então A  <e C se, e somente se, 
A < e  B <e C.
(b) Se A  < e B  < C e A! <e B' < C , então A n A ' < e B n  B ' .
(c) Se f  : B  — > C é um homomorfismo de módulos e A  <e C, então 
f - ^ A )  <e B.
Demonstração: (a) Supor que A < e B < e C e M < C , M ^  0. Como B  <e C, temos 
que B  n M  ±  {0}. Mas B n M < B e A < e B,  implicando que (B fi M)  n A  ^  {0}. 
Assim, M í l A / { 0 } e  então A  < e C. Por outro lado, se A <e C, temos que cada 
submódulo não nulo de C tem intersecção não nula com A, e conseqüentemente com 
B. Portanto B  <e C. Seja M  < B  e M  ^  0. Então M  < C, e daí, M  D A  ^  0.
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Logo, A  < e B.
(b) Seja M  < (B n B'), M  ^  0. Como A <e B, temos que M  n A  ^  {0}. Mas 
A' <e B \  logo (M C\ A) nA'  ^  {0}, ou seja, (A n A') <e (B  n B').
(c) Suponha que f ~ l {A) não é submódulo essencial de B. Então, existe M  < B,  
M  ^  0 tal que f ~ í (A) n M  = {0}.Desta forma A  n f {M)  = {0}. Desde que 
Ker(/) Ç f ~ l (A) temos M  n Ker(/) = {0}. Assim / leva M  isomorficamente em 
f ( M)  e então f { M)  é um submódulo não nulo de C , o que é um absurdo, pois 
A <e C.
□
Definição 2.6.2. Seja A  um submódulo de C. Um complemento relativo para A em 
C é um submódulo B  de C que é maximal com respeito a propriedade A n  B  =  0.
A existência do complemento relativo é assegurada pelo Lema de Zorn. 
Note ainda que se A, B  < C  tais que C — A@B,  então B  é um complemento relativo 
para A  em C.
Proposição  2.6.2. Seja A < C. Se B  é um complemento relativo para A em C 
então A © B <e C .
Demonstração: Como A  D B  =  0, temos A  +  B  =  A  © B. Suponha que M  < C tal 
que M  n  (A © B) =  0. Então, temos (A © B) + M  — { A ® B ) @ M  = A @ B @ M .  
Assim, A  n  (B © M) — 0. Da maximalidade de B,  vem que B  © M  = B. Logo 
M  =  0, e portanto A  © B  <e C.
□
Definição 2.6.3. Um submódulo A de um módulo C é chamado de submódulo fecha­
do de C quando A não tem extensões essenciais próprias em C, isto é, se a única 
solução da relação A < e B < C é B  = A.
Lem a 2.6.1. Sejam A , B  < C.
(a) Se B é um complemento relativo para A em C então B  é um submódulo fechado 
de C.
(b) Se B é um complemento relativo para A  em C e B  < K  <e C então ^  < e
Demonstração: (a) Suponha que B <e B' < C. Note que (B 'nA )nB  =  B'f\{AC\B) =
0, pois A í )  B  =  0. Desde que B  <e B'  segue que B'  D A  =  0, e então pela 
maximalidade de B , temos B' = B.
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(b) Seja ^  §  tal que Pi =  0. Então, M  D K  = B. Como K  <e C, temos 
pela Proposição 2.6.1 (b) que M  Pi K  <e M  n  C, isto é, B <e M.  Por (a), B  é 
submódulo fechado de C, e então, B  =  M.
□
Definição 2.6.4. Um fecho injetivo para o R-módulo A é uma extensão minimal 
injetiva de A, isto é, um módulo injetivo E  que contém A tal que cada monomorfismo 
A — > E ' , com E' injetivo, estende-se a um monomorfismo E  — > E ' .
Note que se A  é um módulo injetivo então A  é um fecho injetivo para 
A. Vamos verificar a existência de um fecho injetivo, para cada .R-módulo A. Para 
isso, mostraremos alguns resultados auxiliares.
Lem a 2.6.2. Seja f  : A  — > E  um R-monomorfismo, onde E  é injetivo. Se A <e 
B então f  estende-se para um monomorfismo f  : B  — > E.
Demonstração: Considere o diagrama
A c ----- ------* £
E
sendo i a função inclusão. Como E  é injetivo, existe um .R-homomorfismo /  tal que 
/  oi  = f .  Assim /  é um .R-homomorfismo que estende / .  Além disso, 0 =  K er(/) =  
A  n K er(/). Como A <e B, segue que Ker(/) =  0, ou seja, /  é injetiva.
□
Definição 2.6.5. Um monomorfismo f  : A  — > B  tal que f(A)  < e B  é chamado 
monomorfismo essencial. Se além disso tivermos f (A )  ^  B, dizemos que f  é uma 
extensão essencial própria.
P roposição  2.6.3. Um módulo A é injetivo se, e somente se, A não tem extensões 
essenciais próprias.
Demonstração: Suponha que A  é injetivo e considere /  : A  — > B  um monomorfismo 
tal que f (A)  <e B. Assim, f (A)  ~  A, ou seja, f (A )  é injetivo. Tome a sequência
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exata 0 ------- f (A )  c * - B  — - ------- 0, sendo 7r(6) = b, Vb € B. Pelo
Corolário 2.5.3, temos que B = f ( A ) © C, sendo C = Ker(i') onde i! é a cisão de
i. Como f (A)  < e B, obtemos que C = 0, ou seja, f (A)  = B. Por outro lado, 
suponha que A  não é injetivo. Então pode-se provar usando o Teorema 2.5.1 e o 
Corolário 2.5.2 que existe um módulo C contendo A  tal que A não é um somando 
direto de C. Seja B  o complemento relativo de A em C. Então, pelo Lema 2.6.1 
e pela Proposição 2.6.2, temos que < e §. Considere as aplicações naturais 
A C — e tome f  = no  i. Como A  D B = 0, segue que / é monomorfismo 
e, f (A)  = <e Visto que A não é somando direto de C, A© B  < C e então 
f (A)  < Assim f ( A)  é uma extensão essencial própria de A.
□
Corolário 2.6.1. Todo submódulo fechado de um módulo injetivo é injetivo.
Demonstração: Sejam A  um submódulo fechado de um módulo injetivo E  e 
/  : A  — > B  um monomorfismo tal que f (A)  <e B. De acordo com o Lema 2.6.2, 
o R-isomorfismo f ~ l : f ( A ) — > A  estende-se para um R-monomorfismo g : B  — y 
E. Desde que g~l : g(B ) — > B  e f (A )  <e B,  segue da Proposição 2.6.1 que 
g(f(A))  < e g(B), isto é, A <e g(B). Mas A  é submódulo fechado de E, e daí, 
g(B) =  A, ou seja, B  = f(A).  Logo, A  não tem extensões essenciais próprias. A 
Proposição 2.6.3, garante que A  é injetivo.
□
Agora verifiquemos a existência do fecho injetivo.
Teorema 2.6.1. Dado um R-módulo A, existe um R-módulo E  contendo A  tal que 
E  é uma extensão minimal injetiva de A, no sentido da Definição 2.6.4 ■
Demonstração: Pelo Teorema 2.5.1, existe um módulo injetivo F  que contém A. 
Seja T  =  {T  /  A <e T  < F }  ordenado por inclusão. Note que T  ^  0, pois A  e T.  
Dada uma cadeia em T  da forma {TQ}a£/, consideremos K  — UTa. Assim K  é um 
.R-módulo, K  < F, A  <e K  e K  ê uma cota superior deste subconjunto em T .  Pelo 
Lema de Zorn, existe um submódulo E  de F  com A <e E  e E  elemento maximal de T.  
Por outro lado, qualquer extensão essencial de E  dentro de F  é também uma extensão 
essencial de A. Da maximalidade de E, segue que, E  não possui extensões essenciais 
próprias dentro de T . Assim, E  é um submódulo fechado de T . Pelo Corolário 2.6.1, 
temos que E é injetivo. Do Lema 2.6.2, vem que, qualquer monomorfismo A  — > E' 
com E' injetivo estende-se para um monomorfismo E  — > E', visto que, A <e E.
□
41
li
Proposição 2.6.4. Seja A um R-módulo.
(a) Se E  é um módulo injetivo contendo A, então E  é um fecho injetivo de A  se, 
e somente se, A  <e E.
(b) Se E  e E' são ambos fechos injetivos de A, então a função identidade em A 
estende-se para um isomorfismo de E  em E'.
Demonstração: (a) Se A <e E, segue do Lema 2.6.2, que E  é um fecho injetivo de 
A. Por outro lado, assuma que E  é um fecho injetivo de A. Pelo Teorema 2.6.1, 
existe um módulo E'  que é um fecho injetivo de A  tal que A  < e E'. Por definição, a 
função inclusão A  c— ► E' deve estender-se para um monomorfismo /  : E  — > E ' . 
Como /  é um monomorfismo, segue da Proposição 2.6.1, que f ~ l (A) = A <e E.
(b) Por definição, a função inclusão A  c---- - E' estende-se para um monomorfismo
/  : E  — > E'. Nós temos A  =  f ( A ) < f (E )  < E' e A <e E' por (a). Assim, 
pela Proposição 2.6.1, f [ E ) <e E ' . De acordo com a Proposição 2.6.3, E  não tem 
extensões essenciais próprias. Logo, f ( E )  =  E ' , ou seja, /  é um isomorfismo.
□
A Proposição 2.6.4, nos diz que o fecho injetivo de um módulo é único 
a menos de isomorfismo. Assim, dado um .R-módulo A  usaremos a notação S(A)  
para designar o fecho injetivo de A.
Usando a primeira parte da proposição acima, é fácil ver que £ (nZ) = 
Q, para n  £ N, n ^  0.
Definição 2.6.6. Dado um R-módulo A, a soma de todos os submódulos simples de 
A é chamado socle de A e denotado por soc(Á). O módulo A é dito semi-simples se 
soc(A) =  A.
/
E possível provar que R r é semi-simples se, e somente se, r R  é semi- 
simples, olhe [10], pg.29. Assim, diremos que o anel R  é semi-simples quando R r é 
semi-simples.
Observe que (0) é um módulo semi-simples e que todo módulo simples 
é semi-simples. Note também que todo anel de divisão é um anel semi-simples.
Lema 2.6.3. Seja C um R-módulo.
(a) Se C é semi-simples então C não tem submódulos essenciais próprios.
(b) Se todo submódulo de C é um somando direto de C então C é semi-simples.
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Demonstração: (a) Se A é um submódulo próprio de C então existe um submódulo 
simples M  de C tal que M  £  A, visto que, C é semi-simples. Então, M  fl A M. 
Como M  é simples, M  fl A =  0. Portanto, A C.
(b) Por hipótese, podemos escrever C =  soc(C)®A para algum iü-módulo A. Vamos 
mostrar que A  =  0. Suponha, por absurdo, que existe x E A, x ^  0 e considere o 
conjunto J  = {r E R  /  xr — 0} que é um ideal à direita próprio de R. Considere 
também, o homomorfismo /  : R  — > x R  dado por f (r)  =  xr. Pelo teorema do 
homomorfismo, j  ~  xR. Seja M  um ideal à direita maximal de R  tal que J  Ç M. 
E fácil ver também que y  ~  x M  e então A maximalidade de M  nos
garante que ^  é simples. Por hipótese, x M  é um somando direto de C, e então 
de xR.  Conseqüentemente, xR  = B  © x M  para algum JR-módulo B. Desta forma, 
B  ~  e como ^  é simples, segue que B  é simples e portanto B < soc(C). Por 
outro lado, como x E A  vem que B < x R  < A. Assim 0 ^  B Ç A r l soc(C) =  0, o 
que é impossível.
□
A seguir apresentaremos algumas propriedades de anéis semi-simples 
que serão utilizadas no decorrer do trabalho, e cujas demonstrações podem ser vistas 
em [1]. Antes porém lembramos as definições de anel noetheriano e artiniano.
Definição 2.6.7. Um R-módulo M  é noetheriano (artiniano) se o conjunto dos seus 
submódulos, ordenados por inclusão, satisfaz a condição das cadeias ascendentes (a 
condição das cadeias descendentes). Um anel R  é noetheriano à direita (à esquerda) 
quando R r (rR)  é um módulo noetheriano. Dizemos que R  é anel noetheriano 
quando R  é anel noetheriano à esquerda e ò direita. Analogamente definimos anel 
artiniano.
T eorem a 2.6.2. Se R  é um anel semi-simples então:
(a) Todos R-módulos são projetivos.
(b) Todos R-módulos são injetivos.
(c) R  é anel noetheriano.
(d) R é  anel artiniano.
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2.7 Propriedades da Localização Com utativa
Vamos apresentar nesta seção algumas das propriedades da localização 
de um domínio comutativo R  segundo o sistema multiplicativo S  = R*. Antes porém, 
definiremos alguns conceitos necessários.
Definição 2.7.1. O anel R  é regular(von Neumann) se para cada a G R  existe 
x e R t a l  que axa =  a.
Definição 2.7.2. Sejam R um domínio comutativo e A  um R-módulo. O conjunto 
T (A ) =  {a G A  /  ar =  0 para algum r G R*} é um submódulo de A, e é chamado 
de submódulo de torção de A.
Definição 2.7.3. O anel R  é auto-injetivo à direita (à esquerda) quando Rn UR) 
é injetivo.
Teorema 2.7.1. Sejam R um domínio comutativo, S  =  R* e K  =  S~ lR. Então:
(a) K  é o corpo de frações de R.
(b) S -1 : Mod-iü — > Mod-iZ é um funtor exato.
(c) Se A é um R-módulo à direita (à esquerda) então S~lA  =  £  )•
(d) T { K ) = 0 e T  ( ^ T ^ j  ~  0 Para t°do R-módulo A.
(e) K  é anel regular.
(f) K  é anel auto-injetivo.
(g) K  é anel semi-simples.
(h) S~ l e (_) K  são funtores equivalentes na categoria Mod-i?.
(i) K  é um R-módulo plano.
Demonstração: Os itens (e) e (g) são triviais. O item (a) já  foi observado no primeiro 
capítulo. Os itens (b) e (h) foram vistos na seção 2.4 e (f) segue do Corolário 2.5.1.
(c) Seja A  um .R-módulo à direita. Definimos : A  — > S-1A por tp(a) =  |-  
que é um i2-homomorfismo com Ker(^) =  T(A). Pelo teorema do homomorfis- 
mo, ~  <p{A). Note que tp(A) <e 5 _1A pois, dado 0 ±  j  G 5 -1A temos 
j  • s =  f  G <p(A) e j  /  0. Verifiquemos também que S~lA  é .R-módulo injetivo.
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Para tanto, seja J  ideal de R e  tp : J  — > S  1A  um i?-homomorfismo. Considerando 
S ~ l<p : S1-1 J  — > S - ^ S ^ A )  =  S - ' A  definido por S ~ V (f) =  ^  temos que S~l J  
é ideal de S~lR  e S~ltp é um ,S_1.R-homomorfismo. Desde que K  =  S ~ lR  é corpo, 
segue do Corolário 2.5.1 que S~lA é 5 _1i?-módulo injetivo. Pelo Critério de Baer, 
existe Tp : S~ 'R  — > 5 _1A um 5 _1i2-homomorfismo que é extensão de S~ iip. Con­
sideremos então o iü-homomorfismo ip : R  — y S~lA , ip = ip|fí. Dado a G J, vem 
que, ib(a) =  '0 (f) =  (S^V) (f) =  ^  =  ^ (a)- Assim, ip \j= tp. Novamente pelo 
Critério de Baer temos que S~lA  é .R-módulo injetivo. Portanto S~1A  = £(ip(A)), 
ou seja, S ^ A  =  £ ( ^ y ) -
(d) É claro que T ( K ) =  0, pois K  é corpo. Seja A  um iü-módulo. Consideremos o 
módulo quociente ^ y .  Temos
T (t^)) = {“ G f^ Ãj / “r = 0) para dgum r e R*} ■
Note que, ãr = 0<=}Wr = 0-& ar £ T(A). Então, ãr =  0 se, e somente se, existe 
s € 5  tal que a(rs) =  0. Como rs G 5, segue que, a G T(A), ou seja, õ =  0.
(i) Seja ip : A  — > B  um monomorfismo de .R-módulos à direita e ip ® 1 : A  
S~1R  — > BÇÇS^R  definido por ip®l(a®k) =  <p(a)<g>k o Z-homomorfismo induzido. 
Vimos na seção 2.4 que /  : A ® R S R — > S ~ lA, f{a<S>^) = gf e g  : B ®R S~XR  — > 
S~lB, g(b <g) j) =  j- são iZ-isomorfismos. Consideremos agora o 12-homomorfismo 
S~l<p : S~XA  — > S ^ B ,  5 _V (f)  =  Que ® injetor, pois cp é injetora.
O diagrama
A(8>r  S - ' R f S A
(p® 1
i d  9 _  s - i BB ® r S~lR
é comutativo, ou seja, <p<31 =  g~l oS~lcpof. Além disso, g~l , S~l ip e /  são injetoras. 
Portanto <p® 1 é injetora, isto é, S~lR  = K  ê il-módulo plano.
□
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Capítulo 3 
Teorias de Torção
Desenvolvemos neste capítulo alguns tópicos relacionados com teoria de 
torção. Nosso objetivo é apresentar uma construção geral para módulos quocientes. 
No próximo capítulo trabalharemos com um caso particular dessa construção, para 
produzir um funtor localização em módulos sobre anéis não comutativos. Fixemos 
as seguintes notações: R  é anel com unidade, Mod-i? é a categoria dos i2-módulos à 
direita e Homr ( M ,  N) é  o conjunto dos iü-homomorfismos de M  em N .
3.1 Radical e Teoria de Torção
Definição 3.1.1. Uma função objeto T  : Mod-i? — > Mod-i? é chamado um radical 
se para M , N  E Mod-# vale:
i. T(M) < M,
ii. f (T (M ))  < T(N),  para todo f  e  EomR{M,N) , 
iü- T  =  0.
Exemplos:
(1) Seja C(R) = { I  <e R /  I  ideal à direita de R}, isto é, C{R) é o conjunto dos 
ideais essencias à direita de R. Considere Z  : Mod-ü! — > Mod-i? que a cada 
.R-módulo M  associa Z(M) = {m e  M  /  m l  — 0 para algum I  e  £(R)}.  É 
fácil ver que Z(M )  6 Mod-Ü Vamos verificar que quando Z(Rr ) = 0, Z  é um 
radical:
(i) É de rápida verificação que Z{M) < M.
(ii) Sejam M , N  G Mod-i? e /  £ HomR(M,N).  Tome y e f (Z (M )) .  Então
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y = f (m)  e existe I  G C(R) tal que m l  =  0. Assim, y l  =  f ( m ) I  =  f ( m l ) = 0, 
ou seja, y G Z(N).
(iü) A demonstração de que Z  =  0 para todo iü-módulo M  será feita
no próximo capítulo, na Proposição 4.1.1.
(2) Seja P  um ideal primo do anel comutativo R  e S  =  R  -  P  um sistema multi­
plicativo de R. Dado um iZ-módulo M,  considere I\(M ) =  {m G M  /  ms =
0 para algum s G S}.  Quando R é comutativo, verifica-se facilmente que 
T\(M) < M.  Nesse caso, podemos considerar a função objeto
Ti : Uod-R — > Mod-R 
M i— >Ti(M)
Vamos verificar que T\ é um radical:
(i) É de rápida verificação que 7 \(M ) < M.
(ii) Sejam M , N  G Mod-iü e /  £ HomR(M,N).  Tome y G f(Ti(M)).  Então 
existe m € Ti(M) tal que f (m )  =  y. Como m G T^M ) ,  existe s G S  tal que 
ms  =  0. Assim, ys = f (m )s  = f ( m s ) — 0, ou seja, y G T\(N).
(iii) Seja fn G Ti . Então existe s G S  tal que fns =  0, ou seja, ms =  0. 
Assim, ms  G Ti(M).  Portanto existe t G S  tal que (ms)t  =  0, ou equivalente­
mente, m(st) =  0. Como st G S, segue que m  G Ti(M), ou seja, m  =  0.
Em particular, quando R  é domínio comutativo e P  =  {0} temos que 
T  : Mod-i? — > Mod-iü, onde T(M )  é o submódulo de torção de M, é um 
radical.
(3) Dados M r < N R, dizemos que N  é extensão racional de M  desde que 
Homjí ( ^ ,  N) = 0 para todo M  < A < N . Neste caso, escrevemos M  <T N.  
Seja Cr(R) =  { / < r R  /  I  é ideal à direita de R}. Definimos
Tr : Mod-i? — > Mod-R 
M  i— ► Tr{M)
sendo Tr(M) = { i G M /  x l  = 0, para algum I  G Ct (R)}.
Vamos verificar que Tr é um radical:
(i) Pode-se provar que £(R) ê fechado por intersecções, e que para r  G R e  I  G 
C(R) o conjunto {x G R  /  rx  G 1} G £(R).  Disso prova-se que Tr(M ) < M
(ii) Sejam M , N  G Mod-i?, /  G EomR(M,N)  e y G f (T r(M)). Então existe
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x e  Tr(M) tal que y =  f (x) .  Como x G Tr(M), existe I  e  Cr(R) tal que 
x l  =  0. Portanto, 0 =  f ( x l ) =  f { x ) I  = y l ,  ou seja, y e  Tr(N).
(iii) Está assegurado em [10], pg.61.
Definição 3.1.2. Um radical T  : Mod-R — > Mod-R tal que T (T (M )) =  T(M),  
para todo R-módulo M, é chamado de radical idempotente.
Seja T  um radical idempotente e consider as classes de módulos J T = 
{M  /  T(M ) = M} e T t  =  {M /  T(M) =  0}. Neste caso, dizemos que o par 
( J t , T t ) é uma teoria de pré-torção.
Todos os radicais apresentados acima são idempotentes. Assim, a cada 
radical exemplificado acima, podemos associar uma teoria de pré-torção.
Definição 3.1.3. Um radical T  : Mod-J? — > Mod-i? tal que M  D T(N)  =  T(M),  
sempre que M  Ç N, é chamado de radical de torção. Dizemos também que T(M ) é 
submódulo de torção do R-módulo M.
Seja T  um radical de torção e considere novamente as classes de módulos 
J t  e T t  definidas acima. Dizemos agora que o par ( J t , F t ) é uma teoria de torção. 
Os elementos de J t  são chamados módulos de torção, enquanto os elementos de T t  
são chamados módulos livres de torção.
Note que todo radical de torção é um radical idempotente. De fato, 
seja T  um radical de torção e M  € Mod-i?. Então, T(M)  Ç M,  e como T  é 
radical de torção vem que T ( M ) n  T(M)  =  T(T(M)).  Assim, T(M)  =  T(T(M )) 
MM 6 Mod-iü, e portanto, T  é um radical idempotente.
Desta forma, concluímos que cada teoria de torção é uma teoria de
pré-torção.
E de rápida verificação que todos os radicais exemplificados nesta seção 
são radicais de torção.
Na próxima seção, faremos a construção do módulo quociente de um 
módulo dado, relativo a uma teoria de torção fixada. Para isso usaremos o seguinte 
lema:
Lem a 3.1.1. Se (J t ,F t ) é uma teoria de torção então T' : Mod-H — > T t  dada 
por T'{M) — é um funtor.
Demonstração: Claramente a função acima está bem definida, pois T é um radical 
e então T  yj =  0, ou seja, T'(M)  e  T T- Dado /  6 EomR( M ,N ) defini­
mos T '( f )  : por T '(/)(m ) =  f(m ). Note que se m  =  n então
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m  — n  G T(M).  Assim f (m )  -  f(n)  G T(N),  pois T  é radical. Desta forma, f (m )  =
f (n),  ou seja, T'( f)  está bem definida. É imediato que T ’(f) é um .R-homomorfismo
e que T'(IdM) = IdT'(M)- Além disso, dados /  € HomR(M,N)  , g G H.omR(N,P)
e m  e tW)  temos ° = 9(f{m)) = T'(g)(f(m)) = T(g)(T '( f ) (m))  =
( r ( g ) o T ' ( f ) ) ( m ) .
□
3.2 M ódulo Quociente
Nesta seção, apresentaremos a definição de módulo quociente relativo 
a uma teoria de torção dada. Para isso, usaremos o conceito de fecho divisível de 
um módulo.
Definição 3.2.1. Um reticulado é um conjunto parcialmente ordenado L tal que 
existe o ínfimo e o supremo de qualquer subconjunto de L com dois elementos. Um 
reticulado completo é um conjunto parcialmente ordenado L tal que existe o supremo 
e o ínfimo de qualquer subconjunto de L.
Dado um módulo M R considere o conjunto dos seus i?-submódulos 
L(M)  =  {N  Ç M  /  N  é submódulo de M}.  Então, com a relação de inclusão, 
L (M ) é um reticulado completo.
Definição 3.2.2. Seja L um reticulado completo. Um operador fecho em L é uma 
função <3? : L — > L, que para cada a £ L associa $(a) =  a°, tal que:
i. a <b => ac < bc
ii. a < a c
Ui. (ac)c =  ac.
Seja (Jt j Ft ) uma teoria de pré-torção. Para cada i?-módulo M  con­
sideremos o reticulado completo L(M ) =  { N  Ç M  /  N  é submódulo de M}.  Dado 
N  G L(M),  seja C(N)  um submódulo de M  contendo N  tal que =  T  ( ^ ) .  
Note que a existência e unicidade do módulo C (N ) é assegurada pelo 2- teorema do 
homomorfismo, já  que T  ( ^ )  <
Se C (N ) =  N,  dizemos que N  é fechado em M  relativamente a teoria 
de pré-torção dada. Quando C(N ) =  M,  dizemos que N  é denso em M.
Com a notação acima, temos o seguinte lema:
49
Lem a 3.2.1. A função
C:
é um operador fecho em L(M).
Demonstração: Vamos verificar as três condições da Definição 3.2.2.
(i) Sejam N  Ç Ni, N, Ni e L(M). Considere o .R-homomorfismo i : j f  — > 
dado por i(x + N)  =  x + Ni que está bem definido pois iV Ç Temos então, 
i ( T  (77-)) Q r ( ^ ) >  ou seJa> * Q Assim, dado x 6 C(N)  temos 
x + Ni = i(x + N) E c ^ --. Portanto, x  € C(Ni).
(ii) Por construção, dado N  e Mod-i? temos N  Ç C(N).
(iii) Temos que =  T  ( ^ ) ,  sendo N  < C (N ) < M.  Mas
_ M _____ f  _  W
C(N) - < m  T  ( f ) •
Como T  é um radical segue que, T  =  Assim, =  T  =  0, ou
seja, C(C(N)) = C(N).
□
Definição 3.2.3. Sejam uma teoria de torção e M  6 Mod-iü. Dizemos
que M  é divisível quando é livre de torção.
Note que se M  é injetivo então =  0. Assim, todo módulo injetivo 
é divisível em qualquer teoria de torção.
Considere uma teoria de torção associada a um radical de torção T. 
Para cada M  G Mod-i? temos M  < S(M)  e então podemos encontrar um fecho para 
M  em £ (M ) usando o operador do Lema 3.2.1, e o denotaremos por D(M).  Desta 
forma, M  < D (M ) < £(M)  e ^  =  T  .
P roposição  3.2.1. A extensão M  < D (M ) considerada acima possui as seguintes 
propriedades:
(a) M  < e D(M).
(b) é módulo de torção.
(c) D(M) é módulo divisível.
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Demonstração: (i) Note que M  < D(M)  < £{M)  e M  < e £{M). Pela Proposição 2.6.1, 
M  < e D(M).
(ii) Como = T  então 
Assim é um módulo de torção.
(iii) Temos M  < D(M)  <  £{M). Então £ ( M ) < £(D(M)) < £{£{M)) =  £(M),  ou 
seja, £(D(M)) = £(M).  Desta forma, Mas
D(M) - u m  T  ■
Portanto, T  =  0. Segue então, que D(M)  é um módulo divisível.
□
Definição 3.2.4. O módulo D (M ) construído acima é chamado de fecho divisível 
de M.
A função objeto D  : Mod-i2 — > Mod-R  que para cada M  Ç. Mod--R 
associa D(M), em geral, não é um funtor. Um contra-exemplo pode ser visto em [9], 
pg .ll. Porém a restrição de D a categoria T t  é um funtor como provaremos abaixo.
Lem a 3.2.2. Seja A  =  {M  € T t / M  é divisível}. Então D : T t  — > A  que 
associa a cada M  € T t  o R-módulo D(M) é um funtor.
Demonstração: Vamos provar inicialmente que D  está bem definida. De fato, 
D(M)  é divisível conforme a Proposição 3.2.1 (c). Sendo T  um radical de torção 
e M  < D(M)  temos M  fi T(D{M )) =  T(M ) =  0. Além disso, T (D (M )) < 
D(M)  e M  < e D(M).  Desta forma, T (D (M )) =  0, ou seja, D(M)  e  T t - Seja 
/  : M  — > N  Ç D ( N ) um iü-homomorfismo. Como é de torção, /  possui uma 
extensão D(f)  : D (M ) — > D (N ) como está provado em [9], pg.8. Vamos provar 
que esta extensão é única. Dado ip 6 HomR ( j ^ p - ,D ( N ) j  temos
< T(D (N )) =  0, ou seja, •0 =  0- Portanto,
Hom/* { ^ p - ,  =  0 quando M , N  6 T t - Sejam g, h e  Hom# (D (M ), D ( N )) e
q \m  =  h\M- Considere a sequência exata 0 -----► M  ——► D (M ) * > ------ -  0.
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Então Homf í ( ^ ,£ > ( jV ) )  —  Hom R {D(M),D{N))  —  Homfí(M, D{N)), sendo
i'(a) = a  o i, é uma sequência exata de Z-módulos. Como Hom^ , D(N)^  =  0 
vem que i' é injetora. Por outro lado, se g \m =  /i|aí então i'(g) =  i'(h). Da inje- 
tividade de i' temos g =  h. Da unicidade da extensão verificada acima, segue que 
D(IdM) =  IdD(M) para cada M 6 f r e D(g o / )  =  D(g) o D (f)  para /  : M  — > N  
e g : N  — > P.
□
Compondo o funtor T' do Lema 3.1.1 com o funtor D do lema acima 
obtemos um funtor Q : Mod-iü — > A  dado por Q(M ) =  D  j  •
Definição 3.2.5. O módulo Q(M ) construído acima é chamado módulo quociente 
de M  relativo ao radical de torção T, e Q é chamado de funtor quociente relativo a 
teoria de torção dada.
Outras construções para Q podem ser encontradas na literatura, como 
por exemplo, em [12],
A partir desse momento, nosso objetivo é trabalhar com o radical de 
torção Z. Faremos no próximo capítulo a construção do módulo quociente relativo 
ao radical de torção Z.
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Capítulo 4 
Localização Não Comutativa
No capítulo anterior associamos a cada radicai de torção um funtor 
quociente. Agora estudaremos particularmente o radical de torção Z  e seu funtor 
quociente, que denotaremos por S°.
Nosso objetivo é obter condições necessárias e suficientes, impostas a 
um anel com unidade R, de forma que S°R  seja um anel quociente clássico à direita 
para R. Além disso, desejamos que S°R  tenha propriedades análogas às listadas no 
Teorema 2.7.1, de forma que tal construção generalize àquelas feitas no capítulo 1.
4.1 Localização não com utativa
Nessa seção definiremos S°A para um i2-módulo A. Verificaremos que 
S°A  é um iü-módulo não singular e que S°A  =  Q(A), é o módulo quociente associado 
ao radical de torção Z.
Dado um anel R, vimos na seção 3.1 que C(R) é o conjunto dos ideais 
essenciais à direita de R. Apresentamos a seguir algumas propriedades de £(R),  as 
quais são verificadas facilmente usando a Proposição 2.6.1:
(a) R  G £{R).
(b) Se I  < J  < R r e I  G £(R)  então J  € C(R).
(c) Se / ,  J  6 £{R) então I  fi J  € £(R).
(d) Se I  G £(R), r  E R então r~lI  =  {x G R  /  rx G 1}  G C{R).
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Definição 4.1.1. Dado um R-módulo à direita A, consideremos como na seção 3.1, 
o conjunto Z(A) = {x £ A /  x l  = 0, para algum I  £ £{R)} que é submódulo de A.
0  submódulo Z(A) é chamado submódulo singular de A.
Analogamente definimos o submódulo singular de um iü-módulo à es­
querda B.
Definição 4.1.2. Um R-módulo à direita (ou esquerda) A  é um módulo singular 
quando Z(A) =  A e é um módulo não singular se Z(A)  =  0.
Considerando R  como um i?-módulo à direita, vemos que Z(R)  é um 
ideal bilateral de R, o qual será denotado por Zr(R). Da mesma forma, denotamos 
Z( rR) por Zi(R). Quando Zr(R) — R  dizemos que R  é anel singular à direita, e 
quando Zr(R) = 0 dizemos que R  é anel não singular à direita. Analogamente para 
à esquerda. Note ainda que todo domínio é não singular.
Lem a 4.1.1. (a) A classe dos R-módulos não singulares é fechada sobre submódulos 
e extensões essenciais.
(b) A classe dos R-módulos singulares é fechada sobre submódulos e módulos quo­
cientes.
Demonstração: (a) Se A  < B  então Z(A)  =  Aí)Z(B).  Se B  é não singular, segue que, 
Z(A)  =  AnO =  0. Agora, se A é não singular e A < e B  temos AC\Z(B) = Z(A) = 0. 
Então, segue que, Z(B)  =  0.
(b) Se A < B  e B  singular então Z(A)  =  A n  Z(B)  =  A n  B  =  A. Além disso, 
Z  (^ ) , pois se b £ então existe /  < e R  tal que bl = 0. Então bl = 0, 
ou seja, b e Z  (^ ) . Assim, j  = < Z  (^ ) . Como Z  ( f )  < j ,  segue que ^  é 
singular.
□
No caso em que R  é um domínio comutativo, a imagem do radical 
de torção Z  coincide com o submódulo de torção, isto é, Z(A) =  T(A) quando 
A 6 Mod-fí. De fato, seja a G Z(A). Então existe I  6 £(R)  tal que a i  =  0. Como 
/  ^  0, existe r e i  — {0} tal que ar — 0. Assim, a £ T(A). Por outro lado, se 
a e T(A)  então existe r e R -  {0} tal que ar =  0. Seja I  = rR  um ideal à direita 
de R. Então /  #  0, pois r  G /  e dado s G R  -  {0} temos 0 ^  sr = rs e  I. Assim
1 G £(R).  Além disso, ai  = arR =  0, ou seja, a G Z(A).
Seja R  um anel qualquer com unidade. Estamos interessados em obter propriedades 
análogas àquelas do Teorema 2.7.1 para o anel R. Quando R  não é necessariamente
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um domínio comutativo, nosso análogo para T (A ) será Z(A). Assim, precisamos 
ter Z  (^ 2^ ) )  =  Isso impõe a restrição de trabalharmos com anéis não singulares, 
como mostra a próxima proposição.
P roposição  4.1.1. Zr(R) =  0 se., e somente se, Z  =  ^ Para t°d° R-módulo
à direita A.
Demonstração: Como Z  ( ]^ y )  -  z^Ã)’ segue pelo 2^ teorema do homomorfismo,
que existe um .R-módulo C tal que Z(A)  < C < A  e =  Z  Vamos
verificar que Z(A) <e C. Seja M  < C tal que M  fl Z(A) = 0. Então M  < A  e 
Z(M) = M  fl Z(A)  =  0. Definimos <p : M  — > ^py Por (P(m ) = m + Z(A),  que 
é .R-monomorfismo, pois Ker(y>) =  M  fl Z ( A ) =  0. Portanto M  ~  <p{M) < ^py-
Note também que Z  =  Z  (z ( ^ y ) )  =  Z  ( ^ 3y) =  ^ y .  Desta forma,
é singular e então pelo Lema 4.1.1, segue que, <p(M) ~  M é singular. Logo,
M  =  Z(M) = 0, e então, Z(A) <e C. Suponha que Z  ( j ^ y ) 7  ^0- Então Z(A) < C 
e existe x 6 (C — Z(A)). Seja J  = {r e  R  /  xr  =  0}. Como x J  =  0 e x 0  Z(A), 
segue que J  £ C(R). Assim, R  tem um ideal à direita I  não nulo tal que I  fl J  =  0. 
Definimos o isomorfismo ^  : I  — > x l  por ip(k) — xk. Desde que Zr(R) = 0, temos 
Z(I)  =  0 e daí Z(x l )  =  0. Como x l  < A  vem que 0 =  Z(xl)  = x l  n  Z(A), o 
que contradiz o fato de que Z(A) <e C, pois 0 ^  x l  < C. Logo, Z  =  0. A
recíproca está assegurada em [10], pg.37.
□
No capítulo 2, vimos que para um domínio comutativo R  e para um 
iü-módulo A  temos S ~ lA = £ ( ^ y )  > quando S  =  R*. Agora definimos:
Definição 4.1.3. Seja R  um anel com unidade tal que Zr(R) = 0 .  Se A é um 
R-módulo à direita, denotaremos o fecho injetivo de ^^y por S°A. Assim S°A  =
£ (zlÂj) é um R-módulo injetivo.
Da Proposição 2.6.4 (a), segue que ^ y  <e S°A. Assim, da Proposição 4.1.1 
e do Lema 4.1.1 , vem que S°A é um .R-módulo não singular.
Observe que quando A = R, obtemos S°R = £  (^py ) =  £{R)- 
Mostraremos mais adiante que S°R  tem estrutura de anel.
Note também que quando R  é um domínio comutativo, S°A =  £  ( ^ íy )  =
£ ( j ^ y )  =  5,_1A para S  =  R*. Portanto, a definição acima generaliza a definição 
de localização no sistema multiplicativo R*.
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Nosso objetivo agora é verificar que para cada iü-módulo M, o módulo 
quociente Q(M ) associado ao radical de torção Z é igual a S°M.  Para isso usaremos
0 lema a seguir.
Lem a 4.1.2. Se A <e B  então ^  é singular.
Demonstração: Dado b 6 B  considere o homomorfismo a : R  — > B  dado por 
a(r) = br. De acordo com a Proposição 2.6.1, ck-1 (A) < e R, isto é, o ideal à direita
1 = {r e R  /  br € A} pertence a £(R).  Mas, bl < A  =  Ker(7r), onde ir : B  — > ^  é 
a projeção. Assim, 7r(b)I =  0, ou seja, 7r(6) 6 Z  (^ ) . Como 7r é epimorfismo, segue 
que Z  ( f )  =  f .
□
T eorem a 4.1.1. Seja Q o funtor quociente associado ao radical de torção Z. Se 
Zr(R) =  0 então para cada R-módulo M  temos Q(M) =  S°M.
Demonstração: Sabemos que < e D < e £  Usando o lema
S( M ) ( s(-M-) \  s( M )
anterior, vem que é singular, isto é, Z  ( )z^  \  m s -Por outro
\ D{ z m ) J  D{zW>) 
é divisível pela Proposição 3.2.1, e então é não
singular, isto é, Z  =  0- Mas vimos na seção 3.2 que £ [D =
P ( Port ant o -  7  ( ^ — Z ( £(D( m ) ) \  _  n •£ \ z (m))- Portanto> ~  Z [  D( ^ )  J  -  0, ou seja,
o ( v i ) =£ (m>) ■ Assim «(M) = S °M -
□
O teorema acima, junto com a definição 3.2.5, diz que se R  é um anel 
não singular então S°M  é o módulo quociente para o .R-módulo M, relativo a teoria 
de torção não singular Z.
4.2 O Funtor S°
Vimos no primeiro capítulo, que se S  é um sistema multiplicativo de 
um anel com unidade R  então S~lR  é um anel e S'_1A. é um S - 1i 2-módulo quando 
A  é .R-módulo. No capítulo 2 verificamos que S'-1 é um funtor exato. Nesta seção 
mostraremos que quando R  é anel não singular à direita então S°R  é anel e S°A  é 
S°R-módulo à direita quando A  é .R-módulo à direita. Demonstraremos que neste
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caso, SM  é S°R -módulo não singular e injetivo e verificaremos também que S° : 
Mod-ií — y Mod-S°R é funtor exato. Mostraremos ainda que quando R  é um 
domínio comutativo e S  é um sistema multiplicativo qualquer, os funtores S° e S~l 
são equivalentes na categoria Mod-i?.
Para provar que S°R  é um anel e que S°A  é um 5°i2-módulo, para 
cada fü-módulo A, usaremos a seguinte proposição:
Proposição  4.2.1. (a) Um módulo C é não singular se, e somente se, Homfí(A, C ) = 
0 para todo módulo singular A.
(b) Sejam A , B  e C R-módulos tais que A  < B, ^  é singular e C é não singular. 
Então quaisquer dois homomorfismos de B  para C que coincidem em A devem 
ser iguais.
Demonstração: (a) Se A é singular, C é não singular e /  £ Homfí(A, C) então 
/(A ) =  /(Z (A )) < Z(C ) =  0. Assim, /  =  0. Por outro lado, vimos no capítulo 3 
que Z  é um radical idempotente e então Z(C ) é singular. Usando a hipótese, temos 
que Homfí(2'(C'), C ) =  0. Assim, Z(C) c— ► C ê  a função identicamente nula. Logo, 
Z{C) = 0.
(b) Do item (a) segue que, Hom# (^ , C) =  0. Tome a sequência exata de i?-módulos
0 ------ ► A c—-—- B  ——<- j ------► 0. Então a sequência 0 =  Hom^ C ) — >
Homií(S, C ) — y Homfí(A, C) é exata de Z-módulos. Portanto ip é injetiva. Dados 
/ ,  g e  Homfí(B, C) tais que f \ A = gU temos, ip(f) = f o i  =  f \ A = g\A =  goi =  ip(g). 
Assim /  =  g.
■ □
Já  observamos que S°R  =  S(R). Assim R < S°R  e como S°R  tem 
estrutura de i?-módulo à direita, então conhecemos produtos da forma xr, com x  £ 
S°R  e r  £ R. Também temos estrutura de grupo abeliano aditivo em S°R. Se 
existe uma estrutura de anel em S°R  que usa esta operação de adição e estende 
a multiplicação do módulo, no sentido que esta multiplicação restrita a elementos 
de R  coincide com a multiplicação do módulo, dizemos que a estrutura de anel é 
compatível com a estrutura de i2-módulo. Similarmente, uma estrutura de S°R- 
módulo em S°A  que usa a adição do i?-módulo S°A  e estende a multiplicação de 
i?-módulo é dita compatível com a estrutura de i?-módulo em S°A.
T eorem a 4.2.1. Seja Zr(R) =  0.
(a) S°R tem uma única estrutura de anel compatível com sua estrutura de R- 
módulo.
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(b) Para todo R-módulo à direita A, S°A tem uma única estrutura de S°R-módulo 
compatível com sua estrutura de R-módulo.
Demonstração:
(a) Seja Q =  Endr(S°R)  =  { /  : S°R  — > S°R / f é  -R-homomorfismo}. É de 
rápida verificação que (Q , +, o) é anel, onde +  é a soma usual de funções e o é a  
composição de funções. Considere então a função <£> : Q — > S°R  dada por <$(/) = 
/(1). Vamos mostrar que $  é um Z-isomorfismo. Que <& é um Z-homomorfismo 
é óbvio. Se f  E Ker(<É>) então /(1) =  0. Portanto, f ( l ) r  =  0 Vr 6 R, ou seja, 
f ( r ) =  0 i r  E R. Então, /  e a função nula coincidem em R. Assim, segue da 
Proposição 4.2.1, que /  =  0. Por outro lado, dado x E S°R  tome o i2-homomorfismo 
g : R  — > S°R  definido por g(r) =  xr. Então, §(g) =  #(1) =  x. Como S°R  é 
injetivo, existe h E Q extensão de g. Portanto, $  é sobrejetor. Tomando em S°R  a 
operação de adição da estrutura de .R-módulo e definindo a multiplicação pela regra 
x  • y =  $  ($_1(x) o <3>- 1(y)) =  ($_1(x)) (y) verifica-se facilmente que (S°R , +, •) tem 
estrutura de anel. Sejam x E S°R e r  E R, então x-r  = $ _1(a;)(r) =  ($ - 1(x)(l)) r  =  
xr. Desta forma, a estrutura de anel é compatível com sua estrutura de .R-módulo 
à direita. Por causa da compatibilidade, escrevemos xy  para o produto x ■ y em 
S°R. Vamos supor que * : S°R  x S°R  — > S°R, juntamente com a adição da 
estrutura de .R-módulo à direita torna S°R  um anel compatível com sua estrutura 
de .R-módulo à direita. Dado x  E S°R, defina o .R-homomorfismo /  : S°R  — > S°R, 
f (y)  = x * y  — xy. Assim, dado r E R, temos / ( r )  = x * r  — xr = 0 pois as estruturas 
de anel são compatíveis com a estrutura de .R-módulo. Portanto /  coincide com a 
função nula em R. Segue da Proposição 4.2.1, que /  — 0. Assim a estrutura de anel 
em S°R  é única.
(b) Consideremos Q e $  como no item (a) e K  =  Hom r (S°R,S°A).  Como K  é um 
grupo abeliano, podemos torná-lo um Q-módulo à direita tomando a multiplicação 
como sendo a composição de funções, isto é,
o:  K x Q — > K  
(1,9) '— ► /  o 9
Como em (a), tome o Z-isomorfismo ^  : K  — » S°A, ^ ( f )  =  /(!)•  Dados x E S°A 
e y E S°R  definimos
x ■ y = V ( ^ _1(x) o $ _1(2/)) =  ( ^ -1(^) ° $ -1(?/)) (!) =  ^ _1(^)(?/) ■
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Analogamente a parte (a), verificamos a compatibilidade das estruturas e a unicidade.
□
Nosso objetivo agora é verificar que se C é um fl-módulo então S°C é 
um S°R-módulo injetivo e não singular.
Dado um 5°i?-módulo à direita A, ele também é um i?-módulo à di­
reita. Assim para não haver confusão, usaremos as notações Z R(A) e ZSoR(A) para 
indicar o submódulo singular de A, quando vemos A  como .R-módulo e como S°R- 
módulo respectivamente.
Lem a 4.2.1. Sejam Zr(R) =  0 e A ,B  dois S°R-módulos à direita.
(a) Se Z r (B) =  0 então Homfí(A, B) =  Homsofí(A, B).
(b) Se M  é um R-submódulo de B tal que B  — A © M  e ZR(A) =  0 então M  é 
S°R-submódulo de B.
(c) C(S°R) = { I <  (S°R)SoR /  /  n  R  G C(R) }.
Demonstração: (a) Como estamos trabalhando com a hipótese Zr(R) =  0, já  ob­
servamos que R  é um subanel de S°R. Assim todo S°R-homomorfismo é um R- 
homomorfismo. Seja /  : A — Y B  um i2-homomorfismo. Dado a G A, defina 
g : S°R  — > B  por g(x) =  f{ax) — f(a)x. Como g\R é identicamente nula, segue da 
Proposição 4.2.1, que g =  0. Portanto /  G Homs<>fl(A, B).
(b) Dado B  =  A © M  defina o i?-homomorfismo /  : B  — > A, f (a  + m) =  o e note 
que K er(/) =  M.  Por (a), temos que /  é S^iü-homomorfismo. Daí, K er(/) = M  é 
S10 .R-submódulo de B.
(c) Dado I  < e (S°R)s°r , precisamos verificar que I  D R  <e R. Seja M  um ideal 
à direita de R  tal que (I D R) fl M  = 0. Como R  é não singular, temos que M  é 
não singular. Assim M  =  5Íe S°M < S°R. Tome 0 /  i  G i  Ç S°R. Então 
existe r G R  tal que 0 ^  xr G R, visto que R  <e S°R. Como I  é ideal à direi­
ta de S°R, xr G I. Desta forma, I  fl R  <e I .  Da Proposição 2.6.1 (b) temos que 
0 =  ( InR)D M  < e In S ° M ,  ou seja, I f )S°M  =  0. Mas I  <e (S°R)s°r  e S°M  < S°R, 
de onde segue que S°M  =  0. Conseqüentemente M  =  0, e portanto ID R  <e R. Por 
outro lado, seja I  ideal de S°R  tal que I  fl R  G C(R). Como I  Pl R  <e R  <e S°R  
temos I r  <e (S°R)r  e então I s° r  < e (S 0R)s°r■ Assim I  G £(S°R).
□
T eorem a 4.2.2. Sejam Zr(R) =  0 e C um R-módulo à direita. Então S°C é S°R- 
módulo à direita não singular e injetivo.
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Demonstração: Seja C um i?-módulo à direita. Sabemos, pelo Teorema 4.2.1, que 
S°C é um 5 0il-módulo. Também já  vimos que Z R{S°C) =  0. Então para ver 
que S°C é S^iÜ-módulo não singular, basta mostrar que Zs°r {S°C) = ZR(S°C).
Se x  G Z R(S°C) então x  G S°C e existe I  <e R  tal que x l  =  0. Considere 
I (S°R ) que é ideal à direita de S°R. Como /  < (I (S°R ) D R) < R  e I  <e R  
vem que (I (S°R ) fl R) <e R, e do lema anterior I(S°R ) G £(S°R).  Claro que 
x(I(S°R)) = 0, ou seja, I  G C(S°R). Logo x G ZSoR{S°C). Por outro lado, 
se x G Z SoR{S°C) então x G S°C e x l  =  0 para algum I  <e S°R.  Pelo lema 
acima, I  f l  R  <e R. Como x ( I  f l R) = 0, segue que x G Z R(S°C). Portanto 
ZsoR{S°C) = ZR{S°C) = 0. Assim S°C é um 5°i2-módulo não singular. Para 
mostrar que S°C é um S^iü-módulo injetivo, verifiquemos que a sequência exata de
S°R-mód\úos 0 -----«- S°C — B  — A -----► 0 cinde. Como /  é injetora, S°C  ~
f (S °C ) < B. Sabemos que S°C é J?-módulo injetivo, e daí f(S°C)  é R-módulo inje­
tivo. Assim, a sequência exata de fí-módulos 0 ---- ► f (S°R)  c-^ — B  — A -----► 0
cinde. Portanto, f (S°C)  é um JR-módulo que é somando direto de B. Além disso, 
como S°C é um iü-módulo não singular, temos que f(S°C)  é iü-módulo não singu­
lar. Desta forma, segue do lema acima que f (S °C ) é um somando direto de B  como 
S0i2-módulo, isto é, B  = f(S°C)  © M,  sendo M  um S°iü-módulo. Desta maneira,
a sequência de 5°i2-módulos 0 -----► S°C f  - B  A -----► 0 cinde, onde a cisão
f  é definida como f ' : B  = f(S°C)  © M  — > S°C, f { u  + m) — Note que
f  está bem definida, pois /  : S°C — > f (S°C ) é isomorfismo. Portanto, S°C é um 
S^iü-módulo injetivo.
□
Seja R  um anel não singular. Mostraremos agora que S° : Mod-i? — > 
Mod-i2 é um funtor aditivo.
Para verificar que S° é um funtor, devemos definir um i?-homomorfismo 
S°(f)  : S°A  — > S°B  para cada i2-homomorfismo /  : A  — > B.
Como Z é um radical, temos que f (Z(A))  Ç Z(B),  e então /  : 
zZÃ) —  ^ / ( a+-^(^)) =  f i a)+Z(B)  está bem definida e é um i2-homomorfismo.
Verificaremos que /  estende-se unicamente para um i?-homomorfismo 
de S°A  em S°B, o qual chamaremos de S°f .
Lem a 4.2.2. Sejam R  um anel tal que ZT(R) =  0 e /  : A  — > B  um R-homomorfismo. 
Então /  : ^ y  — > z^j> ^(a +  Z (A)) = f ( a) +  Z (B ) estende-se unicamente para 
um R-homomorfismo de S°A em S°B.
Demonstração: Considere o diagrama
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Z(A)
7 y s°f
S°B
Como S°B  é injetivo, existe um iü-homomorfismo S ° f  : S°A — y S°B  tal que
S ° f  o % =  / ,  ou seja, S ° f  é extensão de / .  Vimos na seção anterior que S°B  é não
singular. Pelo Lema 4.1.2 também temos que / S°aA\ é singular. Assim a unicidade 
_  \ z iÃyj
da extensão de /  segue da Proposição 4.2.1.
□
Proposição  4.2.2. Seja Zr(R) =  0.
(a) S° : Mod-i? — > Mod-R é um funtor aditivo.
(b) S° é um funtor aditivo de Mod-R em Mod-S°R.
Demonstração: (a)
(i) Seja A  £ Mod-iZ. Por definição, S°A  e  Mod-i2.
(ii) Seja /  um jR-homomorfismo de A  em B. De acordo com o corolário acima, temos 
que S ° f  é um i?-homomorfismo de S°A  em S°B.
(iii) Seja A e  Mod-ií e Id : A  — > A  a função identidade. Então Id  ê a função 
identidade de ^  função identidade de S°A coincide com Id  em -^y . Pela 
unicidade da extensão, segue que S°(Id) é a função identidade de S°A.
(iv) Sejam /  : A  — > B  e g : B  — > C, .R-homomorfismos. E fácil ver que 
9 o f  =  9 ° /■ Portanto S°(g o / )  e S°(g) o S°(f)  são extensões de g o f .  Pela 
unicidade da extensão, S°(g o f )  =  S°(g) o S°(f).
Finalmente, sejam f , g  : A — > B  como f  + g — f  + g, segue da unicidade da 
extensão que S ° ( f  + g) = S ° f  +  S°g.
(b) Como vimos no item (b) do Teorema 4.2.1, S° leva i?-módulos à direita em S°R- 
módulos à direita. Já vimos também que S° preserva funções identidade, composição 
e somas de funções. Basta mostrar então que S° leva um .R-homomorfismo /  : 
A  — > B  em um ^.R-homomorfismo de S°A em S°B.  Dado x 6 S°A, definimos g : 
S°R  — ► S°B  pela regra g(y) =  (S ° f ) (xy ) -  ((S°f){x )) y. Então g\R é identicamente 
nula. Assim, segue da Proposição 4.2.1 que g=0. Portanto S ° f  é de fato um S°R- 
homomorfismo. □
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Utilizaremos o próximo lema para mostrar que, para um domínio comu­
tativo R  e um sistema multiplicativo S  qualquer os funtores S° e S~l são equivalentes 
na categoria Mod-i?.
Lem a 4.2.3. Seja cp : A  — > B  isomorfismo de R-módulos. Então existe 
ip : £(A)  — y £{B) isomorfismo de R-módulos tal que tP\a = (p.
Demonstração: Como <p : A — > B  Ç £(B) é um monomoríismo, £ (B ) é um módulo 
injetivo e A  < e £(A), segue do Lema 2.6.2 a existência de um monomoríismo ip : 
£(A) — > £(B) tal que tp \a— Portanto B = <p(A) = ip(A) < ip(£(A)) < £ ( B ) e 
como B  < e £(B), segue pela Proposição 2.6.1 que ip(£(A)) <e £(B).  Visto que ip ê 
monomoríismo, temos ip(£(A)) ~  £(A). Desta forma, ip(£(A)) é injetivo. Usando a 
Proposição 2.6.3, segue que tp(£(A)) =  £(B).
□
T eorem a 4.2.3. Seja R  um domínio comutativo. Então os funtores S° e S -1 são 
equivalentes na categoria Mod-iü.
Demonstração: Considere o i2-homomorfismo <p : A  — > 5 - 1A, (p(a) =  Note 
que Ker(<p) =  T (A ) =  Z(A). Usando o teorema do homomoríismo, temos ~  
ip(A), onde o isomorfismo é 6a • Sa {o> +  Z(A)) = (pia). Aplican­
do o Lema 4.2.3 para o isomorfismo 6a , vem que existe um i2-isomorfismo ipA '■ 
£ ( ^ y )  — > £(^(^.)) tal que ip \ = 6a - Observe que £ (z^ y ) =  S°A  e que 
£((p(A)) =  S~lA  conforme visto na demonstração do Teorema 2.7.1 item (c). As­
sim, dado A  6 Mod-R, vimos que existe um i?-isomorfismo ipA '■ S°A  — > S ~ lA. 
Falta provarmos que para cada iü-homomorfismo /  : A  — > B, o diagrama
S°A —í±-+  s ~ lA
S ° f
S°B fp.
S " 7
B S~lB
comuta, isto é, ipB (S°f(S°A )) =  S~l f  (ipA(S°A)). Usando a Proposição 4.2.1, é 
suficiente mostrar que as aplicações coincidem em ^ y -  Dado a + Z(A) € zj2]> 
temos
V-b (S 7 (a  +  Z(A)))  =  Mf(°) +  Z(B))  = &(/(<•) +  Z(B)) =  ^  =
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=  S  1f('iJjA(a + Z (A ))
□
Dedicaremos o restante desta seção para mostrar que o fímtor S° : 
Mod-i? — > Mod-S°R  é exato. Em particular teremos que S° : Mod-i? — > Mod-iü 
é exato. Para mostrar a exatidão de S°, desenvolveremos alguns resultados auxiliares.
P roposição  4.2.3. (a) A classe dos R-módulos não singulares é fechada sobre 
produtos diretos.
(b) Se B  é não singular e A < B então j  é singular se, e somente se, A <e B.
Demonstração: (a) Sejam {Ca} uma família de .R-módulos não singulares e A  um 
módulo singular. Pela Proposição 4.2.1, temos que Homfí(A,Ca) =  0 para cada a. 
Dados /  6 Homfí(A, e fa '■ I I  &a — > Ca a projeção sobre Ca, temos que
f a o /  6 Homfí(A, Ca) =  0. Segue que /  =  0 e novamente pela Proposição 4.2.1 vem 
que n  Ca é não singular.
(b) Se j  é singular e 0 / i G 5  então x l  =  0 para algum /  e  £(R),  com x =  x + A. 
Assim, x l  < A, pois x l  Ç A e x l  < B.  Como B  é não singular, x l  ^  0 e então 
xR  n  A  ^  {0}. Logo, A  <e B. A outra direção é o Lema 4.1.2.
□
Proposição  4.2.4. Sejam Zr(R) =  0 e A  < C com A e C R-módulos à direita. 
Existe um único R-módulo à direita Vc  (A) satisfazendo:
*'• A < Vc {A) < C
ii. é não singular
Ui. Vc^  é singular.
Demonstração: Tome Vc {Â) =  f ] B a onde A < B a < C e j ^ é  não singular.
a
Considere o .R-monomorfismo /  : V^ A) — > J J  í J dada por f  {x + Vc  (A)) =
a  a
(xZ)a onde xZ =  x + B a. Assim, ~  Im ( f )  < " [ [ ( —  J . Segue da proposição
a  '  a '
acima e do Lema 4.1.1 que é não singular. Considere agora um .R-módulo T 
tal que A < T  < C e Z  (§) =  J . Assim £ ~  ±  e §  é não singular pela
Proposição 4.1.1. Então Vc  (A) < T  e (p : ^  — > p7(ã)’ = x é  fí-epimorfismo.
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Pelo Lema 4.1.1 segue que ^ ^ y  — ícê^õ) ® singular, pois j  é singular. Finalmente
Tc{A) -  Pc(A) vem que Vc{Ã) = Z   ^Vc(A)) -  Z  ( Vc(A)) =  s^t° ^  =  (A)
e portanto — é singular. Seja K  um i?-módulo tal que A < K  < C, ~  ê não 
singular e ^  é singular. Segue da maneira que foi escolhido Vc {A) que Vc  (A ) < K. 
Por outro lado, ^  < §, e então j  = Z  (^ )  < Z  (£) =  Assim, K  = V C (A).
□
Lem a 4.2.4. Sejam Zr(R) =  0 e /  : A — » B  um R-monomorfismo. Então:
(a) f  '■ zfãy —  ^ zfl?) e :  ^ R-monomorfismo s.
(b) Vs°B (7 ( ^ j ) )  = S”/(SM ).
Demonstração: (a) Verifiquemos que f (Z (A ))  =  Z(f(A)).  Se f(a)  £ f (Z (A ))  então 
existe I  £ £(R)  tal que ai = 0. Assim, f (a ) I  =  0 e então /(a ) £ Z (/(A )). Por 
outro lado, se f(a)  £ Z(f(A))  então existe I  £ C(R) tal que f (a ) I  =  0. Assim 
f ( a l ) =  0, e como /  é monomorfismo a i  =  0. Portanto, f(a)  £ f (Z(A)) .  Vamos 
supor que f (a  + Z(A))  =  f(b +  Z(A)) com a,b £ A. Então f (a  — b) £ Z(B). 
Como /(Z(A )) =  Z (/(A )) =  f (A)  n  Z(B),  temos f (a  — b) £ f (Z(A)) ,  ou seja, 
a — b £ -£(A). Logo /  é injetora. Além disso, S ° f  é extensão de / ,  e portan- 
to, n  (Ker(S'°/)) =  ker(f) =  0. Suponha que x £ Ker(50/) . Se z £
então x  =  0. Supor que x £ ^S10A — ^ y )  e x í  0. Como ^ y  <e 5'0A, existe 
r  £ R  — {0} tal que xr  ^  0 e xr £ ^^y- Mas, S ° f (x r ) =  S ° f  (x)r =  0. Então 
xr  £ (Ker(5'°/)) fl ^f^y- L°§° xr =  °  clue ® uma contradição.
(b) É claro que /  (^ ^ y )  < S°f(S°A ) < S°B.  Pelo item (a), /  e S ° f  são monomor- 
fismos, assim ^ 7 ^ ° ^  ^  -^r- é singular pelo Lema 4.1.2. Falta verificar que
é não singular. Note que Z  (s^y^Ã j) =  s°ffs~Á) P31-3, algum -R-módulo T  tal que 
S° f (S°A ) < T <  S°B.  Claramente gof7sõAj é singular e S°B  é não singular, então 
pelo Proposição 4.2.3, S°f(S°A ) < e T.  O isomorfismo entre S°A e S ° f (S°A ) garante 
que S° f (S°A ) é injetivo, e pela Proposição 2.6.3 temos T  =  S°f(S°A).  Isso garante 
que szyçsoÀ) é nao singular.
□
Lem a 4.2.5. Seja Z T(R) =  0.
(a) Um R-módulo A  é singular se, e somente se, Hom^(A, C) =  0 para todo R- 
módulo à direita C não singular.
64
(b) Se 0 -----► C -----► B -----► A ------ 0 é sequência exata de R-módulos à direita
com A e C singulares então B é singular.
Demonstração: (a) Se A  é singular, então nós sabemos, pela Proposição 4.2.1, 
que Homfí(A, C) =  0 para todo fí-módulo à direita C  não singular. Assuma que 
Hom ^A, C) =  0 para todo iü-módulo não singular C. Da Proposição 4.1.1 temos 
que é não singular, e então o i?-epimorfismo ix : A  — > ^ y ,  n (a) =  a +  Z(A)  
é nulo. Portanto, A  =  Z(A).
(b) Segue de (a) que HomR(C,M)  =  0 e HomR(A,M) — 0 para todo ií-módulo 
M  não singular. Porém, como 0 — > C — > B  — > A  — > 0 é exata, vem que 
0 — > Homr (A,M)  — > Homfí(B ,M ) — > HomR(C,M)  é sequência exata de Z- 
módulos. Assim, Hom^-B, M)  =  0, ou seja, B  é singular.
□
T eorem a 4.2.4. Se Zr(R) = 0 então S° é umfuntor exato de Mod-R para Mod-S°R.
Demonstração: Seja 0 ----- ► A  — B  — C ------- 0 uma sequência exata de R-
módulos. Devemos mostrar que 0 ------► S°A S^  - S°B S 9 ► S ° C ------- 0 é uma
sequência exata de S° R-módulos. Do Lema 4.2.4, segue que S ° f  é injetora, pois /  é 
injetora. Vamos verificar que a sequência é exata em S°B.
A firm ação 1 . é singular.
Se x Ç Ker(g), então g(x) £ Z(C), e assim x G g~l (Z(C)). Desta forma, 
f (A)  =  Ker(^) Ç g~l (Z(C)). Como g : B  — » C é sobrejetora, então 
g\g-'{z{c)) : g~l {Z (C ))— > Z(C) é sobrejetora. Note também que, Ker (g\9-i(z(c))j 
Ker(g) Ç g~x(C), e daí
7 <C\ ~  9- \ Z { C ) )  g - \ Z ( C )) g - \Z ( C ) )
Ker |s-i(^(c))) Ker(^) /(A)
Sabemos que Z(C) é singular, conseqüentemente 9 é singular.
Note que f  { ^ )  Q Ker(g). De fato, se y <E J  ( ^ y )  então y = f{x),  para algum 
x e zfoj. Desta forma, g(y) = g( f (x )) =  g(f{x)) =  g(f{x)) = Õ, ou seja, y € Ker(g).
A firm ação 2 . O módulo é singular.
Inicialmente veremos que 9 z(B)^ =  ^eTÍ9)■ ^ e  ^ ° >  sei a x = x + Z(B)  G
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3 Z (B ^ - Então x  € 0 L(£(C0) £  011 seJa> £(x) =  j(®)' Mas 9{x) € Z(C), 
daí g(x) = Õ e portanto x 6 Ker(<?). Por outro lado, dado x £ Ker(<?), x =  
X  +  Z(B), x £ B, temos 0 =  g(x) = g(x). Assim, g(x) £ Z(C). Portanto 
x £ g~1(Z(C)), ou equivalentemente, x = x + Z(B) £ -■ z f g ^  ■
Agora tomamos
K  . 9 ~ 1{ Z ( C) )  Ker(g)
^ +  /(-4) '— > ^  /
sendo x = x + Z(B). Verifiquemos que 7r está bem definido: se x + f ( A ) =  
y +  f{A)  então (x -  y) £ f(A) .  Portanto, {x — y) +  Z ( B ) =  f ( a ) +  Z ( B ) 
para algum a £ A. Desta forma, (x — y) +  Z (5 ) =  f (a  +  Z(A)), ou seja, 
(x ~  y) +  £(B ) 6 /  . Assim, x + 7  (z ^ y )  =  y +  7  ( ^ y )  ■ Segue 
imediatamente da definição de 7r a sobrejetividade. Logo,
Ker@
f  {m )  Ker(x)
Como vimos, g é singular, e então segue do Lema 4.1.1, que õ er^ \  é
n  ] f {zTÃj)
singular.
Sabemos que ^ y  < e S°g e Ker(5'05 )  < e Ker(5'0^ ) < S°B. Então, segue da 
Proposição 2.6.1, que ^ y  D Ker(S°g) <e Ker(S°g). Assim Ker(^) < e Ker(50^ ). 
Pelo Lema 4.1.2, vem que é singular.
A firm ação 3. O módulo é singular.
\ Z(A) )
Considere a sequência
Ker(g) r i Ker(S°g) j Ker(S°g)
7 (A) Hm) Ker®
onde i é a função inclusão e j  [x + f  =  x +  Ker(^). Claramente i é
injetora e j  é sobrejetora. Temos também que Im(i)  =  ç  Ker(j). Seja
x = x + 7  (ziÃy) € tal que 0 =  j (x)  =  x +  Ker(5). Então x e Ker(^),
ou seja, x = x + 7  (zfiy) e 7^ ^ )  =  Irn^)- Assim, a sequência acima é exata.
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Além disso, os módulos são singulares. Usando o Lema 4.2.5,
vem que é singular.
f \wn)
Sabemos também que ~  S°g(S°B) < S°C. Como S°C é não singular, segue
(lue ker°<s°o) é não sinSular- Também pela afirmação acima é singular, isto
f \zun)
é, V s°b ( ! [ ! ) )  =  Ker(S°g). Pelo Lema 4.2.4 temos S°f(S°A)  =  Ker{S°g). Resta 
verificar que S°g(S°B) = S°C.
Como S ° f  é injetora, temos que S°A ~  S°f(S°A)  =  Ker(S°g). Sabemos que S°A  
é um i2-módulo injetivo, e portanto Ker(5'0^ ) é um i?-módulo injetivo. Considere
então, a sequência 0 -----*- Ker (5o <7) r 1 - S°B S 9- S°g(S°B) -----► 0 que é exata.
Como Ker(50^ ) é injetivo, segue da Corolário 2.5.3, que a sequência cinde. Seja 
T  : S°g(S°B) — > S°B  a cisão de S°g que é injetora. Então S°B =  Ker(S°g) © 
T(S°g(S°B )) ~  Ker(50^ ) © S°g(S°B). Do fato de S°B  ser injetivo, concluímos pelo 
Corolário 2.5.2, que S°g(S°B) é injetivo. Da Proposição 2.6.3, segue que, S°g(S°B ) 
não tem extensões essenciais próprias. Desde que g é sobrejetora é fácil ver que 
g é sobrejetora. Assim g =  —e S°C. Finalmente, como g (^ ^ y )  ^
S°g(S°B) < S°C  e g <e S°C concluímos, usando a Proposição 2.6.1, que
S°g(S°B) <e S°C. Assim, S°g(S°B) =  S°C.
□
Note que o teorema apresentado acima é o análogo ao item (b) do 
Teorema 2.7.1.
4.3 Anéis Quocientes e Propriedades do anel S°R
Nesta seção apresentamos a definição de anel quociente. Para anel R  
tal que ZT(R) =  0, verificamos que S°R é um anel quociente para R  e que S°R  é 
anel não singular, auto-injetivo e regular:
Definição 4.3.1. Um anel quociente à direita para R é um anel Q que contém R  
como subanel e tal que para todos x ,y  6 Q,x  ^  0, existe r € R tal que xr  ^  0 e 
yr € R.
Se Q é um anel quociente à direita para R, então R r < e Qr ■ De fato, 
basta fazer x = y na definição acima.
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Analogamente se define anel quociente à esquerda, mas não é verdade 
em geral que anéis quocientes à direita são anéis quocientes à esquerda, conforme
[10] pg.60 .
Exemplos:
1. Note que R  é sempre um anel quociente para R.
2. E fácil ver que Q é um anel quociente à direita para Z.
3. Seja R  um domínio de Ore à direita e D = {[a, b] /  a, b G R, b ^  0} o anel de 
divisão construído na seção 1.1. Então D é um anel quociente à direita para 
R.
4. Seja R  um anel comutativo e S~XR  sua localização segundo o sistema multi­
plicativo S  =  R*. Então S~lR  é um anel quociente à direita para R.
Note que todo anel quociente clássico à direita para R  é um anel quo­
ciente à direita para R. De fato, sejam Q um anel quociente clássico à direita para 
R  e x, y G Q, x  ^  0. Então, y = ab~l com a,b G R  e b um elemento regular. Assim, 
y b = a e R e x b j ^ 0  pois b é inversível. Portanto Q é um anel quociente à direita 
para R.
T eorem a 4.3.1. Se Zr(R) =  0 então S°R é um anel quociente à direita para R.
Demonstração: Já vimos no Teorema 4.2.1 que R  é subanel de S°R. Sejam x, y G S°R  
com x  7  ^ 0 e considere o ideal à direita J  =  {r G R  /  yr G R}. Basta mostrar que 
x J  7  ^ 0. Como Zr(R) =  0 temos que R  <e S°R. Assim para cada i2-módulo M. tal 
que R  < M  < S°R  temos que R  <e M  e pelo Lema 4.1.2, ^  é singular. Também 
vimos na seção 4.1 que S°R  é i?-módulo não singular. Assim, segue do Lema 4.2.5 
que Homr {^-,S°R)  =  0. Considere as aplicações (p : yR  — > ^(yr) =  W
e 0  : yR  — > j ,  ip(yr) =  f. Pode-se provar que (p e xjj são homomorfismos com 
Ker(<p) =  Ker(0) =  yR f)  R. Portanto, ^  j .  Desde que R  < Y R  +  R  <  S°R  
temos que Hom« (yR^ R, S°R) =  0 e pelo isomorfismo, Hom« ( j , S ° R )  = 0. Suponha 
agora que x J  =  0. Desta forma, a aplicação /  : j  — > S°R , f (r )  =  xr  fica 
bem definida. Temos então que /  G Hom# ( j ,  S°R)  =  0, que é impossível pois 
/(1) =  x  7^  0. Logo x J  í  0, isto é, existe r  G R  tal que xr  ^  0 e yr G R.
□
O próximo teorema estabelece para S°R  propriedades análogas àquelas 
listada no Teorema 2.7.1, itens (d),(e) e (f).
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T eorem a 4.3.2. Se Zr(R) =  0 então:
(a) Z s»r (S°R) =  0 e Z  =  ® Para t°d° R-módulo A.
(b) S°R é anel regular.
(c) S°R é anel auto-injetivo.
Demonstração: Pelo Teorema 4.2.2 temos que S°R  é S°R -módulo injetivo e não sin­
gular, isto é, S°R  é anel auto-injetivo e Zs°r (S°R) =  0. A igualdade Z  y) P3181 
cada iü-módulo A , foi feita na Proposição 4.1.1. Para ver que S°R  é anel regular, tome 
a G S°R  e considere o S°R-epimorfismo /  : S°R  — > a(S°R), f (x)  =  ax. Observan­
do que S°{S°R) =  S°R  temos o 5°i?-epimorfismo 
S ° f  : S°R  — > S°{a(S°R)) onde Ker(5°/) =  K er(/). Assim a(S°R) ~  =  
Ker(5°7 ) — S°(a(S°R)). Segue do Teorema 4.2.2 que a(S°R) é um S°R-módu\o in­
jetivo. Como 0 -----► a(S°R) r 1 - S°R  — ----- - 0 é uma sequência exata
de 5°i?-módulos, temos que a(S°R) é um somando direto de S°R. Seja M  o S°R- 
submódulo de S°R  tal que S°R  =  a(S°R)®M.  Segue que existem x G S°R e y  6 M  
tais que 1 =  ax +  y e então a = axa -|- ya. Notando que a — axa G aS°R  fl M  = 0 
concluímos que a =  axa.
□
Com a hipótese Zr(R) =  0, verificamos que S°R  é um anel quociente 
à direita para R  que satisfaz os análogos aos itens (a) até (f) do Teorema 2.7.1. 
Acrescentando outras hipóteses sobre o anel R  conseguiremos provar que S°R  é anel 
quociente clássico à direita para R  que satisfaz os análogos aos itens (g), (h) e (i), 
como veremos no capítulo seguinte.
Para encerrar o capítulo, faremos uma observação sobre o módulo quo­
ciente definido no capítulo 3. Lembre que se M  é um i2-módulo e T é um radical de 
torção, então Q(M) = D ) é um i2-módulo, chamado módulo quociente de M  
relativo ao radical de torção T.
Quando Zr(R) =  0 e T é o radical não singular Z, temos que Q(M) =  
S°M.  De fato, pela definição de Q(M)  vem que, Q{M) — D ( ^ ^ y )  onde ^ ^ y  <
D { ^ k ) < e ( ^ ) e S m  = Z  ( < # > ) .  Desde que <« í  ( & )
f  c( M \ \  S( M )
usamos o Lema 4.1.2 para garantir que Z  I ) =  zj r '~- Também como
Z ( A Í )  J  Z ( M )
Zr(R) =  0 temos que £ ÍWtít') =  S°M.  Assim  ^ =  t t  e então Q (M ) =
~Z(M} Z ( M )
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A igualdade Q(M) =  S°M  justifica chamar S°M  de módulo quociente.
Em particular, fazendo M  =  R  temos Q(R) =  S°R.
Pelo Teorema 4.3.1 observamos que Q(R) é um anel quociente clássico
à direita para R. Mais do que isso, Q(R) =  S°R  é chamado anel quociente à
direita maximal para R, pois se L é outro anel quociente à direita para R  então
a inclusão R  c----► Q(R) estende-se a um monomorfismo de anéis. De fato, se L ê
anel quociente à direita para R  então pelo lema acima R <e L. Pelo Lema 2.6.2,
o monomorfismo R  c----► Q(R) =  S°R  estende-se a um monomorfismo de módulos
/  : L — > Q(R). Vamos verificar que /  é um homomorfismo de anéis. Dado a € L,
/
definimos i/’a : L — > Q(R) por Tpa(b) =  f{ab) -  f(a)f(b).  E fácil ver que ipa 
é i?-homomorfismo e que ipair) =  0 Vr e  R. Como ^  é singular pois R  <e L 
e Q(R) = S°R  é não singular, segue da Proposição 4.2.1 que ipa =  0. Portanto 
f{ab) =  f(a)f(b).
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Capítulo 5 
Teoremas de Goldie
Neste capítulo encontraremos condições necessárias e suficientes, para 
que exista um anel quociente clássico à direita para um anel com unidade R, e 
continuem válidas as propriedades do Teorema 2.7.1. Até agora já  provamos que se 
Zt(R) =  0, então S°R  é um anel quociente à direita para R, não necessariamente 
um anel quociente clássico, que verifica várias propriedades do Teorema 2.7.1.
Introduziremos a definição de módulo de dimensão finita, e provare­
mos que R r ter dimensão finita e ZT(R) =  0 são condições necessárias e suficientes 
para que S°R  tenha todas as propriedades que desejamos, apesar de não ser anel 
quociente clássico à direita. Finalmente, apresentamos a definição de anel de Goldie 
à direita. Verificaremos que S°R  é um anel quociente clássico à direita para R  com 
as propriedades que desejamos se, e somente se, R  é um anel de Goldie à direita 
semi-primo.
5.1 M ódulos de Dim ensão Finita
Provaremos nesta seção que se Zr (R ) =  0 e R r tem dimensão finita 
então S°R  é um anel quociente clássico à direita para R  que é semi-simples. Além 
disso S°R  é um .R-módulo à esquerda plano e os funtores S° e (_ ) <S)r S°R  são 
equivalentes na categoria Mod-i?.
Definição 5.1.1. Uma família T  de submódulos distintos de um R-módulo A  é inde­
pendente, se A 0C\(Ai-\----- bA^) =  0 para quaisquer módulos distintos A0, Ai, ■ • • , A n G
T.
Definição 5.1.2. Dizemos que um R-módulo A tem dimensão finita se A não contém 
famílias independentes infinitas de submódulos não nulos.
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Exemplos:
1. Os módulos artinianos tem dimensão finita.
2. Os módulos noetherianos tem dimensão finita.
3. Q é um Z-módulo de dimensão finita, que não é nem artiniano nem noetheriano. 
De fato, se Az, Bz  < Qz com A, B  ^  0 então A(~)B ^  {0}.
4. Se I  é um ideal de um domínio comutativo então I  é Â-módulo de dimensão 
finita.
5. Sejam R  um anel de divisão, A  um £)-módulo e P(A) o posto de A. Pode-se 
provar que A  tem dimensão finita se, e somente se, P(A) < oo. Em particular, 
quando R  é corpo, A  tem dimensão finita se, e somente se, A  é um espaço 
vetorial de dimensão finita.
Proposição  5.1.1. (a) Se B  < A e A tem dimensão finita então B  tem dimensão 
finita.
(b) Seja B < A. Se B  e ^  têm dimensão finita então A tem dimensão finita.
(c) Se Ai, • • • , A n têm dimensão finita então Ai © • • • © tem dimensão finita. 
Demonstração: (a) É imediato.
(b) Seja {Ci, C2, • • •} um conjunto independente infinito de submódulos de A. Afir-
OO
mamos que existe um k G N tal que B  fl =  0. Suponha que não seja as-
n=k
sim. Construa uma sequência {B i ,B 2, • • •} de submódulos de B  da forma seguinte:
OO
chame n\ — 0 e escolha b\ G B  fl bi ^  0. Como &i é uma soma finita
n=l
OO 712 Tl2
em © C n , existe n2 G N tal que &i G Faça Bi — B  fl e note que
n= 1 n = l  n = l
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0 Bi < B. Pela nossa suposição, B  fl ©  Cn í  0, de onde obtemos de forma
n = r i2 + l
n 3
análoga, B2 =  B  fl Cn ^  0 para algum nz G N, com 0 ^  B2 < B. Continuando
n=ri2 + l TH+l
o processo, temos uma sequência ni < n2, • • • tal que Bi = BC1 ©  Cn ^  0. Como
n = r i j + l
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™i+l
Bi está contido na soma direta e {Cu  • • • , Cn} é uma família independente,
n . + l
concluímos que {B X,B 2, • • •} é independente. Mas isso é impossível pois B  tem di-
00
mensão finita. Portanto B  D ®  Cn =  0 para algum k e  N. Mas isso garante que
n —k
/T \ A/  : — > ~g, dada por f (x )  = x é um monomorfismo. Como jj tem dimensão
Ti— h 00
finita, segue que tem dimensão finita. Claramente isso implica que Cn =  0
n=k
para quase todo n e então A tem dimensão finita.
(c) Provaremos usando indução sobre n. Quando n =  1 não há o que fazer.
Tomamos como hipótese de indução que A x © • • • © A* têm dimensão finita quando
Ai, • • • , Afc tem dimensão finita. Considerando Ai, • • • , Ak+i de dimensão finita e 
fc+l
TTfc+1 : — > Ak+Í que é um epimorfismo com Ker(7Tjt+i) =  A\  © • • • © A k temos
t=i
o isomorfismo ~  A^+1. O resultado segue agora da hipótese de indução e
do item (b). ,
□
Definição 5.1.3. Um subconjunto cofinal de C(R) é um subconjunto C! tal que cada 
elemento de C(R) contém um elemento de CJ.
T eorem a 5.1.1. Se Zr(R) =  0 então são equivalentes:
i. Os funtores S° e (_) S°R são naturalmente equivalentes.
ii. S°R é um anel semi-simples.
Ui. Rn tem dimensão finita.
iv. I(S°R) = S°R I e  C{R) .
v. £-(R) tem um subconjunto cofinal de ideais à direita finitamente gerados.
A equivalência (ii Ui) foi estabelecida por Gabriel em [14], enquanto 
as equivalências (i), (Ui), (iv), (v) foram estabelecidas por Walker-Walker em [4] .
Note que por enquanto usamos apenas as equivalências (i) <=> (ii) <=> 
(Ui) do teorema acima. As demais serão usadas posteriormente.
Nosso objetivo agora é mostrar que Zr(R) =  0 e R r de dimensão finita 
implica que S°R é .R-módulo à esquerda plano.
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Definição 5.1.4. Um módulo que possui um submódulo essencial finitamente gerado 
é chamado essencialmente finitamente gerado.
Definição 5.1.5. Um módulo A é dito essencialmente finitamente relacionado quan­
do existe uma sequência exata curta 0 -----► K ----- «- F -----► A ----- ► 0 tal que F  é
finitamente gerado e livre e K  é essencialmente finitamente gerado.
Exemplos:
1. Se A  é finitamente gerado então A  é essencialmente finitamente gerado.
2. Q é Z-módulo essencialmente finitamente gerado que não é finitamente gerado.
3. Se I  ê um ideal do domínio comutativo R  então I  é i2-módulo essencialmente 
finitamente gerado.
4. Pelo exemplo anterior, vemos que se R é um domínio comutativo e I  é 
ideal de R  então y é essencialmente finitamente relacionado, pois a sequência 
0 ---- ► I -----► R ---- - j -----► 0 é exata.
Note que se A é um i2-módulo essencialmente finitamente relacionado 
então A  é finitamente gerado. De fato, A  é imagem epimórfica de um i2-módulo 
finitamente gerado.
O próximo lema relaciona dimensão finita com módulos essencialmente 
finitamente gerados.
Lem a 5.1.1. Um R-módulo A tem dimensão finita se, e somente se, todos os 
submódulos de A  são essencialmente finitamente gerados.
Demonstração: (=4>)Seja B < A. Se B  =  0 é claro que B  é essencialmente finita­
mente gerado. Assuma B ^  0 e considere T  =  {F  /  F  é família independente de 
submódulos cíclicos não nulos de B}. Note que T  ^  0, pois existe i e B , i / 0 e
então 0 ^  x R  Ç B. Assim {xR}  Ç B  e portanto {xR} £ T .  Dados F1}F2 £ T ,
/
escreva Fi Ç F2 quando todo módulo de F\ é um módulo de F2. E fácil ver que 
isso define uma relação de ordem em !F. Dada uma cadeia {-Falaei- em J7, considere 
F  = Fa que é uma nova família de submódulos cíclicos não nulos de B. Claro que
ciÇL
F é uma cota superior para {Fa}a^i. Para assegurar que F £ T ,  precisamos mostrar 
que a família F  é independente. Sejam então A0, A\, • • • ,A n £ F. Como F  =  \^jFa
atÇ,L
e {Fa}aeL é uma cadeia , existe a0 £ L tal que A0, A\,  • • • , An £ Fao. Desde que Fao
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é família independente temos que A0n (Ai ------1-A n) =  {0}. Segue do Lema de Zorn
que T  possui um elemento maximal {Ci}ie/. Afirmamos que ©C* < e B. De fato, 
se não fosse essencial, existiria um elemento b G B, b ^  0, tal que bR D ©C; =  (0). 
Desta forma, {Q }^/ U {bR} seria uma família independente de submódulos cíclicos 
não nulos de B, que contém {Ci}j6/ propriamente. Isso contradiz a maximalidade 
de {Ci}iei e portanto ©C* < e B. Como A  tem dimensão finita segue que a família 
{Ci}iei é finita. Desde que cada Q  é cíclico, vemos que ©Cj é finitamente gerado. 
Logo A  é essencialmente finitamente gerado.
(4=) Suponha que A  não tem dimensão finita. Então existe uma família inde­
pendente infinita {Aj}iej de submódulos não nulos de A. Considere o submódulo 
®Ai} que por hipótese deve ter um submódulo essencial M  que é finitamente ger­
ado. Se M  =  x \R  +  • • • +  xnR, então existem ai,--  - ,a n G I  tais que M  <
Aai + -----1- A an. Seja a £ {«i, • • • , a n}. Como a família { A J^ / é independente,
vem que Aa fl (Aai © ■ • • © AQn) =  0 e então M  fl Aa =  0. Como M  <e ©Aj e 
A a < ©Ai concluímos que Aa = 0. Isso é uma contradição pois a família só
tem submódulos não nulos. Portanto A tem dimensão finita.
□
Desenvolveremos alguns resultados, com a intenção de provar que se 
Zr(R) =  0 e todo ideal à direita finitamente gerado de R é  essencialmente finitamente 
relacionado, então S°R  é um Z2-módulo à esquerda plano.
Seja R  um anel não singular. Sabemos que R  é subanel de S°R,  e 
então S°R  é um R, i?-bimódulo. Como vimos no Teorema 2.3.2, A S°R é um 
i?-módulo à direita.
É fácil ver que a aplicação / '  : A x S°R  — > S°R  dada por f ( a ,  x) = 
ãx, onde ã  G ^  S°A é i?-tensorial. Note que / '  está bem definida pois S°A é 
um 5'°i?-módulo à direita. Pela definição do produto tensorial, existe um único Z- 
homomorfismo /  : A ® S ° R  — > S°A tal que f  o T  = f ' ,  onde T  : A x S°R  — >• S°R  
e T(a, x) =  o ® x. Desde que /  está bem definida e é um Z-homomorfismo temos 
que = ' H f ° T { a i,Xi) =  ^ / '( a ^ X i)  =  É imediato verificar que
/  é um 12-homomorfismo.
Com a notação acima temos:
Lem a 5.1.2. Seja Zr(R) =  0. Para cada R-módulo A, nós temos uma sequência 
exata natural de R-módulos à direita
0 -----.  Z(A ®R S°R) (A ®R S°R) S°A .
75
Demonstração: Como Z  é um radical e /  é um .R-homomorfismo, temos que 
f  (Z (A ® rS °R ))  < Z(S°A). Mas Z(S°A ) =  0 como vimos na seção 2.4. Assim 
Z ( A S ° R )  < Ker(/). Para provar a outra inclusão, tome 7  =  ai ® xi + . . .  +  an <8> 
xn E Ker(/). Então ã[xx +  . . .  +  ã^xn =  0. Tome os .R-homomorfismos
fi : R  — > S°R  
r i— > XiX ’
para % =  1, . . .  , n. Como iü < e 5°i2, temos que f ~ 1(R) = {r E R  /  x p  E R} <e R
n
para i =  1, . . .  ,n. Seja J  =  P |/ j_1(-R) < e R • Então, XjJ < R  Vi =  1, . . .  ,n  e
_____ t=i__________________________
J  E £(i2). Notemos que ai(xir) +  a2(x27~) +  . . .  +  an(xnr) =  ãTxir +  . . .  +  ã^xnr =
(ã lxi . . .  +  r  =  0 para todo r E J. Portanto, wr =  a\(xir) + . . .  + an(xnr) E
Z(A)  para todo r E J. Assim, urIr =  0 para algum ÍT <e R. Note que para
todo A E Ir, (t)A = (ur ® 1)À = ur <S> A = uT A 0 1 = 0 ( 2 ) 1  = 0. Portanto,
7 r E Z(A S°R) Vr E J, isto é, 7 J  < Z(A <S>r S°R). Note que
ib ■ R  — y a®s°r
v  f  Z { A ® S ° R )
r 1— > 7 f
coincide com a função nula em J, j  é singular e z^®®s°r) ® nao singular- Então, 
pela Proposição 4.2.1, Õ =  R ) =  j R , ou seja, 7 #  Ç Z(A <g> S°R). Assim, 7  e 
Z{A®S°R).
□
Lem a 5.1.3. Sejam Zr(R) =  0 e C um R-módulo à direita não singular. Se C 
tem um submódulo essencial finitamente gerado então S°C =  C (S°R) e S°C é um 
S° R-módulo finitamente gerado.
Demonstração: Seja A  um .R-submódulo de C tal que A <e C e A  finitamente 
gerado. Assim A R <e CR < e (S°C)R, pois C é não singular. Como A(S°R ) <
(,S°C)(S°R) Ç S°C temos que A{S°R) =  /  a{ E A ,x{ E S°R ,n  E n |  é
um iü-submódulo de S°C. Além disso, dado x E S°C, 1  /  0, existe 0 7  ^ r E R  
tal que 0 ^  xr E A  C A(S°R),  ou seja, A(S°R) < e S°C. Por outro lado, como A 
é finitamente gerado temos que A(S°R ) é um 5 o .R-submódulo de S°C finitamente 
gerado. Seja {xi, • • • , xn} Ç S°R  conjunto de geradores de A(S°R), isto é, A(S°R ) =
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XiS°R + x2S°R  +  . . .  +  xnS°R. Tome F  = S°R  ® S°R  © • • • © S°R, que é um S°R-V------------------------------------' .
n-vezes
módulo livre e finitamente gerado, e considere o S^-R-epimorfismo
/  : F  — > A(S°R)
1— > Y l xiai
n
Como (S°R)r é não singular e F  ~  com Ai = S°R  Vi =  1 . . .n ,  temos
i = l
que F  é R-módulo não singular. De forma análoga, concluímos que F  é i?-módulo 
injetivo. Assim S°F  =  S [ y[{fj )  = £(F) = F- Mas vinios Que 0 funtor S° é exato, 
e portanto, S ° f  : S°F  =  F  — » S°(A(S°R)) é um epimorfismo. Daí, Kevfso^  — 
S°(A(S°R)). Já que (A(S°R))s°r  < (S ° C ) s°r , podemos considerar (A(S°R))r < 
(.S°C )r . Assim, A(S°R) é um i?-módulo não singular. Note que /  : — > 
z(A0s°r)) se re(iuz a f  '■ F  — >■ A(S°R), pois Z(F)  =  Z(A(S°R )) =  0. Por outro 
lado, S ° f  é a única extensão de /  =  /  à S°F  =  F. Logo, S ° f  =  /  =  / ,  o que 
implica que Ker(/) =  Ker{S°f). Então A(S°R) = S°{A{S°R)), isto é, =  0.
Desta forma, S°(A(S°R)) =  Vs°c (A(S°R )). De forma análoga a demonstração da 
Proposição 4.2.4, temos 0 =  s =  Z  [ Afs°R)) > ou se-ía’ a(s^r) ® 1130 singular.
Portanto, =  Z   ^a(s<?r) ) =  Segue então, que S°C é S°R-módulo finitamente
gerado e S°C = C{S°R).
□
Proposição  5.1.2. Seja R  um anel tal que Zr(R) =  0 e R r tem dimensão finita. 
Se I  é um ideal à direita de R  e I  é essencialmente finitamente relacionado então 
Z ( I ® r S °R )=  0.
Demonstração: Por hipótese, existe uma sequência exata de i?-módulos da forma
Cl 00 -----«- K ---- «- F ---- >-1 -----«- 0 com K  essencialmente finitamente gerado e F  livre
e finitamente gerado. Podemos escrever F  =  Rn. Pela Proposição 2.3.3 temos a 
sequência exata de Z-módulos,
K  0  S°R  —  R n 0  S°R  —  1 0  S ° R ---- ► 0 .
Desde que S°R  é um R, .R-bimódulo, a sequência acima é sequência exata de R- 
módulos. Vimos também que S° é um funtor exato em Mod-i?, o que produz uma
77
nova sequência exata de i 2-módulos da forma
0 ---- ► S°K  —  S°Rn —  S ° I ---- - 0 .
Considere o diagrama
0
/
5 ° ^
S°ot S°R S°P•n ~
h
s°i o
onde f , g  e h são os iü-homomorfismos que definimos no Lema 5.1.2. Temos então 
Ker(/) =  Z(K®S°R),  Ker(g) =  Z(R n®S°R)  e Ker(h) =  Z(I®S°R).  Por definição,
ã(x)S°a é o único 5,°i2-homomorfismo que estende a KZ ( K )
R n
Z{Rn)i a(x).
Com isso, é fácil ver que o diagrama acima comuta. Para provax que Z (I® rS°R ) =  0, 
basta provar que h é injetora.
A firm ação 1. Se f  ê sobrejetora e g é injetora então h é injetora.
De fato, dado u G Ker(h) temos que u =  /? <g> 1 (v) para algum v G Rn <S> S°R. 
Agora como o diagrama é comutativo, temos que S°P(g(v)) =  h(/3 <g> l(v)) =  
h(u) = 0. Assim g(v) G Ker(S°/3) =  Im(S°a),  isto é, g(v) = S°oi(w) para 
w G S°K.  A sobrejetividade de /  assegura que existe z G K  ® S°R  tal 
que f ( z )  =  w. Como g(a <g> l(z)) =  S °a ( f ( z )) =  S°a(w) =  g{y) e g é 
injetora, temos a  ® 1(2:) =  v. Finalmente, u = 13 <g> 1 (i>) =  /? <g> 1 (2)) =  0 pois 
Ker(/3 ® 1) =  Im (a  <S> 1).
Vamos provar inicialmente que g é injetora. Não é difícil provar que tp : R ® S°R  — > 
S°R, (p(r ® x) =  rx  é um .R-isomorfismo com inverso <p~l : S°R  — > R ®  S°R  dado 
por <£>- 1(r) =  1 ® r. Como S°R  é um fl-módulo não singular, concluímos pelo 
isomorfismo que Z (R  ®R S°R ) =  0. Como F  =  RJ1 e os módulos não singulares são 
fechados por produto direto, usamos propriedades de produto tensorial para ver que 
Z(F  ®R S°R ) =  Z(R n ® S°R ) =  Z((R  ® S°R)n) =  0. Isso mostra que g é injetora. 
Falta provar que /  é sobrejetora. Note que Z(K)  =  0 pois K  ~  a ( K ) < F  =  R n 
e R n é não singular. Assim K  =  zfxj> isto é, k = k para todo k G K.  Como 
fÇ±2ki ® Xi) =  Z k iX i  =  Y^kiXi G K (S°R ) temos que /  : K  ® S°ü! — >■ K(S°R)  é
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sobrejetora. Mas como K  é essencialmente finitamente gerado e não singular, temos 
do lema anterior que S°K  =  K (S°R ) e portanto /  : K<g>S°R — > S°K  é sobrejetora.
□
Na próxima proposição, apresentamos uma caracterização de módulos 
planos, cuja demonstração pode ser vista em [1], pg.35.
Proposição  5.1.3. Um R-módulo à esquerda A é plano se, e somente se, para 
cada ideal à direita finitamente gerado I  de A a aplicação f  : I  <g>R A  — > A, 
f Ç £ x i  <8> a) =  Y2x ia é um R-monomorfismo.
T eorem a 5.1.2. Se Zr(R) =  0 e todo ideal à direita finitamente gerado de R  é 
essencialmente finitamente relacionado, então S°R é um R-módulo à esquerda plano.
Demonstração: Seja I  um ideal à direita finitamente gerado de R  e considere o 
Z-homomorfismo natural ip : I  ®r S°R  — > S°R, ® xò  =  Co­
mo Zr(R) =  0 e I  < R r temos que I  é um .R-módulo não singular. Também, por 
hipótese, I  é essencialmente finitamente relacionado. Agora usando a Proposição 5.1.2, 
concluímos que Z ( I  ®r S°R) =  0. Pelo Lema 5.1.2 vem que a aplicação /  : I  ®R 
S°R  — > S°I, dada por ajXj) =  Yh^ixi é injetora pois Ker(/) =  Z{IÇ$r S°R) —
0. Desde que /  é não singular, segue que ãi =  Oj e então (p (I<S>r S°R ) =  f(I<S>RS°R). 
Logo Ker(^) =  K er(/) =  0 e <p é injetora. Usando agora a Proposição 5.1.3, temos 
que S°R  é S^-R-módulo à esquerda plano.
□
O próximo teorema junto com o Teorema 5.1.1 mostra que Z t(R) =  0 e 
R r ter dimensão finita, é condição necessária e suficiente para que S°R  seja um anel 
quociente à direita para R, que satisfaz propriedades análogas às do Teorema 2.7.1.
T eorem a 5.1.3. Se Zr(R) = 0 e R r tem dimensão finita então S°R é um R-módulo 
à esquerda plano.
Demonstração: Seja I  um ideal à direita finitamente gerado de R. Pelo Teore­
ma 5.1.2, basta mostrar que I  é essencialmente finitamente relacionado. Considere
I  — XiR +•■■ + xnR. A partir do iZ-homomorfismo <p : R n — > I  dado por 
' >rn) =  x ir +  ••• +  V j  formamos a sequência exata
0 ----- ► Ker(yj) r 8 > R n * — I ----- ► 0. Pela Proposição 5.1.1 (c) vemos que R n
tem dimensão finita e então pelo Lema 5.1.1, Ker(<^) é essencialmente finitamente 
gerado. Como R n é livre e finitamente gerado, segue que /  é essencialmente finita­
mente relacionado.
□
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5.2 M ódulos Uniformes
Desejamos obter condições sobre R  de forma que S°R  seja um anel 
quociente clássico à direita para R, e continuem valendo as propriedades vistas até 
o momento.
Nesta seção, estudaremos o caso em que R  é um domínio. O caso geral 
será abordado na próxima seção.
Note que se R  é domínio então a condição Zr(R) =  0 é satisfeita. 
Veremos que R r ter dimensão finita já  garante que S°R  seja anel quociente clássico 
à direita para R  e além disso, S°R  é um anel de divisão.
Quando R  é domínio, veremos que a condição R r ser de dimensão finita 
pode ser mais precisa, em termos de número de elementos numa família independente 
de ideais não nulos. Para isso introduziremos a definição de módulos uniformes.
Definição 5.2.1. Seja A um R-módulo não nulo. Dizemos A  é uniforme quando 
quaisquer dois submódulos não nulos de A tem intersecção não nula.
Exemplos:
1. Q é Z-módulo uniforme.
2. Todo ideal não nulo de um domínio comutativo R  é um .R-módulo uniforme. 
Observações:
1. Um submódulo não nulo de um módulo uniforme é uniforme e qualquer ex­
tensão essencial de um módulo uniforme é uniforme.
2. Todo módulo uniforme tem dimensão finita.
3. Um módulo A é uniforme se, e somente se, A  ^  0 e cada submódulo não nulo 
de A  é essencial em A.
4. Seja A  um módulo uniforme. É fácil ver que A  só possui famílias independentes 
de submódulos não nulos, com um elemento.
Na próxima proposição relacionamos os domínios de Ore com os módulos
uniformes.
P roposição  5.2.1. Seja R  um domínio. São equivalentes:
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i. R  é domínio de Ore à direita.
ii. R r é módulo uniforme.
Demonstração: (i => ii) Sejam A  e B  submódulos não nulos de R. Assim existem 
a e A e b ^ B , b y ^  0. Como R  é domínio de Ore à direita, temos que aR fl bR ^  0. 
Segue que A  fl B ^  0 e portanto R r é uniforme.
(ii => i) Sejam a e b elementos não nulos de R. Então 0 ^  aR < R  e 0 ^  bR < R. 
Como R  é uniforme temos que aR fl bR ^  0. Logo R é domínio de Ore à direita.
□
Veremos no próximo teorema, que as condições da proposição acima, 
são necessárias e suficientes para que S°R  seja o anel quociente clássico à direita 
para R. Antes disso demonstraremos um lema.
Lem a 5.2.1. Seja A um módulo de dimensão finita.
(a) Os submódulos fechados de A  satisfazem a condição das cadeias ascendentes.
(b) Os submódulos fechados de A satisfazem a condição das cadeias descendentes.
(c) Todo submódulo não nulo de A  contém um módulo uniforme.
Demonstração: (a) Suponha que o conjunto dos submódulo fechados de A  não 
satisfaz a condição das cadeias ascendentes. Então A  possui uma cadeia A x < 
A 2 < . . .  de submódulos fechados tal que para cada n, A n é um submódulo fecha­
do próprio de An+i. Assim An não é submódulo essencial de An+i. Portanto, 
A n+1 tem um submódulo não nulo Cn tal que A n fl Cn =  0. Para todo n temos 
(Ci +  . . .  +  Cn) n  Cn+1 < An+l n  Cn+1 =  0. Desta maneira a família {Cx, C2, . . . }  é 
independente, o que contradiz a hipótese de A  ter dimensão finita.
(b) Suponhamos que (b) não é válido. Então A  possui uma cadeia Ai > A 2 > . . .  
de submódulos fechados. Seja B x um complemento relativo de A x em A. Note que 
B i( lA 2 < B xn A i  =  0. Assim B x pode ser aumentado para um complemento relativo 
B2 de A 2. Continuando o processo, obtemos uma cadeia B x < B 2 < .. ■ tal que cada 
B n é um complemento relativo para A n em A. De acordo com o Lema 2.6.1, cada Bn 
é fechado em A. Usando o item (a) temos que Bn =  B n +  1 para algum n. Usando 
a Proposição 2.6.2 temos que A n+1 © B n+1 < e A  e assim An+X © B n < e A. Mas 
A n+1 © B n < An © B n, e então A n+X <e An. Como A n+X é fechado em A, obtemos 
que A n = An+X, o que é uma contradição.
(c) Seja B  um submódulo não nulo de A. Afirmamos que B  tem um submódulo
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fechado não nulo e minimal. De fato, temos que o conjunto X  = {C < B  /  C ^  0 
e C  fechado em B} é não vazio pois B E X.  Se B  não for minimal para X,  
existe Bi E X  tal que 0 ^  B x < B. Se B x não for minimal para X ,  existe 
B2 E X  tal que 0 ^  B2 < B x. Seguindo o processo obtemos uma cadeia descen­
dente B > Bi > B2 > . . . ,  formada por submódulos não nulos e fechados em B. 
Lembramos que B  tem dimensão finita pela Proposição 5.1.1. Assim pelo item (b) 
a cadeia acima é estacionária. Isso garante que existe K  < B, K  ^  0, K  fechado 
em B  e K  minimal com tais propriedades. Suponha que K  não é uniforme. Então 
existem C, D < K, C ^  0, D ^  0 tais que C fl D = 0. Aumentando D se necessário, 
podemos assumir que D  é um complemento relativo para C em K.  Do Lema 2.6.1, 
segue que, D é fechado em K, o que contradiz a maximalidade de K.  Portanto K  é 
o submódulo uniforme procurado.
□
T eorem a 5.2.1. Seja R  é um domínio integral. São equivalentes:
i. S°R ê um anel de divisão e S°R  =  {ab~l /  a,b E R,b ^  0}.
ii. R  é um domínio de Ore à direita.
Ui. R r tem dimensão jinita.
Demonstração: (ii =» Ui) Pela Proposição 5.2.1 temos que R r ê uniforme, e con­
seqüentemente R r tem dimensão finita.
(Ui => ii) Se R r tem dimenão finita, segue do Lema 5.2.1, que todo submódulo não 
nulo de R r tem um submódulo uniforme. Em particular, R  tem um submódulo I  
que é uniforme. Desde que 1 ^ 0 ,  existe um elemento não nulo 0 ^ E  I. Defina o 
i?-homomorfismo /  : R  — > I  por f ( r )  =  ar. Note que como R ê domínio, a função 
/  é injetora. Então R r ~  f ( R )  < I. Sendo I  um módulo uniforme, concluímos que 
R r é uniforme. Portanto R  é um domínio de Ore à direita.
(i => ii) Sejam x ,y  E R, x ,y  ^  0. Por hipótese temos x -1,y  E S°R  e então 
x~ly E S°R. Assim x~ly =  ab~l , para a,b E R, b ^  0. Portanto yb — xa 7  ^ 0, ou 
seja, x R f )  yR ^  0. Logo R é domínio de Ore à direita.
(ii =>■ i) Pela Proposição 5.2.1 temos que R r é uniforme. Como R  é domínio, sabemos 
que Zr(R) =  0 e então R r < e (S°R)r . Já observamos que as extensões essenciais 
de módulos uniformes são uniformes. Assim S°R  é i?-módulo uniforme e daí, S°R  é 
5°il-módulo uniforme. Seja C < (S°R)(s°r)> C ^  0. Como S°R é 5°i?-módulo uni­
forme, vem que C <e S°R  e pelo Lema 4.1.2 temos que ^  é 5°i?-módulo singular. 
Assim é um 5°i2-módulo singular apenas quando C =  0 ou C =  S°R.
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Afirmação 1. S°R  é S0i?-módulo simples.
Sejam 0 ^  C < S°R  e 0 /  2: G C. Então, x(S°R) < C, e daí, x(S°R) < 
S°R. Considere o 5°i2-epimorfismo /  : S°R  — > x(S°R ) dado por f(a)  =  
xa. Note que S°(S°R) = S°R  e como S° é funtor exato temos que S ° f  : 
S°R  — ► S°(x(S°R)) é um S°R-epimorfismo. Daí Ker°s°f) ^  5'°(z(5°ií)). 
Lembre que S ° f  é a única extensão de /  : Z^?R) — >■ zf f^R))  • Observe 
também que x(S°R) é i2-módulo não singular pois (x(S°R)) < (S°R). Por­
tanto /  : S°R  — > x(S°R ) e conseqüentemente S ° f  = f  =  / .  Assim 
x(S°R ) =  S°(x(S°R)). Logo 0 =  • Como vimos acima,
isso assegura que x(S°R ) =  S°R. Mas x  € C e então x(S°R ) < C < S°R  
implicando em C =  5'°i2. Portanto é um 5°i?-módulo simples.
Afirmação 2. S°R ê anel de divisão.
Tome a E S°R, a ^  0. Assim temos (0) ^  a(S°R) < (S°R)(s°r) e a sim­
plicidade de 5 oR  garante que a(S°R) =  S°R. Assim existe x E S°R  tal que 
ax =  1. Analogamente, já  que 2 ^ 0, obtemos y E S°R  tal que xy  =  1. Porém 
a = a. 1 =  a(xy) =  (ax)y = l.y = y. Assim ax =  1 =  xa.
Afirmação 3. S°R  =  { a íf1 /  a,b E R,b E iT}.
Como Zr(R) =  0, temos que i? é subanel de S°R. Assim, pela afirmação 
anterior, todo elemento não nulo de R  tem inverso em S°R. Portanto obtemos 
a inclusão {a&-1 /  a,b E R,b E i?*} Ç S°R. Tome agora x E S°R. Se x E R, 
escreva x  =  z . l -1. Se x R  então i ^ O .  Como R  <e S°R, existe b E R  tal que 
0 ^  xb E R. Claro que b ^  0 e então existe í r 1 E S°R. Escreva x  =  (xb)b~l 
com xb E R, b E R*. Isso garante que S°R  =  {aò-1 /  a,b E R,b E R*}.
□
Observe que no caso em que R  é um domínio, a primeira condição do 
teorema acima assegura que S°R  é um anel quociente clássico à direita para R. Por 
outro lado, a terceira condição, assegura que valem todas as propriedades listadas 
no Teorema 2.7.1.
5.3 Teoremas de Goldie
Na seção 5.1 vimos que se R  é um anel tal que Zr(R) =  0 e R r tem 
dimensão finita, então S°R é um anel quociente à direita para R  e valem propriedades
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análogas àquelas do Teorema 2.7.1. Na seção 5.2, mostramos que quando R  é um 
domínio tal que R r tem dimensão finita, então valem as propriedades que desejamos e 
S°R é um anel de divisão que é anel quociente clássico à direita para R. Estudaremos 
agora o caso em que R  não é necessariamente um domínio. Desejamos obter condições 
necessárias e suficientes, impostas sobre o anel R, de forma que o anel quociente à 
direita S°R  seja anel quociente clássico à direita e mantenha as propriedades vistas 
na seção 5.1.
Revendo as equivalências do Teorema 5.1.1, podemos estabelecer nosso 
objetivo. A saber, obter condições sobre R  de forma que:
(a) Zr(R) =  0.
(b) S°R  seja anel semi-simples.
(c) S°R = {ab~l /  a e R , b e  R*}.
O próximo lema reduz nosso trabalho à examinar a existência de um 
anel quociente clássico à direita semi-simples para o anel não singular R.
Lem a 5.3.1. Seja Zr(R) =  0. São equivalentes:
i. S°R é semi-simples e S°R — {ab-1 /  a Ç. R,b e  R*}.
ii. R  possui anel quociente clássico à direita semi-simples.
Demonstração: (i) =>■ (ii) Como Zr(R) =  0 temos pelo Teorema 4.2.1 que R  é 
subanel de S°R. Assim a igualdade S°R  =  {áb~l /  a e  R,b e  R*} diz que S°R é 
um anel quociente clássico à direita para R.
(ii) =>■ (i) Seja Q  um anel quociente clássico à direita e semi-simples de R. Então, 
R  Ç Q  como subanel e R r <e Q r . Pelo Teorema 4.3.2 S°R  é i2-módulo injetivo, 
assim segue do Lema 2.6.2 que a inclusão i : R  — > S°R  se estende a um R- 
monomorfismo /  : Q — > S°R. Afirmamos que f  é monomorfismo de anéis. Claro 
que / ( 1) =  1 pois /  estende a inclusão. Dado x  G Q, defina gx : Q — > S°R  por 
gx(y) = f(xy)  -  f ( x ) f ( y )  =  f ( x )y  -  f ( x ) f ( l ) y  = 0. Desde que R r <e Q r , sabemos 
pelo Lema 4.1.2 que § é singular. Também S°R é não singular e gx coincide com 
a função nula em R. Segue da Proposição 4.2.1 que j j  =  0 e  portanto /  é um 
monomorfismo de anéis. Pelo isomorfismo Q — f(Q)  < S°R  concluímos que S°R  
é um Q-módulo. Como R  < Q < S°R  e R  <e S°R  vem da Proposição 2.6.1 que 
Qr  < e (S°R)r o que implica Qq <e (S°R)Q. Como Qq é semi-simples, temos que
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Qq é injetivo pelo Teorema 2.6.2. Mas então Q = S°R  pela Proposição 2.6.3. A 
igualdade S°R = {aò_1 /  a e R,b G R*} segue imediatamente do fato de Q ser anel 
quociente clássico à direita para R.
□
Note que na demonstração acima, verificamos que se um anel não sin­
gular R  tem anel quociente à direita semi-simples então este anel é S°R.
O lema acima dá uma condição necessária e suficiente sobre R  para 
que S°R  seja formado por frações de R  e continuem válidas as propridades dadas 
no Teorema 5.1.1. Assim, nosso objetivo a partir desse momento é obter condições 
sobre R  de forma que R  possua anel quociente clássico à direita semi-simples.
Mostraremos no final da seção, que os teoremas de Goldie nos fornecem 
condições para que exista um anel quociente clássico semi-simples para um anel com 
unidade R. Antes porém, introduziremos alguns conceitos e desenvolveremos alguns 
resultados que nos possibilitarão demonstrar esses teoremas.
Definição 5.3.1. O anulador à direita (à esquerda) de um subconjunto X  de um 
anel R  é o conjunto dos elementos r £ R  tal que xr = 0 (rx =  Oj para todo x  6 X .
Dado x G R, chamaremos de anulador à direita do elemento x  ao 
conjunto r(x) = {r € R  /  xr =  0}. Similarmente, denota-se r(X) = {r E R  /  xr =
0 V i  G 1 }  para o anulador à direita de um subconjunto X  Ç R. Note que o 
anulador à direita de X  Ç R  é um ideal à direita de R.
Definição 5.3.2. Um ideal anulador à direita (à esquerda) de um anel R  é um 
ideal à direita (à esquerda) que é igual ao anulador à direita (à esquerda) de algum 
subconjunto de R.
Definição 5.3.3. Um anel de Goldie à direita é um anel R  tal que R r tem dimensão 
finita e tal que o conjunto dos ideais anuladores à direita satisfaz a condição das 
cadeias ascendentes.
Exemplos:
1. Todo anel noetheriano à direita é um anel de Goldie à direita.
2. Note também que todo domínio R  satisfaz a condição das cadeias ascendentes 
para o conjunto de ideais anuladores à direita, visto que os únicos ideais an­
uladores à direita são 0 e R. Assim, no caso em que R  é domínio, R  é anel
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de Goldie à direita se, e somente se, R r tem dimensão finita. Mas pelo Teore­
ma 5.2.1, isso acontece se, e somente se, R  é domínio de Ore à direita. Portanto, 
no caso de domínio, ser anel de Goldie é equivalente a ser domínio de Ore.
Dado um /2-módulo A, escreveremos L*(A) = {B < A /  Z  (^ ) =  0 }.
Lem a 5.3.2. Seja R  um anel tal que Zr(R) =  0 e R r tem dimensão finita. Então:
(a) L*(R) satisfaz a condição das cadeias ascendentes.
(b) L*(R) satisfaz a condição das cadeias descendentes.
Demonstração: Vamos verificar que com as hipóteses acima, L*(R) é o conjunto dos 
submódulos fechados de R, e daí os itens (a) e (b) seguem do Lema 5.2.1. Sejam 
A < R  tal que Z  =  0 e B  um módulo com A <e B  < R. Então ^  < Z  =  0, 
ou seja, B  =  A. Por outro lado, seja A  um submódulo fechado de R. Como na 
demonstração da Proposição 4.2.4 temos que =  Z  (^ ). Seja x  um elemento 
não nulo de Vr {A). Note que Vr^ - é singular, pois Z  ^ ^  = Z  (Z  (^) )  =
Z  ( f ) =  ^ 4^-  Então existe I  6 C(R) tal que x l  =  0. Desta forma x l  < A. Como 
R  é não singular temos x l  ^  0. Portanto xRC\A ^  0, ou seja, A < e V r (A). Como A 
é submódulo fechado de R  temos V r (A) =  A, ou seja, Z  =  0. Assim A  e  L*(R). 
Portanto L*(R) é igual ao conjunto dos submódulos fechados de R.
□
P roposição  5.3.1. Se R satisfaz a condição das cadeias ascendentes para anu- 
ladores à direita então o ideal Zr(R) é nilpotente.
Demonstração: Seja J  =  ZT(R) e vamos supor que J  não é nilpotente. Mostraremos 
que r ( J k) < r (Jk+1) para cada inteiro positivo k. Como J k+l ^  0, vem que X  = 
{x J  /  J kx 7^  0} é não vazio. Por hipótese, existe x0 € X  tal que r(x0) é maximal 
no conjunto {r(x) /  x € X} .  Dado a € J  — Zr(R), existe I  <e R  tal que ai  =  0. 
Portanto, I  < r(a) < R, ou seja, r(a) <e R. Desta forma, x0R  fl r(a) ^  0, ou seja, 
existe s G R  tal que x0s ^  0 e x0s e  r(o). Assim, x 0s ^  0 e ax0s =  0. Notemos 
que se r e  r(x0) então r 6 r(ax0). Além disso, s € r(ax0) e s £ r(x0), ou seja, 
r(x0) < r(ax0). Pela maximalidade de r(x0), vem que, ax0 ^ X .  Como ax0 6 J  
então J kax0 =  0. Mas como isso é válido para todo a e J, vem que J k+lx 0 = 0, 
ou seja, x 0 6 r(Jk+1). Por outro lado, J kx 0 ^  0, pois x0 E X.  Assim x 0 E r ( J k+1) 
e x 0 ^  r (Jk). Dado r G r(Jk) então r  G r(Jk+1). Logo, r(Jk) < r ( J fc+1) para
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cada k G N. Mas isto contradiz a hipótese que R  satisfaz a condição das cadeias 
ascendentes para anuladores à direita.
□
Definição 5.3.4. Um ideal semi-primo de um anel R  é um ideal bilateral I  tal que 
se a G R e aRa Ç I  então a G I. Um anel semi-primo é um anel o qual (0) é um 
ideal semi-primo.
Definição 5.3.5. Um ideal primo de um anel R  é um ideal bilateral I  tal que se 
a,b G R  e aRb Ç I  então a G I  ou b G I. Um anel é primo quando 0 é um ideal 
primo.
C orolário  5.3.1. Seja R  um anel semi-primo. Então R  é um anel de Goldie se, e 
somente se, Zr(R) =  0 e R r tem dimensão finita.
Demonstração: (=>) Se R  é anel de Goldie à direita, então R r tem dimensão finita 
e R  satisfaz a condição das cadeias ascendentes para ideais anuladores à direita de 
R. Usando a Proposição 5.3.1, temos que Zr(R) é ideal nilpotente de R. Como R  
é anel semi-primo temos que 0 é ideal semi-primo. Assim, R = §  não tem ideais à 
direita nilpotentes não nulos. Portanto, Zr(R) — 0.
(4=) Assumimos que Zr(R) =  0 e R r  tem dimensão finita e vamos mostrar que o 
ideal anulador r(X)  pertence a L*(Rr ). Seja ã G Z  ) ,  sendo X  Ç  R. Então, 
ã = a + r(X),  a G R  e existe I  <e R  tal que ã l  =  0. Mas, ã l  — a i  + r(X).  
Assim, a i  < r(X).  Desta forma, X a l  =  0, ou seja, X a  Ç Zr(R) =  0. Portanto 
a G r(X),  ou seja, õ =  Õ. Logo r(X)  G L*(Rr ). Mas L*(Rr) satisfaz a condição das 
cadeias ascendentes, conforme Lema 5.3.2 e então, toda cadeia ascendente de ideais 
anuladores à direita de R  é estacionária.
□
Dado um módulo A de dimensão finita, pode-se verificar que A  possui 
um submódulo essencial o qual é soma direta finita de submódulos uniformes. Mais 
do que isso, se Ai  © . . .  © An <e A  com cada Aj sendo um módulo uniforme então 
qualquer família independente de submódulos não nulos de A tem no máximo n 
elementos. Assim, dado um módulo A de dimensão finita existe um número natural 
n tal que A tem uma família independente de n  submódulos não nulos e não possui 
família independente com mais de n submódulos não nulos. Este número natural n 
é chamado de dimensão de Goldie e denotamos n  =  dim(A).
Lem a 5.3.3. Seja B  < A tal que B  tem dimensão finita. Então dim(A) = dim(B)  
se, e somente se, B  <e A.
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Demonstração: Seja B x © .. .  © Bn <e B, onde Bi é uniforme para cada i e n  =  
dim(B). Se B  < e A, então B\ © . . .  B n <e A, e assim, dim(A) = n. Por outro lado, 
se B  não é submódulo essencial de A, então A  tem um submódulo não nulo M  tal 
que M  n  B  =  0. Nesse caso, {Bx, . . .  , B n, M}  é uma família independente de n + 1 
submódulos não nulos de A. Portanto, dim(A) > n.
□
O lema a seguir será utilizado na demonstração do próximo teorema 
bem como nas demonstrações dos teoremas de Goldie.
Lem a 5.3.4. Seja Zr(R) =  0, e assuma que R r tem dimensão finita. Para cada 
x G R, são equivalentes:
i. x  é regular em R.
ii. x R ç C ( R ) .
Ui. x é inversível em S°R.
Demonstração: (Ui => i) É óbvio.
(i =>■ ii) Note que se x é regular em R  então r(x) =  0. Para n  =  1,2, . . . ,  seja 
K n — 'Pr (xnR). Como x R  D x2R  D . . . ,  temos que K x > K 2 > . . .  em L*(Rr ). 
Mas L*(Rr ) satisfaz condição das cadeias descendentes conforme Lema 5.3.2. Assim,
'PR(xn°+1 r)existe n0 e  N tal que K n =  Kno Vn > n0■ Note que —xno+iÃ ® singular conforme 
Proposição 4.2.4. Além disso, VR (xn°+1R) é não singular pois R  é não singular. 
Procedendo de maneira análoga a feita na demonstração do Lema 5.3.2, obtemos que 
x n°+1R  < e K no+1 =  K Uo Como xn°+lR  < xn°R < K no, vem que, xn°+lR  <e xn°R. 
Por outro lado, r(x) =  0, e então, r(xn°) =  0. Defina ip : R r — > xn°R, <p(r) =  x n°r. 
E fácil verificar que (p é um i?-isomorfismo. Note que <p(xR) =  xn°+1R. Portanto, 
xR  = cp~1(xn°+1R) <e R.
(ii => Ui) Do Teorema 5.1.1 temos que (xR)S°R =  S°R, pois xR  e  C(R). Assim, 
x(S°R) = S° R e  então, x é inversível à direita em S° R. Considere^ : (s°r)(S°R) — > 
(S°R)x, Tp(q) = qx. É fácil verificar que ^ é u m  5°i?-epimorfismo. A invertibilidade 
à direita de x garante a injetividade de '0. Portanto, (s°r)(S°R) ^  (S°R)x, ou seja, 
dim((S°R)(S°R)) = dim((s°R)((S°R)x)). Do Teorema 5.1.1, temos também que S°R  
é um anel semi-simples. Usando o Teorema 2.6.2, vem que (s°r)(S°R) é noetheriano 
à esquerda. Portanto, (S°R)x é um S°R-módulo à esquerda que tem dimensão finita. 
De acordo com o Lema 5.3.3, (S°R)x <e (s°r)(S°R)• Como (s°r)(S°R) é semi-simples
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e usando o Lema 2.6.3 temos que (S°R)x  =  S°R, ou seja x, é inversível à esquerda 
em S°R.
□
T eorem a 5.3.1. Sejam R um anel de Goldie à direita semi-primo e I  um ideal à 
direita de R. Então I  E C(R) se, e somente se, I  contém um elemento regular de R.
Demonstração: De acordo com o Corolário 5.3.1, Z r(R) =  0 e R r  tem dimensão 
finita, pois R é anel de Goldie à direita semi-primo. Pelo Lema 5.3.4, se x E I  e x é 
regular então xR  E C(R). Assim xR  < I  < R  e xR  <e R, ou seja, I  <e R.
Por outro lado, assuma que I  E C(R). Como na demonstração do Corolário 5.3.1, 
temos que o ideal anulador à direita r(x) pertence a L*(Rr) para qualquer X  c  R. 
Mas L*(Rr) satisfaz a condição das cadeias descendentes pois Zr(R) =  0 e R r tem 
dimensão finita. Então existe x E I  tal que r(x) o elemento minimal do conjunto 
de anuladores à direita de elementos de I. Vamos mostrar que x R  E £(R) ■ Como
I  <e R, isto segue se mostrarmos que x R  <e I. Seja M  < I  tal que M  n x R  = 0. 
Dado m  E M  temos m R  fl xR  =  0, pois M  fl x R  =  0. Se s € r(m + x) então 
(m +  x)s =  0, ou seja, ms  =  —xs. Assim ms = xs  =  0 e consqüentemente s E 
r(m) fl r(x) < r(x). Mas como (m +  x) E I,  segue da minimalidade de r(x), que 
r(m  +  x) =  r(x). Então, r(x) =  r(m) fl r(x) < r(m ), ou seja, m[r(x)] =  0. Como 
isto é válido para todo m  E M, vem que, M[r(x)] =  0. Tome y E [r(x)M]2. Então
n
y =  onde zi}Wi E r(x)M  Vi =  1 .. .n. Portanto, para cada i, =  r^mi e
i=l
Wi = SiUi, ri, Si E r(x) e mi,Ui E M.  Note que zíWí =  (rimi)(sini) =  ri(miSi)rii =  0 
pois Mr(x)  =  0. Assim y = 0, ou seja, [r(x)M]2 =  0. Do fato que R  é um anel semi- 
primo, segue que r{x)M  =  0. Vamos verificar por indução que {M, xM, x2M , . . . }  é 
uma família independente de ideais à direita de R. Obviamente, {M} é independente. 
Assuma que {M, x M , , xnM}  é independente para algum n > 0. Usando o fato 
que r(x) é um ideal à direita de R, temos que [(M © xM  © . . .  © xnM ) fl r(x )]2 < 
r(x )M + r(x)xM  + . . .+r(x)xnM  < r(x)M  — 0. Da semi-primalidade de R, obtemos 
que
(M © xM  © . . .  © xnM)  n r(x) =  0 (1)
Defina então
ip : M  © x M  © . . .  © xnM x M  + . . .  +  xn+lM
É fácil verificar que cp é um R-epimorfismo. Além disso, segue diretamente de (1) a 
injetividade de (p. Assim cp é um isomorfismo. Portanto, {xM ,x2M , . . .  , x n+lM } é 
uma família independente de ideais à direita de R. Mas, M n  ( x M ® . .. © xn+1M) < 
M  fl x R  =  0. Logo, {M, x M , .. .  , x n+1M , . . . }  é independente. Por outro lado, 
R r tem dimensão finita, e então, existe n > 0 tal que xnM  =  0. Se n — 0 então 
M  — 0. Se n > 0, então xn~lM  < r(x) e daí xn~lM 2 < r(x)M  =  0. Continuando, 
obtemos M n+l =  0. Como R  é semi-primo vem que, M  =  0. Concluímos então que 
x R  <e I  < e R, ou seja, x R  € C(R). Pelo Lema 5.3.4, x é regular.
□
Com os resultados desenvolvidos até o momento podemos demonstrar 
os teoremas de Goldie.
Teorema 5.3.2 (Segundo Teorema de Goldie). O anel S°R é um anel quociente 
clássico à direita para R  e é também um anel semi-simples se, e somente se, R  é um 
anel de Goldie à direita semi-primo.
Demonstração: (<£=) Pelo Corolário 5.3.1, temos que R r tem dimensão finita e 
Z r (R ) =  0. Assim R  é subanel de S°R  e R  <e S°R. Dado x e  S°R,  defin­
imos o i2-homomorfismo /  : R  — > S°R , f (r)  = xr. Pela Proposição 2.6.1,
I  =  / - 1(i?) = {r £ R  /  xr € R} <e R  e x l  < R  . Do Teorema 5.3.1 vem que, 
/  possui um elemento regular b. Mais ainda, pelo Lema 5.3.4, existe ò-1 6 S°R. 
Tome a =  xb e  R. Assim S°R  =  {ab~l /  a e  R,b  G R*}. Note que usamos nova­
mente o Lema 5.3.4 para garantir que {aò-1,a  € R,b  € R*}. Portanto S°R é um 
anel quociente clássico à direita para R  e S°R  é semi-simples pelo Teorema 5.1.1. 
(=*>) Como S°R  está definido, temos que Z r(R) =  0. A hipótese de S°R  ser anel 
semi-simples nos garante que R r tem dimensão finita, pelo Teorema 5.1.1.
Afirmação 1. Dados X i , . .. ,xn G S°R, existe um elemento regular c € R  tal que 
X{ € i?c-1, para cada i £ {  1, . . .  ,n}.
Vamos provar por indução. Dado x\ 6 S°R, temos que existem r,c Ç. R  tal que 
Xi =  rc-1, c é elemento regular. Supor que x* =  &ic_1 Para * =  1, • ■ • ,n  — 1, 
onde bi , . . .  , 6n_i, c e R, e c é regular. Como xn 6 S°R, existem t, u G R  tal 
que xn =  tu*1, u é elemento regular. Temos c~l ,u  G S°R, e daí c~1u £ S°R. 
Então existem d, e 6 R  tal que c~1u =  de-1, e é elemento regular. Então, 
ue =  cd. Mas u, e são regulares em R, e então, ue é regular em R. Assim,
1 =  (cd)(ue)~l . Portanto, 6jC-1 =  (bid)(ue)~l , ou seja, Xj =  (bid)(ue)~l para
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i — l , . . .  ,n  — 1. Além disso, x n = tu 1 =  (te)(ue) 1. Desta forma, ue é um 
elemento regular que satisfaz a condição desejada.
Dado qualquer I  G £(R)  nós temos, pelo Teorema 5.1.1 I(S°R)  =  S°R. Assim, 
a\Xi-\-.. .+anxn = 1, com a* G I  e X{ G S10/?. De acordo com a afirmação acima, X{ = 
biC~l , sendo bi,c £ R  Vz =  l , . . . , n , c  um elemento regular. Conseqüentemente, 
c =  aixxc +  a2x2c +  . . .  4- anxnc = axbi +  . . .  + anbn G I. Então, pelo Lema 5.3.4, 
cR < I  e cR G C(R). Assim, cada elemento de £(R)  contém um elemento de C(R) 
que é principal. Desta forma, C(R) tem um subconjunto cofinal de ideais à direita 
principais. Usando novamente o Teorema 5.1.1, concluímos que R r tem dimensão 
finita. Do Corolário 5.3.1, basta mostrar que R  é semi-primo. Vamos supor que R  
não é semi-primo, ou seja, que existe um ideal não nulo I  tal que I 2 =  0. De acordo 
com a Proposição 2.6.2, escolhemos um ideal à direita J  tal que /©  J  < e R. Note que, 
J I  < J  n  I  = 0. Assim, (I  © J ) I  =  0. Como I  © J  G C(R), pelo Lema 5.3.4, existe 
um elemento de £(R)  da forma xR  tal que x R  < I  © J , com x regular. Portanto, 
x R I  = x l  < ( /  © J ) I  =  0. Logo I  = 0 ,o  que é impossível.
□
Note que de acordo com o teorema acima, o anel R  ser um anel de 
Goldie à direita semi-primo, é uma condição necessária e suficiente para que S°R  
tenha todas as propriedades que desejamos. De fato, além de S°R  ser um anel 
quociente clássico à direita para R, temos pelo Corolário 5.3.1 que Zr(R ) =  0 e R r 
tem dimensão finita. Então as demais propriedades, seguem do Teorema 5.1.1, do 
Teorema 5.1.3 e dos resultados do capítulo 4.
Listamos abaixo um resumo das propriedades obtidas, indicando os 
resultados que justificam cada uma delas.
(a) S°R  é um anel quociente clássico à direita para R  - Teorema 5.3.2
(b) S° : Mod-fí — > Mod-iü é um funtor exato - Teorema 4.2.4
(c) Se A  é um i?-módulo à direita (à esquerda) então S°A =  S - Definição 
4.1.3
(d) Z(S°R ) =  0 e Z  (z ^ y )  =  0 P313, t0^° -R-módulo A - Teorema 4.3.2
(e) S°R é anel regular - Teorema 4.3.2
(f) S°R  é anel auto-injetivo - Teorema 4.3.2
91
(g) S°R é anel semi-simples - Teorema 5.1.1 ou Teorema 5.3.2
(h) S°R e (_)<£>rS°R são funtores equivalentes na categoria Mod-i? - Teorema 5.1.1
(i) S°R  é um .R-módulo plano - Teorema 5.1.3
Para finalizar, demonstraremos o primeiro teorema de Goldie, que as­
segura que quando R  é anel de Goldie à direita primo, então S°R  é um anel quociente 
clássico à direita para R  e ainda S°R  é um anel artiniano simples. Ressaltamos que 
os anéis artinianos simples são destacados pelo Teorema de Wedderburn-Artin, como 
sendo anéis de matrizes sobre anéis de divisão. Veja [10] pg.29 ou [7] pg.91.
C orolário  5.3.2 (P rim eiro  Teorem a de G oldie). O anel S°R é um anel quo­
ciente clássico à direita para R  e S°R é também um anel artiniano simples se, e 
somente se, R  é um anel de Goldie à direita primo.
Demonstração: (^=) Se R  é um anel de Goldie à direita primo, então pelo Teorema 
5.3.2 S°R  é um anel quociente clássico à direita para R e S°R  é anel semi-simples. 
Usando o Teorema 2.6.2 temos que S°R  é artiniano. Suponha que S°R  não é simples. 
Então existe um ideal bilateral I  de Q tal que 0 /  /  ^  S°R. Assim, 0 ^  /  < 
(■S°R)(s°r) e 0 /  /  < (Sofí) (S°R), ou seja, 0 #  /  < (S°R)r  e 0 ^  I  <R (S°R). 
Seja J  o complemento relativo de I  em (S°R)(s°R)- Pela Proposição 2.6.2, I  © J  < e 
(.S°R)(s°r)• Se J  =  0 então I  <e (S°R)(s°r), o que contradiz o fato de S°R  ser 
semi-simples. Portanto temos J  ^  0, J  < (S °R )r , I  < (S°R)r  e R r <e (S °R )r .
n
Logo, R n  J  ^  0 e R n  I  ^  0. Seja u 6 (R fl J)(R fl I), ou seja, u —
i=l
üí e  R n  J, bi E R n  I. Note que aj&; 6 I  fl J. Desta forma, afa =  0 Vi =  1, . . .  , n, 
pois I n  J  = 0. Desta forma u = 0. Conseqüentemente, (Rn  J ) ( R n l )  = 0. Como R  
é primo, i2 f lJ  =  0 o u i ? n /  =  0, o que é uma contradição. Portanto, S°R é simples. 
(=>) Do Teorema 5.3.2, vem que R ê no mínimo um anel de Goldie à direita semi- 
primo. Suponha que R  não é primo, ou seja, que existem A, B ideais de R  não nulos 
com AB  =  0. Mas, (S°R)A(S°R) é um ideal não nulo do anel simples S°R. Então, 
(S°R)A(S°R) =  S°R. Conseqüentemente, xiaiyx +  . . .  +  xnanyn = 1, € S°R  
e Oj G A Vi =  1, . . .  , 7i. Além disso, R r <e (S°R)r e (pi : R  — > S°R  dada por 
tp(r) =  yir é um homomorfismo de i?-módulos. Usando a Proposição 2.6.1, vem
n
que, I{ — {r e  R  /  yir £ R} =  ip~l (R) < e R r . Tome I  = P |/ j  < e R. Temos
i=i
então, yil  < yili < R r Vi =  1, . . .  ,n. Do Teorema 5.3.1, temos que existe um
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i
elemento regular c € /  tal que yiC 6 R  Vi =  1, . . .  ,n. Portanto, c € (S°R )A , e 
daí, c£? < (S°R)AB  =  0. Da regularidade de c segue que, B =  0, o que é uma 
contradição. Assim, R é um anel primo.
□
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