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Abstract
The outage probability of maximal-ratio combining (MRC) for a multiple-input multiple-output
(MIMO) wireless communications system under Rician fading is given by the cumulative distribution
function (CDF) for the largest eigenvalue of a complex noncentral Wishart matrix. This CDF has
previously been expressed as a determinant whose elements are integrals of a confluent hypergeometric
function. For the determinant elements, conventional evaluation approaches, e.g., truncation of infinite
series ensuing from the hypergeometric function or numerical integration, can be unreliable and slow
even for moderate antenna numbers and RicianK-factor values. Therefore, herein, we derive by hand and
by computer algebra also differential equations that are then solved from initial conditions computed
by conventional approaches. This is the holonomic gradient method (HGM). Previous HGM-based
evaluations of MIMO relied on differential equations that were not theoretically guaranteed to converge,
and, thus, yielded reliable results only for few antennas or moderate K. Herein, we reveal that gauge
transformations can yield differential equations that are stabile, i.e., guarantee HGM convergence. The
ensuing HGM-based CDF evaluation is demonstrated reliable, accurate, and expeditious in computing
the MRC outage probability even for very large antenna numbers and values of K.
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2I. INTRODUCTION
A. Background and Model
For multiple-input multiple-output (MIMO) wireless communications systems, maximal-ratio
combining (MRC) is often considered for analysis and implementation [1] [2]. In MIMO MRC,
each data symbol is transmitted into and received from the dominant singular mode of the NR×NT
channel matrix H. This relatively low-complexity technique1 maximizes the symbol-detection
signal-to-noise ratio (SNR) and, thus, the diversity gain.
The MRC SNR is proportional to the largest eigenvalue φs of HHH [1, Eq. (27)]. Therefore,
the MRC outage probability, i.e., the probability of failing to achieve an SNR that ensures reliable
symbol detection [1] [2], is given by the cumulative distribution function (CDF) of φs.
For complex circularly-symmetric Gaussian-distributed H with nonzero mean Hd, i.e., for
Rician fading, and zero row correlation, matrix HHH has the complex noncentral Wishart
distribution [1] [3]. Then, the distribution of φs has been characterized several times before,
for various settings, with expressions that are difficult to evaluate reliably, as discussed next.
B. Previous Work and Its Limitations
For the largest eigenvalue of a central Wishart matrix, Hashiguchi et al. [4] computed the
CDF expressed as a confluent hypergeometric function 1F1(·; ·; ·) with matrix third argument [4,
Eq. (4)]. Because here we are interested in the complex-valued noncentral Wishart distribution,
we shall start from Kang and Alouini’s paper [1]. For the case when mean Hd has arbitrary rank
but zero row and column correlation, their [1, Eq. (2)] is a determinantal expression for the CDF
of the largest eigenvalue φs of (K+1)HHH, where K is the Rician factor. The CDF determinant
elements are integrals of the special-case confluent hypergeometric function 0F1(·; ·;λy), where
λ stands for the eigenvalues of (K+1)HHd Hd, and y is the integration variable. However, because
for the eigenvalues λi of (K+1)HHd Hd the typical normalization yields
∑
λi = KNRNT, larger
K, NR, or NT implies the requirement to evaluate 0F1(·; ·;λy) for larger λ.
The obvious approach to compute the elements of the CDF determinant is numerical integration
of native implementations of 0F1(·; ·;λy) in software tools such as Mathematica or Matlab2.
Another approach is truncation of the infinite series ensuing from the well-known formula
1Only knowledge of the dominant right and left singular vectors of H is needed, at the transmitter and receiver, respectively.
2Technical details of such implementations are not publicly available.
3[5, Eq. (13.2.2), p. 322] for 0F1(·; ·;λy). However, as λ becomes larger, these conventional
approaches can lead to numerical inaccuracy (and even divergence) and/or long computation
time, as illustrated in this paper. Note that [1] showed MRC outage probability results only for
small antenna numbers, i.e., max(NR +NT) = 5, and small Rician factor, i.e., K = 0 dB.
For H with arbitrary-rank Hd and uncorrelated columns and rows, Wu et al. have recently
expressed the CDF of the dominant eigenvalue φs of HHH in [2, Eq. (3)]. However, their
expression is an infinite series whose coefficients αk, k = 0, 1, 2, . . ., expressed in [2, Eq. (4)],
are difficult to express beyond k = 2. Further, the series was approximated with only its first
term in [2, Eq. (19)], and MRC outage probability results were shown only for small antenna
numbers, i.e., max(NR +NT) = 6, and small-to-moderate Rician factor, i.e., K ≤ 10 dB.
Furthermore, these MIMO performance evaluation limitations are not MRC-specific. As an-
other example, for MIMO multiplexing with zero-forcing (ZF) detection, which requires knowl-
edge of H only at the receiver, Siriteanu et al. analyzed and evaluated the performance for
Rician fading with rank(Hd) = 1 for a special case in [6] and the general case in [7]. The
moment generating function of the ZF symbol-detection SNR, which for stream i = 1 : NT is
proportional to 1/[(HHH)−1]i,i, was characterized in [6, Eq. (19)] [7, Eq. (52)] with the confluent
hypergeometric function 1F1(·; ·; ·) of third argument proportional with KNRNT [7, Eq. (66)].
The truncation of ensuing infinite series that characterize the ZF performance was shown to
diverge numerically3 for NR = 6, NT = 4, and moderate K values in [6] [7].
Such limitations are to be expected when evaluating any MIMO transceiver technique for
Rician fading because the distribution of matrix HHH, which determines the performance, is
then noncentral Wishart, i.e., characterized by a confluent hypergeometric function with matrix
argument [3, Eq. (3)] that is inherently difficult to manipulate and compute [9].
C. Alternative Computation by the Holonomic Gradient Method (HGM)
As mentioned above, Siriteanu et al. [6] [7] evaluated MIMO ZF performance for Rician
fading with rank(Hd) = 1. First, they derived, by hand in [6] and by computer algebra in
[7], linear ordinary differential equations (LODEs) satisfied by infinite series that describe ZF
performance measures, e.g., SNR probability density function in [6] and outage probability in
[7]. Then, they numerically evaluated these measures by a hybrid approach that solves LODEs
3This is because the infinite series for 1F1(·; ·; ·) diverges numerically for large values of the third argument [8].
4for a desired value of K by starting from initial conditions computed by truncating infinite series
for a value of K that is sufficiently small to ensure numerical convergence for the truncation.
This approach has become known as the holonomic gradient method (HGM) [6] [7]. However,
HGM was applied in [4] to compute the largest-eigenvalue CDF only for a central Wishart matrix
(i.e., for K = 0). On the other hand, the HGM-based evaluations of MIMO ZF for Rician fading
from [6] [7] were found reliable only for small MIMO deployments (e.g., NR = 6, NT = 4) or
for small-to-moderate values of K (< 10 dB).
HGM introductions, applications, and references appear in [6] [7] [10, Ch. 6] [11]. HGM
entails concepts, methods, and terminology from differential equations, abstract algebra, and
Gro¨bner basis (or generator) computation, e.g., holonomic function and system, Pfaffian system,
ring, ideal, etc., which are used herein but are thoroughly introduced in [10, Ch. 1] [12] [13].
Gro¨bner bases applications in signal processing are presented in [14].
D. Contribution: Reliable HGM-Based MIMO MRC Evaluation
Herein, for the evaluation of the CDF of φs, i.e., the MRC outage probability, for uncorrelated
Rician fading with Hd of arbitrary rank, we propose a reliable HGM-based approach that avoids
the limitations of numerical integration and series truncation, as well as limitations of the HGM-
based MIMO ZF evaluations from [6] [7]. Our contributions are as follows:
1) From Kang and Alouini’s integral expression of the CDF determinant elements [1, Eq. (2)],
using the infinite series known for 0F1(·; ·;λy), we derive an infinite series and then deduce
LODEs it satisfies from Gro¨bner bases obtained by computer algebra. Thereafter, we find
that the ensuing HGM is reliable only for small λ, as for ZF in [6] [7]. We reveal the
cause of this limitation to be that the used LODEs are not stabile4.
2) From the integral expression, using the differential equation known for 0F1(·; ·; ·), we
derive a new LODE system and prove it stabile, thus theoretically ensuring HGM ef-
fectiveness. This guarantees reliable HGM-based evaluation of MRC under Rician fading.
3) We reveal that the Step-2 stabile LODEs can also be obtained by a gauge transformation
[15] from the Step-1 LODEs, and that stabile LODEs can be obtained algorithmically by
gauge transformations of other LODEs, in general.
4Concept defined later.
54) We illustrate numerically that, unlike conventional integration and series truncation, HGM
based on the Step-2 stabile LODEs, and further enhanced by gauge transformations, yields
reliable evaluation of the CDF of φs even for very large values of λ, i.e., of the MRC
outage probability for very large NR, NT, and Rician K-factor. HGM is also much faster
than integration and Monte-Carlo simulation.
E. Notation
• Scalars, vectors, and matrices are represented with lowercase italics, lowercase boldface, and
uppercase boldface, respectively, e.g., λ, h, and H; superscripts ·T and ·H stand for transpose
and Hermitian (i.e., complex-conjugate) transpose; IN is the N ×N identity matrix.
• i = 1 : N stands for the enumeration i = 1, 2, . . . , N .
• ∝ stands for ‘proportional to’; ≈ stands for ‘approximately equal’.
• h ∼ CNNR (hd,R) denotes an NR×1 complex-valued circularly-symmetric Gaussian vector
with mean hd and covariance matrix R; an NR ×NT complex-valued circularly-symmetric
Gaussian random matrix with mean Hd, row covariance INR , and column covariance RT, i.e.,
a matrix whose vectorized form is distributed as vec(HH) ∼ CNNRNT
(
vec(HHd ), INR ⊗RT
)
,
is denoted herein as H ∼ CNNR,NT (Hd, INR ⊗RT), based on the definition from [7,
Sec. I.F]; subscripts ·d and ·r identify, respectively, deterministic and random components;
subscript ·n indicates a normalized variable; E{·} denotes statistical average;
• ∂
N
∂xNi
f(x1, . . . , xn) stands for the N th partial derivative with respect to variable xi of function
f ; θx = x ∂∂x is the theta differential operator w.r.t. x; l(x1, . . . , xn) • f represents the
application of differential operator l to function f .
• 0F1(·; ·; ·) is the confluent hypergeometric function [5, Ch. 13]; (n)i is the Pochhammer
symbol, i.e., (n)0 = 1 and (n)i = n(n+ 1) . . . (n+ i− 1) = (n+ i− 1)!/(n− 1)!, ∀i ≥ 1,
and i! = i · (i− 1) · · · 2 · 1.
F. Paper Organization
Section II introduces the MIMO signal and channel model as well as the MRC method and its
SNR. Section III gives the determinantal expression derived by Kang and Alouini in [1] for the
CDF of φs, i.e., the MRC outage probability. For the determinant elements, which are integrals
of 0F1(·; ·; ·), we derive an infinite series. Section IV derives LODEs satisfied by this infinite
series, by hand and by computer algebra, and then implements HGM. Section V derives by hand
6alternative LODEs from the integral expression of the determinant elements, and proves them
stabile. For an enhanced HGM based on these LODEs and gauge transformations, Section VI
shows results for various antenna numbers, sets of eigenvalues of Hd, and values of K.
II. MIMO MODEL, MRC SNR, OUTAGE PROBABILITY
We consider a point-to-point MIMO wireless communications link. The transmitter is equipped
with an NT-element antenna array that transmits the vector bEbNTwT, where b is the complex-
valued transmitted symbol taken from a constellation with unit average energy, Eb
NT
is the energy
consumed per transmitting antenna, i.e., Eb is the energy consumed per transmitted symbol, and
wT is the unit-norm transmit combiner (beamformer).
Herein, we assume that the transmitted signal vector encounters a fading radio channel char-
acterized by the matrix H distributed as H ∼ CNNR,NT (Hd, INR ⊗RT,K), with transmit-side
correlation matrix given by RT,K = 1K+1INT . Thus, we assume Rician fading that is uncorrelated
both at the transmitter and the receiver. With its deterministic and random components denoted
as Hd and Hr, respectively, we can write the channel matrix as
H = Hd +Hr =
√
K
K + 1
Hd,n +
√
1
K + 1
Hr,n, (1)
where Hd,n and Hr,n are normalized as usual, i.e.,
‖Hd,n‖2 = E{‖Hr,n‖2} = NRNT, which implies E{‖H‖2} = NRNT. (2)
Above, K is the Rician factor, i.e.,
K =
‖Hd‖2
E{‖Hr‖2} =
K
K+1
‖Hd,n‖2
1
K+1
E{‖Hr,n‖2} . (3)
Finally, the receiver front-end adds the complex additive noise vector n ∼ CNNR(0, N0 INR).
Thus, the NR-dimensional received signal vector is
r =
√
Eb
NT
HwTb+ n. (4)
We define the per-symbol transmit SNR as
Γb =
Eb
N0
1
NT
. (5)
Remark 1. For the MIMO signal model in (4), MRC maximizes the symbol-detection SNR by
beamforming with the dominant right and left singular vectors of H at the transmitter and
7receiver, respectively. Consequently, the MRC SNR is given by Γb multiplied with the maximum
eigenvalue of matrix HHH — see [1, Sec. III.B] for the simple proof.
In general, the outage probability is defined as the probability that the symbol-detection error
probability — instantaneous, i.e., given H — exceeds a certain threshold, i.e., Pe ≥ Pe,th. The
threshold SNR that yields the threshold error probability is denoted herein with Γth. For instance,
for QPSK modulation, a symbol error probability level of 10−2 can be achieved for Γth ≈ 8.2 dB.
Thus, the outage probability of a detection method can also be defined as the probability that its
symbol-detection SNR does not exceed the threshold value Γth. Clearly, the outage probability
depends on the distribution of symbol-detection SNR, which is determined by the distribution
of the MIMO channel matrix H.
In the next section, we shall characterize the MRC outage probability based on Kang and
Alouini’s work from [1]. They considered the matrix S = R−1T,KH
HH, with eigenvalues5 φ1 <
φ2 < · · · < φs, and the corresponding matrix Sd = R−1T,KHHd Hd with eigenvalues λ1 < λ2 <
· · · < λs, where s = min(NT, NR) and t = max(NT, NR). They characterized the CDF of the
dominant eigenvalue φs of S based on the eigenvalues of Sd. Nevertheless, they later assumed
zero transmit-side correlation in order to express the MRC SNR and its outage probability.
Remark 2. The MRC SNR characterized in Remark 1, is given for RT,K = 1K+1INT by the
dominant eigenvalue φs of S = R−1T,KH
HH = (K + 1)HHH as follows
ρMRC =
Γb
K + 1
φs, (6)
and the MRC outage probability is
Pr (ρMRC ≤ Γth) = Pr
(
φs ≤ (K + 1)Γth
Γb
)
. (7)
Expression (7) confirms that a larger per-symbol transmit SNR Γb (i.e., a larger transmitted
energy) yields a lower outage probability whereas a larger threshold SNR Γth (i.e., a higher
quality of service) yields a higher outage probability. It also confirms that the MRC outage
probability depends on the distribution of φs, which is characterized next, based on [1].
5All these eigenvalues are real-valued and positive because, with probability 1, matrix S is Hermitian and has rank s.
8III. CDF OF LARGEST EIGENVALUE OF COMPLEX NONCENTRAL WISHART MATRIX
We begin with results from [1] that apply for the distribution H ∼ CNNR,NT (Hd, INR ⊗RT,K).
Then, for analysis tractability, we specialize to the case with H ∼ CNNR,NT
(
Hd, INR ⊗ 1K+1INT
)
.
Definition 1. If H ∼ CNNR,NT (Hd, INR ⊗RT,K), then the NT×NT matrix HHH has a complex
noncentral Wishart distribution with the following parameters: dimension NT, degrees of freedom
NR, and noncentrality matrix R−1T,KH
H
d Hd [1] [3] [7].
Now we state the result proved by Kang and Alouini in [1].
Theorem 1. If H ∼ CNNR,NT (Hd, INR ⊗RT,K) and the NT×NT matrix Sd = R−1T,KHHd Hd has s
nonzero distinct eigenvalues 0 < λ1 < λ2 < · · · < λs, then the CDF of the largest eigenvalue φs
of S = R−1T,KH
HH evaluated at certain threshold value x is given by the determinantal expression
Pr (φs ≤ x) = e
−(λ1+···+λs)[∏
1≤i<j≤s(λi − λj)
]
[(t− s)!]s
detΦ(x), (8)
where Φ(x) is an s× s matrix whose (i, j)th element is given by
[Φ(x)]i,j =
∫ x
0
yt−ie−y0F1(; t− s+ 1;λjy)dy. (9)
Recall from Remark 1 that the MRC SNR is given by the dominant eigenvalue of HHH,
regardless of the column-correlation matrix RT,K . However, because the dependence between
the eigenvalues of HHH and S = R−1T,KH
HH is not straightforward for RT,K 6∝ INT , herein, we
employ Theorem 1 for MRC analysis only for6 RT,K = 1K+1INT . Then, Theorem 1 characterizes
the CDF of the dominant eigenvalue φs which enters the MRC SNR as in (6), and determines
the MRC outage probability as in (7).
Remark 3. Our model and assumptions yield tr (Sd) = ‖(K + 1)Hd‖2 = KNRNT, i.e., the
eigenvalues λi, i = 1 : s, of Sd satisfy
∑s
i=1 λi = KNRNT. Consequently, even a relatively
small MIMO deployment with (NT, NR) = (4, 5), in moderate Rician fading with K = 7 dB (i.e.,
K = 5) yields
∑4
i=1 λi = 100. Much larger values for λi’s ensue with increasing NT, NR, and
K. For instance, a truly massive MIMO system with (NT, NR) = (1000, 1000) in strong Rician
fading with K = 20 dB, yields
∑1000
i=1 λi = 10
8.
6As in [1], where Kang and Alouini first derived the CDF for the dominant eigenvalue of S = R−1T,KH
HH in [1, Eq. (2)],
and then assumed zero correlation between the columns of H in order to express the MRC outage probability in [1, Eq. (29)].
9Objective. Given the eigenvalues λi, i = 1 : s, and a threshold value x, we seek the ability to
compute the value of the CDF Pr (φs ≤ x) by first evaluating the function in (9) and then the
determinant in (8). Finally, scaling as in (7) yields the MRC outage probability.
Defining k = t− i and n = t− s+ 1, the determinant entry from (9) can be rewritten as
Hkn(x, λ) =
∫ x
0
yke−y0F1(;n;λy)dy. (10)
One may then attempt to compute Hkn(x, λ) by numerical integration, e.g., in Mathematica.
However, we show later that this approach is not time-efficient for realistically-large values of
λ. Therefore, next, we derive an alternative Hkn(x, λ) expression and discuss its computation.
By employing for the confluent hypergeometric function 0F1(;n;λjy) its well-known infinite
series
∑∞
i=0
1
(n)i
(λjy)
i
i!
[5, Eq. (13.2.2), p. 322] and then changing integration and summation
order in (10) we have obtained the following infinite series
Hkn(x, λ) =
xk+1
k + 1
∞∑
p=0
∞∑
q=0
(−1)q(k + 1)p+q
(n)p(1)p(1)q(k + 2)p+q
xp+qλp, (11)
which can be proven to converge ∀(x, λ). One may attempt to compute Hkn(x, λ) with truncation
Hkn(x, λ) ≈ Hkn,N(x, λ) =
xk+1
k + 1
N∑
p=0
N∑
q=0
(−1)q(k + 1)p+q
(n)p(1)p(1)q(k + 2)p+q
xp+qλp, (12)
with N determined as follows: given the pair (x, λ) and a positive scalar ε, we select N as the
smallest integer that yields numerical convergence, i.e., satisfies |Hkn,N+1(x, λ)−Hkn,N(x, λ)| <
ε |Hkn,N(x, λ)|.
Thus, we have attempted to compute Hkn(x, λ) by implementing the series truncation (12) in
C with double-precision arithmetic7, and compared for correctness and execution time against
computations in Risa/Asir with rational arithmetic [16]. Thus, we have found that the double-
arithmetic C implementation of series truncation (12), with ε = 10−10, can compute accurately
H23 (x, λ) for x = λ taking increasing values in the interval [1.2, 10]; numerical convergence
within ε = 10−10 is then achieved for N values that increase in the interval [14, 48], but the
computation takes negligible time (i.e., less than a microsecond).
However, for larger values of x and λ (which may arise in practice, cf. Remark 3), the
double-arithmetic C implementation of series truncation (12) can experience computational
difficulties. For example, we have found that the computation of H23 (30, 30) begins to break
7The series truncation computations presented here have been executed on the machine described in Section VI on page 17.
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down for N = 85 because denominators in the terms of series (12) reach the upper limit of
double-precision representation. Consequently, for N > 85, these denominators are treated as
‘infinite’ and subsequent series terms remain constant, which precludes numerical convergence.
The double-arithmetic C computation of series truncation (12) with N = 85 takes about 45
microseconds (but does not achieve numerical convergence). On the other hand, the rational-
arithmetic Risa/Asir implementation of series truncation (12) successfully achieves numerical
convergence within ε = 10−10 for N = 120, but takes 556 milliseconds.
These limitations of integration and truncation have motivated us to seek more reliable and
efficient alternative approaches. Thus, we propose below new Hkn(x, λ) evaluation approaches
based on differential equations and HGM. First, in Section IV, we derive a 4-dimensional system
of LODEs for Hkn(x, λ) from the infinite series in (11) based on Gro¨bner basis computation, but
find the ensuing HGM ineffective. Then, in Section V, we use the integral relationship (10) to de-
rive a 3-dimensional system of LODEs for Hkn(x, λ) and propose a series of HGM enhancements
that lead to accurate CDF evaluation.
IV. HGM FOR Hkn(x, λ) USING DIFFERENTIAL EQUATIONS FOR INFINITE SERIES (11)
A. Holonomic Functions and the Holonomic Gradient Method (HGM)
HGM is a relatively new approach to numerically evaluate infinite series, such as our series
for Hkn(x, λ) from (11). It relies on the notion of holonomic function and on the computation
of Gro¨bner bases.
Definition 2. A complex-valued function f(x), where x = (x1, . . . , xn) ∈ Cn, is holonomic if
and only if, ∀i = 1 : n, there exists a LODE of some order Ni w.r.t. xi, as follows{
pi,Ni(x)
∂Ni
∂xNii
+ · · ·+ pi,1(x) ∂
∂xi
+ pi,0(x)
}
• f(x) = 0, (13)
where pi,Ni(x), . . . , pi,0(x) are polynomials. The set of LODEs w.r.t. all variables is called the
holonomic system satisfied by f(x).
Definition 3. A Pfaffian system is a set of LODEs of the form
∂
∂xi
f(x) = Pi(x)f(x), i = 1, . . . , n, (14)
where f is a function vector, and matrices Pi satisfy the compatibility (integrability) condition
∂
∂xj
Pi =
∂
∂xi
Pj , ∀i, j = 1 : n. [10, p. 296].
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Pfaffian LODE systems such as (14) are desirable because they can be solved numerically,
e.g., by Runge–Kutta method, given the initial condition value f(x0) for some x0.
Definition 4. HGM for the computation of a function f(x) entails the following steps [10, Ch. 6]:
1) Derive a holonomic system for f(x), e.g., by hand or by computer algebra.
2) Recast the holonomic system as a Pfaffian system.
3) Determine an initial condition f(x0) for some x0, e.g., by series truncation.
4) Numerically evaluate f(x) at desired point x, e.g., by the Runge–Kutta method.
B. Differential Equations and Pfaffian System from Infinite Series (11) for Hkn(x, λ)
Theorem 2. Function Hkn(x, λ) represented by the infinite series in (11) is holonomic because
it satisfies the following LODEs w.r.t. x and λ, respectively,{
[(θx + x− k − 1)(θx + x− k + n− 2)− xλ] θx
} •Hkn(x, λ) = 0, (15){
θ4λ + (λ+ 2n− 4)θ3λ +
[
n2 − 5n+ 5− (x+ k + n)λ] θ2λ + [xλ2 − (n− 1)xλ
−(k + 1)(n− 1)λ− (n− 2)(n− 1)] θλ + (kλ+ 1)xλ
} •Hkn(x, λ) = 0, (16)
where θx = x ∂∂x and θλ = λ
∂
∂λ
. These LODEs can be recast as the Pfaffian system
∂
∂x
f(x, λ) = P(x, λ) f(x, λ), (17)
∂
∂λ
f(x, λ) = Q(x, λ) f(x, λ), (18)
where f is the 4-dimensional vector
f(x, λ) = (1 θλ θ
2
λ θ
3
λ)
T • u(x, λ), (19)
with u(x, λ) being a generic function8, and
P(x, λ) =
1
xλ

a1 a2 −1 0
0 a3 a2 + 1 −1
a5 a6 a7 n− 1
a8 a9 a10 a11

, Q(x, λ) =
1
λ

0 1 0 0
0 0 1 0
0 0 0 1
−b0 −b1 −b2 −b3

, (20)
where ai and bj are polynomials in x and λ shown in Table I.
8u(x, λ) stands for all four linearly independent solutions of the 4-dimensional system of LODEs in (17).
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TABLE I: Elements of matrices P(x, λ) and Q(x, λ) from (20)
Expression
a1 (k + 1)λ
a2 λ− n+ 1
a3 (k + 1)λ+ n− 1
a5 (k + 1)xλ
2
a6 xλ
2 − (n− 1) [xλ+ (k + 1)λ+ n− 1]
a7 −(x+ n− 1)λ+ (n− 1)(n− 2)
a8 −(n− 2)(k + 1)xλ2
a9 (k − n+ 3)xλ2 + (n− 1)2 [xλ+ (k + 1)λ+ n− 1]
a10 xλ
2 + (n− 1)2(λ− n+ 2)
a11 −xλ− (n− 1)2
b3 λ+ 2n− 4
b2 n
2 − 5n+ 5− (x+ k + n)λ
b1 xλ
2 − (n− 1)xλ− (k + 1)(n− 1)λ− (n− 2)(n− 1)
b0 (kλ+ 1)xλ
Proof: Shown in Appendix I; it entails 1) by-hand deduction of two partial differential
equations, and 2) LODEs deduction by computer-algebra-based computations of Gro¨bner bases.
C. Performance of HGM w.r.t. λ Based on LODE System (18)
Recall from Remark 3 that large values for NT, NR, and K can yield large magnitudes for the
eigenvalues λi, i = 1 : s, of Sd. Thus, we have attempted to evaluate the function Hkn(x, λ) over
a range of values for λ with HGM w.r.t. λ, based on system (18). The numerical procedures and
settings are summarized on the second line in Table II and relevant footnotes on page 17.
Our HGM w.r.t. λ based on system (18) for f(x, λ) comprises the following steps:
• Compute f(x, λ) at some initial value λ0 (i.e., the initial condition), by truncation (12).
• Solve the LODE system in (18), and thus advance f(x, λ) from initial value λ0 to the value
of interest λ, by the Runge–Kutta method.
We have attempted to compute H23 (1, λ) by the above HGM procedure from the initial condi-
tion H23 (1, λ0 = 10
−5) obtained by series truncation, and compared with results obtained (upon
numerical convergence) from the double-arithmetic C implementation of series truncation (12).
We have found that they agree closely when λ is near the initial value λ0, but they begin to
disagree as λ becomes larger, e.g., λ > 10. We conclude that the application of HGM based on
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the 4-dimensional LODE system from (18) is reliable only locally, i.e., within a narrow range
around small λ0. The reason is explained further below.
V. HGM FOR Hkn(x, λ) USING STABILE LODES
We have seen above that HGM based on (18) is reliable only locally. This phenomenon can
be understood based on the notion, defined below, of a LODE (system) that is stabile9 for its
solution. In this section, we first directly derive a new LODE system stabile for Hkn(x, λ) from
integration (10), and then propose gauge transformations as a general means to obtain from a
given LODE system that is not stabile a lower-dimensional LODE system that is stabile.
A. LODE Stabile for Its Solution
Definition 5. Consider a holonomic function10 f(x) that satisfies a LODE of order m, and
denote with f1(x), . . . , fm(x) its linearly independent solutions. Then, let fi(x) be the dominant
solution for x → ∞, i.e., |fi(x)| ≥ |fj(x)|, ∀j. We refer to the LODE as stabile for f(x)
if limx→∞
|fi(x)|
|f(x)| < ∞. (Note that a LODE is stabile or not regardless of the selected set of
linearly independent solutions.) The notion of stabile LODE is defined analogously in the case
of a vector-valued function, by replacing | · | with a vector norm || · ||.
For example, the solution space of LODE [d2/dx2 − 3d/dx + 2] • u = 0 is spanned by
f1(x) = e
2x, which is the dominant solution, and by f2(x) = ex. Consider the general LODE
solution f(x) = C1e2x +C2ex. Then, if C1 6= 0 the LODE is stabile for f ; otherwise, the LODE
is not stabile for f .
Remark 4. Typically, the initial condition f(x0) employed in evaluating function f(x) by HGM
is affected by some error (e.g., due to series truncation). Then, HGM using a stabile LODE
can theoretically11 still yield the function f(x) accurately as x increases, whereas HGM using
a LODE that is not stabile may yield a solution of much larger magnitude than f(x). Thus, the
latter can be effective in evaluating f(x) only locally, for x around some small x0.
9Which is different in meaning and spelling than the conventional notion of (Lyapunov) stable ODE.
10Here, the generic variable symbol x stands for either of the variables of Hkn(x, λ).
11I.e., for computation on a machine with unlimited computational power and arithmetic precision.
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Theorem 3. The LODE (16) and ensuing 4-dimensional LODE system (18) are not stabile for
Hkn(x, λ) when λ→∞. On the other hand, LODE (15) is stabile whereas ensuing 4-dimensional
LODE system (17) is not stabile when x→∞.
Proof: See Appendix II-A.
Remark 5. The fact that LODE (16) and system (18) are not stabile explains the ineffectiveness
of the HGM w.r.t. λ from Section IV.
B. Direct Derivation From Integration (10) of New LODE System Stabile for Hkn(x, λ)
By differentiating (10) w.r.t. x, we obtain the following inhomogeneous equation for Hkn(x, λ):
∂
∂x
Hkn(x, λ) = x
ke−x0F1(;n;xλ). (21)
Now, for any integer n > 0, there exists constant cn 6= 0 such that [17]
lim
z→∞
|0F1(;n; z)− cn e2
√
z(
√
z)−n+1/2|
e2
√
z(
√
z)−n+1/2
→ 0. (22)
Thus, for large λ, 0F1(;n;xλ) increases with λ as rapidly as e2
√
xλ(
√
xλ)−n+1/2. We can avoid
the exponential growth by working instead with the function (in which we assume λ to be a
given constant)
v(x) = e−2
√
xλ
0F1(;n;xλ) = e
xe−2
√
xλx−k−1θx •Hkn(x, λ), (23)
where the second equality follows from θx = x ∂∂x and (21).
Remark 6. Using the notation ϕ =
√
x and ψ =
√
λ, with ψ constant, functions 0F1(;n;xλ),
Hkn(x, λ), and v(x) become 0F1(;n;ϕ
2ψ2), Hkn(ϕ
2, ψ2), and v(ϕ) = e−2ϕψ0F1(;n;ϕ2ψ2), re-
spectively. Because θϕ = ϕ ∂∂ϕ =
1
2
θx for x = ϕ2, from (23) we can write θϕ • v(ϕ) =
1
2
θx
(
exe−2
√
xλx−k−1
)
θx •Hkn(x, λ).
The following theorem gives the LODE system w.r.t. ϕ satisfied by Hkn(ϕ
2, ψ2) and v(ϕ).
Theorem 4. The vector valued function g(ϕ) = (Hkn(ϕ2, ψ2) v(ϕ) θϕ • v(ϕ))T satisfies the
following 3-dimensional LODE system:
∂
∂ϕ
g(ϕ) =
1
ϕ

0 2e−ϕ
2+2ϕψϕ2(k+1) 0
0 0 1
0 −2(2n− 1)ϕψ − [4ϕψ + 2(n− 1)]
g(ϕ). (24)
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Proof: See Appendix II-B; it uses 0F1(;n; z) differential equation [5, Eq. (15.10.1)].
Theorem 5. The 3-dimensional LODE system (24) is stabile for (Hkn(ϕ2, ψ2) v(ϕ) θϕ • v(ϕ))T
when ϕ→∞, ∀ψ.
Proof: Sketched in Appendix II-C.
Next, we reveal that the stabile 3-dimensional LODE system (24) can be deduced systemati-
cally from the 4-dimensional LODE system (17), which is not stabile, and that this is possible
in general. Finally, Section VI demonstrates with numerical results that the HGM w.r.t. ϕ based
on (24) yields reliable Hkn(x, λ) computation even for very large values of λ.
C. Gauge Transformation-Based Deduction of Stabile LODEs
Above, we derived the stabile LODE (24) from the inhomogeneous differential equation for
Hkn in (21) after accounting for the asymptotic behavior of 0F1(; ·; ·). Nevertheless, as we state
below, in general, a stabile LODE can be found by applying a suitable gauge transformation to
an available LODE. Gauge transformations are widely used in mathematical physics [15]. Our
definition for them here is analogous but simpler.
Definition 6. Consider the LODE
f ′(x) =
d
dx
f(x) = P(x)f(x), (25)
where P(x) is a matrix-valued function and f(x) is a vector-valued function. Let G(x) be an
invertible matrix and h(x) be the vector that satisfies f = Gh, so that f ′ = G′h + Gh′ and,
hence,
h′ =
(
G−1PG−G−1G′)h. (26)
Then, G is called the gauge transformation that yields LODE (26) from LODE (25).
The proofs of the following two theorems are not included due to manuscript length limitation.
Theorem 6. A gauge transformation yields the stabile 3-dimensional LODE system (24) from
the 4-dimensional LODE system (17), which is not stabile, by block upper triangulation.
Theorem 7. From a given LODE system that is not stabile for a target function, a lower-
dimensional stabile LODE system can be derived algorithmically by gauge transformations.
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Remark 7. Gauge transformations can help convert LODEs obtained by hand and computer
algebra into stabile LODEs that then guarantee the numerical convergence of HGM-based
performance measure evaluation, also for other MIMO transceiver methods and fading models.
D. Further Enhancements to the Proposed HGM
Recall from Remark 4 that if a LODE system is stabile for a function then it can be computed
by HGM for arbitrary values of its variables, theoretically. Practically, we have found that HGM
w.r.t. x based on the stabile LODE system (24) leads for large λ to exceeding the largest
number representable in double arithmetic in C12. Nevertheless, we shall demonstrate that we
can overcome this limitation by enhancing HGM with the following modifications:
1) Maintain values within bounds of the double representation by applying to the vector g
from Theorem 4 the following additional gauge transformations:
G2 =

exp(−ϕ2 + 2ϕψ) 0 0
0 1 0
0 0 1
 , forϕ < ψ, (27)
G3 =

exp(ψ2) 0 0
0 1 0
0 0 1
 , forϕ ≥ ψ. (28)
On the one hand, in matrix G2, the exponent −ϕ2 + 2ϕψ takes its maximum value ψ2
when ϕ = ψ and becomes 0 when ϕ = 0 or ϕ = 2ψ. On the other hand, matrix G3 is
constant because ψ is considered constant. While these transformations have been selected
heuristically, they have been found reliable. For example, x = ϕ2 = 108 and λ = ψ2 = 108
yield H01 (ϕ
2, ψ2)/ exp(−ϕ2 + 2ϕψ) ≈ 0.5, i.e., within the double representation range.
2) Use numerical integration of (10) to obtain initial conditions, as series truncation no longer
converges in a reasonable time for large λ.
3) Use big float13 in computing the determinant of the matrix with elements Hkn(x, λ).
Relevant experiments have been implemented in Risa/Asir.
12The largest double is 1.797693×10308, whereas numerical integration in Mathematica yields H01 (108, 108) ≈ 1043429447.
13I.e., arbitrary precision. Note that, as required precision increases, computation time can also increase.
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TABLE II: Numerical Procedures and Settings
Value of λ Section HGM Initial Condition HGM LODEs Comparison
Very small IV-C Truncation14 (12), λ0 = 10−5 Eq. (18), w.r.t. λ, 15 Truncation14 (12)
Small, moderate VI-A Truncation14 (12), λ0 = 10−5 Eq. (24), w.r.t. x15 Integration16 , Eq. (9)
Very large VI-B Integration17, Eq. (9) Eq. (24), w.r.t. x18 Simulation19 for x = 2× 108
Large, very large VI-C Integration17, Eq. (9) Eq. (24), w.r.t. x18 Simulation20, Fig. 3 only.
4) Estimate the numerical errors arising in the evaluation of the determinant by adding random
errors of the same size as the numerical error of Hkn(x, λ) to each element of Φ(x).
Numerical results from HGM enhanced as above are shown in Sections VI-B and VI-C.
VI. NUMERICAL RESULTS
Below, we describe our results from evaluating the CDF of the dominant eigenvalue φs of (K+
1)HHH for several antenna number pairs (NT, NR) and Sd eigenvalue sets λ = {λ1, λ2, · · · , λs}.
Recall that this CDF yields the MRC outage probability, after accounting for the scaling in (7).
We shall find that, unlike conventional methods, our HGM is consistently reliable and efficient
for CDF computation, even in extreme conditions, i.e., very large λi’s (or NR, NT, and K).
We employed a computer with the Debian “wheezy” operating system, a Xeon E5-4650
processor at 2.7 GHz, and 256 GB of memory. Table II summarizes the numerical procedures
and settings employed for CDF computation, whereas footnotes therein describe the software
packages used for the implementation of these procedures as well as further settings.
14In C, with double precision representation.
15In C, with Runge–Kutta method of step size h = 10−4.
16In Mathematica, to 16 significant digits (by default).
17In Mathematica, to 20 significant digits.
18 HGM enhanced as described in Section V-D, in C, with adaptive Runge–Kutta method, with absolute error 10−5 and
relative error 10−20. The significand and exponent of big float are set to 7 digits and 32 bits, respectively. Values of Hkn(x, λ)
stored every time x increased by 104 in the interval [1× 106, 2.6× 108].
19In the statistical computing system R along with the package cmvnorm comprising various utilities for the complex
multivariate Gaussian distribution [18], Monte-Carlo simulation of 106 random 5× 7 matrix samples.
20In Matlab.
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Fig. 1: CDF of dominant eigenvalue, Pr (φ5 ≤ x), from HGM, for NT = 5, NR = 5 : 9, and the
set of eigenvalues λ = {0.1, 0.2, 0.3, 0.4, 0.5} for Sd = (K + 1)HHd Hd.
A. Numerical Results for Small-to-Moderate NT, NR, and λi, from HGM w.r.t. x and Integration
1) Numerical Evaluation Procedure: Here, we used unenhanced HGM w.r.t. x based on
the LODE system (24) to evaluate Hkn(x, λ). For HGM, we computed the initial condition
g(ϕ0, ψ) using the series truncation (12) for a value of ϕ0 sufficiently small to ensure numerical
convergence, and then we computed g(ϕ, ψ) based on (24) using the Runge–Kutta method.
We compared with Mathematica numerical integration as in (9), because series truncation (12)
does not always converge numerically. Table II, third line, details these procedures and settings.
Finally, substituting Hkn(x, λ) in CDF expression (8), yielded Pr (φs ≤ x) for NT = 5, NR = 5 : 9,
and for two sets of eigenvalues λ = {λ1, · · · , λs} for Sd, as described below.
2) Results for NT = 5, NR = 5 : 9, and Small λi: Here, we compare the accuracy and
computation time of HGM and numerical integration. We let (NT, NR) = (5, 5 : 9), to validate
the HGM for small antenna numbers and to observe the effect of NR, and let the set of eigenvalues
for Sd be λ = {0.1, 0.2, 0.3, 0.4, 0.5}, i.e., small.
Fig. 1 shows the CDF of the dominant eigenvalue, i.e., Pr (φ5 ≤ x), computed with HGM
for the mentioned (NT, NR) pairs, confirming that the CDF grows from 0 to 1. It also reveals
that, given x, a larger NR yields lower Pr (φ5 ≤ x), i.e., lower outage probability for MRC,
confirming that employing more antennas yields better performance.
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TABLE III: Computation time, in seconds, for Section VI-A2
(NT, NR) Integration HGM
(5,5) 3.28 0.244
(5,6) 3.59 0.256
(5,7) 3.713 0.260
(5,8) 3.834 0.244
(5,9) 3.87 0.256
TABLE IV: Pr (φ10 ≤ x) for (NT, NR) = (10, 10), λ1 = {1, 2, . . . , 10}, for Section VI-A3
log10 x Integration HGM
1 9.52818e-45 3.77131e-30
1.1 3.6096e-30 5.64982e-23
1.2 1.58216e-16 1.56884e-16
1.3 5.18699e-11 5.21756e-11
1.4 1.36179e-06 1.36963e-06
1.5 0.00203227 0.0020352
1.6 0.148478 0.14857
1.7 0.781498 0.781594
1.8 0.99524 0.995231
1.9 1.00001 0.999994
2 1.00001 0.999998
Table III reveals that HGM is computationally much less demanding than Mathematica nu-
merical integration. Increasing NR slightly increases the computation time for both methods.
3) Results for Moderate NT, NR, and λi: Compared to above, herein, we consider a case
with more antennas and larger eigenvalues, i.e., (NT, NR) = (10, 10) and λ = {1, 2, . . . , 10} as
eigenvalue set for Sd = (K + 1)HHd Hd. Based on Remark 3, these choices yield K ≈ −2.2 dB,
i.e., a small value. Table IV shows good agreement between the CDF evaluations by HGM
and Mathematica integration. However, we have found that HGM required only 0.920 seconds
vs. 7.99 seconds required by Mathematica integration.
These results demonstrate that the proposed HGM w.r.t. x based on the stabile LODE sys-
tem (24) is computationally reliable and efficient for evaluating the performance of moderately-
sized MIMO systems. However, because the very small value ensuing for K does not charac-
terize realistic Rician fading, we next attempt the CDF calculation for larger eigenvalues for
Sd = (K+ 1)H
H
d Hd, and, thus, larger values for K. We have found that such larger values have
required the application of HGM w.r.t. x enhanced as described in Section V-D.
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TABLE V: CDF Pr (φ5 ≤ x) output by HGM, for Section VI-B
x Pr (φ5 ≤ x), 5× 5 Pr (φ5 ≤ x), 5× 6 Pr (φ5 ≤ x), 5× 7
1.9990× 108 2.841503e-07 2.840696e-07 2.840035e-07
1.9991× 108 3.372661e-06 3.371785e-06 3.371082e-06
1.9992× 108 3.147594e-05 3.146851e-05 3.146270e-05
1.9993× 108 0.00023143703 0.00023138784 0.00023135066
1.9994× 108 0.0013442040 0.0013439501 0.0013437654
1.9995× 108 0.0061883532 0.0061873284 0.0061866184
1.9996× 108 0.022687564 0.022684307 0.022682226
1.9997× 108 0.066662879 0.066654839 0.066650189
1.9998× 108 0.15839370 0.15837759 0.15836978
1.9999× 108 0.30816435 0.30813940 0.30812954
2.0000× 108 0.49958230 0.49954954 0.49954438
2.0001× 108 0.69109536 0.69106073 0.69105953
2.0002× 108 0.84109309 0.84106275 0.84107198
2.0003× 108 0.93306099 0.93303238 0.93305115
3.0000× 108 1.000017 0.99999227 1.000260
TABLE VI: HGM computation time, in seconds and hours, for Section VI-B
NT ×NR Initial condition LODE solving HGM Total
5× 5 30 s 8,037 s 8,067 s ≈ 2.25 h
5× 6 41 s 25,340 s 25,381 s ≈ 7 h
5× 7 45 s 50,099 s 50,144 s ≈ 14 h
B. Numerical Results for Very Large λi, from Enhanced HGM w.r.t. x
These numerical experiments have been implemented as described in Table II, fourth line,
for NT = 5, NR = 5 : 7, and λ = {0.4, 0.8, 1.2, 1.6, 2} × 108. Table V shows the CDF output
by our enhanced HGM, confirming that it increases from 0 to 1 with increasing x. However,
Table VI indicates that HGM computation time is relatively large. On the other hand, series
truncation (12) and Mathematica integration both fail for such large eigenvalues for Sd.
For HGM validation, we did a Monte-Carlo simulation of 106 random 5× 7 matrix samples,
as shown in Footnote 19 on page 17. This simulation output the value 0.499458 for Pr (φ5 ≤
x = 2 × 108) whereas HGM output 0.49954438 (see Table V). The simulation took 290 s
whereas HGM required 50144 s (see Table VI). Nevertheless, the Runge–Kutta procedure in
HGM inherently computes the CDF at numerous samples throughout the range of interest for x.
21
−74.8105 −74.81 −74.8095 −74.809 −74.8085 −74.808
10−6
10−5
10−4
10−3
10−2
10−1
100
Γb [dB]
5×5;λ=[0.4 0.8 1.2 1.6 2] × 108
O
u
t
a
g
e
P
ro
b
a
b
il
it
y
,
P
r
(
ρ
≤
Γ
th
=
8
.2
d
B
)
Fig. 2: Outage probability Pr (ρMRC ≤ Γth = 8.2 dB) = Pr
(
φs ≤ (K+1)ΓthΓb
)
vs. Γb, from HGM,
for NT = 5, NR = 5, and set of eigenvalues λ = {0.4, 0.8, 1.2, 1.6, 2} × 108.
C. MIMO MRC Outage Probability Results for Large K and NR, from Enhanced HGM w.r.t. x
These numerical experiments have been implemented as described in Table II, last line.
1) MRC Outage Probability Results for NT = 5, NR = 5, and Very Large K: Fig. 2 shows
the outage probability Pr (ρMRC ≤ 8.2 dB) vs. Γb from HGM for NT = 5, NR = 5, and
eigenvalue set λ = {(2/5), (4/5), (6/5), (8/5), 2} × 108 for Sd. Then, from Remark 3, we have
that
∑5
i=1 λi = 6 × 108 yields K ≈ 70 dB. Fig. 3 validates the HGM results against Matlab
simulations, demonstrating that our enhanced HGM is reliable for the evaluation of MRC under
Rician fading. Additionally, the HGM efficiency has allowed for a wider outage probability range
to be explored vs. simulations — compare the vertical ranges in Figs. 2 and 3.
2) MRC Outage Probability Results for NT = 5, NR = 100, and K ≈ 20 dB: Figs. 4 and 5
show the outage probability Pr (ρMRC ≤ 8.2 dB) vs. Γb from our enhanced HGM, for NT = 5,
NR = 100, for λ = {9750, 9850, 9950, 10050, 10150} and λ = {1000, 9850, 9950, 10050, 18900},
respectively. Note that these eigenvalue sets yield the same tr (Sd) =
∑s
i=1 λi = NTNRK =
49750, i.e., the results in Figs. 4 and 5 are for K ≈ 20 dB. On the other hand, these eigenvalue
choices yield for the condition number λ5/λ1 values of 1.0410 and 18.9, respectively. Comparing
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Fig. 3: Outage probability Pr (ρMRC ≤ Γth = 8.2 dB) = Pr
(
φs ≤ (K+1)ΓthΓb
)
vs. Γb, from HGM
and simulation, for NT = 5, NR = 5, and set of eigenvalues λ = {0.4, 0.8, 1.2, 1.6, 2} × 108.
Figs. 4 and 5 reveals that a larger condition number for Sd yields better MRC performance21.
VII. SUMMARY AND CONCLUSIONS
This paper has sought the reliable CDF evaluation for the largest eigenvalue of complex
noncentral Wishart matrices. A known CDF expression involves a determinant whose elements
are integrals in a hypergeometric function. For these elements we have derived an infinite series
and the satisfied LODEs, by hand and by using computer algebra to reveal underlying Gro¨bner
bases. Our ensuing HGM deployment has been found to suffer from numerical instability.
Therefore, we have also derived by hand a LODE system which we have proved stabile for its
solution, i.e., theoretically ensuring numerical stability. Importantly, we have revealed that stabile
LODEs can be obtained algorithmically by gauge transformations of other LODEs, in general.
Thus, unlike numerical truncation and integration, the ensuing HGM, enhanced with several
21This is because: 1) large K yields H ≈ Hd, i.e., the largest eigenvalue φs of (K+1)HHH approaches the largest eigenvalue
of (K + 1)HHdHd = Sd, and 2) the largest eigenvalue of Sd increases, given tr(Sd), when rank(Sd) approaches 1, i.e., for
increasing condition number for Sd.
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Fig. 4: Outage probability Pr (ρMRC ≤ Γth = 8.2dB) = Pr
(
φs ≤ (K+1)ΓthΓb
)
vs. Γb, obtained by
HGM for NT = 5, NR = 100, and the set of eigenvalues λ = {9750, 9850, 9950, 10050, 10150},
i.e., Sd condition number λ5/λ1 = 1.0410.
gauge transformations and other modifications, has been proved reliable for parameter values as
large as may occur in practice for massive MIMO system under Rician fading. Our enhanced
HGM has also been demonstrated to be computationally more efficient than numerical integration.
APPENDIX I
PROOF OF THEOREM 2
A. Obtaining Differential Equations for Hkn(x, λ) Based on Infinite Series (11), by Hand
The proof follows from the fact, proven below, that Hkn(x, λ) satisfies the differential equations
{θλ(θλ + n− 1) + λ(θx − θλ − k − 1)} •Hkn(x, λ) = 0, (29)
{θx(θx − θλ − k − 1) + xθx} •Hkn(x, λ) = 0. (30)
First, according to the new infinite series for Hkn(x, λ) from (11), let us define the function
f(x1, x2) =
∑∞
p=0
∑∞
q=0 cpqx
p
1x
q
2, where cpq =
(−1)q(k+1)p+q
(n)p(1)p(1)q(k+2)p+q
, x1 = xλ, x2 = x. It can be
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Fig. 5: Outage probability Pr (ρMRC ≤ Γth = 8.2 dB) = Pr
(
φs ≤ (K+1)ΓthΓb
)
vs. Γb, obtained by
HGM for NT = 5, NR = 100, and the set of eigenvalues λ = {1000, 9850, 9950, 10050, 18900},
i.e., Sd condition number λ5/λ1 = 18.9.
shown that cpq satisfies the following recurrence relations:
(n+ p)(1 + p)(k + 2 + p+ q)cp+1,q = (k + 1 + p+ q)cpq, (31)
(1 + q)(k + 2 + p+ q)cp,q+1 = −(k + 1 + p+ q)cpq. (32)
Then, let us define the differential operators θi = xi ∂∂xi , i = 1, 2. Note that θ
m
i • xpi = pmxpi .
Thus, for any polynomial `(θ1, θ2) we have
`(θ1, θ2) • xp1xq2 = `(p, q)xp1xq2. (33)
From (31) and (33), we have
(n+ θ1 − 1)θ1(k + 1 + θ1 + θ2) • cp+1,qxp+11 xq2 = x1(k + 1 + θ1 + θ2) • cpqxp1xq2, (34)
which implies
[(n+ θ1 − 1)θ1(k + 1 + θ1 + θ2)− x1(k + 1 + θ1 + θ2)] • f(x1, x2) = 0. (35)
Analogously, from (32) and (33), we can show that
[θ2(k + 1 + θ1 + θ2) + x2(k + 1 + θ1 + θ2)] • f(x1, x2) = 0. (36)
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Differential equations (35) and (36) can be recast in terms of x = x2 and λ = x1/x2, after using
the chain rule of differentiation to obtain θ1 = θλ and θ2 = θx − θλ, as follows:
[(n+ θλ − 1)θλ(k + 1 + θx)− xλ(k + 1 + θx)] • f(xλ, x) = 0, (37)
[(θx − θλ)(k + 1 + θx) + x(k + 1 + θx)] • f = 0. (38)
Multiplying (38) by λ from the left and adding it to (37), we obtain:
(k + 1 + θx)[(n+ θλ − 1)θλ + λ(θx − θλ)] • f(xλ, x) = 0. (39)
On the other hand, it can be shown by direct calculation that the following holds:
[(n+ θλ − 1)θλ + λ(θx − θλ)] • f(xλ, x) = 0. (40)
Finally, from [10, Prop. 6.1.3] we have identity `(θx, θλ)xk = xk`(θx + k, θλ), which implies
that xk`(θx, θλ) • fˆ(x, λ) = `(θx− k, θλ) •xkfˆ(x, λ) for any smooth function fˆ(x, λ). Using this
property along with (39) and (40) yields (29) and (30), respectively.
Inconveniently, the differential equations in (39) and (40) mix the differential operators θx and
θλ. Therefore, we next attempt to obtain LODEs for Hkn(x, λ) w.r.t. x and λ.
B. Obtaining LODEs for Hkn(x, λ) Using Gro¨bner Basis Computation, by Computer Algebra
In general, given some differential operators that annihilate a function, we can obtain LODEs
for this function by computing the Gro¨bner basis of a left ideal on the ring of the available
differential operators [10, Ch. 6].
Thus, let R = C(x, λ)〈 ∂
∂x
, ∂
∂λ
〉 be the ring of differential operators whose coefficients are
complex-valued rational functions of (x, λ), and define the following bivariate operators which
arise from (29) and (30), respectively,
l1 = θλ(θλ + n− 1) + λ(θx − θλ − k − 1), (41)
l2 = θx(θx − θλ − k − 1) + xθx, (42)
and which are elements of ring R. Denote by I the left ideal of R generated by l1 and l2. We
can now compute Gro¨bner bases for I, e.g., by using computer algebra systems; we have used
Risa/Asir [16].
For our two-variable ring R, the computed Gro¨bner basis depends on the selected monomial
ordering [10, pp. 2, 7] [12, Sec. 2.4]:
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• Lexicographic ordering with ∂
∂x
< ∂
∂λ
, which yields the Gro¨bner basis G = {l3, l4, l5}:
l3 = [(θx + x− k − 1)(θx + x− k + n− 2)− xλ] θx, (43)
l4 = (θλ − θx − x+ k + 1)θx,
l5 = θ
2
λ − (λ− n+ 1)θλ + λθx − λ(k + 1),
Note also that this basis implies that the holonomic rank of the system is 4.
• Lexicographic ordering with ∂
∂λ
< ∂
∂x
, which yields the Gro¨bner basis G ′ = {l6, l7}:
l6 = θ
4
λ + (λ+ 2n− 4)θ3λ +
[
n2 − 5n+ 5− (x+ k + n)λ] θ2λ + [xλ2 − (n− 1)xλ
−(k + 1)(n− 1)λ− (n− 2)(n− 1)] θλ + (kλ+ 1)xλ, (44)
l7 = θx +
1
λ
θ2λ +
(
−1 + n− 1
λ
)
θλ − (k + 1).
Note that θx does not appear in the differential operator l6.
Thus, by using lexicographic ordering, our computer-algebra-based derivation of the Gro¨bner
bases for the bivariate differential operators l1 and l2 yielded the univariate operators from (43)
and (44), which annihilate function Hkn(x, λ). They can be recast as the Theorem 2 LODEs
in (15) and (16), respectively.
We conclude the proof of Theorem 2 by outlining the derivation of the Pfaffian system in (17)
and (18). On the one hand, the operator l6 from (44) readily yields (18). On the other hand,
using a multivariate analogy to transforming a higher-order LODE into a system of first order
LODEs yields from operators l3–l7 the system in (17) — see [10, Sec. 6.2, 6.3] for an example.
APPENDIX II
PROOFS REQUIRED IN SECTION V
A. Proof of Theorem 3
It follows from classical results on LODE local solutions (see [19] and its references) that the
solution space on a sector of x = ∞ is spanned by functions like eP (y)yqQ(log y) [1 +R(y)],
where22 y = x1/p with p some positive integer, P and Q are polynomials, and R is a holomorphic
function23. Algorithms constructing p, q, P,Q,R have been studied (see [20] and its references)
and have been implemented in computer algebra systems. We have used formal_sol from
22Here, again, the generic variable symbol x stands for either of the variables of Hkn(x, λ).
23Differentiable in a neighborhood of any point of the domain.
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Maple’s DEtools to construct local solutions for (16). Thus, we have found that the following
functions span the solution space when λ→ +∞:
h1(x, λ) = (xλ)
−1/2(1/2+n) exp(−2(xλ)1/2)(1 +O(1/λ1/2)), (45)
h2(λ) = λ
−k−1(1 +O(1/λ)), (46)
h3(x, λ) = (xλ)
−1/2(1/2+n) exp(2(xλ)1/2)(1 +O(1/λ1/2)), (47)
h4(λ) = λ
1−n+keλ(1 +O(1/λ)), (48)
with h4 being the dominant solution.
Now, using (10) and (22) it can readily be shown that, given x, for λ→∞ we have Hkn(x, λ) =
O(exp(2√xλ)), i.e., there exists a constant24 M so that |Hkn(x, λ)| ≤ M exp(2
√
xλ). This
implies that, when λ → ∞, h4(λ)  Hkn(x, λ) and, hence, LODE (16) is not stabile for
Hkn(x, λ). This proves the first part of Theorem 3.
On the other hand, whether or not a LODE for Hkn(x, λ) is stabile when x → +∞ can be
ascertained with the following Lemma, which can be proven by applying the standard procedure
of the saddle-point method to (10). This Lemma helps prove the second part of Theorem 3.
Lemma 1. Given λ, when x→ +∞ we have
Hkn(x, λ) ∼ 2
Γ(2n− 1)
Γ(n− 1/2)(4
√
λ)−n+1/2eλ exp(−P (s0))
(
2pi
P ′′(s0)
)1/2
, with (49)
s0 =
1
2
(
√
λ+
√
λ+ 2(1 + 2k − n+ 1/2)), (50)
P (s) = (s−
√
λ)2 − (1 + 2k − n+ 1/2) log s. (51)
Note that25 s0 > 0 is obtained by solving P ′(s) = 0. Note also that Hkn(x, λ) = O(1) when
x→ +∞, given λ.
B. Proof of Theorem 4
1) LODEs w.r.t. x, given λ: On the one hand, differentiating (10) w.r.t. x yields the following
inhomogeneous differential equation:
∂
∂x
Hkn(x, λ) = x
ke−x0F1(;n;xλ). (52)
24I.e., M is independent of λ, but can depend on n, k, and x.
25We assume λ+ 2(1 + 2k − n+ 1/2) > 0, which holds when λ is large, so that s0 > 0.
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On the other hand, it can be shown by using [5, Eq. (15.10.1), p. 394] that 0F1(;n; z) satisfies
the differential equation
{θz(θz + n− 1)− z} • 0F1(;n; z) = 0, with θz = z ∂
∂z
. (53)
By letting z = xλ, according to (52), and assuming λ to be a constant, the above becomes:
{θx(θx + n− 1)− xλ} • 0F1(;n;xλ) = 0. (54)
Now, (52) and (54) can be recast more compactly as a system of differential equations w.r.t. x
for the 3-dimensional function vector g(x, λ) = (Hkn(x, λ) 0F1(;n;xλ) θx • 0F1(;n;xλ))T:
∂
∂x
g =

0 xke−x 0
0 0 1/x
0 xλ n− 1
g. (55)
2) LODEs w.r.t. ϕ, given ψ: If we change variables as in Remark 6, i.e., define variable
ϕ =
√
x and constant ψ =
√
λ, then 0F1(;n;xλ) becomes 0F1(;n;ϕ2ψ2). Then, on the one
hand, the newly-defined function
v(ϕ) = e−2ϕψ0F1(;n;ϕ2ψ2) (56)
satisfies the following differential equation ensuing from (54){
θ2ϕ + [4ϕψ + 2(n− 1)] θϕ + 2(2n− 1)ϕψ
}
• v(ϕ) = 0, (57)
where θϕ is the differential operator θϕ = ϕ ∂∂ϕ . On the other hand, using (52), identity ∂x =
2ϕ∂ϕ, and 0F1(;n;ϕ2ψ2) = e2ϕψv(ϕ) reveals that Hkn(ϕ
2, ψ2) satisfies the following differential
equation:
∂
∂ϕ
Hkn(ϕ
2, ψ2) = 2ϕ2k+1e−ϕ
2+2ϕψv(ϕ). (58)
Then, (24) follows as the system of differential equations formed by (57), θϕ applied to v(ϕ),
and (58), thus proving Theorem 4.
C. Sketch of Proof of Theorem 5
Given ψ, for ϕ→ +∞ it can readily be shown that the maximum value is zero for the real part
of the eigenvalues of the coefficient matrix in (24). It follows from LODE local theory [19] that
the dominant solution of (24) is O(1) w.r.t. ϕ. On the other hand, Lemma 1 on page 27 reveals
that ||(Hkn(ϕ2, ψ2) v(ϕ) θϕ • v(ϕ))|| bounds the dominant solution, completing the proof.
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