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In this work it is shown that dynamical quantum phase transitions in Loschmidt echos control the
nonequilibrium dynamics of the order parameter after particular quantum quenches in systems with
broken-symmetry phases. A direct connection between Loschmidt echos and the order parameter
dynamics is established which links nonequilibrium microscopic probabilities to the system’s macro-
scopic dynamical properties. These concepts are illustrated numerically using exact diagonalization
for quantum quenches in the XXZ chain with initial Nee´l states. An outlook is given how to explore
these predictions experimentally with ultra-cold gases in optical lattices.
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Introduction:- In equilibrium thermodynamic phase
transitions are accompanied by nonanalyticities in ther-
modynamic potentials leading to abrupt changes in the
macroscopic physical properties. Recently, broad evi-
dence has been provided for a potential generalization
of this fundamental concept to nonequilibrium quantum
real-time evolution: the relaxational dynamics of observ-
ables can exhibit abrupt changes by varying external con-
trol parameters suggesting the possibility of different dy-
namical phases [1–15]. While the observed phenomenol-
ogy is to a large extend compatible with a dynamical ana-
logue the underlying principles are unclear and a frame-
work allowing to address fundamental questions such as
universality is missing. It is the purpose of this work to
link these observations to a recently introduced concept
of a dynamical quantum phase transition (DQPT) [12]
for systems with broken-symmetry phases thereby open-
ing a path to dynamical criticality on general grounds.
Systems with broken-symmetry phases in equilibrium
constitute one subclass of models in which the pos-
sibility of dynamical phase transitions has been sug-
gested [3, 11, 12, 14, 15]. This is due to a generic fea-
ture observed in the nonequilibrium dynamics whenever
the system is initially prepared in the broken-symmetry
phase. In consequence of a sudden switching of an exter-
nal parameter λ, a so-called quantum quench, beyond a
critical value λc the decay of the equilibrium order pa-
rameter has been found to show an abrupt change from
monotonic to oscillatory.
In this work a link between this sharp appearance of
the order parameter oscillations and DQPTs is estab-
lished. In Ref. [12] it has been shown that the nonequilib-
rium real-time evolution after a quantum quench can gen-
erate nonanalyticities as a function of time in Loschmidt
amplitudes
G(t) = 〈ψ0|e−iHt|ψ0〉, (1)
where |ψ0〉 is the initial state (typically the ground state
of a Hamiltonian H0 at λ0) and H the Hamiltonian at
the final value λ of the switched parameter. In the mean-
time these DQPTs at critical times have been found in
a variety of different systems [12, 16–22]. Importantly, it
has been shown that these transitions are stable against
weak perturbations that preserve the symmetries of the
model [17, 22]. Notice that dynamical transitions have
also been found in different contexts [23–26].
The discovery of these DQPTs open the possibility to
study fundamental questions such as scaling and univer-
sality in quantum real-time evolution. Here, a major
challenge is to link the microscopic probabilities or ampli-
tudes G(t) that host the DQPTs to macroscopic proper-
ties which are the quantities of primary interest from an
experimental perspective. Although there is numerical
evidence for such a link for particular systems [11, 12, 21]
the underlying mechanism, however, is still unclear.
It is the aim of this work to develop a theory link-
ing DQPTs to the dynamics of local observables thereby
establishing a connection between nonequilibrium micro-
scopic probabilities and macroscopic properties. It will
be shown that this link is provided by a dynamical ana-
logue to equilibrium critical regions in the vicinity of
quantum critical points thereby further bridging the gap
between DQPTs and equilibrium criticality. The main
concepts will be illustrated for the XXZ chain, the un-
derlying ideas, however, are far more general and can be
applied also to other systems as will be summarized at
the end of this letter.
XXZ chain:- These concepts will be studied exemplary
for anisotropy quenches in the XXZ chain:
H∆ = J
N−1∑
l=0
[
Sxl S
x
l+1 + S
y
l S
y
l+1 + ∆S
z
l S
z
l+1
]
, (2)
with J > 0 antiferromagnetic, N the number of lattice
sites, and Sαl , α = x, y, x, spin-1/2 operators. In equi-
librium this model exhibits a quantum critical point at
∆ = 1 separating a gapless (∆ < 1) from a gapped phase
(∆ > 1) with antiferromagnetic order. The order param-
eter of this transition is the staggered magnetization
Ms = 1
N
N−1∑
l=0
(−1)lSzl . (3)
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Figure 1: (color online) (a) Oscillatory decay of the staggered
magnetization in the XXZ chain for initial Nee´l states and
final anisotropies ∆ = 0.6 obtained using exact diagonaliza-
tion (ED) for different system sizes N . Up to times Jt = 10
the ED data for N = 24 matches the thermodynamic limit
result from TEBD obtained using the ALPS libraries [29].
(b) Increasing the anisotropy from ∆ = 0.5 to ∆ = 2 (for
N = 24) the decay of the staggered magnetization changes
from oscillatory to monotonic, see also Ref. [3].
Nonequilibrium dynamics will be generated via a quan-
tum quench [27]. The system is initialized in a Nee´l state:
|ψ0〉 = | ↑↓〉 = | ↑↓↑↓ . . . 〉, (4)
which is equivalent to preparing the system in the ground
state of the XXZ chain at initial anisotropy ∆0 → ∞.
The quantum real-time evolution is driven by the final
Hamiltonian H = H∆ at anisotropy ∆ < ∞. The nu-
merical results are obtained using exact diagonalization
(ED) based on a Lanczos tridiagonalization of the Hamil-
tonian with full reorthogonalization [28]. For the numer-
ical calculations periodic boundary conditions have been
chosen.
For initial Nee´l states the staggered magnetization
shows a transition from a monotonic long-time decay
to oscillatory as soon as ∆ < 1 crosses the equilibrium
phase boundary [3, 7]. Within some intermediate regime
1 < ∆ . 2 the long-time behavior is monotonic, on tran-
sient time scales, however, oscillatory behavior can be
found [3]. In Fig. 1 ED data illustrates the oscillatory de-
cay for quenches to a final ∆ = 0.6 and the transition to
monotonic decay by increasing the anisotropy. Moreover,
analytical and numerical results show that the model also
exhibits real-time nonanalyticities in Loschmidt ampli-
tudes and thus DQPTs [18, 19].
Spectral decomposition:- If the initial Hamiltonian and
the order parameter commute, both observables can be
measured simultaneously such as in the case of the initial
Nee´l state in the XXZ chain where [H∆0 ,Ms] = 0 at
∆0 →∞. It is therefore possible to decompose the order
parameter, e.g., the staggered magnetizationMs for the
XXZ chain, spectrally during its dynamical evolution:
〈Ms(t)〉 =
∫
dεMs(ε, t) P (ε, t). (5)
Here, P (ε, t) is the probability distribution that the sys-
tem has energy density ε at time t (with energies mea-
sured by H∆0) andMs(ε, t) is the contribution to the full
expectation value 〈Ms(t)〉 from energy density ε. The
energy density distribution P (ε, t) is defined by
P (ε, t) =
∑
ν
|〈Eν |ψ0(t)〉|2δ(Eν/N − ε), (6)
with |ψ0(t)〉 = e−iHt|ψ0〉 the time evolved initial state
and |Eν〉 a complete set of eigenstates of the initial
Hamiltonian H∆0 with the respective energies Eν . For
technical details, see below. The zero of energy is chosen
such that the ground state of H∆0 has vanishing energy.
It is important to emphasize that in the context of
Eq. (5) energies are not measured with the final Hamil-
tonian but rather with the initial one. Thereby, an “ex-
clusive” perspective [30] is chosen in which the perturba-
tion which generates the dynamics is not included into
the system’s internal energy. This choice is based on the
observation that all properties addressed in this work, the
staggered magnetization as the order parameter for the
antiferromagnetic phase and the Loschmidt amplitude as
a ground state to ground state overlap, are rather con-
nected to the initial than the final Hamiltonian.
Dynamical phase transitions:- In the following, it will
be shown that P (ε → 0, t) = L(t) is a Loschmidt echo
L = |G(t)|2 and as such inherits the DQPT. Most im-
portantly, dynamical transitions in P (0, t) directly result
in real-time nonanalyticities of Ms(0, t). These zero en-
ergy transitions in Ms(0, t) although smoothed extend
their influence to nonzero energies Ms(ε > 0, t) lead-
ing to an oscillatory decay of the full expectation value
〈Ms(t)〉. This connection directly generalizes to other
systems with broken-symmetry phases.
Due to the twofold degeneracy of the ground state
manifold in Z2 broken-symmetry phases the zero energy
density ε → 0 limit of the energy distribution contains
two contributions which in the present XXZ chain are
P (0, t) = L↑↓(t) + L↓↑(t), (7)
with Lη(t) = |〈η|ψ0(t)〉|2 and η =↑↓, ↓↑ labeling the two
degenerate ground states of H∆0 . For large systems N 
1 each of the microscopic probabilities Lη(t) obeys a large
deviation scaling [31] Lη(t) = exp[−Nλη(t)] with λη(t)
intensive [12, 32, 33]. As a consequence, one of the two
overlaps will always dominate:
P (0, t) = e−Nλ(t), λ(t) = min
η
λη(t), (8)
up to exponentially small corrections. In Fig. 2 plots of
the rate functions λη(t) are shown at ∆ = 0.6 for differ-
ent system sizes N . At each N the two rate functions
λη(t) cross at a time t
∗(N) yielding a kink in λ(t) due to
the sudden switching between the two broken-symmetry
sectors. The location of the intersection point in the
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Figure 2: (color online) Dynamical quantum phase transi-
tion (DQPT) from ED. (a) The two overlap rate functions
λη(t) with η =↑↓, ↓↑, each for two different system sizes
N = 16 (lines) and N = 24 (dots) at anisotropy ∆ = 0.6.
At each N the λη(t) cross each other indicating a DQPT in
λ(t) = minη λη(t). While the λ↑↓(t) component shows no ap-
preciable finite-size scaling, the curve of λ↓↑(t) shifts to larger
times for increasing N . The location of the DQPT in the ther-
modynamic limit can be estimated by studying the system
size dependence of the intersection point t∗(N) of λ↑↓(t) and
λ↓↑(t), see inset. A fit to data gives a DQPT at t∗ ≈ 1.40/J .
In (b) the behavior of λ(t) is shown for different anisotropies
∆ at N = 24 indicating that for increasing ∆ the DQPT is
shifted to larger times eventually moving beyond Jt = 2. For
times Jt > 2 (not shown) finite-size effects in the overlaps,
but not the staggered magnetization, see Fig. 1, become sub-
stantial preventing a detailed analysis in this regime.
thermodynamic limit can be found by finite-size scaling
which yields t∗ ≈ 1.40/J , see Fig. 2. In the context of
its definition according to Ref. [12] the system exhibts a
dynamical quantum phase transition at t∗. It is impor-
tant to emphasize that in this way it is possible to detect
a DQPT occurring only in the thermodynamic limit [12]
from finite-size ED data with high accuracy.
Energy-resolved staggered magnetization:- As Ms and
H∆0 commute at ∆0 →∞ both observables can be mea-
sured simultaneously such that
〈Ms(t)〉 =
∫
dε
∫
dm mP (ε,m; t), (9)
with P (ε,m; t) the joint distribution function that the
system has energy density ε and staggered magnetiza-
tion density m at time t. Eq. (9) reflects the potential to
perform the following measurement sequence: first a pro-
jective energy measurement onto the eigenstate |E〉 with
energy density ε = E/N followed by a measurement of
the staggered magnetization.
For N  1 the distribution P (ε,m; t) satisfies a
central-limit theorem [34] such that at a given ε only
a narrow region (vanishingly small in the thermody-
namic limit) contributes dominantly in the vicinity of
m = Ms(ε, t) where P (ε,m; t) becomes maximal. This
yields the desired result in Eq. (5) with the identifi-
cation P (ε, t) =
∫
dmP (ε,m; t). Using large-deviation
theory [31] one can compute Ms(ε, t) as the expecta-
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Figure 3: (color online) Upper false-color plot: Energy-
resolved staggered magnetization Ms(ε, t) in the ε − t plane
for quenches to a final anisotropy ∆ = 0.6 with N = 20.
The DQPT at ε = 0 gets smeared at nonzero energies but
its influence, a change in sign of the staggered magnetization,
extends to ε > 0. The dominant contribution to 〈Ms(t)〉
comes from a narrow interval in the vicinity of ε = εav(t), see
main text, the dotted line depicts its dynamics. Lower plot:
Zero-energy limit Ms(0, t) for different system sizes N . For
increasing N the change in staggered magnetization becomes
sharper eventually yielding a jump as one can directly infer
from Fig. 2. As in Fig. 2 one can see that the point t∗(N)
where Ms(0, t) becomes zero (where λ↑↓(t) = λ↓↑(t)) shifts
to larger times for larger N . A close inspection shows that
there is a point t ≈ 1.40/J in time (indicated by a dashed
line) whereMs(0, t) for all N considered intersect each other
which yields the location of the DQPT as estimated in Fig. 2.
tion value Ms(ε, t) = 〈ψ0(t, s)|Ms|ψ0(t, s)〉 in the state
|ψ0(t, s)〉 = [N (s, t)]−1/2e−H∆0s/2|ψ0(t)〉 with N (s, t) =
〈ψ0(t)|e−H∆0s|ψ0(t)〉 and s = s(ε, t) given by the solution
of the equation ε = N−1〈ψ0(t, s)|H∆0 |ψ0(t, s)〉 [34].
In Fig. 3 a false-color plot ofMs(ε, t) obtained via ED
is shown in the ε − t plane. Additionally, a finite-size
scaling of the staggered magnetization at zero energy is
included revealing for times t < t∗ that Ms(0, t) → 1/2
whereas for t > t∗ that Ms(0, t) → −1/2. At t ≈ t∗
there is a crossover which becomes sharper for increasing
system sizes. In the thermodynamic limit this yields a
jump because from Fig. (2) one can directly infer that
at t = t∗ the dominant contribution in the zero energy
sector switches from η =↑↓ with staggered magnetiza-
tion +1/2 to η =↓↑ with staggered magnetization −1/2.
Thus, the DQPT in the Loschmidt amplitude directly
translates into a real-time nonanalyticity in the zero-
energy limit Ms(0, t) of the order parameter.
How does this nonanalyticity at zero energy influence
the dynamics of the full expectation value 〈Ms(t)〉 of the
staggered magnetization? In the thermodynamic limit
the dominant contribution to 〈Ms(t)〉 comes from a nar-
row interval in the vicinity of ε = εav(t) = N
−1〈H0(t)〉
due to the central limit theorem such that 〈Ms(t)〉 →
Ms(εav(t), t) for N → ∞. In order to assess the influ-
ence of the DQPT onto 〈Ms(t)〉 it is therefore necessary
4to study the link between Ms(0, t) and Ms(εav(t), t).
As one can see from Fig. 3, the real-time nonanalyticity
gets smeared at nonzero energies. Its influence, however,
extends to ε > 0 as a matter of continuity: the change in
sign of Ms(ε > 0, t) is not abrupt any more, but spans
over a time interval of nonzero length. The larger the en-
ergy density the larger the region in the ε−t plane which
is controlled by the zero-energy real-time nonanalyticity.
This extends up to energy densities εav(t) demonstrating
that DQPTs control the sign change of the order parame-
ter and as a consequence its oscillatory decay. Notice the
strong similarity to critical regions at equilibrium quan-
tum phase transitions by associating energy density with
temperature and time with the control parameter.
It is important to emphasize that, although there is an
apparent similarity between Fig. 3 and equilibrium criti-
cal regions, it is not clear whether universality and scaling
apply for the DQPT in the concrete case studied here.
On the one hand, the DQPT due to a switching between
the two symmetry-broken sectors is reminiscent to first-
order ground state phase transitions in consequence of a
level crossing. On the other hand, jumps in derivatives
of thermodynamic potentials can also appear for contin-
uous phase transitions such as in the specific heat of the
superconducting-normal state transition in BCS theory.
Adressing these general questions of scaling and univer-
sality as well as a potential classification scheme for the
DQPTs constitutes an interesting and important further
step. This, however, requires some further detailed anal-
ysis which is left open for future work.
The results obtained here for the XXZ chain naturally
generalize to other models as long as the following two
requirements are satisfied: firstly, the initial Hamiltonian
has to exhibit a ground-state degeneracy, e.g., a system
in a broken-symmetry phase, such that P (0, t) is a sum
over the individual probabilities to be in the one of the
respective ground states, see Eq. (7). Secondly, the initial
Hamiltonian has to exhibit one point in parameter space
where it commutes with the order parameter allowing
for the spectral decomposition in Eq. (5). This includes
a wide range of systems such as Ising models at vanish-
ing transverse field, Bose- or fermionic Hubbard models
at vanishing tunneling in the charge-density wave limit,
regardless of dimensionality. Systems with topological
order are also accessible such as the Kitaev chain which
is equivalent to a one-dimensional Ising chain through an
exact mapping.
The connection between DQPTs and macroscopic dy-
namical properties is a priori not limited to the order
parameter alone. For any observable whose expectation
value differs in the two symmetry-broken ground states
DQPTs in Loschmidt echos potentially impose real-time
nonanalyticities in the ground-state manifold as for the
zero-energy limit of the order parameter, see Fig. 3.
Experiments:- The considered nonequilibrium scenario
can be realized in systems of ultra-cold atoms in optical
lattices [35]. In the hard-core limit a one-dimensional
system of bosonic particles can be mapped onto an XXZ
chain Hexp = Jxy
∑
l[S
x
l S
x
l+1 + S
y
l S
y
l+1] + Jz
∑
l S
z
l S
z
l+1
taking into account nearest-neighbor interactions [36].
Contrary to the Hamiltonian in Eq. (2) the coupling
Jxy is ferro- instead of antiferromagnetic which can
be compensated for by a unitary transformation U =
exp[i(pi/2)
∑N/2−1
l=0 σ
z
2l] mapping Hexp onto H. Impor-
tantly, both the initial state and the observables under
study are invariant under U such that the dynamics by
Hexp and H are identical. The initial Nee´l state cor-
responds to a characteristic pattern of particles where
even sites are occupied by one boson and odd sites are
empty. These states can be generated experimentally
with high accuracy [37]. The staggered magnetization
can be measured via the bosonic density using quantum
gas microscopy [38, 39]. For each experimental image ob-
tained by the quantum gas microscope one can determine
the staggered magnetization as well as the energy corre-
sponding to the initial Hamiltonian such that one can
build up the full energy-resolved Ms(ε, t) successively.
Loschmidt echos can be obtained experimentally using a
recently proposed measurement scheme [40, 41].
Although the spectral decomposition in Eq. (5) re-
quires fine-tuning of the system, it will now be argued
that the consequences of a nonideal experimental im-
plementation are, in principle, controllable. As already
emphasized in the introduction, weak perturbations to
the final Hamiltonian don’t influence the DQPTs qual-
itatively [17, 22]. Nonzero-temperature effects can be
eliminated using post-selection [42]. Although for initial
states perturbed by weak initial Jxy > 0 the dynamics
does not change qualitatively [7], order parameter and
initial Hamiltonian do not commute. From a single im-
age of the quantum gas microscope, however, one can
still compute the energy of this single experimental real-
ization for the ideal initial XXZ chain at Jxy = 0 that
commutes with the order parameter. In this way one can
measureMs(ε, t) as in the ideal case and the errors made
are reduced to the initial state preparation solely, but not
the initial Hamiltonian itself.
Conclusions:- In this work it has been shown that dy-
namical quantum phase transitions in Loschmidt echos
are directly connected to the order parameter dynam-
ics in systems with broken-symmetry phases. Thereby, a
link is established between microscopic probabilities and
macroscopic dynamical properties. These concepts have
been illustrated using exact diagonalization for the XXZ
chain for initial Nee´l states, but generalize also to other
observables and other systems. A potential implementa-
tion in systems of ultracold atoms has been outlined that
allows to explore the predictions experimentally.
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Spectral decomposition of the staggered
magnetization and large deviation theory
The aim of this appendix is to outline the calculation of
the joint probability distribution function P (ε,m; t) that
the system at time t has energy density ε and staggered
magnetization m using large deviation theory [31]. This
then directly leads to a computational scheme for the cal-
culation of the energy-resolved staggered magnetization
Ms(ε, t).
The joint probability distribution P (ε,m; t) is defined
as:
P (ε,m; t) =
∑
ν
|〈Ev|ψ0(t)〉|2δ(ε− eν)δ(mν −m) (10)
where eν = Eν/N is the energy density and mν is the
staggered magnetization of the state |Eν〉: H∆0 |Eν〉 =
Neν |Eν〉 and Ms|Eν〉 = mν |Eν〉. The function
G(s, µ; t) =
∑
ν
|〈Ev|ψ0(t)〉|2e−sEνe−µNmν
= 〈ψ0(t)|e−sH∆0 e−µNMs |ψ0(t)〉 (11)
is related to P (ε,m; t) via
G(s, µ; t) =
∫
dε
∫
dmP (ε,m; t)e−Nεse−Nmµ. (12)
The generating function G(s, µ; t) obeys a large-deviation
scaling [12]:
G = eNg(s,µ;t) (13)
6with g(s, µ; t) an intensive function independent of sys-
tem size N . As a consequence of this large deviation
scaling the joint distribution function has to be of the
following structure [31]
P (ε,m; t) = e−Nθ(ε,m;t) (14)
with the rate function θ(ε,m; t) again intensive and given
by the following series of Legendre transforms:
θ(ε,m; t) = − inf
µ
[µm+ ϕ(ε, µ; t)] ,
ϕ(ε, µ; t) = inf
s
[εs+ g(s, µ; t)] . (15)
The corresponding back transformations read:
ϕ(ε, µ; t) = − inf
m
[µm+ θ(ε,m; t)] ,
g(s, µ; t) = − inf
ε
[εs− ϕ(ε, µ; t)] . (16)
As in thermodynamics the Legendre transform of
θ(ε,m; t), for example, can be calculated by:
ϕ(ε, µ; t) = −µm(ε, µ; t)− θ(ε,m(ε, µ; t); t) (17)
with m(ε, µ; t) solving the “equation of state”:
µ = −dθ(ε,m; t)
dm
. (18)
Provided g(s, µ; t) is differentiable with respect to s and
µ it can be shown that P (ε,m; t) obeys a central-limit
theorem [31] which is used in the main text to derive
the energy-resolved observables. In order to obtain the
energy-resolved staggered magnetization Ms(ε, t) it is
necessary to determine the infimum of θ(ε,m; t) over all
m which according to the previous formulas is
ϕ(ε, 0; t) = − inf
m
[θ(ε,m; t)] . (19)
Thus, the infimum happens at µ = 0 such that from the
equation of state
m∗(ε, t) = − ∂ϕ(ε, µ; t)
∂µ
∣∣∣∣
µ=0
= − ∂g
∂µ
∣∣∣∣
s=s(ε,µ;t),µ=0
= 〈ψ0(t, s)|Ms(t)|ψ0(t, s)〉|s=s(ε,µ=0;t) , (20)
with
|ψ0(t, s)〉 = e
−sH∆0/2√N |ψ0(t)〉,
N = 〈ψ0(t)|e−sH∆0 |ψ0(t)〉, (21)
and s = s(ε, µ = 0, t) solves the equation of state
ε =
1
N
〈ψ0(t, s)|H∆0 |ψ0(t, s)〉. (22)
This yields the formulas presented in the main text.
