Nonnegative matrix factorization (NMF) provides a lower rank approximation of a nonnegative matrix, and has been successfully used as a clustering method. In this paper, we offer some conceptual understanding for the capabilities and shortcomings of NMF as a clustering method. Then, we propose Symmetric NMF (SymNMF) as a general framework for graph clustering, which inherits the advantages of NMF by enforcing nonnegativity on the clustering assignment matrix. Unlike NMF, however, SymNMF is based on a similarity measure between data points, and factorizes a symmetric matrix containing pairwise similarity values (not necessarily nonnegative). We compare SymNMF with the widely-used spectral clustering methods, and give an intuitive explanation of why SymNMF captures the cluster structure embedded in the graph representation more naturally. In addition, we develop a Newton-like algorithm that exploits second-order information efficiently, so as to show the feasibility of SymNMF as a practical framework for graph clustering. Our experiments on artificial graph data, text data, and image data demonstrate the substantially enhanced clustering quality of SymNMF over spectral clustering and NMF. Therefore, SymNMF is able to achieve better clustering results on both linear and nonlinear manifolds, and serves as a potential basis for many extensions and applications.
Introduction
In nonnegative matrix factorization (NMF), given a nonnegative matrix X, and a reduced rank k, we seek a lower-rank matrix approximation given by (1.1) X ≈ CG T Using Forbenius norm to measure the distance between X and CG T , the problem of computing NMF is formulated as [11] :
where X ∈ R m×n + , C ∈ R m×k + , G ∈ R n×k + , R + denotes the set of nonnegative real numbers, and · F denotes Frobenius norm. In general k < min{m, n} and typically k is assumed to be much smaller than m or n, thus NMF represents a lower rank approximation.
The formulation of NMF in (1.2) is easily related to the clustering of nonnegative data [12] . Suppose we have n data points represented as the columns in X = [x 1 , · · · , x n ], and try to group them into k clusters. The result of the well-known K-means clustering can be represented as in (1.2) where the columns of C are the cluster centroids and the i-th column of G T is e j if x i belongs to cluster j (e j denotes the j-th column of I k×k ). Likewise, when C, G are only subject to nonnegativity, we can still interpret the dimension reduction in (1.2) as clustering results: The columns of the first factor C provide the basis of a latent k-dimensional space, and the columns of the second factor G T provide the representation of x 1 , · · · , x n in the latent space. Due to nonnegativity, NMF offers the interpretability that the clustering assignment of each data point can be easily obtained by choosing the largest entry in the corresponding column of G T . Note that this is not possible in lower-rank approximation methods with no nonnegativity constraints, such as singular value decomposition (SVD). NMF has received wide attention in clustering with many types of data, including documents [22] , images [3] , and microarray data [10] .
Although NMF has been shown to be effective to perform clustering, the goals of clustering and dimension reduction are different. While a dimension reduction method uses a few basis vectors that well approximate the data matrix, the goal of clustering is to find a partitioning of the data points where similarity is high within each cluster and low across clusters. The similarity measure should be defined based on the inherent cluster structure. When these two goals coincide, i.e. a basis vector is a suitable representation of one cluster, NMF is able to achieve good clustering results. However, this assumption is violated when the data have nonlinear cluster structures. It is interesting to note that most success of NMF in clustering has been around document clustering [22, 14, 12] . One reason is that each basis vector represents the word distribution of a topic, and the documents with similar word distributions should be classified into the same group. This property does not hold in every type of data. For example, it was shown that a collection of images tends to form multiple 1-dimensional nonlinear manifolds [19] .
The standard formulation of NMF in (1.2) has been applied to many clustering tasks where the n data points are explicitly available in X and are directly used as input. However, in many cases, such as when data points are embedded in a nonlinear manifold, it is better to describe the relationship between data points in the form of a graph. In the graph model, each node corresponds to a data point, and a similarity matrix A n×n contains similarity values between each pair of nodes, i.e. the (i, j)-th entry of A represents the similarity between x i and x j . In this paper, we explore a symmetric variation of NMF that uses A directly as input. When A is properly constructed, the factorization of A will generate a clustering assignment matrix that is nonnegative and well captures the cluster structure inherent in the graph representation. This way, we propose Symmetric NMF (SymNMF) as a new method for graph clustering. We expect that SymNMF can inherit the good interpretability of NMF. Note that a similarity matrix A is not required to be nonnegative; however, we do emphasize the nonnegativity of the clustering assignment matrix SymNMF produces.
We can show that our formulation of SymNMF is related to a group of widely-used graph clustering methods, namely spectral clustering. In fact, Ding et al. [7] made an important observation that relates NMF and spectral clustering via the objective function of kernel K-means:
where X is a data matrix defined in (1.2). X T X can also be extended to a positive semi-definite kernel matrix K n×n . They also proposed an algorithm for the factorization of a nonnegative kernel matrix. However, in general, a similarity matrix A in graph clustering is neither nonnegative nor positive semi-definite. In this respect, SymNMF can be used to factorize a larger class of symmetric matrices that contain pairwise similarity values, thus has a closer relationship to spectral clustering and is well justified to be a graph clustering method. We will show that SymNMF and spectral clustering try to solve the same optimization problem by relaxing the constraints in different ways. However, the nonnegativity property (H ≥ 0) retained in SymNMF is crucial for its success since the interpretation of H into clustering results is straightforward, i.e. by picking the largest entry in each row of H, as in the case of NMF. We will show the uniqueness of SymNMF in terms of clustering quality, the independence on the eigenspace of A, and the sensitiveness to the fluctuation in the similarity matrix A. We will also develop an algorithm for SymNMF that is guaranteed to produce stationary point solutions.
The rest of the paper is organized as follows. In Section 2, we present the formulation of SymNMF and argue that it has additional clustering capability compared to NMF and meanwhile has good interpretability offered by nonnegativity. We also explain the difference between SymNMF and spectral clustering in terms of the inherent cluster structure they may capture. In Section 3, we develop a Newton-like algorithm for SymNMF that exploits the second-order information efficiently. It has better convergence rate than simple gradient descent methods that relies on the first-order information only. In Section 4, we demonstrate the superiority of SymNMF and the Newton-like algorithm with experiments on artificial graph data, text data, and image data. SymNMF has better clustering quality than NMF because it offers a wider range of similarity measures to choose from. Experiments also show that SymNMF is better than spectral clustering because it naturally captures the cluster structure and does not require additional steps to obtain clustering results. In Section 5, we discuss related work on nonnegative factorization of a symmetric matrix. In Section 6, we summarize the benefits of this new clustering framework and give comments on future research directions.
2 Symmetric NMF (SymNMF) 2.1 SymNMF and NMF Although NMF has been widely used in clustering and often reported to have better clustering quality than classical methods such as K-means, it is not a general clustering method that performs well in every circumstance. The reason is that the clustering capability of an algorithm and its limitation can be attributed to its assumption on the cluster structure. NMF assumes that each cluster can be represented by a single basis vector, and different clusters must correspond to different basis vectors. This can be seen from the way to use G T (the representation of X in a lower-dimensional space) to infer clustering assignments.
The limitations of NMF comes from the fact that its goal is to approximate the original data matrix (using a linear combination of basis vectors). When the underlying k clusters have nonlinear structure and lie on a nonlinear manifold (for example, see Fig. 1a ), NMF cannot find any k basis vectors that represent the k clusters respectively. On the other hand, there is another important class of clustering methods, which views the data points in a graph model and minimizes some form of graph cuts. Although a graph model is commonly built upon coordinates of data points in their original Euclidean space, the coordinate information no longer plays a role after the graph is constructed based on the similarity between each pair of data points. Thus, clustering methods belonging to this class are only concerned with an n×n similarity matrix A, where n is the number of data points or nodes. Extending the interpretability of NMF to this symmetric case is the focus of this section.
We formulate the nonnegative symmetric factorization (SymNMF) of the similarity matrix A as:
where H is a nonnegative matrix of size n × k, and k is the number of clusters requested. The effectiveness of this formulation is conceptually depicted in Fig. 2 . Assume data points in the same group have large similarity values, and data points in different groups have small similarity values. Then a good approximation to A naturally captures the cluster structure, and the largest entry in the i-th row of H indicates the clustering assignment of the i-th data point due to the nonnegativity of H. Compared to NMF, SymNMF is more flexible in terms of choosing similarities for the data points. We can choose whatever similarity measure that well describes the inherent cluster structure. In fact, the formulation of NMF (1.2) can be related to SymNMF when A = X T X in the formulation (2.4) [7] . This means that NMF implicitly chooses inner products as the similarity measure, which might not be suitable to distinguish different clusters.
In previous work on symmetric NMF [7, 4] , A is required to be nonnegative and symmetric positive semidefinite. Our formulation differs in that the matrix A in (2.4) can be any symmetric matrix representing similarity values. A similarity value may be a negative number (for example, in some definition of kernel matrices used in semi-supervised clustering [13] ). However, in the SymNMF formulation, if A has entries of mixed signs, the magnitudes of negative entries of A do not affect the optimal solution of (2.4). For example, suppose A ij = p < 0 and a global optimal solution of (2.4) is H opt . It can be shown that if A ij is changed to any real numberp ≤ 0 while other entries of A are unchanged, then H opt is still a global optimal solution. Therefore, we suggest transforming a similarity matrix with mixed signs into a nonnegative matrix before applying Sym-NMF.
SymNMF and Graph Clustering Objectives
We can show that the formulation (2.4) is connected to an optimization problem generalized from many graph clustering objective functions; and by doing so, we can solve the remaining question: how to have a proper and theoretically sound construction of the similarity matrix A. This way, SymNMF can be seen as a new algorithm to solve many graph clustering problems.
First, we introduce the notations for a rigorous description of graphs. A graph G = (V, E) is formed by modeling each data point as a node in V , and two nodes can be connected by an edge in E. The goal of graph clustering is to partition the node set V into k nonoverlapping subsets V 1 , · · · , V k . Suppose we have an affinity matrix A G , where A G ij is the edge weight between nodes i and j (A G ij = 0 if they are not connected). Note that we call A G as an affinity matrix of a graph, different from the similarity matrix A that is used as the matrix to be factorized in the SymNMF formulation (2.4). Define the degree of node i: Table 1 lists three examples of different graph cut 
Step 1 Obtain the global optimal H n×k by Obtain a stationary point solution computing k leading eigenvectors of A using some minimization algorithm
Step 2 Normalize each row of H (no need to normalize H)
Step 3 Infer clustering assignments from The largest entry in each row of H the rows of H (e.g. by K-means) indicates the clustering assignments Table 1 : Graph clustering objectives and similarity matrices.
Ratio
Objective: max
objective functions that have been shown effective in graph clustering, as well as the similarity matrices A. All the cases in Table 1 can be reduced to the following trace maximization form, assuming the similarity matrix A is constructed correspondingly [5, 13] :
where H ∈ R n×k satisfies some constraints and indicates the clustering assignment. A group of successful graph clustering methods -spectral clustering, relax the constraints on H to H T H = I. Under such orthogonality constraint on H, we have [7] :
Therefore, compared to spectral clustering, Sym-NMF can be seen as a different relaxation to min A − HH T 2 F , i.e. relaxing the constraints on H to be H ≥ 0. In addition, we can use the same way of constructing the similarity matrix A as in Table 1 . The choice of the similarity matrix A depends on the data set and also will influence the clustering results. The 1st and 2nd cases in Table 1 are derived from two different graph cut definitions, where normalized cut often performs better than ratio association [17] . In the 3rd case, K is a kernel matrix where φ is a nonlinear mapping of the original data points. Although it was shown that kernel clustering has equivalent objective functions with weighted graph clustering [5] , similarity values are defined by inner products and no graph is explicitly constructed. In all of our experiments in this paper, we explicitly construct graphs from the data points; therefore, we choose normalized cut objective and the corresponding similarity matrix
The most suitable way to form the similarity matrix depends on the underlying data set, and that is not the focus of this paper. However, we should keep in mind that we are developing a framework for graph clustering that can be applied to a similarity matrix A derived from any graph clustering objective.
SymNMF and Spectral
Clustering Methods Due to different constraints on H, spectral clustering and SymNMF have different properties in the clustering results they generate. Before analyzing their properties, we first compare their algorithmic steps in Table 2 . Spectral clustering leads to eigenvector-based solutions of H, which are not necessarily nonnegative; and K-means or more advanced procedures have to be adopted in order to obtain the final clustering assignments. In contrast, the solution found by SymNMF naturally captures the cluster structure. It also indicates the clustering assignments without additional clustering procedures, which heavily depends on initialization, such as K-means.
Spectral clustering is a well-established framework for graph clustering. However, its success relies on the properties of the leading eigenvalues and eigenvectors of the similarity matrix A. It was pointed out by Ng et al. [16] , that the k-dimensional subspace spanned by the leading k eigenvectors of A is stable only when |λ k (A) − λ k+1 (A)| is sufficiently large, where λ i (A) is the i-th largest eigenvalue of A. Now we show intuitively that the absence of this property will cause 
It follows that a set of linearly independent eigenvectors of A can be formed by padding zeros to the eigenvectors of A 1 , A 2 , A 3 . If we construct the similarity matrix A as in normalized cut (Table 1) , then each of the diagonal blocks A 1 , A 2 , A 3 has a leading eigenvalue 1. We further assume that λ 2 (A i ) < 1 for all i = 1, 2, 3 in exact arithmetic. Thus, the leading 3 eigenvectors of A can be found by padding zeros to the leading eigenvector of each A i , and correspond to the 3 groundtruth clusters respectively. However, when λ 2 (A 1 ) is so close to 1 that it cannot be distinguished from λ 1 (A 1 ) by an eigensolver in finite precision arithmetic, it is possible that the computed eigenvalues satisfy (in exact arithmetic)
. In this case, two clusters are identified within the 1st ground-truth cluster, and the 3rd groundtruth cluster is ignored. For example, we construct similarity matrices using two graph clustering examples shown in Fig. 1 and using normalized cut as the objective function (the data points in each example are transformed into a sparse graph in a principled way as described in Section 4.1). The leading eigenvalues of A in each example are listed in Table 3 . We can see that the 3rd and 4th largest eigenvalues are very close when the number of data points n = 300, 000, and will become indistinguishable as n continues to increase or if we use single precision instead.
On the other hand, the solution of SymNMF is not based on eigenvectors, thus its algorithm does not suffer from potential numerical artifacts in the leading eigenvalues.
A Newton-like Algorithm for SymNMF
In this section, we focus on solving SymNMF forAlgorithm 1 Framework of Newton-like algorithms for SymNMF: min H≥0 f (x) = A − HH T 2 F 1: Input: number of data points n, number of clusters k, n × n similarity matrix A, reduction factor 0 < β < 1, acceptance parameter 0 < σ < 1, and tolerance parameter 0 < µ << 1 2: Initialize x, x (0) ← x 3: repeat
4:
Compute scaling matrix S
5:
Step size α = 1 6: while true do 7:
break 10:
end if
11:
α ← βα 12:
end while
13:
Output: x mulated as a minimization problem (2.4). The objective function in (2.4) is a fourth-order non-convex function with respect to the entries of H, and has multiple local minima. For this type of problem, it is difficult to find a global minimum; thus a good convergence property we can expect is that every limit point is a stationary point [2] . We can directly apply standard gradient search algorithms, which lead to stationary point solutions; however, they suffer from either slow convergence rate or expensive computation cost. Thus, it is not a trivial problem to minimize (2.4) efficiently.
Algorithm Framework
A vector x of length nk is used to represent the vectorization of H by column, i.e.
T . For simplicity, functions applied on x have the same notation with functions applied on H, i.e. f (x) ≡ f (H).
[·]
+ denotes the projection to the nonnegative orthant, i.e. changing any negative element of a vector to be 0. Superscripts denote iteration indices, e.g.
) is the iterate of x in the t-th iteration. For a vector v, v i denotes its i-th element. For a matrix M , M ij denotes its (i, j)-th entry; and M [i] [j] denotes its (i, j)-th n × n block, assuming both the numbers of rows and columns of M are multiples of n. M 0 refers to positive definiteness of M .
Algorithm 1 describes a framework of gradient search algorithms applied to SymNMF, upon which we will develop our Newton-like algorithm. This description does not specify iteration indices, but updates x 
Linear convergence; Quadratic Zigzagging convergence
in-place. The framework uses the "scaled" negative gradient direction as search direction. Except the scalar parameters β, σ, µ, the nk × nk scaling matrix S (t) is the only unspecified quantity. Table 4 lists two choices of S (t) that lead to different gradient search algorithms: projected gradient descent (PGD) [15] and projected Newton (PNewton) [2] .
PGD sets S (t) = I throughout all the iterations. It is known as one of steepest descent methods, and does not scale the gradient using any second-order information. This strategy often suffers from the wellknown zigzagging behavior, thus has slow convergence rate [2] . On the other hand, PNewton exploits secondorder information provided by the Hessian ∇ 2 f (x (t) ) as much as possible. PNewton sets S (t) to be the inverse of a reduced Hessian at x (t) . The reduced Hessian with respect to index set R is defined as
We introduce the definition of an index set E that helps to prove the convergence of Algorithm 1 [2] :
where depends on x and is usually small (0 < < 0.01) [9] . In PNewton, S (t) is formed based on the reduced Hessian ∇ 2 E f (x (t) ) with respect to E. However, because the computation of the scaled gradient S (t) ∇f (x (t) ) involves the Cholesky factorization of the reduced Hessian, PNewton has very large computational complexity -O(n 3 k 3 ), which is prohibitive. Therefore, we need to develop a Newton-like algorithm that exploits secondorder information in an inexpensive way. 1 δ ij is the Kronecker delta. 2 Both the gradient and the Hessian of f (x) can be computed analytically:
Improving the Scaling Matrix
The choice of the scaling matrix S (t) is essential to an algorithm that can be derived from the framework described in Algorithm 1. We propose two improvements on the choice of S (t) , yielding new algorithms for SymNMF. Our focus is to efficiently collect partial second-order information but meanwhile still effectively guide the scaling of the gradient direction. Thus, these improvements seek a tradeoff between convergence rate and computational complexity, with the goal of accelerating SymNMF algorithms as an overall outcome.
Our design of new algorithms must guarantee the convergence. Since the algorithm framework still follows Algorithm 1, we would like to know what property of the scaling matrix S (t) is essential in the proof of the convergence result of PGD and PNewton. This property is described by the following lemma: Definition 3.1. A scaling matrix S is diagonal with respect to an index set R, if S ij = 0, ∀i ∈ R and j = i.
Lemma 3.1. Let S be a positive definite matrix which is diagonal with respect to E. Then if x ≥ 0 is not a stationary point, there existsᾱ > 0 such that
Lemma 3.1 states the requirement on S (t) , which is satisfied by the choices of S (t) in both PGD and PNewton. It will guide our development of new ways to choose S (t) .
Improvement 1 (I1): Fewer Hessian Evaluations
A common method for reducing computation cost related to S (t) is to periodically update S (t) or evaluate S (t) only at the 1st iteration (chord method) [9] . However, this method cannot be directly used in the framework of Algorithm 1, because S (t) is not necessarily diagonal with respect to E (t) if E (t) = E (1) , and the requirement for convergence is violated.
Our way to delay the update of S (t) is to evaluate S (t) only when E (t) changes. More precisely,
and
Note that because f (x) is non-convex, we have to set
) is not positive definite, which can be checked during its Cholesky factorization. We expect that this improvement can reduce the number of times of Hessian evaluation and Cholesky factorization.
Improvement 2 (I2): Cheaper Hessian Evaluations
The second improvement on choosing S (t) is inspired by the recently proposed coordinate gradient descent (CGD) method for solving covariance selection [23] . When CGD is directly applied to SymNMF, it updates one column of H in each iteration while the other columns are fixed, and the search direction is typically determined by solving a quadratic programming problem. The CGD method introduces additional overhead when determining the search direction; however, it implies a possibility of using second-order information without evaluating the entire Hessian.
Inspired by the incremental update framework of CGD, we propose to choose S (t) to be a block-diagonal matrix in our batch update framework in Algorithm 1. More precisely, (3.10)
Intuitively speaking, the i-th n × n diagonal block of S (t) corresponds to variables in the i-th column of H, and S (t) only involves second-order information within each column of H. This choice of S (t) has two advantages over the choice in PNewton algorithm: 1. The computational complexity in each iteration is O(n 3 k), much lower than the complexity of PNewton; 2. We can exploit partial second-order information even though the n diagonal blocks of ∇ 2 E f (x (t) ) are not all positive definite, whereas PNewton requires the positive definiteness of all the n diagonal blocks as a necessary condition.
Our final strategy for solving SymNMF (2.4) is to combine Improvement 1 (I1) and Improvement 2 (I2). Note that the requirement on S (t) described in Lemma 1 is satisfied in both I1 and I2, and also in their combination I1 + I2. Thus, convergence is guaranteed in all of these variations.
Experiments
In this section, we first review how to transform a group of data points into graphs for clustering. With a graph constructed and its affinity matrix A G available, the similarity matrix A used in the SymNMF formulation (2.4) can be formed using normalized cut as the graph clustering objective function (see Table 1 , and details on the choice of similarity matrix in Section 2.2). We then evaluate the four variations of Newton-like algorithms for SymNMF on artificial data, and extend the experiments of the best-performing SymNMF algorithm to real-world data sets.
Throughout the experiments, we use Matlab 7.9 (R2009b) with an Intel Xeon X5550 quad-core processor and 24GB memory. All the Newton-like algorithms following the framework in Algorithm 1 have parameters β = 0.1, σ = 0.1, µ = 10 −4 , and the maximum iteration count is set to 10000. In addition, we empirically observe that choosing in (3.8) to be a fixed value 10 −16 makes the Newton-like algorithms faster while having little influence on the clustering quality.
Types of Graph
Two different types of graph are used in our experiments: full graph (a short name for fully-connected graph), and sparse graph. A graph V with n nodes is constructed based on data points x 1 , · · · , x n , as follows:
1. Full graph: Every pair of nodes are connected by an edge, and the edge weight is defined as [24] :
where the local scale parameter σ i of each data point is set to be the distance between x i and itŝ k-th neighbor. We usek = 7 as suggested in [24] , which is shown to be effective in many types of artificial and real-world data sets.
Sparse graph:
Every node is connected to its k n nearest neighbors. More precisely, Let N (i) ={j|x j is one of the k n nearest neighbors of x i , j = i} (4.12)
Define the edge weightsÂ G ij as:
where A G is defined as in (4.11). We choose k n = log 2 n + 1 as suggested in [20] .
Note that the similarity matrix A formed using A G orÂ G is usually nonnegative and indefinite.
Artificial Graph Data
To evaluate the algorithms for SymNMF, we first perform experiments with all the Newton-like algorithms proposed in Section 3 -PNewton, I1, I2, I1 + I2 -on a data set used in [24] for graph clustering 3 . The data set consists of 6 artificially constructed cases with data points in 2-dimensional space, shown in Fig. 3 . We compare spectral clustering and SymNMF algorithms on both full and sparse graphs. 20 runs with different initializations are conducted for each of the 6 cases, and the same initializations are used across all SymNMF algorithms for a fair comparison. The average computation time and clustering quality are reported in Tables 5 and 6 . Table 5 , we can see that it is essential to combine acceleration techniques in I1 and I2 in order to achieve an efficient algorithm for Sym-NMF. Newton-like algorithms, which utilizes secondorder information, usually require fewer iterations than Table 6 : Clustering quality on graph data. Graph  1  2  3  4  5  6   Spectral  14  18  13  7  14  19  PGD  19  17  18  17  15  20  PNewton 19  19  18  18  16  20  I1  19  19  18  18  16  20  I2  20  20  17  18  16  20  I1+I2  18  18  16  18  17  20 (a) Number of optimal assignments among 20 runs on full graph. PGD. However, a simple algorithm such as standard PNewton, while faster than PGD in many cases, can be much slower as well, as shown in many cases with sparse graph. Among these Newton-like algorithms, only I1 + I2 is substantially faster than PGD in every case. We also notice that the current SymNMF algorithms are much slower than spectral clustering that calls an eigensolver and K-means. We will improve the efficiency of SymNMF on similarity matrices with sparse formats in future study.
Efficiency From

Clustering Quality
The 6 cases in Fig. 3 have clearly separable cluster structures, which allows an effective method to give completely correct clustering results if initialized properly. Thus, we evaluate the clustering quality of these algorithms by comparing the numbers of optimal clustering assignments. From Table 6, we can see that all the algorithms for SymNMF achieve better clustering quality than spectral clustering on average. However, I1 + I2 does not always make improvement over PGD, possibly due to its inexpensive but approximate way to evaluate the reduced Hessian. Another important observation is that SymNMF is not as sensitive as spectral clustering in terms of which graph is used. Although all the algorithms experience performance degradation when we switch from full graph to sparse graph, the impact on SymNMF algorithms is much smaller than the impact on spectral clustering, especially in the cases of Graph 3 & 5. 5 . TDT2 is a collection of news articles from various sources (e.g. NYT, CNN, VOA) in 1998. Reuters-21578 is a benchmark text collection from the Reuters newswire in 1987. Both data sets are manually labeled to a set of topics, where each document is assigned to one label in TDT2, and one or more labels in Reuters-21578. Documents with multiple labels are discarded in our experiments. Additionally, clusters representing different topics are highly unbalanced in size, ranging from 1 to thousands of documents. To improve the reliability of our evaluations, we remove any cluster with less than 5 documents.
Image clustering experiments are conducted on a data set for object recognition: COIL-20 6 . COIL-20 contains 128 × 128 gray-scale images of 20 objects. The shooting directions are equally spaced in the entire 360 o range, resulting in 72 images for each object. The identity information of the objects is used as groundtruth labels.
Experimental Settings
In the experiments on real-world data sets, we use I1 + I2 as the SymNMF algorithm (due to its consistently better behavior in terms of efficiency and clustering quality), and only construct sparse graphs. Despite the low clustering quality with sparse graphs constructed on the above graph data, sparse graph is generally preferable to full graph in real-world data in terms of clustering quality, as discovered in many previous works [20] .
We compare the clustering qualities given by the following 6 algorithms:
1. Standard K-means and Spherical K-means (SphKmeans). The original data matrix X is used as input to the kmeans function in Matlab 7.9 (R2009b). To measure the dissimilarity between two data points x i , x j , standard K-means uses x i − x j reuters21578/ 6 http://www.cs.columbia.edu/CAVE/software/softlib/ coil-20.php data matrix X is normalized such that x i 2 = 1 for each data point x i . In addition, X is transformed into its normalized-cut weighted version XD −1/2 [22] , where D is defined in Section 2.2 with A G = X T X (inner-product similarity).
3. GNMF: Cai et al. [3] proposed GNMF by adding a graph-theoretic penalty term to (1.2) that takes neighboring relationship into account, so that the resulting method is better at clustering on manifolds. We use the GNMF algorithm and the suggested parameters in [3] . The data matrix X is constructed in the same way as in NMF. However, the neighboring relationship (based on the sparse graph) is generated using the original data matrix.
Spectral clustering:
We use the spectral clustering algorithm proposed by Ng et al. [16] . K-means is used as the final step to obtain clustering results, which is initialized by randomly choosing k samples as centroids.
SymNMF:
The Newton-like algorithm I1 + I2 is used.
For each data set, we construct subsets by selecting k groups randomly from the entire data set, and run clustering algorithms on the same subsets for comparisons. 20 random subsets are generated for each k. The algorithms are run 5 times on each subset, with different initializations and the correct cluster number k as input. NMF and GNMF have the same initializations of C and G. Although the data sets are labeled, the labels are only used when evaluating the clustering quality, not by the clustering algorithms.
Results and Analysis
We use clustering accuracy, the percentage of correctly clustered items given by the maximum bipartite matching, to evaluate the clustering quality (please refer to more details in [22] ). The experiment results on TDT2, Reuters-21578, and COIL-20 data sets are shown in Table 7 , 8, 9, respectively. We report: 1. The mean of clustering accuracy for each subset, averaged over 20 subsets; 2. The clustering accuracy corresponding to the lowest objective function value on each subset, averaged over 20 subsets. We have the following observations on these results: Table 7 : Clustering accuracy on TDT2 data set. The highest clustering accuracy for each k is highlighted. 2. By showing the best clustering accuracy selected among 5 runs for each subset, we intend to alleviate the impact of random initializations on the variance of clustering quality in these algorithms, and SymNMF still remains highly competitive. In a few cases where GNMF achieves the highest clustering accuracy, SymNMF has slightly lower clustering accuracy. However, SymNMF can be much better than GNMF in other cases.
3. In Section 1, we attribute the success of NMF on document clustering to the assumption that each basis vector is a good representation of a topic. However, comparing the clustering accuracies of NMF and SymNMF, we can see that this assumption on text corpus is over simplifying. The higher clustering accuracy given by SymNMF implies nonlinear cluster structures in the data. Also, comparing the clustering accuracies of spectral clustering and SymNMF, we can see that the formulation of SymNMF is a more effective way to reveal these nonlinear cluster structures based on neighboring relationship.
4. Spherical K-means uses cosine similarity and was proposed to improve the accuracy of document clustering over standard K-means [6] . These two algorithms have comparable performances in our experiments on text data sets, possibly due to the removal of the online-update phase. However, Table 9 : Clustering accuracy on COIL-20 data set. The highest clustering accuracy for each k is highlighted. on COIL-20 image data set, spherical K-means is consistently worse than standard K-means, which means that measuring cosine similarity is especially inappropriate when different clusters cannot be represented by different basis vectors.
Related Work
We have developed an algorithm for SymNMF with guaranteed convergence to a stationary point in this paper. Our Newton-like algorithm, to the best of our knowledge, is different from all previous algorithms for factorizing a symmetric matrix. As mentioned in Section 1, the nonnegative factorization of a kernel matrix (1.3) appeared in Ding et al. [7] , where the kernel matrix K is positive semi-definite and nonnegative. Their algorithm for solving (1.3) is a variation of the multiplicative update rule algorithm for NMF [4] . When K has negative entries, this algorithm for symmetric NMF is not applicable because it introduces negative entries into H and violates the constraint H ≥ 0. Later, Li et al. [14] proposed another multiplicative update rule algorithm for their formulation of factorizing the kernel matrix K in semi-supervised clustering, where K is assumed to be positive semi-definite but not necessarily nonnegative. However, it was pointed out in Gonzales and Zhang [8] that multiplicative update rule algorithms do not have the property that every limit point is a stationary point. We tested both algorithms in [7] and [14] on the graph clustering example shown in Fig. 1a , by replacing K with the similarity matrix A which is indefinite. Both algorithms failed to converge to a stationary point.
Conclusion
In this paper, we proposed Symmetric NMF (SymNMF) as a new framework of graph clustering methods. A graph is represented in a matrix A containing pairwise similarity values, and SymNMF performs a nonnegative symmetric factorization of A. The formulation of Sym-NMF is min H≥0 A − HH T 2 F , which can be related to a generalized form of many graph clustering objectives.
Compared to spectral clustering, the nonnegativity constraint in SymNMF enables H to be easily interpreted into clustering assignments and to naturally capture the cluster structure embedded in the graph representation. Compared to NMF, SymNMF allows incorporating similarity between the data points in the problem formulation, and we can employ the most suitable measure to describe the inherent cluster structure.
Our investigation into the limitations of NMF also reveals that it has similar assumptions on the cluster structure with spherical K-means: Both methods attempt to use different basis vectors to represent different clusters respectively. This seems to explain why spherical K-means is often used as an initialization strategy for NMF [21] .
We developed an efficient Newton-like algorithm for SymNMF, and showed that SymNMF often achieves higher clustering quality than spectral clustering and NMF in experiments with artificial and real-world data. In addition, choosing the parameters in constructing similarity matrix is a crucial issue in graph clustering, and the clustering results of SymNMF are not as sensitive as spectral clustering to these parameters.
Although the symmetric factorization of a similarity matrix has been used to build theoretical connection between different clustering methods [7] , SymNMF was rarely applied as an independent clustering method in practice. Algorithms with good convergence property, and also comparisons to other clustering methods (e.g. NMF, spectral clustering), were even more rare. In this paper, we strived to develop a general framework based on SymNMF, one with minimal constraints and flexible enough for future extensions and applications, such as semi-supervised learning, image segmentation, and recommender systems. The proposed algorithm can easily be parallelized, for example, the evaluation and Cholesky factorization of different diagonal blocks of the Hessian can run in parallel. Since a sparse similarity matrix A is frequently used in clustering, designing sparse algorithms for SymNMF is also an important future topic.
