Abstract. Let X 1 , X 2 ,... be a sequence of independent random variables with common distribution function F in the domain of attraction of a Gumbel extreme value distribution and for each integer n ≥ 1, let X 1,n ≤ ...Xn,n denote the order statistics based on the first n of these random variables. Along with related results it is shown that for any sequence of positive integers kn → +∞ and kn/n → 0 as n → 0 the sum of the upper kn extreme values X n−kn,n + ... + Xn,n, when properly centered and normalized, converges in distribution to a standard normal random variable N (0, 1). These results constitute an extension of results by S. Csörgő and D.M. Mason (1985) .
Introduction
Let X 1 , X 2 , .... be a sequence of independent random variables with common distribution function F and for each integer n ≥ 1, let X 1,n ≤ ... ≤ X n,n denote the order statistics based on the first n of these random variables. Mason (1985, 1986) have recently shown among other results that if
where L * is a slowly varying function at infinity and a ≥ 2, or if F has exponential-like upper tails, meaning 1 ≤ k n ≤ n, k n → +∞ and k n /n → 0 as n → +∞, there exist sequences A n > 0 of normalizing constants and C n of centering constants such that
The case (1.1) is contained in the theorem of and the case (1.2) is Theorem 1.5 of Csörgő and Mason (1985) . An application of Theorem 2.4.1 of de Haan (1970) (Lemma 1 below) combined with Fact 1.4 of Csörgő and Mason (1985) shows that (1.2) implies the existence of sequences of normalizing constants a n and centering constants b n , such that
where G is a Gumbel random variable with distribution function
Whenever such sequences of constants can be chosen so that (1.4) holds, we say that F is in the domain of attraction of a Gumbel law, written
One of the purposes of this note is to show that (1.3) holds more generally than under condition (1.2), that is, F ∈ D(Λ) is sufficient for (1.3) to hold. This will be a consequence of our main results stated in the next section. We shall also obtain some further extensions of the results of Csörgő and and Mason. The proofs are given in Section 3.
Statement of main results
First we introduce some notations. Let
with Q(0) = Q(0+), denote the inverse or quantile function of F . Write
For convenience, when β = 1, we set c(s) = c(s, 1). (Refer to the next section for our integral convention).
Let D * (Λ) denote the subclass of D(Λ) consisting of all distribution functions F whose quantile function Q satisfies For any sequence of positive integers k n , such that (K) holds and F ∈ D(Λ), set for n = 1, 2, ...,
The following theorem contains our main results.
Theorem. On a rich enough probability space, there exist a sequence of independent random variables X 1 , X 2 , ...., with common distribution function F and a sequence of Brownian bridges B 1 , B 2 ,, . . . , such that for any sequence k n satisfying (K), whenever F ∈ D(Λ),
and whenever F ∈ D * (Λ),
Furthermore, the random variables on the left side of (2.1), (2.2) and (2.3), respectively, converge in distribution to N(0, 2), N(0, 1) and N(0, 1), respectively, as n → +∞.
Remark. With the choice
, we see that our theorem implies (1.3) whenever D(Λ). Our theorem also extends Theorem 1.5, 1.7 and 2.1 and Corollary 2.5 of Csörgő and Mason (1985) . The random variable on the left side of (2.3) is related to the Hill (1975) estimator of the tail index of a distribution for this random variable was motivated by the work of Mason (1982) (see also Deheuvels, Haeusler and Mason (1988) ).
Proof of the theorem
We use the following integral convention : When 0 ≤ a ≤ b ≤ 1, g is left-continuous and f is right-continuous, gdf whenever these integrals make sense as Lebesgue-Stieltjes integrals. In this case, the usual integration by parts formula
The proof of our theorem will follow closely the proofs of the results of Csörgő and Mason (1985) , substituting their technical lemmas concerning properties of the quantile functions of distribution functions satisfying (1.2), by those describing properties of the quantile functions of F ∈ D(Λ). We therefore begin with these technical lemmas. Lemma 1. F ∈ D(Λ) if and only if for each choice of 0 ≤ x, y, w, z < ∞ fixed, y = w,
This is Theorem 2.4.1 of de Haan (1970).
is slowly varying at zero for each choice of 0 < β < ∞ .
Proof. We have to show that for each 0 < λ < ∞ and 0 < β < ∞,
Choose any 0 < λ < ∞ and 0 < θ < 1. Then for all s > 0 small enough we have
Applying Lemma 1 gives
Select any 0 < ε < ∞. From (3.4) we have that, for all s > 0 sufficiently small, expression (3.3) is
Thus for all s > 0 sufficiently small,
Observing that for all s > 0 small enough,
we see that by an argument very much like the one just given, we have for all s > 0 sufficiently small,
Assertion (3.2) now follows from inequalities (3.5) and (3.6) by the fact that θ can be chosen arbitrarily close to one and ε arbitrarily close to zero. This completes the proof of Lemma 2.
The following lemma is related to Theorem 1.4.3.d of de Haan (1970) and its proof is based on a modification of the techniques used to prove this theorem. For details see Deheuvels et al. (1986) .
Proof. Applying Lemma 3, we have for any 0 < x < +∞ and for all s sufficiently small
Since c is slowly varying at zero, both Proof. Let Q(1 − s) = Q(1 − s 1/β ). Since by Lemma 1 for any choice of 0 < x, y < ∞, y = 1,
converges as u ↓ 0 to log x/ log y, we conclude that Q ∈ D(Λ). Let
A change of variables shows that c(s β ) = c(s, β) for 0 < s < 1. Thus
which by Lemmas 1 and 4 converges to 1/β as s↓ 0, completing the proof of Lemma 5.
Proof. The proof is based on Lemma 5 and follows almost exactly as the proof of Lemma 3.3 of Csörgő and Mason (1985) . Therefore, the details are omitted. The proof of the following lemma is an easy consequence of the Karamata representation for a slowly varying function.
Lemma 7. Let a n be any sequence of positive constants such that a n → 0 and na n → ∞. Also let L be any slowly varying function at zero. Then for any 0 < β < ∞,
We now describe the probability space on which the assertions of the theorem are assumed to hold. M. Csörgő, S. Csörgő , Horváth and Mason (1986) have constructed a probability space (Ω, A, P) carrying a sequence U 1 , U 2 , ... of independent random variables uniformly distributed on (0, 1) and a sequence B 1 , B 2 , ... of Brownian bridges such that for the empirical process
and the quantile process
where
and, with U 1,n ≤ . . . ≤ U n,n denoting the order statistics corresponding to U 1 , . . . , U n .,
we have
withB n (s) = B n (s) for 1/n ≤ s ≤ 1 − 1/n and zero elsewhere and (3.13) sup
where ν 1 , and ν 2 are any fixed number such that 0 ≤ ν 1 < 1/4 and 0 ≤ ν 2 ≤ 1/2. The statement in (3.12) follows from Theorem 2.1, while the statement in (3.13) is easily inferred from Corollaries 2.1 and 4.2.2 of the above paper.
Thoughout the remainder of the proof of our theorem, we assume that we are on the probability space of . Since the sequence of random variables X 1 , X 2 , . . . , is equal in distribution to Q(U 1 ), Q(U 2 , ), . . ., we can and do assume that the first sequence is equal to the second.
First assume F ∈ D(Λ). We shall establish (2.1). Applying integration by parts we see that the left side of (2.1) equals
We shall first show that ∆ 1,n = Z n + R n with R n = o p (1). From (3.12) we have for any 0 < ν < 1/4, (3.14) sup
Notice that for any such ν,
From (3.14), we obtain
which by Lemma 5 equals o p (1). Also
From Lemmas 2 and 6 we infer that σ 2 (s) is regularly varying of exponent one at zero. Hence, by Lemma 7,
Next we show that ∆ 2,n = o p (1). Choose any 1 < λ < ∞ and set
Notice that since for all s in the closed interval formed by U n−kn,n and 1 − k n /n,
we have for any 1 < λ < ∞ lim inf
Since (K) implies (cf. Balkema and de Haan (1975) ) that
the lower bound in the above inequality equals one. Hence for each 1 < λ < ∞,
Observe for each 1
Applying Lemma 4 we see that this last expression converges to 2 log λ, which yields
The fact that ∆ 2,n = o p (1) now follows by an elementary argument based on (3.16) and (3.17) . This completes the proof of (2.1).
Next consider (2.2). Notice that since
Thus since r > 0 and slowly varying at zero Theorem 1.2.1 of de Haan (1970) gives
The left side of (2.2) equals
The same argument based on (3.13) as given in Csörgő and Mason (1985) shows that −k 1/2 n (log(1 − U n−kn/n ) − log(k n /n)) = Y n + o p (1). Therefore by (3.18 ) and the fact that Y n = o p (1) we have ∆ ⋆ 1,n = Y n + o p (1). Since r is slowly varying at zero, we get for each 1 < λ < ∞ as n → ∞, (3.19) sup |r(s) − r(k n /n)/c(k n /n) :
The fact that ∆ ⋆ 2,n = o p (1) now follows easily from Y n = o p (1), (3.15),(3.19) completing the proof of (2.2).
Since F ∈ D ⋆ (Γ) we have µ n (k n ) − k n Q(1 − k n /n) = Assertion (7) is now a direct consequence of (2.1) and (2.2).
Finally we prove the convergence in distribution of Z n , Y n , and Z n −Y n ,, to N(0, 2), N(0, 1) and N(0, 1), respectively, as n → ∞. Notice that the Z n , random variable in (2.1) is normal with mean zero and second moment σ 2 (k n /n)/(k n c 2 (k n )/n),, which by Lemma 6 converges to 1 as n → ∞. The Y n , random variable in (2.2) is normal with mean zero and second moment 1 − k n /n → 1 as n → ∞.
The Z n − Y n random variable in (2.3) is normal with mean zero. Applying Lemmas 5 and 6 it is easy to verify that E(Z n − Y n ) 2 → 1 and n → ∞. This completes the proof of the theorem.
