In this paper we introduce the concept of modulus of regularity as a tool to analyze the speed of convergence, including the finite termination, for classes of Fejér monotone sequences which appear in fixed point theory, monotone operator theory, and convex optimization. This concept allows for a unified approach to several notions such as weak sharp minima, error bounds, metric subregularity, Hölder regularity, etc., as well as to obtain rates of convergence for Picard iterates, the Mann algorithm, the proximal point algorithm and the cyclic algorithm. As a byproduct we obtain a quantitative version of the well-known fact that for a convex lower semi-continuous function the set of minimizers coincides with the set of zeros of its subdifferential and the set of fixed points of its resolvent.
Introduction
Many problems in applied mathematics can be brought into the following format:
Let (X, d) be a metric space and F : X → R be a function: find a zero of F , where as usual R = R ∪ {−∞, ∞}. This statement covers many equilibrium, fixed point and minimization problems. Numerical methods, e.g. those based on suitable iterative techniques, usually yield sequences (x n ) in X of approximate zeros, i.e. |F (x n )| < 1/n. Based on extra assumptions (e.g., the compactness of X, the Fejér monotonicity of (x n ) and the continuity of F ) one then shows that (x n ) converges to an actual zero z of F. An obvious question then concerns the speed of the convergence of (x n ) towards z and whether there is an effective rate of convergence. For general families of such problems formulated for a whole class F of functions F one largely has the following dichotomy:
(i) if the zero for F ∈ F is unique, then it usually is possible to give an explicit effective rate of convergence,
In this case we can infer that for all k, m ≥ ⌈1/φ(ε)⌉ d(x k , x m ) < 2ε.
So if X is complete and zer F is closed, then (x k ) converges with rate ⌈1/φ(ε/2)⌉ to a zero of F (see Theorem 4.1).
As discussed above, in general one cannot expect to have an effective rate of convergence in the non-unique case and so the existence of an explicit computable modulus φ of regularity w.r.t. zer F will rest on very specific properties of the individual mapping F (see Remark 4.11) . Nevertheless, noneffectively one always has a modulus of regularity w.r.t. zer F if X is compact and F is continuous with zer F = ∅ (see Proposition 3.2) . This strikingly illustrates the difference between the unique and the non-unique case: a modulus of uniqueness is a uniform version of having a unique zero which -e.g. by logical techniques -can be extracted in effective form from a given proof of uniqueness F (x) = 0 = F (z) → x = z, (see [32, Section 15.2] with Corollary 17.54 instead of Theorem 15.1 to be used in the noncompact case) whereas a modulus of regularity w.r.t. zer F is a uniform version of the trivially true property
which, however, has too complicated a logical form to guarantee -for computable F and effectively represented X -computability even in the presence of compactness.
While the concept of a modulus of regularity (and also Proposition 3.2) has been used in various special situations before (see, e.g., [1] and the literature cited there), we develop it in this paper as a general tool towards a unified treatment of a number of concepts studied in convex optimization such as weak sharp minima, error bounds, metric subregularity, Hölder regularity, etc., which can be seen as instances of moduli of regularity w.r.t. zer F for suitable choices of F. Actually, as it will be pointed out in Section 3, for minimization problems the notion of modulus of regularity is tightly related to the ones of weak sharp minima or error bounds.
After some preliminaries, we show in Section 3 how the concept of 'modulus of regularity' w.r.t. zer F can be specialized to suitable notions of 'modulus of regularity' for equilibrium problems, fixed point problems, the problem of finding a zero of a set-valued operator and minimization problems. In Theorem 3.11, we give -in terms of the respective moduli of regularity -a quantitative version of the well-known identities between minimizers of proper, convex and lower semi-continuous functions f, fixed points of the resolvent J γ∂f of ∂f of order γ > 0 and the zeros of ∂f :
argmin f = Fix J γ∂f = zer ∂f.
In Section 4 we use the concept of 'modulus of regularity' to give a general convergence result, Theorem 4.1, which provides, under suitable assumptions, explicit rates of convergence for Fejér monotone sequences. In particular, this result can be employed for various iterative methods such as Picard and Mann iterations, cyclic projections, as well as the proximal point algorithm. Together with the concept of metric regularity for finite families of intersecting sets from [8] , this also applies to convex feasibility problems.
Preliminaries
Throughout this paper, if not stated otherwise, (X, d) stands for a complete metric space, which is the natural setting for the concepts and results contained in this work. Although most of the algorithms considered in the subsequent sections are defined in Hilbert spaces, which we usually denote by H, in some situations we also refer to the context of CAT(κ) spaces, κ ∈ R, which are also known as Alexandrov spaces of curvature bounded above by κ and which we define in the sequel. For x ∈ X and r > 0, we denote the open ball and the closed ball centered at x with radius r by B(x, r) and B(x, r), respectively. If C is a subset of X, the distance of a point x ∈ X to C is dist(x, C) := inf{d(x, c) : c ∈ C}. Having x, y ∈ X, a geodesic from x to y is a mapping
The image of c is called a geodesic segment joining x to y and is not necessarily unique. A point z ∈ X belongs to a geodesic segment joining x to y if and only if there exists t ∈ [0, 1] such that d(x, z) = td(x, y) and d(y, z) = (1 − t)d(x, y) and we write z = (1 − t)x + ty if no confusion arises. We say that X is a (uniquely) geodesic metric space if every two points in it are joined by a (unique) geodesic. A set C in a uniquely geodesic metric space is called convex if given any two points in C, the geodesic segment joining them is contained in C. One way to define CAT(κ) spaces is via a quadrilateral condition which we state next for the case κ = 0. More precisely, a geodesic metric space (X, d) is said to be a CAT(0) space if
for any x, y, u, v ∈ X (see [13] ). Any CAT(0) space is uniquely geodesic. The Hilbert ball with the hyperbolic metric is a prime example of a CAT(0) space, see [26] . Other examples include Hilbert spaces, R-trees, Euclidean buildings, Hadamard manifolds, and many other important spaces. When κ = 0, a related inequality recently given in [14] can be used to introduce CAT(κ) spaces.
In the following we recall definitions and properties of operators which are significant in this paper. We refer to [12] for a detailed exposition on this topic. Let (X, d) be a metric space, C ⊆ X nonempty and T : C → X. The fixed point set of T is denoted by Fix T := {x ∈ C : T x = x}. The mapping T is said to be
) is a uniquely geodesic metric space. If C is closed and convex, then Fix T is also closed and convex, whenever T is quasi-nonexpansive. We say that T is firmly nonexpansive if
for all x, y ∈ C and λ ∈ [0, 1]. When X is a Hilbert space, there are several equivalent definitions of firm nonexpansivity, one of them being that T can be written as T = (1/2)Id + (1/2)S, where S is nonexpansive. Let A be a set-valued operator defined on a Hilbert space H, A : H → 2 H . We say that A is monotone if x * − y * , x − y ≥ 0 for all x, y ∈ H, x * ∈ A(x), y * ∈ A(y). Suppose next that A is monotone. The resolvent of A of order γ > 0 is the mapping J γA := (Id + γA) −1 defined on ran(Id + γA), which can be shown to be single-valued and firmly nonexpansive. Denoting the set of zeros of A by zer A := {x ∈ H : O ∈ A(x)}, we immediately have Fix J γA = zer A. The reflected resolvent is the mapping R γA := 2J γA − Id, which is nonexpansive as J γA is firmly nonexpansive. If the monotone operator A has no proper monotone extension, then it is called maximal monotone.
In this case J γA and R γA are defined on H. Let f : H → (−∞, ∞] be proper. The subdifferential of f is the set-valued operator ∂f :
It is easy to see that ∂f is monotone. Denoting the set of minimizers of f by argmin f := {x ∈ H : f (x) ≤ f (y), ∀y ∈ H}, we have zer ∂f = argmin f = Fix J γ∂f . Let C ⊆ H be nonempty and convex. Recall that the indicator function
and the normal cone map
Clearly, ∂δ C = N C . Suppose now that f is additionally convex and lower semi-continuous. Then int dom f = cont f ⊆ dom ∂f ⊆ dom f and ∂f is a maximal monotone operator. Note that if C ⊆ H is nonempty, closed and convex, then δ C is proper, convex and lower semi-continuous and N C is maximal monotone. The mapping Prox f : H → H,
is well-defined and called the proximal mapping of f . Note that J γ∂f = Prox γf for all γ > 0. One can also show that
for every γ > 0 and x, y ∈ H (see, e.g., [5, Lemma 3.2] ).
The metric projection also plays an important role in our further discussion. Let (X, d) be a metric space and C ⊆ X nonempty. The metric projection P C onto C is the mapping P C : X → 2 C defined by P C (x) := {y ∈ C : d(x, y) = dist(x, C)}. If X is a complete CAT(0) space and C is nonempty, closed and convex, then P C : X → C is well-defined, single-valued and firmly nonexpansive. Moreover,
for any x ∈ X and y ∈ C. Note that in Hilbert spaces,
The notions of Fejér monotonicity and asymptotic regularity are central in the study of convergence of algorithms associated to nonexpansive-type operators. Let (X, d) be a metric space and C ⊆ X nonempty. A sequence (x n ) ⊆ X is Fejér monotone with respect to C if d(x n+1 , p) ≤ d(x n , p) for all n ∈ N and p ∈ C. We say that an iteration (x n ) ⊆ C associated to a mapping T : C → C is asymptotically regular if lim n→∞ d(x n , T x n ) = 0 for any starting point in C. In this case, a function α : (0, ∞) → N is a rate of asymptotic regularity for (x n ) if
We end this subsection with a definition that will be needed later on. A function θ : N → N is a rate of divergence for a series n≥0 γ n if γ n ≥ 0 and
Modulus of regularity
Let (X, d) be a metric space and F : X → R with zer F = ∅.
Definition 3.1. Fixing z ∈ zer F and r > 0, we say that φ : (0, ∞) → (0, ∞) is a modulus of regularity for F w.r.t. zer F and B(z, r) if for all ε > 0 and x ∈ B(z, r) we have the following implication
If there exists z ∈ zer F such that φ : (0, ∞) → (0, ∞) is a modulus of regularity for F w.r.t. zer F and B(z, r) for any r > 0, then φ is said to be a modulus of regularity for F w.r.t. zer F .
Our first result shows that such a modulus always exists when the domain is compact and the function is continuous.
Proposition 3.2. If X is proper and F is continuous, then for any z ∈ zer F and r > 0, F has a modulus of regularity w.r.t. zer F and B(z, r).
Proof. It is enough to prove that
Assume that this is not the case. Then there exist ε > 0 and a sequence (x n ) in B(z, r) such that
Let x be a limit point of (x n ). Then, using the continuity of F, we get F ( x) = 0, i.e. x ∈ zer F. Also ∃n ∈ N (d(x n , x) < ε) .
Putting q := x, this contradicts the last conjunct in (3.5).
Remark 3.3. From the above, it follows that if X is compact and F is continuous, then F has a modulus of regularity w.r.t. zer F .
Remark 3.4. The proof of Proposition 3.2 is noneffective and in general even for simple computable functions F there is no computable modulus of regularity (see Remark 4.11 below). A characterization of the proof-theoretic strength and the computability-theoretic status of Proposition 3.2 in terms of 'reverse mathematics' and Weihrauch complexity is given in [34] .
The notion of modulus of regularity appears in a natural way in different relevant problems such as the following ones.
Equilibrium problems
Given the nonempty subsets C and D of two Hilbert spaces H 1 and H 2 , respectively, and a mapping G : C ×D → R, the equilibrium problem associated to the mapping G and the sets C and D consists of finding an element p ∈ C such that
for all y ∈ D.
Suppose that the set of solutions for problem (3.6), denoted by EP(G, C, D), is nonempty and define F : C → R,
Note that zer F = EP(G, C, D). Let z ∈ EP(G, C, D) and r > 0. A modulus of regularity for G w.r.t. EP(G, C, D) and B(z, r) is a modulus of regularity for F w.r.t. zer F and B(z, r). This modulus appears, under the name of error bound, in the study of parametric inequality systems. In [42] , such an approach is used to obtain rates of convergence for the cyclic projection method employed in solving convex feasibility problems.
The equilibrium problem covers in particular the classical variational inequality problem. Given a nonempty, closed and convex subset C of a Hilbert space H and a mapping A : C → H, the classical variational inequality problem associated to A and C consists of finding an element z ∈ C such that
for all y ∈ C. Denote by VI(A, C) the set of solutions for problem (3.7) and assume that it is nonempty. In this case one considers G : C × C → R defined by G(x, y) := A(x), y − x and, for z ∈ VI(A, C) and B(z, r), a modulus of regularity for A w.r.t. VI(A, C) and B(z, r) is a modulus of regularity for G w.r.t. EP(G, C, C) and B(z, r).
Fixed point problems
Let (X, d) be a metric space, T : X → X with Fix T = ∅ and define
Note that zer F = Fix T . Let z ∈ Fix T and r > 0. A modulus of regularity for T w.r.t. Fix T and B(z, r) is a modulus of regularity for F w.r.t. zer F and B(z, r). In a similar way, a modulus of regularity for T w.r.t. Fix T is defined to be a modulus of regularity for F w.r.t. zer F . This concept appears in particular forms in [17] and [43, 44] where it was used, respectively, to study the linear and Hölder local convergence for algorithms related to nonexpansive mappings.
The next result is a direct consequence of Proposition 3.2 and Remark 3.3.
Corollary 3.5. If X is proper, T is continuous, z ∈ Fix T and r > 0, then T has a modulus of regularity w.r.t. Fix T and B(z, r). If X is additionally compact, then T has a modulus of regularity w.r.t. Fix T .
In the following section (see We give next three concrete instances of moduli of regularity that are computed explicitly.
Example 3.6. (i) Let X be a complete metric space and T : X → X a contraction with constant k ∈ [0, 1). Then Fix T = {z} for some z ∈ X and it is easy to see that φ(ε) := (1 − k)ε is a modulus of regularity for T w.r.t. Fix T (in fact it is even a modulus of uniqueness). Indeed,
(ii) Let X be a complete metric space and T : X → X an orbital contraction with constant
If T is additionally continuous, one can show that φ(ε) := (1 − k)ε is a modulus of regularity for T w.r.t. Fix T . To this end let x ∈ X with d(x, T x) < φ(ε) and let n, l ∈ N. Then
This shows that (T n x) is a Cauchy sequence, hence it converges to some z ∈ X. Note that since T is continuous,
We include below an example of a continuous orbital contraction which has more than one fixed point and refer to [48] for a more detailed discussion on orbital contractions.
(iii) Let X be a metric space and T : X → C ⊆ X be a retraction. Then φ(ε) := ε is a modulus of regularity for T w.r.t. Fix T . To see this, note that Fix T = T (X) = C and d(x, T x) < ε implies dist(x, Fix T ) < ε since T x ∈ Fix T (not even the continuity of T is needed for this).
In particular, this applies to the case where T is the metric projection of X onto C if the metric projection exists as a single-valued function.
(iv) For nonempty, closed and convex subsets C 1 , C 2 ⊆ R n consider
In [17, p. 18] it is shown that if C 1 , C 2 are convex semi-algebraic sets with O ∈ C 1 ∩ C 2 which can be described by polynomials on R n of degree greater than 1, then (in our terminology), given r > 0, T admits the following modulus of regularity w.r.t. Fix T and B(O, r)
for suitable µ > 0 and γ ≥ 1.
Minimization problems
Let (X, d) metric space and f : X → (−∞, ∞]. We consider the problem
Suppose that its set of solutions S is nonempty and denote m := min x∈X f (x). Define the function
Given z ∈ S and r > 0, a modulus of regularity for f w.r.t. S and B(z, r) is a modulus of regularity for F w.r.t. zer F and B(z, r). Similarly, a modulus of regularity for f w.r.t. S is a modulus of regularity for F w.r.t. zer F . This concept is closely related to growth conditions for the function f such as the notions of sets of weak sharp minima or error bounds (see, e.g., [20, 25, 19, 15, 41] with the remark that there is a vast literature on these topics and their connection to other regularity properties). These conditions are especially used to analyze the linear convergence or the finite termination of central algorithms in optimization.
In the following S stands as above for the set of solutions of problem (3.8).
Example 3.7. (i) The set S is called a set of ψ-global weak sharp minima for f if
for all x ∈ X, where ψ : [0, ∞) → [0, ∞) is a strictly increasing function satisfying ψ(0) = 0. In this case, φ : (0, ∞) → (0, ∞), φ(ε) := ψ(ε), acts as a modulus of regularity for f w.r.t. S. The case ψ(ε) = k ε with k > 0 was introduced in [20] .
(ii) More generally, one can assume that S is a set of ψ-boundedly weak sharp minima for f , that is, for any bounded set C ⊆ X with C ∩ S = ∅, there exists a strictly increasing function
holds for all x ∈ C. Fixing z ∈ S and r > 0, a modulus of regularity for f w.r.t. S and B(z, r) can be defined by
Remark 3.8. In this regard, if ω is an increasing function satisfying ω(0) = 0, an inequality of the form
where x either lives in X or in a bounded set, is also called an error bound.
Remark 3.9. At the same time, if φ is a modulus of regularity for f w.r.t. S and B(z, r), then f (x) ≥ m + φ(dist(x, S)), for all x ∈ B(z, r). Indeed, supposing that there exists x ∈ B(z, r) such that f (x) − m < φ(dist(x, S)), then dist(x, S) < dist(x, S), a contradiction. Thus, a modulus of regularity also induces a growth condition for the function f .
Zeros of set-valued operators
Let X and Y be normed spaces and A : X → 2 Y be a set-valued operator such that zer A = ∅ and
, then zer F = zer A and F (x) = ∞ for x / ∈ dom A. Note that if H is a Hilbert space and A : H → 2 H is maximal monotone, then A(x) is closed for all x ∈ H, so (3.10) holds. Given z ∈ zer A and r > 0, a modulus of regularity for A w.r.t. zer A and B(z, r) is a modulus of regularity for F w.r.t. zer F and B(z, r) . Similarly, a modulus of regularity for A w.r.t. zer A is a modulus of regularity for F w.r.t. zer F . We give next two instances when moduli of regularity for A w.r.t. zer A exist.
Example 3.10. (i) Let X be a Banach space and X * its dual. The normalized duality mapping J : X → 2 X * is defined as
An operator A : X → 2 X is called ψ-strongly accretive, where ψ : [0, ∞) → [0, ∞) is a strictly increasing function with ψ(0) = 0, if
for all x, y ∈ X, x * ∈ A(x), y * ∈ A(y), where v, u + = max{j(v) : j ∈ J(u)}.
Assume that zer A = ∅ (hence it is a singleton) and let x ∈ X, x / ∈ zer A. Taking in (3.11) y ∈ zer A, we obtain
for all x * ∈ A(x). Then it is clear that A satisfies (3.10) and φ : (0, ∞) → (0, ∞), φ(ε) := ψ(ε), is a modulus of regularity for A w.r.t. zer A. Furthermore, it is actually a modulus of uniqueness, a fact that was also observed in [35, Remark 2] . If A is single-valued, then for any γ > 0, γφ is a modulus of regularity for Id − γA w.r.t. Fix (Id − γA).
(ii) Metric subregularity has been extensively used in optimization in relation with stability problems and the linear local convergence of proximal point methods (see [24, 40] ). An operator
for all x ∈ B(z, r). In this case, if zer A is closed, (3.10) holds and it immediately follows that φ : (0, ∞) → (0, ∞), φ(ε) := ε/k, is a modulus of regularity for A w.r.t. zer A and B(z, r).
Recall that if (X 1 , d 1 ) and (X 2 , d 2 ) are metric spaces, a modulus of uniform continuity for a uniformly continuous mapping T :
Theorem 3.11. Let H be a Hilbert space and f : H → (−∞, ∞] a proper, convex and lower semi-continuous function which attains its minimum. Take z ∈ argmin f and r, r ′ > 0. Consider the following statements:
1. The function f admits a modulus of regularity w.r.t. argmin f and B(z, r).
2. For γ > 0, the resolvent of f , J γ∂f , admits a modulus of regularity w.r.t. Fix J γ∂f and B(z, r).
3. The subdifferential of f , ∂f , admits a modulus of regularity w.r.t. zer ∂f and B(z, r ′ ).
) is additionally uniformly continuous admitting a modulus of uniform continuity, then 1 implies 2 for all γ > 0.
(ii) If there exists γ > 0 such that 2 holds, then 1 is satisfied. Moreover, 3 holds too if r ′ < r.
(iii) If ∂f is single-valued, r ′ = r and (Id + γ∂f )| B(z,r+1) , γ > 0, is uniformly continuous admitting a modulus of uniform continuity, then 3 implies 2.
Proof. Recall first that argmin f = Fix J γ∂f = zer ∂f, for every γ > 0.
(i) Let φ be a modulus of regularity for f w.r.t. argmin f and B(z, r), and ρ a modulus of uniform continuity for f | B(z,r+1) . Fix γ > 0. Define φ * : (0, ∞) → (0, ∞) by
To see that φ * is a modulus of regularity for J γ∂f w.r.t. Fix J γ∂f and B(z, r), let ε > 0 and x ∈ B(z, r).
At the same time, since z ∈ argmin f , by (2.3),
we have
Thus, f (J γ∂f (x)) − m < φ(ε)/2, from where
Consequently, dist(x, Fix J γ∂f ) < ε.
(ii) Let γ > 0 and φ be a modulus of regularity for J γ∂f = Prox γf w.r.t. Fix J γ∂f and B(z, r). We prove first that φ * : (0, ∞) → (0, ∞),
is a modulus of regularity for f w.r.t. argmin f and B(z, r). To see this, let ε > 0 and x ∈ B(z, r) such that f (x) − m < φ * (ε). Since
Thus, J γ∂f (x) − x < φ(ε), which yields dist(x, argmin f ) < ε. Define now φ * : (0, ∞) → (0, ∞) by
We show that φ * is a modulus of regularity for ∂f w.r.t. zer ∂f and B(z, r ′ ). Let ε > 0 and x ∈ B(z, r ′ ). Suppose dist(O Y , ∂f (x)) < φ * (ε) and choose y ∈ ∂f (x) such that y < φ * (ε). Then x + γy ∈ (Id + γ∂f )(x), so J γ∂f (x + γy) = x,
and J γ∂f (x + γy) − (x + γy) = γ y < φ ε 2 .
It follows that dist(x + γy, zer ∂f ) < ε/2, hence dist(x, zer ∂f ) ≤ dist(x + γy, zer ∂f ) + γ y < ε.
(iii) Note that in this case Id + γ∂f : H → H is also bijective (see [12, Chapter 23] ). Let ρ be a modulus of uniform continuity for (Id + γ∂f )| B(z,r+1) and φ a modulus of regularity for ∂f w.r.t. zer ∂f and B(z, r), and define φ * : (0, ∞) → (0, ∞) by
Let ε > 0 and x ∈ B(z, r) such that J γ∂f (x) − x < φ * (ε). Note that J γ∂f (x) ∈ B(z, r + 1). Because
it follows that dist(x, Fix J γ∂f ) < ε.
Rates of convergence
Theorem 4.1. Let (X, d) be a metric space and F : X → R with zer F = ∅. Suppose that (x n ) is a sequence in X which is Fejér monotone w.r.t. zer F , b > 0 is an upper bound on d(x 0 , z) for some z ∈ zer F and there exists α : (0, ∞) → N such that
If φ is a modulus of regularity for F w.r.t. zer F and B(z, b), then (x n ) is a Cauchy sequence with Cauchy modulus ∀ε > 0 ∀n,ñ ≥ α(φ(ε/2)) (d(x n , xñ) < ε) (4.12)
Moreover, (i) if X is complete and zer F is closed, then (x n ) converges to a zero of F with a rate of convergence α(φ(ε/2));
(ii) if there exists ε * > 0 such that
14)
Proof. Let ε > 0. Note that by Fejér monotonicity, (x n ) ⊆ B(z, b). Since there exists N ≤ α(φ(ε/2)) such that |F (x N )| < φ(ε/2), it follows that dist(x N , zer F ) < ε/2. Thus, d(x N , y) < ε/2 for some y ∈ zer F . Since (x n ) is Fejér monotone w.r.t. zer F , this implies that d(x n , y) ≤ d(x N , y) < ε/2 for all n ≥ α(φ(ε/2)), so (4.12) and (4.13) hold. (i) If X is complete, then z ′ := lim n→∞ x n exists and, by the above Cauchy rate, we get that
Since ε > 0 was arbitrary, we get dist(z ′ , zer F ) = 0 which yields, if zer F is closed, that z ′ ∈ zer F .
(ii) Let N ≤ α (min{ε * , φ(ε * )}) such that |F (x N )| < min{ε * , φ(ε * )}. Taking w := F (x N ) in (4.14), we obtain x N ∈ zer F ∪ {x ∈ X : dist(x, zer F ) ≥ ε * }. However, as |F (x N )| < φ(ε * ), we have dist(x N , zer F ) < ε * , and so x N = z ′ for some z ′ ∈ zer F . But then, by Fejér monotonicity,
Remark 4.2. If instead of (4.14) one actually has the stronger condition
then one does not need to assume the existence of a modulus of regularity for F in order to obtain the finite convergence of (x n ). In this case the corresponding rate is α(ε * ).
Remark 4.3. In fact in order to obtain finite termination, condition (4.14) does not need to hold for all points in F −1 (w), but only for those also belonging to the set of values of (x n ).
The following result is in some sense a converse of Theorem 4.1 for a particular situation. Proof. Assume on the contrary that φ is not a modulus of regularity for T w.r.t. Fix T and B(z, b).
Then there exist ε > 0 and x ∈ B(z, b) such that d(x, T x) < φ(ε) and dist(x, Fix T ) ≥ ε. Denote n = ψ(ε/2). Then there exists w ∈ Fix T such that d(T n x, w) < ε/2, which yields
In order to apply Theorem 4.1 to obtain rates of convergence for sequences (x n ) converging to common fixed points of finitely many selfmappings T 1 , . . . , T n : X → X of a metric space (X, d) (which e.g. is the situation for iterative procedures to solve so-called convex feasibility problems, see below) we first define the following notion.
Definition 4.5 (compare [10] ). Let (X, d) be a metric space and C 1 , . . . , C m , K be subsets of X with C := m i=1 C i = ∅. We say that C 1 , . . . , C m are (uniformly) metrically regular w.r.t. K if
We call a function ρ : (0, ∞) → (0, ∞) producing such a δ = ρ(ε) a modulus of metric regularity for C 1 , . . . , C m w.r.t. K.
Example 4.6 ([16])
. From a result shown in [16] , the following is immediate: let C 1 , . . . , C m ⊆ R n be basic convex semi-algebraic sets given by
where g i,j are convex polynomials on R n with degree at most d ∈ N. Then 
then (x n ) converges to a point in C with a rate of convergence α(φ(ρ(ε/2))).
. Clearly, zer F = C. Let ε > 0 and x ∈ B(z, b) with F (x) < φ(ρ(ε)). Then d(x, T i x) < φ(ρ(ε)) for all i ∈ {1, . . . , m}, so dist(x, Fix T i ) < ρ(ε) for all i ∈ {1, . . . , m}. Since the sets Fix T 1 , . . . , Fix T m are metrically regular w.r.t. B(z, b) with modulus ρ, we get dist(x, zer F ) < ε. Thus, φ • ρ is a modulus of regularity for F w.r.t. zer F and B(z, b). The result follows now from Theorem 4.1.
Recall that for retractions T i : X → C i (= Fix T i ), φ(ε) = ε is a modulus of regularity for T i w.r.t. Fix T i . Consequently, we get the next result.
Corollary 4.8. Let C 1 , . . . , C m ⊆ X be subsets of a complete metric space (X, d) with C := m i=1 C i nonempty and closed, and T i : X → C i , i = 1, . . . , m, be retractions. Then under the assumptions on (x n ) and on the metric regularity of C 1 , . . . , C m from Corollary 4.7, one has α(ρ(ε/2)) as a rate of convergence for (x n ) to some point in C.
Note that Corollary 4.8 applies in particular to so-called convex feasibility problems: having X a complete CAT(0) space (or even a CAT(κ) space with κ > 0 and an appropriate upper bound on its diameter) and C 1 , . . . , C m ⊆ X nonempty, closed and convex with C := m i=1 C i = ∅, the convex feasibility problem (CFP) consits of finding a point in C. Then we may apply Corollary 4.8 with T i being the metric projection onto C i .
We study next the finite convergence of a sequence to a zero of a maximal monotone operator. To this end we assume condition (4.16) which was considered by Rockafellar in [50, Theorem 3] (see also [46] ) to show that the proximal point algorithm terminates in finitely many iterations. Corollary 4.9. Let H be a Hilbert space and A : H → 2 H maximal monotone such that
If (x n ) is a sequence in H that is a Fejér monotone w.r.t. zer A and there exists α :
then zer A = {z} and x n = z for all n ≥ α(ε * ). A(x) ). We show that F satisfies (4.15). For w ∈ R, 0 ≤ w < ε * and x ∈ F −1 (w), we have dist(O, A(x)) = w < ε * , so there exists u ∈ A(x) such that u < ε * . Assume that x = z and define
Note that v n < ε * , so v n ∈ A(z). By the monotonicity of A, x − z, v n ≤ x − z, u for all n ∈ N \ {0}, which yields ε * x − z ≤ u x − z . This is a contradiction, so F −1 (w) = {z}, which shows in particular that zer A = {z}. By Remark 4.2, x n = z for all n ≥ α(ε * ).
We apply in the following the above results to different algorithms.
Picard iteration
Let X be a complete metric space and T : X → X a quasi-nonexpansive mapping with Fix T = ∅. The Picard iteration generates starting from x 0 ∈ X the sequence given by
It is well-known that (x n ) is Fejér monotone w.r.t. Fix T . Moreover, Fix T is closed. Note also that if T is nonexpansive, a function α : (0, ∞) → N such that
is actually a rate of asymptotic regularity for (x n ) as the sequence (d(x n , T x n )) is nonincreasing. Let b > 0 be an upper bound on d(x 0 , z) for some z ∈ Fix T . By Fejér monotonicity, (x n ) ⊆ B(z, b).
, if φ is a modulus of regularity for F w.r.t. zer F and B(z, b), and α is a rate of asymptotic regularity for (x n ), then, applying Theorem 4.1, we can deduce that (x n ) converges to a fixed point of T with a rate of convergence α(φ(ε/2)). In what follows we consider two problems where such α and φ can be computed explicitly.
First we focus on the problem of minimizing the distance between two nonintersecting sets applying the alternating projection method. If X is a complete CAT(0) space and U, V ⊆ X are nonempty, closed and convex with U ∩ V = ∅, then one aims to find best approximation pairs (u, v) ∈ U × V such that d(u, v) = dist(U, V ). This problem was studied in [7, 4] (for results in Hilbert spaces, see, e.g., [11, 38] ). Denote ρ := dist(U, V ) and suppose that S := {(u, v) ∈ U × V : d(u, v) = ρ} = ∅. Given x 0 ∈ X, we consider the sequence (x n ) given by (4.17), where T : X → X, T := P U • P V . Then:
• T is nonexpansive.
• If (u, v) ∈ S, then u ∈ Fix T , so Fix T = ∅. At the same time, if u ∈ Fix T , then (u, P V u) ∈ S (see [4] ). We take b an upper bound on d(x 0 , z) for some fixed z ∈ Fix T .
• For any x ∈ X and u ∈ Fix T ,
To see this, apply first (2.4) to get d(T x,
2 by (2.1).
• (x n ) is asymptotically regular with a rate of asymptotic regularity (see [4] )
where s ≥ d(T x 0 , P V x 0 ) 2 . By (4.18), we can take s = ρ 2 + b 2 and we obtain the following rate of asymptotic regularity
We assume that the sets U and V are additionally boundedly regular which means that for any bounded set K ⊆ X and any ε > 0 there exists δ > 0 such that for all x ∈ K we have the following
This notion is a natural analogue of the one given in [9] in the setting of Hilbert spaces. Extensions of the concept of bounded regularity have been introduced in the recent paper [21] to analyze the speed of convergence of a sequence defined by a family of operators. Let ε > 0 and consider K := B(z, b). Since U, V are boundedly regular, there exists δ = δ(ε) > 0 such that (4.19) holds for x ∈ K. We show next that φ : (0, ∞) → (0, ∞),
is a modulus of regularity for T w.r.t. Fix T and K. To this end, let
An easy computation shows that dist(x, V ) < ρ + δ. Thus, dist(x, Fix T ) < ε.
Another algorithm which fits into the scheme (4.17) is the gradient descent method employed to find minimizers of convex functions. Let H be a Hilbert space and f : H → R convex, Fréchet differentiable on H and such that its gradient ∇f is L-Lipschitz. Suppose that argmin f = ∅. Given x 0 ∈ H, the gradient descent method with constant step size 1/L generates the sequence (x n ) given by (4.17), where T : H → H, T := Id − 1 L ∇f . Then the following facts are known:
• argmin f ⊆ Fix T , so Fix T = ∅. We take b to be an upper bound on d(x 0 , z) for some z ∈ Fix T .
• T is firmly nonexpansive by the Baillon-Haddad theorem [6] .
• (x n ) is asymptotically regular with a rate of asymptotic regularity (see [3] )
In addition, suppose that ∇f is ψ-strongly accretive. Then φ : (0, ∞) → (0, ∞), φ(ε) = ψ(ε)/L is a modulus of regularity for T w.r.t. Fix T (see Example 3.10.(i)).
In [33] , it is shown that the Picard iteration (x n ) of the composition T := T m • . . .
• T 1 of finitely many metric projections T i := P C i of a complete CAT(κ) space X (with κ > 0 and diameter less than π/(2 √ κ)) onto closed and convex sets C i ⊆ X, i = 1, . . . , m, with C := m i=1 C i = ∅ is asymptotically regular and has common approximate fixed points. Moreover, an explicit common approximate fixed point bound (in the sense of Corollary 4.7) is given (follows from [33, Corollaries 4.17, 4.5] and the Lipschitz continuity of T i ). Since metric projections in CAT(κ) spaces are quasinonexpansive (and so is T since the fixed points of T are precisely the common fixed points of T 1 , . . . , T m , see [33] ) one gets the Fejér monotonicity w.r.t. C of the sequence (x n ). A related algorithm to approach the CFP in this setting is the cyclic projection method. In this case, (x n ) is not a Picard iteration, but is generated by x n+1 := Tnx n , where n ∈ N, x 0 ∈ X and Tn := T n(mod m)+1 . The sequence (x n ) is again Fejér monotone w.r.t. C and an explicit common approximate fixed point bound when X is a CAT(0) space can be obtained from [4, Theorem 3.2, Remark 3.1]. Thus, our general results on rates of convergence are applicable in these situations (see Corollary 4.8 and the comment below it).
We finish this subsection with the following observations. Proof. We use a construction from [45] : let (a n ) be a so-called Specker sequence, i.e. a computable nondecreasing sequence of rational numbers in [0, 1] without a computable limit (which exists by [51] ). Define
= max{x, a n } and put
, where a := lim n→∞ a n , and so T is firmly nonexpansive with Fix T = [a, 1]. Since x n ≤ x n+1 ≤ a, (x n ) converges to a fixed point of T which must be a. If (x n ) had a computable rate of convergence, then a would be computable, which is a contradiction.
Remark 4.11. Since T is firmly nonexpansive, the sequence (x n ) defined in Remark 4.10 is Fejér monotone w.r.t. Fix T and asymptotically regular with an explicit rate of asymptotic regularity. Thus, by Theorem 4.1 (applied to F (x) := |x − T x|), T has no computable modulus of regularity w.r.t. Fix T .
Mann iteration
Let X be a uniquely geodesic space and T : X → X with Fix T = ∅. The Mann iteration associated to T starting from x 0 ∈ X is defined by 20) where the coefficients λ n are in [0, 1]. Suppose next that X is a CAT(0) space, T is nonexpansive and b > 0 is an upper bound on d(x 0 , z) for some z ∈ Fix T . Note that (x n ) is Fejér monotone w.r.t. Fix T . If additionally (λ n ) satisfies ∞ n=0 λ n (1 − λ n ) = ∞ with rate of divergence θ, then it was proved in [39] that (x n ) is asymptotically regular with the following rate of asymptotic regularity
In the setting of Hilbert spaces, the Mann algorithm has been used in combination with splitting methods to solve problems that can be abstracted into finding a zero of the sum of two maximal monotone operators. Let A, B : H → 2 H be two maximal monotone operators with zer(A + B) = ∅ and let γ > 0. The Douglas-Rachford algorithm is the Mann algorithm with T := R γA R γB . Note that in this case, as mentioned in Section 2, T is a nonexpansive mapping defined on H. Since, by [12, Proposition 26 .1], zer(A + B) = J γB (Fix T ), we have Fix T = ∅. If φ is a modulus of regularity for T w.r.t. Fix T and B(z, b), then, by Theorem 4.1, the sequence (x n ) converges to a fixed point of T with rate of convergence α(φ(ε/2)).
In particular, if C 1 , C 2 and T are as in Example 3.6.(iv), then we obtain a rate of convergence for (x n ) to a fixed point of T whose projection onto
. Consequently, the sequence (P C 1 x n ) converges to a point in C 1 ∩ C 2 with the same rate of convergence.
The CFP can also be solved using a Mann-type iteration studied by Crombez [22, 23] which was analyzed quantitatively in [29] (see also [49, 47] ). Let H be a Hilbert space and C 1 , . . . , C m ⊆ H be closed and convex subsets with
H → C i be metric projections, T i := Id + λ i (P C i − Id) with 0 < λ i ≤ 2, λ 1 < 2, and put T := m i=1 a i T i , where a 1 , . . . , a m ∈ (0, 1) with m i=1 a i = 1. As shown in [29] , T can be written as T = aId + (1 − a)S for suitable a ∈ (0, 1) and nonexpansive S : C → C which satisfies Fix S = C. Let x 0 ∈ H and b ≥ x 0 − z for some z ∈ C. The sequence x n := T n x 0 is Fejér monotone w.r.t. Fix S since it is the Mann iteration associated to S with constant coefficient a. Moreover, the sequences ( x n − P C i x n ) n , i = 1, . . . , m, are asymptotically regular with a rate of asymptotic regularity α * which is quartic in 1/ε (see [29, Corollary 4.3.(i) ] where the exact expression of α * is given). In particular, α * is a common approximate fixed point bound for P C 1 , . . . , P Cm . We can now apply Corollary 4.8 to obtain that the sequence (x n ) converges to a point in C with a rate of convergence α * (ρ(ε/2)) whenever C 1 , . . . , C m are metrically regular w.r.t. B(z, b) with modulus ρ. This, in particular, applies to H = R n and the situation of Example 4.6 with the modulus of metric regularity ρ given there.
Proximal point algorithm
Let H be a Hilbert space and A : H → 2 H a maximal monotone operator with zer A = ∅. Note that zer A is closed. Given x 0 ∈ H and a sequence of positive numbers (γ n ), the proximal point algorithm (PPA) generates the sequence defined by x n+1 := J γnA x n for any n ∈ N.
(4.21)
It is well-known that (x n ) is Fejer monotone w.r.t. zer A. Denoting F : H → R, F (x) = dist(O, A(x)) and u n = xn−x n+1 γn , we have F (x n+1 ) ≤ u n for all n ∈ N. Take b > 0 an upper bound of x 0 − z for some z ∈ zer A. If is a rate of convergence of ( u n ) towards 0. Therefore,
and so ∀ε > 0 F (x α(ε) ) < ε , where α(ε) := θ 2b 2 ε 2 + 1. Thus, if φ is a modulus of regularity for A w.r.t. zer A and B(z, b), then, by Theorem 4.1, (x n ) converges to some z ′ ∈ zer A with a rate of convergence α(φ(ε/2, b)). In addition, if (4.16) holds, then we can apply Corollary 4.9 to get x n = z ′ for all n ≥ α(ε * ). This gives a quantitative version of a special form of [50, Theorem 3] .
The PPA has been extensively applied as a method to localize a minimizer of a convex function. Let f : H → (−∞, ∞] be proper, convex and lower semi-continuous and S = argmin f = ∅. In this case, the sequence (x n ) is given by (4.21) for A = ∂f and we take z and b as above.
The following additional conditions allow us to give an explicit modulus of regularity for ∂f w.r.t. We finish with a particular situation when we obtain finite convergence of (x n ). Suppose that S is a set of ψ-global weak sharp minima for f with ψ(ε) = k ε, where k > 0. We prove that F defined as before satisfies (4.15) . Applying [25, Theorem 2, Lemma 5], it follows that there exists ε * > 0 such that if x ∈ H, u ∈ ∂f (x) with u ≤ ε * , then x ∈ S. For w ∈ R, 0 ≤ w < ε * and x ∈ F −1 (w), we have dist(O, ∂f (x)) = w < ε * , so there exists u ∈ ∂f (x) such that u < ε * . Therefore, x ∈ S, which yields F −1 (w) ⊆ zer F . By Remark 4.2, x n = z ′ for all n ≥ α(ε * ), where z ′ ∈ S and α is given above. This gives a quantitative version of the main result in [25] .
