Eddy current testing technology is widely used in the defect detection of metal components and the integrity evaluation of critical components. However, at present, the evaluation and analysis of defect signals are still mostly based on artificial evaluation. Therefore, the evaluation of defects is often subjectively affected by human factors, which may lead to a lack in objectivity, accuracy, and reliability. In this paper, the feature extraction of non-linear signals is carried out. First, using the kernel-based principal component analysis (KPCA) algorithm. Secondly, based on the feature vectors of defects, the classification of an extreme learning machine (ELM) for different defects is studied. Compared with traditional classifiers, such as artificial neural network (ANN) and support vector machine (SVM), the accuracy and rapidity of ELM are more advantageous. Based on the accurate classification of defects, the linear least-squares fitting is used to further quantitatively evaluate the defects. Finally, the experimental results have verified the effectiveness of the proposed method, which involves automatic defect classification and quantitative analysis.
Introduction
Metal components composed of metal materials are widely used in the national defense industry, aerospace, petrochemical industry, rail transit, medical equipment, electronic information, and construction industries, playing an important role in a number of these industries [1, 2] . However, in the production and use of metal components, it is easy to cause various defects and damage to the surface and interior of metal components. Especially for some in-service metal component equipment, when the defects are serious, they lead to the scrapping of whole components, causing major safety problems [3, 4] . Therefore, in order to ensure the safety, integrity, and reliability of metal components, as well as the major products and facilities based on them, testing of their reliability must be carried out.
At present, non-destructive testing and evaluation methods in relation to metal components mainly include ultrasonic, acoustic emission, X-ray, infrared thermal imaging, and eddy current testing [5, 6] . Compared with other detection methods, eddy current testing has many advantages in detecting metal components. It can detect metal component defects [7] and other properties [8, 9] , especially on the surface and subsurface damage of metal components, such as cracks, folding, pore, and inclusions [10, 11] .
Methods

Kernel-PCA
The KPCA algorithm is a non-linear extension of the PCA algorithm. When the eddy current detection signal has non-linear characteristics, the application of the traditional PCA algorithm based on linear analysis is greatly affected. Based on the PCA algorithm, through the introduction of the kernel method, the data of the original space are mapped to the higher-dimensional feature space by Metals 2019, 9, 155 3 of 15 nonlinear mapping, and the data are analyzed by the PCA method in the high-dimensional feature space, thereby realizing the original space. The nonlinear problem in the middle is transformed into a linear problem in high-dimensional space [26] [27] [28] .
Assuming the m-dimensional training sample set is X = [x 1 , x 2 , . . . , x n ] T ∈ R n×m and has a nonlinear mapping relationship:
where Φ(·) is a non-linear mapping function, F is a high-dimensional feature space after mapping, and h is the dimension of high-dimensional feature space, usually satisfying m < h. At the same time, the data of high-dimensional feature space are centralized, i.e.,
The covariance matrix of data in feature space F is calculated by:
Computing eigenvalue λ and eigenvector v of the covariance matrix C, i.e.,
where v = n ∑ i=1 a i Φ(x i ) and a i are the coefficient of each feature sample.
By multiplying both ends of Equation (3) by Φ(x j ), we have:
By defining a kernel function K ij = Φ(x i ), Φ(x j ) , Equation (4) can be transformed into:
where a represents the eigenvector of the kernel function matrix. In order to ensure the unity of the load vector of the KPCA, eigenvector a needs to satisfy a 2 = 1/nλ.
Assuming that the current sample is x q , the corresponding principal components in the feature space F can be obtained by the following equation:
where k represents the number of selected principals. There are many kinds of kernels to choose from, including linear kernels, P-order polynomial kernels, Gauss radial basis function kernels, and multi-layer perceptron kernels. Among them, the Gauss radial basis function (RBF) has been widely used, because of its advantages of having fewer parameters and capacity to satisfy Mercer conditions. Therefore, the Gaussian radial basis kernel function is used as the kernel function of KPCA in this paper, i.e.,
Extreme Learning Machine
An Extreme Learning Machine is a special type of single hidden layer feedforward neural network, with only one hidden layer node. As shown in Figure 1 , n, L, and m represent the number of nodes in the input layer, hidden layer, and output layer, respectively [23, 29] . An Extreme Learning Machine is a special type of single hidden layer feedforward neural network, with only one hidden layer node. As shown in Figure 1 , n, L, and m represent the number of nodes in the input layer, hidden layer, and output layer, respectively [23, 29] . If there are N input samples of ( i x , i t ), where
, and
For a single-hidden layer feedforward neural network, with L hidden layer nodes, the output of the activation function g(x) can be expressed as follows:
where is the activation function of the hidden layer [24] . The goal of single-hidden layer feedforward neural network learning is to approximate N samples with minimum error, namely:
β , w i , and i b satisfy the following equation:
which can also be expressed in matrix form as follows:
where, If there are N input samples of (x i ,t i ), where
where
T represents the weight vector between the ith node of the hidden layer and the input layer, β i denotes the weight vector between the ith node of the hidden layer and the output layer, and b i denotes the bias function of the ith node of the hidden layer. w i · x j represents the inner product of w i and x j , and g(w i · x j + b i ) is the activation function of the hidden layer [24] . The goal of single-hidden layer feedforward neural network learning is to approximate N samples with minimum error, namely:
β i , w i , and b i satisfy the following equation:
where,
where H represents the output of the hidden layer node. According to the input x 1 , x 2 , . . . , x N , the ith column represents the output of the ith hidden node, β represents the output weight, and T represents the desired output. In order to train the single hidden layer neural network, we hope to getŵ i ,b i ,β(i = 1, . . . , L) in order to satisfy:
H + is the Moore-Penrose generalized inverse of H, and the least squares solution of the minimum norm β is unique, which minimizes the training error. Assuming that the number of hidden nodes is L and the number of training samples is N, if L = N exists, then matrix H is square and reversible, but in general, L < N, so the generalized inverse matrix is used to find the minimum error solution.
Linear Least-Squares Fitting
When the defect is fitted and analyzed, it is assumed that the fitting model between the defect and the eddy current detection signal is as follows:
whereβ 0 represents the intercept,β 1 represents the slope, and e i = Y i −β 0 −β 1 X 1 represents the error of sample (X i ,Y i ).
When the least square method is used to estimate the parameters, the least square loss function
2 after fitting is required, i.e., β 0 and β 1 are determined, and the extremum of parameters can be obtained by solving the derivatives. To estimate the two parameters, the partial derivative of Q must be found:
the extreme point of the function is the point where the partial derivative is 0, and the solution is:
In addition to estimating the best parameters, the correlation coefficient r XY of the samples is also given when fitting with the linear least squares and r XY =
The automatic identification classification and quantitative analysis process of metal component defect eddy current testing is shown in Figure 2 .
The automatic identification classification and quantitative analysis process of metal component defect eddy current testing is shown in Figure 2 . Figure 3 shows the experimental setup, which consists of an eddy current probe, an impedance analyzer, a 3D mobile platform, and a PC host system. The probe is a packaged air-cored coil, and the detailed parameters are shown in Table 1 . The WK65120B impedance analyzer, produced by Wayne Kerr (West Sussex, UK), is used to measure the impedance signal of the probe. Its measuring range is from 20 Hz to 120 MHz, with a 0.05% measuring accuracy. The impedance analyzer communicates with the PC host system through a local area network (LAN). The 3D mobile platform is controlled by pulse width modulation (PWM) signals from a PCI-bus card MPC08, with an application developed in LabVIEW. A pulse from PWM can drive a step motor to rotate on a fixed angle. Therefore, the displacement and the speed of the 3D mobile platform are proportional to the number and frequency of the pulses fed into the motor, respectively. At the same time, the 3D mobile platform is used to place and fix the testing piece and eddy current probe.
Experimental Setup and Materials
In order to verify the validity of the automatic recognition, classification, and quantitative analysis methods proposed in this paper, ten crack defects of different lengths and depths were manufactured on the surface of a 3 mm thick 6061 aluminum plate by electrical discharge machining, as illustrated in Figure 4 . Geometrical parameters of the manufactured crack defects are listed in Table 2 . The five defects have different lengths, ranging from 4 mm to 12 mm, with a step of 2 mm, and width and depth fixed to 1mm and 2.5 mm, respectively. In different length defects, the depth ranges from 0.5 mm to 2.5 mm, with a step of 0.5 mm, and the width and length are fixed to 1 mm and 20 mm, respectively. Figure 3 shows the experimental setup, which consists of an eddy current probe, an impedance analyzer, a 3D mobile platform, and a PC host system. The probe is a packaged air-cored coil, and the detailed parameters are shown in Table 1 . The WK65120B impedance analyzer, produced by Wayne Kerr (West Sussex, UK), is used to measure the impedance signal of the probe. Its measuring range is from 20 Hz to 120 MHz, with a 0.05% measuring accuracy. The impedance analyzer communicates with the PC host system through a local area network (LAN). The 3D mobile platform is controlled by pulse width modulation (PWM) signals from a PCI-bus card MPC08, with an application developed in LabVIEW. A pulse from PWM can drive a step motor to rotate on a fixed angle. Therefore, the displacement and the speed of the 3D mobile platform are proportional to the number and frequency of the pulses fed into the motor, respectively. At the same time, the 3D mobile platform is used to place and fix the testing piece and eddy current probe.
In order to verify the validity of the automatic recognition, classification, and quantitative analysis methods proposed in this paper, ten crack defects of different lengths and depths were manufactured on the surface of a 3 mm thick 6061 aluminum plate by electrical discharge machining, as illustrated in Figure 4 . Geometrical parameters of the manufactured crack defects are listed in Table 2 . The five defects have different lengths, ranging from 4 mm to 12 mm, with a step of 2 mm, and width and depth fixed to 1mm and 2.5 mm, respectively. In different length defects, the depth ranges from 0.5 mm to 2.5 mm, with a step of 0.5 mm, and the width and length are fixed to 1 mm and 20 mm, respectively. 
Results and Discussion
In the experiment, the lift-off of the probe is fixed to 1 mm, and the scanning range in the horizontal direction is set to 10 mm. The scanning step is 0.1 mm, and the scanning speed is 0.1 mm/s, taking the position of the crack defect as the center. Considering the influence of the excitation frequency of the probe in the eddy current testing on the detection depth and sensitivity of the metal specimens, a low excitation frequency leads to a decrease of detection sensitivity, while a high excitation frequency leads to a decrease of detection depth [29] . Therefore, the resistance and reactance information at each scanning point are acquired under the excitation frequency of 450 KHz, and each defect is scanned 10 times. In the experiment, 100 sets of resistance signals and 100 sets of reactance signals of 10 defects were collected. The original resistance and reactance information of the defect are shown in Figures 5  and 6 , respectively.
Original Signal Analysis
As shown in Figures 5 and 6 , the x-axis represents the scanning position of the probe, 0 represents the central position of the defect, and the y-axis represents the magnitude of the resistance R and the reactance X, respectively. As the probe approaches the defect, the resistance also increases. When the probe approaches the edge of the defect, the resistance reaches its maximum value, then decreases gradually. When the probe is located at the center of the defect, the resistance decreases to its minimum value, and the probe continues to move from the center of the defect. After leaving the center, the resistance value gradually increases to the maximum, and then decreases after reaching the peak again. Unlike the change of resistance value, the reactance value increases gradually when the probe is near the defect, and reaches the maximum when the probe is located at the defect center; then, the reactance value begins to decrease. During the whole scanning process, there are two peaks in the resistance value, while the reactance value only appears to have one peak at the center of the defect. Figure 6 shows information on the resistance and reactance, which vary with the defect depth, and the variation of the resistance and reactance is the same as that shown in Figure 5 .
However, the resistance, reactance, and calculated impedance (Z = R 2 + X 2 ) response of the probe to the length-varying defect and depth-varying defect are very similar, and the detection values at different defect locations overlap to varying degrees. As shown in Figures 7-9 , the resistance, reactance, and impedance values correspond to the length and depth defects with the same coordinates, respectively. Therefore, if the original signal is directly used to identify and classify defects, it must lead to a misclassification of defects. As shown in Table 3 , the accuracy rates when the classifiers ANN, SVM, and ELM are used to perform the defect classification, using the original signal as an input feature, are shown. From the classification results, we can see that the classification accuracy of the ELM method is still better than that of ANN and SVM, only when the original signal is used for classification. However, the classification accuracy rate of the three classification methods is less than However, the resistance, reactance, and calculated impedance (
) response of the probe to the length-varying defect and depth-varying defect are very similar, and the detection values at different defect locations overlap to varying degrees. As shown in Figures 7-9 , the resistance, reactance, and impedance values correspond to the length and depth defects with the same coordinates, respectively. Therefore, if the original signal is directly used to identify and classify defects, it must lead to a misclassification of defects. As shown in Table 3 , the accuracy rates when the classifiers ANN, SVM, and ELM are used to perform the defect classification, using the original signal as an input feature, are shown. From the classification results, we can see that the classification accuracy of the ELM method is still better than that of ANN and SVM, only when the original signal is used for classification. However, the classification accuracy rate of the three classification methods is less than 60%. Therefore, it is necessary to further extract the features of the original signal in order to improve the accuracy of the detection and classification of defects in metal components. However, the resistance, reactance, and calculated impedance (
) response of the probe to the length-varying defect and depth-varying defect are very similar, and the detection values at different defect locations overlap to varying degrees. As shown in Figures 7-9 , the resistance, reactance, and impedance values correspond to the length and depth defects with the same coordinates, respectively. Therefore, if the original signal is directly used to identify and classify defects, it must lead to a misclassification of defects. As shown in Table 3 , the accuracy rates when the classifiers ANN, SVM, and ELM are used to perform the defect classification, using the original signal as an input feature, are shown. From the classification results, we can see that the classification accuracy of the ELM method is still better than that of ANN and SVM, only when the original signal is used for classification. However, the classification accuracy rate of the three classification methods is less than 60%. Therefore, it is necessary to further extract the features of the original signal in order to improve the accuracy of the detection and classification of defects in metal components. - 
Feature Extraction and Classification
In Section 4.1, it was found that when the original signal is directly used to classify defects, the classification of defects is inaccurate, because the original signal overlaps at different defects to varying degrees. In this subsection, the KPCA algorithm described in Section 2.1 is used to reduce the dimension of the original signal and extract the first four main components as the feature information of defect classification. As shown in Figure 10 , the main characteristic distributions of the resistance, reactance, and impedance values of each defect after the feature extraction of KPCA are shown.
interference [30] , and its training time is much lower than that of ANN [19, 20] . In this paper, the length and depth of defects are fitted by the peak values of the resistance, reactance, and impedance of eddy current signals. Figure 11 shows the fitting errors of eddy current signals for length and depth defects. In relation to the fitting errors of the length defect, the error of the resistance signal is the smallest, at just −0.000253, 0.000158, 0.000148, 0.000243, and −0.000296, followed by the fitting error of the reactance signal, and the fitting error of the impedance signal is the largest in relation to the length defect. In relation to the fitting errors of the depth defect, the reactance signal has the smallest error in each defect, at just −0.000805, 0.000722, 0.000186, 0.000681, and −0.000784, followed by the resistance signal, and the fitting error of the impedance is the largest. Therefore, the resistance and reactance values of the defect signals are used to quantify the length defect and depth defect, respectively. The fitting results are shown in Figure 12 . From the fitting results, whether the length of defects is fitted by the resistance value or the depth of defects is fitted by the reactance value, the fitting results maintain a good linear relationship. As shown in Figure 12a , the defect length is fitted by the defect resistance value, and the defect length can be expressed as 0.00069* 0.19 y x = + , where x is the measured defect resistance value, and the correlation coefficient is 0.9933. As shown in Figure 12b , the defect depth is fitted by the defect reactance value, As shown in Figure 10a ,c, the resistance and impedance of the defects are extracted by the KPCA feature, the length defect and the depth defect features are separated from each other, and there is no feature overlapping phenomenon in different defects. Among them, the length of the resistance feature of the length defect and the depth defect is the largest. However, as shown in Figure 10b , the characteristics of the reactance of each defect still exhibit different degrees of aliasing, particularly defects L3 and D3, L4 and D4. After the feature extraction of KPCA, defects are classified by classifiers ANN, SVM, and ELM. The classification results are shown in Table 4 , and the accuracy rate of the three classifiers has been significantly improved. The accuracy rate of ELM is 100% when the resistance and impedance eigenvalues are classified, while the accuracy rate of ELM in classifying the reactance eigenvalues is only 80%. However, in the process of defect classification, the larger the feature distance is between the defects, the more favorable is the classification of defects. At the same time, a larger feature distance will give the defect recognition and classification process a higher anti-interference ability and further ensure the accuracy of the automatic defect recognition and classification. Therefore, in this paper and the follow-up research, defect resistance signals will be used to automatically identify and classify defects. In addition, thanks to the single-hidden layer feedforward neural networks of ELM, it is superior to SVM in classification accuracy and generalization [30] , and its training time is much lower than that of ANN [19, 20] . In this paper, the length and depth of defects are fitted by the peak values of the resistance, reactance, and impedance of eddy current signals. Figure 11 shows the fitting errors of eddy current signals for length and depth defects. In relation to the fitting errors of the length defect, the error of the resistance signal is the smallest, at just −0.000253, 0.000158, 0.000148, 0.000243, and −0.000296, followed by the fitting error of the reactance signal, and the fitting error of the impedance signal is the largest in relation to the length defect. In relation to the fitting errors of the depth defect, the reactance signal has the smallest error in each defect, at just −0.000805, 0.000722, 0.000186, 0.000681, and −0.000784, followed by the resistance signal, and the fitting error of the impedance is the largest. Therefore, the resistance and reactance values of the defect signals are used to quantify the length defect and depth defect, respectively. The fitting results are shown in Figure 12 . From the fitting results, whether the length of defects is fitted by the resistance value or the depth of defects is fitted by the reactance value, the fitting results maintain a good linear relationship. As shown in Figure 12a , the defect length is fitted by the defect resistance value, and the defect length can be expressed as y = 0.00069 * x + 0.19, where x is the measured defect resistance value, and the correlation coefficient is 0.9933. As shown in Figure 12b , the defect depth is fitted by the defect reactance value, and the defect depth can be expressed as y = 0.023 * x + 0.17, where x is the measured defect reactance value, and the correlation coefficient is 0.9616. 
Conclusions and Future Work
The feature of the eddy current signal is extracted by the principal component analysis method based on the kernel function, and the defect eddy current signal is identified and classified by ELM. The experimental results show that the method adopted in this paper has a higher defect classification accuracy than the traditional methods. The following conclusions are drawn from the paper: 1. For the defective eddy current signals collected, the resistance signal has the farthest distance between different defects after feature extraction, followed by the impedance signal, while the reactance signal still has aliasing after feature extraction. Therefore, in the process of the eddy current detection of metal component defects, the analysis of resistance signals is more conducive to the identification and classification of defects. 2. The method of feature extraction and classification of defective eddy current signals based on KPCA and ELM has a better practicability than traditional methods. 3. In the process of fitting defects with linear least squares, the resistance and reactance signal are used to fit the length and depth defect, respectively, as their fitting errors are minimal. In this paper, the KPCA is used to extract the features of the eddy current signals of defects in metal components, and ELM is used to automatically identify and classify defects, which greatly improves the accuracy of defect classification. At the same time, it provides a new idea for the eddy current testing of defects in metal components and promotes the development of eddy current testing 
The feature of the eddy current signal is extracted by the principal component analysis method based on the kernel function, and the defect eddy current signal is identified and classified by ELM. The experimental results show that the method adopted in this paper has a higher defect classification accuracy than the traditional methods. The following conclusions are drawn from the paper:
1.
For the defective eddy current signals collected, the resistance signal has the farthest distance between different defects after feature extraction, followed by the impedance signal, while the reactance signal still has aliasing after feature extraction. Therefore, in the process of the eddy current detection of metal component defects, the analysis of resistance signals is more conducive to the identification and classification of defects.
2.
The method of feature extraction and classification of defective eddy current signals based on KPCA and ELM has a better practicability than traditional methods. 3.
In the process of fitting defects with linear least squares, the resistance and reactance signal are used to fit the length and depth defect, respectively, as their fitting errors are minimal.
In this paper, the KPCA is used to extract the features of the eddy current signals of defects in metal components, and ELM is used to automatically identify and classify defects, which greatly improves the accuracy of defect classification. At the same time, it provides a new idea for the eddy current testing of defects in metal components and promotes the development of eddy current testing technology. In future research, the author will further expand the scope of defects and increase the complexity of defect composition, the superposition of different defects, and the environmental interference factors, thus broadening the application scope of the proposed method and improving its generalization. 
