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Abstract
In this paper we study Backward Stochastic Differential Equations with two reflecting right continuous
with left limits (rcll) barriers. We show existence and uniqueness of the solution when the barriers are
completely separated and the generator is uniformly Lipschitz.
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1. Introduction
In this paper we are concerned with the problem of existence and uniqueness of a solution
for the backward stochastic differential equations (BSDEs for short) with two reflecting barriers
(or obstacles) which are right continuous with left limits (rcll for short) processes. First let us
describe briefly those equations. A solution for the BSDE with two reflecting barriers associated
with a generator f (t,w,y, z), a terminal value ξ , a lower barrier (Lt )tT and an upper barrier
(Ut )tT (LU) is a quadruple of processes (Yt ,Zt ,K+t ,K−t )tT which satisfies:
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(i) Y and K± are rcll, K± non-decreasing and Z(ω)dt-square integrable,
(ii) Yt = ξ +
T∫
t
f (s,ω,Ys,Zs) ds +K+T − K+t −K−T + K−t −
T∫
t
Zs dBs, ∀t  T ,
(iii) L Y U and if Kc,± is the continuous part of K± then
T∫
0
(Us − Ys) dKc,−s = 0 and
T∫
0
(Ys − Ls)dKc,+s = 0,
(iv) if Kd,± is the purely discontinuous part of K± then
K
d,+
t = −min{Yt ,0} = (Lt− − Yt )+1[Lt<0] and
K
d,−
t = max{Yt ,0} = (Yt − Ut−)+1[Ut>0], ∀t  T .
(1)
There are at least four motivations to consider this problem. In mathematical finance, this type
of BSDE is particularly involved when dealing with convertible bonds [2] or American game
options [7,16]. In stochastic games, it is well known that they are bound to zero-sum Dynkin
games [7,12]. In the real option area, those BSDEs are also involved when considering problems
of reversible investments [11,23]. Finally in the theory of viscosity solutions of PDEs, BSDEs
with two reflecting rcll barriers are linked to variational inequalities with two discontinuous
obstacles.
One barrier reflected BSDEs were introduced by El-Karoui et al. [5]. In their paper the authors
dealt with the case of a Brownian filtration and an obstacle which is a continuous stochastic pro-
cess. In the same frame of filtration, the generalization to BSDEs with two continuous reflecting
barriers is introduced by Cvitanic and Karatzas in [3]. Since then, there were many works on
the latter kind of BSDEs [1,8,10,12,13,17]. But during several years the existence of a solution
is obtained under one of the two following assumptions: (i) regularity of one of the obstacles,
which should be “almost” a semimartingale (see e.g. [3,13]), (ii) the so-called Mokobodski’s as-
sumption [3,12,17]. Loosely speaking, this latter means that between the obstacles one can locate
a difference of non-negative supermartingales. The issue with Mokobodski’s condition, is that it
is quite difficult to check in practice. On the other hand, the regularity of the barriers is somehow
restrictive. Those conditions have been removed in [8] where Hamadène and Hassani showed
that if the barriers are completely separated, i.e. ∀t  T , Lt < Ut , then the two barriers reflected
BSDE has a solution. This result is minimal.
When in (1) one takes U ≡ ∞ and K− ≡ 0 we obtain a BSDE with one rcll reflecting bar-
rier. One rcll barrier reflected BSDEs with a Brownian filtration have been considered first by
Hamadène in [6]. Using the Snell envelope notion, Hamadène proved existence and uniqueness
of a solution when the generator f (t,ω, y, z) is (y, z)-Lipschitz. Later there have been sev-
eral papers which deal with the same subject of which one can quote the ones by Lepeltier and
Xu [18], Peng and Xu [20]. In [19] and [20], the authors consider also BSDEs with two reflecting
rcll barriers (even L2-barriers in [20]). They solve the equation under Mokobodski’s hypothesis.
So as pointed out previously, this last assumption is not easy to check in practice. Therefore
the main objective of our work is to study the existence of a solution for the BSDE with two
reflecting rcll barriers (1) in the framework where we do not assume Mokobodski’s hypothesis.
We actually prove that if the barriers are completely separated and their left limits are so, i.e.,
∀t  T , Lt < Ut and Lt− < Ut−, then the BSDE (1) has a unique solution in the case when the
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tion of complete separation of two processes, we can locate in between a semimartingale. This
property looks like to the well-known Mokobodski’s condition in the theory of Dynkin games.
Finally let us underline that there is another framework of BSDEs with one or two rcll re-
flecting barriers which deserves to be mentioned. The one is where the filtration is generated
by a Brownian motion and an independent Poisson random measure. In the case of one obsta-
cle, Hamadène and Ouknine [14] showed that if the barrier is rcll and has only inaccessible
jumps (roughly speaking they come from the Poisson part) then the BSDE has a solution. Later
Hamadène and Hassani [9] considered, in the same framework of filtration, the case of two ob-
stacles. They proved that when the barriers are completely separated, i.e. ∀t  T , Lt < Ut , and
once more their jumps are inaccessible then the BSDE with two reflecting barriers has a solution.
The main difference between Eq. (1) and the ones considered in [14] or [9] is that, the involved
increasing processes K or K± are continuous in [14] or [9], while they are just rcll in (1). As a
thorough consequence, in [14] or [9] the process Y has only inaccessible jumps whereas in (1)
its jumps are predictable.
This paper is organized as follows:
In Section 2, we set the problem and we recall some results related to BSDEs with one re-
flecting discontinuous (rcll) barrier. Section 3 is devoted to the construction of the so-called local
solution for the BSDE (1). In Section 4 we give the main result of this paper (Theorem 4.1), where
we establish the existence and uniqueness of a solution for (1).
2. Setting of the problem and preliminary results
Throughout this paper, (Ω,F ,P ) is a fixed probability space on which is defined a
standard m-dimensional Brownian motion B = (Bt )tT whose natural filtration is (FBt :=
σ {Bs, s  t})tT and (Ft )tT is its augmentation with the P -null sets of F . Therefore (Ft )tT
satisfies the usual conditions (completion and right continuity). Besides let us define:
– P to be the σ -algebra on [0, T ] × Ω of Ft -progressively measurable sets;
– H2,k (resp. Hk) (k  1) to be the set of P-measurable processes ζ = (ζt )tT with values
in Rk such that E[∫ T0 |ζs |2 ds] < ∞ (resp. ∫ T0 |ζs |2 ds < ∞, P-a.s.);
– S2 to be the set of P-measurable and rcll processes Y = (Yt )tT such that E[suptT |Yt |2] <
∞;
– A to be the set of P-measurable, rcll non-decreasing processes K = (Kt )tT such that
K0 = 0 and KT < ∞, P-a.s. We denote by A2 the subset of A reduced to processes (Kt )tT
such that E[(KT )2] < ∞ and finally we denote by A2,c the subset of A2 which contains
only continuous processes;
– for π = (πt )tT ∈ S2, π− := (πt−)tT to be the process of its left limits, i.e., ∀t > 0,
πt− = lims↗t πs (π0− = π0). On the other hand we denote by πt = πt − πt− the size of
the jump of π at t .
We are now given four objects:
(i) a function f : (t,ω, y, z) ∈ [0, T ] × Ω × R1+m → f (t,ω, y, z) ∈ R such that
(f (t,ω,0,0))tT (resp. (f (t,ω, y, z))tT ) belongs to H2,1 (resp. is P-measurable for
any (y, z) ∈ R1+m). Moreover we assume that f is uniformly Lipschitz with respect to
(y, z), i.e., there exists a constant Cf such that:
S. Hamadène et al. / Bull. Sci. math. 134 (2010) 874–899 877P -a.s.
∣∣f (t, y, z) − f (t, y′, z′)∣∣ Cf (∣∣y − y′∣∣+ ∣∣z − z′∣∣),
for any t, y, y′, z and z′;
(ii) a random variable ξ which belongs to L2(Ω,FT , dP );
(iii) two barriers L := (Lt )tT and U := (Ut )t processes of S2 which satisfy:
P -a.s., ∀t  T , Lt Ut and LT  ξ UT .
Definition 2.1. A solution for the BSDE with two reflecting rcll barriers associated with
(f, ξ,L,U) is a quadruple (Y,Z,K+,K−) := (Yt ,Zt ,K+t ,K−t )tT of P-measurable processes
with values in R1+m+1+1 such that:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) Y ∈ S2, K± ∈ A and Z ∈ Hm,
(ii) Yt = ξ +
T∫
t
f (s, Ys,Zs) ds +
(
K+T − K+t
)− (K−T − K−t )−
T∫
t
Zs dBs,
∀t  T ,
(iii) L Y U and if Kc,± is the continuous part of K± then
(Yt −Lt) dKc,+t = 0 and (Ut − Yt ) dKc,−t = 0 for any t  T ,
(iv) ∀t  T , K−t = max{Yt ,0} = (Yt − Ut−)+1[Ut>0] and
−K+t = min{Yt ,0} = −(Yt −Lt−)−1[Lt<0].
(2)
Here for x ∈ R, x+ = max{x,0} and x− = −min{x,0}.
First let us notice that in our definition we do not require strong integrability conditions on Z
and K± but just what we need. However this is enough in applications, especially in Dynkin
games or mathematical finance. On the other hand, obviously for any barriers L and U this
equation does not have a solution since, if for example, L and U coincide and L is not a semi-
martingale then we cannot find a semimartingale which equals to L. However as pointed out in
the Introduction, under Mokobodski’s condition which reads as:
[Mk]:
{
there are two supermartingales of S2, (ht )tT and (θt )tT which satisfy
P -a.s., ∀t  T , ht  0, θt  0 and Lt  ht − θt Ut ,
there are several works which establish existence/uniqueness of a solution for (2) (see e.g.
[19,20]). So the main objective of this work is to provide conditions on L and U as general
as possible and easy to verify under which Eq. (2) has a solution. Actually in Theorem 4.1 below
we show that if the barriers L and U are completely separated then the BSDE (2) associated with
(f, ξ,L,U) has a unique solution.
Next to begin with let us recall the following result by S. Hamadène [6] related to BSDEs
with one reflecting rcll barrier.
Theorem 2.1. (See [6].) The BSDE with one reflecting rcll lower barrier associated with (f, ξ,L)
has a unique solution, i.e., there exists a unique triple of processes (Yt ,Zt ,Kt )tT such that:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) Y ∈ S2, Z ∈ H2,m and K ∈ A2,
(ii) Yt = ξ +
T∫
t
f (s, Ys,Zs) ds + (KT −Kt) −
T∫
t
Zs dBs, ∀t  T ,
(iii) ∀t  T , Yt  Lt ,
(iv) if K = Kc + Kd where Kc (resp. Kd) is the continuous
(resp. purely discontinuous) part of K then
T∫
0
(Yt −Lt) dKct = 0 and
∀t  T , Yt = −Kt = −(Lt− − Yt )+1[Lt<0].
(3)
First let us notice that rewriting equation (ii) forwardly we easily deduce that the process Y
has only negative jumps and they are equal to the ones of K . Besides the role of K = Kc + Kd
is to keep the process Y above L and it acts with a minimal energy. However the actions of Kc
and Kd are complementary and not the same. Actually Kd does act only when the process Y
has a jump, which occurs at a negative jump point of L. In that case the role of Kd is to make
the necessary jump to Y in order to bring it above L. Therefore when Y jumps we compulsory
have L− = Y− and Yt = −Kdt = −(Lt− − Yt )1[Yt<0]. Now the role of Kc is also to keep Y
above the barrier but it does act only when Y reaches L either in its continuity or positive jump
points. This is the meaning of (Yt − Lt) dKct = 0, ∀t  T .
Remark 2.1. (i) The purely discontinuous process Kd has the following expression: ∀t  T ,
Kdt =
∑
st
(Yt − Lt−)− =
∑
st
(Yt −Lt−)−1[Yt<0]
=
∑
st
(Yt − Lt−)−1[Yt<0]∩[Yt−=Lt−]∩[Lt<0].
(ii) In [18], Lepeltier and Xu showed that point (iv) of Theorem 2.1 is equivalent to the fol-
lowing property:
T∫
0
(Ys− − Ls−) dKs = 0.
(iii) In Theorem 2.1, we have given the notion of a solution of a BSDE with one lower reflect-
ing barrier. However one could have given the notion of a solution for a BSDE with an upper
reflecting barrier. Actually a triple (Y,Z,K) is a solution for the BSDE with an upper reflecting
rcll barrier U , a coefficient f and a terminal value ξ iff (−Y,−Z,K) is a solution for the BSDE
with a reflecting lower rcll barrier associated with (−f (t,ω,−y,−z),−ξ,−U).
We finally recall the following result related to indistinguishability of two optional processes
which is used several times later. Let O be the optional σ -field on (Ω,F , (Ft )tT ,P ), i.e., the
σ -field generated by the Ft -adapted rcll processes and X, X′ two O-measurable processes. Then
we have:
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then the processes X and X′ are indistinguishable.
We now focus on the local comparison of solutions of BSDEs with rcll reflecting barriers.
Proposition 2.1. Let τ and γ be two stopping times such that τ  γ P-a.s. Let (f i, ξ i,Li),
i = 1,2, be two triples of data which satisfy the same assumptions as (f, ξ,L) of Theorem 2.1.
For i = 1,2, let (Y i,Zi,Ki) be the solution of the reflected lower barrier BSDE associated with
(f i, ξ i,Li). If :
(i) P-a.s., Y 1γ  Y 2γ and for all t ∈ [τ, γ ], L1t  L2t ;
(ii) 1[τtγ ]{f 1(t, Y 2t ,Z2t ) − f 2(t, Y 2t ,Z2t )} 0, dt ⊗ dP -a.e.;
then P-a.s. for any t ∈ [τ, γ ], Y 1t  Y 2t .
Proof. We are going to show that P-a.s., ∀t  T , Y 1(t∨τ)∧γ  Y 2(t∨τ)∧γ . For that let us set ψ(x) =
(x+)2, x ∈ R. First note that ψ is convex differentiable, ψ ′(x) = 2x+ and ψ(x) = 12ψ ′(x).|x|.
Let us now make use of Meyer–Itô’s formula for ψ(Y 1t − Y 2t ) (see [21, p. 221]). Then for any
t ∈ [τ, γ ], we have:
ψ
(
Y 1t − Y 2t
)+
γ∫
t
1[Y 1s−−Y 2s−>0]
∣∣Z1s −Z2s ∣∣2 ds
+
∑
t<sγ
{
ψ
(
Y 1s − Y 2s
)− ψ(Y 1s− − Y 2s−)− ψ ′(Y 1s− − Y 2s−)(Y 1 − Y 2)s}
=
∫
]t,γ ]
ψ ′
(
Y 1s− − Y 2s−
){(
f 1
(
s, Y 1s ,Z
1
s
)− f 2(s, Y 2s ,Z2s ))ds
+ d(K1s −K2s )− (Z1s −Z2s )dBs}.
But
∑
t<sγ {ψ(Y 1s − Y 2s ) − ψ(Y 1s− − Y 2s−) − ψ ′(Y 1s− − Y 2s−)(Y 1 − Y 2)s} 0 thanks to con-
vexity of ψ . Therefore for any t ∈ [τ, γ ] we have:
ψ
(
Y 1t − Y 2t
)+
γ∫
t
1[Y 1s−−Y 2s−>0]
∣∣Z1s −Z2s ∣∣2 ds

∫
]t,γ ]
ψ ′
(
Y 1s− − Y 2s−
){(
f 1
(
s, Y 1s ,Z
1
s
)− f 2(s, Y 2s ,Z2s ))ds
+ d(K1s −K2s )− (Z1s −Z2s )dBs}. (4)
Next let us show that
∫
]t,γ ] ψ
′(Y 1s− − Y 2s−) dK1s = 0 for any t ∈ [τ, γ ]. By Remark 2.1(ii) we
have: ∫
ψ ′
(
Y 1s− − Y 2s−
)
dK1s = 2
∫ (
Y 1s− − Y 2s−
)+
dK1s]t,γ ] ]t,γ ]
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∫
]t,γ ]
(
Y 1s− − Y 2s−
)+1[Y 1s−>Y 2s−]1[Y 1s−=L1s−] dK1s = 0
since Y 1s− > Y 2s− implies also that Y 1s− > L1s−. Going back to (4) we obtain: ∀t ∈ [τ, γ ],
ψ
(
Y 1t − Y 2t
)+
γ∫
t
1[Y 1s−−Y 2s−>0]
∣∣Z1s − Z2s ∣∣2 ds

∫
]t,γ ]
ψ ′
(
Y 1s− − Y 2s−
)(
f 1
(
s, Y 1s ,Z
1
s
)− f 2(s, Y 2s ,Z2s ))ds
−
∫
]t,γ ]
ψ ′
(
Y 1s− − Y 2s−
)(
Z1s −Z2s
)
dBs

∫
]t,γ ]
ψ ′
(
Y 1s− − Y 2s−
)(
f 1
(
s, Y 1s ,Z
1
s
)− f 1(s, Y 2s ,Z2s ))ds
−
∫
]t,γ ]
ψ ′
(
Y 1s− − Y 2s−
)(
Z1s −Z2s
)
dBs (5)
since 1[τtγ ]{f 1(t, Y 2t ,Z2t ) − f 2(t, Y 2t ,Z2t )}  0 and ψ ′  0. But f1 is uniformly Lipschitz
w.r.t. (y, z) then, making use of the standard machinery (see e.g. [5]), we deduce the existence
of two positive real constants C1 and C2 < 12 such that: ∀t ∈ [τ, γ ]
ψ
(
Y 1t − Y 2t
)+
γ∫
t
1[Y 1s−−Y 2s−>0]
∣∣Z1s − Z2s ∣∣2 ds
 C1
γ∫
t
ψ
(
Y 1s− − Y 2s−
)
ds + C2
γ∫
t
1[Y 1s−−Y 2s−>0]
∣∣Z1s −Z2s ∣∣2 ds
−
γ∫
t
ψ ′
(
Y 1s− − Y 2s−
)(
Z1s −Z2s
)
dBs.
Making now some arrangements and taking expectation in both hand sides yield:
E
[
ψ
(
Y 1(t∨τ)∧γ − Y 2(t∨τ)∧γ
)]
 C1
T∫
t
E
[
ψ
(
Y 1(s∨τ)∧γ − Y 2(s∨τ)∧γ
)]
ds, ∀t  T ,
since
∫ .
0 ψ
′(Y 1s−−Y 2s−)(Z1s −Z2s )1[τ,γ ](s) dBs is a martingale. Actually this is due to Burkholder–
Davis–Gundy inequality (see [15] or [22]) and the facts that Y 1, Y 2 ∈ S2, (Z1t 1[τ,γ ](t))tT ,
(Z2t 1[τ,γ ](t))tT ∈ H2,m. Finally using Gronwall’s inequality to obtain that E[ψ(Y 1(t∨τ)∧γ −
Y 2
(t∨τ)∧γ )] = 0 for any t  T and then P-a.s. for any t  T , 1[τtγ ](Y 1t − Y 2t ) 0. 
As a particular case when τ = 0 and γ = T we have the following global comparison criterion.
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(i) P-a.s., ξ  ξ ′ and L L′;
(ii) dt ⊗ dP -a.e., ∀(y, z) ∈ R1+m, f (t,ω, y, z) f ′(t,ω, y, z);
then P-a.s. for any t  T , Yt  Y ′t .
Remark 2.2. In Proposition 2.1, if instead of the condition (i) we have the following one:
(i′) P-a.s. Y 1γ  Y 2γ +  where  is a positive real constant and for all t ∈ [τ, γ ], L1t  L2t ,
then in combination with (ii) we can deduce that there exists a real constant C  0 such that for
any t  T ,
E
[
ψ
(
Y 1(t∨τ)∧γ − Y 2(t∨τ)∧γ
)]
 Cψ().
The proof is similar to the one of Proposition 2.1, therefore we omit it.
3. Local solutions of BSDEs with two reflecting barriers
We are now going to show the existence of a process Y which satisfies locally the BSDE (2),
i.e., for any stopping time τ one can find another larger stopping time θτ such that between τ
and θτ , Y satisfies the BSDE with two rcll reflecting barriers and has also some other suitable
properties. Further we show that this local solution is actually a global one when the barriers are
completely separated. Note that the process Y is constructed as the limit of penalization schemes
which are of two types, the increasing and the decreasing ones. We first begin to analyze the
increasing scheme.
3.1. The increasing penalization scheme
Let us introduce the following increasing penalization scheme. For n  1, let
(Y nt ,Z
n
t ,K
n,−
t )tT be the triple of P-measurable processes with values in R1+m+1 such that:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) Yn ∈ S2, Zn ∈ H2,m and Kn,− ∈ A2,c,
(ii) Ynt = ξ +
T∫
t
{
f
(
s, Y ns ,Z
n
s
)+ n(Ls − Yns )+}ds − (Kn,cT −Kn,ct )
−
∑
t<sT
(
Yns − Us−
)+ −
T∫
t
Zns dBs, ∀t  T ,
(iii) Yn U and
T∫
0
(
Us − Yns
)
dKn,cs = 0.
(6)
The existence of the triple (Y n,Zn,Kn,c) is due to Theorem 2.1 in combination with (i) and (iii)
of Remark 2.1.
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(this is the reason for which the scheme is termed as of increasing type). Therefore there
exists a right lower semicontinuous process Y = (Yt )tT such that P-a.s., for any t  T ,
Yt = limn→∞ Ynt and Yt  Ut . Additionally the sequence of processes (Y n)n0 converges to Y
in H2,1.
Next for t  T , let us set:
Y t := lim inf
s↑t Ys and Y t := lim infs↓t Ys .
Besides for a stopping time τ let us set:
δnτ := inf
{
s > τ, Y ns Us ∧ Us− = Us − (Us)+
}∧ T .
Since Yn  Yn+1 then the sequence (δnτ )n0 is decreasing and converges to δτ := limn→∞ δnτ . In
addition it is easy to see that:
δτ  ντ := inf
{
s > τ, Ys Us ∧ Us− = Us − (Us)+
}∧ T . (7)
The processes Y , Y and Y satisfy:
Proposition 3.1. The following properties are fulfilled:
(i) ∀t  0, Ut  Y t  Yt ;
(ii) ∀t > 0, Ut−  Y t  Yt − (Yt −Ut−)+;
(iii) for any stopping time τ , on the set [δτ < T ] we have Yδτ Uδτ − 1[δτ>τ ](Uδτ )+;
(iv) P-a.s. for all t  T , Ut  Yt  Lt .
Proof. The properties (i) and (ii) are thoroughly deduced from the fact that for any t  T , Ynt 
Yt Ut , Yt = limn→∞ Ynt and Ynt− = Ynt − (Y nt −Ut−)+. This latter equality holds true since Yn
has only positive jumps and when they occur we necessarily have Yn− = U−.
Let us now focus on (iii). For n  0 and t  T let us set Kn,dt =
∑
0<st (Y
n
s − Us−)+. As
pointed out in Remark 2.1, the role of Kn,d is to keep Yn below U in case when Yn has a jump.
But we know that the jumps of Yn and Kn,d are the same and when Yn jumps we necessarily
have Yn− = U− and U > 0, therefore we have δnτ  inf{s > τ, Kn,ds − Kn,dτ > 0} ∧ T and then
from (6) we deduce that: ∀t ∈ [τ, δnτ ],⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ynt = Ynδnτ +
δnτ∫
t
f
(
s, Y ns ,Z
n
s
)
ds +
δnτ∫
t
n
(
Ls − Yns
)+
ds + (Kn,dδnτ −Kn,dt )−
δnτ∫
t
Zns dBs
= Ynδnτ +
δnτ∫
t
f
(
s, Y ns ,Z
n
s
)
ds +
δnτ∫
t
n
(
Ls − Yns
)+
ds
− 1[t<δnτ ]
(
Ynδnτ
−Uδnτ −
)+ −
δnτ∫
t
Zns dBs.
(8)
Actually Kn,c is continuous and increases only when Yn = U , and δnτ  inf{s > τ, Y ns = Us} ∧
T , therefore Kn,c vanishes in Eq. (8). But Y 0  Yn U then there exists a constant C such that
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imply:
sup
n0
E
[ δnτ∫
δτ
∣∣Zns ∣∣2 ds
]
+ sup
n0
E
[ δnτ∫
δτ
∣∣f (s, Y ns ,Zns )∣∣2 ds
]
< ∞. (9)
Then from (8) we deduce that:
Ynδτ 1[δτ<T ] E
[{
Ynδnτ
− 1[δτ<δnτ ]
(
Ynδnτ
−Uδnτ −
)+}1[δτ<T ]∣∣Fδτ ]
− E
[ δnτ∫
δτ
∣∣f (s, Y ns ,Zns )∣∣ds∣∣Fδτ
]
(10)
because the random variable 1[δτ<T ] belongs to Fδτ .
But on the set [δnτ < T ], Ynδnτ  Uδnτ − 1[δnτ >τ ](Uδnτ )+ holds. Actually on the set [δnτ > τ ] ∩[δnτ < T ] we have Ynδnτ  Uδnτ − (Uδnτ )+, and on [δnτ = τ ] ∩ [δnτ < T ], there exists a decreasing
subsequence (tnk )k0 converging to τ such that Y
n
tnk
Utnk − (Utnk )+. Taking the limit as k → ∞
gives Ynτ Uτ which is the desired property.
Next going back to (10) to obtain:
Ynδτ 1[δτ<T ] E
[{(
Uδnτ − 1[δnτ >τ ](Uδnτ )+
)
1[δnτ <T ] − 1[δτ<δnτ ]
(
Ynδnτ
−Uδnτ −
)+}1[δτ<T ]∣∣Fδτ ]
+ E[ξ1[δnτ =T ]∩[δτ<T ]|Fδτ ] − E
[ δnτ∫
δτ
∣∣f (s, Y ns ,Zns )∣∣ds∣∣Fδτ
]
. (11)
We now examine the terms of the right-hand side of (11). First note that in the space L1(dP ), as
n → ∞, E[ξ1[δnτ =T ]∩[δτ<T ]|Fδτ ] → 0 and from (9) we deduce also that
∫ δnτ
δτ
|f (s,Y ns ,Zns )|ds →
0 since δnτ → δτ . On the other hand let us set A =
⋂
n0[δτ < δnτ ]. For n large enough we have:
1[δτ<δnτ ]
(
Ynδnτ
−Uδnτ −
)+ = 1A(Ynδnτ − Uδnτ −)+.
Therefore
lim sup
n→∞
1[δτ<δnτ ]
(
Ynδnτ
− Uδnτ −
)+ = lim sup
n→∞
1A
(
Ynδnτ
− Uδnτ −
)+
 1A lim sup
n→∞
(Yδnτ −Uδnτ −)+ = 0.
Finally
lim
n→∞
[
Uδnτ − 1[δnτ >τ ](Uδnτ )+
]= Uδτ − 1A limn→∞ 1[δnτ >τ ](Uδnτ )+
− 1Ac lim
n→∞ 1[δnτ >τ ](Uδnτ )
+
= Uδτ − 1Ac limn→∞ 1[δnτ >τ ](Uδnτ )
+
= Uδτ − 1Ac1[δτ>τ ](Uδτ )+
Uδτ − 1[δτ>τ ](Uδτ )+
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extracting a subsequence and taking the limit,
Yδτ Uδτ − 1[δτ>τ ](Uδτ )+.
The proof of (iii) is now complete. It remains to show (iv) and especially the inequality Y  L.
For that let us consider the following BSDE:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Y˜ nt = Ynδτ +
δτ∫
t
f
(
s, Y ns ,Z
n
s
)
ds +
δτ∫
t
n
(
Ls − Y˜ ns
)
ds
− 1[t<δτ ]
(
Ynδτ − Uδτ−
)+ −
δτ∫
t
Z˜ns dBs, ∀t ∈ [τ, δτ ].
(12)
The existence of the solution (Y˜ n, Z˜n) of that equation is obvious since 1[t<δτ ](Y nδτ − Uδτ−)+ is
the increment, between t and δτ , of the rcll non-decreasing process Ant = 1[tδτ ](Y nδτ − Uδτ−)+.
By the comparison result (Proposition 2.1) and (8) considered between τ and δτ , for any
n  0, we have Y˜ nτ  Ynτ since for any (t, y), n(Lt − y)  n(Lt − y)+. Besides the following
property holds true:
Y˜ nτ = E
[{
Ynδτ − 1[τ<δτ ]
(
Ynδτ − Uδτ−
)+}
e−n(δτ−τ)
+
δτ∫
τ
e−n(s−τ)
{
f
(
s, Y ns ,Z
n
s
)+ nLs}ds∣∣Fτ
]
.
But since L belongs to S2 and through (9), the sequence (∫ δτ
τ
e−n(s−τ)(f (s, Y ns ,Zns ) +
nLs) ds)n0 converges to Lτ 1[δτ>τ ] in L1(dP ). Besides the sequence ({Ynδτ − 1[τ<δτ ](Y nδτ −
Uδτ−)+}e−n(δτ−τ))n0 converges also in L1(dP ) to Yδτ 1[τ=δτ ]. It follows that the sequence
(Y˜ nτ )n0 converges to Yδτ 1[δτ=τ ] + Lτ 1[δτ>τ ] in L1(dP ). Therefore we have:
Yτ = lim
n→∞Y
n
τ  limn→∞ Y˜
n
τ = Yδτ 1[δτ=τ ] + Lτ 1[δτ>τ ]
and using (iii) we have:
Yδτ 1[δτ=τ ] = Yδτ 1[δτ=τ ]1[δτ<T ] + Yδτ 1[δτ=τ ]1[δτ=T ]
Uδτ 1[δτ=τ ]∩[δτ<T ] + ξ1[δτ=τ ]∩[δτ=T ].
It follows that:
Yτ Uδτ 1[δτ=τ ]∩[δτ<T ] + ξ1[δτ=τ ]∩[δτ=T ] + Lτ 1[δτ>τ ]  Lτ .
Finally thanks to the optional section Theorem 2.2 we conclude that L  Y since L and Y are
optional processes. 
We now show that the process Y satisfies locally a BSDE. Actually we have:
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such that: P-a.s.,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Yt = Yδτ +
δτ∫
t
f
(
s, Ys,Z
′ τ
s
)
ds + (K ′ τc,+δτ − K ′ τc,+t )+ (K ′ τd,+δτ −K ′ τd,+t )
− 1[t<δτ ](Yδτ − Uδτ−)+ −
δτ∫
t
Z′ τs dBs, ∀t ∈ [τ, δτ ],
δτ∫
τ
(Ys − Ls)dK ′ τc,+s = 0 and K ′ τd,+t =
∑
τ<st
(Ls− − Ys)+, ∀t ∈ [τ, δτ ].
(13)
Proof. Let (Y ′ τ ,Z′ τ ,K ′ τc,+,K ′ τd,+) ∈ S2 ×H2,m×A2,c×A2 be the solution of the following
BSDE:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Y ′ τt = Yδτ − 1[τ<δτ ](Yδτ −Uδτ−)+ +
δτ∫
t
f
(
s, Y ′ τs ,Z′ τs
)
ds + (K ′ τc,+δτ −K ′ τc,+t )
+ (K ′ τd,+δτ −K ′ τd,+t )−
δτ∫
t
Z′ τs dBs, ∀t ∈ [τ, δτ ],
K
′ τd,+
t =
∑
τ<st
(
Ls− − Y ′ τs
)+
, ∀t ∈ [τ, δτ ],
δτ∫
τ
(
Y ′ τs − Ls
)
dK ′ τc,+s = 0 and ∀t ∈ [τ, δτ ], Y ′ τt  Lt − 1[τ<t=δτ ](Yδτ − Uδτ−)+.
(14)
Let σ be a stopping time such that τ  σ  δτ and let us set αpσ := inf{s  σ,Y ′ τs  Ls + 1p }∧δτ .
For n 0, let Y ′n be the process defined by:
Y ′nt = Ynt − 1[tδτ ]∩[τ<δτ ]
(
Ynδτ −Uδτ−
)+
. (15)
Note that the process Y ′n satisfies:
∀t ∈ [τ, δτ ], Y ′nt = Ynt 1[τ=δτ ] + 1[τ<δτ ]
(
Ynt 1[t<δτ ] + Ynδτ−1[t=δτ ]
)
and through (6) we have: ∀t ∈ [τ, δτ ],
Y ′nt = Ynδτ 1[τ=δτ ] + 1[τ<δτ ]Ynδτ− +
δτ∫
t
f
(
s, Y ns ,Z
n
s
)
ds +
δτ∫
t
n
(
Ls − Yns
)+
ds −
δτ∫
t
Zns dBs,
(16)
since Kn,c do not increase between τ and δτ . The terminal random variable Ynδτ 1[τ=δτ ] +
1[τ<δτ ]Ynδτ− is nothing else but Y
n
δτ
− 1[τ<δτ ](Y nδτ −Uδτ−)+. Now the process K ′ τ,+ := K ′ τc,+ +
K ′ τd,+ also do not increase between σ and αpσ . Then using Itô’s formula and taking conditional
expectation w.r.t. Fσ yield:
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[ αpσ∫
σ
∣∣Z′ τs − Zns ∣∣2e2(C+C2)s ds∣∣Fσ
]
= E[∣∣Y ′ τ
α
p
σ
− Y ′n
α
p
σ
∣∣2e2(C+C2)αpσ ∣∣Fσ ]− 2E
[ αpσ∫
σ
e2(C+C2)s
(
Y ′ τs − Yns
)
dKn,+s
∣∣Fσ
]
+ 2E
[ αpσ∫
σ
[
f
(
s, Y ′ τs ,Z′ τs
)− f (s, Y ns ,Zns )
− 2(C +C2)(Y ′ τs − Yns )](Y ′ τs − Yns )e2(C+C2)s ds∣∣Fσ
]
;
here C is Cf the Lipschitz constant of f and Kn,+t := n
∫ t
0 (Ls −Yns )+ ds. Note that, to establish
this equation, we have taken into account of Y ′nt = Ynt , ∀t ∈ [τ, δτ [ and Y ′n is continuous in
[τ, δτ ]. But
α
p
σ∫
σ
e2(C+C2)s
(
Y ′ τs − Yns
)
dKn,+s =
α
p
σ∫
σ
e2(C+C2)s
(
Y ′ τs − Yns
)
n
(
Ls − Yns
)+
ds  0
and [
f
(
s, Y ′ τs ,Z′ τs
)− f (s, Y ns ,Zns )− 2(C + C2)(Y ′ τs − Yns )](Y ′ τs − Yns ) 14
∣∣Z′ τs − Zns ∣∣2.
Therefore we obtain:∣∣Y ′ τσ − Y ′nσ ∣∣2e2(C+C2)σ
E
[∣∣Y ′ τ
α
p
σ
− Y ′n
α
p
σ
∣∣2e2(C+C2)αpσ ∣∣Fσ ]
E
[{∣∣Y ′ τ
α
p
σ
− Y ′n
α
p
σ
∣∣21[αpσ <δτ ] + ∣∣Y ′ τδτ − Y ′nδτ ∣∣21[αpσ =δτ ]}e2(C+C2)αpσ ∣∣Fσ ]
which implies that:
1[σ<δτ ]
∣∣Y ′ τσ − Y ′nσ ∣∣2e2(C+C2)σ
E
[
1[σ<δτ ]
{∣∣Y ′ τ
α
p
σ
− Y ′n
α
p
σ
∣∣21[αpσ <δτ ] + ∣∣Y ′ τδτ − Y ′nδτ ∣∣21[αpσ =δτ ]}e2(C+C2)αpσ ∣∣Fσ ]. (17)
But Y ′ τδτ −Y ′nδτ = (Yδτ −Ynδτ )+1[τ<δτ ]{(Y nδτ −Uδτ−)+ − (Yδτ −Uδτ )+} → 0 P-a.s. and in L2(dP )
as n → ∞. Therefore taking the limit as n → ∞ in (17) we deduce that:
1[σ<δτ ]
∣∣Y ′ τσ − Yσ ∣∣2e2(C+C2)σ E[1[αpτ <δτ ]∣∣Y ′ ταpσ − Yαpσ ∣∣2e2(C+C2)αpσ ∣∣Fσ ]. (18)
Now by comparison we have for any n 0 and t ∈ [τ, δτ ], Y ′nt  Y ′ τt (the proof of that claim is
technical and then is postponed to Appendix A) and then Yt  Y ′ τt for all t ∈ [τ ; δτ [. Besides we
know that Y  L then from (18) we deduce that:
1[σ<δτ ]
∣∣Y ′ τσ − Yσ ∣∣2e2(C+C2)σ  p−2e2(C+C2)T
S. Hamadène et al. / Bull. Sci. math. 134 (2010) 874–899 887which implies that, since p is arbitrary, P-a.s. for any t ∈ [τ, δτ [, Yt = Y ′ τt . Henceforth for any
t ∈ [τ, δτ ] we have Yt = Y ′ τt +1[τ<δτ ]∩[t=δτ ](Yδτ −Uδτ−)+. Therefore going back to (14), replace
Y ′ τ by Y to obtain that the process Y with (Z′ τ ,K ′ τc,+,K ′ τd,+) satisfies:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Yt = Yδτ +
δτ∫
t
f
(
s, Ys,Z
′ τ
s
)
ds + (K ′ τc,+δτ − K ′ τc,+t )
+
∑
t<sδτ
(Ls− − Ys)+ − 1[t<δτ ](Yδτ − Uδτ−)+ −
δτ∫
t
Z′ τs dBs, ∀t ∈ [τ, δτ ],
δτ∫
τ
(Ys − Ls)dK ′ τc,+s = 0 and Yt  Lt , ∀t ∈ [τ, δτ ].
(19)
In the proof of that claim we use, on the one hand, the fact that Yt = Y ′ τt for t ∈ [τ, δτ [ and, on
the other hand, for any t ∈ [τ, δτ ],
K
′ τd,+
δτ
− K ′ τd,+t =
∑
t<sδτ
(
Ls− − Y ′ τs
)+
=
∑
t<s<δτ
(Ls− − Ys)+ + 1[τ<δτ ]
(
Lδτ− − Yδτ + (Yδτ − Uδτ−)+
)+
=
∑
t<sδτ
(Ls− − Ys)+.
The proof is now complete. 
Remark 3.1. For any stopping time τ , the process Y is rcll on the interval [τ, δτ ].
3.2. The decreasing penalization scheme
We now consider the following decreasing penalization scheme:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) Y ′n ∈ S2, Z′n ∈ H2,m, K ′n,+ ∈ A2,c,
(ii) Y ′nt = ξ +
T∫
t
{
f
(
s, Y ′ns ,Z′ns
)− n(Y ′ns −Us)+}ds + (K ′n,cT − K ′n,ct )
+
∑
t<sT
(
Ls− − Y ′ns
)+ −
T∫
t
Z′ns dBs, ∀t ∈ [0, T ],
(iii) Y ′n  L and
T∫
0
(
Y ′ns − Ls
)
dK ′n,cs = 0.
(20)
For any n  0, the triple (Y ′n,K ′n,Z′n) exists through Theorem 2.1. Obviously because of
the comparison result (2.1), for any n  0 we have P-a.s., L  Y ′n+1  Y ′n therefore there
exists a process Y ′ := (Y ′)tT such that P-a.s., Y ′  L and for any t  T , Y ′ = limn→∞ Y ′n.t t t
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converges to Y ′ in H2,1.
Next for any τ a stopping time and n 0, let us set:
λnτ := inf
{
s > τ : Y ′ns  Ls ∨ Ls− = Ls + (Ls)−
}∧ T and
στ := inf
{
s > τ : Y ′s  Ls + (Ls)−
}∧ T . (21)
Since Y ′n  Y ′n+1 the sequence (λnτ )n0 is decreasing and converges to another stopping time
λτ := limn→∞ λnτ . In addition for n 0, we can easily see that λnτ  στ and then, in taking the
limit as n → ∞, we obtain λτ  στ .
Next let us set:
∀t  T , Y ′t := lim sup
s↑t
Y ′s and Y ′t := lim sup
s↓t
Y ′s .
The following properties related to Y ′, which are the analogous of the ones of Propositions 3.1
and 3.2, hold true:
Proposition 3.3.
(i) For any t  0, Lt  Y ′t  Y ′t and Lt−  Y ′t  Y ′t + (Lt− − Y ′t )+;
(ii) P-a.s., for all t ∈ [0, T ], Lt  Y ′t Ut and Y ′T = ξ ;
(iii) For any stopping time τ on [λτ < T ] we have, Y ′λτ  Lλτ + 1{λτ>τ }(Lλτ )−, P-a.s.;
(iv) For any stopping time τ there exists (Z′′ τ ,K ′′ τc,−,K ′′ τd,−) ∈ H2,m ×A2,c ×A2 such that:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a) Y ′t = Y ′λτ +
λτ∫
t
f
(
s, Y ′s ,Z′′ τs
)
ds − (K ′′ τc,−λτ − K ′′ τc,−t )
− (K ′′ τd,−λτ − K ′′ τd,−t )+ 1[t<λτ ](Lλτ− − Y ′λτ )+ −
λτ∫
t
Z′′ τs dBs,
∀t ∈ [τ,λτ ],
(b) ∀t ∈ [τ,λτ ], K ′′ τd,−t =
∑
τ<st
(
Y ′s −Us−
)+
and
λτ∫
τ
(
Us − Y ′s
)
dK ′′ τc,−s = 0.
(22)
Proof. It is enough to use the result of Propositions 3.1 and 3.2. Actually let (Y˜ n, Z˜n, K˜n,+) be
the solution of the BSDE defined as in (6) but associated with (−f (t,−y,−z),−ξ,−U,−L).
Therefore uniqueness implies that (Y˜ n, Z˜n, K˜n,+) = (−Y ′n,−Z′n,K ′n,+). Now the properties
(i)–(iv) are direct consequences of the ones proved in Propositions 3.1 and 3.2. 
Remark 3.2. For any stopping time τ , the process Y ′ is rcll on the interval [τ,λτ ].
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Recall that Y (resp. Y ′) is the limit of the increasing (resp. decreasing) approximating scheme.
Really the processes Y and Y ′ are undistinguishable as we show it now.
Proposition 3.4. P-a.s., for any t  T , Yt = Y ′t . Moreover Y is rcll and satisfies:
∀t > 0, Lt− ∨
[
Yt − (Yt − Ut−)+
]= Yt− = [Yt + (Lt− − Yt )+]∧ Ut−.
Proof. First let us show that Y = Y ′. From the comparison result (Corollary 2.1), for any
n,m 0 and all t ∈ [0, T ] we have Ynt  Y ′mt . The proof of that claim is the same as the one of
Proposition 2.1 with τ = 0 and γ = T . We just need to apply Itô’s formula with ψ(Yn − Y ′m)
(ψ(x) = (x+) 32 , x ∈ R) and to remark that for any t  T we have:
T∫
t
ψ ′
(
Yns − Y ′ms
)
m
(
Y ′ms − Us
)+
ds =
T∫
t
ψ ′
(
Yns − Y ′ms
)
n
(
Ls − Yns
)+
ds = 0
since Yn U , Y ′m  L. It follows that P-a.s., for any t  T we have Yt  Y ′t .
Next let τ be a stopping time and μpτ another stopping time defined by:
μpτ := inf
{
s  τ : Ys Us − p−1 or Y ′s  Ls + p−1
}∧ T
where p is a real constant  1. First let us notice that for all s ∈ [τ,μpτ ] ∩ [τ < μpτ ] and all n we
have:
Yns− < Us− and Y ′ns− > Ls−.
Therefore through Remark 2.1(ii) for any s ∈ [τ,μpτ ] we have d(Kn,cs +Kn,ds ) = 0 and d(K ′n,cs +
K
′n,d
s ) = 0 (recall that Kn,dt =
∑
0<st (Y
n
s −Us−)+ and K ′n,dt =
∑
0<st (Ls− − Y ′ns )+). Now
using Itô’s formula with (Y ′nt − Ynt )2e2(C2+C)t , t ∈ [τ,μpτ ], and by the same arguments as in the
proof of Proposition 3.2 (C := Cf ), it yields:
(
Y ′nτ − Ynτ
)2
e2(C
2+C)τ 
(
Y ′n
μ
p
τ
− Yn
μ
p
τ
)2
e2(C
2+C)μpτ + 2
μ
p
τ∫
τ
(
Y ′ns − Yns
)(
Z′ns − Zns
)
dBs.
Taking expectation in both hand sides gives:
E
[(
Y ′nτ − Ynτ
)2] e2(C2+C)T E[(Y ′n
μ
p
τ
− Yn
μ
p
τ
)2] (23)
and finally taking the limit as n → ∞ to obtain:
E
[(
Y ′τ − Yτ
)2] e2(C2+C)T E[(Y ′
μ
p
τ
− Yμpτ
)2]
.
Let us now show that E[(Y ′
μ
p
τ
− Yμpτ )2] → 0 as p → ∞. First notice that 0  (Y ′μpτ −
Yμpτ )1[τ<μpτ ] 
1
p
since U  Y ′  Y  L. Next let us focus on the case when τ = μpτ . First
we have:
1 p
(
Y ′ p − Y p)= 1 p (Y ′τ − Yτ )+ 1 p (Y ′τ − Yτ ). (24)[τ=μτ ] μτ μτ [τ=μτ ]∩[τ<δτ∧λτ ] [τ=μτ ]∩[τ=δτ∧λτ ]
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(tk)k0 which depends on p and ω such that tk ↘ τ as k → ∞ and Ytk Utk − 1p or Y ′tk  Ltk +
1
p
. So assume we have Ytk Utk − 1p . Then taking the limit as k → ∞ implies that Yτ Uτ − 1p
since ω ∈ [τ < δτ ] and we know that Y is rcll on [τ, δτ ] (Remark 3.1). It follows that Uτ  Y ′τ 
Yτ Uτ − 1p . In the same way we can show that if Y ′tk  Ltk + 1p then Lτ  Yτ  Y ′τ  Lτ + 1p .
Therefore 1[τ=μpτ ]∩[τ<δτ∧λτ ](Y
′
τ − Yτ ) 1p . Finally let us deal with the second term of (24). But
1[τ=δτ∧λτ ]
(
Y ′τ − Yτ
)= 1[τ=δτ∧λτ ]∩[τ<T ](Y ′τ − Yτ )= 1[τ=δτ∧λτ ](Lδτ − Uδτ ) 0
because in that case, by Propositions 3.1 and 3.3(iii), we have either Yτ = Uτ or Y ′τ = Lτ and we
know that U  Y ′  Y  L.
It follows that 0 (Y ′
μ
p
τ
−Yμpτ )2  1p2 , then taking the limit as p → ∞ in (23) we deduce that
Yτ = Y ′τ . As τ is any stopping time then P-a.s., Y = Y ′.
We now deal with the second property. For any t  T , through Propositions 3.1 and 3.3 and
since Y = Y ′, we have:
∀t  T , lim inf
s↓t Ys  Yt  lim sups↓t
Ys
therefore the process Y is right continuous. Let us show that Y has left limits. First let us notice
that:
Lt−  lim inf
s↑t Ys  lim sups↑t
Ys Ut−.
Once again through Propositions 3.1(ii) and 3.3(i) we have for any t  T ,
Yt − (Yt − Ut−)+  lim inf
s↑t Ys  lim sups↑t
Ys  Yt + (Lt− − Yt )+.
It implies that (owing to Lt−  lim infs↑t Ys and Ut−  lim infs↑t Ys ):
Lt− ∨
(
Yt − (Yt − Ut−)+
)
 lim inf
s↑t Ys  lim sups↑t
Ys 
(
Yt + (Lt− − Yt )+
)∧ Ut−.
But the right-hand and the left-hand sides of those inequalities are the same and equal to
Lt−1[Lt−<Yt ] + Yt1[Lt−<Yt<Ut−] + Ut−1[YtUt−]. Therefore the process Y has left limits and for
any t  T it holds true that Yt− = Lt− ∨ (Yt − (Yt −Ut−)+) = (Yt + (Lt− −Yt )+)∧Ut−, which
ends the proof. 
Summarizing up now the results obtained in Propositions 3.1, 3.2 and 3.3, we have the fol-
lowing result related to the existence of local solutions for the BSDE (2).
Theorem 3.1. There exists a unique process Y := (Yt )t∈[0,T ] such that:
(i) Y is P-measurable, rcll and satisfies: P-a.s., for any t  T , Lt  Yt Ut and YT = ξ ;
(ii) for any stopping time τ there exist a stopping time θτ  τ , P-a.s., and a triple of processes
(Zτ ,Kτ,+,Kτ,−) ∈ H2,m × A2 × A2 (Kτ,± = 0) such that:τ
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BL(ξ, f,L,U):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) Yt = Yθτ +
∫ θτ
t
f (s, Ys,Z
τ
s ) ds + (Kτ,+θτ − Kτ,+t )
− (Kτ,−θτ − Kτ,−t ) −
∫ θτ
t
Zτs dBs, ∀t ∈ [τ, θτ ],
(ii) ∫ θτ
τ
(Us − Ys) dKτc,−s =
∫ θτ
τ
(Ys −Ls)dKτc,+s = 0
where Kτc,± is the continuous part of Kτ,± and Kτc,+τ = 0,
(iii) ∀t ∈ [τ, θτ ], Kτd,+t =
∑
τ<st (Ls− − Ys)+ and
K
τd,−
t =
∑
τ<st (Ys −Us−)+
where Kτd,± is the purely discontinuous part of Kτ,±,
(iv) ∀t ∈ [τ, θτ ], Kτd,−t = max{Yt ,0} = (Yt − Ut−)+1[Ut>0]
and −Kτd,+t = min{Yt ,0} = −(Yt − Lt−)−1[Lt<0].
(ii.b) If we set ντ := inf {s > τ : Ys Us − (Us)+} ∧ T and στ := inf{s > τ : Ys 
Ls + (Ls)−} ∧ T then P-a.s., ντ ∨ στ  θτ . In addition it holds true that:
Yντ Uντ − (Uντ )+1{ντ>τ } on [ντ < T ] and
Yστ  Lστ + (Lστ )−1{στ>τ } on [στ < T ].
Hereafter we say that Y is the solution of BL(ξ, f,L,U).
Proof. We first focus on uniqueness. Let τ be a fixed stopping time and let (Y, θτ ,Zτ ,Kτ,+,
Kτ,−) and (Y ′, θ ′τ ,Z′ τ ,K ′ τ,+,K ′ τ,−) be two solutions of BL(ξ, f,L,U). Let q be a positive
integer and let us set:
ν¯qτ := inf
{
s  τ : Y ′s Us − q−1
}∧ T and σqτ := inf{s  τ : Ys  Ls + q−1}∧ T .
Therefore we have:
Yσqτ ∧ν¯qτ = Yσqτ 1[σqτ ν¯qτ ]∩[σqτ <T ] + ξ1[σqτ ν¯qτ ]∩[σqτ =T ] + Yν¯qτ 1[ν¯qτ <σqτ ]

(
Lσqτ + q−1
)
1[σqτ ν¯qτ ]∩[σqτ <T ] + ξ1[σqτ ν¯qτ ]∩[σqτ =T ] + Uν¯qτ 1[ν¯qτ <σqτ ]
 Y ′
σ
q
τ ∧ν¯qτ + q
−1.
But when στ < T we have either Yστ = Lστ or Yστ− = Lστ− because Ls + (Ls)+ = Ls ∨
Ls− after taking into account (ii.b) and the fact that in the time interval [τ, δτ ] we have {Y <
0} ⊂ {Y− = L−}. Therefore for any q  1 we have σqτ  στ . In the same way if we set ν¯τ :=
inf {s > τ,Y ′s Us − (Us)+} ∧ T we obtain that ν¯qτ  ν¯τ . It follows that for any q  1 we
have σqτ ∧ ν¯qτ  θτ ∧ θ ′τ . Now making use of the local comparison result (Proposition 2.1 and
Remark 2.2) between τ and σqτ ∧ ν¯qτ to obtain that:
E
[
ψ
(
Yτ − Y ′τ
)]
 Cψ
(
q−1
)
where the function ψ(x) = (x+)2, x ∈ R. Next taking the limit as q → ∞ to obtain that P-a.s.
ψ(Yτ − Y ′τ ) = 0. It implies that for any stopping time τ we have Yτ  Y ′τ , P-a.s. Conversely we
can show that Y ′τ  Yτ , P-a.s. Henceforth for any stopping time τ we have Yτ = Y ′τ , P-a.s. and
finally Theorem 2.2 yields Y = Y ′, P-a.s.
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defined as the limit of the increasing (or decreasing) scheme. Obviously it satisfies L Y  U
and YT = ξ , P-a.s.
Next let us focus on (ii.a). Let τ be a stopping time and let us define θτ = λδτ . Thanks
to Proposition 3.3, on the set [θτ < T ] we have Yθτ  Lθτ + 1{θτ>δτ }(Lθτ )−, P-a.s. Ad-
ditionally there exists (Z′′ δτ ,K ′′ δτ c,−,K ′′ δτ d,−) ∈ H2,m × A2,c × A2 (which we still denote
(Z′′ τ ,K ′′ τc,−,K ′′ τd,−)) such that:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Yt = Yθτ +
θτ∫
t
f
(
s, Ys,Z
′′ τ
s
)
ds − (K ′′ τc,−θτ −K ′′ τc,−t )
− (K ′′ τd,−θτ −K ′′ τd,−t )+ 1[t<θτ ](Lθτ− − Yθτ )+ −
θτ∫
t
Z′′ τs dBs, ∀t ∈ [δτ , θτ ],
∀t ∈ [δτ , θτ ], K ′′ τd,−t =
∑
τ<st
(Ys −Us−)+ and
θτ∫
δτ
(Us − Ys) dK ′′ τc,−s = 0.
(25)
Next for t  T , let us set:
(i) Zτt := Z′ τt 1[τtδτ ] + Z′′ τt 1[δτ<tθτ ];
(ii) Kτc,+t := (K ′ τc,+t∧δτ −K ′ τc,+τ )1[τt], Kτc,−t := (K ′′ τc,−t∧θτ − K ′′ τc,−δτ )1[tδτ ];
(iii) Kτd,+t := (K ′ τd,+t∧δτ − K ′ τd,+τ )1[tτ ] + 1[t=θτ ](Lθτ− − Yθτ )+ and Kτd,−t := (K ′′ τd,−t∧θτ −
K
′′ τd,−
δτ
)1[tδτ ] + 1[tδτ ](Yδτ −Uδτ−)+;
(iv) Kτ,+ = Kτc,+ +Kτd,+ and Kτ,− = Kτc,− +Kτd,−.
The construction of Zτ is just the concatenation of Z′ τ and Z′′ τ . The same happens for the
construction of the processes Kτc,± and Kτd,±.
The process Zτ belongs to H2,m and, through their definitions, the processes Kτ,±, Kτc,±
are non-decreasing and belong to A2. Moreover Kτc,± is continuous. Next let us show that Y ,
Zτ and Kτ,± enjoy the relations of (ii.a).
Let t ∈ [τ, θτ ]. First assume that t ∈ [δτ , θτ ]. Then from (25) and the above definitions we
have:
Yθτ +
θτ∫
t
f
(
s, Ys,Z
τ
s
)
ds +
θτ∫
t
d
(
Kτ,+s −Kτ,−s
)−
θτ∫
t
Zτs dBs
= Yθτ +
θτ∫
t
f
(
s, Ys,Z
′′ τ
s
)
ds + 1[t<θτ ](Lθτ− − Yθτ )+ −
(
K
′′ τc,−
θτ
−K ′′ τc,−t
)
− (K ′′ τd,−θτ −K ′′ τd,−t )−
θτ∫
t
Z′′ τs dBs
= Yt . (26)
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Yθτ +
θτ∫
t
f
(
s, Ys,Z
τ
s
)
ds +
θτ∫
t
d
(
Kτ,+s − Kτ,−s
)−
θτ∫
t
Zτs dBs
= Yθτ +
θτ∫
δτ
f
(
s, Ys,Z
τ
s
)
ds +
θτ∫
δτ
d
(
Kτ,+s −Kτ,−s
)−
θτ∫
δτ
Zτs dBs
+
δτ∫
t
f
(
s, Ys,Z
τ
s
)
ds +
δτ∫
t
d
(
Kτ,+s − Kτ,−s
)−
δτ∫
t
Zτs dBs
= Yδτ +
δτ∫
t
f
(
s, Ys,Z
τ
s
)
ds +
δτ∫
t
d
(
Kτ,+s −Kτ,−s
)−
δτ∫
t
Zτs dBs
= Yδτ +
δτ∫
t
f
(
s, Ys,Z
′ τ
s
)
ds + (K ′ τc,+δτ − K ′ τc,+t )+ (K ′ τd,+δτ − K ′ τd,+t )
− 1[t<δτ ](Yδτ − Uδτ−)+
δτ∫
t
Z′ τs dBs
= Yt .
The second equality comes from (26) as for the last one it is just (13).
Next it is easily seen from the definitions, equations of (13) and (25) that ∫ θτ
τ
(Ys −
Ls)dK
τc,+
s =
∫ δτ
τ
(Ys −Ls)dK ′ τc,+s = 0 and
∫ θτ
τ
(Us −Ys) dKτc,−s =
∫ θτ
δτ
(Us −Ys) dK ′′ τc,−s = 0.
Besides for t ∈ [τ, θτ ], the purely discontinuous part of Kτ,+ is Kτd,+ and satisfies:
K
τd,+
t =
∑
τ<st∧δτ
(Ls− − Ys)+ + 1[t=θτ ](Lθτ− − Yθτ )+ =
∑
τ<st
(Ls− − Ys)+
since for s ∈ ]δτ , θτ [, Y ′ns  Ls− ∨ Ls , ∀n  0, and then Ys  Ls− which implies (Ls− −
Ys)
+ = 0. On the other hand, the purely discontinuous part of Kτ,− verifies, ∀t ∈ [τ, θτ ],
K
τd,−
t =
∑
δτ<st (Ys − Us−)+ + 1[tδτ ](Yδτ − Uδτ−)+ =
∑
τ<st (Ys − Us−)+ since when
τ < s  δτ we have Yns  Us ∧ Us−  Us− for any n  0 and then Ys  Us− which yields
(Ys −Us−)+ = 0. It follows that for any t ∈ [τ, δτ ], Kτd,−t =
∑
τ<st (Ys − Us−)+.
Finally let us prove (iv). Taking into account of (i) and (iii), for any t ∈ [τ, θτ ] we have:
Yt = Kτd,−t − Kτd,+t = (Yt −Ut−)+ − (Lt− − Yt )+. (27)
Assume that Yt < Yt− (and then Yt < Ut−) therefore (27) implies that min{Yt ,0} = Yt =
−(Lt− − Yt )+ = −Kτd,+t = −(Lt− − Yt )+1[Lt<0] since Y  L. Besides max{Yt ,0} =
0 = (Yt − Ut−)+ = Kτd,−t = (Yt − Ut−)+1[Ut>0]. Now if Yt > Yt− (and then Yt > Lt−) we
have min{Yt ,0} = 0 = Kτd,+t = −(Yt − Lt−)−1[Lt<0] and max{Yt ,0} = (Yt − Ut−) =
K
τd,−
t = (Yt −Ut−)+1[Ut>0] since Y U .
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to (21) it holds true that inf{s > δτ , Ys  Ls ∨ Ls−} ∧ T  θτ . It follows that P-a.s., δτ ∨
στ  θτ . Next let ω be such that ντ (ω) < T . If ντ (ω) > τ(ω) then obviously we have Yντ (ω)
Uντ (ω)−(Uντ (ω))+. Now if ντ (ω) = τ(ω) then there exists a strict decreasing sequence of real
numbers (tk)k0 which converges to τ(ω) and such that Ytk (ω)Utk (ω)− (Utk (ω))+. Taking
the limit as k → ∞ to obtain that Yντ (ω) = Uντ (ω). Therefore we have Yντ (ω)  Uντ (ω) −
1[ντ (ω)>τ(ω)](Uντ (ω))+ when τ(ω) < T . In the same way we can show that Yστ (ω) Lστ (ω)+
1[στ (ω)>τ(ω)](Lστ (ω))− when σ(ω) < T . This ends the proof. 
Remark 3.3. (i) The processes Kτd,± cannot jump in the same time because if so we would have
Ut− < Yt < Lt− which is impossible since L Y U .
(ii) In the case when the function f does not depend on (y, z), i.e. f (t,ω, y, z) = f (t,ω),
the process Y can be characterized as the value function of a zero-sum Dynkin game. This fact
is already known in the case when the barriers are continuous [3,12], or when they are only rcll
under Mokobodski’s hypothesis [19]. Actually for any t  T and σ , τ two stopping times larger
than t let us set:
Γt(τ, σ ) = E
[ σ∧τ∫
t
f (s) ds + Uτ 1[τσ<T ] +Lσ 1[σ<τ ] + ξ1[σ=τ=T ]
∣∣Ft
]
.
Then the process Y verifies:
∀t  T , Yt = esssup
σt
essinf
τt
Γt (τ, σ ) = essinf
τt
esssup
σt
Γt (τ, σ ).
One can see e.g. [19, Proposition 3.1] for the proof of that claim.
4. The main result: existence of a global solution for the BSDE with two completely
separated rcll barriers
Assume that the barriers L and U are completely separated, i.e., they satisfy the following
assumption:
[H]: ∀t  T , Lt < Ut and Lt− < Ut−.
Then we have:
Theorem 4.1. Under [H], the BSDE with two reflecting discontinuous barriers associated with
(f, ξ,L,U) has a unique solution, i.e., there exits a unique quadruple (Y,Z,K+,K−) which
satisfies the BSDE (2).
Proof. Let Y be the rcll process defined in Theorem 3.1, then it satisfies L Y U . Once more
thanks to Theorem 3.1, for any n 1 there exist a stopping time γn and a triple (Zn,Kn,+,Kn,−)
which belongs to H2,m × A2 × A2 and verify the followings with the process Y : P-a.s.,
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(i) γn = θγn−1 (γ0 = 0) and γn−1  γn,
(ii) Yt = Yγn +
γn∫
t
f
(
s, Ys,Z
n
s
)
ds +
γn∫
t
d
(
Kn,+s −Kn,−s
)−
γn∫
t
Zns dBs,
∀t ∈ [γn−1, γn],
(iii)
γn∫
γn−1
(Us − Ys) dKnc,−s =
γn∫
γn−1
(Ys −Ls)dKnc,+s = 0
where Knc,± is the continuous part of Kn,±
(
Knc,±γn−1 = 0
)
,
(iv) ∀t ∈ [γn−1, γn], Knd,+t =
∑
γn−1<st
(Ls− − Ys)+ and
K
nd,−
t =
∑
γn−1<st
(Ys − Us−)+
where Knd,± are the purely discontinuous parts of Kn,±,
(v) ∀t ∈ [γn−1, γn], max{Yt ,0} = Knd,−t = (Yt − Ut−)+1[Ut>0] and
min{Yt ,0} = −Knd,+t = −(Yt − Lt−)−1[Lt<0].
(28)
The stopping time θγn−1 is defined recursively as in Theorem 3.1 when taking τ = γn.
First let us show that for any n  1, P [(γn−1 = γn) ∩ (γn < T )] = 0. Actually let ω be
such that γn−1(ω) = γn(ω) and γn(ω) < T . Then through Theorem 3.1(ii.b) we have Yγn(ω) =
Lγn(ω) = Uγn(ω). As we know that P-a.s., L < U then P [(γn−1 = γn) ∩ (γn < T )] = 0.
Besides the sequence of stopping times (γn)n1 is of stationary type, i.e., it satisfies
P [ω,γn(ω) < T, ∀n  1] = 0. In other words for ω fixed there exists an integer rank n0(ω)
such that for n n0(ω), γn(ω) = γn+1(ω) = T . Indeed let us set A =⋂n1(γn < T ) and let us
show that P(A) = 0. Let ω ∈ A and let us set γ (ω) := limn→∞ γn(ω). Since νγn ∧ σγn  γn+1
(see Theorem 3.1 for the definitions of νγn and σγn ), then once more thanks to Theorem 3.1(ii.b)
there exist two sequences (tn(ω))n1 and (t ′n(ω))n1 of real numbers such that for any n  1,
tn, t
′
n ∈ [γn−1, γn], Ytn  Utn ∧ Utn− and Yt ′n  Lt ′n ∨ Lt ′n−. Actually it is enough to take tn = νγn
and t ′n = σγn . Now as (tn)n1 and (t ′n)n1 are not of stationary type since γn(ω) < γn+1(ω) then
taking the limit as n → ∞ to obtain that Yγ−(ω) Lγ−(ω)Uγ−(ω) Yγ−(ω). It means that
the previous inequalities are equalities and then Lγ−(ω) = Uγ−(ω). But this is impossible since
P-a.s., ∀t  T , Lt− < Ut−. It follows that (γn)n1 is of stationary type.
Next let us introduce the following processes Z,K±: P-a.s., for any t  T , one sets:
Zt = Z1t 1[0,γ1](t) +
∑
n1
Zn+1t 1]γn,γn+1],
K
c,+
t =
{
K
1c,+
t if t ∈ [0, γ1],
Kc,+γn +K(n+1)c,+t if t ∈ ]γn, γn+1], n 1,
K
d,+
t =
∑
(Ls− − Ys)+, K+t = Kc,+t + Kd,+t , Kd,−t =
∑
(Ys −Us−)+,0<st 0<st
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c,−
t =
{
K
1c,−
t if t ∈ [0, γ1],
Kc,−γn + K(n+1)c,−t if t ∈ ]γn, γn+1], n 1
and finally
K−t = Kc,−t +Kd,−t .
First let us point out that since for n 1, Zn ∈ H2,m and the sequence (γn)n0 is strictly increas-
ing and of stationary type then Z is defined and P-a.s.
∫ T
0 |Zs |2 ds < ∞, i.e., Z belongs to Hm.
Additionally from their definitions the processes K(n+1)c,± are continuous, verify K(n+1)c,±γn = 0
and belong to A2, therefore, taking into account once more the fact that (γn)n1 is of station-
ary type, we deduce that the processes Kc,± are defined, continuous and belong to A. Finally
for any t  T , we have Kd,±t = K1d,±t 1[0,γ1](t) +
∑
n1(K
d,±
γn
+ K(n+1)d,±t )1]γn,γn+1](t) since
K
(n+1)d,±
γn = 0. It follows that the processes Kd,± are defined, rcll, purely discontinuous and
belong to A.
Next let us show that (Y,Z,K±) is the solution of the BSDE (2). For any n  0 we have:
P-a.s., ∀t ∈ [γn, γn+1],
Yt = Yγn+1 +
γn+1∫
t
f (s, Ys,Zs) ds +
γn+1∫
t
d
(
K+s −K−s
)−
γn+1∫
t
Zs dBs. (29)
Actually this equality is valid through the definitions of Z and K± and (28)(ii). Henceforth for
any n 0 we have: P-a.s.
Yγn = Yγn+1 +
γn+1∫
γn
f (s, Ys,Zs) ds +
γn+1∫
γn
d
(
K+s − K−s
)−
γn+1∫
γn
Zs dBs.
Now a concatenation procedure implies that for any n 0 and m n we have:
Yγn = Yγm +
γm∫
γn
f (s, Ys,Zs) ds +
γm∫
γn
d
(
K+s −K−s
)−
γm∫
γn
Zs dBs.
Finally taking m large enough and since (γn)n0 is of stationary type we obtain: ∀n 0, P-a.s.,
Yγn = ξ +
T∫
γn
f (s, Ys,Zs) ds +
T∫
γn
d
(
K+s − K−s
)−
T∫
γn
Zs dBs. (30)
Now let t ∈ [0, T ] then there exists n0(ω) such that t ∈ [γn0(ω), γn0+1(ω)]. Then using first (29)
then (30) we obtain:
Yt = ξ +
T∫
t
f (s, Ys,Zs) ds +
T∫
t
d
(
K+s − K−s
)−
T∫
t
Zs dBs,
i.e., (Y,Z,K±) verify the backward equation of (2). Besides ∫ T0 (Ys − Ls)dKc,+s =∑
n0
∫ γn+1
γn
(Yt −Lt) dK(n+1)c,+s = 0 through the definition of Kc,+ and (28). In the same way
we have
∫ T
0 (Us − Ys) dKc,−s = 0. Finally the property (iv) of (2) is obviously satisfied through
the definitions of Kd,± (one can also see the proof of (ii.a)(iv) of Theorem 3.1). Henceforth the
quadruple of processes (Y,Z,K±) is a solution for the BSDE (2).
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to show that Y = Y ′ we shall use the uniqueness result for BL(ξ, f,L,U). However we cannot
use directly this last property because the processes Z′ and K ′± are not sufficiently integrable.
So let τ be a stopping time, let ντ = inf{s > τ, Y ′s Us ∧Us−} ∧ T , στ = inf{s > ντ ,Y ′s  Ls ∨
Ls−} ∧ T and θτ = στ . On the other hand for t  T , let us set Z′ τt = Z′t1[τ,θτ ](t), Kτ,−t =
(K−t∧θτ − K−τ )1[tτ ] and Kτ,+t = (K+t∧θτ − K+τ )1[tτ ]. Therefore we can easily show that Z′ τ
and K ′ τ,± belong respectively to H2,m and A2. Actually we just need to split [τ, θτ ] into [τ, ντ ]
and [ντ , θτ ] and to use standard calculations. It follows that (Y ′, θτ ,Z′ τ ,K ′ τ,±) satisfies the
conditions of Theorem 3.1, i.e., Y ′ is a solution for BL(ξ, f,L,U). Therefore uniqueness of
that latter yields Y = Y ′. Henceforth we have also Zt(ω) = Z′t (ω), dP ⊗ dt-a.e. and finally
K+ − K− = K ′+ − K ′−. So it remains to show that K+ = K ′+. First let us notice that for any
t  T , K+t − K−t = K ′+t − K ′−t and then K+t − K ′+t = K−t − K ′−t . But since
Y = Y ′ then K+t − K ′+t = 0 only when Yt < 0. However in that case we have K+t =
K ′+t through (iv) and since once more Y = Y ′. In the same way we have K−t = K ′−t . It
follows that for any t  T , Kd,+t = K ′d,+t and Kd,−t = K ′d,−t . But this equality implies also
that Kc,+ − Kc,− = K ′ c,+ − K ′ c,− and then Kc,+ + K ′ c,+ = Kc,− + K ′ c,−. Now taking into
account the fact that
∫ T
0 (Ys −Ls)dKc,+s = 0 and Y = Y ′ we get: ∀t  T ,
t∫
0
(Us −Ls)d
(
Kc,+s −K ′ c,+s
)=
t∫
0
(Us − Ys) d
(
Kc,+s − K ′ c,+s
)
=
t∫
0
(Us − Ys) d
(
Kc,−s − K ′ c,−s
)= 0
because Y = Y ′ and ∫ T0 (Us −Ys) dKc,−s = 0. As for any t  T , Lt < Ut then Kc,+t −K ′ c,+t = 0
and Kc,−t − K ′ c,−t = 0 since they are null at t = 0. It follows that K+ = K ′+ and K− = K ′−,
whence uniqueness. The proof is now complete. 
Remark 4.1. The issue of the square integrability of Z (resp. K±T ) w.r.t. dt ⊗ dP (resp. dP )
under assumption [H] is not an easy one and remains open. We think that under [H] only, this
is not true. However if we additionally require that, e.g., ∀t  T , 0 <   Ut − Lt , for some
constant  then we think that this could be true. A rigorous proof of this claim still open.
Appendix A
Let Y ′n and Y ′ τ be the processes defined respectively in (14) and (15). They satisfy:
Lemma A.1. For any n 0, P-a.s., for any t ∈ [τ, δτ ], Y ′nt  Y ′ τt .
Proof. First recall Eq. (16) for Y ′nt , t ∈ [τ, δτ ]:
Y ′nt = Ynδτ − 1[τ<δτ ]
(
Ynδτ −Uδτ−
)+ +
δτ∫
f
(
s, Y ′ns ,Zns
)
dst
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δτ∫
t
n
(
Ls − Y ′ns
)+
ds −
δτ∫
t
Zns dBs.
Using the comparison result of Proposition 2.1 and taking into account of (14), it remains to
show that ∀n 0, P-a.s., Ynδτ − 1[τ<δτ ](Y nδτ − Uδτ−)+  Yδτ − 1[τ<δτ ](Yδτ − Uδτ−)+.
Let ω be fixed. Obviously if ω ∈ [τ = δτ ] the property holds true. Next let us set A =⋂
n0(Y
n
δτ− < Uδτ−) and let ω ∈ A ∩ [τ < δτ ]. Then for any n  0, Ynδτ−(ω) < Uδτ−(ω)
and Yn(ω) are continuous in δτ (ω). It follows that Ynδτ−(ω) = Ynδτ (ω) < Uδτ−(ω). Therefore
Yδτ (ω)Uδτ−(ω) and(
Ynδτ − 1[τ<δτ ]
(
Ynδτ − Uδτ−
)+)
(ω) = Ynδτ (ω)
 Yδτ (ω) =
(
Yδτ − 1[τ<δτ ](Yδτ −Uδτ−)+
)
(ω).
Finally let ω ∈ [τ < δτ ] ∩ (⋃n0[Ynδτ− = Uδτ−]), then there exists n0(ω) such that:
(i) for n < n0(ω) we have Ynδτ−(ω) < Uδτ−(ω) and then Yn(ω) is continuous in δτ (ω);(ii) for n  n0(ω), Ynδτ−(ω) = Uδτ−(ω) and Ynδτ (ω)  Uδτ−(ω) since the sequence (Y n)n0 is
non-decreasing and Yn has only non-negative jumps. It follows that Yδτ (ω) Uδτ−(ω) and
Y(ω) has a left limit in δτ (ω). Actually if (tk) ↗ δτ then Yntk  Ytk  Utk which implies
that lim supk Ytk = lim infk Ytk = Yδτ− = Uδτ−. Therefore for any n 0 (either n < n0(ω) or
n n0(ω)) we have:(
Ynδτ − 1[τ<δτ ]
(
Ynδτ − Uδτ−
)+)
(ω)Uδτ−(ω)
= Yδτ−(ω) =
(
Yδτ − 1[τ<δτ ](Yδτ − Uδτ−)+
)
(ω).
The last inequality holds true since Yδτ  Uδτ− and Yδτ− = Uδτ−. It follows that P-a.s. for any
n  0 we have Ynδτ − 1[τ<δτ ](Y nδτ − Uδτ−)+  Yδτ − 1[τ<δτ ](Yδτ − Uδτ−)+, which implies the
desired result. 
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