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Abstract
Sensor networks are a sensing, computing and communi-
cation infrastructure that are able to observe and respond to
phenomena in the natural environment and in our physical
and cyber infrastructure. The sensors themselves can range
from small passive microsensors to larger scale, control-
lable weather-sensing platforms. Presently, there are many
research work for sensor networks. In our previous work,
we implemented a simulation system for sensor networks
and simulated the proposed system with reactive and preac-
tive protocols. In this work, we want to investigate how the
sensor network performs in case of using OLSR protocol
and compare the simulation results with AODV protocol.
The simulation results have shown that the consumed en-
ergy for OLSR protocol is better than AODV protocol. Also,
the goodput for the case of using OLSR does not change too
much compared with the case using AODV, but the goodput
is not good when the number of nodes is increased.
1. Introduction
Wireless Sensor Network (WSN) is traditionally com-
posed of devices (in the following named also nodes) dis-
tributed over a monitored region, which generate samples
of a given phenomenon (e.g. atmospheric pressure, or tem-
perature measurements) and forward them to a sink that
collects the information possibly through a muti-hop wire-
less network. Recently, we witnessed a lot of research ef-
fort towards the optimization of standard communication
paradigms for such networks. In fact, the traditional Wire-
less Network (WN) design has never paid attention to con-
straints such as the limited or scarce energy of nodes and
their computational power. Another aspect which is dif-
ferent from traditional WN is the communication reliabil-
ity and congestion control. In traditional wired nets, one
reasonably supposes that communication paths are stable
along the transmission instances. This fact permits to use
the end-to-end approach to the design of reliable transport
and application protocols. The TCP works well because of
the stability of links. On the other hand, in WSN paths can
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Figure 1. Physical architecture of WSN.
change over time, because of time-varying characteristics
of links and nodes reliability. These problems are important
especially in a multi-hop scenario, where nodes accomplish
also at the routing of other nodes’ packets.
Recently, there are many research work for sensor net-
works [1, 2, 3, 4]. In our previous work [5], we im-
plemented a simulation system for sensor networks. We
carried out simulations for lattice and random topology
with TwoRayGround and Shadowing radio models consid-
ering three protocols: Ad-hoc On-demand Distance Vector
(AODV), Dynamic Source Routing (DSR) and Destination-
Sequenced Distance Vector (DSDV). In this paper, we com-
pare the simulation results for two protocols: AODV and
OLSR. The simulation results have shown that the con-
sumed energy for OLSR protocol is better than AODV pro-
tocol.Also, the goodput for the case of using OLSR does
not change too much compared with the case using AODV,
but the goodput is not good when the number of nodes is
increased.
The remainder of the paper is organized as follows. In
Section 2, we explain the proposed network simulation
model. In Section 3, we discuss the goodput and deple-
tion concepts. In Section 4, we show the simulation results.
Conclusions of the paper are given in Section 5.
2. Proposed Network Simulation Model
In our WSNs, every node detects the physical phe-
nomenon and sends back to the sink node data packets. In
Fig.1 is shown the physical architecture of WSN. We sup-
pose that the sink node is more powerful that sensor nodes
and it is always located at the borders of the service area.
We analyze the performance of the network in a fixed time
interval. This is the available time for the detection of the
phenomenon and its value is application dependent. Pro-
posed network simulation model is shown in Fig.2.
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Figure 2. Network simulation model.
In this paper, we perform the simulations for TwoRay-
Ground radio model and lattice topology and compare the
goodput and depletion of OLSR and AODV protocols.
2.1. Routing Protocols
We are aware of many proposals of routing protocols
for ad-hoc networks. Here, we consider proactive protocol
OSLR [6] and reactive protocol AODV.
2.1.1 OLSR
OLSR is a proactive routing protocol, providing advantage
of having routes immediately available in each node for all
destinations in the network. It is an optimization of a pure
Link State routing protocol. This optimization is based on
the concept of MultiPoint Relays (MPRs). First, using mul-
tipoint relays reduces the size of the control message: rather
than declaring all link, a node declares only the set of links
with its neighbors that are its “multipoint relays”. The use
of MPRs also minimizes flooding of control traffic. Indeed
only MPRs forward control messages. This technique sig-
nificantly reduces the number of retransmissions of broad-
cast control messages. OLSR is characterized by two types
of control messages: neighborhood and topology messages,
called respectively Hello messages and Topology Control
(TC) messages. OLSR provides two main functionalities:
the first is Neighbor Discovery, and the second is Topology
Dissemination. These will be described in following.
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Neighbor Discovery
Each node must detect the neighbor nodes with which it has
a direct link. Due to the uncertainties in radio propagation,
a link between neighboring nodes may enable the transmis-
sion of data in either one or both directions over the link.
For this, each node periodically broadcasts Hello messages,
containing the list of neighbors known to each node and
their link status. The link status can be either symmetric (if
communication is possible in both directions), asymmetric
(if communication is only possible in one direction), mul-
tipoint relay (if the link is symmetric and the sender node
of the Hello message has selected this node as a MPR), or
lost (if the link has been lost). The Hello messages are
received by all one-hop neighbors, but are not forwarded.
They are broadcasted at low frequency determined by re-
freshing priod of “HELLO-INTERVAL”. Thus, Hello mes-
sages enable each onde to discover its one-hop neighbors,
as well as its two-hop neighbors. This neighborhood and
two-hop neighborhood information has an associated hold-
ing time “NEIGHBOR-HOLD-TIME”, after which it is no
longer valid.
On the basis of this information, each node m of the net-
work independently selects its own set of MPRs among its
one-hop neighbors in such a way that all two-hop neighbors
of m have symetric link with MPR(m). This means that
the MPRs cover (in terms of radio range) all the two-hop
neighbors. Fig. 3 shows the MPRs seletion by node m. A
possible algorithm to selet these MPRs is described in [7].
The MPR set is computed whenever a change in the one-
hop neighborhood or two-hop neighborhood is detected. In
addition, each node m maintains the set of its “MPR selec-
tors”. This set contains the nodes which have selected m as
a MPR. Node m only forwards broadcast messages received
from one of its MPR selectors.
Topology Dissemination
Each node of the network maintains topological informa-
tion about the network obtained by means of TC messages.
Each node m selected as a MPR, broadcasts a TC message
at least every “TC-INTERVAL”. If a change occours in the
MPR selector set, the next TC can be sent earlier (e.g. after
some pre-specified minimum interval). The TC messages
are flooded to all nodes in the network and take advantage
of MPRs to reduce the number of retransmissions. The TC
message originated from node m declares the MPR selec-
tors of m. Thus, a node is reachable either directly or via its
MPRs. This topological information collected in each node
has an associated holding time “TOP-HOLD-TIME”, after
which it is no longer valid.
The neighbor information and the topology informa-
tion are refreshed periodically, and they enable each node
to compute the routes to all known destinations. These
routes are computed with Dijkstra’s shortest path algorithm.
Hence, they are optimal concerning the number of hops.
Moreover, for any route, any intermediate node on this route
is a MPR of the next node. The routing table is computed
whenever there is a change in neighborhood information or
a change in topology information.
OLSR “gateways”
Each node maintains information concerning which nodes
may act as “gateways” to associated hosts and networks.
Those “gateways” generate periodically a “HNA” (Host and
Network Association) message, containing pairs of (net-
work address, netmask) corresponding to the connected
hosts and networks. The “HNA” messages are flooded
to all the nodes in the network by the MPRs. Those
messsages should be transmitted periodically every “HNA-
INTERVAL”. The collected information is valid for “HNA-
HOLD-TIME”. The networks and associated hosts are
added to the routing table and they have the same next hop
as the one to reach the appropriate “gateways”.
Multiple Interface Declaration
In the full OLSR protocol, a node which has several in-
terfaces, periodically emits a special type message, “Multi-
ple Interface Declaration”, in which it lists all its interfaces
address, along with one of them, fix, which it (arbitrarily)
chooses as its main address.
2.1.2 AODV
The AODV is an improvement of DSDV to on-demand
scheme. It minimize the broadcast packet by creating route
only when needed. Every node in network should main-
tain route information table and participate in routing ta-
ble exchange. When source node wants to send data to
the destination node, it first initiates route discovery pro-
cess. In this process, source node broadcasts Route Request
(RREQ) packet to its neighbors. Neighbor nodes which
receive RREQ forward the packet to its neighbor nodes.
Neighbor nodes which receive RREQ forward the packet to
its neighbors, and so on. This process continues until RREQ
reach to the destination or the node who know the path to
destination. When the intermediate nodes receive RREQ,
they record in their tables the address of neighbors, thereby
establishing a reverse path. When the node which knows the
path to destination or destination node itself receive RREQ,
it send back Route Reply (RREP) packet to source node.
This RREP packet is transmitted by using reverse path in
formation in route table of each intermediate node. When
the source node receives RREP packet, it can know the path
to destination node and it stores the discovered path infor-
mation in its route table. That is the end of route discovery
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Figure 3. Multipoint relays of node m.
process. Then, AODV performs route maintenance process.
In route maintenance process, each node periodically trans-
mits a Hello message to detect link breakage [8].
2.2. Topology
For the physical layout of the WSN, two types of de-
ployment has been studied so far: the random topology and
lattice topology. In random topology, the nodes are sup-
posed to be uniformly distributed, while in the lattice topol-
ogy the nodes are vertexes of particular geometric shape,
e.g. a square grid as depicted in Fig. 4. In this paper, we
present the simulation results for both topologies [9, 10].
In lattice topology, in order to guarantee the connected-
ness of the network we should set the transmission range
of every node to the step size, d, which is the minimum dis-
tance between two rows (or columns) of the grid. In fact, by
this way the number of links that every node can establish
(the node degree D) is 4. Nodes at the borders have D = 2.
The settings of our lattice are shown in Table1. The sensing
range is assumed to be half of the transmission range.
In the case of random network, the setting of the trans-
mission range is a little bit more complicated. In fact, since
the position of nodes in the plane is a random variable, the
number of neighboring links of a node is a random vari-
able as well. First, we recall the following simple result
Table 1. Topology settings.
Lattice
Step(m) d = L√
N−1
Service Area Size(m2) L2 = (800x800)
Number of Nodes N ∈ {12, 64}
Transmission Range(m) r0 = d
Random
Density(nodes/m2) ρ ∈ {25 · 10−6,2 · 10−4}
Transmission Range(m) r0 = 180
borrowed from the random graph theory. Let G(V,E) be
the graph representation of the network, where V is the
set of vertexes and E is the set of links. The network is
said to be k-connected iff for every (u, v) ∈ V there are
k disjoint paths connecting u and v. The probability of
k−connectivity is P (1 − conn). Let suppose that nodes,
or vertexes of G(V,E) are uniformly distributed in the uni-
tary Euclidean plane with intensity ρ. Asymptotically, the
probability of connected network converges to 1 if the trans-
mission range r0 of every node is set as follows:
r0 ≥
√√√√ ln
(
ln(P (1-conn)
−ρ
)
−ρπ (1)
where P (1-conn) is the 1−connectivity probability. The
transmission range r0 is the distance for which the received
power is greater than a specific threshold. This thresh-
old depends on the hardware, e.g. modulation and coding
schemes, noise floor.
The network is supposed to have a single sink. In the lat-
tice network, the MN is located at the top-right corner of the
lattice. This situation is not far from the reality, because in
some habitat monitoring applications, like the observation
of mountains slope with landslide dangers, the sink could
not be placed otherwise. However, in random networks, we
let the MN to occupy any position in the plane.
The radio model parameters are listed in Table 2. The
random topology is shown in Fig. 5. The sensor nodes are
distributed in a random way in the field.
2.3. Radio Model
There are three basic models for the propagation of the
radio signals of sensor nodes: Free space model, TwoRay-
Ground model and Shadowing model [11, 12]. In a simple
deterministic model, the received power Pr at a certain dis-
tance d is the same along all directions in the plane 1. For
1We are considering 2D networks, but similar results hold also in the
more general case of 3D networks.
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Table 2. Radio model and system parameters.
Radio Model Parameters
Path Loss Coefficient α = 2.7
Variance σ2dB = 16dB
Carrier Frequency 916MHz
Antenna Omni
Threshold (sensitivity) γ = −118dB
Other Parameters
Reporting Frequency Tr = [0.1, 10000]pps1
Interface Queue Size 50 packets
UDP Packet Size 100 bytes
Detection Interval τ 30s
1 packet per seconds
Sink node
Physical 
Phenomenon
Figure 4. Lattice topology.
example, in case of Line Of Sight (LOS) propagation of the
signal, the Friis formula predicts the received power as:
Pr(d) = Pt − β (dB) (2)
β = 10 log
(
(4πd)2L
GtGrλ2
)
where Gr and Gt are the antenna gains of the receiver and
the transmitter, respectively, λ is the wavelength of the sig-
nal and L the insertion loss caused by feeding circuitry of
the antenna, and β is the propagation pathloss. For omni-
Sink Node
Physical Phenomenon
Sensor Nodes
Figure 5. Random topology.
antennas, GR = Gt = 1. The signal decay is then propor-
tional to d2.
In our simulation system, we are using a more accurate
model called TwoRayGround model, where in addition to
the direct ray from the transmitter towards the receiver node,
a ground reflected signal is supposed to be present. Accord-
ingly, the received power now depends also on the antenna
heights and the pathloss is:
β = 10 log
(
(4πd)4L
GtGrhthrλ2
)
(3)
where hr and ht are the receiver and transmitter antenna
heights, respectively. The power decreases faster than Eq.
(2). The formula in Eq. (3) is valid for distances d > dc,
that is the distance far from the transmitting node [13].
2.4. Event Detection and Transport
Here, we use the data-centric model similar to [14],
where the end-to-end reliability is transformed into a
bounded signal distortion concept. In this model, after sens-
ing an event, every sensor node sends sensed data towards
the MN. The transport used is a UDP-like transport, i.e.
there is not any guarantee on the delivery of the data. While
this approach reduces the complexity of the transport pro-
tocol and well fit the energy and computational constraints
of sensor nodes, the event-reliability can be guaranteed to
some extent because of the spatial redundancy. The sensor
node transmits data packets reporting the details of the de-
tected event at a certain transmission rate2. The setting of
this parameter, Tr, depends on several factors, as the quan-
tization step of sensors, the type of phenomenon, and the
desired level of distortion perceived at the MN. In [14], the
2Note that in the case of discrete event, this scheme is a simple packet
repetition scheme.
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Figure 6. Representation of the transport
based on the event-reliability.
authors used this Tr as a control parameter of the overall
system. For example, if we refer to event-reliability as the
minimum number of packets required at MN in order to re-
liably detect the event, then whenever the MN receives a
number of packets less than the event-reliability, it can in-
struct sensor nodes to use a higher Tr. This instruction is
piggy-backed in dedicated packets from the MN. This sys-
tem can be considered as a control system, as shown in
Fig. 6, with the target event-reliability as input variable and
the actual event-reliability as output parameter. The target
event-reliability is transformed into an initial T 0r . The con-
trol loop has the output event-reliability as input, and on
the basis of a particular non-linear function f(·), Tr is ac-
cordingly changed. We do not implement the entire control
system, but only a simplified version of it. For instance, we
vary Tr and observe the behavior of the system in terms of
the mean number of received packets. In other words, we
open the control loop and analyze the forward chain only.
3. Goodput and Depletion
In this section, we introduce the concept of Goodput and
Depletion. We consider that after a sensor node detects the
physical phenomenon, it sends the packets to the sink node
via a routing protocol. The ability for transmitting packets
for different protocols is different. Also, the Goodput of a
protocol is affected by many network parameters such as
wireless transmission radio model, network topology, and
transmission frequency [4]. In order to compare the perfor-
mance of different protocols, we consider the same simula-
tion environment. We use for evaluation Goodput, which is
the maximum of the event-reliability. The Goodput is de-
fined at the sink, and it is the received packet rate divided
by the sent packets rate. Thus:
G(τ) =
Nr(τ)
Ns(τ)
(4)
where Nr(τ) is the number of received packet at the sink,
and the Ns(τ) is the number of packets sent by sensor
nodes which detected the phenomenon. Note that the event-
reliability is defined as GR = Nr(τ)R(τ) , where R is the re-
quired number of packets or data in a time interval of τ
seconds.
As long as the WSN is being used, a certain among of
energy will be consumed. The energy consumption rate di-
retly affects the life-time of the network, i.e. the time after
which the WSN is unusable. According, we define the en-
ergy consumed by the network in the detection interval τ
as:
Energy consumed  Ini Tot. Energy− Fin Tot. Energy
τ
.
However, in order to compare the performances of the
scaled networks, it is better to define the mean energy De-
pletion rate per node as:
Δ(τ)  EI − e(τ)
τ
=
NEI −
∑N
i=1 ei(τ)
Nτ
(5)
where ei(t) is the node energy at time t and the means are
computed over the number of nodes. The number of nodes
N is set as power of integers in order to analyse the be-
haviour of the scaled versions of the network.
4. Simulation Results
In this section, we present the simulation results. We
implemented the simulation system using ns-2 simulator,
with the support of NRL libraries [15]. The initial position
of the phenomenon node is varied along the simulation runs.
The sample averages of Eq. (4) and Eq. (5) are computed
over 20 simulation runs and are plotted in Fig. 7 and Fig. 8,
respectively, with respect to the particular radio model used.
In Fig. 7 is shown the average value of Goodput using
AODV and OLSR protocols. The Goodput is an decreasing
function of Tr. As Tr increases, the number of sent packet
by sensing node is lower than the number of packets used by
routing protocol. In case of AODV, the Goodput decreases
with the sensor nodes increasing. It should be noted that
when the number of sensor nodes is increased, the number
of routes have increased, thus the searching time to find a
route also is increased. In case of OLSR, the Goodput is
lower than AODV when the transmission rate is lower than
10pps. But, the transmisson rate of OLSR is better than
AODV when the transmission rate is larger than 10pps. This
is because, when the transmission rate is less than 10pps, all
sensor nodes use flooding in order to establish the MPR. Af-
ter, the MPR are selected, the Goodput of OLSR becomes
better than AODV because the packets are transmited with
a high success rate to the sink. This shows that OLSR pro-
tocol can be used in large scale sensor networks.
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In Fig. 8 is shown the average value of Depletion for
AODV and OLSR protocols. When the transmisson rate
is larger than 1 pps, the Depletion of OLSR is better than
AODV. This is because after establishing MPR nodes, the
number of relay nodes is decreased.
In following, we explain the results of Goodput for
OLSR protocol with defferent topologies. In Fig. 9 is
shown the Goodput for regular and random topologies. In
both cases, when the number of nodes is increased, the
Goodput is increased. In case of random topology, the
Goodput is better than the case of regular topology. In Fig.
10 is shown the Depletion for regular and random topolo-
gies. In case of regular topology, the Depletion is better
than the case of random topology .
5. Conclusions
In this paper, we presented the implementation of a sim-
ulation system for WSNs using ns-2. We considered for
simulations OLSR and AODV protocols. From the simula-
tion results, we conclude as follows.
• In case of AODV, the Goodput decreases with the in-
crease of number of sensor nodes.
• In case of OLSR, the Goodput is increased when the
number of nodes is increased.
• The Goodput of AODV is better than OLSR when the
transmission rate is lower 10pps, but when the trans-
mission rate is larger than 10pps the Goodput of OLSR
is better than AODV.
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Figure 7. Goodput for OLSR and AODV.
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Figure 8. Depletion for OLSR and AODV.
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Figure 9. Goodput for different topologies
(OLSR).
• Comparing the Depletion of AODV and OLSR, we see
that when the transmission rate is lower 1pps, the De-
plation of AODV is better than OLSR. But, when the
transmission rate is larger than 10pps, the Depletion of
OLSR is better than AODV.
• Comparing the Goodput and Depletion for different
topologies, both the Goodput and Depletion of OLSR
in the case of random topology are better than in case
of regular topology.
In the future, we would like to carry out more extensive
simulations for a large scale sensor network and other proto-
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(OLSR).
cols. We also would like to consider the case of Shadowing
radio model.
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