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RESUMEN
Este documento presenta una revisión de los
principales aportes que se han hecho en el tema
del manejo de la semántica en los Motores de
Búsqueda o en los Sistemas de Recuperación
de Información. Como cualquier otro sistema
de software los Sistemas de Recuperación de
Información cuentan con una arquitectura y
unas estructuras que les permiten funcionar.
Es por ello que este artículo revisa no solo los
aspectos generales de dichos sistemas sino que
detalla como ha sido el tratamiento que se le
ha dado a la semántica dentro de los mismos.
Así mismo el marco del desarrollo del trabajo
se inscribe dentro de lo que se considera la se-
mántica a nivel computacional y de manera
general presenta las características más relevan-
tes, de tal forma que permita entender los te-
mas tratados durante la revisión.
Palabras claves: Motores de Búsqueda, Sis-
temas de Recuperación de Información en el
Web, representación de la semántica, indexación
de la semántica, Arquitectura y semántica, Se-
mántica en la Web
Semantics in the search motors
ABSTRACT
This document presents a revision of  the
main contributions made about handling of
semantics in the Search Motors or in the
Systems of  Information Recovery. As any other
software system, the Systems of  Information
Recovery have architecture and some structures
that allow them to work. This paper revises the
general aspects of  these systems, and details
the treatment that has been given to the
semantics inside this software. This work is
framed into the computational semantics and
in a general way, it presents the most relevant
characteristics, in order to understand the topics
treated throughout this revision.
Key words: Search motors, Systems of
Recovery of  Information in the Web,
representation of  the semantics, indexation of
the semantics, Architecture and semantics, Web
Semantic
1. INTRODUCCIÓN
La acumulación de documentos y su búsque-
da en la Web se ha convertido en un gran pro-
blema, En razón de que se habla de grandes
volúmenes de información, pues se trata de
cerca de tres billones de documentos estáticos
en la Web, usados por más de 20 millones de
usuarios[1]. Los usuarios establecen una con-
sulta a través de un motor de búsqueda que
retorna una lista de títulos, descripciones y en-
laces de los documentos relevantes a la consul-
ta. Generalmente, dichos motores generan sus
listas con base en la presencia de las palabras
digitadas por el usuario en los documentos. El
que se trabaje con las palabras presenta mu-
chas dificultades entre las que cabe destacar la
aparición de documentos que nada tienen que
ver con el dominio de interés del usuario, debi-
do a la aparición de palabras cuyo significado
depende del contexto. Una alternativa que se
ha dado con el fin de presentar resultados más
certeros, es la de incluir el significado de las
palabras o más precisamente la semántica den-
tro los motores de búsqueda.
Sin embargo, la inclusión de la semántica es
aún muy incipiente, por lo que se considera de
interés revisar el manejo de las partes que se
podrían constituir como la arquitectura de los
sistemas de recuperación de Información.
2. SEMÁNTICA EN LA COMPUTACIÓN
 Según las definiciones dadas por Rajesh [2]
el estudio del Procesamiento del lenguaje na-
tural1 (PLN) es un área de la ciencia de la com-
1 En inglés Natural Language Processing (NLP)
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putación que trata el procesamiento del lenguaje
humano a través de los computadores. En PLN,
se analizan las palabras, la semántica y la gra-
mática en un lenguaje independiente del con-
texto. Se trata de construir sistemas
computacionales que puedan reconocer y ge-
nerar lenguajes entendibles al ser humano. El
estudio de lenguaje humano es complejo, no
solo por la ambigüedad que presentan los dife-
rentes usos y significados de las palabras, sino
por el vasto vocabulario que se maneja y el sig-
nificado dependiente del contexto.
El análisis semántico es el proceso de inter-
pretar la forma lógica de una sentencia a partir
de las palabras que la conforman. La forma ló-
gica codifica todos los posibles significados que
se derivan de las palabras dentro de la sentencia.
Para el conocimiento del lenguaje natural se
requiere del análisis morfológico, sintáctico,
semántico y pragmático.
El análisis Morfológico trata del estudio de
la estructura, variabilidad y formación de las
palabras. La unidad más pequeña de una pala-
bra es el morfema. Y una nueva palabra se crea
adicionando un sufijo un prefijo o ambos. Una
analizador morfológico analiza una palabra, la
separa en la raíz + las flexiones y las almacena
en una base de datos Léxica (ver Fig 1)
El análisis sintáctico usa el resultado del aná-
lisis morfológico y construye una descripción
estructural de la frase. Este proceso se conoce
como análisis gramatical y consiste en repre-
sentar la frase a través de un árbol jerárquico
con las palabras que la conforman. El análisis
sintáctico chequea la sintaxis a través de los
nodos y las hojas del árbol.
El análisis semántico estudia el significado
libre del contexto, estudia cómo las palabras se
usan en diferentes situaciones y cómo el uso
de estas palabras afecta la interpretación. Ana-
Palabra Analizador 
ó gicoPalabra Analizador Morfológico 
Flexiones Raíz 
  Raíz + Flexiones 
Base de Datos Léxica 
Figura 1.  Analizador Morfológico adaptado de Rajesh [1]
liza cómo una frase se afecta por la frase que la
precede o la sucede.
En PLN, las formas lógicas son las expresio-
nes que codifican el significado de todas las fra-
ses que hacen parte de una sentencia. La repre-
sentación del significado, independiente del
contexto, se llama forma lógica de la frase. El
proceso de representar la sentencia de acuerdo
a su forma lógica se conoce como interpreta-
ción semántica. La forma lógica incluye los tér-
minos u objetos y los predicados (relaciones o
propiedades), por ejemplo, María1 y María2
referencian a dos personas diferentes. La for-
ma lógica nos da la posibilidad de construir
preposiciones, combinarlas a través de opera-
dores lógicos y resolver las posibles ambigüe-
dades. La representación de una sentencia se
puede hacer a través de estructuras sofisticadas
de datos tales como redes semánticas y las
ontologías.
2.1 Red Semántica
Una red semántica es la representación del
conocimiento a través de nodos y arcos. Se
puede usar la red semántica para representar el
conocimiento léxico. Cada nodo representa un
concepto y los arcos representan las relaciones
entre los conceptos involucrados (ver Fig 2).
Se conocen cinco tipos de redes semánticas.
1) Red por definición, donde se establecen re-
laciones entre los nodos y subtipos del nodo,
permitiendo la herencia y la generalización. 2)
Red de implicación, usa implicaciones para la
conexión de los nodos, permite representar
patrones de creencia, casualidad e inferencia.
3) Red ejecutable, contiene métodos que per-
miten modificar y ejecutar acciones dentro de
la red. Con estos métodos se pueden crear re-
laciones, pasar mensajes y buscar patrones. 4)
Redes de aprendizaje para desarrollar informa-
ción por conocimiento heredado de los ejem-
plos; se pueden utilizar para modificar nodos y
relaciones. 5) Redes Híbridas, combinan dos o
más técnicas en una o varias redes.
Figura 2. Red Semántica con multi-nodo
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2.2  Manejo de la Ambigüedad
de las Palabras2
El proceso de manejar la ambigüedad de las
palabras permite determinar el contexto ade-
cuado a partir de las palabras [3]. En este pro-
ceso se tratan de resolver algunas característi-
cas lingüísticas como la homonimia, palabras
con la misma ortografía y forma fonológica
pero que varía su significado de acuerdo al con-
texto. Y la sinonimia, palabras que se escriben
diferente y tienen el mismo significado. Con
base en desarrollos estadísticos y de aprendi-
zaje, a partir de la información coleccionada
de los diferentes significados de cada palabra
en uno o diferentes contextos, se pueden bus-
car relaciones que permitan determinar adecua-
damente el contexto de acuerdo a una palabra.
Existen varios métodos estadísticos que per-
miten desarrollar esta tarea, entre ellos los cla-
sificadores Bayesianos y las cadenas de Markov
o métodos de Montecarlo.
2.3 Análisis de Texto
El análisis de texto es el proceso de estructu-
rar los datos textuales en un formato entendible
para la máquina [3]. Por tanto, es el estudio del
significado de las palabras y sus interrelaciones
en un texto específico[4]. Para esto se requie-
ren varias técnicas como el análisis gramatical,
la identificación del lenguaje, la semejanza de
textos, la clasificación de textos, el análisis de
palabras y análisis de contenido. La identifica-
ción del lenguaje es necesaria para así identifi-
car el lenguaje del documento y los caracteres
usados dentro del texto3. Después de identifi-
car el lenguaje en el texto, se pueden analizar la
estructura y el significado del texto. Para deter-
minar el significado del texto, se requieren co-
nocer la estructura, los significados de las pala-
bras y cómo las palabras se relacionan dentro
del texto. El análisis de texto clasifica los docu-
mentos. Cuando se requiere recuperar infor-
mación de un tópico en particular, se usan las
clases predefinidas para buscar la información.
Es útil en aplicaciones como minería de texto,
seguridad de información, filtro de contenidos,
y recuperación de información.
De acuerdo a [3], los algoritmos de semejan-
za de texto, permiten realizar búsquedas de una
2 En ingles The Word Sense Disambiguation (WSD).
3 En la actualidad existen varias herramientas computacionales que permiten
realizar esta tarea.
cadena o de un patrón de caracteres dentro de
un documento. Existen varios algoritmos que
permiten lograr esto, entre ellos los algoritmos
de Knuth-Morris-Pratt, Naïve, Espacio
vectorial y el de Boyer-Moore. El algoritmo de
Naïve Bayes, clasifica las cadenas de caracteres
de acuerdo al teorema Probabilístico de Bayes.
El algortimo de Knuth-Morris-Pratt (KMP),
es similar al anterior, con la diferencia de que
no realiza comparaciones redundantes y alma-
cena el conocimiento obtenido durante las
comparaciones. En el algoritmo del espacio
vectorial los documentos y las consultas se re-
presentan como vectores, donde cada entrada
a un vector (documento) puede representar 1)
la presencia o ausencia de una palabra clave; 2)
la frecuencia de aparición de la palabra dentro
del documento o 3) una distribución de com-
portamiento.
El Boyer-Moore (BM) es el algoritmo más
eficiente para semejanza de cadenas de carac-
teres usado en los editores de texto y aplicacio-
nes de semejanza.[3]. El algoritmo de BM com-
para los caracteres de una cadena dada con el
texto a la derecha y a la izquierda.
El análisis de palabras permite hacer un aná-
lisis gramatical a través de técnicas como las
redes neuronales. Se pueden identificar entre
otros las diferentes partes de las palabras: pre-
fijos, sílabas, morfemas y las frecuencias de
aparición y pesos de las interrelaciones.
2.4 Bases Léxicas
Existen en la actualidad herramientas que
permiten almacenar en una base de datos el
conocimiento relacionado con el lenguaje na-
tural. Las bases de conocimiento se utilizan para
crear sistema expertos4, que permitan procesar
información para un usuario final o simplemen-
te para experimentación. El conocimiento se
adquiere entre otros de textos, de papeles téc-
nicos, de bases de datos, documentos, infor-
mes. Para la adquisición de dicho conocimien-
to existen varias técnicas entre las que cabe
destacar, algoritmos genéticos, redes neuronales
y en general máquinas de aprendizaje, donde
se busca siempre mejorar el desempeño con
base en la experiencia. Ya en el mercado exis-
4 Un Sistema experto es un programa que permite no solo depurar su propio
código, sino reducir la complejidad al usar y asimilar las palabras
almacenadas en una base de datos y generalmente de un domino específico.
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ten varias herramientas para la adquisición de
conocimiento léxico como las mencionadas en
[4]: ES Shells, Repertory Grids y Text Analysis
and Knowledge Mining (TAKMI), Interlinear
Text (IT), Shoebox, TACT, Concordance,
Conc, Text STAT, Text Analysis Tool for
Object Encoding (TATOE), Intext. Algunas
de ellas, no solamente pueden extractar infor-
mación de grandes volúmenes de datos, sino
que a través de interfaz gráfica permiten calcu-
lar frecuencias, analizar tendencias y en gene-
ral generar información que permite realizar
análisis sobre las palabras y las relaciones. Den-
tro de algunas facilidades que permiten estas
herramientas están las de traducir la informa-
ción a notación matemática, indexar, realizar
procesos de búsqueda y armar redes semánticas.
Como caso especial dentro de las herramien-
tas se encuentra WebBase, desarrollado por la
universidad de Stanford[5]. El sistema
implementa un gran repositorio de datos con
aproximadamente 40 millones de páginas web
y algunas características estructurales que lo
plantean como novedoso. Uno de los
subsistemas convierte los archivos
lexicograficos en grupos lógicos de sinónimos.
Otro caso especial es la base lexicográfica
WordNet desarrollada por el laboratorio de
Ciencia Cognitiva de la Universidad de
Princenton, donde además de encontrarse bas-
tante literatura [4] ha sido utilizada a nivel ex-
perimental como en [7].
2.5 Ontologías
En respuesta a la necesidad de gestionar el
conocimiento, y a la gran cantidad de formatos
que existen en los documentos de la Web, au-
nados al problema que se genera para el man-
tenimiento, surgen las ontologías como espa-
cios de nombres, que permiten no solo expre-
sar a través de meta-información los documen-
tos, las terminologías y el conocimiento sino
que proporcionan un camino fácil para el man-
tenimiento de las fuentes.
El término ontología, es utilizado en filoso-
fía y se define como la teoría sobre el ser o la
realidad. Una ontología provee una perspecti-
va sobre el mundo real o una parte de este. Sin
embargo en el campo computacional, especifi-
ca cómo representar los conceptos y cómo re-
lacionarlos. Las ontologías surgen no solo para
estandartizar el problema de los cientos de
formatos que se manejan en la Web, sino como
una solución a la navegación basada en la se-
mántica.
La definición más generalizada, la provee
Gruber [8], como una especificación formal
explícita de un concepto compartido. Donde
un concepto se refiere al modelo abstracto de
algún fenómeno dentro de un dominio, y lo
formal se refiere al hecho que la ontología debe
ser entendible por la máquina. Compartido, a
su vez, refleja la noción de que una ontología
captura el conocimiento consensual, es decir,
que no es restringido a un individuo, es acepta-
do por un grupo.
La mayoría de los investigadores están de
acuerdo con que la ontología debe incluir vo-
cabulario y las definiciones correspondientes,
pero existe la dificultad en que no se tiene un
consenso en los detalles que la deben caracte-
rizar [1].
 Las ontologías se han desarrollado en el cam-
po de la inteligencia artificial para facilitar com-
partir y reutilizar el conocimiento. A través de
las ontologías se puede compartir y estandari-
zar el conocimiento. La noción de ontología se
ha extendido entre otros campos a la integra-
ción de información inteligente, sistemas de
información cooperativos, recuperación de in-
formación, comercio electrónico, y administra-
ción del conocimiento [1].
Al lado de las ontologías surge el objetivo de
permitir que la Web tenga sentido y que no sea
simplemente una red interconectada. Es así que
el mismo inventor de la Web, Berners-Lee, ha
acuñado el término Web Semántico, para des-
cribir una Web con sentido y esto solo se logra
si se pueden describir explícitamente cada uno
de sus recursos [9].
Las ontologías en la web surgen como una
necesidad que es claramente expresada en [1]
La Web crece inicialmente alrededor del
HyperText Markup Language HTML. La sim-
plicidad del HTML trajo consigo el crecimien-
to desmesurado de la World Wide Web WWW
y la imposibilidad de crecer hacia dominios es-
pecíficos o tareas más avanzadas. Para suplir la
deficiencia mencionada aparece el Standard
Generalized Markup Language (SGML), y par-
ticularmente el Extensible Markup Language
XML, que a través de marcas y su propio
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metadato brinda la posibilidad de describir la
estructura de cada documento HTML. Se
redefine el HTML como una capa superior al
XML, permitiendo no solo el manejo de do-
minios arbitrarios sino la inclusión de la semán-
tica como una aplicación de XML. Posterior-
mente surge el estándar o especificación
Resource Description Framework RDF, desa-
rrollada y mantenida bajo los auspicios del
Consorcio de la World Wide Web, que integra
una variedad de aplicaciones para librerías de
catálogos, directorios de páginas, manejo de
noticias, colecciones multimediales y una con-
vención sintáctica sobre el XML. Por último,
se definen los esquemas (RDF Schema) RDFS
que permiten definir primitivas de modelado
ontológico en una capa superior del RDF. Es-
tos RDFS se definen con el Ontology Inference
Layer (OIL) y el Agent Markup Language-
Ontology (DAML_OIL) creado por Defense
Advanced Research Projects Agency
(DARPA)[13].
RDF[10] es una norma de metadatos gene-
rada por el grupo W3C [11] y define el
modelamiento ontológico de primitivas, per-
mitiendo así describir cualquier recurso de la
Web. El RDFS es una recomendación formu-
lada por Brickley [12] definida para una capa
superior al RDF. Permite la definición de cla-
ses, es decir, conceptos, herencia jerárquica de
clases, propiedades, restricciones de dominio y
rangos de restricciones para propiedades.
OIL [14] unifica los aspectos más relevantes
proporcionados por las diferentes comunida-
des. Permite modelamiento de formas a través
de primitivas, soporta una semántica formal y
un eficiente razonamiento para la descripción
lógica y estándar para el intercambio de anota-
ciones propias del mundo Web.
En el mercado se encuentran una gran varie-
dad de lenguajes que permiten trabajar con
ontologías como Knowledge Interchange
Format (KIF), Ontolingua, KL-ONE, KRL,
LOOM, Classic, «Simple HTML Ontology
Extensions» (SHOE), OWL.
Los textos escritos bajo lenguaje natural,
como fue expuesto, cuentan con restricciones
morfológicas, sintácticas, semánticas y concep-
tuales, por lo que construir ontologías manual-
mente no solamente es muy difícil sino que
requiere de mucho tiempo. Es así que han sur-
gido una serie de herramientas que permiten
entre otras tareas diseñar ontologías. Estas he-
rramientas combinan máquinas de aprendiza-
je, extracción de información y técnicas
lingüísticas. Dentro de las tareas principales y
que se espera que una herramienta cuente con
ellas, se encuentran: 1) Representación de
ontologías a través de lenguajes formales; 2)
Aprendizaje automático para la creación y ac-
tualización de las ontologías. 3) Interfaces ami-
gables y adaptables para cualquier dominio y
4) Servicios de razonamiento e inferencia que
permitan realizar búsquedas avanzadas. Entre
otras herramientas se encuentran Apollo, Circa,
Protege[16], Coherence, Ontobroker, DOE,
Ontobuilder [17].
Es válido aclarar que los lenguajes
ontológicos permiten diseñar el modelo lógico
que al implementarlo sobre un repositorio de
datos (sea relacional, un esquema XML o de
otro tipo) permiten almacenar las ontologías
de una manera organizada y eficiente [18]. De
igual forma vale la pena precisar que tanto para
el diseño de los repositorios, como para la de-
puración y escogencia de la información que
alimentará dichos repositorios se requiere la
ayuda del experto del dominio. La mayoría de
las herramientas permiten almacenar sus
ontologías no solo para realizar búsquedas sino
para poder reutilizar lo aprendido en la crea-
ción y actualización de las ontologías. Un ejem-
plo de una gran ontología, es la definida en
WordNet [5] que provee un tesauro con más
de 100,000 términos explicados en el idioma
natural y la CYC[19] que proporciona las teo-
rías formales axiomáticas para muchos aspec-
tos comunes del conocimiento. La mayoría de
los investigadores están de acuerdo que si bien
una ontología puede ser almacenada en una
base de datos relacional, esta se puede quedar
corta ya que la sola definición de la ontología
es sintáctica y semánticamente mucho más rica.
Para construir las ontologías han sido pro-
puestas una serie de metodologías que permi-
ten guiar su desarrollo. Dentro de ellas se pue-
den encontrar las revisadas por Fernádez[20],
como Uschold & King, Grüninger and Fox,
Bernara et alia, Methodology y Sensus. Otras
como la propuesta por[21], quien plantea una
metodología incremental para construir
ontologías. En esta última se plantean las fases
de inicio, refinamiento, y evaluación.
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5 En la mayoría de la literatura cuando se habla de ontologías aparecen los
sistemas de conocimiento como la realización en software de la
implementación de las ontologías.
Se han propuesto metodologías de diversos
tipos, entre las cuales la formulada en[22], don-
de se hace una analogía con el modelo TCP/
IP en cuanto a sus niveles. En esta metodolo-
gía se proponen cuatro niveles: 1) El nivel de
sintaxis encargado de proveer una forma de
serializar la información en una secuencia de
caracteres, preservando las marcas de estruc-
tura. 2) El nivel de objeto se pasa al estándar
UML. Y 3) El nivel semántico que le da inter-
pretación al modelo de objetos.
Por último, se presenta una metodología que
no solo involucra la construcción de ontologías
sino el sistema que contiene las ontologías5, es
decir el sistema de conocimiento, y que se ase-
meja a una especificación. Dicho estándar se
cita en[23] y se conoce como «The Language
for Knowledge Component Markup» UPML.
Se presenta como una arquitectura de software
diseñada para describir los sistemas de conoci-
miento y está concebida para que se pueda com-
partir y rehusar el conocimiento. Define tareas
que involucra el problema a resolver, el méto-
do de razonamiento y las ontologías que pro-
veen la terminología usada en las tareas; méto-
dos de resolver los problemas y definición de
dominios. UPML define dos tipos de
adaptadores: puentes y refinadores. Los puen-
tes modelan las relaciones entre dos partes de
la arquitectura, es decir entre el dominio y la
tarea y la tarea y el método de resolver el pro-
blema. Los refinadores son usados para adap-
tar otros elementos como los movimientos en
el espacio.
3. ARQUITECTURA DE LOS
BUSCADORES Y LA SEMÁNTICA
Los Sistemas de Recuperación de Informa-
ción se pueden clasificar en los llamados siste-
mas de recuperación clásicos y los sistemas de
recuperación Web o buscadores. Los segundos,
a diferencia de los primeros, se enfrentan al
crecimiento exponencial de información, al di-
namismo o cambio que se presenta en lapsos
de tiempo muy cortos, heterogeneidad en el tipo
de información que se almacena, variedad de
lenguajes y formatos, duplicación de informa-
ción, multiplicidad de enlaces, entre otras[24].
Por otro lado en los sistemas de recuperación
clásicos el desempeño de los sistemas se mide
tan solo en términos del recálculo y la preci-
sión mientras que en Sistemas de Recuperación
Web, también se tiene en cuenta la calidad de
las páginas retornadas[24].
Dentro de los Sistemas de Recuperación Web
se encuentran los motores de búsqueda de pro-
pósito general y los de dominio especifico.
Para describir lo que es la arquitectura de un
motor de búsqueda se pueden mencionar cua-
tro elementos que están presentes en la mayo-
ría los motores. Uno o varios rastreadores, un
indexador, un servidor de Consulta y los repo-
sitorios necesarios (ver Fig 3) . El rastreador
colecciona las páginas de la Web, el indexador
procesa los documentos recuperados y los re-
presenta en una estructura eficiente de búsque-
da. El servidor de consultas acepta los requeri-
mientos de los usuarios y retorna las páginas.
Dentro de las estructuras generalmente se cuen-
ta entre otros sistemas o módulos los reposito-
rio de páginas, uno o varios índices, un léxico
o repositorio de palabras [24][25].
Figura 3. Arquitectura General de un
Motor de Búsqueda adaptada de [25]
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La arquitectura puede variar en algunos aspec-
tos de tal suerte que le da más fortaleza a alguno
de los elementos. Por ejemplo, Google cuenta
con varios rastreadores distribuidos y tiene un
sistema de clasificación optimizado basado en
índices invertidos, las direcciones URLs y las
palabras claves [24][26]. A nivel de rastreadores
no solamente se ha trabajado con rastreadores
distribuidos sino con rastreadores paralelos [27],
rastreadores incrementales [28], donde se cam-
bian las páginas más viejas por las más nuevas y
rastreadores para la llamada información oculta
o restringida[29], que cuentan con característi-
cas especiales como formas de acceso y gran
volumen de información estática.
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Con relación a los de propósito general se
encuentran Gigablast[30], WiseNut[31],
iWon[32], HotBot[33], Yahoo[34], Teoma[35],
MSN[36], Google[37], y al realizar una revisión
en el «Search Engine Showdown Reviews, The
users´ Guide to Web Search»[38] publicado en
el 2004, se puede fácilmente concluir que nin-
guno de estos incluye la semántica, como tal,
sea a través de redes u ontologías.
Otro tipo de Sistemas de Recuperación para
Web o motores de búsqueda son los dedicados
a un dominio específico. Dichos motores se
pueden lograr de tres diferentes formas:
 1) La primera se presenta a través del uso de
rastreadores que coleccionen solamente las
páginas del dominio en particular, como
ejemplo Cora[39], especializado en ciencias
de la Computación y que utiliza un
rastreador basado en máquinas de aprendi-
zaje, SPIRAL[40] y WebKB[41].
2) Otra forma es a través del uso de filtros.
Dichos filtros pueden ser implementados
de tres formas diferentes: por palabras cla-
ves, por la lista retornada o por medio de
un «gateway». Dentro de estos buscadores
se encuentran FileWacher [42], que contie-
ne cuatro grupos de búsquedas específicas
y Ahoy [43], un motor especializado en lo-
calizar páginas personales.
3) Por último, se tiene la opción del uso del
refinamiento de la consulta a través de las
palabras pertenecientes a la especie del do-
minio. Para ello se parte inicialmente de un
motor de búsqueda de propósito general y
a través de algoritmos se redefine la consul-
ta. Dentro de esta categoría está el motor
propuesto por Oyama [44], donde se utili-
zan árboles de decisión tanto para descu-
brir las palabras de la especie como para cla-
sificar los documentos.
GETESS es un motor que existe comercial-
mente y que se podría catalogar de propósito
general dado que recupera cualquier tipo de
información, pero que sus creadores lo catalo-
gan de domino especifico al generar resulta-
dos en lengua inglesa y alemana, sin que el usua-
rio deba filtrar en qué idioma quiere el resulta-
do. El motor GETESS se basa en el trabajo
desarrollado por [45] que permite encontrar
resultados de un mismo contexto sin importar
la lengua (ingles, o alemán) en que esté escrito
el texto. La consulta se plantea en lenguaje na-
tural y se soporta en ontologías. En este siste-
ma se presentan varios elementos sobresalien-
tes, una base de datos completa, una ontología
que provee un meta-conocimiento sobre las
consultas y la posibilidad de refinar la consulta
por parte del usuario. El lenguaje se reconoce
por la fonética y por deletreo. La identificación
también puede ser encontrada por el origen de
la lengua. Así el uso de ciertas combinaciones
de letras, o palabras claves particulares de un
lenguaje pueden proveer la heurística para re-
conocer y clasificar el lenguaje del documento.
A nivel experimental se cuenta con desarro-
llos de sistemas de recuperación de Informa-
ción que de una u otra forma tienen en cuenta
la semántica. Dentro de los trabajos que vale la
pena resaltar está el presentado por la Univer-
sidad de Bowie [47], la que desarrolla un siste-
ma que permite construir ontologías para un
dominio específico. A partir de una colección
de documentos de texto relacionados, extracta
la información estadística ontológica, que re-
sulta de una serie de subsistemas: Pre-procesa-
miento, Normalización, Indexación por semán-
tica Latente ISL a través del teorema de la des-
composición singular, construcción del grafo
y construcción de una interfaz gráfica. El Pre-
procesamiento se encarga de extraer los térmi-
nos significativos, calcular la frecuencia de apa-
rición dentro del texto y así obtener la matriz
documento-término. La normalización permite
calcular los pesos normalizados de cada una
de las palabras obtenidas. La relación entre los
documentos y los términos (ontología) se ob-
tiene a través de la técnica de semántica Laten-
te (ISL). Dicha técnica se basa en la descom-
posición espectral de la matriz documento-térmi-
no en la forma cuadrática USV, donde la matriz
U corresponde a los nodos de conceptos, la
matriz V a los nodos de términos y S a los pe-
sos correspondientes. Este sistema presenta una
interfaz gráfica que permite visualizar el grafo
bipartido y muestra las relaciones entre los tér-
minos y los conceptos.
Otro sistema que se merece mencionar es el
WordNet, visto ya en la sección de Bases
Léxicas. Este sistema incluye el manejo de la
semántica a través de características de desem-
peño e indexación. Permite distribuir el repo-
sitorio transparentemente a través de cluster de
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computadores y discos. Usa una red de discos
que permite ampliar automáticamente el repo-
sitorio (grind). Apoya el acceso de cadenas de
caracteres, acceso aleatorio y acceso basado en
consultas. Permite manejar las actualizaciones
de las páginas almacenando únicamente la últi-
ma versión y eliminando las páginas obsoletas.
Y como ya se había mencionado, crea una base
lexicográfica que almacena las palabras con sus
sinónimos y posibles significados, armando
grupos lógicos de contexto [5].
La semántica se puede extractar de diferen-
tes partes del documento como del título y de
los vínculos. Dentro de sistemas de recupera-
ción o motores de búsqueda que incluye la se-
mántica a partir del título y principalmente de
los vínculos que contenga el documento, se
encuentra el desarrollado por Iraklis y demás
[7] llamado THESUS. Este sistema recoge in-
vestigaciones anteriores sobre la utilización de
los vínculos como el propuesto por Phelps [48]
e introduce la idea de los hipervínculos para
extracción de información semántica y los
motores de búsqueda Kartoo [49] y Vivísimo
[50] donde se utilizan estructuras para la infor-
mación extractada de los hipervínculos. La téc-
nica que permite extractar la información se-
mántica de los hipervínculos y en sus fronteras
es lo que en THESUS han definido como se-
mántica del vínculo. La técnica consiste en ex-
tractar las palabras claves que se encuentran
dentro de la frontera delimitada por <A
REF.=> y </A> y a los alrededores, tanto de
los vínculos que enlazan al documento como
los que este enlaza. Las palabras claves se aso-
cian a un mapa de palabras a través de WordNet
obteniendo así lo que los autores llaman la se-
mántica del vínculo. THESUS aporta, entre
otras cosas, un modelo y un lenguaje para ma-
nejar la extracción de los enlaces y, un meca-
nismo de agrupamiento que explota una medi-
da de similitud para organizar un conjunto de
documentos web dentro de grupos de páginas
similares. Dicha medida de similitud distribuye
un conjunto de términos ponderados dentro
de una jerarquía, teniendo en cuenta que la simi-
litud entre dos conjuntos no se basa en las se-
mejanzas de los términos, sino que combina to-
dos los términos de los dos conjuntos. Permite
a los usuarios a través de una interfaz gráfica
ejecutar consultas SQL sobre los datos almace-
nados y habilitar búsquedas sobre documentos
de interés basadas en semántica y enlaces.
4. REPRESENTACIÓN DE DOCUMEN-
TOS A TRAVÉS DE ONTOLOGÍAS
En esta sección se tratará el tema de cómo
representar y cómo extraer la información de
un documento por medio de ontologías y
algoritmos que permitan extractar la semántica.
Se tratarán solamente extractores o represen-
taciones basadas en información semi-
estructurada o no estructurada, es decir aque-
llas que no tienen una estructura regular como
en las bases de datos.
Dentro de los extractores merece mención
el prototipo desarrollado por la universidad de
Stanford [51] e instalado en el TSIMMIS (The
Stanford IBM Manager of  Multiple
Information Sources) como parte de DARPA.
Presenta una herramienta para extractar datos
semi-estructurados de un conjunto de paginas
HTML y luego convertir la información
extractada en objetos. La salida del extractor se
provee bajo la especificación Object Exchange
Model, OEM. Dicha especificación es de la
forma (variables, fuente, patrón), donde la fuen-
te especifica la entrada del texto que será con-
siderada, el patrón indica como encontrar el
texto dentro de la fuente y las variables corres-
ponden a una o más variables extractoras; una
variable puede ser una secuencia de comandos.
Se han presentado muchas formas de estruc-
turar la información que hace parte de un do-
cumento, dentro de ellas algunos investigado-
res han presentado la opción de trabajar con
plantillas como en [52]. En el trabajo de la
Universidad de Stanford y reseñado en [52]
automáticamente se extracta la información de
las páginas Web sin ejemplos de aprendizaje u
otras ayudas humanas. Se define la noción de
una plantilla, y se propone un modelo que des-
cribe cómo los valores se codifican dentro de
las páginas usando la plantilla. Se presentan
algoritmos de extracción que usan conjuntos de
palabras que tiene patrones con similares ocu-
rrencias en las páginas de entrada para construir
la plantilla. A partir de una página, por ejemplo
en Amazon, se construye la plantilla, es decir se
deduce todo lo que aparece común en una pági-
na, como precio de venta, título, autor, editorial,
etc... Una vez construida la plantilla, el texto que
sobra se constituye como los datos.
Generalmente las ontologías representan
modelos basados en texto como en [16] [53].
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Los modelos basados en texto son fáciles de
construir, pero sus relaciones estructurales son
difíciles de visualizar. Esto es importante si la
ontología tiene que ser representada por un
experto humano o un usuario final[54]. En el
trabajo presentado por [54][55], a partir de tra-
bajos previos de modelamiento de bases de
datos orientadas a objetos se representa la on-
tología a través de grafos dirigidos. En este tra-
bajo, el sistema ONION, aborda el problema
de representar la semántica y la gran diversidad
de fuentes que se encuentran en la Web con
una construcción ontológica basada en grafos
dirigidos, donde cada fuente se modela como
una ontología individual, y con base en reglas
de articulación relaciona los términos con la
fuente. Cada ontología que se presenta como
un grafo, refleja parte de una fuente de conoci-
miento externo. La ontología se basa en la es-
pecificación IDL, documentos basados en
XML y listas simples adyacentes. ONION es
un sistema diseñado para usuarios expertos en
el dominio. A través de formas gráficas puede
visualizar ontologías existentes, importar o
borrar ontologías, especificar las reglas de arti-
culación, visualizar posibles enlaces semánticos,
formular consultas, entre otros.
Existe una tendencia a utilizar nuevos elemen-
tos del lenguaje de marcado para relacionar las
secciones con los términos de la ontología,
conocida comúnmente como anotación. En
esta línea se encuentran bastantes trabajos que
permiten representar los documentos a través
de ontologías, partiendo de nuevas marcas in-
sertadas dentro de los documentos. Vale la pena
resaltar el desarrollado en [56], donde a los
documentos se les hacen algunas modificacio-
nes insertando marcas que permiten manejar
las anotaciones. Dichas anotaciones determi-
nan los conceptos y las relaciones a través de
reglas establecidas. El modelo se presenta en el
prototipo InfoSleuth, que cuenta con dos agen-
tes; el Extractor de Texto que accede a recur-
sos textuales y extrae el texto de acuerdo a una
consulta; y el clasificador de texto que
automáticamente construye ontologías de do-
minio específico y recupera conceptos de una
colección de documentos. A cada documento
se le colocan marcas de anotación que identifi-
can los sustantivos, los verbos, etc. Se clasifi-
can algunas frases como posibles conceptos
(clases de la ontología) y a partir de éstos se
generan las relaciones.
Al igual que en conjuntos, se han definido
operaciones unarias y binarias para ontologías.
Por ejemplo en ONION [55], la unión entre
dos ontologías también se representa como un
grafo ontológico y corresponde a los enlaces
semánticos que además pueden verse como una
serie de reglas algebraicas ontológicas.
Las reglas de articulación propuestas por
SKAT (Semantic Knowlodge Articulation
Tool), sistema desarrollado por la universidad
de Stanford [57], permiten que a través de un
proceso semi-automático se creen articulacio-
nes ontológicas o uniones entre fuentes. La
articulación entre dos ontologías involucra los
siguientes pasos: 1) El experto proporciona a
la herramienta las reglas necesarias para crear
la relación, 2) SKAT sugiere la relación y la ar-
ticulación basada en las reglas proporcionadas
por el experto; 3) El experto a) acepta, b) re-
chaza o c) marca como irrelevante; 4) SKAT
crea las reglas correctas y calcula la ganancia
del rechazo o aceptación y 5) almacena las re-
glas encontradas para ser utilizadas en un futu-
ro como retroalimentación.
El álgebra ontológica para articulaciones
mencionada en [55], establece un operador
unario y tres operadores binarios. El operador
unario se refiere a la selección igual que en el
álgebra relacional, y permite extractar toda o
una parte de una ontología. Es decir que selec-
ciona el subárbol rotado en el nodo objeto y
las aristas que conectan los nodos correspon-
dientes. Las operaciones binarias tienen como
entrada dos ontologías, y retorna una sola.
Dentro de estas encontramos la intersección,
la unión y la diferencia. Estas operaciones se
resuelven con base en funciones que incluyen
las dos ontologías de entrada y sus reglas de
articulación. Se resuelven sobre la base de que
la intersección de dos ontologías es única; siem-
pre puede ser determinada y las demás opera-
ciones se generan a partir de la intersección.
5. CONCLUSIONES
El tema de la semántica, tanto en la compu-
tación como en los motores de búsqueda, es
aún muy incipiente en la búsqueda de alterna-
tivas que permitan satisfacer las necesidades de
la web, de las bases del conocimiento y las ba-
ses documentales cada vez más específicas.
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Encontrar algoritmos que permitan enten-
der exactamente y contextualmente lo que la
mente humana quiere transmitir todavía se en-
frenta a varios problemas, dentro de ellos el
que el orden de las palabras no ha sido un fac-
tor suficientemente tomado en cuenta en la
semántica computacional, y dado que en el len-
guaje humano este factor es definitivo, tal
limitante ha hecho del tema de búsquedas, re-
laciones, índices y por ende traducción del
significado, algo altamente ineficiente.
De otro lado, el relativo gran número de pa-
labras que constituye cualquier vocabulario y
su casi innumerable número de combinacio-
nes con sentido, a la hora del análisis implica
un gran desafío para los procesos
computacionales, pues requiere del uso de
algoritmos estadísticos multidimensionales y
por ende de la resolución de grandes ecuaciones
matriciales.
Igualmente, el aspecto del contexto en el que
se inscriben las frases y las palabras, es alta-
mente significativo, pues aún en el caso de iden-
tidad morfológica, éstas pueden asumir signifi-
cados diferentes de acuerdo con las temáticas
en las que puedan estar inscritas (el sentido de
la palabra matriz, por ejemplo, es
sustancialmente diferente en matemática, me-
dicina o mecánica ). A lo anterior se suma el
problema de las morfologías homólogas pero
con sentido diferente en idiomas diferentes;
además de los modismos y nuevos sentidos que
los lenguajes dinámicos van señalando a los
diferentes términos.
Lo anterior tiene como consecuencia que las
arquitecturas de los buscadores o Sistemas de
Recuperación de Información, pese a la utili-
zación de grandes plataformas de hardware y
software, aún se vean enfrentadas al crecimiento
ilimitado de la Web y por ende al crecimiento
desmesurado de sus repositorios con todo lo
que ello implica. Así mismo, las deficiencias
señaladas se traducen en que en los resultados
de la búsqueda se genere una buena parte de
producto «basura» que no tiene ningún signifi-
cado para el usuario y que se constituye para
éste en perdida significativa de tiempo e inclu-
so en amenaza de desorientación si se trata de
un usuario inexperto.
A pesar de que el uso de ontologías se mos-
traba como una potencial solución, se ha en-
contrado que si bien tal uso permite almacenar
documentos o páginas de manera
estandarizada, la gran diversidad de formatos y
lenguajes con los que éstos se encuentran en la
Web, en realidad a lo que conducen es a incluir
un elemento adicional a los buscadores: la tra-
ducción y el almacenamiento de los documen-
tos en los repositorios de las ontologías; ha-
ciendo aún más complejo el procesamiento. Lo
anterior sin tener en cuenta que la alimenta-
ción de dicha ontología incluye la mano de un
experto que difícilmente se puede automatizar
ciento por ciento, por lo que en el fondo se
esta encareciendo el procedimiento.
Como se puede ver, la exploración del campo
de la semántica en la computación está en sus
inicios, pues enfrenta el problema de entender,
no solo la complejidad estructural del lenguaje
sino las variabilidades del contexto que enrique-
cen el mundo del significado. Esto implica nada
menos que ahondar en las dinámicas de la men-
te humana y del fenómeno sociológico.
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