We present a simple algorithm, which we call the maximum overlap method (MOM), for finding excitedstate solutions to self-consistent field (SCF) equations. Instead of using the aufbau principle, the algorithm maximizes the overlap between the occupied orbitals on successive SCF iterations. This prevents variational collapse to the ground state and guides the SCF process toward the nearest, rather than the lowest energy, solution. The resulting excited-state solutions can be treated in the same way as the ground-state solution and, in particular, derivatives of excited-state energies can be computed using ground-state code. We assess the performance of our method by applying it to a variety of excited-state problems including the calculation of excitation energies, charge-transfer states, and excited-state properties.
Introduction
The time-independent Schrödinger wave equation for an n-electron system
is the foundation of quantum chemistry. The Ψ k are wave functions of the stationary states of the system, and the E k are their energies. The Hamiltonian operator Ĥ is Hermitian and its eigenfunctions Ψ k form a complete, orthogonal basis for n-particle space.
Obtaining accurate solutions of (1.1) is onerous, and this difficulty has spawned a wide variety of methods for obtaining approximate solutions. One of the most successful strategies is to approximate Ĥ by a sum of one-electron operators Ĥ SCF ) ∑ i)1 n f(r i ) (1.2) because the eigenfunctions of the resulting simplified Schröd-inger equation
are just single determinants
where the i (r,s) ) ψ i (r)σ(s) are spin-orbitals and each molecular orbital (MO)
is expanded in a finite basis {φ µ }.
In the most accurate schemes, [1] [2] [3] [4] Ĥ SCF depends on its eigenfunction Ψ i SCF and (1.3) is therefore nonlinear and requires iterative solution. 5 The MO coefficients C µi are usually determined by minimizing the energy using one of several procedures [6] [7] [8] [9] [10] [11] and this process is continued until Ĥ SCF and Ψ i SCF converge, at which point a self-consistent field (SCF) has been achieved. This usually yields the lowest-energy single determinant within the basis.
The conceptual and computational simplicity of the oneelectron model (1.2), together with its surprisingly high accuracy, has led to its widespread adoption for the treatment of ground states. In particular, Kohn-Sham density functional theory (DFT) 3, 4 has become an extremely popular tool in quantum chemistry.
Long after HF and DFT were established for ground states, CIS (single-excitation configuration interaction 12, 13 ) and TD-DFT (time-dependent density functional theory 14, 15 ) were developed to provide broadly analogous treatments for excited states. Both extensions give qualitative and sometimes quantitative accuracy for low-lying valence excitation energies. However, CIS and TD-DFT do not allow relaxation of the orbitals in the excited state and they therefore fail where this relaxation is important. TD-DFT also inherits the deficiencies of the approximate functional used to compute the exchange-correlation component of the energy. TD-DFT performs particularly poorly for Rydberg states unless the exchange-correlation potential is patched, [16] [17] [18] and it fails to capture the correct behavior of charge-transfer excitations. 19, 20 For such cases, more accurate (but significantly more expensive) approaches such as the complete active space self-consistent field (CASSCF), 21, 22 the equation-of-motion coupled-cluster (EOM-CC), 23 and the spin-flip coupled-cluster (SF-CC) 24 methods can be used to obtain greater accuracy.
One may reasonably ask, however, whether it is either necessary or desirable to treat ground and excited states as if they were fundamentally different. Such a methodological discontinuity is difficult to justify on either physical or mathematical grounds and, indeed, by singling out the ground state for special treatment, we introduce a bias that can be hard to remove later. Is it not more natural, one may wonder, to obtain excited states by an SCF procedure?
After a ground-state SCF has converged, crude approximations to excited states can be obtained by promoting electrons from occupied to virtual orbitals to yield singly-or multiplyexcited states. This approach has well-known deficiencies, the most obvious of which is that the orbitals are optimal only for the ground state and are not able to relax after the electronic excitation. Indeed, the virtual orbitals feel the interaction of all n electrons in the system and are therefore more appropriate for excited states of the (n + 1)-electron system. In separate studies, Hunt and Goddard 25 and Huzinaga and Arnau 26,27 suggested methods for optimizing these virtual orbitals for excited states of the original n-electron system. They allow rotations within the virtual manifold but do not permit the occupied orbitals to relax. Morokuma and Iwata 28 later removed this constraint and allowed both the occupied and virtual orbitals to relax within their respective subspaces. In both cases, mixing between the occupied and virtual subspaces is forbidden and this ensures that the resulting excited states are rigorously orthogonal to the ground state. More recently, ensemble methods have been proposed wherein a weighted sum of the energies of the ground and singly excited determinants is minimized. 29 This yields a single set of orbitals that are a compromise between modeling the ground and excited states.
Such methods yield approximate excited states which are guaranteed to be orthogonal to the corresponding approximate ground state but which are no longer solutions of the SCF equations. We contend, however, that the importance of orthogonality has been overstated. Quantum mechanics requires exact wave functions to be orthogonal, i.e., 〈Ψ i |Ψ j 〉 ) 0, i * j, but it makes no such demand on SCF wave functions and, in fact, one should expect 〈Ψ i SCF |Ψ j SCF 〉 * 0. Indeed, enforcing orthogonality to an approximate wave function serves only to propagate its shortcomings to other approximate wave functions. With this in mind, we will abandon orthogonality and, instead, seek genuine higher-energy solutions of the SCF equation (1.3) and use these as models for the excited states of the system.
The existence of such solutions has been proven under modest assumptions. 30 Furthermore, if a finite basis is introduced, the number of solutions can be very large; for example, with N basis functions there may exist O(3 N ) distinct, self-consistent solutions to the closed-shell, two-electron problem. 31 But, do the higher solutions have physical significance? The lowest eigenvalues of Ĥ and Ĥ HF typically differ by less than 1% and it is largely for this reason that HF theory ("the orbital approximation") has become the cornerstone of electronic structure theory. We conjecture that this similarity also holds for many of the higher eigenvalues and that the higher SCF solutions may be useful approximations to the corresponding excited states. Of course, SCF methods perform less satisfactorily for ground states with multideterminant character and we expect that this will also be true for the higher-energy solutions. 32 The higher solutions, however, are difficult to obtain in practice because, as noted above, most SCF algorithms are designed to find the lowest-energy solution. This presents an interesting challenge: is there an inexpensive systematic algorithm for finding the higher solutions of the SCF equation (1.3)? In the remainder of this Paper, we present and test a simple protocol for choosing which orbitals to occupy at each iteration of an SCF calculation, in order that a target SCF solution emerges. The method, which is an alternative to the aufbau protocol, guards against variational collapse to lower-energy solutions of the same symmetry and frequently yields SCF solutions that are difficult or impossible to find using traditional SCF algorithms. We discuss the method in Section 2 and apply it to a variety of problems including the calculation of excitation energies, charge-transfer states, and excited-state properties in Section 3. Spin-unrestricted calculations are used throughout.
Maximum Overlap Method
On each iteration of the SCF procedure, the current MO coefficient matrix C old is used to build a Fock (or Kohn 
In this way, the full set of p j values can be found by three matrixvector multiplications, at O(N 2 ) cost, and this adds negligibly to the cost of each SCF cycle. One then occupies the n orbitals with the largest projections p j .
To use the MOM, the SCF calculation must begin with orbitals that lie within the basin of attraction of the target excited solution. Often, it is sufficient to perform a ground-state calculation and then simply promote an electron from an occupied to a virtual orbital. If this guess is sufficiently close to the target solution, the MOM will retain the excited configuration as the orbitals relax during the SCF. If, on the other hand, the guess lies outside of the basin of attraction, the SCF will converge to another solution of the same symmetry. In difficult cases, the quality of the guess may be improved by using orbitals that are optimal for the (n -1)-electron system, or by using orbitals from another excited-state calculation.
An advantage of the MOM over other excited-state methods is that it is possible to single out a particular state without having to compute all lower energy states of the same symmetry. This could be useful, for example, when targeting excited states of a molecule in the presence of explicit solvent or when adsorbed onto a surface. 33 However, if several excitations are required, then we adopt a systematic approach to obtaining the states. Initial guesses are obtained by converging the ground state of the system and considering all single excitations of active electrons into low-lying virtual orbitals. Additional SCF calculations using each of these initial guesses are carried out using the MOM to converge the calculation to the solution closest to each guess. In this way, it is possible to obtain many excited states without requiring detailed knowledge of their electronic structure. This "black box" approach allows the MOM to be used in a similar way as CIS or TD-DFT.
Our approach is applicable to both HF and DFT calculations, the only difference being whether the one-electron operator fˆ(r) in eq 1.2 includes the functional derivative of an exchange-correlation density functional. 34 As a result, the MOM allows direct DFT calculations of excited states and thus offers a facile alternative to TD-DFT. The MOs obtained using the MOM can also be used in post-SCF methods, such as MP2, to model the correlation energy of the excited states. The computational cost of using the MOM is the same as that of the corresponding ground-state method (i.e., HF, DFT, or MP2) per excited state. This is the same as the conventional analogues CIS, TD-DFT, and CIS(D), however, an advantage of our approach is that the memory requirements remain constant and do not scale with the number of states.
Applications
The MOM has been implemented within the Q-Chem 3.0 package 35 and was used to generate the results in this section. Because excited-state electron densities can be much more diffuse than their ground-state analogues, it is important to use basis sets with added diffuse functions. In the case of DFT calculations (using either TD-DFT or MOM) it is also essential to use a quadrature grid that is large enough to integrate these diffuse densities. 36 All the DFT results in the following sections have employed the large EML-(100,194) grid for calculating exchange-correlation component of the energy.
3.1. Quasi-Orthogonality of SCF Solutions. As we noted above, the SCF solutions for a system are eigenfunctions of different operators and therefore cannot be expected to be strictly orthogonal. Nonetheless, it is interesting to examine empirically the extent to which such solutions are nearly orthogonal. The overlap between two HF wave functions represented in the same basis is
where C i and C j are the corresponding occupied MO coefficient matrices. We have used this expression to calculate the overlaps between the first five singlet solutions for the alanine molecule at the HF/6-311+G(d)//MP2/cc-pVTZ level of theory, and these results are shown in Table 1 . Alanine has C 1 symmetry, so all of the overlaps are nonzero, yet none exceeds 0.13. Although we do not artificially impose orthogonality on the states, we find that the solutions to the SCF equations are close to being orthogonal. The nonzero overlap between the MOM states could lead to spurious enhancement of transition properties such as transition dipole moments (TDMs). To test whether or not this is the case, we have computed the TDMs and associated oscillator strengths for a selection of singlet transitions of the formamide molecule and show these in Table 2 . The oscillator strengths show the transitions range from very weak to strong and show qualitative agreement between the MOM transitions and those predicted by CIS and TD-DFT. The A′′ states are, of course, orthogonal to the ground state by symmetry; however, the HF 3 1 A′ state shows significant overlap with the ground state (0.107). Despite this, the predicted transition moment is very similar to that predicted by B3LYP (which has a much lower overlap of 0.021) and both of these numbers lie within the range predicted by CIS and TD-DFT.
Atomic Excitation Energies.
To begin our exploration of the MOM, we have used it to find ground-and excited-state HF solutions for a few small atoms, using the 6-311(3+,3+)G basis set. 37 (For helium, we used the same diffuse function exponents as for hydrogen.) The computed atomic excitation energies are compared with accurate experimental data 38 in Table 3 .
We first used the MOM to find HF solutions for the 2s, 3s, and 4s configurations of the H atom. Because all of these share the spherical symmetry of the 1s ground-state configuration, they are almost impossible to find using the conventional aufbau protocol. The MOM, in contrast, locates them easily. HF theory is exact for one-electron systems, but only in the limit of a complete basis set, and our excitation energy errors (+0.00, +0.03, and +0.24 eV, respectively) therefore measure the quality of the basis set. We conclude from these errors that 6-311(3+,3+)G is satisfactory for the 2s and 3s configurations but inadequate for an accurate description of the 4s (and higher) configurations, which evidently require even more diffuse basis functions.
The ground-state configuration of the He atom is 1s 2 and Table 3 shows results for all excitations in which one of the electrons is promoted to the 2s, 3s, or 4s orbital, to yield either a singlet ( 1 S) or triplet ( 3 S) state, and we see that all six of the HF excitation energies are too low by roughly 1.1 eV. How can this systematic underestimation be understood? Given a complete basis set, the only error in HF theory is its neglect of the correlation energy E c and this will give rise to errors in excitation energies whenever the magnitude of E c changes significantly between the initial and final states. In the ground state of helium, the two electrons are strongly correlated and E c ) 1.14 eV; 39 in any excited state where one of the electrons is promoted to another orbital, E c ≈ 0. Thus, whereas HF theory describes the excited states quite accurately, it gives an energy that is 1.14 eV too high for the ground state and thus underestimates the excitation energies by roughly the same amount.
The ground-state configuration of the Li atom is 1s 2 2s, and Table 3 shows results for excitations in which the 2s electron is promoted to a 2p, 3s, or 3p orbital. On the basis of the results for the H and He atoms, and noting that the basis set quality is high and correlation effects should be small, we expect that the HF predictions for Li should be accurate. The results support this expectation.
The ground-state configuration of the Be atom is 1s 2 2s 2 , and Table 3 shows results for the single excitations in which one of the 2s electrons is promoted to a 2p or 3s orbital, and for the double excitations in which both 2s electrons are promoted into the 2p shell. In the case of the single excitations, the results are comparable to those for the He atom, correlation errors leading to systematic underestimation by more than 1 eV. The double excitation to the 3 P state gives a similar error (-0.96 eV) because, as in the single excitations, the strongly correlated 2s 2 pair is broken by the excitation. However, in the doubly excited 1 D state, the two excited electrons remain strongly correlated and, as a result, the HF excitation energy (error ) -0.15 eV) is much more accurate.
In the light of these prototypical atomic studies, we make two general observations:
1. Basis set errors, which are usually more pronounced for excited states than the ground state, tend to lead to overestimation of excitation energies (i.e., to positive errors); 2. Correlation errors, for excitations in which an electron pair is broken, tend to lead to underestimation of excitation energies (i.e., to negative errors). Tables 4-7 show errors in a variety of vertical excitation energies of formaldehyde, ethylene, acetaldehyde, and acetone at the HF, MP2, and B3LYP levels, using the MOM to obtain the single-determinant wave functions of the excited states. We also include excitation energies computed at the conventional CIS, CIS(D), and TD-B3LYP levels. All energies were computed using the 6-311(2+,2+)G(d,p) basis set at MP2/cc-pVTZ optimized geometries. The errors are computed with respect to the experimental values. [40] [41] [42] The overall mean absolute deviation (MAD) of each level is summarized in Table 8 .
Molecular Excitation Energies.
The large MADs of CIS and HF (1.01 and 1.14 eV, respectively) are unsurprising given that these methods ignore electron correlation. As noted above, for excitations that involve the breaking of an electron pair, HF systematically underestimates the excitation energy by approximately the pair correlation energy, and we observe that the HF errors are close to E c for the helium atom. In contrast, CIS frequently overestimates excitation energies because it does not allow the excited-state orbitals to relax and is consequently unbalanced. The excitation energies from TD-B3LYP are significantly closer to experiment, and their average deviation (0.52 eV) is similar to that reported by Hirao et al. 43 TD-DFT usually underestimates the excitation energies of diffuse or Rydberg states because the asymptotic behavior of the exchangecorrelation potential is incorrect. On average, the MOM-based B3LYP excitation energies (MAD ) 0.28 eV) are significantly more accurate than the TD-B3LYP values (MAD ) 0.52 eV) and this is a consequence of the much improved modeling of the Rydberg states. The TD-DFT description of Rydberg states can be improved through asymptotically corrected functionals, and various schemes have been proposed for this, 16, [43] [44] [45] but our B3LYP results are in closer agreement with experiment than even the long-range-corrected BLYP functional. 43 Overall, the MOM-based approaches provide comparable accuracy to the corresponding response-based methods, CIS, CIS(D) and TD-B3LYP. The largest MOM errors arise for the 1 (Table  7) could not be obtained, and this illustrates the key difficulty that one faces when using the MOM protocol. Several different sets of initial guess orbitals were used to try to capture this state but, in each case, the SCF converged to the lower-energy 1 A 2 (n f π*) state, indicating that the basin of attraction for the higher state is very small for the 6-311(2+,2+)G(d,p) basis set. Curiously, however, the higher state can easily be obtained with the smaller 6-311(2+)G(d) basis, and was found to lie 7.56 eV above the ground state.
Charge Transfer Excitations.
The failure of TD-DFT with standard functionals to provide a satisfactory treatment of charge-transfer states is a well-known problem. [46] [47] [48] For such states, TD-DFT underestimates the excitation energy substantially and fails to yield the correct 1/R dependence of the chargetransfer states, where R denotes the separation between the charges. Recent work has traced this deficiency to the absence of exact nonlocal exchange. 19, 20 In a charge-transfer excitation, the electron-donating orbital ψ i and electron-accepting orbital ψ a have very little overlap and, because of the self-interaction error present in approximate exchange-correlation potentials, the electron in ψ a interacts spuriously with itself in ψ i . Several groups have proposed schemes to address this problem; Dreuw and Head-Gordon used a hybrid approach that combines TD-DFT and CIS, 20 Tawanda et al. obtained the correct 1/R dependence by using a long-range corrected functional 43 and, recently, Zhao and Truhlar introduced an exchange-correlation functional that contains full HF exchange. 49 MOM-based calculations of excited charge-transfer states do not suffer from the electron-transfer self-interaction problem, and thus offer a promising route to the study of charge-transfer states within DFT. Furthermore, such states can also be studied using MOM-based HF and MP2 theory. Figure 1 shows the variation of the πC 2 H 4 f πC 2 F 4 / and πC 2 F 4 f πC 2 H 4 / chargetransfer excitations in an ethylene/tetrafluoroethylene complex as a function of the intermolecular separation R, computed using HF, MP2, B3LYP, and TD-B3LYP with the 6-31G(d) basis set. As found elsewhere, 19 TD-DFT predicts that the excitation energy is simply the energy difference between the electrondonating and electron-accepting orbitals and is therefore almost independent of R. In contrast, HF, MP2, and B3LYP all show the correct 1/R dependence for both excitations.
3.5. Structure and Spectroscopy of Excited States. Theoretical methods for determining the equilibrium structures and vibrational frequencies of molecular ground states are well developed. Efficient optimization of molecular structures requires analytical first derivatives of the energy and, through additional programming effort, these derivatives have become available for excited-state methods such as CIS, 13 TD-DFT, 50 CASPT2, 51 and EOM-CCSD. 52 An advantage of computing excited states within the MOM framework is that ground-state code can be applied directly to excited states. This provides a computationally inexpensive approach for determining excitedstate structures without the need for additional programming effort. Likewise, ground-state methods whose analytical second derivatives are available can be applied to compute vibrational frequencies for excited states. Table 9 shows the optimized geometric parameters for the ground and three low-lying excited states of formaldehyde obtained using the MOM approach with HF, MP2, and B3LYP. Experimental values (where available) or accurate EOM-CCSD values are also shown for comparison. All three approaches give very accurate predictions of the ground-state structure and there is only a slight degradation in performance of HF and MP2 for the 1 A′′ (n f π / ) and 1 B 2 (n f 3sa 1 ) excited states. B3LYP completely fails to capture the 1 B 2 state, predicting an almost linear H-C-H angle, and it also has the worst predictions for the 1 A′′ state. All three theories give good values for the C-O bond lengths in these two states, and predict the correct nonplanar structure for the 1 A′′ state, although the out-of-plane angle is slightly overestimated in each case.
The computed geometries are poorest for the 1 A 1 (π f π*) state with all three methods significantly underestimating the C-O bond length. It was noted in Section 3.3 that singledeterminant methods perform poorly for open-shell singlets where the singlet-triplet gap is large. This is the case for the π f π* transition in formaldehyde where the gap is approximately 4 eV. The C-O bond length in the singlet (1.583 The availability of analytic second derivatives for HF and DFT methods allows harmonic vibrational frequencies to be computed for the MOM-based excited states of large systems. Time-resolved infrared spectroscopy is used to measure the infrared spectroscopy of excited states and calculations can often assist in the interpretation of the spectra obtained. Aromatic carbonyl compounds have diverse photophysical and photochemical properties arising from the close proximity of the singlet and triplet n f π* and π f π* transitions. 55 IR spectra have been measured for the S 1 and T 1 states of fluorenone, 56 and these show the CO stretch frequency to be 1600 cm -1 in the T 1 state, with weaker bands at 1516 and 1476 cm -1 , while in the S 1 state the CO stretch frequency is at 1544 cm -1 , with weaker bands at 1496 and 1400 cm -1 . These results indicate that both the S 1 and T 1 states are of π f π* character. Figure  2 shows the structure and relevant molecular orbitals of fluorenone with symmetry classifications within the C 2V point group. A number of low-lying excited states can be generated by the excitations 18b 1 f 5b 2 , 3a 2 f 5b 2 , and 4b 2 f 5b 2 . In more familiar notation, the 5b 2 orbital can be regarded as the π* orbital, and the 18b 1 and 4b 2 are n and π in character. The 3a 2 orbital also has π character and is located on the rings. The three excited states can be denoted nπ*, a 2 π*, and ππ*, respectively.
The MOM allows the IR spectrum for arbitrary excited states to be evaluated and, through comparison of the computed spectra with experiment, the nature of the excitedstate determined. We have computed the IR spectra for the triplet and singlet a 2 π*, nπ*, and ππ* excited states of fluorenone. The frequencies were computed using B3LYP/ 6-31G(d) and were scaled by 0.9614. 57 The spectra were generated by representing each vibrational frequency by a Gaussian function, with the bandwidth determined by the computed intensity. Bandwidths of 2, 3, 4, 5, and 6 cm -1 were used for intensities in the ranges <10, 10-20, 20-30, 30-150, and >150 km mol -1 , respectively, since these were found to give the best graphical agreement with the experimental results. The resulting spectra are shown in Figure 3 .
The computed spectra for the three triplet states are all significantly different. The experimental spectrum agrees well with the computed spectrum for the 3 a 2 π* state but not those for the 3 nπ* or 3 ππ* states. In particular, the computed CO stretching frequency (1598 cm -1 ) in the 3 a 2 π* state almost exactly matches the experimental value (1600 cm -1 ), indicating that the lowest triplet state involves an a 2 f π* excitation. A similar analysis for the excited singlet states shows that the lowest singlet is also an a 2 f π* state and the computed CO stretch (1552 cm -1 ) compares well with the experimental value (1544 cm -1 ).
Conclusions
We have introduced a simple strategy that yields excitedstate solutions of SCF equations by using a novel method for determining which orbitals to occupy on each SCF cycle. The excitation energies computed using our method with the HF, MP2, and B3LYP levels of theory are competitive with their conventional analogues, CIS, CIS(D), and TD-DFT. Furthermore, our approach has several advantages over these conventional methods; it is easy to implement, it inherits the analytic energy derivatives from ground-state theory, and it yields a simple single-determinant wave function and density that are easy to interpret. 
