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Preface
　　　　　　Thene d for high reliable　system and reliability analysis
became keenly　felt　after　the Second World War.　Such need has
become greater with　the development of large systems ，such as
power plants, chemical plants, aircraft systems, computer systems
and　communication systems.　The reliability of system has hence
been ａ topic　that　interests many　engineers and　researchers。
　　　　　This　thesis　isdevoted to　extending the current state of
reliability analysis and design techniques of complex systems.
The particular emphasis is put on　techniques　for probabilistic
evaluations using fault　trees　& networks, and their algorithms ．
Such techniques would be useful　for assuring system designers of
estimating system reliability and making their decisions with high
rapidity and precision。
　　　　　Chapter　ｌproves　some properties of coherent structure
function for logic　trees　containing ｍｕｔ：りallyexclusive primary
events.　These properties　are useful　for the systematic　reliabll- ・
ity analysis　of　the system that　the　failures　of components　are
mutually　dependent 。
　　　　　Chapter２　through Chapter ４ present　efficient　algorithms
for evaluating　fault　trees.　The　fault　tree　technique　is　ａ power‘
ful　tool　for system reliability/safety analysis and has　Interested
analysts　of complex systems　lately。
　　　　　Chapter２ presents　ａ representation of　fault　tree suitable
ill
for　the　computer processing.　　Reverse Polish sequence　is　ｅχtended
for fault　tree containing /c-out-of-れ　logic　gates, and　tree　sequence
is newly　introduced.　Some useful properties　and algorithms
concerning　tree sequence are given.　Chapter　３ presents　an efficient
bottom-up　algorithm for　enumerating all minimal cut　sets　of　fault
tree.　Chapter ４ presents　ａ method　for　computing the top　event
probability　of　fault　tree　through the combined use of　reverse
Polish sequence and tree sequence.　The method can be applied　to
the sensitivity　analysis.　　The　computﾆａtﾆional results　obtained by
applying the method to　ｔ!le　containment　spray　Inj ectlon system of
PWR nuclear power plant　are shown.
　　　　　Chapter　５　is　devoted to　develop　the method　for the reliability
analysis　of network.　The method is based on　the strategy　of　first
　　　　　　・　●　ｉ　●　　　　　　　・　●　　　　　●　　　●　　　．obtaining the transmission Boolean　function of network ａμｄthen
　　　　　１　　　　　　ゝ　　　．｀　　　　　　　■㎜　　　　　　　　■　　ゝ　．　　ｌexecuting reliability calculation.　Our effort　is　focused on repre-
senting　the transmission Boolean function as　shortly　as possible.
　　　　　How to make the tradeoffs between reliability and COS ｔ １Ｓ one
of　importar!ｔ　problems ，ｔｏ・ａ system designer.　　Chapter　６　formulates
the problems of optimizing both of　two ways　of　improving system
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Proofs　of Properties　P1-P4　１ｎ Section １．３
Proofs　of Properties　P1-P2　１ｎ　Section ２．３
Proofs of　６　Checking Rules　in Step　４　０ｆANCHEK
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　　　　　The　development　of modern　engineering has　enabled us　ｔﾆｏassem-
ble　large　systems.　However, as　the　scale　of　system becomes　large,
the possibility　that　the　failure of　system occurs　increases　and
its　occurrence　often　exerts bad　influences　economically　and social-
１ｙ，　moreover occasionally endanger people' s　lives.　Therefore,
for ａ　complex system that has　the　large number　of　components,
it　Is　required　to develop　the　techniques　for　estimating　the　relia-
bility　and　safety　of　system as precisely　as　possible　and　designing
the systems with high　reliability　and　safety。
　　　　　Whenwe would analyze　the　reliability　of　complex system, it
is necessary　to　express　the　system in　ａ form suitable　for　the　anal-
ysis.　As　the means　of visually　expressing the　functional　relation
between　the system and　its　componentﾆs, we often　use　diagrams, such
as ａ　reliability block diagram with　series-parallel or non-series-
parallel structure, a network with　directed　or undirected branches
etc.　　As　the logica:Ｌ expressions ，relating　the　failure or　success




an event　tree [68], a cause-consequence　chart［57], etc., and have
algebrarically　the structure functﾆion that　is ａ　function relating
the　state variable　of　system to　the state variables　of components.
The　reliability analysis　of complex system ia thus　executed　through
the process　of　first　obtaining an appropriate visual ０ｒlogical
expression　of　system and then estimating system tellability by
using　those　expressions.　Many　efforts have been made　to　develop
efficient　techniques　for　executing　the　above process, and will have
to be made　in　future as well.　This　thesis　is　provided ｔﾆｏ　extend
the　current state of such　techniques。
　　　　Various　studies　on the structure　function of　complex system
have been made　since the paper by Moore and Shannon［３９］was pub-
llshed in 1956.　The　stuctﾆure　function that has monomtoniclty in
state variables　of　components was　Introduced by Mine［３６］and
afterwards Blmbaum et　ａ１．［９］called it　ａ coherent　Ｓｔﾆructure
function.　The main　results　of　former studies　on the　coherent
structure function have been　reviewed by Barlow and Proschan［３，
　６１．　１ｎ　formerstudies, the　states　of　each　component　are restrict-
ed　to two states　of operating state and　failed　state.　In this
case, the　coherent　structure　function contains　only　independent
binary variables.　However, the　structure　function might　contain
ｍｕｔﾆuallydependent binary variables, as　seen　in the　case where
mutually exclusive primary events (e・ｇ･，‘multimodal failures　of　ａ
component, such as　open and closed　failures　of ａ switch or valve)
appear in　ａ　logic　tree.　Chapter　ｌ extends　the　definitions　of
coherent　structure function and　other　terms　for　logic trees
containing mutually　exclusive primary　events, and presents　some
properties of　coherent　structure function and　ｔﾆheir applications.
These results will enable us　ｔﾆｏ　do　the　systematic''reliability anal-
ysls　of　the system that　the failures　of　components　are mutually
dependent［48, 53]。
　　　　In　Chapter ２　through　Chapter 4, efficient　algorithms　for
analyzing　fault　trees　are presented［47, 49, 51, 541.
２
　　　　　Recently　fault　treesare often used for the reliability analy-
sis　and design of　systems, such as　electrical, airplane, nuclea‘「
reactor and　chemical plant　systems［23, 56, 68, 59], of which high
safety or reliability　is　required.　This　is because, in such　sys-
tem, all events　that　cause ａ specific undeslred system failure
must be　investigated and an effective counterplan which prevents
the occurrence　of system failure should be worked ｏｕｔ。
　　　　　Theanalysis　of　fault tree　is　roughly divided into the　stage
of　constructing the　fault　tree　and the　stage of　obtaining qualita-
tive or quantitative information about　system failure　from the
constructed fault　tree.　Generally　speaking, manual construction
of　fault　tree is much　laborious　and time-consuming, moreover is
liable to oversight and omission [19].　To　get　out　of　these　diffi-
culties, a few computer-aided construction techniques［18, 59, 35］
have been presented.　Referring　to the latter　stage, we can　obtain
information about　system failure, such as minimal cut　sets, the
probability or　frequency　of occurrence of　the top　event, sensitiv-
ity, the importance of　each primary　event, etc・９　fromthe　fault
tree.　However, according as　the　scale of　fault tree becomes　large,
the　computation time and storage requirement　for　obtaining such
information　extremely increase even　if　ａ digital computer　is used
Therefore, efficient　algorithms are required for the:Large　scale
fault　tree.　Chapters　２９　３，４ are put　to respond to　this　require-
ment.
??
　　　　The　first　step　of　fault　tree evaluation　is　to　obtain ａ repre-
sentation of　fault tree suitable　for　computer processing.　There
are the existing methods [　8, 32］which apply list processing
technique using reverse Polish sequence (expression).　In　Chapter ２，
the reverse Polish　sequence is　extendedly　defined　for the　fault
tree　containing ?c-out-of一班gates, and ａ tree sequence composed of
only　Integer values　is newly　Introduced to　implement　effectively
the processing by using　the recursive character of　tree：　the tree
sequence represents　the branching structure of　tree completely-
３
Some properties　and algorithms　concerning　the　tree sequence are
Indicatﾆed.　By using　those　algorithms, we can process　the　tree
simply　through　the algebrlc operation of　the values　composing　the
tree　sequence。
　　　　　Ａbasic　characteristic of　fault　tree　is　ａ minimal　cut　set
that　is　ａ minimal set　of primary　events which must　ａ１１occur　for
the　ｔﾆop　event　to　occur.　The　list　of　all minimal cut　sets　１Ｓ　use-
ful　for various　probabilistic evaluations　of　fault　tree, the
determination of　critical ｐａｔﾆｈ　to　theoccurrence of system failure.
etc.　［5, 20, 69］　Chaptﾆer ３ presents　an efficient　algorithm for
enumerating all minimal cut　sets　of　fault　tree.　This　algorithm
improves　the　conventional bottom-up algorithm［８］so as　to obtain
all minimal Ｃｕｔﾆ　setsmore quickly.　　The　Improvement　is　to reduce
the number　of　checks　of redundant　terms　for　the　logical product
of　two reduced sum-of-product　ｆｏ‘rms.　The　computational results
for several examples　are given　to　demonstrate　ｔﾆhe　efficiency of
this　algorithm。
　　　　　Theprobabilistic evaluation of　fault　tree (e.g･, top　event
probability, unavailability, failure intensity) is　useful　for　the
estimation of　the possibility of　occurrence of　system failure or
accident.　the　calculation　of　the　importance　of primary　event　to
top　event which　enables　us　to find　the optimal way　of　improving
system reliability, etc.　Ａ maj or goal ０ｆprobabilistic evaluation
１Ｓ　ｔﾆＯ　compute　theprobability of　occurrence of　ｔﾆop　event (top
event　probability) .　　Formerly　the main efforts have been exerted
to generate minima:Ｌ　cut　sets　and　then　to　compute　the top　event
probability by applying　the　addition rule　in probability　theory
or by　generating an equivalent　dlsj oint　sum一一of-product　form･
However, such techniques　are so time-consuming　for　the　large　scale
faultﾆ　tree that we oblige to　settle　for approximate resultﾆＳ。
　　　　　Themethod presented　in Chapter　４　computes　the exact value
of　top event　probability without　going through　the process　of
generating minimal cut　sets.　The　feature of　the method　１Ｓ　to
４
repeatﾆ　recursively　the partition and reduction of　fault　trees　and
to reduce to the computations　of　top event probability of　simple
fault　trees　that contain no repeated primary　events.　　In the com-
puter processing, the reverse Polish　sequence and tree sequence
presented in　Chapter　２　areused.　The method　can be applied to
the analysis　of　fault　tree containing mutually　exclusive primary
events　and the sensitivity　analysis.　The results　obtained by
applying　the method to　the　containment　spray　iniectlon　system of
PWR nuclear power plantﾆ［６８］are shown。
　　　　　Physica:Ｌsystems, such as　communication networks, transporta-
tion networks, power　transmission　lines, chemical process　systems
ｅｔＣ･,can be represented by networks with directed　or undirected
branches [　2, 15, 25].　The reliability analysis　of　such　systems
has been the subj ect　ｔ:hat　systemresearchers　are interested ｉｎ・
In the　analysis, the network is　treated as　ａprobabilistic graph
in which　each branch or node has　ａprobability　that　it　is　good
（ｉｎthe operating state) or bad (in the failed state)。
　　　　　Ａmaj or problem of network reliability　analysis　is　to　calcu-
late the node-pair reliability, i.e., the probability that there
exists　at　least　one path　from the source node to　the　sink node.
Most　of　existing methods　are based on the stratﾆegy of　calculating
the node-pair reliability　directly　through　state enumeration.
path (cutset) enumeration, reduction, decomposition etc.　　The
method presented　in Chapter　５　isbased on the　strategy　of　first
obtaining the transmission Boolean　function of　the network and then
executing reliability　calculation [521.　１ｔ　is　of　significance to
store　the transmission Boolean　function obtained. because　it　can
widely be used　for various　cases, e.g･, the case where nodes　and
branches are mutually　dependent.　　In　the methodタ　the reverse
Polish sequence and tree sequence　of　transmission Boolean function
are obtained by ａ backtracking technique　repeating recursively
two processes, reduction of　ａnetwork and decomposition of　com-
pletely　reduced network, until reaching　series-parallel structure.
５
　　　　　At　tﾆhestage of　designing ａ　system, one of　important　problems
that we are　faced with　１Ｓhow to make tradeoffs between　reliability
and cost.　　We usually　consider two ways　of　Improving system relia-
bility：　1) adding redundant　components　and 2) increasing reliabil-
Ity　of　ａ　component.　　The latter way　corresponds　to　tightening
quality　control in producing each　component, developing new compo-
nents with higher reliability, etc.　Both ways　usually　requires
the Increase of　system cost。
　　　　　Manymethods have been presented　for ｏｐｔﾆimizing system relia-
blllty under　given　constraints;　Recently　the　reviews　on such
methods have been made by　some authors［45. 65].　　Most　of　them
consider ･only　either of　two ways　and　assume time-independent　relia-
bllity.　　Only　ａ few researchers［38, 66］consider the problem of
determining both optimal number of　redundant　components　and optimal
component　reliability which　is　ａ　mixed　Integer programming prob-
lem;　They also assume time-independent　reliability。
　　　　　Chapter　６　formulates　the problem of　optimizing both　of two
ways of　Improving system reliability under　time-dependent　rellabll-
Ity.　　System ｒｅ:liability is monotonically decreasing with　time.
For　this　time-dependency, we adopt　as　the performance　index the
mission time that　system reliability is　above ａ preassigned value.
The solution methods have been presented　for　the problems　of maxi-
mizlng　the above mission time under　system costﾆ　constraint　and






primary　events.　Ａ logic tree is　similar to　ａ　fault　tree,but　can
contain　successes as well as　failures.　Coherent　structure　function
and other basic terms are defined.　Some useful properties　of　coherent
structure function are presented which include, as　special cases,
the previous resultﾆＳ　forlogic trees　containing no mutually　exclusive
primary　events.　　Ａmethod is provided for obtaining an effective
upper bound to probability of occurrence of　the top event　for　logic
trees　with noncoherent　structure function.
１。１　Introduction
　　　　　Ａlogic tree is　ａ　logicdiagram having ａ tree structure whose
construction begins with ａ　specific　event (viz. top　event) and
cont:inues by branching deductively until reaching　causative events
that　cannot　or need not be developed further (viz・　primary　event).
Each branching point　is　represented by an appropriate logic　gate・
The top　event　can be represented as　ａBoolean structure function of
primary events　appearing in the　logic gate.
７
　　　　Many discussions [　6, 9, 14, 36】　have been presented about
coherent (or monotone) structure functions　for logic ｔﾆrees　contain-
ing no mutually　exclusive primary　events.　　However, mutually exclu-
slve primary events might　appear　In ａ logic tree：　ｅ．ｇ･,multimodal
failures　of ａ unit, such as　open and　closed　failures　of　ａ　switch
or valve.　Ａ logic　tree might　contain primary　events which　are
statistically-dependent but not mutually　exclusive.　In this　case
the　logic tree can be　transformed　into an equivalent　logic tree
containing mutually ･exclusive primary　events　as　follows.　Suppose
that two primary events ”unit l fails”（ｄｅｎｏted召１）ａｎｄ”unit ２
fails”(denoted Ｆ２）８１‘ｅstatistically-dependent.　Let ７１’？２’？３
be the events.”unit ｌ falls and unitﾆ２ operates” ，”unit １ operates
and unit　２　falls”and　”unit　ｌ　fails　and unit　２　fails”, respectively.
Then　the logic　tree can be transformed　into an equivalentﾆ　logic
tree　containing mutually exclusive primary　events Ｔ？Ｔ２゛？３ by
replacing E and E with ？１Ｖ？３and ？２Ｖ T~, respectively. For
logic trees　containing　three or more statistically-dependent　primary
events, equivalent　logic trees　can be obtained　similarly｡
　　　When we analyze　logic trees　containing mutually　exclusive
primary events, how shall we extend　terminology and ｍｅｔﾆhods　that
have been used　for analyzing　logic trees containing no mutually
exclusive primary　events　？　This　chapter answers　ｔﾆhis　question
and provides　an approximate method　for probabilistic　evaluation.
Section　１．２ extends　definitions　of　coherent　structure　function and
other　terms.　Section　１．３ presents　some properties　of　coherent
structure　functions which are useful　for analyzing　１０９１Ｃ　trees.
Section １．４explains　the definitions　and properties　presented in
Section 1.2-1.3 by three examples　and　illustrates　ａ method　for
obtaining an effectﾆive upper bound to　the probability　of
occurrence　of　the top　event　for a　logic　tree with noncoherent
structﾆure function.
８
１．２　Definitions　on Logic Trees　Containing Mutually Exclusive
　　　　PrimaryEvents
　　　　Let T, E.. be the top event and primary events, i゜1, 2, ..
･ ･ ･ > ^5 Q°1,
2, ...゜゛ＯＣが　？ｏy召にｊis also used as binary vari-
able having the value　ｌ if　that　event has　occurred and ｏ　otherwise.
Ｌｅｔ（り゛｛侃１’侃２’‥‥’侃｛χ．｝ｂｅｔｈｅset of mutually　exclusive
　　　　　　　　　　　　　　　　　　　　　‘Ｚ，










The left hand sides of (1.1) are logical product (AND) and logi-
ｃ８１sum (OR) .　Eq. (1°1) means　that　only one event　of $. always
has the value　:Ｌand all other events　of $. have ０．　Hereinafter,
1, 2, .゜., a.　is　represented simply ｂｙＥぞり゜１゛
　　　　Define the vectors E･に゜（£‘£:L゛Ｅも２.｀　....，　Ｅ.（Xに）’に゜1,2,゜”’
ｎ　and EΞ(E., E^,”゛・゛£れ）‘　Then ？ is　represented as　the Boolean
structure function of E, i.e. ,
？　＝　ル(ε)． (1.2)
Some primary　events belonging to Φ１：might not appear　in　the　fault
tree ｚｌｅ･ｇ･
９　the primary event　corresponding to　the normally　operat-
ing　state of　ａunit would not　cause　system failure.　and hence　that
primary　event　does not　appear　in the　fault　tree.
　　　　　(D.I)Consider proper subset ‰平{‰(１)７≒(２)‘'゛゜'゛'句(牡)}
（‰
of｛





E* = {E*、EI、　・・・・・賤）.　ゆ（β）ｉｓ said ｔ：ｏbe positive in E* １ｆψ（ε）
can be　represented as　ａ sum-of-product (s.o.p.) form contﾆalning
only prima町　events which belong to　U 7＝1Ωぐ（Ｎｏｔｅ that,　１１１the
‘
ｓ．０・ｐ．　form、　there　is　not　any　term (logical product) that　con-
tains　two　or more mutually　exclusive primary　events　in Q.：　togetheら
from the relation of Eq. (1.1).)
　　　（Ｄ°２）　勺:j is -ivveZe大社to ipiE) if ijj(l. ., Ｅ）゜4J（O･£, E) foi°
all (．.，　Ｅ).Otﾆhel゛iｓｅ侃j is ゛Z゛自力to i)(E)‘　The notations
(1.., E), (0･£’幻’（゛ひＥ）　are definedヽas　follows:
(1が ’£）゜（F1’゜‥’Ｅえ－1’O’‥”ｇ･£j゛:1, 0, ゜゜゜９　０，
鳶£+1' ･■゜゛εれ
　　　　（○びＥ）゜（E1 ’ ‥・’ gi:－1’ E. °O｀Ｅも＋1’‥”Ｅｎ）
　　　　（゛ひE) = (E , ..”£7ぞ-１’εぞ＋1’‥゛’Ｅｙｚ）
These　definitions　and notations　are　cited　ｉｎ［６］．
　　　（Ｄ．３）ψ（Ｅ）ｉＳcoherent　if　there exists　ａ set ｛Ω１’Ω２’‥”‰｝
such ｔｈａｔ但ε）ｉＳpositive in E* and all primary events belonging
to　U ･=! "i　゛ｅ relevent　tｏψ伍）゜　Then　Ｕ
７＝１≒　is　said　to be
eｓｓｅｎｔ-Ｌａｌｓｅｔ.
　　　　4J(ｇ)ｉＳｎ四回hevent if all primary events belonging　to　one or
more　sets　Ωぞ　arerelevant　to i)(E) . Then those sets Q. are said to
'ｂｅｃｏｍｐｌｅｔｅｓｅｔｓ．
　　　　By　this　definition, coherent　structure　function　is　extended
for ａ　logic　tree　containing mutually　exclusive primary events.
The　special case ｏｆ（ｙＬ゛ａ２°゛”゛゜ａｙ２°２　and　６１゛６２°‘゜｀　゜６ｙＺ
°１　corresponds　to ａ logic　tree　containing no mutually　exclusive
primary　events.
１０
(Ｄ．４)　}i){E)is ･７･凹こ)幼心nondeoreasing in E* if the relation
4J(ε(1) ）≧ψ（ε
(2)
) holds　for all pairs　of vectors E‘≒ｆ
(2)
in which the elements　of E* have the values　of ＺＥＩ大｀Ｊ'≒£１｀“＼re-
spectively, satisfying E*^ > E*^　and other elements　are
identical。
　　　　(D.5) Let χ(E*) be ａ s.o.p. form of ﾘHE) which contains only
prlma巧events belonging to essential set Ｕ
７
＝１‰when liiCO is
coherent ．　Ａ miれimat cut set　is　ａ set　of　primary　events having
the value　ｌ　in ａ vectoｒ　Ｅ＊(ｃ)Ｓｕｃｈ that χ(Ｅ喩(ｃ))＝１ holds and
χ(£■*)= 0 holds　for all vectors E* which satisfy Ｅ＊くＥ'ｋ(ｃ)．　Then
£大(ｃ)ｉＳ ａ　ｍｉｎｉｍａｌｃｕｔｖｅｃｔｏｖ．　For　ａsuccess　tree the termｐａｔｈ
is　generally used in place　of　the term ｃｕｔ。
　　　　(Ｄ．６)　If ijJ(E) is coherent and the relation
S(T°i＼e^^. = 1) n s(T゜ol死汲゜1）゜　φ
holds　for two　elements E. .,
　　　　　　　　　　　　　　　　　　　　　　ら7
Ｅもｋ of　essential set Ωぐ
(1.3)
then i)(E) is
pｏｓｉｔ-lｖｅ　ｉｎｔｈｅ ｔｒａｎｓiｔｉｏｎかｏｍ　Ｅ .　.°ｌ ｔｏＥｉｋニR　denoted
町j→侃ど where S(A＼B) means　the set　of　states　such　that ／１
hｏ:Lds,given　the　condition B, and cj)Is　empty set.
１。３　Properties　of　Coherent　Structure Function
　　　　Ａcoherent　structure function has　the　following properties・
The proofs　are given　in Appendix Ａ．
　　　　Ｐ１）　　The necessary　and　sufficient　conditions　for ＼biE) to be
positive in E*　ａｒｅ　ｔhat ａ）ヤ（£）ｉＳ monotone nondecreasing in E*








P2） Assume that χ（Ｆ大）ｄｏｅｓnot contain two or more identical
terms; this assumption means that. if ａ Ｓ．０・ｐ．form of ^(JE) has
contained two or more　identical terms, then　they are preliminarily
reduced to one term by　the　idempotence　rule。
　　　　Let h he the number of　terms　in X(^*) and Q be tﾆhe set of
primary events　appearing　in term Ｕ　of χ(E'n;y =　1, 2,　・・゜・，ｈ．
Then, all minimal　cut　sets　of ＼l)(,E)are obtained by discarding　from
｛Q1’ら’‥‥’％｝８ｎ‰゛’ｈｉｃｈ satisfy Qニ）％fo17 some Q^,り≠1」’
Ｖ°１、２９　°゛・・、ｈ
P3） The　following 3　relations hold　if　andonly if‰jユご荻
1）ψ（1fj’ε） くー 収1荻’ｇ）　(or　X（≒j’ Ｅ‘｀）
　　　　　　　for all (‘が幻’
≦X（１そｋ｀Ｅ｀１゛））’




3) Let　Ｃbe ａ minimal cut　set containing Ｆｉｊ°　Then　therexists
　　at　least　one minimal cut　set　that　is　theunion of｛町j and 8
　　subset of C - {E.丿゜
Note:　If and only　if Ｆ々
ヱ＾Ｅ ａｔvdE伐輿Ｅｉｊ’ then
S(T゜i＼e.. = 1)゜S(T ° 11F荻゜1) holds, and the　set　obtained by
・ep18cillg心j（017心几) with ご荻（017町j）ｉｎ　ａ minimal cut　set　con-
t゛lining E.. (or ff^^)　is　also ａ minimal　cut　set.　The　latter　fact
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means　that we　can reduce　two primary　ｅ゛ｅｎｔｓＥｉｊ’Ｅ伐ｔｏ　ａ primry
ｅｖｅｎt≒jvＥｉｋ’
P4） Suppose　that　elements (primary　events) of　ａ set　among
?Ｚsets $., ^ = 1, 2, ,　ｎ　are statistically　indeper!dent　of
elements　of　the other sets.
　　　　Partition　the　set　of　all minimal cut　sets　of ψ（£）ｉｎｔｏ　sets
Ｆ１° ｔＣｎ’ＣＵ”゛’”｛≒ｔ１｝’Ｚ = 1, 2, .゜゜”　Ｓこｏ that　Ｕ大仏
might　not　contain　two or more primary　events belonging　to　an
essential set Ωぞ‘ Then, an upper bound to　the probability　of
occurrence　of　the top　event　is




゛'ｈｅｒｅ＾ Ｉｍ is　the product　of probabilities　of　occurrence of primary
events belonging　to minimal cut　set　C7加?
　　　　　Ｐ:Ｌshows　that　ａ coherent　structure　function keeps monotonicity
by　extending　the　definition as　given　in　Section 1.2.　Ｐ２　guarantees
that all minimal　cut　sets　of　coherent　structure　function are
obtained by applying　the absorption ｒｕ:Leto terms of χ(ε穴)．
Ｐ３presents　the　important　ｒｅ:Lations between two primary　events
belonging　to　an essential set.　Eq. (1.6), suggested by Murchland
[42],　simplifies　computing　the probability　that　the occurrence　of
top　event　and the transition from state E..°1 to £"ぶ
P3-3　is　useful　for checking if l町ｊぶＥｉｋ゛　ｉｓ ｔｘｕe, by using
minimal cut　ｓｅｔﾆｓ．　Ｐ４　is　aneffective upper bound to　the probabil-
ity of　occurrence of　the top　event　and extends　the property［14],






　　　　Consider　the　system of　３ switches SW , SW , SW ,‘connected
















　　　　　　　　i= 1, 2, 3
゜｛≒１’
Ｅ
もｌ゛ ＥもoK -i゜1, 2, 3 and（x1 °（x2 ° "3 °3・
ψ（ε）゜F12（g22 V F32）V（g13 V F23F33）
Ｕｎｐａｃｋψ（ε）ｂｙthe distribution rule.
X（ε゛）゛F12F22
v g12ご32 v g13 V ≒石3
(1.8)
(1.9)
^(E) is coherent　since yiE大) contains　only primaryﾀvents belonging
ｔｏ‰゜｛町２’≒３｝’ぞ゜1, 2, 3‘
　　　Since each term of the right hand side of (1.9) is not
absorbed by　any other　term, the Ｓｅｔﾆ　of　primary　events　contained
in each　term is　ａ minimal cut　set.　It　is　verified by P3-3　that
ｇ１２ぶＥ:Ｌ３ holds, but the positive relation does not hold between
召２２　ａｎｄ£２３nor between ご32　andF33°

























where Ｐ･£ｊ　is　theprobability　of　occurrence of ｚ八
(1.10)
Example　つ
　　　　　Consider　the　communication network with　４ perfectly　reliable
nodes　such　as　shown　in Fig.　３．　The　logic tree　for this network １Ｓ





source node　can　communicate to　sink node
branch i.　functions
branch ･ｚ：　fails
^ = 1, 2,　・゜゜゜ｓ６
The Boolean structure　function for　ｔﾆhis　logic　tree　ｉｓ：
ψ(ｇ)゜ら.1(g31ﾀﾞ６１Ｖ恟1)v g21(ら,lg51 V hl> (1.:L1)
　　　　Suppose　that　the　failures of　branches　３ and ４　are mutually
dependent　and the failures　of other branches　are　independent　of
each　other.　Hence気. = {E
i1゛
E } for i゜1, 2, 5, 6.　Then,






source node sink node
Fig.　３　　Example ２　of　System







both branches　３ and ４ fail
These　events are mutually　exclusive ａｎｄΦ７°｛召71｀Ｅ７２．｀Ｅ７ｙE74｝｀
召３Ｐ　E are equivalent　toE^^ Ｖ召72゛召７１Ｖ£■^0,respectively.
Therefore, Eq. (1.11) is　transformed Into　the　following　equivalent
Boolean structure function containing mutually　exclusive primary
events by　teplacing E , E ＼゛itｈ£71V召72゛召71 VF73’ｒｅｓｐｅｃt‾
ively.
φ(ｇ)゜yL1{(弓1 Ｖ召72)£61 VF51}v g21{(F71VF73)ど51 v E61}
　　　　　　　　　　　　　　　　　　　　　(1.12)
Unpacking the right hand side of (1.12),
Ｘ(ε゛)゜Ｆ１:J7]戸６１Ｖ≒凸2961 v ^l/51 V F2:J7丿５１ ＶＺ２:L£77ヂ5:L
Ｖ£
2:L^61 (1.13)
ψ(E) is　coherent　since χ（ｇ大)contains only primary events belong-
1゛g to J^. = {E. } for i゜1, 2, 5, 6 ３１１ｄΩ７゛｛Ｚ７１’£７。　Ｅ７３｝‘
　　　中（ε）haｓ ６ minimal cut sets C °｛Z11’ら１’Ｆ６１｝’Ｃ１２ °｛ｒ１１’
Ｆ５１｝’ｃ１３゛ ｛Ｆ２１’町1’F51｝’c714
°｛ｚ21’F61｝’ら1°｛g11’g72’
g61｝’じ3:L°佃21’召73’召51>.　since　ｅ゛ich　ter° of x（£゛）iｓ not
absorbed by any other term.　　They are partﾆitioned　into　３　sets







　　　　Consider　theelectrical systﾆem, shown in Fig.　5, that has
been presented by Fussell［２:Ｌ］and quoted by Bennetts 。［８］．




























power supply　2　fails　orelay coil open circuit　or circuit
breaker open circuit (G V ff V I)
£’６１does not occu「
The notation in round brackets　is　used in Bennetts'　paper【８】・
Fig.　４　differs　slightly　from the　corresponding fault　trees　ｉｎ［　89
211.　The difference is　due to an apparent misunderstanding of
following facts°　Ｚ５１and E are mutually　exclusive. £５２　and
ｇ６２













φ（1･£j’ｇ）ｄｏｅＳnot　contain any　element　ofΦ£’　Thus　the analys is
of noncoherent　structure function can be transformed ｉｎtﾆｏthe
analysis　of　coherent　structure　functions by applying Bayes　theorem
successively　to all comp:Lete sets.　This　fact　is　illustrated below
by the present　example.
　　　Apply Bayes　theorem to Φ６°
　Ｐ・付゜１｝゜Ｐ６１Ｐ１７｛ψ（１６１’ε）゜１｝十P62 P17｛ψ（162’ε）゜1｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（:L●16）






path　じ．　Emf １Ｓ　removed　from circuit path Ｃ７regardless　of　the
state of　switch ｉｆ召６１０ｃｃｕｒＳ．
　　　　For　the logic tree of Fig.　６，
ψ(£')’弔LI V(弓1Vら1V七1 V F61)(Z21 V Z41 V Z52％2)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(1.14)
ψ(£')1ｓ noncoherent　since all elements　ｏｆΦ6 °‘佃61'F62}81rｅ
relevant to i|J(E)‘　Φ６is　complete set・
　　　　ApplyBayes theorem to a complete set Φ･Ｚ;　ofn ncoherent
structure ｆｕｎｃｔｉｏｎψ(£')．
Pr{2' = 1} =　Σ
%
j＝1


















Apply (1.17), (1.18) to (1.16).
Ft{T = 1} ≦P61 {1‾(1‾P11)(1‾P21)(1‾P41)}
゛P6211－(1 － P11)(1 － P21)(1－P31P41)(1 － P4？51)
゛P3:LP52}
　　　　　Thismethod requires　applying Bayes　theorem only　to　complete
sets　and reduces　computﾆation time.　We can also　decrease the number
of　resulting　coherent　structure　functions by appropriately　choosing




　　　　This　chapterpresents　ａ representation of　fault　tree suitable
for computer processing.　Ａ tree sequence　is newly introduced as
ａ represetation of　fault　tree;　it　represents　completely　the branch-
ing structure of　tree.　The properties　and algorithms　concerning
the tree sequence are indicated.　Various　fault　tree　evaluations
can be　carried out　through　the　combined use of　tree　sequence and
reverse Polish sequence.
２．１　Introduction
　　　　　Accordingas　the scale of　fault　tree becomes　larger, the
analysis becomes more　complex and　time-consuming.　　Therefore,　ａ
practical method of　analysis by using ａ digital computer　is
required for the　large　scale　fault　tree。
　　　　　Whenwe analyse　the　fault　tree by　computer, the　first problem
we are　faced with is ”what　is　ａ　representation of　the　fault　tree
useful　for computer processing　？　”．　　Ａlist processing　technique
［　8, 32]　has been used in the analysis, which applies　the reverse
Polish　sequence as ａ representation of　fault　tree.　The use　of　the
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reverse Polish　sequence enables　us　ｔ０　implement　the　arithmetic
operations　in ａ more elegant　and　programmable　fashion［８１，
because　it　can be realised using　an auxiliary　stack, i.e., a
last-in first-out pushdown　list which　is　ａ conventional　ｔﾆ００１ １ｎ
the　list　processing programming　technique.　However, it　is not
sufficient　to use　only　the　reverse Polish　sequence　for processing
ｔﾆhe　tree　structure　efficiently and executing　the probabilistic
evaluation of　fault　tree.　In this　chapter, a　tree　sequence　is
newly　Introduced　to　implement　effectively　the processing by using
the　recursive structure of　tree.　It　is　proved　that　the　tree
sequence　represents　completely　the branching　structure　of　tree.
and　some useful algorithms　are obtained　for processing　the tree
through　the　arithmetic　operations　of values　composing　ｔﾆhe　tree
sequence.　　Various　ｆａｕ:Lt tree evaluatﾆions　can be carried out
through　the　combined use of　tree　sequence and reverse Polish
sequence.　　Such　techniques　are　illustrated　in Chapters　３　and ４｡
　　　　　This　chapter　further Introduces　the　extended definition　of
reverse Polish　sequence for　the　fault　tree　containing /c-out-of一刀
logic　gates without　transforming　it　into　an equivalent　fault　tree
containing only AND ＆ＯＲ gates.　　This　is　useful　for　implementing
the probabilistic　evaluation of　fault　tree more efficiently。
　　　　　Section ２．２　defines basic　terms　concerning　fault　tree.
Sectﾆ１０ｎ２．３　introduces　reverse Polish sequence and　tree　sequence
for　the　fault　tree ｃｏｎｔａｉｎｉｎｇた-ｏｕｔ-ｏｆ一班　gates.　　Section２．４
discusses　about　some properties　of　tree　sequence　and Section　２．５
presents some algorithms concerning　tree　sequence.　Section ２．６
explains how mutually　exclusive primary　events　are　treated　in　the
sequence　representation, when they　are contained in the　fault
tree.
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２．２　Fault Tree and Basic Definitions
　　　　　Thefault　tree is ａ logic　tree whose　top　event　is ａ　specific
System failure.　Each　causative event　ｔﾆhat　appears while proceeding
from the top　event　to primary events　is　said an intermediate event.
Each branch point　is represented by ａ logic gate corresponding to
its branching relation：　AND gate, OR gate.友一out-of一刀（ｋ/ｎ) gate.
ｅｔｃ・,are used there.
　　　　　The system shown in Fig.　７　Is　ａ visual alarm circuit　for over-
temperature［27].　This　system employs　three temperatﾆure sensors
which　use bimetalic strips.　　If ａ　sensor catches　overtemperature,
the attached switch　is　closed.　Three switches SりＬ゛Ｓμ２゛Ｓｙ３are
connected with 2-out-of-3　structure, i.e., if　at　least　two of　three
switches　are closed, relay K is　energized. Two　contacts Ｃ７１゛じ２　０ｆ
relay K are connected with alarm lamps L, ,£, respectﾆively.　The
system is　good if　either one alarm lamp　lights ･when　overtemperature
occurs.　工ｔ　is　assumed that　the ２／３detector　is　completely reliable.
　　　　　A fault　tree for　this alarm circuit　is　shown　in Fig.　８．　　The
top　event　１Ｓ ”Overtemperature alarm system does not　indicate over-
temperature” ．　This　fault　tree has　１６ primary　events　and　８　inter-
mediate　events.　Their　list　is　given　in Table　１．　Primary　events
are represented by numbers　1, 2,　・・・・９　16,top　event by　１００１and
intermediate events by　1002, 1003,　・・・・3　1009．
　　　　　Each causative event　that　is　obtained directly by branching
from each　intermediate event　or　top　event　･i through　the logic　gate
△ぞ　１Ｓ　saidａ Ｓ∂ｎof event i., event i being ｔｈｅかthei･, and the set
of　ａ１１sons　of event 't is denoted by ＳＯ（‘£）’　△;£ｉｓ．ｓａｉｄ　thelogic
gate　of event i.　Event ･£　is　tVie output　ｏｆ△が and the sons of
event i are the　inputs　of △．．
　　　　　　　　　　　　　　　　　　　　　　　　７●





a ｄｅｓｃｅれ■dant of ａ
cated　in Fig.　８．
α
is said an ancestor ｏｆ‘ﾖd　ande j is　said









Fig.　７　　Visual Alarm Circuit　for Overtemperature
Table　１ List　of Events
Event Number Event









Both alarm lamps h and L　does not
light　　　　　　　　　　　　　　　　2
Coil　of relay K is not energized
A1゛“11゛p h （L2）does not light
Temperature-sens ing switches fail
to close
Temperature-sens ing switch sw











Alarm 1°p h （L2）f°ils
Contact CI（C2）f°il s mechanical 1y
Open ゛’ii｀ein h (L2) circuit
Power s叩ply El (Ep) fails
Coil of relay K fails (open)
Open wire in relay circuit
Switch sw　（SW , SW-) fails mecha-
nically (ぶpen)　3
Bimetal ic strip of temperature sen-
sor connected with SWI（SW2・ SW3)
fails
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Fig.　８　　FaultTree　for visual Alarm System of　Fig.　７
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　　　　For the　fault　tree　of　Fig.　8, Event　1003　1S　the　father of
events　8, 9, 10, 1006.　Events　8, 9, 10, 1006 are the sons of　1003,
ｉ．ｅ・, S0(1003) = {8, 9, 10,1006}, etc. The sequence 1001 1003 1006
1008　12　is　a path.　Event　1001　is　an ancestor of　12, and　１２　１Ｓ　ａ
descendant　of　1001, etc。
　　　　ＬｅｔＴ，　Ｅ.be Ｏ‾１ binary variables having　the value　１ ０ｒ ｏ
corresponding to the occurrence　or non-occurrence of　the　top　event
and primary　event　ち　respectively.　Then, T is　representﾆed as ａ

























where 2/3(a, b, a) denotes　2-out-of-3　logic, i.e., 2/3(a, b, c) is
ｌ if at least two of a, b, a are ｌ and ｏ otherwise.
　　　　Ａfault tree is said ａ hinaΓy fault tree if the number of sons
of　each Intermediate　event (or ｔﾆhe　top　event) is　only　two.
　　　　Ａ　fault　subtree　of　each　intermediate event (or　the top　eventﾆ）
･£　１ｓ　definedas　that portion of　the original fault　tree which　Is
developed below ａ son of づ．
２．３　Reverse Polish　Sequence and Tree　Sequence
　　　　Let e be sons　of　an　intermediate eventﾆ （ｏｒthe top event) i. ;
ｊ　°1. 2,　・・゜｀９　1,rightward from　the leftmost　son　in　order.　Then,
let Ｑ（･i) be the sequence obtained by　arranging　Ｚ　sons　and logic
ｇａｔﾆｅ△£　of‘£　as　follox゛ｓ:
Q（2:ﾘ　゛り1≒2　゛£3　”・’゜゜μ△£ (2.:L)
In the　computer processing.　△づ　is　represented by an negative
ｉｎｔﾆeger as　shown in Table　２．　The　integers　for /c-out-of一几 gate are
also listed for small values　of たand ｎ in Table　３．
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AND Gate ⑤ Λ －２
OR Gate ０ Ｖ －３




NOT Gate 宇 －Ａ －１
Table ３　　Values　Assigned　to Represent ｋｊれ　Gates
　　　　　　　　　in　ComputerProcessing
ｎ ｋ Assigned　Value ｎ
ｋ Assigned
　Value














































１ｎＱ（･i) is　an intermediate　event ， then　substitute
) for element　e. . of Q(･£）．　Ifintermediate event ～tJw｀1｀゛｀-｀･>_c X V^ｔp：／/www.w.co.jp.lllC.^11 L.　惣ｊ｀’‘｀『V " / ･　　』-よ-　XLl L-Ci. ILIC・１』Ldce　ｃｖｃｌｌＬ６．ｔ
Is　contained　further in　the sequence obtained by　the above substitu-
tions.　then　substitute again　the　sequence Q(e ) for:　ｅ゛ent“が
By repeating　this process, we　can　obtain the sequence P(i ) t：hat











P(1003) = 8 9 10[回二百二y][豆‾巧二立]|13 16 V!　2/3　V　　(2.2)
Similarly Ｐ（1002）ａｎｄ Ｐ（1001）ａｒｅ obtained:
P(1002) =13 5 7　V　2 4 6 7　V　A
P（1001）＝　１３５　７　Ｖ　２４　６　７　Ｖ　Ａ　８９　１０　11 14　Ｖ　１２　１５　Ｖ
　　　　　13 16 V　２／３ V V
　　　　　　　　　　　　　　　３０
　　　　Now we can obta：１ｎthe sequence ＴＳ（‘£）ｂｙreplacing each pri-
mary　event with value +1 (named ａｓｌｅａｆｅｌｅｍｅｎｔ)and each　logic
gate having Ｚ sons with value -Cl - 1) (named as node ele。飢右）
１ｎ the process of obtaining reverse Ｐｏ:lish sequence Ｐ（ぞ）．　This
sequence ＴＳ（ｲｻ）１ｓnamed as the ｔｒｅｅｓｅｑｕｅｎｃｅof 乱I
　　　　Applying　this　technique to　event　:L003　of Fig.　8，





ＴＳ（1003）＝１ １ １ １ １ －１　１ １ －１　１ １ －１ －２ -３
Similarly TS（1002）ａｎｄ TS(lOOl) are obtained:
TS(1002) =1111-3 １ １ １ １ －３－１
TS(lOOl) =1111-31 １ １ １ －３ －１１ １ １ １．１－１１ １ －１
　　　　　　１ １ －１－２－３－:L
(2.3)
　　　　Thetree sequence of each event　of binary　fault　tree contains
only +1 and －１．





　　　　Additionally the event sequence ES（､i) is defined as the
sequence obtained by replacing each　logic gate with its　output
1n the process　of obtaining reverse Polish　sequence､Ｐ（。£）.
　　　　Forevent　1003 of Fig. 8 、
4）
5）
ES(1003) = 8 9 10 11 14 1007 12 15 1008 13 16 1009 1006 1003
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２。４　Properties　Concerning Tree　Sequence




１）　the sum never becomes Ｏ　or negative while adding, and
２）　the total　sum, which　is　called　the sum of　tree　sequence, is +1.
　　　　　This　property　　is　checked by tree　sequence TS(1003) for the





The value in　the parenthesis under　each　element　is　the sum from
the　first　element　to that　element ；　certainly　any value　is not　ｏ　or
negative.
　　　　　(P.2)　In　ａtree　sequence with　two　or more elements, the
sequence　obtained by removing the　last　element -m (the last　element
is　always　ａ node　element) can be　partitioned　ｉｎｔﾆo m +1 tree　subse-
quences　and　the way of partition　is　unique.　Accordingly　the tree
sequence　represents　uniquely　ａ tree　that has　each　leaf　elementﾆ　as
ａ　leaf　and each node element　as　ａ node.
　　　　Each　tree　subsequence　obtained by　the partition　of Ｐ．２is　said
ａｓｏれ　ｏｆｔｈｅｔｒｅｅｓｅｑｕｅｎｃｅｓ　and　the　tree sequence　is　then　the
fatﾆher　of　each　tree subsequence･









1 1 －1 1 1 －1 1 1 －1 －2　　－3
　　　　　　Ｓ4
　　　　　　　　　32
It　can easily be checked that　each ｏｆそL゛弓゛S31ら．ａｌｓｏ has Ｐ°１’
The algorithm for obtaining the sons　of　tree sequence is　given
later (see Ａ．２ ０ｆ Section 2.5)・
　　　　The proofs　of Ｐ．１ and Ｐ．２　are given in Appendix Ｂ．　　These
properties　imply　that　ａ tree　sequence represents　completely　the
branching　structure of tree　and reveals many kinds　of properties
of　tree.　The　analysis　of　fault　tree is therefore reduced to　the
processing　of　reverse Polish　sequence and tree sequence・
　　　　From p.2, the following facts　are verified：
（ｉ）　When the sequence obtained by removing the last element －（乙－1）
from ＴＳ（を）ｉｎ Eq.(2.5) isイpartitioned into Z sons of ＴＳ（Ｏ accord-
ing to Ｐ．２， those sons　ａｒｅＴＳ（゛ｉ１）’ＴＳ（％2）’　・゜・・・3　TS（ｅ　-Ｔ) in order
from　the leftmost son, and the corresponding sequences of ?(i) are
Ｐ（％１）’Ｐ（ｅｉ２）’・・・●・３　Ｐ（％Z）’l°espective:Ｌｙ゛
(ii) Suppose we have ａ sequence　composed of　leaf　elements　and node
element：Ｓ　and　it has properties　1) and 2) described in P.I.　Then
we can uniquely　compose ａ tree　corresponding to　that　sequence・
　　　　The　following properties　of　tree sequence　are also obtained
from　the properties ･of　ａ‘tree.
　(P.3) 1) The tree sequence with　length one　is　１．　2) The tree
sequence with　length　two is　１ ０．　3) The tree　sequence with　the　length
more　than two necessarily begins with　１　１ ０ｒ　１０ , and　ends with ａ
node　element ．
　　　　（Ｐ．４）Ｔｈｅｒｅ exists　only one　tree　subsequence　that has　a node
element　of tree sequence as　the　last element.ﾌﾟ　The　last　element　of
ａ tree subsequence　is named as　the ｖｅｖｖｅｓｅｎｔａｔiりｅｌｅｍｅｎｔof　that
tree　subsequence.
　　　　（Ｐ．５）　The number of　tree　subsequences　of　ｔｈｅこtree　sequence
is equal　to the length　of　the tree　sequence.
　　　　（Ｐ．６）　The　sequence　obtained by replacing ａ　tree subsequence
with　another tree　sequence is also ａ tree　sequence.
　　　　（Ｐ．７）　The　sequence obtained by　removing ａ　tree subsequence
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from the　tree　sequence and then　replacing　the representative ele-
ment一睨　of　the　father of　that　tree　subsequence with －（ｍ－１）（ｒｅ－
moving it　if Ｚ７?＝Ｏ）ｉｓ　also　ａtree　sequence.
　　　　　（Ｐ．８）　The　first　treesubsequence of　the　tree　sequence　１Ｓ　de-
fined　as　the　tree　subsequence　:Ｌ１　1...1 一加(the number of　leaf　ele-
ments　is m + 1) whose　representative element　is　the　first node　ele-
ment －ｍ　０ｆ　the　treesequence.　The　tree　sequence　is　reduced to





are　obtained by　using　the properties mentioned　in Section 2.4.
　　　　（Ａ．１）　Algorithmfor obtaining　the tree subsequence having as
the　representative　element　ａ node element － V of　the　tree sequence｡
　　　　Add the value of each element　successively to the left start-
ing at - V (including －り）．　If the sum becomes ＋１for the first
time at　ａleaf　element while adding, then　the　subsequence　from that
leaf　element　ｔｏ－り　is　the tree　subsequence to be　required.
This　algorithm is　Illustrated by TS（1003）ｏｆ Eq. （2.3）
TS(1003) =11:L 1 1 -1 1 1 -1 １ １ -１
⑨-３
Suppose　that we want　to　obtain　the　tree　subsequence having　the clr-






The value　in the parenthesis under　each element　is　the sum from the
first　to that　element.　The sum becomes 十:Ｌfor the first　time at
the fourth element　of ＴＳ（1003）．　Thus　the underlined part　is　the
tree subsequence to be　required.
　　　　（Ａ．２）　Algorithm for obtaining sons.　Ｓ１｀　Ｓ？　･ ･ ･ ）　ＳＰ　of
TS(i) (The last element of TS(i) is －（Ｚ－１）．）：
　　　　Step 1：　　Set q←ら　then let ｊ?y be the sequence obtained by
removing the last ｅ:Lement　of ＴＳ（£），ａｎｄgo to step　２・
　　　　step ２：　By using A.I, obtain　the tree subsequence whose　rep-
resentative element　is　the last element　of R ,　then put　this　tree
subsequence　ａＳ勺，ａｎｄ go to step ３．
　　　　　　　　'１Step ３： Ｌｅｔ
q-1 be the sequence obtained by　removing S from
ｌｆ９°2, let S°芦９－１ and stop° If ９ ≠2, set ９←９－１勺．　If = ,
and go to step ２．
　　　　Itcan easi:ly be verified that　four sons of TS(1003) indicated
in Section ２．４are obtained by using A.2.
　　　　（Ａ．３）　Algorithmfor obtaining the representative element　of
father of　ａtree　subsequence：
　　　　Addthe value of　each element　successively　to　the right start-
Ing at　the next　element　of the representative element　of　the tree
subsequence.　　If　the sum becomes Ｏ　ornegative for　the　first time
at　ａnode element while adding, then that node element　is　the rep-
resentative element　to be required.
　　　　ForTS(1003) of Eq. (2.3), the representative elements of
fathers　of　the　circled　element　and underlined tree　subsequence　are
shown below by　the arrows,　respectively･
TS(1003) = 1
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　　　　Let　Ｒｌ be　ａ tree　subsequence　of the　tree　sequence and
''l be
the　representative　element　ｏｆび1゛と７２ be　the　father　of じ１ and Ｊ２　be
the　representative element　ｏｆじ２゛ａｎｄ then Ｃ３ be　the　father of （７２
and Ｊ３ be　the representative element　of じ3’　When　the above process
１Ｓ　repeated successive:ly, the sequencｅ　Ｊ J2 J3　°゜‘゜‘　isnamed as
the ａｓｃｅｎｄｉｎｇｐａｔｈ.£ｘom J1‘　The　ascending path　from 'l is obtﾆained
by applying A.3 iteratively｡
　　　　The ascending path from the circled element of TS（1003）ｏｆ
Eq. (2.3) are shown below by　the arrows.　■
TS(1003) =111
J1 J2 J3 J4
　　　There are　cases　of　redesigning a system, such　as　adding some
subsystems newly, replacing ａ subsystem with　another　subsystem and
removing some subsystems.　　工ｎ such　cases, we　can easily　obtain
Ｐ(100:L)，TS(1001)ａｎｄ ＥＳ(1001)foｒ top event 1001 0f fault tree of
the redesigned system from those　of　the original system as　shown
In the following methods (1), (2), (3).
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(1) Adding ａ son ８ to the sons of event £．
　　　Insert ES(s) just before ｉ　in event　sequence ＥＳ(1001)ｏｆ　top
event　1001．　Insert P(s) and TS(s) just before the element　corre-
sponding to event i in Ｐ(1001)ａｎｄＴＳ(:LOOl),respectively.　Then
replace with －(り＋:L)the node element －りof TS(lOOl) corresponding
to event i;.
(2) Replacing an intermediate event i with another intermediate
　　　event i'.
　　　　Replace ＥＳ(･£)，Ｐ(ﾔ£)and ＴＳ(‘i)with ES(i'), P(i') and ＴＳ(‘£゛)，
respectively・
(3) Remov：ing an event ‘£from the fault tree.
　　　Remove ＥＳ（･i),P(･£) and TS(-£) from ＥＳ（1001），Ｐ（1001）ａｎｄ
TS(lOOl), respectively.　Then, replace the representative element
－ｍ of the father of ＴＳ（‘£)with －（ｍ－ 1) if ７７･≧２．　If m = 1, remove
-７７･and the corresponding elements of ＥＳ（1001）ａｎｄ Ｐ（1001）．
　　　We can transform P(i) and ＴＳ（£）ｏｆevent i into the equivalent
shorter sequences by　the　following method・
(4) Shortening reverse Polish sequence and tree sequence・
　　　Let Ｓ be ａ tree subsequence of TS(i) and 一両be the represent-
ative element　of Ｓ．　Suppose that the element　of P(i) corresponding
to －Z7･１Ｓ AND-gate （ｏｒ OR-gate) .　　　　　　　　　　　　　　　　　　／
　　　Find AND-gates （ｏｒ OR-gates?　G1゛G2゛゜’‘゜゛Ｇｇ　among　the repre-
sentative elements of the sons of 5, and suppose that　the elements
of TS(%) corresponding to those gates are -m,, -'"2'‘’゜゜゛‾７７?９゛ｒｅ‾
spectively.　　Then, we can obtain the equivalent　sequences by remov-
ｉＪｌｇら.’弓゛“’゜’QfioIII P(i) and -m-, -m^. ゜’゜゜,-m fi°om TS(i),
and then changing　一司Into －（7･1+ m:L十”’2十¨゜゜．＋５）゛




Ｐ（･i) = 12　Ｖ　３　４５　Ｖ　７８　Ａ　9 6 10　Ｖ　Ｖ　Ａ
Ts(ぞ)＝　11 -1 ①(Tiﾖ)(j)j]]j)(てこ⊇)⊇)-3　-1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｓ
The elementﾆ　of P(i) corresponding to representative element －３
of tree subsequence Ｓ of TS(i) is OR-gate (represented by -3).
There　exist　two OR-gates　Ｇ１゛Ｇ２　among　ther presentative elemenets
of　four sons (circled) of S. .　Because m = 3, m^ = 1 and m^°２゛
ｙ７７＋7771十ｍ２°６゛　Accordingly we　can obtain the　following equiva-
lent　sequences.
Ｐ(‘£)＝１２　Ｖ 3 4 5 7 8　Ａ 9 6 10　Ｖ　Ａ
TS（づ）＝　１ １ －１ １ １ １ １ １ －１ １ １　１ -６ －１
(5) Transforming　the sequences　for　the　fault　tree with　only AND-
　　　gates　and OR-gates　into　those　for an equivalent binary　tree･
　　　　Replace each node element -ﾘ(V >. 2) with sequence -1 -1 ..・．－１
(length ｘ･）ｉｎ　treesequence ＴＳ（１００:Ｌ）ｏｆ　top　event　1001,and　then
replace the logic gate of P(lOOl) corresponding to -V with the se-
quence composed of Ｖ　logic　gates　of　ｔﾆhesame kind.　The　sequences
obtained are the tree sequence and reverse Polish　sequence of　the
top　event　of　an equivalent binary　fault　tree.
　　If the fault tree has Ｐ(£)ａｎｄTS(-^) given at the beginning
of this page as Ｐ(1001)ａｎｄ ＴＳ(1001)，ｔｈｅｎthe sequences for an
equivalent binary fault　tree are
Ｐ（1001）＝　１２　Ｖ　３４５　Ｖ７８　A 9 6 10　Ｖ　Ｖ　Ｖ　Ｖ　Ｖ　Ａ
TS（1001）＝　1 1 -1 1 1 1 -1 1 1 -1 1 1　1 -1 -1 -1 -1 -1 -1
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２．６　Treatment of Mutually Exclusive Primary　Events
　　　　This　section explaﾆins how mutually exclusive primary　events　are
treated in　the sequence representation, when they appear　in the
‘fault　tree.
　　　　Consider an exhaustive ｓｅｔりof％ｌｌ゛tually　excl゛ｓｉ゛ｅ primal：ｙ
events ．　They have the same event number ｉ and each of them １Ｓ
assigned another　index number J, J°1, 2 , aタ　i゛ｅ°,they are
repi:esented bｙ（ち:L）’（ち　2）9　‥¨’（ち％）　(note　that　they　are
represented ｂｙＥ｛,１｀Ｅｉ２゛’゛‘゜'^^≪.'　respectively, in Chapter　1｝゜
Let Ｙ£ｂｅ the ｌ!umber of primary event:ｓ　in Φ･Z;which appear in the
fault tree; Yi≦（≒゛　If Y･£゜19　then primary event (i, j) appear-
ing in the fault　tree can be represented by　only event　number ぞ．
　　　　「rhen,in reverse Polish sequence Ｐ（？）ｏｆtop event T, all
events in Φｉａｒｅrepresented by event number ｉ;゜Another sequence
MS(r) is prepared to distinguish each of them from others: Ms(r)
has　the　index nvanber J･ａｓ the element　corresponding to event (i,　ｊ）
１ｆＹ･Ｚ;≧２ and has　the value ｏ as the ｅ:Lement　corresponding　to　each
logic　gate　or primary event （も3) in the case of 殆゜１゛
　　　　For the fault　ｔﾆree of Fig.　１ in Chapter　１９　the sequences　are
obtained as　follows ．
?(T) =12 3　Ｖ　Ａ１･２３　Ａ　Ｖ　Ｖ
Ｔｓ（？）＝　１ １ １ －１ －１ １ １ １ －１ －１ －１
MSC?) =2220　0 3 3 3 0　０　０
(2.6)
　　　　For　the　fault　tree of Fig.　５　１ｎ Chapter 1, the sequences　are
obtained as follows, since ’Ｙ１° Ｙ２゛ Ｙ３ ° Ｙ４ °１ and Ｙ５ ° Ｙ６ °
２’
　　　　　Ｐ（？）＝　2 3 6 5　V　V（Ｖ　６５　A 4 V　２Ｖ　A 1 V
　　　　Ts (r) =　1111-1 －１－１１ １ －１１ －１１ －１－１１ －１　　(2.7)
　　　　ＭＳ（？）＝00110　０　02200000　０００
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　　　　Toreduce storage requirements, sequences ＴＳ(？)ａｎｄMS(r) can
be maken into　one　sequence TMS(!r) which has　as　the qth element
the sum of the qth ･elements of TSCT) and ＭＳ(？)．
　　　　For the sequences of (2.6),
TMS(r) = 3 3 3 -1 -1 4 A A -1 -1 -1.
For the sequences　of (2.7)タ






enumeratﾆing minimal cut　sets　of　fault　tree.　The improvement　is　to
reduce the number of　checks　of redundant　terms　for the logical
product　of　two reduced sum-of-product　forms ． The algorithm for
executing　this process　is presented and illustrated by　an examp:Ｌｅ・
The computational results　for several examples　are presented　to
demonstrate the efficiency　of　the algorithm.
３．１　Introduction
　　　　As　stated in Chapter 1, the top　event or an inteinnediate event
can be represented as　ａBoolean　function of primary events　derived
from　that　event, by　treating the symbol attached　to　each event　as
ａ binary variable having　the value １ ０ｒＯ　corresponding to　the
state that　the event has　or has not occurred.　If　the Boolean　func-
tion　for　the　top　event　is　coherent, the reduced Ｓｕｍ-ｏｆ-ｐｒｏｄｕｃｔ（Ｓ．
ｏ・p.) form　is minimal and　the set　of primary　events　appearing　in
each　term is　ａ minimal　cut　set.　It means that　ａ１１Ｐｒ:imary events
of　ａ minimal cut　set must　occur at　ａ minimum for　the top　event　to
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occur.　The　list of all minimal cut　sets　Is　useful　for various
probabilistic evaluations.　the determination of　critical path　to
the occurrence　of　system failure, etc. [ 5, 20, 70］　If　the Boolean
function for　the　top　event　１Ｓ not　coherent, the reduced s.o.p. form
may not be　minimal, but　it　１Ｓ　stillａ symplifled s.o.p. form
useful　for　fault　tree evaluation。
　　　　Some algorithms have been presented　for obtaining ａ reduced
Ｓ．０・ｐ．　formfor　the　top　event.　They　can be classified into　two
groups： bottom-up ［8, 72］and top-down ［17, 28, 61]. A bottom-up
algorithm begins with primary　events and works　upward　to　the　top
event while ａ top-down algorithm begins with　the　top　event　and
works　downward　to primary events ．　Either　algorithm is based on the
principle of　discarding redundant　terms　from ａ s.o.p. form to yield
the reduced s.o.p.　form。
　　　　General:1-y　speaking, it　takes　too much computation time　for
obtaining all minimal cut　sets, as　the scale of　fault　tree becomes
large.　　This　chapter aims　ｔ０　Improve the conventional bottom-up
algorithm［８］so as　to obtain all minimal cut　sets more quickly.
The　improvement　is　to reduce　the number of　checks　of　redundant
terms　for　the　logical product　of　two reduced Ｓ．０・ｐ．　forms.　　ｌｔﾆ　１Ｓ
proved　that, when　the　logical product　of　two reduced Ｓ．０・ｐ．　forms
１Ｓ　expanded by　the distribution rule, one need only　check if　each
resulting　term is　absorbed by　some terms　of　two original s.o.p・
forms.　　Only　the algorithm for executing this　process　１Ｓ presented
１ｎ　this　chapter;　the entire computer program to obtain all minimal
cut sets is given ｉｎ［５５１。
　　　　Section ３．２　is　ａgeneral view of algorithm and　the　detailed
algorithm １Ｓ　given in Section　3.3.　Section　３．４　illustrates　the
algorithm by an example and　Section　３．５presents　the computational
results　for　several examples　to　demonstrate　the efficiency of　this
algorithm.
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3.2　Preliminaries and General View
３。２．１　Preliminaries
　　　　　Someterms　andnotation used in this　chapter are defined
below.　Basic　terms　on fault tree defined In the　former　chapters
are used in succession.
■peduoed ｓ．Ｑ･ｐ．　fovm　　　　ｓ．ｏ･ｐ．　formobtained by discarding redundant
　　　　　　　　terms　fromａ ｓ．ｏ･ｐ．　formof Boolean function by applying









reduced s.o.p.　forms　for two events;　ﾇＣ°１ｓ　２
number of terms of ？ｋ’
dummy Index for terms of ？１．。
　　　　　　　　　　　　　　　。ｋ
set of primary events appearing in term i of 飛゜
｛％１’％２’
゜”” ゜㎞ｊ°
whole set of unions of an ｅ:Lement of A and an element　ｏｆ　Ｂ
for two sets A, B each element of which １Ｓ ａ set of pri-





set of primary ev゜ts ｃ゛・・entlybeing checked; Ｃｅと71＠Ｃ2




reduced s.o.p. form of　logical product !Ｚ１１？２’
set　of　sets　ofprimary　events, each being　the set　of pri-
mary events　contained in ａ term of ？．
empty set.
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common Ｐｒ£17?の？～りent　　　　primary event　appearing　in both T and ？2・
ｎＱれ-Ｃび7罰onprimary　event　　　　primary　event　appearing in only one of
　　　　　　　　　？１and ＴＩ゛
absorb　　　ａＰ absorbs c9 1f ご?Ｐ　ｃｃｇ　for two ｓｅｔｓ　ｃ，ｃｑ of pri-
　　　　　　　　　　maryevents.
　　　　Additional notation １Ｓ　defined In Section 3.3.
　　　　In this　chapter, the　following assumptions　are made：
　　　　１．　Mutually　exclusive primary　events　are allowed to appear ・
１ｎ the　fault　tree.
　　　　２．　The Boolean　function for　the　top　event need not　to be
coherent.
　　　　３．　Only OR & AND gates　are allowed.　If　logic gates, such as
NOT, XOR, NAND,ﾄた－ｏｕｔ－ｏｆ－れ,appear in the　fault　tree, then　the algo-
rlthm can be applied after　transforming　it　into an equivalent　fault
tree containing only OR & AND gates.
3.2.2　General View of Algorithm
　　　　The algorithm begins with primary　events　and repeat, until
reaching　the top　event, the process　of　expanding　the logical product
(for AND gate) or sum (for OR gate) of reduced Ｓ．０･ｐ．　forms　for　two
causative events　into ａ ｓ．ｏ・ｐ．　formby　the distribution rule and
then discarding redundant　terms by applying the idempotence and
absorption rules　to yield an equivalent reduced s.o.p.　form.　This
structure is known as　ａbottom-up　algorithm［　8, 72].　Our algorithm
has　also　this　structure。
　　　　The　logical combination of　two　reduced s°Ｏ°p.forms having "l
and n≫　terms yields　ａ s.o.p. form having ｎ１Ｘ れ２　terms (for ａ pro-
duct) orれ:L十れ, terms　(for ａ sum) by applying the distribution
rule;　thus　there are ａ sharp　increase of　terms　in the expansion of
any　combination.　Ａ１１ pairs of terms must be checked against each
other by applying the idempotence　and absorption rules.　　Since,　for
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ａ product, the totﾆal number of pairs of ?２１ｘ n≪ terms　１Ｓ?Ｚ１?１２Ｘ
（”１”２‾１）゛ｔｈｅｎｕｍｂｅｒof　checks by　two rules becomes　steeply
greater　as Wj, increases.　Thus　the checking for products would
dominate the computation time, especially　for ａ fault　tree having
AND gates near the top.　　The conventional bottom-up algorithms
［　8, 72］do not　take notice of　this　fact.　Accordingly　it　is
desired　to　shorten ｔﾆhe computation time of　expanding and checking
for logical product;　hence, our effort　is　focused on this　point。
　　　　Consider　the process　of　obtaining ？ from the logical product
m m°　Each primary event appearing in !Ｚ７１゛
!Ｚ７２　isclassified　into
either comtnon primary event or non-common primary event.　The algo-
rithm for obtaining Ｃ７１ｓbased on the following principles 。
　　　　１．　Ifc contains only non-common primary events ， then Q is
ａ:Lways　an element　of Ｃ７．　Thus　it　isnot necessary　to　check ａ at
ａ１１。
　　　　２．　Ifａ contains at leas ｔ one common primary event, then only
elements of　ａ subset ｏｆ（７１Ｕ Ｃ７２are required to check ａ’
　　　　The use of　these principles　appreciably decreases　the number
of checks.　The theoretical limit　to　the number of　checks by our
algorithm １Ｓ”:L”2X (n十riy - 1) while　that by Bennetts'　algorithm




　　　　In this section, the algorithm, called ANCHEK, is presented
for obtaining the reduced ｓ°Ｏ°p.form ？ of　logical product ？１!Ｚ７２゛
ｉ゛ｅ°
’
yleldi昭じ from C1’ ら゜Then the algorithm (called ORCHEK)
presented by Bennetts [ 8］for obtaining　the reduced Ｓ．ｏ・ｐ･．　form
of logical sum !Ｚ７１Ｕ ？２is modified.　These algorithms　are the parts
of the　entire algorithm for obtaining all minimal　cut　sets.
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ANCHEK Algorithm:
　　　　ｓｔｅｐ　Ｉ.　Classify primary events　appearing in C , C into
common and non― common ｐｒ:tmary events.
　　　　To do this, obtain ｓｅｔ（ａ１１ Ｕ °１２Ｕ　°゜゜’Ｕ °１れ１）．∩（゜２１Ｕ °２２
Ｕ
”’゜Ｕ °２”２）’
The elements　of　this　set　are common primary　events.
Other primary events are ｎｏｎ-Ｃｏｍｌｎｏｎ．･
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゝｓｔｅｐ ２.　Ｐ８・tltion‰ (foi° ｋ °1, 2) into　three ＳｅｔﾆｓＣｋ?Ｃｋｂ゛
ｋｃ
　　　　Ｃｋａ：　the set　of　elements　of C-, containing only common primary
events.
　　　　＼ｈ：　the set　of　elements　ofC^ containing both　ＣＯＩ°on and
non― common primary events.
　　　　＼ｃ：　the set of　elements　of 'k　containing only ｎｏｎ‾ｃｏｍｍｏｎ
primary　events.
　　　　Ｓ加P 3‘　Find the μ）:Llowing sets fromらLa' ^2a' ^li' 'ib-
　　　　Ｆ　:　　the set　of　elements which are in both C- and 'la゜
　　　　＾ｋａ(orF,く1:））: the　set　of　ｅ:lements　of‰α（０ＴＣｋｂ）’ｅ３ｃｈ of
which could be absorbed by at least　one　element　ｏｆＣ（３-た）α゜　’ＤＯ
for k = 1, 2.
　　　　ｓｔｅｐ４.　Ｌｅｔｒ”ΞＣｋ（ｌ‾（ＦＵＦ飽）・ｃ臨Ξ＼ｈ － Ｆ辿１０１: ｋ＝
1, 2.　Then set　C7 is　obtained by　the following 6　checking rules・
　　　　4゛1　For Q ｅ（FUF1αUF:LゐＵ Ｆ２αＵ Ｆ２Ｚ,）’゜Ｇじ゜
　　　　４’２　For ｃ ｇ ＣＩα　＠　r"　letD.Ξｈａ for /c = 1, 2 and check








check ｃ by Subroutine RULEA.
　　　４’５　Ｆｏｌ： ゜ ｅ Ｃ１．＠（弓α
'ＤΞＣ.LZﾝ
let ZﾌたΞごたαＵ‰Ｚ）ｆｏｒ ｋ °１゛２ and
Ｕ呪 ) (or゜ｅ（CIαU C') R C^ぶ), let
（０ｒ　Ｄ≡C^-T) and check ° by Subroutine RULEB.
４．６　For o B C
1ａ
Ｑ Ｃ２?゜^ C if ａ contains　two or more mutu-
ally　exclusive primary　events.　　Otherwise Ｃｅ と7.
Subroutine RULEA:
　　　Ｓｔ町
events, then ａ i C and return to ANCHEK.　Otherwise Ｓｅtたや１，
ｉ ４-１ and go to step ２．
　　　step 2.　１ｆａなぞ6Zﾌkand％£≠゜1ひforだ１（％琵≠゛2j゛ for
k°2), then check ° by °using the folio゛ing 4　sub-rules.　Other-
wise go to Step 3.
　　　８’ If °どｃ ° and °EU °2j* c ° for た１（゜瓦大U°Ｍｃ°
ｆｏ１:k = 1), then ａ ¢Ｃ and return to ANCHEK.
　　　b° If °Ｕｃ°゛d°feiU ｃ,2d＊　 °’‘しくひfor k ° 1 （゜li* u ^ki
゜c. i<3* １０１:ｋ = 2), then ａ ４ Ｃ and return to MCHEK.
ｃ‘　If °Ｍｃ ° and °屈Ｕ ｃ２ｊ･ｋ゛ ｃ． i　＞　ｉ＊ for ｋ ° １ （゜１･£１Ｕ °れ
゜e.　i >j* for k°2), t:hen store ａたｉas an element　of　ＳｅｔＳｋ£ｉ　for
ｋ＝１（ｓkj‘ｋｌｏｌ:ｋ = 2) and go to step ３．
ｄ
If °１･£φらthen go to step 3
　　　ｓｔｅｐ　３.　ｌｆｋ°１ and i = n^, then set k‘゛‘２゛£‘゛“１and go to
Step　２．　１ｆ k = 2 and i = n　, then go to Step ４．　Otherwise set
　　　　　　　　　　　　　　　　　　２
ｉ゛’£＋１ and go to Step ２．




then ａ Ｓ!C. Otherwise ａ ｅ Ｃ７．　Return to
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Subroutine RULEB ：　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’
　　　　ｓｔｅｐ　Ｉ．　　Ifａ contains　two or more mutually　exclusive primary
events, then Ｃ ダびand return to ANCHEK.　Otheirwlse　go　to　Step　２．
　　　　Ｓｔｅt
ａ Ｓ!Ｃ７．　Otherwise ａ ６（７．　Return　to ANCHEK.
　　　　Theproofs　of　６　checkingrules　in Step　４　０ｆANCHEK are given
１ｎAppendix Ｃ°　The　logical product T T　can and might　contain
mutually　exclusive primary　events.　Mutually　exclusive primary
events need not　be distinguished　from non-mutually　exclusive
primary　events, except　that Ｃ　１Ｓ　deletedif Ｃ　contains　two　ormore
mutually　exclusive primary　events 。　(See Step　１０ｆ　Subroutines
RULEA, RULEB.)
　　　　Upontransforming the logical sum of　two reduced s.o.p. forms
？Ｐ　？２　intoan equivalent reduced s.o・ｐ．　form,ORCHEK algorithm
presented by Bennetts［8] is modified so as　to　check each　term of
？1 only by the ｔｅ°ｓof ｱ２：　this　treatment　is proper because the
terms:in a reduced s.o.p. form do not　absorb　each other.　This　tech-
nlque　seems　to be more effective　than preorderlng　the terms　of




　　　　Ｓｔｅｐ_2.１ｆc, . c二ぴ２ｊ゛ｔｈｅｎput Ｃ２ｊin set Ｓ２･and go to step 3.
１ｆａ１にﾆﾆ3 o ., then put ａｌｉｉｎ set Ｓｌ and go to Step ５．　If ａ　。゜
C-., then put （?１ｆ　Insets 5-,　Ｓ２゛Ｓ and go to Step　５．　０ｔｈｅｒｗ已
go to Step 5
　　　　ｓｔｅｐ３.　If ｊ ° "2'　then go to Step ５．　If ｊ φ?!,≫ then set
ｊやｊ＋１ and go to Step ４．
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　　ｓｔｅｐ４.　Ｕ ｅ＾.　ｅＳ２ t゛hen go to Step 3. If ^2,- i S^, then
go　to Step　2・
　　　Ｓ加Ｐ ５’　ｌｆｉ°れＰ　then go to Step ６° ｌｆ£≠れ1゛　then set
i ■<-i + 1.　.
　　　If °l^ S., then repeat step 5゛　If °1ぞ¢Ｓ１’　thenset J ■<-1
and go to step ４．
　　　ｓｔｅｐ６．　　Stop.　Primary　events　contained in each　element of
set (び1‾S1）U（ｃ_-ｓ２）Ｕ Ｓ ＣＯ°pose８ term of the reduced s.o.p・
form of ｌＺ７１Ｖ？２°
３。３．２　Overall Algorithm
　　　　　Thebasic operation of　algorithm １Ｓ　to　obtain　the reduced
ｓ．ｏ・ｐ．　formof　the output of a gate from the reduced Ｓ．０・ｐ．　forms
of　its　inputs.　ANCHEK algorithm １Ｓ　applied for AND gate　and　　　ｌ･
modified ORCHEK algorithm for OR gate;　since each algorithm operates
on two reduced Ｓ。o.p. foimis　at ａ time, it　１Ｓ　applied (Z. -　1) times
for ａ gate with Ｚ inputs.。
　　　　　Theorder of　applying the above basic operation begins with
the lowest　gate of　the　fault　tree and proceeds　toward upper　gates
successively.　This process　１Ｓ　realized by　the list processing
technique using reverse Polish sequence and tree sequence presented
in Chapter ２．　This　structure of overall algorithm is　same as
Bennetts' algorithm [ 8１　１ｎprinciple* except　that Bennetts　uses
MULTIPLY　& ORCHEK algorithms　for AND gate and ORCHEK algorithm for
OR gate as　the basic operation.　The　flow chart　of　overall algorithm


































3｡4　Illustration of Algorithm by Example
　　　　MCHEK algorithm presented in Section ３．３１Ｓ　illustrated by
the example of　fault　tree of Fig.１０　with１６primary events which
are represented by　Integers　from ｌ to　１６．
　　　　Nowconsider the stage that　the reduced s.o.p. forms ？１゛？２
for two intermediate events E^, £",have been obtained.
The elements of Ｃ1 ａｒｅ：
゜11 °'{2･5}・゜12 = {3,6,10},゜13 = {10,16},゜14 °{2.3},
゜15 = {3,6,14},゜16 = {5,10,1リ’巳L7 °{8,9,13},゜18 ={1,6}
The elements　of び2 are:
ｃ２１ °｛３゛ ６｝゛ｃ２２ °{4,12}, ^23 = {1,6,14,15}, o °{7,8,13},
゜２５ = {7,12,15},゜２６ = {2,3}゜
　　　The results　obtained by　the steps　of ANCHEK algorithm are
shown below;　in Step　４，!二he number in parens.　is　the number of
checks by using RULEA or RULEB.
ＳｔｅＲＩ.:　　The ｃｏ゛゛on primary十events are １９万　29万　3万1万　69万　89万　139万　14and
the non―comm万〇ｎ primary events are 4, 5, 7, 9, 10, 11.万　129万　15万9万　16.
Ｓ幼P 2’じ1α゜佃14゛ ａ:L5゛ ^18>' ^IZ,゜佃１１゛ ｃ１２゛ａ１７｝゛（７１ａ°
｛ｃ１３３
a16 >･ 'tu -･｛c21s ゜26｝？と-26■<゜23･゜11?' ^lo °｛゜22’゜25｝
sｔｅｐ　３．　Ｆ゛｛゜14（ｅq1181 °26）｝’F1α゜｛゜15｝’FIZ， 7 ｛゜12｝’F2α゜φ’
F2Z，゜｛゜23｝’
step 4°ｑα゜｛゜18｝’弓α゜｛゜21｝・じ:6 °｛゜11’ ゜17>-弓わ゜｛゜24'-
4’１　Let a12 e らa14 6 らc15 e ら　ｃ２３６Ｃ･











































４．３　°１８Ｕ °２４= {1,6,7,8,13} e Ｃ”(5).゜１７ Ｕ °２１= {3,6,8,9,
　　　13} 6ら(6).゜11 U °21 = {2,3,5,6}:ﾆﾆ）゜14 ^"'^ ^11 u a21
　　゜町.4 U °21･く2）’
4゛4　'^ll U °24 J｛2･5･7･8,13} 6 C, (8)゜゜17 U °24. = {7,8,9,:L3｝
　　　６ら（8）.
4°5　°13U °24 °{7,8,10,13,16} 6ら（3）゜゜16 U °24 °{5,7,8,
　　　10,11,13} 6ら（3）゜゜18 U °22 = {1,4,6,12} eら（2）゜
　　　゜18 U °25 = {1,6,7,12,15} 6ら（2）゜゜11 U °22 °{2,4,5,12}
　　　ｅら（２）゜゜１１ Ｕ °２５= {2,5,7,:L2,15} 6ら（2）゜宍L7 U °22
　　　= {4,8,9,12,:L3} eら（2）.　I
　　　°13 U °21 °{3,6,10,16}ﾆﾆ）c12’（2）゜宍L6 U °21 °
{3,5,6”
　　10,11}ﾆ゜゜12’（2）゜゜17 U °25 ゛ {7,8,9,12,13,15}゜゜24’
　　　（2）・
4.６　Ｌｅt町.3U°22°{4,:L0,12,ﾋL6｝６じ’町.3U°25°{7,10,12,15,
　　　16} e C,゜16 U °22 °{4,5,10,11,12} 6ら゜16 U °25 °{5,7,
　　　10,11,12,15} 6 Ｃ.
Thus C7 has ２０elements. The total number of checks in step 4 is
54.　Steps 1＆2 are executed by bit by bit AND/OR operations among
binary forms having 16 bits, each corresponding to ａ primary event,
by using bit manipulation technique [71]･　The number of AND/OR
operations　is 13　for step　1, 14　for Step　2.　　Step 3 requires　50　≒
additiona:Ｌ checks　to　obtain F, F1α゛F2α゛Ｆｌｊ Ｆ゛忿゜Thus our algo-
rithm requires　１０４　checks　and ２７AND/OR operations.　　For　comparison.
Bennetts' aleorithm ＼8］requires　５３４　checks without preordering
elements of QL＠C72 into an ascending order of number of primary
events　of　each element, and requires　２２１ checks　even if　the pre-
ordering is performed (the additional checks　for preordering are
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not counted) .　From these facts, the efficiency　of　our algorithm
１Ｓ　apparent.
３．５　Computer Program and Computational Results
　　　　We have constructed computer program BUP-CUTS (旦ottom-l!!ｌ algo-
rithm　for　enumerating minimal CUT　Sets　of　fault　tree) In FORTRAN
　　　　　　　　　　　　　　　　　　　　　　一一
language.　　The program uses　the　algorithm presented in Section　3.3.
BUP-CUTS program Is fully given in ［５５］．　The input and output for
the example　of Ｆｉｇ･，１０　are shovm　in Fig.　１１．　The list of top　event
or each　Intermediate event must be given as　data input along with
the number of　sons, members　of sons (listed in order　from the　left-
most　s on) and the logic　gate, where primary　events　are represented
by numbers　:L, 2, 3,　・●●　(less than 1000），ｔｏｐ event ｂｙ･1001, inter-
mediate events by numbers more than 1001, AND ･gate by －２　and　　∴
OR gate by －３．　If mutually　exclusive primary　events　appear in the
fault　tree, then the list　of　their groups must be also　given as
data input.
　　　　For　comparison, we have also　constructed another computer
program BEN-CUTS which follows Bennetts' algorithm［８］wholly・
Both programs　use bit manipulation technique［７１］to reduce comput-
ation　time and storage requirements.
　　　　Both programs have been tested on ａ FACOM ２３０－３８；　theprocess-
ing speed of　this　computer is　several　１０゛ｓ　of　order slower than
large digita:Ｌ computers （ｅ・g., FACOM M-190). In Table ４， the com-
putational results　of BUP-CUTS program are given along with　the
results　of BEN-CUTS　program.　Table ４　apparently　indicates　that
BUP-CUTS　is　efficient　and the efficiency becomes noticeable with
decreasing number of repeated primary events (which means primary
events　appearing more　than once in the　fault　tree) .
　　　　Our algorithm １Ｓ not　compared with Worrell's algorithm［７２］




UPPtK LIMIT　TO ＮＵＭ叫７ＲOF　MINIMAL CUTSETS
NUMBER OF　ＰＲ！MARY　EVENTS ｓ　　　１６
Ｓ ３り00
NUMBER OF　TOP EVtNl　And　iNTtRMtDIAn　EVfcNTS ･=
Ｅχistence OF　MUTUALLY FXCLUSIVb　EveNTS =


































































































































TOTAL NUMBER OF MINIMAL CUTSETS ｓ
















Computer Input and Output for





























































　　　　　１．　Worrell's　algorithmis based on the same principle as
Bennetts' algorithm。
　　　　１１．　At　eachintermediate stage of　implementation of　algorithm,
ａ top-down algorithm has　ａs.o.p. form containing not　only primary
events but　also　Intermediate events.　Accordingly, the combined
treatment　of primary events　and intermediate events　１Ｓ　required
at each Intermediate stage.　Hence, a top-down algorithm is more
disadvantageous　for saving computation time and　storage requirement
than ａ bottom-up algorithm that has　ａs.o.p.　form containing only








evaluation of　fault　tree efficiently　through　the　combined use　of
reverse Polish sequence and tree　sequence.　The method １Ｓbased on
the　strategy of　first　obtaining the　symbolic　form of　top　event
probability　and then computing　the　top　event　probability　from that
symbolic　form.　Storing　the　symbolic　form makes　easy　repeated
computations　of　top　event probability　and sensitivity　analysis.
This method　can extendedly be applied　for　fault　tree　containing
mutually　exclusive primary events・
４．１　Introduction
　　　　Onexecuting probabilistic　evaluation of　fault　tree by　the
Boolean approach, the main efforts have been made to generatﾆｅ　ａ
minimal or near-minimal sum-of-product　form of　the Boolean　function
relating　the top　event　to primary　events, and　then, to　implement
computﾆations by applying successively　the　addition rule　in proba-
bility　theory［６９］or by generating an equivalent disjoint sum-of-
product　form［　8, 161.　For ａ　large scale　fault　tree, however, the
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minimal ０ｒnear-minimal sum-of-product　form is　Ｓ０lengthy　that　one
has been obliged to　settle　for approximate results, even though ａ
:List　processing technique is　used　following Bennetts［８１．　Koen
and Carnlno［３２］have analyzed binary　fault　trees by repeating the
operations　of　identifying the pattern　of　subsequence contained in
the reverse Polish sequence and replacing　the pattern with an ele-
ment ．　But　this method　is ｎｏｔﾆ　effectiveto the analysis　of　fault
tree　containing repeated primary　events　since the number　of patterns
becomes very large。
　　　　　Them thod presented in this　chapter aims　to give the exact
value　of　the probability of　occurrence of　the　top　event(top　event
probability), providing an efficient　algorithm that　implement　com-
putations　through the combined use of　reverse Polish sequence　and
tree　sequence。
　　　　　Thismethod is based on the strategy　of　first　obtaining　the
symbolic　form of　top　event probability and then computing　the top
event probability　from that　symbolic　form.　Storing　the　symbolic
form makes　easy repeated computations　of　top　event probabi:Lity and
sensitivity analysis.　The feature of　the method is　to　repeat
recursively　two　stages. I.e., partitioning fault　tree into mutually
independent　fault　trees　and reducing fault　tree by　applying Bayes'
theorem, and to reduce the problem to　the computations for simple
fault　trees.　The method can extendedly　be applied　for　fault　tree
containing mutually　exclusive primary events。
　　　　　Section　４．３provides　the method for obtaining　the reverse
Polish　sequence and tree　sequence　of the symbolic　form of　top　event
probability　from the　sequences　of　top　event.　　Section４．４presents
the algorltﾆhm for computing　the top　event　probability　from the
symbolic　form.　Section ４．５　considers　thesensitivity　analysis　and
the　treatment　of mutually　exclusive primary　events.　　Section ４．６
demonstrates　the　computational results　for　the containment　spray
ini ection system of PWR nuclear power plant ［６８］obtained by com-




　　　　In this　chapter. the　following assumptions　on　the model ０ｆ
fault　tree are made：
　　　　１．Only OR, AND and /c-out-of-れ（ｋｉｎ) gates are allowed （た≠
１，れ）．　If　logic gates, such as NOT, XOR, appear　in　the　fault　tree.
then　it　can be　transformed　　　into an　equivalent　fault　tree
containing only OR, AND and た／ｎ　gatesby using　inversion operations
by de Morgan' ｓ　theorem.
　　　　2.In　Sections　４．３　＆　4.4,we　assume that　the fault　tree
contains　only　independent　primary　events　and no mutually　exclusive
primary events.　　This　assumptions　are relaxed　in　Section A.5.
　　　　3. The Boolean structure　function　for　the　top　event need not
be　coherent.
　　　　Since basic　terms　on　fault　tree are defined in Chapter　２，
only ｏｔﾆherterms are defined here.
　　　　Arepeated pvimaΓy　～旅魏力　is　defined as ａ primary　event　that
appears more than once　in the　fault　tree.　Each　repeated primary
event　Is　classified　into ａ generation：　　if　ａ repeated primary
events　appears　in　two　or more　fault　subtrees　of one gth　generation
Intermediate　event　and does not　appear anywhere else, it　１Ｓ　called
ａｇｔh-ｏｒｄｅｒｒｅｐｅａｔｅｄｖｖｉｍａｖ!j　eりｅｎｔ．
　　　　For the fault　tree of Fig. １２， event　２　１ｓ　ａ　first-order　　ヽ．
repeated primary ’event　since　event　２　appears　in two subtrees　of
top　event　1001 (first　generation　event) which are derived　from
events　1002　and 1003．　Events　８　and 9　are second-order　repeated
primary event s　since events　８　and　ｇ　appear　in　two　subtrees of
event　1005 (second generation event) which　are derived　from events
1008 and　1009．
　　　　＾.　ｓｉｍｐｌｅｆａｕlｔｔｒｅｅＵ１］is ａ fault tree that contains no
repeated primary　events.
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　　　　The　symbol Ｆ １Ｓused　for　the　fault　tree which　is attended to
at　each stage of this method.　Let ｒ be the top event　of Ｆ and △
be the logic gate of Ｔ．　T (or g･.) is also used as binary variable
having the value １ １ｆ the top event T (or event i) has occurred
and ｏ otherwise。
　　　　Two or more fault subtrees　of T are called to be ＴＴtＵｔＵ心切
ふ?pendeれ右　if　they are ｍｕｔﾆually　related through one or more　first-
order　repeatﾆed primary events;卜ｅ・ｇ．･,three fault　subtrees FS.,
ＦＳ２.｀　ＦＳ.０ｆ？　are mutually dependent　if FS^, FS^　contain　ａ first-
order　repeated primary event　ａｎｄＦＳ？ＦＳ_contain anotﾆher one.




　　　　Fault　tree Ｆ can be partitioned　into　fault　trees　of the　　＝
following three　classes。
　　　　Ｆ-Li'ｓｔａｌａｓ　ｓ　･.　　If　△isAND or　OR gate, then the　fault　tree
obtained by joining mutually　dependent　fault　subtrees　of ？ at　gate
△　１Ｓ　of.　the　first　class.　Ｉｆ△is klれ　gate and Ｆ contains one or
more　first-order repeated primary　events, then the whole　of Ｆ is
of　the　first　class.　For the fault･　tree　of　Ｆｉｇ･, 12, the　faultトtree
obtained by joining at AND ｇａｔﾆｅ　two　fault　subtrees　of　top　event
1001 －that　are developed below Intermediate events　1002　and　1003
1ｓ of　the　first　class, since　those　fault　subtrees　are mutually
dependent, i.e., they are mutually　related　through　the　first-order
repeated primary　event　２。
　　　　Ｓｅｃｏｎｄｃｌａｓｓ：　Ａsecond　class　fault　tree is ａ　fault　subtree
of ？ that　contains　one or more repeated primary　events　in　Itself
but no　first-order repeated primary　events　of F.(excluding the case
where△is kin gate and Ｆ is of the first class) .　For the fault
tree of Fig.　12, the　fault　subtree　of　top　event　that　is　developed
below event　1005　is of　the second　class, since　it　contains　the
second-order repeated primary event s　8, 9.　　　。
　　　　Ｔｈｉｒｄｃｌａｓｓ;　Ａthird　class　fault　tree　is　ａ　fault　subtree of ？
that　contains iio　repeated ｐｒ:imary　events　of F. This ‘fault　tree Is　・
ａ simple　fault　tree. For the fault　tree of Fig.12, the　fault　sub-
tree of top　event　that　is developed below eventﾆ　1004　1ｓ　of　the
third　class.
4.2.2　Symbolic Form of Top Eventﾆ　Probability
　　　　　Thetop　event probability　is　expressed ･‘as　the　function of　the
probabilities pもof　occurrence of primary　events　乱　% Xj Z|.≪≪**
Thｅ　ｓｕｍｂｏｌｉｅｆｏｒｍof　top　event probability　１Ｓ　ａ computer-oriented
expression of　this　function;　it　is　represented by using primary
event　numbers　and basic　operators　of　five kinds, viz., arithmetic
Ｓｕｍ十, difference －　& product　χ, logical　sum ｖ and た/れ　logic oper-
ators.　　工ｎ　the　computer processing, the　reverse ･Polish　sequence
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and　tree sequence of　the symbolic　form are used;　In the　reverse
Polish　sequence, arithmetic　sum, difference & product　may be ex-
pressed by Integers ０，-1, -2, respectively, and logical sum & k！ｎ
logic operators by the same integers as Table ２，as shown in Tab:1e 5.
The dもｖｅａtfoｒｍof top event probability is defined as the form
that　is　expressed by using primary　eventﾆ　probabilities Ｐ･£　and
only　arithmetic operators十_ Y
　　　　Table　５is　the comparative table of the symbolic　form
revese Polish　sequence　＆　tree　sequence　and the direct　form for the
probability of occurrence of　event　i.obtained by performing ｂａＳ:Ic
Operation on events ゛‘£１゛に２゛‘゛’゜゛‘£ｙＺ’
　　　　Thesjnnbolic form of　top　event　probability　is ａ combination
of basic operations　shown　in Table　５．　For　example, consider　the
symbolic　form for top　event ？．
？＝（1.0－2）ｘ（1V3V4）＋2 × 2/3(1×5, A, 6) (4.1)
This　symbolic　formis　equivalent　tothe tree structure composed of



















Table 5　　Symbolic Form and Direct　Form for Basic Operations
　Basic
Operation SymbolicForm
Reverse Polish Sequence PS(£)































　PS(i) = i£2‥‥i K/n







where {s-,, s2｀‥い％｝is a
permutation of {1, 2, , n]
and the second summation is
taken over al l combi nations
{s-j. z23 ..., 3^} of k events
out of {1, 2,　･゛･9肩．
The　reverse Polish　sequence PS(2') and tree sequence Tsscr) of
symbolic form (4.1)　are obtained by applying the successive substi-
tutions　similar to Section ２．３to the tree structure of Fig.１３．
Ｐｓ（Ｔ）＝10002　－ １３４　Ｖ　χ ２１５　× 4 6 2/3 X　十
ＴＳＳ（Ｔ）＝　　１　１ －１ １ １ １ －２ －１ １ １ １ －１ １ １ －２ －１ －１
In　the　reverse Polish　sequence, the value １.0 Is represented by
1000.
　　　　　Thedirect　form of top event probability P？ iS:
≒゜(1 - p^) X{1 - (1 - p )(1 - p )(1 - p )}十P2ｘ{(1‾PIP5)Ｐ岬6
十PIP5(1‾P4)P6十PIP5P4(1‾P6)十PIP5P4P6}
　　　　　The　featureof　the　symbolic　form exists　in using　logical　sum
and kin　logic　operators without　transforming them into　equivalent
arithmetic operations.　Storing　the symbolic form in　ａ computer
is useful　for repeated　computations　of　top　event　probabilities　and
saves nemories　since the symbolic　form is　shorter　than the　direct
form.　　The top　event probability　can be　computed through　the last-
in　first-out　push-down stack processing using the reverse Polish
sequence and tree sequence　of　symbolic　fomn, as　shown in Section
4.4.
４．３　Method for Obtaining Symbolic Form of Top Event　Probability
　　　　　Inthis　section ａ method is　presented　for obtaining　the
sequence representation of　symbolic　form of　top　event probability
from　the　sequence　representation of　top　event　defined　in　Chapter　２・
This　method Is based on　the principle　of　repeating　partition and
reduction of　fault　tree　recursively　until reaching symbolic　forms
of　simple　fault　trees.　In what　follows, three basic stages　of　this
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method, i.e., partition, reductﾆion & symbolic　form of simple　fault
tree, and the overall algorithm are　explained. In Sections　４．３　＆　A.4.
logic　gates　in　reverse Polish sequences　are expressed by　Integers
such as　shown in Tables　２　& 5, with ａ mind to using ａ computer.
4.3.1　Basic　Stages　of Method
Sｔａａｅ　ｌ：　Partition of　Fault　Tree
　　　As　shown in　4.2.1, fault　tree　Ｆ can be partitioned　into　faultﾆ
trees　each　of which belongs　to　some ’ｏｆ　threeヽclasses.　　　　　　ヽヽ
　　　Let Ｆｒ（ｒ’ １゜’２”Ｊ゛゜”£；£≦?-, where Ｚ　is the number ･of
sons of !T) be the　fault　trees　obtained by　partioning F, and Ｔ『be
the　top event　of Ｆｒ’　Fault　trees Ｆｒ are mutually　independent, and
ｔﾆhe　fault　tree obtained by ｊoining ８１１　fault　trees F ８ｔ　:logic
gate△is equivalent to Ｆ° (If L゜1, then Fl is equal to Ｆ゛）
　　　lf△is AND gate, then
Pr{r゜1｝゜nﾆ＝1






PSm and ＴＳＳ（？）are represented by　the　following　relations
PsCz7）゛Ｐs（？1）Ｐs（ろ）‥‥’Ps（亀）‾2
Tss（？）゛Ｔss（？1）Ｔss（？2）‥‥゜Ｔss（町）‾（£‾1）
lf△　is OR gate, then
　　　Ｐ・｛？゜1i　°1　‾　Ilj＝1













ＴＳＳ（？）ｉｓ same as (4.4).
　　　ｌｆ△is klL gate, then

















permutation of {1, 2,
‥‥，£} and the second summation　is　taken over all　combinations
} of E events out of {1, 2,　°゜゜・9£｝
L419　口２９　●●●●’ツ;Ｊ｀“’｀’｀‘’｀“‘｀″








where -m is the representation of た／£gate (See Tables ２，３ of
Chapter ２）．　ＴＳＳ（？）ｉＳsame as (4.4)・
　　　　Accordingly the problem of computing Ｐｒ口゜1} is decomposed
into　the problems　of　computing Pr{2'^°1}, r °１１３　２゛゜゜”゛£゛




then　finding　repeated primary　events　in the subsequences　of reverse
Polish　sequence V(T) corresponding to　those sons.
sｔａｇｅ　２：　　Reductionof Fault　Tree
　　　　WhenBayes' theorem is　applied to　ａfirst-order　repeated
primary event　に　ofa first-class　fault　tree Ｆ、＼ｊｅobtain
67
　VriT = 1}゜Ｐｉ口゜1/町゜0};<(l - p£)'十Pr{r゜１／侃゜l}xp..
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(4.11)
　　　Accordingly the problem of computing ＼r{T = 1} is decomposed
into the problems of computing top event probabilities of　two fault
trees obtained by setting '召･£゜Oand ｚぞ゜1, respectively, and
reducing Ｆ by using the identities １ ＶＺ ＝１，１Ａχ＝Ｚ，０Ｖχ＝χ，
ＯΛχ゜Ｏ，kin（1’“1’“2’‥゜’゜,1－1）゜（た‾1）/（”‾1）（a1’゜2’‥・’゜。1）
(if k = 2, then the right hand side　is　equal to a:LVα2V’‥V‰L1）’
ｋｉｎ（O’゜1’゜2’‘‥Ｓ　ａれ一1）＝kj（゛‾1）（゜1’゜2’‥゜’゜万一1）（if k
゛” ‾1゛
then the right hand side is equal to °1 A °2 A　°‥　A °n-l)-
Let ？09
？
1 be the top　events　of　two　resulting　fault　trees.
Then, the symbolic　form of (4.11) is
　　　　　　　Ｔ　＝　ＴＯＸ（１‘０‘゛£）Ｉ　+T X i.
PS(r) and TSS(r) are represented by the following relations
PS（？）゛PS（ｒO）1000 1: －1 -2 ps(r )£‾2　0
TSS(？)゜TSS(？O) 1　1 -1 -1 Tsscr ) 1 -1 -1
(4.12)
(4.13)
　　　　　Thealgorithm is presented below for implementing　this　reduc-
tion process by using reverse Polish　sequence P(r) and tree　sequence
ＴＳ(？)．
　　　(AL.l)　Algorithm for Reducing ?(T) and TS(r) with Respect to
Primay　Event i：
　　　Let E be the element of ＴＳ(？)corresponding ・to　event ‘£　In
V(T). Find the ascending path from E by algorithm Ａ．３in Section
2.5, and then let ＡＳ(に)ｂｅthe sequence of　elements of ?{T) corres-
ponding to　this　ascending path.
1) If AS(i) = i -m (･７?≧４)：
　　　　　　As　shown　in Tables　２　＆　３　in　Section　2.3,element　-ｍ means











　　【Ｚ】１ｓ the maximum integer not greater than X. Eqs. (4.14) and
　　(4.15) are proved in Appendix Ｄ．
　　　　　Let -Ｙ be the element of TSCT) corresponding to -ｍ．
　　　　　When Ｓｅｔｔｉｎｇ召に゜ １：　Ｃｈａｎｇｅ‾Ｙｉｎｔｏ－(Ｙ－１)ｉｎ ＴＳ(Ｔ)．　If
　　k > 2, then change -m into －(ｍ － れ＋2)ｉｎ P(T), where element
　　－(ｍ－ｎ＋２)　means　(k-l)/(.n-l) gate.　If k = 2, then change -ｍ
　　into －３(ＯＲ gate) in Ｐ(？)．
　　　　　When setting E.゜Ｏ：　Change -y into -(y-l) in Ts(r).　If
　　ｋ￥れ- 1, then change -･7? into －(謂－れ+ 3) in P(r), where element
　　一如-n + 3)　means k/in-1) gate.　If ｋ ＝万一1, then change -ｍ
　　into －２(ＡＮＤ gate) in Ｐ(？)・
2) If ＡＳ(ｉ)＝£－３ －３ ‥．－３ -ｍ‥‥　(７７･＝２ or ７７･≧４)ｚ
　　　　　Let ｙ． be the ｎ皿
　　　　　　　　　　　　　－
cession after i　in AS(i), and　let Ｇα’らbe the first　and last
of　り£ＯＲgates.　respect!゛ely.　　Let -a.　‾６９　‾'Ｙbe the　elements
of　TS(!F) correspondi゛ｇ　to Ｇａ｀　G,, -m, respecti゛ｅ:Ｌｙ。
　　　　When setting ff.£゜１Ｚ　Remove the　tree subsequence whose
representative element　is －６and the　corresponding subsequence
of Ｐ(Ｔ)ｆｒｏｍTS(2') and PCD, respectively.　If ゛Ｙ= 1, then
remove －Ｙin TSiT) and －Ｚ７･１ｎＰ(？)．　If Ｙ ≧2, then change －Ｙ
into －(Ｙ－１)ｉｎＴＳ(!T).　If ７７７> 4, then compute n, k ｂｙ･Eqs.
change 一m into －3 in ?m if k －2.　1f ･£is followed, in AS(に)，
by　only OR gates without　appearance of -m.　then remove Ｐ(Ｔ)９
TS(r) and set ｒ °１・　　　　土
　　　　VJhensetting E.: ゜ O:　Remove event £ii1P(？)　and the　corre-
sponding element in TS(？).　If a≧2, then change －O･into －(Ｏ･－1)
in TS(？).　If a = 1,　then remove －(xin TSCr) and Gαill P(？)゜
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3) If ＡＳ（£）＝･£－２－２．‥－２-・ ‥‥　（詞≧３）：
　　　　　The　algorithm is　same as　2), on condition that　It　is　read
　　by changing terms AND gate. OR gate. Ｅ１£゜Ｏ゛召･£゜１？゛ ゛１ into
　　OR gate. AND gate, Eも゛１゛ Ｅも 0, r = ｏ゛respectively and
　　changing the underlined sentence Into ”change -m into －（ｍ－n ＋3）
　　in p(r) if k≠n - 1, and change -･７･into －２１ｎＰ（？）１ｆだ= n - 1”.
　　　　Whenμfirst-order repeated primary　events (M >　2) are contained
in Ｆ，ｔﾆheprocess　of　applying AP-1 successively　to all those　eventﾆＳ
yields 2タ肥血SjかMZ云云rees. i.e., fault trees free of first-order
repeated　primary　events.　Hence　the number　of resulting reduced　fault
trees extremely　increases with M.　The　following algorithm　reduces
the number of　resulting reduced fault　trees by　appropriately　choosing
the　order of　applying AL-1 to　first-order repeated primary　events.
　　　　(ＡＬ－２)　Algorithm for Obtaining Reduced Fault Trees from Ｆ=
　　　　ｓｔｅｐ　Ｉ：　PutF as F　ｇ　then set p *■1・９４１にand go to Step ２．
　　　　　　　　　　　　　　　　　　　　ａ
　　　　ｓｔｅｐ　２:　工fF contains　two or more　first-order repeated primary
events, then　go to Step　３．
　　　　If Ｆｃｊ　contains　only　one　first-order repeated primary　event, tﾆhen
put　that　eventﾆ　as s and go to Step　４°
　　　　If F contains　no　first-order repeated primary　event
゛
then Ｆａ　１Ｓ
qth reduced fault tree of Ｆ;　then set ９ や９＋１９ ＰやＰ －　１９　andgo to
Step ５．
　　　　ｓｔｅｐ３： Let e y°１，２，‥．，Ｋ be the　first-order repeated
primary　events　of F：?'　For each　event e , let h^(＼i) (or ７２０｢１｣))ｂｅthe
number of　first-order repeated primary　events　of e which　are changed
into non―first-order by　Ｓｅｔｔｉｎｇらμ゜１(ｏｌ｀らp°O)ａｎｄ　implementing
the　reduction by AL-1.　Then choose　from {e., e-, .゜゜, e } the　event
that has　the maximum value　ｏｆｙＬ(μ)＋720｢１｣)゜　Put　that　event　as s
and go to Step ４．
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　　　ｓｔｅｐ４t　Set ｌﾝ’p°0. V °Ｏ and implement the reduction of Ｆａ
by AL-1.　Reset　the result希ng fault　tree as F . and go　to　Step　２‘
　　　step ５：　ｌｆ今゛ 0, then reset り゜1゛SetＦＳ１ ゛ y1゛ ＺＳ２°ｙ2゛
････' ^s　°仙ａｎｄ implement the reduction of F by　ａｐｐ:LyingAP-1
　　　　　．Ｐ
repeatedly.　Reset　the　resulting　fault　tree as F , then set Ｐ ゛Ｐ ＋１
and　go　to　Step　２．
　　　ｌｆ今＝１ and Ｐ ≠1, then set Ｐ ４-Ｐ －１ and repeat Step ５．
　　　ｌｆｙ＝１ and Ｐ = 1, then stop・
Sｔａｑｅ　３１　Ｓ７mbolicF rm of Top Event Probability　of Simple Fault Tree
　　　　Forａ simple　fault　tree F, reverse Polish sequence P(r) and tree
sequence ＴＳ（？）ｏｆ　top　event･are diverted as ＰＳ（？）ａｎｄTss(r) of　the
symbolic　form of　top　event probability, respectively, for　the follow-
ing reasons ．
　　　　The　inputs　of　each　logic　gate are mutually　independent　since Ｆ
contains no repeated primary　events.　The　top　event probability　is
hence obtained by　applying successively　from bottom up　the probabil-
ity　computation rules　for logic　gates with independent　inputs　given
in Eqs.(4.2), (4.5), (4.8).　Accordingly the symbolic form of top
event probability　is　obtained　from the Boolean　function　for top　event
T simply by　changing　each　logical product　into　the arithmetic product・
This means that ＰＳ（？）ａｎｄＴＳＳ（？）ａｒｅequal to P(r) and TS(r).respect-
ively, since the arithmetic product　is　represented by －２　inＰＳ（？）．
４。３．２　Overall Algorithm
　　　　The　overall algorithm for obtaining　the　symbolic　form of　top　event
probabi:Lity　of　the　original　fault　tree　is　as　follows ：
　　　　ｓｔｅｐ　１:　Put　the　given fault　tree as F, then set Ｍ ゛ １゛ｒＭ“゛‾１゛
and　go　to Step　２・
　　　　ｓｔｅｐ　２ご　　Implement　the partition　of Ｆ by　stage　１．　　Put　the
resulting　fault　trees　Ｆｒ as F{u, r), V　°1, 2,”゜., L.　Set L <- L,
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and　go to　Step　３．
　　　　ｓｔｅｐ　３ｔ　　Ｐ゛ｔF{u,゛ｎ）　ａｓ Ｆ．　If Ｆ １Ｓ of the first class, then
ｓｅｔﾆ% ゛ １ and go to Ｓｔﾆep４’ If Ｆ is　of the second class, then set
Ｍ -<-u + 1, r" ‘゛'-1, and go to Step ２’ If Ｆ １Ｓ　of　the third class,
then go　to Step　５．
　　　　ｓｔｅｐ　４:　Generate　the ﾘﾆh reduced　fault　tree of F by　algorithm
AP-2　１ｎ　Stage 2, and　reset　it　as Ｆ．　工ｆＦ is　ａ simple　fault tree.
then go to Step　５’　If not so, then set Ｍ ゛ u + 1, ｒＵ４‾１ and go to
Step　２．
　　　　ｓｔｅｐ　５：　Putsequences P(!r) and Ts(r) of top event ？ of Ｆ as
sequences ＰＳ（？）ａｎＳTss(r) of symbo］Lie form of ｔ：opevent　probability.
respectively, by　Stage　3, and go　to　Step　６．
sｔｅｐ　６：　PutF(uf r )　as Ｆ．　If　there exist　no more　reduced




If ｒＺ４° £Ｚ４and Ｍ ≠1, then set Ｍ ゛ Ｚ４‾１ and go to Step ６’　If
u °
£Ｍ and Ｍ　°1, then obtain the sequence　representation of　symbolic
form of　top event　probability of original　fault　tree by　substituting
the　result　of　each　stage into　the　equivalent　event.
　　　　This　algorithm uses　ａ backtracking　technique　to implement　the
method　effectively.　　For the example of Fig.　１４， the process　of
reaching　simple fault　trees by　the method　is　illustﾆrated　in Fig.　１５・
For　this　example, the rrocedure of method １Ｓ　followed corresponding
to　the　ab ove　steps.
　　　　1. (Step 1-3) Put the fault tree of Fig. １４as Ｆ．　Set Ｕ４-１，
ｒ１゛１．　since entire Ｆ is　of　the　ｆ:Lrst　class, set L ゛１ and F(l, 1)
゜Ｆ１ °Ｆ゛
　　　　2.(Step 4) By Stage ２，the reduced fault trees of F(l, 1) are
ｏｂｔﾆained　as　follows：





P（1001）＝1 2 3-2-3 2 4





















P（2002）＝1 2-3 2 4 5-3-2 6 4 7 8 9-5-2-3
S（2002）＝1 1-1 1 1 1-2-1 1 1 1 1 1-3-1-1
Simpl e　Faul t Tree
E4°0
Reduction
P(2003) = 1 2-3 2 5-3-2 6 7 8 9-4-2-3
S(2003) =11-11 1-1-1 1 1 1 1-2-1-1
Partition
P(2005) = 1 2-3 2 5-3-2










P(2004) = 1 2-3 6 7 8 9-3-2-3
TS(2004) = 1 1-ni 1 1-2-1-1
　　Simple Fault Tree
P(2006) =678 9-4-2







F(l, 1) by setting £■,゜Ｏ’弓゜1, and let 2001’2002 be the top
events　of　resulting　fault　trees Ｆ？１゛Ｆ？２９　respectively.　The　　｀
sequences　of each top　event　are shown　in Fig.　１５．　From Eq. （４．13),
　　ＰＳ（1001）＝　ＰＳ（2001）1000 3－１ －２　PS(2002) 3 -2　０ (4.16)
　ＴＳＳ（1001）＝ＴＳＳ（2001）　１　１ －１－１ TSS(2002) 1 －１－Ｉ
　　　　Since･ＦＴcontains no　first-order repeated primary　event ，Ｆ？１
is　the　first　reduced　fault　tree　of F(l, 1).　Implement　the reduction
of ＦＴ by setting E, ° Ｏ゛ｇ４ ° １゛ and let　2003, 2004 be the top
events　of resulting　fault　trees Ｆ？:Ｐ　FT , respective:Ｌｙ°　Then,
　　PS(2002) =　ＰＳ（2003）1000 4－１ －２　PS(2004) 4 -2　０ （４．:Ｌ７）
　TSS(2002) = TSS(2003)　１　１ －１－１ＴＳＳ（2004）１－:L －1
FTy　FT, are the second and third reduced fault　tree. respectively･
　　　　3. (Step 5) Since F？1 is simple.
　　　　　　ＰＳ（2001）＝Ｐ（2001），　ＴＳＳ（2001）＝ＴＳ（2001）．　　　　　(4.18)
　　　4. (Step　･6, 4, 2) Since F？3　is not simple, set Z4 ’゛‾2゛ｒ2゛ 1’
By　the partition of FT two　fault　trees FT , FT^ (top　events　2005,
2006)　are obtained.　From Eq. （4.7），
　　　　　PS(2003) = PS(2005) PS(2006) -3　　　　　　　　(4.19)
　　　　　TSS(2003) = TSS(2005) TSS(2006) -1
Seｔ£2 ■i-2 and F（2’1）｀゜FT , F(2, 2)゜ご６’
　　　5. (Step 3,4) F(2, 1) is of the first class.　Event　２　is　the
first-order repeated primary　event ．　　Implement　the reductﾆion of
Ｆ（２’１）ｂｙ setting Ｆ２ ° 0, E °19　and　let　2007, 2008 be the top
events　of　resulting　fault　trees Ｆ？7，ＦＴ８゛ｒｅＳＰｅＣtiｖelｙ°
　PS(2005) =　PS(2007)1000 2 -:L -2　PS(2008)･2-2　0
TSS(2005)＝TSS(2007)　1　1 -1 －1 TSS(2008) 1 -1 -1
FT
(4.20)
F？8 are the　first　and　second reduced　fault　tree　of Ｆ(２，１)，
respectively･
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6. (Step　５）　Since F？7 １ｓ　simple.
PS(2007) = P(2007),　TSS(2007) = TS(2007).




8. (Step 6, 7)　Since l’2*h-　ｓｅtｌ’2゛ 2’
9. (Step 3, 5)　Ｆ（2，2）iｓof the third class.　Therefore,
PS(2006)＝Ｐ(2006)，　TSS(2006) = TS(2006).
　　　.10. (Step 6, 7)　Since l’2 ° Z;2’ set z4 4- ］..
　　　11. (step 6, 4, 5)　The third　reduced　fault　tree　０１１ ＦＴ
４
simple.　Therefore,




　　12°(Step 6゛ 7）１.゜£1 and z4 ° 1° The complete ｆｏ°ｓ of
PS（1001）and TSS(lOOl) are obtained by　the successive substitutions
using Eqs. (4.16) - (4.24) and the sequences of　top events　of simple
fault　trees　shown in Fig.　15 .
　　PS(lOOl) = 12 4 5-3-2 1000 3-1-215-2 1000 2-1-22　0
　　　　　　　　6 7 8 9-4-2-3 1000 4-1-212-36789-3-2-3
　　　　　　　　4－2　03－2　0
　TSS（1001）＝1 1 1 1 －2 －1　1　1 －1 －1 1 1 －1　1　1 －1 －1 1 －1




４．４　Algorithmfor Computing Top Event Probability from
　　　　　Symbillc　Form
　　　　In this　section　the　algorithm is presented　for computing　the
Lop　event probability　from the symbolic　form obtained by　the method
of Section 4.3.
　　　　Letｙ be the length of ＰＳ（1001）ａｎｄＴＳＳ（1001）ｆｏｒtop event
1００１　０ｆ　fault　tree.　Let G^, G2゛゜’゛゛ ＧＮ be the elements of ＰＳ(1001)
ａｎｄ刄ＰＺ?２゛゜” ゛Ｚ７７ｙbe the elements　of TSS(lOOl) In the order of
arranging｡
　　　　The　top　event　probability　is　computed by　repeating　the process
of identifying the inputs of each operator in ＰＳ（1001）ａｎｄapplying
the　corresponding operation　to　the probabilities　of occurrence　of
those　inputs.　　For doing　this, it　is　convenient　to　use　an auxiliary
stack, i.e., a last-in　first-out pushdown　list which　is　ａ conven-
tional tool in the　list processing programming　technique。
　　　　Let　びbe the stack variable of　stack st.ｉ.ｅ., the number of
elements being pushed down　to Ｓｔ.
　　　(AL-3) Algorithm for Computing Top Event Probability:
　　　ｓｔｅｐ　ｈ　Set Z4ﾉや１，びゃ０，ａｎｄ go to Step ２．
　　　Ｓ加Ｐ ２：　ｌｆ％＝１ and ％≠1000, then push down the probabil-
Ity of occurrence of event ％ａＳ Ｓ右佃＋1)．ｌｆ％＝１ and ら＝１０００，
then push down value １．０ａｓｓｔ(び＋1)．　Ｓｅｔり４-び 十1, wやIJ十1, and
repeat　Step　２．
　　　If Ｈｂ）ｉｓ‾こ(S > 0), then pop　up St(ﾘ)・ａ(び-1)・‥‥，ｓｔ(びｰこ).
Then, implement　the　following computation and push　down　the result
ｔiｓｓｔ(V-･こ)：
1) If G, = 0, then　compute Σj＝Oｓｔ(y-j)‘
２)ｌｆら＝－1，tｈｅｎ compute ｓｔ(び-1)一別;(び)．
３)ｉｆら゜‾2 ' then compute　nyOぶ;(1゛‾j)‘
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A) If G = -3・ then compute 1 ‾　nj＝O(1‾ａ(1)－j))゜
5)lf％＝-77･師≧4)，tｈｅｎ implement the probability computation
　　forｋ７(こ+1)logic operation of　events with　the probabilities　of
　　occurrence St(v),ｓｔ(び-1)，・‥，ｓｔ(ジペ)ｂｙusing the method
　　mentioned below, where ｋ is　ｏｂｔﾆainedby Eq. (4.:L5)-.
Set ﾌﾀｰ4-びーこ, and go to Step ３．
　　　ｓｔｅｐ　３：　ｌｆり≠N,then Ｓｅｔりゃむｸ＋１and go to Step ２.
１ｆＺ∂＝ぶ,then stop;　Ｓｔ(1)is the top event probability.
　　　　　Now consider　the　case of　computing　the probability　of occur-
rence of　the　output　of klれ　logic　gate Ｗｉｔﾆhn　independent　inputs
1, 2, .... n whose probabilities of　occurrence　are p p .゜’ Ｐ゛れ゛
respectively.　In this　case, it　is　too　time-consuming　to use
Eq. (4.8) directly.　But　the　computation　time　can be　reduced by
using　the　following method.
　　　　　Consider　the process　that　ａ binary　tree is　constitﾆuted　such
that　the branch of level i corresponds　to either state of ”event i
occurs　（ｚに゜1）”and ”event ぞ　does not ｏｃｃｌｌｒ（ごづ゛O）”゜　Then,















Fig. １６ Probability Computation for ２／３Logic
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i) If　the number of　inputs having value　ｌ becomes た, then　!ﾆhe　out-
　　　put　occurs　regardless　of　the states　of　remaining Inputs.




it　is not necessary　ｔﾆｏ　continue more branches.　The probability　of
occurrence　of　the　output　is　obtained by　adding　the probabilities
of　case ｉ）。
　　　　For２／３gate, this method is　illustrated in Fig. 16.　１ｔ　is
necessary　only　t j compute the probabilities　for　cases･a, b, d where
condition　i) is　satisfied. It ’is not necessary　to　continue　the
branches　for remaining　inputs　for　cases　c, e, f where condition　ｉｉ）




　　　　Needless　to　say, Eq. (4.11) holds　for ａ:LI primary　events・
Eq. (4.11) shows　that　the　top　event probability　is　linear　in each
primary　event　probability.　　Therefore, variation△Ｐ　in　top　event
probability corresponding to variation△p. in probability p. of












　　　　It　is　derived　from Eq‘（４‘11) that Pr{T °1/侃゜1} is the top
event probability　in the　case of Ｐｆ°１°　Accordingly　It　is　ＣＯ叫3uted
by　substituting value　ｌ　for Ｐづ　in　algorithm AL-3　０ｆ　Section　4.4.
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ＰＩ：｛Ｔ＝　1/Ｅも= 0} is computed from Pr{r =　1} and Vr{T = 1/E.゜Ｏ｝
by using Ｅｑ．（４．:LI).








where Ｐ？is the top event probability.
(4.29)
　　　　　For　time-dependent　case, the values　of Eqs. (4.26)-(4.27) at
time t are computed from ゛３]Luespも(t), Py(t), s.(t) at time t゜
Let ｙ(右1' 右2）be the expected number of　occurrence of top
event　in time　interval ［≒’ t ＼ and W.(t)dt bo the μobability that






In　the case of no repaiら　W(t , t
occurrence of　top event　in ［≒’亡
２
s.(t) w.(t) dt (4.30)
1
2）iｓ




侃（亡）りに (幻dｔ　/ WiO ,t) (4.31)
　　　　Even　ifp.(右）　is　given　as　theunavailability　of　component t.
the above　discussions　hold.　Event i　could be　an　intermediate event
if　it　is　independent　of　other events (excluding　events　of　the　fault
tree which　is　developed below event　ぞ）．
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　　　　Consider　the　case where we want　to　investigate how it　affects
the　system failure probability　to　add　ａ　fault　tree　or primary　event
as　ａ part　of　the　original　fault　tree.　So　is　the　case　of adding
ａ new protection system or　some other　redundant units　to　the　system。
　　　　Suppose　that　fault　tree Ｆα　is　added as　an　input　of　logic　gate
　Ｇ　　of　the original　fault　tree. Let ？　be　the top　event　of Ｆ　and
　α　　　　　　　　　　　　　　　　　　　　　　　　　　　　　α　　　　　　　　　　　　　　　　　　α
p be the probability of occurrence of 亀゜Ｆαｉｓ assumed to be
independent　of　events　of　the　original　fault　tree。
　　　　Suppose　that　the probability　of　occurrence of　top　event
varies　from Ｐ？ to Ｐ; by　adding Ｆα゜　Then, it　is　shown that Ｐぶis
obtained from the information about　the original　fault　tree.
From Bayes' theorem.
略 ゜Pr{r゜1/？α ゜O｝Ｘ（:L‾ら）十Ｐ・仰゜1/亀゜1｝Ｘら
IfGα　is AND gate, then
PＨ:？゜1/？α ゜1｝゜Ｐ？
Pr{r゜IIT゜0} is equal to the probability of occurrence　of !T　for
the case of setting　the　output　of Ｇａ　to0. If　there exists　ａ non-
repeated primary event i which　is ａ son ｏｆＧαｏｒａ descendant　of‰
through only AND gates, then
Pr{T = IIT^ ゜Ｏ｝゜Pr{r ° 1/町゛Ｏ｝
　　　　IfＧαｉｓ　ORgate, then the　same discussions　are made by　chang-
ing ？α゛１’？α゛’Ｏ｀Ｅも゜0,AND gate into ？α゛Ｏ゛？α゜1,E.゜１’
OR gate, respectively・
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４。５．２　Treatment　of Mutually Exclusive Primary Events
　　　　Suppose　that the　fault　tree　contains　ａ set $.Ξ｛（も1）’（ち２）’
゜゛゜゜,(iぶ; ･)} of mutually　exclusive primary　events°　Leｔ　ｐ.. be　the
probability of　occurrence of　event {i,o).








If $. is not　exhaustive, then
　　　　‘Ｚ．










１ Vr{T = l/E.^°O’　･･･’＾i，ｊ-1°O， 　Ｅ.　.　＝　１，
召仏j＋1°O゛ ｀Ｅそれ= 0} p. .
　　　?●
(4.33)
　　　Our method can extendedly be applied by using Eq.(4.32) or
(A.33) instead of Eq. (4.11) in stage ２．　The algorithm would be
implemented by using MSm or TMS(T) defined　in　Section ２．６　inadd-
ition to P(r) and ＴＳ（？）．
　　　ＩｆΦ･£　isnot　exhaustive. then variation △Ｐ　in　top　eventﾆ　prob-















4.６　Computer Program and Computational Results
　　　Computer program ALFAT （き!!gorithm for evaluating FAult里ree)
has been　constructed in FORTRAN　for implementing　the method pre-
sented in this　chapter.　ALFAT is　composed of　three parts, FTREP,
SEQTEP, PROBTE.　FTREP yields reverse Polish sequence P(lOOl) and
tree sequence ＴＳ（1001）ｏｆ　top　event　1001 by the method of Section
２．３ SEQTEP yields　reverse Polish　sequence ＰＳ（1001）ａｎｄtree
sequence ＴＳＳ（1001）ｏｆthe symbolic form of top event probability
from Ｐ（1001）ａｎｄＴＳ（1001）ｂｙthe method of Section 4.3.　PROBTE
computes　the top event probability　and sensitivity　coefficients
of primary events from ＰＳ（1001）ａｎｄＴＳＳ（1001）ｂｙthe method of
Section　4.4.　The　list　of　top event　or each　intermediate　event must
be　given as　data　input　along with　the number of　sons, members　of
sons (listed in order　from the　leftmost son) and the　logic gate・
The probabilities　of occurrence of primary　events must also be
given.　The　computer output　for　the example of Fig.　１４　is　shownin
Fig.　１７。
　　　　Thecomputational results　are demonstrated　for the　containment
spray　inj ection system located in PWR nuclear power plant ［６８］．
This　system functions　so as　to reduce the pressure in　containment
when ａ large ＬＯＣＡ（ＬＯＳｓ　of　Coolant　Accident)occurred.　　This
system is　composed of　trip　circuit (TC) and containment　spray
inj ection subsystem (CSIS).　The TC detects high pressure in
containment　and makes　ａ signal to start　the valves　and pumps　of　the
CSIS.　The CSIS　delivers　cold water　containlns boron　from the
refueling water　storage tank (RWST) to the　containmentﾆ　volume。
　　　　Consider　the case where ｎ TCs　are used in k/n　redundancy　and
ｍ CSISs　are used in parallel　to　improve system reliability・
Fig.　１８　shows　the　fault　treestructure　for　top　event ？　”insuffi-
cient　fluid　flows　in containment” ．　Table　６　shows　system unavail-
abilities (top　event probabilities) computed for several values　of









































































































　insufficient fluid flows in containment （tｏｐevent)
:rupture of RWST














Fig. 18 Fault Tree Structure of Containment Spray




　failureof power supply of TC
:　malfunction of input relay
failure　of CSIS (containing malfunction　of output
relay)
failure of power supply of CSIS and output relay
system down of CSIS duｅ･to test and maintenance
Table　６　System Unavailabilities




























































(Importances of T61 ’ T゛6maｒｅ same as those ''h^ ’ T゛3n.）
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Table　７　shows　criticality　importances　of primary events　computed
for three values of (m, k/n) and sensitivity coefficients of primary
events　for (2, 3/4).　From these tables* we　can know the　ｆｏ:Llowing
facts。
　　　　　１．　Littleimprovement　of　system unavailability　Is　made　even
if　increasing　ｔﾆhe　redundancy　of TC　in keeping only　one CSIS。
　　　　　２．　Appreciable　improvement　of　system unavailability　are made
by　using　two　CSISs　in keeping　one TC, but　further　increase of　CSIS
makes　little improvement。
　　　　　３．　Appreciable　improvement　of　system unavailability　is　made
by　increasing　ｔﾆhe　redundancy of　TC in keeping　two　CSISs.　There is
little difference　of　the degree of　improvement　among　1/2, 2/3. 3/4
redundancies.　However, it would be　effective to use ２／３　ｏ１:3j4
redundancy　from the viewpoint　of　reducing　the possibility　of
”spurious　trip” which means　the　situation that　the system functions
in　the normal　state。
　　　　　４．　Theimprovement process　of (1, 1/1) -^ (2, 1/1) -*･(2, 3/4)
is　coincided with　the process　of　adding redundant　units　to　the
greater　of　criticality　importances　of TC and CSIS.　This　fact
implies　that　the　critica:lity　importance is　an useful measure　for
reliability　improvement。
　　　　　Table　８　shows　the comparison　of　computation　times between　the
case of　using k/n　gates　and the case of　transforming each k/n　gate
into　an equivalent　tree containing only AND ＆ＯＲ gates.　This　table
indicates　that　the use of k/n　gates　appreciably　reduces　the computニー
atlon　time。
　　　　　For　several　large　fault　trees, ALFAT was　tested on ａ FACOM
230-75.　The　computation time of　top event　probability was　２．２　sec
for an example (119, 30, 15), 7.9　sec　for an example (299, 100, 15)
and　１００.２　sec　for　anexample (299, 100, 25), where　in each paren--
thesis, the　first number　is　the　lengtﾆｈ　of　sequences　of　top　event,
the second number　the total number of primary　events　and the third

























































case A :　case of using k/n logic gates
case B :　case of using oniv AND gates and OR gates






transmission Boolean　function of　ａnetwork by　the　reverse Polish
sequence and　tree seauence.　　Such ａ representation is　applicable
to various　reliability　evaluations　and has　an advantage of　saving
memories　and　computation time　for　executing reliability　calculation
by ａ computer.　　Computational results　are given for　several
examples.
５．１　Introduction
　　　　Manymethods have been presented for calculating the node-pair
reliabi:Lity　of network.　Most　of　existing methods　are based on　the
strategy of　calculating only node-pair reliability directly　through
state　enumeration, path (cutﾆset) enumeration.　reduction,　decomposi-
tion etc.　The state enumeration［60], path enumeration［10, 16, 67］
and　ｃｕｔﾆset　enumerationmethods［３０］are most popu:lar.　but　requires
ａ huge amount of　computation for ａ large network.　The　typical
reduction methods　are Misra's　algorithm［３７］treating only　the
reduction of　serles-paralle:L subnetwork and Krishnamurthy　& Komissar's
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algorithm [33］applicable to non-series-parallel network. Ａ typical
deco°position method　is Hansler's　algorithm [24］applicable to only
undirected network.




tions　for node-pairs, because　they　can not　only be used　for　the
calculations of node-pair　reliabilities, but　also be applied　to
various　evaluations ，such　as　a) calculations　of　reliability measures
concerning several specific nodes (e.g･, the probability　that we　can
communicate　from ａ central node　to　some other nodes) and b) reliabil-
ity　evaluations　for　the　case where nodes　and branches　are mutua:Lly
dependent (see Example　２　０ｆ　Section1.3).
　　　　Λ　sum-of-product　formof　transmission Boolean　function can be
obtained by using minimal paths［10], but　such ａ　form１Ｓ　often　too
long　to　execute reliabi:Lity　evaluation efficiently.　Our object is
to　represent　the transmission Boolean　function as　shortly as possi-
ble by　the　reverse Polish sequence and　tree sequence.　Shortening
these sequences　is　useful　for saving memories　and　computatﾆ１０ｎtime
for reliability　calculation.
　　　　Theprinciple of method is　to　repeatﾆ　recursively　two processes.





presents　the overa:LI method　and shows　the　illustration of method by





　　　　Consider ａ network consisting of n nodes　numbered by　1, 2,
‥‥，ｎ and ｍ directed branches numbered by れ十１，れ十乙3　・・・・9れ+m.
where　the source node is　ｌ and the sink node is れ．
　　　　Ａれｏｄｅ･ｖａｖ-ｌａｂＺｅ　orＺ)Γαｎ?フジαΓiahleび. is　defined as ａ binary
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　‘Ｚ●
variable attached to node ぞｏｒ branch i. The value ｏｆり. is ｌ if
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　１●
７：is in the operating state and Ｏ if ぞiS in the failed state.
　　　　？ΓαれsmissionびαΓiable　？ is　ｌ if　there exists at　least one path
from the source node　to　the　sink node in which all nodes　and
branches　are in　the operating state, and ｏ　otherwise.
　　　　Then, transmission variable ？ can be　represented by ａ Boolean
function　of node variables　and branch variables ， which is　ｃａ]Lied
thｅ　ｔｐａｎｓmiｓｓもｏｎＢｏｏｌｅａｎｆｕｎｃｔｉｏｎ(TBF) of network [１０]．
　　　　The TBF is　represented by reverse Polish sequence Ｐ(？)ａｎｄ
tree sequence ＴＳ(？)ｔｏ make　the computer processing easier.　These
sequences　are　fundamenta]Liy　same as　reverse Polish　sequence and
tree　sequence of　top　event presented in Chapter　２ which　represent
the Boolean　function relating　the　ｔﾆop　event　to primary　events ・
　　　　The following subsections　explains　three basic processes　of
the ･method　for obtaining Ｐ(？)ａｎｄ TS(r), i.e・, sequences　of ･series-
para:Llel　structure, decomposition of network and reduction of net-
work.
5.2.2　Sequences　of Series-Parallel　Structure
　　　　TheTBF of　seriesnetwork is　expressed as　thelogical product
of node variables　and branch variables.　The　reverse Polish sequence
of TBF　is　obtainedby putting node and branch‘numbers　inorder of
appearing in the path　from the source node to　the　sinknode and
last:1-yputting AND gate.　The　tree　sequenceof TBF is　obtained by























Fig.　１９　Sequence　Representation of　Series　or Parallel Structure
value　＋１ and AND gate　into value -2ri, where n　is　the number of
nodes　excluding　the source node and　the sink node。
　　　　The TBF of parallel network is　expressed as　the　logical Ｓｕｍヽ
of branch variables ．　The　reverse Polish sequence of TBF　is
obtained by putting branch numbers　and lastly putting 。０Ｒgate.
The tree sequence of TBF is　obtained by　changing each branch niraiber
of　reverse Polish sequence　into value +1 and OR gate　into value
－(ら－１)，ｗｈｅｒｅこ　１ｓ　thenumber of branches。
　　　　Fig.　１９　shows　theTBF and Ｐ(？)＆ＴＳ(Ｔ)ｆｏｒ series or parallel
structure.　工ｎ this　chapter, symbols A, V are used for　representing
AND &　OR gates　in reverse Polish　sequence.　But, in　the computer
processing, they　are represented by -2, -3 similar　to Chapter　２。
　　　　The TBF of　ａ series-parallel network is　expressed　as　ａ combi-




















Fig.　２０　Example of　Series-Parallel Network and Tree Structure
　　　　　　Equivalent　to TBF
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This　TBF　is　equivalent　to　ａ tree having node　& branch numbers as
leaves　and　logic　operators　as branch nodes　such as　shown　in Fig.
２０ｂ．　Therefore, the sequences Ｐ（？）＆ＴＳ（？）ｏｆthis TBF １Ｓobtained
by　repeating　the　substitﾆution of　the　sequences　of series　structure
or parallel structﾆure as　follows 。
Ｆ（？）＝　５２６　Λ　７８　Ｖ　３９Λ　Ｖ
Ｔｓ（？）＝　　１ １ １ －２ １ １ －１ １ １ －２ －１
(5.2)
5.2.3　Decomposition of Network
　　　　Let i- and ｊ be the source node and sink node of ａ network Ｇ，
respectively, and suppose　that　there exist k branches Z’1°（ち£:L）゛
≒゜（ちぞ２）’‥‥’‰゜（ち良）ｉｎｃｉｄｅｎｔ　out　of ７;．　Let　？be　the
transmission variable of Ｇａｎｄ？Ｙ｀　Ｙ＝　1,2 , k he the trans-
mission variables　of　the subnetworks G with source node -I and　ｌ’
sink node ｊ obtained by　removing, from G, node -i, all branches　that
initiate　or terminate at node i　and other　irrelevant branches　＆
nodes which means branches　& nodes　that　do not　appear　in any




















1 TS(r ) -2　1　1TS(712)‾2‥‥1　1 TS(＼) -2 -(た‾1)
　　　　　　　　　　　　　　　　　　　　　　(5.4)
　　　　Thus　theproblem of obtaining　tﾆhe sequences　of TBF of Ｇ is
decomposed　into　the　problems　of　obtaining　the sequences　of TBFs　of































of　network.　In　the ｎｅｔﾆworkG, there　exist　three branches　８，９，１０
incident　out　of　source node　１．　Therefore, G can be　transformed
into　an　equivalent　series-parallel network Ｇ″．　Branch variables
？１゛？２゛？３are　equivalent to　transmission variables ０１で　subnetworks
Ｇ]ｊ　Ｇ２゛Ｇ３｀　respectively.　Thus　the problem of obtaining　the TBF








also be classified into　a) single-directional　case and b) bi-
directﾆional　case.　Fig.　２２　illustrates　the examp:Les　of　these　types
of　reduction.
　　　　　By　the　reduction, the　prob:Lem of　obtaining the TBF of network
is　partitioned　into　the problems　of　obtaining　the TBFs　of　the
reduced network and　two-terminal　subnetworks　found.





nodes　and branches　from the network.　First　type　ｌ　is　irnplemented
and　then type　II　is　implemented.
Aｌｇｏｖiｔｈｍ　foｖ　ｔｈｅ　Ｒｅｄｕｃｔｉｏｎ　of　Ｔｖｖｅ　ｌａ：
　　　The　reduction　of type　la　is　implemented by　applying Misra's
algorithm［３７］．
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　　　Check each node　if　it has　indegree °outdegでee　＝　1, where　the
indegree (outdegree) of ａ node　Is　the number of branches　incident
into (out of) that node.
　　　If such node ぞｉＳ found, then there ｅχists the series subnet-
work composed of ｂｒａｎｃｈ≒゜（”ａ’　^), node i. and branch &, = (乱心）’




　　　工ｆ branch &, is　in parallel with another ｂｒａｎｃｈわ4°（息「七」’
then replace　these branches　に ３゛ 朽 with　ａ new branch i.^ ゜（ち ９ 与）
whose variable　is　equivalent　ｔｏりゐ３ＶりK'
　　　　Repeat　the　above process　for　the　resu:Iting network until　the
node　that has　indegree °outdegree °１ has been exhausted.
Aｌｇｏｒiｔｈｍ　ｆｏｒ　ｔｈｅＲｅｄｕｃｔｉｏｎ　ｏｆ　Ｔｙｐｅｎ)：
　　　The reduction of type Ib is　implemented by modifying the
algorithm for type 工ａ．
　　　Check each node if it has indegree °outdegree °２．　If such
node i is found and only two nodes are adj acent with node i through
branches Z）1°（-＾ａ”し）’Z;）2°（ぞ’にα），ｂ　＝(i,,i), b. °（句七）’
then　eliminate　the　subnetwork composed of node t,　branches b , b^.
h,. h, and add new branches b^°（づα’仙）’Z76 ゛（七’ぞα）｀゛hose





l f branch ろ5
α９　Ｓ
（017わ6）iｓin parallel with　another branchり゜
ゐ）（ol｀Z）8°（ら’息））’thell replace branches ≒’≒（017‰’






node　that has　indegree °outdegree °２ has been exhausted.
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　　　　It　is　not　somuch　time-consuming　to　find only　series-parallel
two-termina:Ｌ subnetworks ，because　the above algorithms　contain only
ｔﾆhe　checks　fornodes.　But　it　is　time-consuming　to　find all　two- ，
terminal　subnetworks　containing non-series-para:Llel case,　because
we must　check　the existence of　two-terminal　subnetwork for ａ１１
node-pairs,　In　this　case, only one　existﾆing method is Krlshnamurthy
and Komissar's　algorithm［33], but　their algorithm cannot　find ａ１１
two-terminal　subnetworks　since　it uses　only reachabi:Lity matrix・
So　presented　is　ａnew algorithm which　can　find　all　two-terminal
subnetworks　。
　　　　Thealgorithm uses　the property　that　any node (excluding　two
terminals) of ａ two-1 erminal subnetwork is adj acent to ｏｎ:1-ynodes
of　the subnetwork itself.
Atｇｏｒもｔｈｍ　ｆｏｒ Ｆｉｎｄｉｎｇ ａｌｌ Ｔｕｏ-Ｔｅｒｍｉｎａｌ　Ｓｕｂｎｅｔｗｏｒｋｓ Ｃｏｎｔaiれｉｎｇ
陶Ｐｅ ｌ工ご
　　　　Check, for each node-pair (‘£, j), the existence of　two-terminal
subnetwork having nodes　ぞ，ｊ　as　two　ｔﾆerminals by　the　following pro-
cedure.
　　　　Ｌｅｔむぞｙ　Ｙ °1, 2,゜･ ･ ･
≫ 7771be　the
branches　incident　out of
node ‘■i and h .^ K °１９　２５　 , m. be the branches　incident　out　of
node 0 .　０ｂｔﾆain,‘for　each h. (or b . ), set ＳぞＹ（017‘5. ) of nodes
contained in minimal paths fl:om i- to J (or from j to i) through h.





　　　　Take up ａ subset Ｑ of Ｓ and let Ｐ be the union of elements ゛
of subset Ｑ．　Then check if any node of Ｐ is　adj acent　to only
nodes of Ｐ Ｕ｛仙ｊ｝．　If this is false, then　repeat　the　checks　for
remaining subsets Ｃ of ぶ. If　this　is　true, then the subnetwork
composed of nodes　of Ｐ Ｕ　H, j] is　ａ　two-terminal subnetwork.　　Then
replace　this　subnetwork with new branches b .゜（ちj）’今で(J, i)
if Ｇ? is　composed of elements　of ｂｏｔｈＳぞ　and Sj°　If Q　is　composed
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of　elements　of only Si（ｏｌ町）’ｔhellreplace the　subnetwork with
ａ new branch b. = (i, j) (or b. = (j, i)) .
　　　　　Continue　theabove process　for　the　resulting network ｕｎｔﾆil
two-tﾆerminal network has been　exhausted　for　ａｌ巧 node-pair.
５．３　Overall Method
　　　　　The　overallmethod　repeats　recursively　the　decomposition　of
completely reduced network by　the method of　5.2.3 and　the　reduction
of　reducible network by　the method of　5.2.4　until　reaching series-
parallel　structures.　The method　is　implementﾆed by　ａ backtracking
technique・
　　　　　Theoverall method　is　illustrated by　an example・
　　　　　Fig.　２３　is　the　illustration　of　theprocedure　of method　for
the network with　７ nodes　and １２branches.　Ａ backtracking technique
implements basic processes　in　the　order put　in Fig　２３．　Each new
branch　is　represented by　the number more　than　１００．





obtained by using minimal ｐａｔﾆhs.
　　　　　FromFig.　24, it　is　apparent　that　the　length of　sequences　can
appreciably be shortened by using both　decomposition and reduction.
５．４　Computational Results
　　　　Ａcomputer program (program A) has been developed　in FORTRΛＮ
for　implementing　the method presented　in　this　chaptﾆer.　To　test
the　efficiency of　reduction process, the method　of　obtaining　the
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reduction has　also been programmed (program Ｂ)．　The　computational
results　for several　examples　are shown　in Table ９．　The node-pair
reliability　for each example was　calculated from -P(T) and ＴＳ(？)
by using　the method presentﾆed　in Chapter ４。
　　　　Rouphly　speaking　frommy　experience.　the node-pair　reliability
can be calculated　in several minutes　on FACOM M-190　computer　for
the networks having nodes　and branches　less　than　１００。
　　　　As　for　the　lengthof　sequences ，program Ａ yields much　shorter
sequences　than program Ｂ．　As　for　the　computﾆationtime　for　obtaining
only　sequences　of TBF, program Ａ requires　longer　computation time
than program Ｂ．　But, as　for　the　computation time　containing
reliability　Ｃａ:Lculation, program Ａ requires　shorter　computation
time　than program Ｂ。
　　　　Theefficiency　of　reduction varies with　the　topologies　of
networks.　As　example　３　shows ， the　computation　time　for program Ａ






































L: length of P{T) and TS(T)　ts (sec):computaﾘon time required to
obtain P(T) and TS(T)　tj, (sec): total computation time contai｢ling





　　　　　This　chapterformulates　an optimal design problem for ａ series
system with　time-dependent　reliability.　The variables　for　optimiz-
ａｔﾆion　are　thenumber of　redundant　components　in each subsystem and
the mean-time-to-failure･of　each　component.　There　is　ａ cost-
constraint.　The time　for which　the　system reliability　exceeds　ａ
specified value　is　to be maximized.　Similarly　the cost　could be
minimized　for ａ　constraint　on　the mission time and　reliability・
Ａ solution method　for　the　formulated problems　is presented along
with　an ｅχamplｅ。
６．１　ｌｎｔﾆroduction
　　　　　Λ　systemdesigner　is　often asked　to design ａ high　reliable
systﾆem.　He　usually　considers　two ways　of　improving system reliabil-
ｉｔｙ：　1)adding redundant　components　and　2) increasing　reliability
of ａ component.　The　latter way　corresponds　to　tightening quality
control　in producing each　component, developing new componentﾆｓ with
higher　reliabi:Lity, etc.　Both ways　usually bring the　increase of
system　cost with　them.　Therefore, at　the stage　of　designing ａ high
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reliable　sys tem, one of　important problems　that he　is　faced with
is how　to make　tradeoffs between reliablity　and　cost。
　　　　　Theproblems　of optimizing　system reliablity　under given　con-
straints　are　classified　from the following viewpoints.
Ａ．　Which is　the problem, 1) single-obj ective or ２）ｍリIti-obi ective
　　　　？
Ｂ．　Which is　the　system reliability　function, 1) separable or
　　　　2)non-separable in subsystem reliabilities　？
Ｃ．　Which are　considered as　the variables　for optimization, l)only
　　　　oneor　２）ｂｏｔｈof　two ways　of　improving reliability　？
Since　the publication of Moskowitz and McLean's paper［40], the
studies　on system reliability　optimization problems have mainly
been　focused on Al-Bl-Cl problems.　The papers［４３］＆［４４］are the
latest works　on approximate　and exact methods, respectively, for
solving　chiefly　the　optima:Ｌ　redundancy　allocation problem which is
ａ．　pure-integer programming problem.　In　Section　6.2, these works
are summarized.　Lately some researchers are beginning to be ｉｎｔﾆ:er-
ested in A1-B1-C2［38, 50, 66],　A1-B2-C1［1, 11], A2［46, 63, 29］
problems, too.　This　chapter　is　given to　formulate and solve one of
A1-B1-C2 problems。
　　　　　Onlyａ　few researchers［38, 66］consider　the problem of　deter-
mining both optimal number　of　redundant　components　and optimal
component　reliability which is　ａ mixed-integer programming problem.
but　they　assume time-independent reliability.　This　chapter　formu-
lates　the problem of optimizing both ways　of　improving system relia-
bility under　time-dependent　reliability.　　System reliabi:Lity　is
monotonically decreasing with mission time.　For　this　time-
dependency, we adopt　as　the performance index the mission time　that
the system reliability　is　above ａ preassigned value.　The　solution
methods have been presented for　the problems　of maximizing　the
above mission time under system cost　constraint　and minimizing　the
system cost　under mission time　constraint.
105
6.２　Optimal Redundancy Allocation Problem and Its　Solution Methods
6.2.1　Optimal Redundancy Allocation Problem
　　　　　The　optimal　redundancy　allocation problem of ａ series　system
with ７７subsystems　is　formulated as　the problem of　finding　the













for ｊ = 1, 2,　゛・゜゜９ｒ９
where P^　and Ｚ･£　are　thereliability　of ３　component　and　the number
of parallel components, respectively, in subsystem t, andりぞ（町）
１Ｓ　the　amount　of resource J (cost, volume, weight, etc.) consumed
at subsystem %. The constraintﾆＳ　are　separable and are monotonically
Increasing with ａ;ぐ
　　　　　This　is　ａpure-integer programming problem.　Many methods have
been presented　for　solving this　problem［45, 65].　They　are classl-
fied　into　two　groups：　approximate methods　that provide　an approxl-
ｍａｔﾆe,often　ｅχact, solution but　can be solved within ａ reasonable
amount　of　computation time and exact methods　that　require ａ consid-
erable　amount　of　computation time.　In this　section, an approximate




　　　The　objects　of　devising an approximate method ａｒｅ：
1) to obtain　ａnear-optimal, often optimal, solution　for ａ　large
　　problem, since an exact method　cannot　solve it　in　ａ　reasonable
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　　　amount。０ｆ　computation　time, and/or
２）ｔﾆｏuse　the approximate solution　as　an　initial solution　for an
　　　exactｍｅｔｈｏｄ。
　　　　　Inthe present method, the　solution　is　obtained by　repeatedly
adding　one　redundant　component　to　the　subsystem that has　the great-
est value of　the　'weighted　sensitivity　function' without violating
any　of　the constraints.　The weighted　sensitivity　function　for
each　subsystem Is　the product　of　ａquantity obtained as　ａfunction
of　the objective　function and　the constraints.　The balance between
































i.e., xl ゛a4:＋１　is　reset, and　the similar operation　is　repeated.
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The procedure begins with the initial current solutﾆＩｏｎｆ＝（１，１，
‘”. , 1) and ends when £＋１becomes　empty.　The solutions　for ａ set




methods have been compared　ｉｎ［４３１．　The　computation　time was　０．７
sec　and 3.1 sec　on　a FACOM 230/75　digital computer for linear-
constraint　problems with れ＝　15, p =　２　ａｎｄれ　＝　30,T =　3, respect-
ively.　　The present method can also be applied　for　ｔﾆhe　case where
ａ more　reliable　component　is used　to　improve　the　reliabilitﾆｙ　of
some　subsystem, instead of　redundant　components being added.
6.2.3　Exact　Solution Method
　　　　　The　solutionmethods　that　guarantee　exact　optimality use
either　of　dynamic programming and　integer programming.　　The method
using　dynamic　programming　becomes　impractical　for problems having
more　than　three　functional constraints.　In　ｔﾆhe method using
integer programming, an　increase　in　the number of　constraints
affects very　little　the　size of problem, but　the　computﾆation　ｔﾆime
increases　exponentially with　respect　ｔﾆｏ　tﾆhenumber　of variables.
工ｎ　general　the latter　is　superior　to　the　former when　the problem
has multi-constraints。
　　　　　Most　ofmethods using　integt^r progranming applies　the　existing
algorithm after　reformulatﾆing　the problem into　ａ Ｏ-１ prograimning
problem.　Those methods　can not　solve ａ　large problem (limited　ｔﾆＯ
somewhat　less　than　１０ variables), mainly because　the numbers　of
constﾆraints　and variables　Increase when Ｏ－１algorithms　are used.
The present method　is based　on branch-and-bound　and　is　designed　for
dealing with　integer variables　as　they are, withoutﾆ　increasing　the
number　of variables　or　constraints。
　　　　　Branch-and-bound is　an ｏｐｔﾆinlzation ｔﾆechnique　that uses　tﾆhe
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tree enumeration.　Each branch　from ａ node　to　its　immediate　succes-
sors　corresponds to　ａrestriction of fixing ａ variable V^ to one
allowable　integer value Ｏtｋ｀　Eachnode　corresponds　to ａ problem;　｀
the　top　nodeｐＯ　corresponds　to　theoriginal problem, and generally




where£I" is　the set　of　indices　of　fixed variables　restricted by　the
branches　along　the unique path　fromびＯ　ｔｏリＫ゛ａｎｄ£‘ｆis　the set　of
indices　of　the other variables, i.e., free variables.
Visits　to nodes　are made　in the preorder.　　If　there are no nodes
that need further branching, the enumeration is　complete.
　　　　　Themanners　of selecting a　fixed variable x.. from among　free
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－variab les at node V and deciding both bounds Ｅｋ’ x^ of ゛ｋ greatly
influence the efficiency　of　enumeration.　We　fix variables before-
hand　in the order of　increasing difference between both bounds　for
variables　obtained from the constraints　ａｔびＫ‘　Both bounds　of ^/c
are obtained　from the solution of ａ relaxation problem for ＰＫ°
The relaxation problem varies with the　character specific　to ａ
given problem. If　the　solution of　the relaxation problem for ＰＫ
is worse　than　the current　incumbent, then no　further branching
ｆｒｏｍｐＫis made.　The solution of　the approximate method presented
in　6.2.2　Is　used as　the　initial incumbent, and the incumbent　is
changed whenever ａ better solution is　obtained.
　　　　　The　computation time was　４．９　sec and 109ぷec on a FACOM 270/75
comput er　for　linear-constraint　problems with n =:L5, r = 2 and
れ゜30, V°3, respectively (same as　those in　6.2.2).　The method




　　　　　Thenotation used　after　this　section is　listed here. Some other
























reliability　of a component　i11 ぶぞ　at　timet
system cost.
mean time to　failure of　ａ component　in Ｓ．．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　7.
number of parallel components　in Ｓ７;;　the number of
redundant　components　is X . -　１．
　　　　　　　　　　　　　　　　　　　　　　　　‘Ｚ．
initial value of T.　in　the optimization procedure.
vectors　（て１９　Ｔ２゛゜‘゛‘゛てれ) and (x , x^, .゜゛゜゛ｚｎ）゜
vector　(P1(右)'Ｐ２(右)'‥‥'％(右))













（亡）；Ｏく（zく1 and 6 ＝cz1/”
preassigned value of　time.
specified maximum value ｏＩＣＳ゛
preassigned small value.
















，ＸＯ　　　solution　for　the problem of maximizing minlt.}
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ぞ　　ｔ
た forward solution number, k = 1, 2, 3,　・・・・・
さ、χ゛　ｋｔｈ　forward solution.
芦 value of t satisfyl昭％（丿）゜（l for the kth ｆｏ゛゛ard
solution.
べ:(t7(‾1)　　゛alue of j?Ｓ(丿‾1)fo17 the kth ｆｏ°８・dsolution.
Σが　Hぞ　　　implies　Ｓ皿１and product over all i　；　ぞ＝１，２，‥‥，れ
　　　　The　followingassumptﾆions　are made　after this　section.、
　　　　１．　Thesystem is　partitioned intoれstatistically　independent
subsystems　logically：　the system functions　if　and only　if　ａ１１sub-
sytems　functions.　Each subsystem ぶぞhas Ｚｉ　statistically　independ-
ent　and identically　distributed components　in parallel.
　　　　　　　　　　　　　　　　　　　　　　　　　　ａ;一
句（亡）゜n. i?.(右）゜n. {1 - (1 - p^(t):）≒ (6.1)
　　　　２．　Each　component has　ａ constant mean一time-to-failure (or ａ
constant　failure rate), I.e.,





(X.) is　ａcontinuous　and monotonlcally increasing
　's is linear in each X･£゜
４．　There is no repair
６．４　Problem Formulation
　　　　First　consider　the problem of　finding an optimal　reliability
design under　cost　constraint.　Under　the　assumption　of　time-
Independent　reliability, maximizing　system reliability has　incon-
testably been adopted as　the performance　criterion of　the problem.
For time-dependent　reliability, what　is　the best　performance
criterion　？　　The　following　three　criteria are candidates.
　　　　1)Maximizing mean time-to-system-failure (MTSF).
　　　　2)Maximizing system reliability ％（？）ａｔtime ７･
　　　　3)Maximizing the time ｔｈａｔ弓（右）ｉＳabove a, i.e･, the value
ｏ£　ｔ　ｗhich　satisfiesi?c,(t)゜（ｌ’
　　　　　It　is　oftenrequired ｔﾆｏ　lower　the　risk that　systems with shortﾆ
time-to-system-failure (TSF) are produced.　　Criterion ｌ　is　not
always　fit　for　this　requirement, especially when　the optimally
designed system has　ａ large variance　of TSF,　Moreover, the　equa“Ｉ
tion　form for MTSF is　complex, which makes　the ｏｐｔﾆimization
intractable.　In criterion 2, it　matters how ？ is　selected.　Thus,
this　chapter adopts　criterion ３。
　　　　　Theproblem can be　stated as　follows.
Pｒｏｂｌｅｍｌ：




　　　similarly　the　optimization　problem of minimizing system cost
is　formulated.　The　constraint　is　that　the value of　t which
satisfies ＲＳ
％
（右）゜a　is　not　less　than ａ preassigned value Ｔ．　since
(t) is monotonically decreasing with　t, this　constﾆraint　is
equivalent　ｔｏ召Ｓ
follows.
（７）≧a. Accordingly　the problem is　ｓｔﾆatedas
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VｖｏｈＺｅｍ２:
　　　　　　　　　　火　　　　　穴Findて and ｘ to minimize system COｓｔＣＳ subi ect　to
　　　　　　　　　　　　　　　　ＲＳ（Ｔ）　≧（｀‘
６．５　Solution Method and Computational Procedure
(6.4)
　　　　　First　thesolution method　for Problem ｌ　is　presented.
　　　　　Ｌｅｔてたａｎｄ芦b'ｅtｈｅoptimal solution, which is　named kth　for-
ward solution, for the problem of ｍｉｘimiｚing％(芦‾１)ｕｎｄｅｒthe
constraint (6.3), where右たｉｓ　the value of　亡ＳａｔｉＳｆｙｉｎｇ％(亡た)＝Ｏ･
for　the kth　forward solution, k =　］L,2, 3,　・・・




The numb er　sequence {t } converges　to ｔｉ．　Asthe forward solutions
are obtained successively　from ぢｈｅ　first　one,we adopt, as　the
ＳＯ:Lutionof Problem :L, the　kｔｈ　forwardsolution　for which　there
exists　the　following ｒｅ:Lationfor　the　first　time.
ち（芦‾1）－（x≦ε (6.6)
Thus,　Problem ｌ reduces　to　two problems　of　selecting t and　finding
だth　forward solution.　If ａ better value　is　selected ａｓ右".-　can
reach　the relation (6.6) more　fast.
Sｅｌｅｅ-ｆｃｉれａ　ｔ'





Find　the solutionて0，XO　for　the problem of maximizing mln{t.}
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　2●
under　the　constraint (6.3).　Then we　adopt, as t , the value of　亡
which satisfies i?≪(t) = a　for　the　solutionて°. /
　　　The　algorithm for　finding rP　and X Is as　follows:




maximum number no more than y, andΩis　the set of　the vectors
゛7hlchsatisfy the constraint (６°３)ｆ０１７≒Ｏ°Thengo to step ２°
　　　step 2:　Seｔ息゜（駝十如）ｎ　ａnd　ob tain　the values （≒1’ 1）’
（≒2’2）’‥‥’（≒ｒ.’侃）of（≒．゛･£) which satisfy t.(t., X.)゜ち’
letting V.゜Uhl（116）/111（1‾ｅＭ）［‾息/≒OD3 ゛　If













(t . ) X.≦　Ｃ｀　ｔﾆhen set Ｔ?゜Ｔ仙’回’≒α’悩゜≒’
and go　to Step ２゛　ｌｆΣ･£Ｃｉ（Ｔｉα）゛･£α＞ら　then set 朽／゜t , and go
to Step ３．　　　　　｀･
　　　ｓｔｅｐ３：　IfｔＵ‾亡£＞△ち　then go to step ２‘　If hi‾ｔＬ！△ち
then　terminate;　tｈｅて?　and ａ;?　are　the solution　to be　required.
　　　　In　Step　１゛亡乙is　obtained by　ｓｅｔﾆting1 as　the　initial value
of X. and carrying on the operation of adding one　redundant　compo-
nent　to　the　subsystem with　the minimum value ｏｆ≒（≒Ｏ’≒）゛ｔｎ
the constraint (6.3) is violated.
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Fｉｎｄｉｎｇ　k一仙かrwardsolution
Since T. has　an one-to-one correspondence　to Ｐ£(芦‾1)，tｈｅ
problem of maximizing j?Ｓ（芦‾１）ｗｉｔｈrespect ｔｏてand ｘ is equiva-
lent　to the problem 0f maximizing ぺ9（芦‾１）゛ithrespect to ｒ（亡た‾1）
and X, which　is　identical with　time-independent　optimal　reliability
design problem.　This　is　ａ mixed-integer programm万ing problem.
Misra and Lj uboi evic［３８］have presented ａ solution method for
this　problem by　the Lagrange multiplier approach, which　requires
ａ differential cost　function and often yields　ａ　solution having
an excessive or lacking system cost　since the value　ｏｆａ;ぞ　Is
obtained as　ａ real number and　then it　is　rounded off　to　the nearest
Integer number:　therefore, it would be not　appropriate　to apply
this　solution method　for　finding たth　forward solution.　This
chapter uses　ａ solution method using dynamic programming. which
yields　a solution having the system costﾆ　equal　tﾆo C and being
optimal　for ａ sufficiently　large value of Ｍ．
　　　　Suppose　that　the allowable values　of C., i = 1, 2, ....れand
C are restricted to Ｚ△C, I = 1, 2,　・゜゜,m, letting AC 3 C/･７･. Let
≒乙 and Ｚｉ1




≦　Ｚ△Ｃ．　If　there exist no values　of　Ｔ . and Ｚ．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　７．　　　‘Ｚ．　　　　　　　　　　　　　　　　　ｔ‾　　　　 　　　 　　　 　　　 　’£. 　　　1.
which satisfy　C7･£≦　乙△び, then set　ＴにＯａｎｄ ｏ　as　the values　of ≒Ｚ and
ａ;･£Ｐ　respectively° Then the maximum-return　functio゛ｓ ｆ．ct△の，ぞ＝
1, 2,　・゜゜９　れhaving　the　following recurrence relations　are　given.

















(t ) under Ｑ ≦Z△C is equi゛alent to °３゛1°izing
j?£（芦‾1）゛IIldelrＱ ° Z△ら　since ｂｏｔﾆhj?i（芦‾1）311d Q are °onotonic-　・
ally　increasing with i　and ａ;が　Accordingly T .乙and 邑む１ｃａｎbe
ｏｂtﾆalned as　follows：
　　　－Let Ｚ･£乙 be　the maximum one among　the values　of ａ;．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　１．
which
satisfy a.(.x.^)x.≦　Z△び.　　Obtain　the values　of T.　such　that
z % ^△C foi°゛ ･£゜:L’2’‥‥’Ξ7:-,, and select,゛1S T., and X･£Ｐ
the ones with　the greatest value of R.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　７．
０ｆ values　of Ｔ . and X. .
　　　　　　　　　　　　　ｔ　　　　　ｔ
＼t ) among these a;.. sets
　　　　Problem２　is　equivalent　to　the　time-independent　reliability
design　problem of minimizing system cost 、since ？１ｓ　ａspecified
value.、Accordingly Problem ２　canbe solved by　the　similar way　to
ｔﾆhe　solution method　for　finding　thｅ　ｋｔｈ　forwardsolution　of
Problem ｌ mentioned above。
６．６　Illustrative Example
　　　　As　an example　of Problem 1, consider　the systﾆem having　four









Let a°0.95,び= 300, m =50　and△右＝＝０．0002．　The problem is
to findで（T1゛ て２゛ Ｔ３゛ 1’4）゛IIld
ｘ
°（゛1’
the value of t which‘satisfies ＲＳ
a;
2゛
£3゛ X,), to maximize
（○　＝（ｘ under　the　constraintﾆ
１１６
　　　　By the algorith° for selecting t°, the Ｈ(or tぴ) and Sl（01「
Ｓｕ」゜Σぞ゜. (t . ) X.　゛ｅ　obtained successively　８ｓ　follows‘
　　　　By Step　:L，
H ゛ 2.865, 亡び゜4°443











= 3.780, ^ｓｕ ＝300.1，
゜3.7795,　ＣＳび゜300'02
12. tr, = 3.7793,　Ｃｒ｡７，＝　300.00.
ｌ゛ｔＵ ゛ 4.048,　　ＣＳＵ｀３２６°８゛
４゛ｔＬｓ 3.753,　ＣＳ£゜297°5｀






　　　The-C , X and t are obtained as　follows.
１:O＝　(A.919, 3.950, 6.985, 3.385),　X° = ( 7, 9, 5, 11),
to ＝　3.779.
By　the　algorithm for　finding　forward solution, the first
forward　solution is　obtained as　follows
て1＝　(4.904, 4.013, 8.゜755， ３.319),　Jf-"- = ( 9, 9, 5, 10),
右‘= 3.924, 咤（右O）＝0.95876.
　　　Thesecond　forward　solution is
で２＝　(5.493, 4.0:L3, 8.755, 3.582),　Ｘ２＝（８，９，５，９），
t^ = 3.925,　　j?j （右1）＝0.95012.
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Of　course, system cost　１Ｓ　exactly　３００　forevery solution
　　　　　This　chapter　formulatedonly　the　reliability-maximization
problem under cost-constraint　and　the cost-minimization problem
under　reliabilitﾆy-constralnt, for　ａsystem with　time-dependent
reliability.　But, it　is possible　to　similarly　formulate　the other
optimal reliability　design problems, for example, the problem of
having multiple　constraints, the problem of having reliability
functions　other　than　exponential and　the problem of having system
cost　that　Is　nonlinear in X ..　　The　formulation would also be　　　　　　　　　　　　　　　　　　　　　　　　　７．
effective to　the optimal　design problem by　stress-strength　inter-




　　　　　Developedin this　thesis have been some methods for　the relia-
bility analysis　and design of　complex systems with　the particular
emphasis　on　fault　tree and network techniques.　The advantages　of
methods　presented in this　thesis　are here summarized and additional
remarks　involving the problems　left　for　future studies　are made。
　　　　　Chapter　ｌextendedly　defines　the　coherent　structure　function
for logic　trees　containing mutually　exclusive primary　events　and
presents　some properties　useful　for　the qualitative and quantita-
tive　reliability　analysis　of　complex systems.　　It　should be empha-
sized　that　those properties　are applicable to　logic　trees　contain-
ing mutually　dependent primary　events(not　only mutually　exclusive),
since they　can be　transformed into　equivalent　logic　trees　contain-
ing only mutually　exclusive primary　events.　　There･ are many cases
where primary　events　are mutually　dependent, e・ｇ・,the cases where
1) the　occurrence of　ａcomponent　failure changes　the stress　level
０ｎ　the　other　components　and　thereforemakes ．their　failures　easier
to occur, 2) human errors　are related　to previous human errors　or
components　failures,　and　３）　the　interdependency　among　component
failures　does not hold due　to design conditions, such as　the use
１１９
of　stand-by　redundancy　and　the　Interdependency among repairs　ｏｆノ
failed　components.　It　１Ｓ　also possible　to discuss　about modules,
importances　of　components. shape of reliability (unreliability) .
function, etc・, for　1091c　trees　containing mutually　exclusive
primary events, but　such　discussions　are　left　for　future　studies。
　　　　　Systemdesigners　or system safety/reliability　engineers　often
require　ａ computer-aided means　of　organizing　the knowledge about
system safety/reliability　so as　to help　them in making　their
decisions　on system design or　improvement　as　quickly　and precisely
　　　　　　　　　　♂as possible.　工ｎ　response　to　this　requirement, Chapter ２　through
Chapter ５ have presented some efficient methods　for analyzing
system　reliability (unreliability) by using　fault　trees or networks.




defined in Chapter　２．　The use　of　those　sequences　considerably
eases　the　constraints　of storage requirements　and　computation time.
Especially, invention of　tree　sequence has　enabled us　to analyze
fault　trees by means　of ａ　list　processing　that　uses　the　recursive
character of　tree effectively.　　Furtﾆhermore, tree　sequence　is
applicable not　only　to　fault　tree　evaluation but　also to　the
processing of　ａ１:Ｌkinds　of　trees used　in　other ａｐｐ:Lications, since
the　tree　sequence completely　represents　the branching structure of
tree。
　　　　　Listingminimal cut　sets　Is　the elementary and　important　stage
of　fault　tree evaluation, but　it ｏｆｔﾆen　takes　toomuch　computation
time　for　large　fault　trees.　The algorithm presented　In Chapter　３
enumerates　all minimal cut　sets　of　fault　trees more quickly　than
the　former algorithms　do.　The　computer program is　ready.
Needless　to　say, the　list　of minimal　cut　sets　obtained　can be used
for computing the upper bound to　the　top　event probability　given
in Chapter　１．
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　　　　　Themethod　presented in Chaptﾆer ４　is　ａnew approach　to
computing ｔﾆheexact value　of　the　top　event probability without
using minimal　cut　sets.　Reverse Polish sequence and　tree sequence
･of　the　symbolic　form of　ｔﾆop　eventprobability are obtained from
the sequences　of　top　event.　　Storing the symbolic　form of　top
event　probabi:Lity　is　useful　for repeated computations　of probabl-
listic measures　of　fault　tree.　Typical examples　of　such applica-
tions　are 1) the　investigation of　time-dependent behaviour of　top
event probability　and some other probabilistic measures, 2) the
estimation　of　confidence　intervals　of　top　event probability by　the
Monte Cairo　technique and　3) the　computations　of　sensitivity
coefficients　of primary　events　and　intermediate events.　Appllca-





fault　tree　analysis　computer system using　the methods presented
in　this　thesis　such　that we　could implement　fault　tree evaluations
in real　time.　The gravest　difficulty　in the probabilistic evalua-
tion　of　fault　tree　is　the　insufficiency of　component　failure data.
How shall we evaluate　fault　trees　and make decisions　under　the
insufficiency　of　data　？　How shall we　collect　failure data　？
These are also the problems　awaiting solutions。
　　　　　Chapter５ has　shown an application of　the list processing
technique　to　the network reliability　analysis.　Reverse Polish　se-
quence and　tree sequence of　the　transmission ＢＯＯ:Leanfunction (TBF)
of network are obtained by　repeating　the decomposition and reduc-
tion processes　recursively.　　The probabilistic　evaluation of net-
work　can be　implemented by using　the　sequences of TBF Instead of
the　sequences　of　top　event　in the method of　Chapter　４．　　Though
only　node-pair　reliability　is　treated in Chapter　5, other measures
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concerning network reliability will be able to be anlyzed by　the
list processing　technique　if　they　can be　expressed as　ａ　function
of node and branch variables.　The　typical one of　such measures　is
the probability　that　the network is　connected, i.e., the probabil-
ity that every node can　coiranunlcatewith every other node 。
　　　　　Chapter６ has　formulated an optimal design problem for ａ
system with　time-dependent　reliability and has provided ａ solution
method　using dynamic programming.　　The mehtod　１Ｓ　available　toａ
system　designer who has　ａhard　time　in making　tradeoffs between
system reliability and　cost.　Though only　series　systems have ･been
considered in Chapter　６，ｔﾆheproblem formulation can easily be
extended　to non-series　systems.　However, the solution method
becomes　complex and hence an approximate method will be required.
For the　future　the optimal design problems　of complex systems with





　　　　Necessity：　　ｌｆχ(ε゛(゜))＝１for ａ fixed vector E*゜)，ｔｈｅｎ
there exists　ａ　term of χ(£０　composed of　ａ nonempty subset　of pri-
mary events having the value ｌ ｉｎＥ゛(α)．　Therefore, xiE*) = 1 for
all vector:Ｓ £■*which satisfy E* > E*^^' .　The　relations (1.4) hold
since any primary event belonging to Ｕ７＝１ぐ　doesnotﾆappear
in χ（ε゛）・
　　　Sufficiency:　Assume　there exists　ａ　term containing E. . 6 fi.
i11 8 S°０°p°form 0f i>iE)゜　Let this term be Qご句゛d the ｌ°ｅ°aining
terms be Ｐ in the lump. i’ｅ°’？゜ P V Q≒よ゜ From (1.4), T = P ＼
Ｑ（侃（吋＋1）Vごぞ（り＋2）Ｖ　°‘゜’ＶＥも（％））ｉｓalso true.　Thus ？ ゜１
for ａ fixed vectoｒ　Ｅ＾（ろ）ｉｎＷｈｉＣｈevery primary　event appearing
in Ｑ has　the ｖａ:Lue　ｌand　the remaining primary　events　are 09　regard-
less　of　the values　of primary　events belonging to　U7＝1Ω7°　Because
似ε）ｉＳ monotone nondecreasing in E*, T =　１ for　the vector obtained
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　／哩χ
by changing the value of 耳£jeΩ･z;　from0 to l in £大 This　fact
means that ？ ゜ P V Q（侃１ＶＨ＾ Ｎ　”I‥．Ｖ勺：ａ．）゜,ＰＶＱ is also true･
Ｔｈｕｓル（ε）ｃａｎbe represented as ａ s.o.p. form containing no primary
events belonging　to U7＝1Ω7.　　Q.召.Zﾌ
Pｒｏｏｆ　ｏｆ　P2：
　　　ＬｅｔＥ冷(゛)be ａ minimal cut vector、　From the definition of
minimal cut vector and Ｐ１、χ(ε゛)＝Ｏ　foｒ　Ｅ＊　Ｖhichsat sfies
(a)　and χ{E*) = 1 foＸ　Ｅ-　-ｗhichsatisfies Ｅ大＞Ｆｃ(゛)．　Thus
the logical product　of primary　events having the value ｌｉｎ召大(Ｃ)




E. . ,゜゜‘., ff. . } be ａ set　of primary　events
of χ(£■'■≪)and any　term composed of　ａ proper　subset　of と７is not　con-
tained in χ(εり, thenχ(£-*(゜))＝１　holds　ｆｏて　Ｅ１(ａ)　such　that
all primary　events belonging　to C have　the value　ｌ　and the remain-
ing primary　events　are 0, and χ(E*) = 0　for Ｅ＊ which　satisfies
Ｅｉ＜ε火(ａ)．　　Q.E.B。
PｒｏｏｆｏｆＰ;5ご
　　　　:L)It is obvious　from elementary set theory that (1.3) is
equivalent　to (A.I).
　　　ｓ（？゜1＼E..°1) E S(T = 1＼e荻゜1）
Eq. (A.I) is equivalent to（1.5）.
　　2) The relation
s(？゜o＼e..°1) n s(,T = 1に荻゛１)゜ｓ(？゜１に荻゜１)
- S(T゜１旧舒゜1) n s{.T゜１に荻゜1)
(Ａ.1)
(Ａ.2)
holds　from elementary set　theory.　　Eq. (1.6) is　easily derived from
(A.I) and (A.2).
　　　　3) r = 1　for the vector E*^゜such that all primary events
belonging　to Ｃ have the value ｌ　and the　remaining primary　events
are ０．　From (1.5), we have
　　　　a) r = 1 from the vector C* such　ｔ：hat, in‘£゛（ｃ），ｔｈｅｖａｌｕｅ
　　　　　　　　　　　　　　　　　●
of 召づｊ　is　changed into ０ and the value　of E. . into １；
　　　　ｂ）？゜Ｏ　for　every vector E火　such　that　all primary　events　in
８ subset of び‘｛町ｊ｝ｈａｖｅ the value ｌ and the remaining primary
events　(including E.^) are Ｏ’ since C is　ａ minimal　cut　set.










Thus, if £". .
　　　　　　　　ぢ7
then Ｐ３-3　is
　　　　Suppose that P3-3　is　true. Then, if i>a-', ^) = 1 for a ゛ｅｃ’
tor (≒, E) , then ij;(lもｋ｀Ｅ）゜１holds　for　the same vector.　This
fact　is　equivale吐　to (1°５）‘　Accordingly, E.―^E.y.ls ti：ue.
Ｑ.Ｅ.Ｄ.
Pｒｏ好吋Ｐ４
　　　　Let　Im be the logical productﾆ　of primary　events belonging to




Since primary events　contained in Gy are statistically independent.
G1？　Ｇ１？　゛｀‘｀Glｔtａｒｅａｓｓociated［13, 6］, l,e°, Cov{f, g}≧０
for all nondecreasing functions ｆ and ｇ of Ｇ１？　Ｇ１？　･･ ･ ･ y　Ｈｔ，
The　following relation is　derived　from the former result［１４１　for








　　　　Proof of　２)：　Ｌｅｔｒｉｐbe　the number of primary　events
゛%
be
the number of　intermediate　events (including the　top　event), and
‾れＪbe　the Slim of node elements. np is　also equal to　the sum of
leaf　elements
゛
and ｎ≪　ｉｓ　ｅqualto　the number of logic　gates ．　The
number　of　the　inputs　of　logic　gates.　ｏｒれＪ十れＳ゛ｉＳ　equal　to　the
number　of primary events and Intermediate events, or n^十れＳ‾１‘
Thus　the sum of　tree sequence ＴＳ(？)ｏｆ　top event T, or n^-n^. Is
equal　ｔｏ＋1。
　　　　Proof of　:Ｌ)：　　Suppose　that　thesum becomes　ｏ　or negative while
adding.　Let S be　the subsequence of TS(T) from the first element
to　the　element　at which　the sum becomes　ｏ　or negative　for the　first
time.　Then the　last　element of S must be ａ node　element, because,
１ｆnot　so, the sum from the　first　element　to　the ｊust preceding
element of　the last　element becomes negative.　Let ＪＳbe　the　last
element　ｏｆら　and　△　be　the　logic　gate　of F(T) coi°responding　to Ｊ８゛
The　elements　of TSCr) corresponding　to primary　events　and logic
gates contained in the subtrees of ｔﾆhe output ｏｆ△are arranged
before ＪＳ（ＳｅｅＥｑ°(2.4))゜　Let ss be the subsequence of TSiT) that
contains　those elements　and Ｊ　．　The sum of　elements　of ss ｉ６＋1。
　　　　　　　　　　　　　　　　　　　　　　　　　Ｓ
Accordingly the sum of　the　subsequence obtained by　removinａ　ＳＳfｒom
Ｓ　is negative, and that　subsequence contains　the　first　element　of
TS(r). This fact Is contradictory to the definition of Ｓ．
PｒｏｏｆｏｆＰ ｡2 :
　　　　ＬｅｔＰ（″７＋1）ｂｅｔｈｅ　subsequence obtained by　removing　the　last
element -m from the　tree sequence;　the sum of P is m + 1.
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Q.E.D
It　is　obvious　from Eq. (2.5) that　there exists　at least　one way　of
partitioning Ｐ（″into ｍ＋１tree subsequences.
Let Ｐ１゛ P2｀　’゛’‘｀ P
?77＋1
(rightward　from the　:Leftmost　inorder)





sequence　to　the ｊust preceding element　of　the　first　element　ｏｆ？ＴＩ＋1３
n °1, 2 , m.　　The　sum of p(n) is ｎ and　there exists　the
relation　Ｐ（ｎ＋１）!＝Ｐ（ｎ）Ｐｎ＋1’゛’ｈｅｌ｀ｅＰ（１）゜Ｐ１°　Accordingly, in　　ｌ．･
order　to　show the uniqueness　of　the way　of partitioning Pト1）　into
ｍ＋1 tree subsequences.　it　is　sufficient　to　show ｔｈａｔＰ（″?＋1）iS
uniquely partitioned into Ｐ（″7）811d 2≒＋1°　Suppose　that　there exists




　　　－（０゛脳＋1）’ｔｈｅｌｌｔｈｅ svrai of　the subsequence　obtained by removing
－　　　　　　　　　　　　　　　　一
尽＋1（01°m+1°０・lら7汁, (or P,7,＋1）ｉＳ Ｏ’ since both　the sum of
Ｐ?７７十:L











elements belonging tｏじＰ Ｃ２ r゛espectively ° Let ａ゛ΞG, . U ｃｌｊ゛
From the definition in section　3.2, c三万L£大U c .^ is the set of
primary　events　currently being checked.
Pｒｏｏｆｏｆ Ｃｈｅｄｋｌ司Ｒｕle　４.1
　　　　Letａ ｅＦ° Then °ｅ び1Qじ2 since ° e C and C e（72α゛
If °1i≠゜（０１：ｃ２ｊ≠゜) and?⊆らthen °1£ｃニ゜(or °２ｊｃ °）゜
This　is　contradictory　to　the　factﾆ　that ？１　and？２are　the　reduced
Ｓ．ｏ・ｐ．　forms.　ThusＣｅ じ．　It　is　apparent　that　the element belong-
ing to　Ｃ７１Ｚ）Ｕ'la ｏでＣｌｂＵＣ７２,？cannotbe an element　common ｉｎら．
and C　since　that element　contains　at　least　one non-common primary
event.
　　　　　Letc e F]ぷ ＵＦ仙 and ａ 二⊃ａαｅ Ｃ２α゛ Then ° e C71(Z)じ２since
ａＵＣ?α゜‘2. If ａ１£≠G and ａ″ｃ a, then Ｃ１にｃ二Ｃ；　this１Ｓ contra-
dictory‘　Suppose ａ１ぞ゜‘？¥!び２ｊ’ If ａ″⊆らthen ａ２ｊ⊆Ｃ； this １Ｓ
contradictory°　Thus、e e Ｃ．　The proof　for　the case of ａ ｅＦ２αＵＦｌｂ
１Ｓ made similarly・　An element°リｅら.ａ（017％ａ）　cannot be absorbed
by any　element belonging to Ｃ２（ｌ（ＯｒC^ ) since ａびcontains　only
non-conⅢion prima巧events ’　Also the element ％６ら.Z）Uら.Ｃ（olr
Ｃｊ）U（）2a）　cannot　absorb any element belonging to ’C2(or C^) since
らcontains　at　least　one non-common primary　event.
Pｒｏｏｆｓｏｆ Ｃｈｅｃｋｉｎｇ　Ｒｕleｓ4.2- 4.6
Let oΞＣ１も袁 U ゛2か（゛1ひeGαUGZﾌＵＣ１Ｃ｀　C2μｅべαＵべZﾌ
U Ｃ２ｃ）311dlet oリ.゜1ひ’゜2j学ｃｌｊ｀゛
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　　　　Consider　the process　of　checking Ｃ by ａｌｉ;．　Then　theproofs　of
checking sub-rules　ａ －ｄ　in Subroutine RULEA are given below.
a) Suppose the case of ａニ.c ; a ゛ａ１･£never holds. because
宍L･£大Ｅ宍Lぞｉｆａ°宍Lが　Then ａ⊇宍Ｌｉｕ ａ２μｓｉｎｃｅａニ）a2j゛｀
　　Thus ° 1! C7 if ° ≠宍L･£U c2μ‘
b, c) Suppose the case of ａ 二⊃a1ぞａｎｄｃ °ｃ１ぞU c2j大゜　If i <心大゛
　　then it　is　not necessary　to check ａ　further since°１ぞＵ °２ｊi゛s
　　checked in its　due order instead of ｃ；　thus Ｃ¢ご．　工f i　＞£大，
　　then Ct . must be stored　for additional checking・
d) Suppose the case of °φ゜１が　If °⊇ｃ＼　then Ｃ⊇゜1ぐ　But
ａ　＝ａ １ｉnever holds　since it means <^-,-^⊆a1ぐ　Thus ｃ ° a1£’
This is contradictory° Accordingly, if c≠）C1･£゛　thenＣカ?
　　　　　Similarly,　for　the process　of　checking･Ｃ by Ｃ２ｊｓ
checking　sub-rules　ａ －ｄ　are made.
the proofs　of
　　　　Consider　the case　ｏｆＳ１ひ≠φ’Ｓ２ｊｉφφｓ　Let Ｃ］L^ 1ひ８０ｄ
"2i ｅ
ｓｌｊ｀゛゛Ｔｈｅｌｌａ ⊇ｃ″ since ａｌｉ大U cλj｀ｋＵｃ１･ｚ：Ｕ ａ２ｊ °（?゜
Ｉｆａ二⊃o', then Ｃ Ｓ!Ｃ． If Ｃ＝Ｃ″, then ａ must be checked further
by other elements　of ｓ１ひ(Ｓ呪洲by applying the idempotence rule.
　　　　Next　it　is proved that, in each　case of　４．２－ 4.6, it is not
necessary　ｔ６ check o by all elements belonging to Ｃ７１Ｕ び2°
4.2) For ゜1ぞe CIZ）UCla（ｏｌ： ＾２．１ｅ ＳｂＵ ＣＩＣ）’゜ニ）％.ぞ（ｏｌ｀゜゜゜2j）
　　　　never holds　ｓｉｎｃｅ宍Ｌ･£(or ゛２ｊ）contains　at　least　one non-conimon
　　　　primary event.
4｡3）Ｌｅta1ぞ大 e C' and °2j*
never holds　since o^ .
event　contained　ｉｎら．
に釦 For ^li ｅじ1Zﾌ Ｕら.? ａ二⊃ａ 1ぞ




since c . contains　at　least　one non-common primary　event not
contained in ''ij*-
　　　　Theproof for　the case of cひ6 CL and °2j大ｅべαｉＳ
made similarly・
4°A) For a1･£ｅ 'lo　（ｏ・ °２ｄＥｃｌｃ）’ａニ）c1･£（ｏ・ ゛ ゜ ゜2j）11e゛ｅ17
holds　since a]ｊ（ｏｌ：ｃ‘-.) contains at least one non-common
primary　event not　contained in ａ
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４。5) Let cひe C1。 and ｃ２ｊ９・ｅ
＝．ａ Ｕ Ｃ’;ゐ’ For a･£　ｅ C^ ,
neither
　　　°2ji⊆宍Ｌ･£ｎｏｒｃ２励⊇＾ｌｉholds from the proof of 4°1°
　　　Thus o^ . contains　at　least　one primary event not　contained
　　　111 °2j1° Ｆｏｒ°1･£ｅｑａ（０１： °２ｎｅ Ｃ２）’゜1ぞ（０ｌ：ｃ
2j)
contains
　　　at　least　one primary　event not　contained in c, since neither
　　　°１ぞ⊆宍Lひ(or °2j⊆゛2j火）゛olr宍L･£⊇別｡ひ（ｏ１： ｃ２ｊ⊇゜2ji）
holds　and ａ１ｉ（Ｏ１：ｃ‘l3) contains no primary events contained
111 ^2j* (or °μ大). For ゜1･£ｅらゐ’゜1£U °2j1 ゛ ゜ 11e゛er holds
since o .j^ contains at　least　one primary　event not　contained
in both　ａ１ぞ811d (燧jφｔｈｅｒｅｆｏｒｅ゛checking sub-rules ｂ ＆Ｃ
are not necessitated。









　　　　１７． ec^ (ｏ１：ｃ -ｕ ｅ％）’
Ｃｎ (or ゛２ｊ）contains　at　least　one primary　eventﾆnot　contained


















一 れ－　2’ for small
れ ３ ４ ５ ６ ７
た ２ ２　　３ ２　３　４ ２゛　３　　４　　５ ２　　３　　４　　５　　６
ｍ ４ ５　６ ７　　８　　９ 10　11　12　13 14　15　16　17　18
詞ｆ １ ２　３ ４　５　６ ７　　８　　９　１０ 11　12　13　ﾆL4　15
れｙ １ ２ ３ ４ ５
There　exist yZ″different members　of Zｱ1″for same n″. (We　say
that　these members belong　to れ″-class.)
　　　　The last memb er of （ｎ″- l)-class is　£已血ｼﾆjよ, and that of
れ'-class　xs ―く旦｝土丿二λ．　Therefore, if m' belongs　to n'-class.　then
　　　　　　　?（べ‾1）　＋1　≦?　≦　良一包ｼﾆtjよ．　　　　　　　　　　（Ｄ．２）






There　exists　only　one　integer n″satisfying inequa:Llty (D.3)
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(D.3)
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