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Let X be a complex manifold and S ↪→ X be an embedding of complex submanifold. Assuming that the
embedding is (k− 1)-linearizable or (k− 1)-comfortably embedded, we construct via the deformation to the
normal cone a diffeomorphism F from a small neighborhood of the zero section in the normal bundle NS to a
small neighborhood of S in X such that F is in a precise sense holomorphic up to the (k−1)-th order. Using
this F we obtain optimal estimates on asymptotical rates for asymptotically conical Calabi-Yau metrics
constructed by Tian-Yau. Furthermore, when S is an ample divisor satisfying an appropriate cohomological
condition, we relate the order of comfortable embedding to the weight of the deformation of the normal
isolated cone singularity arising from the deformation to the normal cone. We also give an example showing
that the condition of comfortable embedding depends on the splitting liftings. We then prove an analytic
compactification result for the deformation of the complex structure on an affine cone that decays to any
positive order at infinity. This can be seen as an analytic counterpart of Pinkham’s result on deformations
of cone singularities with negative weights.
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1 Introduction and main results
Our original motivation for this paper is to understand the optimal convergence rate of asymptotically conical
Calabi-Yau Ka¨hler metrics on non-compact Ka¨hler manifolds. However it leads us to problems of embedding
of complex submanifolds and deformation of isolated normal singularities. We start the discussion with the
embedding problem.
Let S be a complex submanifold of an ambient complex manifold X. The comparison between neighbor-
hoods of S inside X with neighborhoods of S inside the normal bundle NS is a classical subject in complex
geometry, which was studied in [Gra62, Gri66, CM03, CMS03]. It’s clear that although that in general NS
has a different holomorphic structure with that of neighborhood of S inside X, NS can be viewed as a first
order approximation of small neighborhood of S. More precisely, we will denote by S(k) the ringed analytic
space (S,OX/Ik+1S ), which will be called the k-th infinitesimal neighborhood of S inside X. Then we recall
the following definition.
Definition 1.1. S is k-linearizable inside X if its k-th infinitesimal neighbourhood S(k) in X is isomorphic
to its k-th infinitesimal neighbourhood SN (k) in NS. Here we identify S with the zero section S0 of NS =: N .
Our first preliminary result is that there is a diffemorphism from a neighborhood of S ⊂ X to a neigh-
borhood of S0 ⊂ NS that is in some sense the most holomorphic one. Although the existence of such a
diffeomorphism may be known to experts after the celebrated work of Grauert [Gra62] (for example, some
rough arguments appeared in [vCo08, ADN]), here we would like to give an almost explicit construction
using the work of Abate-Bracci-Toneva [ABT09] together with the deformation to the normal cone construc-
tion. Let g˜0 be a smooth Riemannian metric on a neighborhood W0 of S0 inside NS . Denote by ‖ · ‖g˜0 the
C0-norms of tensors on W0 with respect to g˜0 and by r˜ the distance function to S0 with respect to g˜0.
Proposition 1.2. Assume S is a smooth submanifold of X. If S ↪→ X is (k − 1)-linearizable, then there
exists a diffeomorphism F : W0 → F (W0) ⊂ W where W is a small neighborhood of S ⊂ X, such that F
satisfies
‖∇jg˜0(F
∗J − J0)‖g˜0 ≤ r˜k−j , for any j ≥ 0. (1)
Our next result deals with a special situation, that arises in Tian-Yau’s construction of asymptotically
conical (AC) Calabi-Yau (CY) metric on the complement of some divisor inside a Fano manifold. To state the
result, we need to use the notion of conical metrics on affine cones. In this paper, by an affine cone C(D,L),
we will mean the normal affine variety obtained by contracting the zero section of a negative line bundle L−1
over a smooth projective manifold D. We will also consider the compactified cone C¯(D,L) = C(D,L)∪D∞
obtained by adding the divisor D∞ at infinity. These varieties can be expressed using pure algebra (x has
degree 1 in the second graded ring):
C := C(D,L) = Spec
∞⊕
m=0
H0(D,mL), C¯ := C¯(D,L) = Proj
∞⊕
m=0
(⊕mr=0H0(D,Lr) · xm−r) .
Now let h be a Hermitian metric on the negative line bundle L−1 → D with negative Chern curvature. Since
C = C(D,L) is obtained from L−1 by contracting the zero section, h can be thought as a function on the
cone C. For any δ > 0, there is a complete Ka¨hler cone metric on C(D,L) whose Ka¨hler form on the regular
part C \ {o} is given as
ω
(δ)
0 :=
√−1∂∂¯hδ. (2)
It’s easy to verify the associated Ka¨her metric tensor g
(δ)
0 is indeed a cone metric (see Section 5.1).
Proposition 1.3. 1. Let X be an n-dimensional projective manifold and D be an ample divisor. Let ω0 =
ω
(δ)
0 be a conical metric on C(D,ND) as defined in (2). Assume that D is (k−1)-comfortably embedded
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inside X. Then there exists a diffeomorphism away from compact sets FK : C(D,ND)\BR(o) →
(X\D)\K such that
‖∇jω0(F ∗KJ − J0)‖ω0 ≤ r−
k
δ
−j for any j ≥ 0, (3)
where J (resp. J0) denotes the complex structure on X \D(resp. C(D,ND) \ {o}).
2. Let X be a n-dimensional Fano manifold and assume −KX = αD with α > 1. Denote ω0 = ω(δ)0
with δ = α−1
n
. Assume D is (k − 1)-comfortably embedded. Then we can find a diffeomorphism
FK : C(D,ND) \BR(o)→ (X \D) \K) such that
‖∇jω0(F ∗KΩ− Ω0)‖ω0 ≤ r−
k
δ
−j
where Ω (resp. Ω0) is the multi-meromorphic volume form on X (resp. C(D,ND)) that is non-vanishing
holomorphic on X\D (resp. C(D,ND)) and has pole of order α along D.
The special number α−1
n
is the exponent in the Calabi-ansatz for Ka¨hler-Ricci flat cone metric (see (58)
in Section 5.1). Notice that the norm used in (1) is with respect to g˜0 while the norms used in (3) is
with respect to the cone metric ω0 (or g0) (see Section 5.1 for the comparison between these two Ka¨hler
metrics). This discrepancy is explained by the difference between linearizable and comfortable embedding.
See Definition 7.6 for the definition of comfortable embedding. This is a concept that arises in the study of
embeddings of complex submanifolds in [Gra62] and is explicitly introduced in [ABT09].
Corollary 1.4. Let X be an n-dimensional Fano manifold and assume −KX = αD with α > 1. Denote
δ = α−1
n
. Suppose D has a Ka¨hler-Einstein metric and D is (k−1)-comfortably embedded into X. Then the
metric ωTY constructed by Tian-Yau in Theorem 7.1 satisfies:
‖∇jω0(F ∗KωTY − ω0)‖ω0 ≤ r−min{2,
k
δ
}−j for any j ≥ 0.
If moreover we assume that the Ka¨hler class is contained in the compactly supported cohomology H2c (X\D),
then we get:
‖∇jω0(F ∗KωTY − ω0)‖ω0 ≤ r−min{2n,
k
δ
}−j for any j ≥ 0.
Note that the above corollary follows from Proposition 1.3 combined with the regularity theory developed
by Conlon-Hein in [CH13a] (see (91)) and Cheeger-Tian’s work in [CT94]. In many cases, Proposition 1.3
improves the regularity in [CH13b] (see also [CH14, Remark 1.2]). We refer to Appendix 7.1 for more
background details on Tian-Yau’s metric.
Under appropriate assumptions, our next result relates the order of embedding of D → X to the order
and the weight of a deformation of C(D,ND). We first construct the deformation that we will be interested
in.
Let X be a projective manifold of dimension greater than 2 and D a smooth ample divisor on X. Let
X denote the flat family that is obtained by first blowing up D × {0} inside X × C and then blowing down
the strict transform of X × {0}. Let D be the strict transform of D × C. It’s easy to see that D ∼= D × C.
Assume that the central fibre X0 coincides with C¯(D,ND) so that X ◦ = X \D is a flat deformation X ◦ → C
of C(D,ND). Denote by m(X,D) the maximum positive integer m such that the embedding D ↪→ X is
(m − 1)-comfortably embedded. Let Ord(Z/D) be the order of deformation (Definition 7.13) and w(Z/D)
the weight of the reduced Kodaira-Spencer class KSredX◦/D (Definition 7.14).
Theorem 1.5. In the setting of the above paragraph, we have the identities:
m(X,D) = Ord(X ◦/D) = −w(X ◦/D). (4)
Notice the integer m(X,D) in the above theorem was considered in [ABT09, Remark 4.6]. If dimD ≥ 2
and D is ample, then, by remark 7.9, m(X,D) is also the maximal order of linearizability. In other words,
D ⊂ X is (m(X,D) − 1)-linearizable but not m(X,D)-linearizable. When dimD = 1, we expect the
conclusion of Theorem 1.5 is also true. In fact, a parallel analytic result will be shown in Theorem 1.6 without
the restriction on dimension. On the other hand, we will calculate the example of diagonal embedding
P1 ↪→ P1 × P1 explicitly to see some related new phenomenon about the embedding of submanifolds in
Proposition 4.8. In particular, this example shows that the condition of comfortable embedding depends on
the choice of splitting liftings, and thus answers a question by Abate-Bracci-Tovena negatively.
Combining Theorem 1.5 with Proposition 1.3, we can give simple algebraic interpretations of ad hoc
calculations in [CH13a] on the asymptotical rate of holomorphic volume forms. See Examples in Section 5.2.
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Finally, we ask if any deformation of complex structure on C that decays at infinity comes from this
construction. We have a good understanding of the algebraic version of this problem thanks to the work
of Pinkham. His results in particular implies that any (formal) deformation of C with negative weight
can be extended to a (formal) deformation of C¯ (see Theorem 7.19). For the application to the study of
asymptotical conical Ka¨hler metrics, we prove an analytic compactification result, which can be seen the
analytic counterpart of Pinkham’s result. Note that a similar compactification result in the asymptotically
cylindrical Calabi-Yau case has recently appeared in [HHN12]. See Remark 6.2 for some comparison.
To state this result in a general form, let h be a Hermitian metric on any negative line bundle L−1 → D
with negative Chern curvature and use the notation ω0 := ω
(δ)
0 in (2). Let U denote a neighborhood of
the infinity end of C(D,L). Equivalently U is a punctured neighborhood of the embedding D ↪→ C(D,L).
Denote J0 the standard complex structure on C(D,L), and U  = U ∪ D the compactification of U in
C(D,L).
Theorem 1.6. Assume that J is a complex structure on U = U\D such that there exists λ > 0 such that
‖∇kg0(J − J0)‖ω0 ≤ r−λ−k, for any k ≥ 0.
Then the complex analytic structure on U extends to a complex analytic structure on U . Moreover, if we
denote by m = dδλe the minimal integer which is bigger than or equal to δλ, then in the compactification the
divisor D is (m− 1)-comfortably embedded.
This can be seen as a converse to the first part of Proposition 1.3 and implies the estimate in Proposition
1.3 is sharp.
Remark 1.7. Because our proof uses only locally information near the divisor, the argument in the proof
should apply in the more general orbifold case. Actually Conlon-Hein [CH14] has recently used the compact-
ification obtained in Theorem 1.6 to prove any AC CY metric with quasi-regular tangent cone at infinity
comes from Tian-Yau’s construction.
We end this introduction with the organization of this paper. More detailed information of materials will
be given at the beginning of each section. In Section 1, we recall the standard Kodaira-Spencer theory of
infinitesimal deformations and generalize it to a higher order setting. We also explain how the (higher order)
abstract deformations and embedded deformations are related via Schlessinger’s exact sequence. In Section
3, we relate the order of embedding to the order of deformation of neighborhoods of complex submanifolds.
This is achieved by writing down explicitly a reduced Kodaira-Spencer class and relate it to obstructions
to extension of embeddings (in Proposition 3.2). In Section 4, we treat the case when the submanifold is
an ample divisor and prove Theorem 1.1. In Section 5, we apply the result in Section 4 to estimating the
asymptotic rates of complex structures on asymptotic conical Ka¨hler manifolds in order to prove Proposition
1.3. In Section 6, we adapt Newlander-Nirenberg’s work to prove an analytic compactification result for
asymptotically conical complex manifolds. In the appendices, we collect some background results of AC
Calabi-Yau metrics studied by Tian-Yau and Conlon-Hein, Abate-Bracci-Toneva’s work on embedding of
submanifolds, and theory of infinitesimal and higher order deformations of normal affine varieties with
isolated singularities.
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me to realize the correct notion of reduced Kodaira-Spencer class is by using higher order deformations. I
would like to thank the referees for careful readings, helpful comments and constructive suggestions. I would
also like to thank Professor J. Wahl for help with several technical points and C. Xu for bringing the very
helpful reference [Art76] to my attention. Part of the revision of this paper was done when I visited MSRI
in Spring 2016. I would like to thank the institute for its hospitality and financial support.
2 Preliminaries on deformation theory
In this section, we first recall the standard infinitesimal deformation theory developed by Kodaira-Spencer via
coordinate changes, and how to relate it to embedded deformations. Then these are generalized to a higher
order setting that we will be interested in. We do this by introducing the concepts of p-trivial atlases and
p-trivial embeddings for any p ≥ 0 in Section 2.2 . The main goal of this section is to prove Proposition 2.12
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which allows us to characterize the order and the weight of deformation in terms of p-trivial atlases or p-trivial
embeddings for some specific p. In other words, Proposition 2.12 allows us to show that the reduced Kodaira-
Spencer class defined via coordinate changes (following Kodaira-Spencer’s approach) is essentially the same
as the reduced Kodaira-Spencer class defined via defining functions (following Schlessinger’s approach). The
materials in Section 2.2 and Section 2.3 may be well-known to experts, but we couldn’t locate a reference
in the literature and so we write them down in details.
2.1 infinitesimal deformations via coordinate changes and embedded de-
formations
In this subsection, we recall how to get first order Kodaira-Spencer class for a differentiable family by using
the variation of holomorphic coordinate change (see [Kod81]) and its relation to embedded deformations.
Suppose we have differentiable family Y → D of complex manifolds over a disk D.
Remark 2.1. Since we only care about the behavior near the central fibre Z0, the base D is not very
important. For example, we will frequently shrink D to become D = {t ∈ C; |t| < } for any 0 <   1 in
the following discussion.
Definition 2.2. An atlas covering Y0 is a collection of coordinate charts {Uα,Φα = (zα, t)}α∈A such that
1. For each α ∈ A, Uα ⊂ Y is biholomorphic to polydisk Dn+1, and Y0 ⊂ ⋃α Uα i.e. Y0 = ⋃α(Uα ∩ Y0);
2. there is a biholomorphic map Φα = (zα, t) : Uα → Φα(Uα) ⊂ Cn × C such that t is the coordinate on
D. In particular, Uα := Y0 ∩ Uα = {t = 0}.
Remark 2.3. Since we can always shrink Uα, the assumption that Uα is biholomorphic to polydisk Dn+1 is
just for the simplicity.
1. (Cˇech cohomology) We first define the classical Kodaira-Spencer class by using the coordinate change:
Suppose we have the coordinate change:
ziα = F
i
αβ(zβ , t), t|Uα = t|Uβ . (5)
Then we can deduce:
F iαβ(Fβγ(zγ , t), t) = F
i
αγ(zγ , t) =⇒
∂F iαβ(zβ , t)
∂zjβ
∂F jβγ(zγ , t)
∂t
+
∂F iαβ(zβ , t)
∂t
∣∣∣∣∣
t=0
=
∂F iαγ(zγ , t)
∂t
∣∣∣∣
t=0
.
So if we denote:
θβγ =
n∑
i=1
∂F iβγ(zγ , t)
∂t
∣∣∣∣∣
t=0
∂
∂ziβ
=
n∑
i=1
∂ziβ(zγ , t)
∂t
∣∣∣∣∣
t=0
∂
∂ziβ
. (6)
Then it satisfies the cocycle condition θβγ = θαγ − θαβ so that {θαβ} ∈ Hˇ1({Uα},ΘY0) where Uα =
Uα ∩ Y0 and ΘY0 is the tangent sheaf on Y0. The class defined by θ = {θαβ} in H1(Y0,ΘY0) is the
classical Kodaira-Spencer class associated to the differentiable family Y → D.
2. (Dolbeault cohomology) It’s well known that the above θ can be represented by using Dolbeaux coho-
mology. For this we take {ρα} to be a partition of unity for the covering {Uα} and define
ξα =
n∑
i=1
∑
γ
ργ
∂F iαγ(zγ , t)
∂t
∣∣∣∣
t=0
∂
∂ziα
.
It’s easy to verify that θαβ = ξα − ξβ , so that ∂¯ξα = ∂¯ξβ is a globally defined ΘY0 -valued closed
(0,1)-form and so it represents a cohomology class, still denoted by θ, in H
(0,1)
∂¯
(Y0,ΘY0). On the other
hand, θ measures the first order variation of the complex structure. We follow the method in Kodaira’s
book [Kod81, Section 2.3] by defining of differentiable vector field V. First notice that by the chain
rule (
∂
∂t
)
β
=
n∑
i=1
∂F iαβ(zβ , t)
∂t
∂
∂ziα
+
(
∂
∂t
)
α
,
∂
∂zjβ
=
n∑
i=1
∂F iαβ(zβ , t)
∂zjβ
∂
∂ziα
.
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We can define a differentiable vector field locally on Uα for fixed α by:
V =
∑
β
ρβ
(
∂
∂t
)
β
=
∑
β
ρβ
n∑
i=1
∂F iαβ(zβ , t)
∂t
∂
∂ziα
+
(
∂
∂t
)
α
=
n∑
i=1
∑
β
ρβ
∂F iαβ(zβ , t)
∂t
 ∂
∂ziα
+
(
∂
∂t
)
α
.
Then point is that V is a globally defined vector field (in a neighborhood of Y0) that locally on Uα
looks like V =
(
∂
∂t
)
α
. Let σ(t) be the flow associated with V which exists for sufficiently small t. We
have the identity:
d
dt
(σ(t)∗J) = (LVJ)(∂z¯j )dz¯j = ∂¯V.
Notice that ∂¯V|t=0 = ∂¯ξα = θ ∈ H(0,1)∂¯ (Y0,ΘY0) ∼= H1(Y0,ΘY0).
3. (Embedded deformations vs. abstract deformations)
Assume a differentiable family of complex manifolds Y → D is embedded into CN × D. Then one can
obtain the Kodaira-Spencer class by using the relation between embedded deformations and abstract
deformations. Notice that in the following discussion we assume Y = Y0 is smooth but we don’t assume
Y is affine. First there is an exact sequence of sheaves:
0→ IY /I2Y → Ω1CN
∣∣
Y
→ Ω1Y → 0.
where Ω1 denotes the cotangent sheaf. The dual of this sequence is given by:
0→ ΘY → ΘCN |Y → NY → 0.
where NY = NY |CN is the normal sheaf of Y as a complex submanifold of CN . So we get a long exact
sequence:
0→ H0(Y,ΘY )→ H0(Y,ΘCN )→ H0(Y,NY ) δ→ H1(Y,ΘY )→ H1(Y,ΘCN |Y ). (7)
We now choose an atlas covering Y0, denoted by {Uα, {ziα, t}}, such that the embedding Uα → CN ×D
is given by holomorphic functions:
wb = wbα(z
i
α, t), 1 ≤ b ≤ N.
Notice that here we use {wb; b = 1, · · · , N} to denote the coordinates of CN and use wbα (i.e. depending
on α) to denote wb as functions of the coordinates {ziα, t}. Then we get locally defined section vα ∈
H0(Uα,ΘCN |Uα) by defining
vα =
∑
b
∂wbα
∂t
∣∣∣∣
t=0
∂
∂wb
.
Hence we get a local section [vα] ∈ H0
(
Uα, NY |Uα
)
under the natural projection ΘCN |Y0 → NY0 .
Lemma 2.4. {[vα]} can be glued to become a global section v¯ in H0(Y,NY ). Moreover, δ(v¯) = θ where
δ is the connecting morphism in (7) and θ is the classical Kodaira-Spencer class defined in the above
subsection.
Proof. Notice that we have the relation:
wb = wbβ(zβ , t) = w
b
β(z
i
β(z
j
α, t), t) = w
b
α(z
j
α, t).
Taking derivative on both sides with respect to t at t = 0, we get:
N∑
b=1
∂wbα
∂t
∣∣∣∣
t=0
∂
∂wb
=
∑
i,b
∂wbβ
∂ziβ
∂ziβ
∂t
∣∣∣∣∣
t=0
∂
∂wb
+
∂wbβ
∂t
∣∣∣∣∣
t=0
∂
∂wb
.
6
Denote by ιY : Y → CN the induced embedding. Then the above equality is equivalent to:
vα − vβ =
∑
b
(∑
i
∂ziβ(zα, t)
∂t
∣∣∣∣∣
t=0
∂wb
∂ziβ
)
∂
∂wb
= (ιY )∗(θβα).
Since θβα ∈ ΘY0(Uα ∩ Uβ), we get [vα] = [vβ ] and by the definition of the connecting morphism δ in
(7), we indeed have δ(v¯) = θ.
2.2 p-trivial atlas and p-trivial embeddings
We can generalize the above discussion to higher order deformations. Let us introduce a condition that will
be important to us:
Definition 2.5. Assume that there is an atlas U = {Uα,Φα = (zα, t)} covering Y0 with coordinate change
functions ziα = F
i
αβ(zβ , t) on Uα ∩ Uβ. We say that U is p-trivial if F iαβ(zβ , t) − F iαβ(zβ , 0) vanishes up to
order p at t = 0:
∂l(F iαβ(zβ , t)− F iαβ(zβ , 0))
∂tl
∣∣∣∣∣
t=0
= 0, for 0 ≤ l ≤ p.
Notice that since l = 0 case is automatically true, this p-trivial condition is equivalent to:
∂lF iαβ(zβ , t)
∂tl
∣∣∣∣∣
t=0
= 0, for 1 ≤ l ≤ p.
If this is the case, we define the (p + 1)-order Kodaira-Spencer (Cˇech) class, denoted by θp+1(U) or simply
by θp+1 if the atlas is clear, as the (Cˇech) cohomology defined by the cocycle:
(θp+1)αβ =
1
(p+ 1)!
n∑
i=1
∂p+1F iαβ(zβ , t)
∂tp+1
∣∣∣∣∣
t=0
∂
∂ziα
∈ H0(Uα ∩ Uβ ∩ Y0,ΘY0), (8)
Lemma 2.6. 1. θp+1 := θp+1(U) is well-defined, i.e. θp+1 = {(θp+1)αβ} satisfies the cocycle condition
(θp+1)βγ = (θp+1)αγ − (θp+1)αβ .
2. If we have another p-trivial atlas U˜ =
{
(U˜α, Φ˜α = {z˜α, t})
}
, then θ˜p+1 = θp+1(U˜) defines the same
Cˇech cohomology as θp+1.
3. There exists a p-trivial atlas covering Y0 if and only if there exists a (p − 1)-trivial atlas covering Y0
and θp = 0 ∈ H1(Y0,ΘY0);
Proof. Using the cocycle condition of {Fαβ} and the vanishing condition, we can take derivatives to get:
F iαβ(Fβγ(zγ , t), t) = F
i
αγ(zγ , t) =⇒
∂F iαβ(zβ , t)
∂zjβ
∂F jβγ(zγ , t)
∂t
+
∂F iαβ(zβ , t)
∂t
=
∂F iαγ(zγ , t)
∂t
=⇒ ∂F
i
αβ(zβ , t)
∂zjβ
∂p+1F jβγ(zγ , t)
∂tp+1
+O(t) +
∂p+1F iαβ(zβ , t)
∂tp+1
=
∂p+1F iαγ(zγ , t)
∂tp+1
.
From this it’s clear that θp+1 = {(θp+1)βα} satisfies the cocycle condition.
To prove the second item, we first choose a common refining of U and U˜ and assume we have the same
collection of open sets: Uα = U˜α for α ∈ A. Supposing the coordinate function U˜α is denoted by Φ˜α = (z˜α, t),
then we have the following relation on the composition of coordinate functions
zα = zα(z˜α, t) = zα(z˜α(z˜β , t), t) = zα(z˜α(z˜β(zβ , t), t), t) = zα(zβ , t).
Taking derivative on both sides with respect to t we get:
∂ziα(zβ , t)
∂t
=
∂ziα(z˜α, t)
∂z˜jα
(
∂z˜jα(z˜β , t)
∂z˜kβ
∂z˜kβ(zβ , t)
∂t
+
∂z˜jα(z˜β , t)
∂t
)
+
∂ziα(z˜α, t)
∂t
(9)
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We have used the Einstein summation rule. Notice that we also have:
z˜β = z˜β(zβ(z˜β , t), t) =⇒ ∂z˜
k
β(zβ , t)
∂zjβ
∂zjβ(z˜β , t)
∂t
+
∂z˜kβ(zβ , t)
∂t
= 0. (10)
Combining (9)-(10) and chain rule, we get:
∂ziα(zβ , t)
∂t
∂
∂ziα
− ∂z˜
j
α(z˜β , t)
∂t
∂
∂z˜jα
=
∂ziα(z˜α, t)
∂t
∂
∂ziα
− ∂z
j
β(z˜β , t)
∂t
∂
∂zjβ
. (11)
At t = 0, this shows θ1 − θ˜1 is indeed a coboudary. For p-trivial atlases U and U˜ , we just take higher order
derivatives (Lie derivative for vector fields) of both sides of (11) at t = 0 to get θp+1 − θ˜p+1 is indeed a
coboundary.
Finally we prove the 3rd item. Assume U = {Uα,Φα = (zα, t)}α∈A is a (p − 1)-trivial atlas. Then by
definition of θp and the assumption, we have
θp =
∂pziα(zβ , t)
∂tp
∣∣∣∣
t=0
∂
∂ziα
= ciα
∂
∂ziα
− ciβ ∂
∂ziβ
. (12)
Define the new coordinate z˜iα = z
i
α +
tp
p!
ciα. Then we have the relation:
z˜iα = z
i
α(zβ , t) + t
pciα = z
i
α
(
z˜jβ −
tp
p!
cjβ , t
)
+
tp
p!
ciα = z˜
i
α(z˜β , t).
Taking derivative on both sides, we get:
∂pz˜iα(z˜β , t)
∂tp
∣∣∣∣
t=0
= − ∂z
i
α
∂zjβ
· cjβ
∣∣∣∣∣
t=0
+
∂pziα(zβ , t)
∂tp
∣∣∣∣
t=0
+ ciα.
Notice that ∂
∂z˜iα
= ∂
∂ziα
at t = 0, so we get by (12) that
∂pz˜iα
∂tp
∣∣∣∣
t=0
∂
∂z˜iα
= −cjβ
∂
∂zjβ
+ ciα
∂
∂ziα
+
∂pziα(zβ , t)
∂tp
∣∣∣∣
t=0
∂
∂ziα
= 0.
So the new atlas {Uα, Φ˜ = {z˜α, t}} is a p-trivial atlas.
To make connection with embedded deformations, we introduce the following definition.
Definition 2.7. Let Y → D be a differentiable family of complex manifolds that can be embedded into
CN × D. We say an embedding ιY : Y → CN × D is p-trivial (along Y0 =: Y ), if there exists an atlas
U = {Uα,Φα = (ziα, t)}α∈A covering Y0 such that the following condition is satisfied: for each α ∈ A, if
the embedding Uα → CN × D is represented by the functions wb = wbα(zα, t) then the following condition is
satisfied:
∂lwbα(zα, t)
∂tl
∣∣∣∣
t=0
= 0, 1 ≤ l ≤ p. (13)
In this case, we say that U is an adapted atlas for the p-trivial embedding, or simplify p-adapted atlas.
To state the next result, we introduce additional notations. Let pi : Y → D be a differentiable family of
complex manifolds over the unit disk. For any  > 0, D = {t ∈ D; |t| < } and Y = Y ×D D = pi−1D.
Lemma 2.8. Assume Y → D is a differentiable family of complex manifolds that can be embedded into
CN × D. Then the following conditions are equivalent:
1. There exists a sufficiently small   1, such that there exists an embedding Y ↪→ CN × D that is
p-trivial;
2. There exists a p-trivial atlas covering Y0.
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Proof. Assume that we have a p-trivial embedding with p-adapted atlas {Uα,Φα = (ziα, t)}α∈A. We prove
that the p-adapted atlas is a p-trivial atlas defined in Definition 2.5. In other words, we want to show that:
∂l(zα(zβ , t)− zα(zβ , 0))
∂tl
∣∣∣∣
t=0
= 0, for 0 ≤ l ≤ p.
We prove this by induction. The case of l = 0 is automatic true. Assume this is proved for the (l − 1)-th
order derivative for some 1 ≤ l ≤ p. Then we take l-th order derivative on both sides of the following relation
with respect to t at t = 0,
wb = wbα(zα, t) = w
b
α(zα(zβ , t), t) = w
b
β(zβ , t),
and use the (l − 1)-trivial and (l − 1)-adapted property to get:
0 =
∂lwbβ(zβ , t)
∂tl
∣∣∣∣∣
t=0
=
∂wbα(zα, t)
∂zα
∂lzα(zβ , t)
∂tl
∣∣∣∣
t=0
+
∂lwbα(zα, t)
∂tl
∣∣∣∣
t=0
=
∂wbα(zα, t)
∂zα
∂lzα(zβ , t)
∂tl
∣∣∣∣
t=0
.
Because the N × n matrix
Mbi =
∂wbα(zα, t)
∂ziα
has rank n and zero kernel, we get
∂lzα(zβ ,t)
∂tl
∣∣∣
t=0
= 0. So the atlas is indeed l-trivial. By induction, we
indeed show that p-adapted atlas is p-trivial.
Reversely, assume that there is an atlas U = {Uα,Φα = {zα, t}}α∈A covering Y0 and for each α ∈ A, and
an embedding is represented by wb = wbα(zα, t). Then we have the relation:
wb = wbβ(zβ , t) = w
b
β(zβ(zα, t), t) = w
b
α(zα, t).
We can take the derivative on both sides at t = 0. Using the p-trivial condition of the atlas, we easily get:
∂lwbα
∂tl
∣∣∣∣
t=0
=
∂wbβ
∂ziβ
∂lziβ(zα, t)
∂tl
∣∣∣∣∣
t=0
+
∂lwbβ
∂tl
∣∣∣∣∣
t=0
=
∂lwbβ
∂tl
∣∣∣∣∣
t=0
, 1 ≤ l ≤ p.
So we see that for each 1 ≤ l ≤ p, we have a globally defined vector field:
v(l) =
∂lwbβ
∂tl
∣∣∣∣∣
t=0
∂
∂wb
∈ H0(Y,ΘCN |Y )
We claim that we can modify the embedding the get a p-trivial embedding. Indeed we can do this by induction
as following. Assume that we already get an (l− 1)-trivial embedding for some 1 ≤ l ≤ p. Let σ(l) = σ(l)(t)
be the flow generated by an extension of holomorphic vector field −v(l)/l! to CN , then we can define a new
embedding ι˜Y := σ(l)(tl) ◦ ιY . Then we have a new representation w˜b = w˜b(wα(zα, t), t) = w˜bα(zα, t). If
we take derivative with respect to t by using the (l − 1)-trivial condition, then we see that ι˜Y is indeed an
l-trivial embedding:
∂lw˜b(zα, t)
∂tl
∣∣∣∣
t=0
∂
∂wb
=
∂w˜b
∂wc
∂lwc(zα, t)
∂tl
∣∣∣∣
t=0
∂
∂wb
+
∂lw˜b(w, t)
∂tl
∣∣∣∣
t=0
∂
∂wb
=
∂lw˜cα(zα, t)
∂tl
∣∣∣∣
t=0
∂
∂wc
− v(l) = 0.
Lemma 2.9. 1. If there is a p-trivial embedding we can define a global section vp+1 := vp+1(ιY) ∈
H0(Y0, NY0) such that
vp+1(Uα) =
[∑
b
∂p+1wbα(zα, t)
∂tp+1
∣∣∣∣∣
t=0
∂
∂wb
]
∈ H0(Uα ∩ Y0, NY0) (14)
where we used the natural morphism ΘCN |Y0 → NY0 . Furthermore, δY (vp+1) = θp+1 where δY is
the connecting morphism δY : H
0(Y0, NY0) → H1(Y0,ΘY0) and θp+1 is the reduced Kodaira-Spencer
cocycle associated to the p-adapted atlas.
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2. Assume that there is another p-trivial embedding ι˜Y : Y → CN with p-adapted atlas {U˜α, Φ˜α = (z˜iα, t)}
such that ι˜Y = ιY . Denote v˜p+1 = vp+1(ι˜Y). then we have δ(vp+1 − v˜p+1) = 0.
Proof. The first statement generalizes Lemma 2.4 and the proof is also a straightforward generalization.
Indeed, by the proof of Lemma 2.8, the p-adapted atlas is p-trivial. So we can use the p-trivial condition to
take the (p+ 1)-th order derivative with respect to t at t = 0 on both sides of the identity:
wb = wbβ(zβ , t) = w
b
β(z
i
β(z
j
α, t), t) = w
b
α(zα, t)
to get
∂p+1wbα(zα, t)
∂tp+1
=
∂wb
∂ziβ
∂p+1ziβ
∂tp+1
+
∂p+1wb(zβ , t)
∂tp+1
. (15)
So if we define
vα =
∂p+1wb(zα, t)
∂tp+1
∂
∂wb
∣∣∣∣
t=0
then vα − vβ = ιY ∗(θp+1)βα. So {[vα]}α∈A can be glued to become a global section v1 ∈ H0(Y,NY ) using
the fact that NY = ΘCN /ΘY .
For the second item. We use (15) to get the identity:
δ(vp+1 − v˜p+1)(Uα ∩ Uβ) = ιY ∗((θp+1)βα)− ι˜Y ∗(θ˜p+1)βα)
= ιY ∗
(
(θp+1)βα − (θ˜p+1)βα
)
By Lemma 2.6 item 2, more specifically identity (11), we know that θp+1 − θ˜p+1 = 0 ∈ H1(Y,ΘY ). So the
proof is complete.
Lemma 2.10. The following conditions are equivalent:
1. There is a p-trivial embedding Y → CN × D for  1;
2. There exists an embedding Y → CN × D and an atlas U = {Uα,Φα = (zα, t)}α∈A covering Y0 such
that the following condition is satisfied: for each α ∈ A, if the embedding Uα → CN × D is represented
by the function wb = wbα(zα, t), then we have:∑
b
∂lwbα(zα, t)
∂tl
∣∣∣∣
t=0
∂
∂wb
∈ ΘY0(Uα ∩ Y0), for 1 ≤ l ≤ p. (16)
3. There exists a (p− 1)-trivial embedding ιY with vp(ιY) = 0 ∈ H0(Y0, NY0).
Proof. (cf. Proof of Lemma 8) Clearly item 1 implies item 2 and item 3. We just need to show that the
condition 2 or condition 3 imply that there exists an atlas satisfying the condition (13). We prove this by
induction, first use the condition that (16) holds for l = 1. So there exists ciα = c
i
α(zα) such that∑
b
∂wbα(zα, t)
∂t
∣∣∣∣
t=0
∂
∂wb
=
∑
i
ciα
∂
∂ziα
=
∑
i
ciα
∂wbα(zα, 0)
∂ziα
∂
∂wb
. (17)
Define new coordinates on Uα as z˜iα = ziα + ciαt. Then we have the relation:
wb = wbα(zα, t) = w
b
α(zα(z˜α, t), t) = w˜
b
α(z˜α, t).
Taking derivative on both sides with respect to t we get:
∂w˜bα(z˜α, t)
∂t
=
∂wbα(zα, t)
∂ziα
∂ziα(z˜α, t)
∂t
+
∂wbα(zα, t)
∂t
.
At t = 0, by (17) we have:
∂w˜bα(z˜α, t)
∂t
∣∣∣∣
t=0
= −∂w
b
α(zα, 0)
∂ziα
ciα +
∂wbα(zα, t)
∂t
∣∣∣∣
t=0
= 0.
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By induction, the similar argument can be generalized to higher order case. Indeed, assume∑
b
∂lwbα(zα, t)
∂tl
∣∣∣∣
t=0
∂
∂wb
= 0, for 1 ≤ l ≤ p− 1, (18)
and ∑
b
∂pwbα(zα, t)
∂tp
∣∣∣∣
t=0
∂
∂wb
=
∑
i
diα
∂
∂ziα
=
∑
i
diα
∂wbα(zα, 0)
∂ziα
∂
∂wb
∈ ΘY0(Uα ∩ Y0) (19)
Defining the new coordinate z˜iα = z
i
α + d
i
α
tp
p!
, and taking derivative all the way up to order p on both sides
of
wb = wbα(zα, t) = w
b
α(zα(z˜α, t), t) = w˜
b
α(z˜α, t)
at t = 0, we get:
∂pwb(z˜α, t)
∂tp
∣∣∣∣
t=0
=
∂wbα(zα, 0)
∂ziα
∂pziα(z˜α, t)
∂tp
+
∂pwbα(zα, t)
∂tp
∣∣∣∣
t=0
= −
∑
i
diα
∂wbα(zα, 0)
∂ziα
+
∂pwbα(zα, t)
∂tp
∣∣∣∣
t=0
= 0.
So we see that the atlas {Uα, {z˜α, t}} is indeed a p-adapted atlas.
2.3 Higher order deformation of normal isolated singularity via the higher
order deformation of regular part
It will be important for us to understand a relation between higher order embedded deformations of affine
varieties via the defining functions and higher order deformations of the regular part. From now on assume
Z has a normal isolated singularity at o and denote U = Z \ {o}. It’s a well known result of Schlessinger
(Proposition 7.12) that the (infinitesimal) embeddable deformations can be determined by deformations of
punctured neighborhood of o. The key point is that there are two short exact sequences:
H0(U,ΘCN |U)→ H0(U,NU ) ψU→ T1Z → 0, 0→ T1Z τU−→ H1(U,ΘU )→ H1(U,ΘCN |U).
This can also be generalized to the higher order case. We refer to Appendix 7.3.2 for brief explanation of
higher order deformations. For details see [Har10, Chapter 10]) and [Art76, Section 6, Remark 6.6]. Notice
that we can work in the analytic category as in the work of [KaSc72]. Assume Z → D is a flat family of
affine varieties over the unit disk. The total family is embedded in CN × D. Define
Ord(Z/D) = max{k + 1;Z ×D D(k)→ D(k) is trivial }. (20)
As explained in the appendix 7.3.2 (see [Art76, Remark 6.1, Remark 6.6]), if Ord(Z/D) ≥ p+ 1, then we
can assume that locally IY (Zt) is generated by {f1, · · · , fd} and IZt is generated by {f1 + tp+1g1, · · · , fd +
tp+1gd}. As explained in [Art76, Section 6], the flatness condition of Z → D implies that {gi} determines a
well-defined morphism
g¯ : IZ → OCN /IZ ,
d∑
r=1
frhr →
d∑
r=1
grhr. (21)
So we have g¯ ∈ Hom(IZ ,OCN /IZ) = Hom(IZ/I2Z ,OZ) = H0(Z,NZ). So if Ord(Z/D) ≥ p+ 1 then there is
a well-defined class
KS
(p+1)
Z/D = ψU (g¯) ∈ T1Z .
Moreover, if Ord(Z/D) = p+ 1, then KS(p+1)Z/D 6= 0 and we define it to be the reduced Kodaira-Spencer class
and denote it by KSredZ/D.
To state our key result in this section, we need some preparation. A variation of Schlessinger’s result
says that the deformation of o ∈ Z is determined by the deformation of the complement of a strictly pseudo
convex neighborhood of o (see e.g. [Miy07]). Our following argument will be a reflection of this principle.
Let K be a strongly pseudo convex neighborhoods of o and Y = Z \ K¯. Z → D induces a differentiable
family of complex manifolds Y → D with Y0 = Y . Denote by µ0 : H0(U,NU ) → H0(Y,NY ) and by
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µ1 : H
1(U,ΘU ) → H1(Y,NY ) the natural morphisms induced by the open immersion Y → U . Then there
is the following commutative diagram:
H0(U,NU )
µ0
∼=
//
δU

ψU
zzzz
H0(Y,NY )
δY

T1Z
  τU / H1(U,ΘU )
  µ1 / H1(Y,ΘY )
(22)
Notice that ψU and τU are defined via Schlessinger’s result in Proposition 7.12. δU and δY are connecting
morphism as in (7) (see also (102)).
We will need the following Hartogs’ type result of cohomology by Andreotti-Grauert.
Lemma 2.11. Let U = Z \ {o} and Y = Z \K = Y \K as above. Then in the commutative diagram (22),
µ0 is an isomorphism, and µ1 is injective.
Proof. Let F be a locally free sheaf over U . We have a long exact sequence:
· · · → H1K(U,F )→ H1(U,F )→ H1(Y,F )→ H2K(U,F )→ · · · , (23)
where HiK denotes the cohomology with compact support contained in K. By [AnGr62, Proposition 25] or
[BaSt76, Theorem 3.1] we know that HiK(U,F ) vanishes for i ≤ n− 1, because F has depth n (locally free)
and K¯ is strongly pseudo convex. From the exact sequence (23), we get:
µ : H1(U,F )→ H1(Y,F )
is an isomorphism when n ≥ 3 and is injective when n = 2. The lemma follows by letting F = NU and
F = ΘU respectively.
Proposition 2.12. With the above notations, the following conditions are equivalent:
1. Ord(Z/D) ≥ p+ 1 and hence there is a well-defined KS(p+1)Z/D ∈ T1Z .
2. There is a p-trivial embedding of Y and hence there is a well-defined vp+1 ∈ H0(Y,NY ).
3. There is a p-trivial atlas covering Y0 and hence there is a well-defined θp+1 ∈ H1(Y,ΘY ).
If one of the above conditions holds true, then we have the following identities:
δY (vp+1) = θp+1 = µ1 ◦ τU (KS(p+1)Z/D ) and KS(p+1)Z/D = ψU ◦ µ−10 (vp+1). (24)
Proof. Notice the equivalence of 2 and 3 was already proved in Lemma 2.8. So we only need to prove the
equivalence of 1 and 2.
Assume Ord(Z/D) ≥ p + 1. Then we can assume IZt is generated by {f1 + tp+1g1, · · · , fd + tp+1gd}.
Choosing an atlas U = {Uα,Φα = (zα, t)} covering Y0 = Y and assume the embedding restricted to Y is
represented by the wb = wbα(zα, t). Then we have:
(fr + t
p+1gr)(w
b(zα, t)) = 0. (25)
We want to use induction to prove that the condition 2 holds. So we assume that there is already an (l− 1)-
trivial embedding so that, under an (l − 1)-adapted atlas, ∂jwbα
∂tj
= 0 for 1 ≤ j ≤ l − 1. By taking the l-th
order derivative on both sides of (25) at t = 0, we get:
∂fr
∂wb
∂lwb
∂tl
∣∣∣∣
t=0
= 0, for 1 ≤ r ≤ d.
Since {fr} are defining functions of Z that contains Y as an open set, this means that the vector field given
by
∂lwbα
∂tl
∂
∂wb
∣∣∣
t=0
is tangent to Y . So there exists ciα = c
i
α(zα) such that
∂lwbα
∂tl
∂
∂wb
∣∣∣∣
t=0
= ciα
∂
∂ziα
= ciα
∂wbα
∂ziα
∂
∂wb
. (26)
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Now define a new coordinate function:
z˜iα = z
i
α +
tl
l!
ciα(zα).
Then we get a new representation of the embedding on Uα:
w˜b = wb(zα, t) = w
b(zα(z˜α, t), t).
Taking l-th order derivatives on both sides, by (26) we get:
∂lw˜b
∂tl
∣∣∣∣
t=0
= −∂w
b
α
∂ziα
ciα +
∂lwbα
∂tl
∣∣∣∣
t=0
= 0.
So by induction, we indeed get a p-adapted atlas.
Now we verify the identities in (24) by using the specific p-adapted atlas just obtained, if we take
derivatives on both sides of the equation:
(fr + t
p+1gr)(w
b(z˜α, t)) = 0,
we get:
∂fr
∂wb
∂p+1wb
∂tp+1
+ gr = 0.
Comparing with the definition of vp+1 in (14) and the definition of g¯ in equation (21), this says g¯|Y =
−vp+1 ∈ H0(Y,NY ). It’s clear that vp+1 = µ0(g¯|U ) so that g¯|U = µ−10 (vp+1) since µ0 is an isomorphism.
On the other hand, we have ψU (g¯|U ) = KS(p+1)Z/D . So we get:
ψU ◦ µ−10 (vp+1) = KS(p+1)Z/D .
The identity δY (vp+1) = θp+1 was proved in Lemma 2.9. The other identity is a consequence now:
µ1 ◦ τU (KS(p+1)Z/D ) = µ1 ◦ τU ◦ ψU ◦ µ−10 (vp+1)
= µ1 ◦ δU ◦ µ−10 (vp+1) = δY (vp+1) = θp+1.
We are left to prove (2) implies (1). Now assume (2) holds but on the contrary Ord(Z/D) = l < p. Then
by using the defining function {fr + tl+1gr} we have ψU (g¯) = KS(l+1)Z/D 6= 0 ∈ T1Z . So δU (g¯) = τU ◦ ψU (g¯) 6=
0 ∈ H1(U,ΘU ) since τU is injective. By Lemma 2.11, µ1 is injective. So µ1 ◦ δU (g¯) 6= 0. Hence
θl+1 = δY (vl+1) = −µ1 ◦ δU (g¯) 6= 0.
On the other hand, we assumed that there is a p-trivial embedding ι˜Y with p > l. So by choosing p-adapted
atlas the corresponding class v˜l+1 := vl+1(ι˜Y) = 0. So δY (v˜l+1) = 0. By the first item of Lemma 2.9 and
the second item of Lemma 2.6, δY (vl+1) = δY (v˜l+1) ∈ H1(Y,ΘY ). So we get a contradiction.
3 Embeddings of submanifolds and deformations
In the first subsection, we construct the “most holomorphic” diffemorphism between a neighborhood of a
complex submanifold to a neighborhood of the zero section of its normal bundle. In particular, this allows
us to get Proposition 1.2. We do this by first using the “deformation to normal cone” to construct a
“differentiable family of neighborhoods” as the deformation of a neighborhood of the zero section of the
normal bundle, and then using the method in Section 2.1. In the process, we also construct (k − 2)-trivial
(resp. (k − 1)-trivial) atlases under the assumption of (k − 1)-linearizable (resp. (k − 1)-comfortable). Our
main goal in this section is a technical Proposition 3.2 which relates the reduced Kodaira-Spencer class
of the “differentiable family of neighborhoods” to the obstructions to splitting embedding and comfortable
embedding.
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3.1 Construction of comparison diffeomorphism and (k − 1)-trivial atlas
As mentioned above, the construction of diffeomorphism F in Proposition 1.2 and 1.3 uses a construction
in algebraic geometry called deformation to the normal cone (see [Ful98, Chapter 5]). This is a way to
degenerate a neighborhood of S ↪→ X to a neighborhood of S ↪→ NS . The construction is simply to blow-up
the submanifold S × {0} ⊂ X × D which gives a total family X˜ = BlS×{0}(X × D) with the projection
pi : X˜ → C. The central fibre X˜0 = BlSX ∪ E is the union of two components. The exceptional divisor
E = P(NS ⊕ C) is the projective compactification of the normal bundle NS of S ⊂ X. In this way we can
view S ↪→ X as an analytic deformation of S0 ↪→ NS . More precisely, we will construct a differentiable
family W as an open neighborhood of S ∼= S × C ↪→ X˜ . In other words, W is considered as a deformation
of a neighborhood of S → X.
Under appropriate conditions on the embedding of S ⊂ X, we will use the differentiable familyW and the
method in Section 2.1 to construct a diffeomorphism from a neighborhood of S ↪→ NS to a neighborhood of
S ↪→ X. The work of Abate-Bracci-Tovena [ABT09] allows us to read out the precise order of holomorphicity
of the diffemorphism constructed. We refer to the above Section 7.2 for the definitions and preliminary results
from [ABT09] we need for the following discussions. We consider two slightly different conditions.
1. ((k− 1)-linearizable) By Theorem 7.11 in Appendix 7.2 we can find coordinate charts {Vα, {zα}} of X
near the submanifold S such that such that S∩Vα = {z1α = · · · = zmα = 0} and the transition functions
on Vα ∩ Vβ are given by:
zrβ =
∑m
s=1(aβα)
r
s(z
′′
α)z
s
α +R
r
k, for r = 1, . . . ,m,
zpβ = φ
p
βα(z
′′
α) +R
p
k, for p = m+ 1, . . . , n;
(27)
where we have denoted by z′′ = (zm+1α , · · · , znα) the tangent variables, which can also serve as coordi-
nates on S. Here Rrk, R
p
k ∈ IkS . We also consider coordinate charts {Vα × C, {zα, t}} on X × D so that
S × {0} = {z1α = · · · = zmα = t = 0}.
Consider the blow up pi : X˜ := BlS×{0}(X ×D)→ X ×D with the exceptional divisor E = P(NS ⊕C).
E is the projective compactification of the normal bundle NS → S and S0 sits inside NS ⊂ E ⊂ X˜0 ⊂ X˜
as the zero section of NS → S. The subset pi−1(Vα×C) ⊂ X˜ is defined as a subvariety of Vα×C×Pm:
{(zrα, zpα, t, [Zrα, T ]); (zrα, zpα) ∈ Vα, t ∈ C, zrαZsα − zsαZrα = 0,
zrα · T − t · Zrα = 0; for r, s = 1, · · · ,m; p = m+ 1, · · · , n} .
where [Zrα, T ] are homogenous coordinates on Pm. Near S0, the coordinate T 6= 0, and so we can define
new coordinate charts {wα, t} such that the map pi is given by:
z1α = tw
1
α, . . . , z
m
α = tw
m
α ; z
m+1
α = w
m+1
α , . . . , z
n
α = w
n
α; t = t.
Without loss of generality we can assume Vα = {zα; |zα| < } for sufficiently small  > 0. Then if we
denote the polydisc on the total space:
Uα = {(t, wα); |t| < 1, |wα| < },
then pi(Uα) ⊂ Vα × C, and when t 6= 0,
pi(Uα) ∩Xt ∼= {zα; |zrα| < t, |zpα| < ; for r = 1, . . . ,m; p = m+ 1, . . . , n} .
Denote by S the strict transform of S×C on X˜ . Then the collection of open sets {Uα} is a covering of S
inside the total space X˜ and on Uα the ideal sheaf IS is generated by w1α, · · · , wmα . Denote U =
⋃
α Uα.
We can find a small neighborhood W of S ⊂ X˜ such that W ⊂⊂ U . Denote w′α = (w1α, . . . , wmα ),
w′′α = (w
m+1
α , . . . , w
n
α) and define
R˜rk(t;w
′
α, w
′′
α) = t
−kRrk(tw
′
α, w
′′
α), R˜
p
k(t;w
′
α, w
′′
α) = t
−kRpk(tw
′
α, w
′′
α).
Then R˜rk ∈ IkS , R˜pk ∈ IkS . Note that {Uα ∩ Wt, wα}α form an atlas covering Wt := pi−1(Xt) ∩ W for
|t| < 1. The transition function on (Uα ∩Wt) ∩ (Uβ ∩Wt) is given by:
wrβ =
∑m
s=1(aβα)
r
s(w
′′
α)w
s
α + t
k−1R˜rk, for r = 1, . . . ,m,
wpβ = φ
p
βα(w
′′
α) + t
kR˜pk, for p = m+ 1, . . . , n.
(28)
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So we get a (k−2)-trivial atlas coveringW0 in the sense of Definition 2.5. Next we can construct a dif-
feomorphism that we want. Choose a partition of unity {ρα, ρ˜} subordinate to the covering {Uα, X˜ \W}.
In particular, Supp(ρα) ⊂ Uα, Supp(ρ˜) ∩ W = ∅. As in Appendix 2, define the differentiable vector
field in the small neighborhood W of S ⊂ X˜ :
V =
∑
α
ρα
(
∂
∂t
)
α
=
n∑
i=1
(∑
α
ρα
∂f iβα(wα, t)
∂t
)
∂
∂wiβ
+
(
∂
∂t
)
β
=
m∑
r=1
∑
α
ρα∂t(t
k−1R˜rk)
∂
∂wrβ
+
n∑
p=m+1
∑
α
ρα∂t(t
kR˜pk)
∂
∂wpβ
+
(
∂
∂t
)
β
.
Let σ(t) be the flow generated by V which exists when |t| ≤ δ for sufficiently small δ. Note that the
vector field V is tangent to S so that σ(t) preserves S. Denote J the complex structure on the total
space X˜ of blow up. Denote
Φ(t) = σ(t)∗J − J .
Then we can calculate:
Φ˙(t) =
d
dt
(σ(t)∗J ) = LVJ = ∂¯V
=
m∑
r=1
∑
α
[∂t(t
k−1R˜rk)](∂¯ρα)⊗ ∂
∂wrβ
+
n∑
p=m+1
∑
α
[∂t(t
kR˜pk)](∂¯ρα)⊗
∂
∂wpβ
Assume ω˜0 is a smooth Ka¨hler metric on the open set W. Because both R˜rk, R˜pk ∈ IkS , we get:
|Φ˙|ω˜0 ≤ Ctmax{0,k−2}|w′|k.
So we can integrate to get:
|Φ(t)|ω˜0 = |σ(t)∗J − J |ω˜0 =
∣∣∣∣∫ t
0
σ(t)∗(LVJ )dt
∣∣∣∣
ω˜0
≤ Ctk−1|w′|k. (29)
When 0 < |t| < t1 for t1 sufficiently small, we get a map σ(t) : W ∩ X˜0 → U ∩ X˜t which gives a
diffeomorphism to its image. By construction, W ∩ X˜0 is a small neighborhood of S0 and U ∩ X˜t is a
small neighborhood of S ⊂ X = Xt.
2. ((k− 1)-comfortably embedded) In this case, we can improve the order of some components. This will
also be reflected in later discussions. By Theorem 7.10, we can choose the coordinate charts such that
the following holds:
zrβ =
∑m
s=1(aβα)
r
s(z
′′
α)z
s
α +R
r
k+1, for r = 1, . . . ,m,
zpβ = φ
p
βα(z
′′
α) +R
p
k, for p = m+ 1, . . . , n.
(30)
where Rrk+1 ∈ Ik+1S , Rpk ∈ IkS . Similarly as before, denote R˜rk+1(t;w′α, w′′α) = t−(k+1)Rrk+1(tw′α, w′′α)
and R˜pk(t;w
′
α, w
′′
α) = t
−kRpk(tw
′
α, w
′′
α). Then R˜
r
k+1 ∈ Ik+1S and R˜pk ∈ IkS . On the total space of the
deformation to the normal cone, we have
wrβ =
∑m
s=1(aβα)
r
s(w
′′
α)w
s
α + t
kR˜rk+1, for r = 1, . . . ,m,
wpβ = φ
p
βα(w
′′
α) + t
kR˜pk, for p = m+ 1, . . . , n.
(31)
Notice that this is a (k − 1)-trivial atlas covering W0 in the sense of definition 2.5.
Similarly as before the differentiable vector field V (see Appendix 2) becomes
V =
n∑
i=1
(∑
α
ρα
∂f iβα(wα, t)
∂t
)
∂
∂wiβ
+
(
∂
∂t
)
β
=
m∑
r=1
∑
α
ρα[∂t(t
kR˜rk+1)]⊗ ∂
∂wrβ
+
n∑
p=m+1
∑
α
ρα[∂t(t
kR˜pk)]⊗
∂
∂wpβ
+
(
∂
∂t
)
β
. (32)
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Use the same notations σ(t), J , Φ(t) and Φ˙(t) as before. We have:
Φ˙(t) =
d
dt
(σ(t)∗J ) = LVJ = ∂¯V
=
m∑
r=1
∑
α
[∂t(t
kR˜rk+1)](∂¯ρα)⊗ ∂
∂wrβ
+
n∑
p=m+1
∑
α
[∂t(t
kR˜pk)](∂¯ρα)⊗
∂
∂wpβ
.
We assume the index v ∈ {1, . . . ,m, 1, . . . ,m}, h ∈ {m+ 1, . . . , n,m+ 1, · · · , n} and decompose Φ into
four types of components:
Φ = Φhv + Φ
v
h + Φ
v
v + Φ
h
h := φ
h
vdw
v ⊗ ∂wh + φvhdwh ⊗ ∂wv + φvvdwv ⊗ ∂wv + φhhdwh ⊗ ∂wh .
Again we assume ω˜0 is a smooth Ka¨hler metric on W. Since R˜rk+1 ∈ Ik+1S , R˜pk ∈ IkS , it’s easy to see
that:
|φ˙vh| ≤ Ctk−1|w′|k+1, |φ˙vv| ≤ Ctk−1|w′|k+1, |φ˙hh| ≤ Ctk−1|w′|k, |φ˙hv | ≤ Ctk−1|w′|k.
Integrating these, we get:
|Φvh|ω˜0 ≤ Ctk|w′|k+1, |Φvv|ω˜0 ≤ Ctk|w′|k+1, |Φhh|ω˜0 ≤ Ctk|w′|k, |Φhv |ω˜0 ≤ Ctk|w′|k.
Again when |t| is sufficiently small, we get the estimates, which improve the estimates in (29) for the
horizontal-to-vertical and vertical-to-vertical terms.
3.2 Order of embedding via deformation to the normal cone
Let S be a smooth submanifold of a complex manifold X. We will denote by piS : NS → S the normal
bundle of S inside X and by ΘNS the tangent sheaf on the total space NS . The natural C
∗ action on
NS induces C∗ actions on various cohomology groups. Since we will use various Cˇech cohomology groups
frequently, we choose a Stein covering {Uˆα} of NS by first choosing a Stein covering {Uα} of S and then
defining UˆS = pi
−1
S (Uα). In particular, Uˆα is invariant under the natural C
∗ action. On each Uˆα, we choose
a coordinate system wα = {w′α, w′′α} = {wrα, wpα; r = 1, . . . ,m; p = m + 1, . . . , n} such that wrα are fiber
variables and wpα are base variables. In particular, the transition function on Uˆα ∩ Uˆβ is of the form:
wrβ =
∑m
s=1(aβα)
r
s(w
′′
α)w
s
α, for r = 1, . . . ,m,
wpβ = φ
p
βα(w
′′
α), for p = m+ 1, . . . , n.
(33)
In the following, if C∗ acts on a vector space V, then we will denote by V(−k) the (−k)-weight space in the
weight decomposition of V.
Lemma 3.1. For k ≥ 0, we have the following commutative diagram of exact sequences
H1(NS ,ΘNS ⊗ Ik+1S )(−k)
∼=Rk

N′k // H1(NS ,ΘNS ⊗ IkS)(−k)
T′k //
∼=Ik

H1(S,ΘS ⊗ IkS/Ik+1S )
H1(S,NS ⊗ Ik+1S /Ik+2S )
Nk // H1(NS ,ΘNS )(−k)
Tk // H1(S,ΘS ⊗ IkS/Ik+1S )
(34)
where Nk = Ik ◦N′k ◦R−1k is well-defined.
Proof. We first notice that T′k is well defined as the composition of maps:
H1(NS ,ΘNS ⊗ IkS)→ H1(S,ΘNS |S ⊗ IkS/Ik+1S )→ H1(S,ΘS ⊗ IkS/Ik+1S ).
In the last map, we used the holomorphic splitting ΘNS |S = ΘS ⊕NS . Similarly Rk is well defined as the
composition of maps:
H1(NS ,ΘNS ⊗ Ik+1S )→ H1(S,ΘNS |S ⊗ Ik+1S /Ik+2S )→ H1(S,NS ⊗ Ik+1S /Ik+2S ).
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Let’s first show that the first row of sequence is exact. Let θk ∈ H1(NS ,ΘNS ⊗ IkS)(−k) be represented by
a weight (−k) cocycle:
(θk)βα =
m∑
r=1
brβα(w)
∂
∂wrβ
+
n∑
p=m+1
cpβα(w)
∂
∂wpβ
,
where brβα, c
p
βα ∈ IkS . Since ∂∂wr
β
(resp. ∂
∂w
p
β
) has weight 1 (resp. 0), we know that brβα (resp. c
p
βα) is
homogeneous of degree (k + 1) (resp. k) in w′ = {wrβ}. Then
(
T′k(θk)
)
βα
=
n∑
p=m+1
[cpβα(w)]k+1
∂
∂wpβ
.
If T′k(θk) = 0, then we can write:
[cpβα(w)]k+1
∂
∂wpβ
= [dpβ ]k+1
∂
∂wpβ
− [dqα]k+1 ∂
∂wqα
over Uˆα ∩ Uˆβ .
We can assume dpβ and d
q
β are homogeneous of degree k. Then it’s easy to see that c
p
βα = d
p
β − dqα
∂w
p
β
∂w
q
α
. So if
we define
(θ˜k)βα = (θk)βα − dpβ
∂
∂wpβ
+ dqα
∂
∂wqα
then it’s easy to see that (θ˜k)βα ∈ H0(Uˆα ∩ Uˆβ ,ΘNS ⊗ Ik+1S )(−k) and we have θk = N′k(θ˜k).
To show Rk is an isomorphism, we will construct its inverse. Assume h ∈ H1(S,NS ⊗ Ik+1S /Ik+2S ), we
can represents it as a cocycle:
hβα =
m∑
r=1
[brβα]k+2
∂
∂wrβ
. (35)
We can assume brβα is homogeneous of degree k+ 1 in w
′
β = {wrβ}. Then because of homogeneity the cocycle
condition of {hβα} becomes:
brβα(wβ)
∂
∂wrβ
+ brαγ
∂
∂wrα
+ brγβ
∂
∂wrγ
= 0. (36)
So if we define
h′βα := R
−1
k (hβα) =
m∑
r=1
brβα
∂
∂wrβ
∈ H0(Uˆα ∩ Uˆβ ,ΘNS ⊗ Ik+1S )(−k),
where ∂
∂wr
β
etc. are considered as tangent vectors along the fibres of NS → S, then by (36) {h′βα} satisfies
the cocycle condition and hence represents a cohomology class in H1(NS ,ΘNS ⊗ Ik+1S ) of weight −k. Now
we can define Nk. Choose h ∈ H1(S,NS ⊗ Ik+1S /Ik+2S ) represented by the cocycle as in (35) such that bpβα
is homogeneous of degree k + 1 in w′β = {wrβ}. Then we define:
Nk(hβα) = Ik ◦N′k ◦R−1k (hβα) =
m∑
r=1
brβα
∂
∂wrβ
∈ H0(Uˆα ∩ Uˆβ ,ΘNS )(−k).
Using similar homogeneity argument, it’s also easy to show that Ik is an isomorphism.
Our main result in this subsection is the following technical proposition which under appropriate assump-
tion re-interprets the obstructions to splitting and comfortable embeddings via the deformation to normal
cone construction:
Proposition 3.2. Assume that S is (k − 1)-comfortably-embedded submanifold of X for some k ≥ 1 and
let (ρk−1,νk−1) be a (k − 1)-comfortable pair. Then for the differentiable family of complex manifolds W
constructed in Section 3.1, there is a (k−1)-trivial atlas coveringW0. The associated k-order Kodaira-Spencer
class θk ∈ H1(NS ,ΘNS )(−k) satisfies the following properties under the exact sequence from Lemma 3.1.
1. Tk(θk) = g
ρk−1
k ∈ H1(S,ΘS ⊗ IkS/Ik+1S ) is the obstruction to k-splitting relative to ρk−1. As a conse-
quence, if S is not k-splitting relative to ρk−1, then θk ∈ H1(NS ,ΘNS )(−k) is non zero.
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2. If S is k-splitting relative to ρk−1, i.e. we have a k-th order lifting ρk such that φk,k−1 ◦ ρk = ρk−1,
then θk = Nk(h
ρk
k ) where h
ρk
k ∈ H1(S,NS ⊗ Ik+1S /Ik+2S ) is the obstruction to k-comfortably-embedding
with respect to ρk.
Proof of Proposition 3.2. Suppose that the embedding S ↪→ X is (k− 1)-comfortably embedded. As shown
in (31), we can choose a (k − 1)-comfortable atlas adapted to (ρk−1, νk−1) such that we have induced atlas
on the blow up with coordinate changes given by:
wrβ =
∑m
s=1(aβα)
r
s(w
′′
α)w
s
α + t
kR˜rk+1, for r = 1, . . . ,m,
wpβ = φ
p
βα(w
′′
α) + t
kR˜pk, for p = m+ 1, . . . , n.
(37)
We can substitute the transition function in (37) into (8) above to get:
(θk)βα =
1
k!
n∑
i=1
∂kf iβα(wα, t)
∂tk
∣∣∣∣∣
t=0
∂
∂wiβ
=
m∑
r=1
R˜rk+1(0;wα)
∂
∂wrβ
+
n∑
p=m+1
R˜pk(0;wα)
∂
∂wpβ
, (38)
where in the last expression, wα and wβ are related by the following relation on X˜0 near S0 ∼= S:
wrβ =
∑m
s=1(aβα)
r
s(w
′′
α)w
s
α, for r = 1, . . . ,m,
wpβ = φ
p
βα(w
′′
α), for p = m+ 1, . . . , n;
(39)
which is nothing but the transition function on NS . Recall that R˜
r
k+1(t;w
′
α, w
′′
α) = t
−(k+1)Rk+1(tw′α, w
′′
α)
and R˜pk(t;w
′
α, w
′′
α) = t
−kRpk(tw
′
α, w
′′
α). So R˜
r
k+1(0;wα) (resp. R˜
p
k(0;wα)) is nothing but the (k + 1)-th (resp.
k-th) order leading term of Rrk+1(wα) (resp. R
p
k(wα)) in its Taylor expansion with respect to w
′
α.
Since w′α are global coordinates on the whole Uˆα ⊂ NS , we see that (θk)βα is actually defined over
Uˆα ∩ Uˆβ ⊂ NS . So if we denote by piS : NS → S the natural projection of the normal bundle to its base,
and by Uˆα = pi
−1
S (Uα ∩ X˜0 ∩ S0) the C∗-invariant open set on NS , then we have:
(θk)βα ∈ H0
(
Uˆα ∩ Uˆβ ,ΘNS ⊗ IkS
)
.
So we get a Cˇech cohomology class:
θ′k := {(θk)βα} ∈ Hˇ1(NS ,ΘNS ⊗ IkS).
From (38) and homogeneity of R˜rk+1, R˜
p
k in w
′
α, we see that θ
′
k has weight (−k) under the natural C∗-action
on NS . When we restrict to S0 = S ⊂ NS and mod-out by Ik+1S0 , we get:
(gk)βα := (θk)βα|S0 =
m∑
r=1
[R˜rk+1(0;w
′
α, w
′′
α)](k)
∂
∂wrβ
+
n∑
p=m+1
[R˜pk(0;w
′
α, w
′′
α)](k)
∂
∂wpβ
=
n∑
p=m+1
[R˜pk(0;w
′
α, w
′′
α)](k)
∂
∂wpβ
, (40)
which form a cocycle
{(gk)βα} ∈ Hˇ1({Uα},ΘNS |S0 ⊗ IkS0/Ik+1S0 ) = Hˇ1({Uα}, NS0 ⊗ IkS0/Ik+1S0 )
⊕
Hˇ1({Uα},ΘS0 ⊗ IkS0/Ik+1S0 ).
In the last equality, we used the holomorphic splitting ΘNS |S0 = ΘS0 ⊕ NS0 . Because we assumed that
S is (k − 1)-comfortably-embedded, the component in the first summand is 0 as seen in (40). So using
the notation in Lemma 3.1, we can write gk = Tk(θk). By Proposition 7.4 we see that gk = {(gk)βα} is
the obstruction to the existence of ρk satisfying φk,k−1 ◦ ρk = ρk−1. In other words, gρk−1k := gk is the
obstruction to k-splitting relative to ρk−1. So we get the first part of Proposition 3.2.
Now if we assume that the obstruction to k-splitting vanishes, i.e. the above g
ρk−1
k vanishes, then by
Theorem 7.11 the transition functions in (37) can be improved to
wrβ =
∑m
s=1(aβα)
r
s(w
′′
α)w
s
α + t
kR˜rk+1, for r = 1, . . . ,m,
wpβ = φ
p
βα(w
′′
α) + t
k+1R˜pk+1, for p = m+ 1, . . . , n.
(41)
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Substituting this into (38), (θk)βα now becomes:
(θk)βα =
1
k!
n∑
i=1
∂kf iβα(wα, t)
∂tk
∣∣∣∣∣
t=0
∂
∂wiβ
=
m∑
r=1
R˜rk+1(0;wα)
∂
∂wrβ
. (42)
So we see that in this case (θk)βα ∈ H0(Uˆα∩Uˆβ ,ΘNS ⊗Ik+1S ). Again we get a weight (−k) Cˇech cohomology
class:
θ′′k := {(θk)βα} ∈ Hˇ1({Uˆα},ΘNS ⊗ Ik+1S )(−k),
which satisfies N′k(θ
′′
k ) = θk. When we restrict to S0 and mod out by Ik+2S0 , we get:
(hk)βα := (θk)βα|S0 =
m∑
r=1
[R˜rk+1(0;w
′
α, w
′′
α)](k+1)
∂
∂wrβ
∈ H0(Uˆα ∩ Uˆβ ∩ S0, NS0 ⊗ Ik+1S0 /Ik+2S0 ). (43)
Comparing with (96), we see that hk := {(hk)βα} is nothing but the obstruction hρkk to k-comfortable
embedding with respect to the k-splitting ρk. By Lemma 3.1, we can write θ
′′
k = R
−1
k (hk).
4 Special case: S = D is an ample divisor
One of the main goals of this section is to prove Theorem 1.5. The proof is essentially based on the
construction in Section 3.1 and Proposition 3.2. Roughly speaking, under the assumption that D → X is
(m − 1)-comfortable, we get (m − 1)-trivial atlas by the construction in Section 3.1 and hence a reduced
Kodaira-Spencer class defined as a class in H1(U,ΘU ). Then Proposition 3.2 is also used to show that this
reduced Kodaira-Spencer is non-trivial if the embedding D → X is not m-comfortable (and n ≥ 3). Finally
by Proposition 2.12, the reduced Kodaira-Spencer class near the “infinity” divisor via coordinate changes
coincides with the reduced Kodaira-Spencer class for the deformation of the cone defined in Definition 7.13.
This allows us to complete the proof.
4.1 Degeneration to the affine cone
Figure 1: µ : X˜ −→ X
From now on, we assume S = D is a smooth ample divisor in X. Then we can further modify the
deformation to the normal cone construction. Recall that from above section X˜ = BlD×{0}(X × D) and
X˜0 = (BlDX)∪E = X ∪E where E = P(ND ⊕C). Since D is an ample divisor and denote by L := LD the
holomorphic line bundle generated by D, it’s easy to see that the line bundle L˜ = pi∗1L− E is pi2-relatively
semi-ample where pi1 is the composition X˜ → X × C→ X and pi2 is the composition X˜ → X × C→ C.
The relative linear system |mL˜| for m  1 contracts the component X of the central fibre X˜0. More
precisely,
X = ProjC
(⊕
(pi1)∗(mL˜)
)
.
In this way we get a degeneration of X to a singular variety X0 which is obtained from E by contracting
the infinity section D∞. X0 thus obtained is very close to being the projective cone C(D,L). One delicate
point here is that X0 may not be normal.
Lemma 4.1. The central fibre X0 coincides with C¯(D,L) if the restriction map ψm : H0(X,mL) →
H0(D,mL|D) is surjective for any m ≥ 0.
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Proof. Denote by H0(X,Lr)|D the image of the restriction map H0(X,Lr) → H0(D,Lr|D ) for any r ≥ 0.
Then we can write:
X0 = Proj
∞⊕
m=0
(⊕mr=0H0(X,Lr)|D · xm−r) ,
where x has degree 1 in the graded ring. On the other hand, we have:
C¯(D,L) = Proj
∞⊕
m=0
(⊕mr=0H0(D,Lr|D ) · xm−r) .
So we see that X0 ∼= C¯(D,L) if H0(X,Lr)|D = H0(D,Lr|D ).
For example, let X be any Riemann surface of genus ≥ 1. D = {p} is any point. Then D is ample.
In this special case, the central fibre X0 is a singular curve whose normalization is P1. Here the map
ψ0 = id : H
0(X,OX)→ H0(p,Op). But ψ1 = 0 : H0(X,Lp) = C→ H0({p}, Lp|{p}) = C because ψ1 factors
through the inverse of isomorphism H0(X,OX) = C
·s{p}−→ H0(X,Lp) by the assumption that g(X) ≥ 1. In
particular, ψ1 is not surjective.
Remark 4.2. The above Lemma was communicated to me by H-J. Hein after I told him the above Riemann
surface example. One referee provided an even more explicit example to me: if X is an elliptic curve and p is
a Weierstrass point, then by using the Weierstrass form, one can verify that the total space has a singularity
of type E˜8.
On the other hand, from the exact sequence:
0→ H0(X, (m− 1)LD)→ H0(X,mLD)→ H0(D,mL|D)→ H1(X, (m− 1)L)→ · · · ,
we see that ψm is surjective if H
1(X, (m− 1)L) = 0 for all m ≥ 1. In particular, this is satisfied in the Tian-
Yau setting. Indeed, if X is Fano and m ≥ 1 then H1(X, (m−1)L) = H1(X,ΩnX⊗OX(−KX+(m−1)L)) = 0
by the Nakano-Kodaira vanishing theorem.
4.2 Proof of Theorem 1.5
From now on, we assume that we are in the situation that the above central fiber X0, i.e. the strict transform
of the exceptional divisor of the blow up, is normal and hence coincides with C¯(D,L) =: C¯. Let D be the
strict transform of D × C and X ◦ = X \ D. Because D is a relatively ample divisor over C, we know that
X ◦ is a flat family of affine varieties. In particular, we can define OrdX◦/D as in (20) (see also 7.13). Notice
that X ◦0 = C(D,L) =: C, so we have the reduced Kodaira-Spencer class KSredX◦/D ∈ T1C . Since there is a
natural C∗-action on T1C , we can talk about the weight of KSredX◦/D ∈ T1C and denote it by w(X ◦/D) (see
Appendix 7.3.3). With these notations and combining the calculations from the previous subsection and the
above discussion, we can derive the following
Proposition 4.3. Let X → D be the flat family constructed in the above section and assume X0 = C¯(D,ND).
Let D ↪→ X be a (k − 1)-comfortably embedded and (ρk−1,νk−1) be a (k − 1)-comfortable pair. If D is not
k-splitting relative to ρk−1, then Ord(X ◦/D) = k = −w(X ◦/D). In particular, if D is (k − 1)-comfortably
embedded and not k-splitting, then Ord(X ◦/D) = k = −w(X ◦/D).
Proof. Let (ρk−1,νk−1) be a (k − 1)-comfortable pair. Then by the proof of Proposition 3.2, we have a
(k − 1)-trivial atlas covering W0. Without loss of generality, we can assume W0 = C¯ \ K where K is a
strongly pseudo convex neighborhood of the vertex o ∈ C¯. Then we also have a (k− 1)-trivial atlas covering
W0 \ D = C \ K. By Lemma 2.12, we get Ord(X ◦/D) ≥ k. Moreover from Proposition 3.2, we get a
cohomology class θk ∈ H1(L,ΘL) with weight −k, which is represented by a cocycle {(θk)βα}. By Lemma
2.12 again
τU
(
KS
(k)
X◦/D
)
= θk|U =: ϑk ∈ H1(U,ΘU )(−k).
Recall that τU : T
1
C → H1(U,ΘU ) is injective by Schlessinger’s result in Proposition 7.12 of Appendix
7.3. To finish the proof, we just need to show that ϑk 6= 0 ∈ H1(U,ΘU )(−k).
By Proposition 3.2, we know that Tk(θk) = gk is the obstruction to k-splitting relative to ρk−1. So if
the embedding is not k-splitting with respect to ρk−1, then θk is non zero. Now the claim follows from the
Lemma 4.6.
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Corollary 4.4. Assume dimD = n − 1 ≥ 2. If D is (k − 1)-comfortably embedded and not k-comfortably
embedded, then the following holds:
1. Ord(X ◦/D) = k = −w(X ◦/D), i.e. Theorem 1.5 is true;
2. For any l < k and any (l − 1)-th order lifting ρl−1 : OD → OX/IlD, there exists a (k − 1)-th order
lifting ρk−1 : OD → OX/IkD such that φk−1.l−1(ρk−1) = ρl−1, where φk−1,l−1 : OX/IkD → OX/IlD is
the natural map.
Proof. We first recall Remark 7.9. If dimD ≥ 2 and D is ample, H1(D,ND⊗Ik+1D /Ik+2D ) = H1(D,L−kD ) = 0
for any k ≥ 1 by Kodaira-Nakano vanishing. So there is no obstruction to k-comfortably embedded relative
to any k-th order lifting, and so k-comfortable is equivalent to k-splitting for any k ≥ 0.
Hence by the assumption, we know that (X,D) is (k − 1)-splitting but not k-splitting, and hence there
exists a comfortable pair (ρk−1,νk−1) such that there is no k-th order lifting relative to ρk−1. So the first
statement holds by Proposition 4.3.
Suppose that for some l < k, there exists an (l − 1)-th order lifting ρl−1 that can not be lifted to a
(k−1)-order lifting. By choosing the maximal l and using Remark 7.9, we can assume there is a comfortable
pair (ρl−1,νl−1) such that ρl−1 can not be lifted to an l-th order lifting. By Proposition 4.3, we get
w(X,D) = −l > −k which contradicts part 1.
Remark 4.5. We will see in Proposition 4.8 that part 2 of the Corollary 4.4 is not necessarily true if n = 2.
Lemma 4.6. For k ≥ 1, the natural restriction map induces an isomorphism H1(L,ΘL)(−k) ∼=→ H1(U,ΘU )(−k).
Proof. This is already clear by the homogeneity argument as in the proof of Lemma 3.1. Indeed, we just
need to construct an inverse of the natural morphism. So let θk ∈ H1(U,ΘU )(−k) be represented by: a
weight (−k)-cocyle:
(θk)βα =
m∑
r=1
brβα(w)
∂
∂wrβ
+
n∑
p=m+1
cpβα(w)
∂
∂wpβ
.
Since ∂
∂wr
β
(resp. ∂
∂w
p
β
) has weight 1 (resp. 0), we know that brβα (resp. c
p
βα) is homogeneous of degree (k+1)
(resp. k) in w′ = {wrβ}. So θk can be extended to become a cocycle H1(L,ΘL)(−k). This defines the inverse
of the restriction morphism.
For comparison, we also give a slightly more conceptual proof. On the total space L, we have the exact
sequence:
0→ pi∗LL→ ΘL → pi∗LΘD → 0. (44)
By restricting this exact sequence to U = L\D, we have a similar exact sequence on U . So we get commu-
tative diagram of long exact sequences:
H0(L, pi∗LΘD) //

H1(L, pi∗LL)

// H1(L,ΘL) //

H1(L, pi∗LΘD) //

H2(L, pi∗LL)

H0(U, pi∗UΘD) // H
1(U, pi∗UL) // H
1(U,ΘL) // H1(L, pi∗UΘD) // H
2(U, pi∗U )
(45)
We have the weight pieces of the cohomology groups under the natural C∗-action. Indeed, by using the
projection formula (see [Art76, Section 11]) for k ≥ 1 we have:
Hp(L, pi∗LL)(−k) = Hp(D,L−k), Hp(L, pi∗LΘD)(−k) = Hp(D,ΘD ⊗ L−k);
Hp(U, pi∗UL)(−k) = Hp(D,L−k), Hp(U, pi∗UΘD)(−k) = Hp(D,ΘD ⊗ L−k).
So if we can extract the weight (−k)-part, then we get the exact sequences:
H0(D,ΘD ⊗ L−k) // H1(D,L−k) Nk// H1(L,ΘL)(−k) Tk//

H1(D,ΘD ⊗ L−k) // H2(D,L−k)
H0(D,ΘD ⊗ L−k) // H1(D,L−k)
N◦k// H1(U,ΘU )(−k)
T◦k// H1(D,ΘD ⊗ L−k) // H2(D,L−k)
(46)
Now the claim follows from the 5-lemma.
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Remark 4.7. The above proof fits Proposition 3.2 in the following sense. Under the short exact sequence:
H1(D,L−k)
N◦k−→ H1(U,ΘU )(−k) T
◦
k−→ H1(D,ΘD ⊗ L−k) (47)
we have: 1. T◦k(ϑ
(k)) = gk is the obstruction to k-splitting; 2. If T
◦
k(ϑ
(k)) = 0, then there is a k-th order
lifting ρk and ϑ
(k) = N◦k(h
(k)) where h(k) is the obstruction to k-comfortably-embedding with respect to ρk.
4.3 2-dimensional examples and a remark on comfortable embedding
As mentioned in the introduction and recalled in Appendix 7.2, in [ABT09], the authors gave a detailed
study of various conditions of embedding: k-linearizable, k-splitting and k-comfortable embedding. In order
to talk about k-comfortable embedding, one needs to assume k-splitting (see Definition 7.6). Under this
assumption, we can study whether the embedding is comfortable with respect to any k-th order lifting. In
[ABT09, Remark 3.4], the authors asked whether k-comfortable embedding with respect to one k-th order
lifting implies k-comfortable embedding with respect to any other k-th order lifting. Here we give a simple
example showing that the answer to this question is in general negative.
Proposition 4.8. The following is true for the diagonal embedding D = ∆(P1) ↪→ X = P1 × P1:
(i) It is k-splitting for any k ≥ 1.
(ii) The set of all 1st order liftings is parametrized by C. So we can denote by ρa1 the 1st order lifting
corresponding to any a ∈ C.
(iii) There exists a 2nd order lifting ρ2 satisfying φ2,1 ◦ ρ2 = ρa1 if and only if a = 0.
(iv) The embedding is 1-comfortable with respect to ρa1 if and only if a = −1/2.
(v) The embedding is 1-linearizable but not 2-linearizable.
Remark 4.9. This diagonal embedding is 2-splitting and 1-comfortable, but the embedding is only 1-
linearizable. This does not contradict Theorem 7.11, since the 1-comfortable embedding is with respect to
ρ
−1/2
1 which can not be lifted to a 2nd order lifting.
Proof. Because there is a projection morphism onto the first factor p1 : X = P1 × P1 → P1, we see that
there is a natural k-th order lifting ρk : OD → OX/Ik+1D given by φ∞,k ◦ p∗1 ◦∆∗, where p∗1 : OD → OX is
the pull-back and φ∞,k : OX → OX/Ik+1D is the natural quotient map. So the embedding is k-splitting for
any k ≥ 1. Since any embedding is 0-comfortable, we know that the embedding is 1-linearizable by Theorem
7.11. So we get (i) and first half of (v).
We will quickly show that the the embedding is not comfortable with respect to the natural 1st order
lifting ρ1. We first construct an atlas near D. Choose the open covering of P1 × P1:
V = {Ui × Uj ; 1 ≤ i, j ≤ 2}.
with (we denote P1 = C ∪ {∞} with |∞| = +∞)
U1 = {z ∈ P1; |z| < 2}, U2 = {z ∈ P1; |z| > 1/2}.
Then S = ∆(P1) is covered by two open sets {Vi := Ui × Ui; i = 1, 2}, we define new coordinate functions
by:
V1 = {(z, z′) ∈ P1 × P1; |z| < 2, |z′| < 2} → C2
(z, z′) 7→ (y1 = z − z′, z1 = z)
V2 = {(z, z′) ∈ P1 × P1; |z| > 1/2, |z′| > 1/2} → C2
(z, z′) 7→ (y2 = z−1 − z′−1, z2 = z−1).
So we have D ∩ Vi = {yi = 0}. If V ′ is a small neighborhood of S = ∆(P1) Then on the intersection
V1 ∩ V2 ∩ V ′, the transition functions are given by:
y2 = − y1
z1(z1 − y1) = −
y1
z21
− y
2
1
z31
+R3, z2 = z
−1
1 . (48)
In the above expansion, we assume that y1 is sufficiently small, and denote by R3 a term ∈ I3D. It’s immediate
to see that this atlas is adapted to the natural 1st order lifting ρ1 where we have:
ρ1(z1) = [z1]2 on V1 ∩ V ′, ρ1(z2) = [z2]2 on V2 ∩ V ′.
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The obstruction to 1-comfortable embedding is given by
(hρ11 )21 = −
[y21 ]3
z31
∂
∂y2
∈ H0(U1 ∩ U2, ND ⊗ I2D/I3D). (49)
Here we consider ∂
∂y2
and ∂
∂y1
as local generators of ND, so that we have
∂
∂y2
= −z21 ∂∂y1 on U1∩U2. We claim
that hρ11 represents a nonzero cohomology class in H
1(D,ND⊗I2D/I3D) ∼= H1(P1,OP1(−2)) = C. Otherwise,
we can write:
− [y
2
1 ]3
z31
∂
∂y2
= a[y21 ]3
∂
∂y1
− b[y22 ]3 ∂
∂y2
on U1 ∩ U2
where a = a(z1) is analytic in z1 and b = b(z
−1
1 ) is analytic in z2 = z
−1
1 . Using the change of coordinates,
we arrive at an equation:
− 1
z1
= a(z1)− b(z
−1
1 )
z21
,
which obviously has no solutions by looking at the Laurent expansion. So we get that D ↪→ X is not
1-comfortably embedded with respect to ρ1.
Let’s find all possible 1st order liftings, i.e. homomorphisms of sheaves of rings ρ : OD = OX/ID →
OX/I2D with φ1,0 ◦ ρ = id. On U1, we can write ρ(z1) = [z1 + a(z1)y1]2 with a(z1) analytic in z1 and
ρ(z2) = [z2 + b(z2)y2]2 with b(z2) analytic in z2 = z
−1
1 . Since ρ is a homomorphism of sheaves of rings, we
must have
1 = ρ(z1z2) = [z1z2 + a(z1)z1y1 + b(z2)z2y2]2 = 1 + a(z1)z1[y1]2 + b(z2)z2[y2]2 over U1 ∩ U2.
Since we have [y2]2 = −[y1]2z−21 by (48), we get (a(z1) − b(z2))z1[y1]2 = 0. So we must have that a(z1) =
b(z2) = a =constant. Thus we get (ii). We will denote the corresponding 1st order lifting by ρ
a
1 .
Now for any fixed 1st order lifting ρa, it’s easy to find an atlas adapted to it. We simply need to make
a coordinate change:
zˆ1 = z1 + ay1, yˆ1 = y1 on V1; zˆ2 = z2 + ay2, yˆ2 = y2 on V2. (50)
We can calculate the new transition function:
yˆ2 = − yˆ1
zˆ21
− (2a+ 1) yˆ
2
1
zˆ31
+R3, zˆ2 = zˆ
−1
1 − (a2 + a) yˆ
2
1
zˆ31
+R3, (51)
where R3 denotes terms in I3D. So we see that the obstruction to 1-comfortable embedding with respect to
ρa1 is equal to (2a+ 1)h
ρ1
1 (see (49)). From above we have seen that H
1(D,ND ⊗ I2D/I3D) ∼= C is generated
by hρ11 . So the embedding is comfortable with respect to ρ
a
1 if and only if a = −1/2. So we get (iii).
Furthermore, we can calculate the obstruction to existence of 2nd order lifting ρa2 such that φ2,1◦ρa2 = ρa1 :(
g
ρa1
2
)
21
= −a2 [y
2
1 ]3
z31
∂
∂z2
∈ H0(U1 ∩ U2,ΘD ⊗ I2D/I3D).
By similar reasoning as before, we can see that H1(D,ΘD ⊗ I2D/I3D) = H1(P1,ΘP1 ⊗ OP1(−4)) ∼= C is
generated by the cohomology g
ρa1
2 if and only if a 6= 0. So we get (iv).
If the embedding is 2-linearizable, then it is 2-splitting and 1-comfortably with respect to the induced
1-splitting (see Theorem 7.11). But from (ii)-(iv), we see that no such kind of 1-splitting exists. So we get
second half of (v).
Remark 4.10. By (50), it’s clear that the special value a = −1/2 corresponds to the (most) “symmetric”
coordinate atlas
V1 3 (z, z′) 7→ (z − z′, 1
2
(z + z′) = (yˆ1, zˆ1)
V2 3 (z, z′) 7→ (z−1 − z′−1, 1
2
(z−1 + z′−1)) = (yˆ2, zˆ2),
for which the transition functions are given by (see (51)):
yˆ2 = − yˆ1
zˆ21 − 14 yˆ21
= − yˆ1
zˆ21
− 1
4
yˆ31
zˆ41
+R5, zˆ2 =
zˆ1
zˆ21 − 14 yˆ21
=
1
zˆ1
+
1
4
yˆ21
zˆ31
+R4.
So this is indeed a 1-comfortable atlas (see Theorem 7.10).
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Remark 4.11. By Theorem 7.5, 1-comfortable embedding is equivalent to the splitting of the exact sequence:
0→ I2D/I3D → ID/I3D → ID/I2D → 0. (52)
This is a apriori sequence of sheaves of OX/I2D-modules. I2D/I3D and ID/I2D are natural OD-modules.
ID/I3D becomes a OD-module depending on the 1st order lifting (ring homomorphism) ρa1 : OD → OX/I2D.
(iv) in Proposition 4.8 is equivalent to saying that (52) splits as an exact sequence of OD-modules thus
obtained if and only if a = −1/2. This can also be verified directly using the expression: ρa1(z1) = [z1 +ay1]2
on V1 and ρ
a
1(z2) = [z2 + ay2]2 on V2.
Remark 4.12. If we denote by wi the fiber variables of ND satisfying w2 = −z−21 w1, then using the notation
in Lemma 3.1, we have: θa1 = N1(h
ρa1
1 ) = 0 and T2(θ
−1/2
2 ) = g
ρ
−1/2
1
2 6= 0, where
(θa1 )21 = −(2a+ 1)w
2
1
z31
∂
∂w2
= (2a+ 1)
(
1
2
w2
∂
∂z2
− 1
2
w1
∂
∂z1
)
∈ H0(Uˆ1 ∩ Uˆ2,ΘND )(−1),
and
(θ
−1/2
2 )21 = −
1
4
w21
z31
∂
∂z2
∈ H0(Uˆ1 ∩ Uˆ2,ΘND )(−2).
Notice that the central fiber of X from the contracted deformation to the normal cone is C¯(P1,OP1(2)) ∼=
P(1, 1, 2). So by Proposition 4.3, we get the following corollary (See Example 5.3 and Remark 5.8).
Corollary 4.13. The contracted deformation to the normal cone associated with (P1×P1,∆(P1)) degenerates
P1 × P1 to P(1, 1, 2). The weight of this deformation is −2.
Similarly we can deal with the case D2 = {Z20 +Z21 +Z22 = 0} ↪→ X2 = P2. For this, we notice that there
is a 2-fold branched covering:
p2 : P1 × P1 −→ P2
([X0, X1], [Y0, Y1]) 7→ [X0Y0 +X1Y1,
√−1(X0Y0 −X1Y1),
√−1(X0Y1 +X1Y0)].
The branch locus is exactly ∆(P1) with p2(∆(P1)) = D2. Using this covering structure, it’s easy to obtain
two open sets {V1, V2} covering D2.
V1 = (U1 × U1)/Z2 → C2
(z, z′) 7→ (y1 = 14 (z − z′)2, z1 = 12 (z + z′))
V2 = (U2 × U2)/Z2 → C2
(z, z′) 7→ (y2 = 14 (z−1 − z′−1)2, z2 = 12 (z−1 + z′−1))
The transition function over V1 ∩ V2 is given by:
y2 =
y1
(z21 − y1)2
=
y1
z41
+
2y21
z61
+R3, z2 =
z1
z21 − y1
=
1
z1
+
y1
z31
+R2.
So this atlas is a 0-comfortable one. The associated θ1 ∈ H1(D2, ND2)(−1) is represented by
(θ1)21 =
2w21
z61
∂
∂w2
+
w1
z31
∂
∂z2
∈ H0(Uˆ1 ∩ Uˆ2,ΘND2 )
where wi are fiber variables of ND2
∼= OP1(4) satisfying w2 = z−41 w1. So we have
(g1)21 = (T1(θ1))21 =
[w1]2
z31
∂
∂z2
∈ H0(U1 ∩ U2,ΘD2 ⊗ ID2/I2D2).
In the Cˇech cohomology Hˇ1({U1, U2},ΘD2 ⊗ ID2/I2D2), any coboundary can be represented by
a(z1)[w1]2
∂
∂z1
− b(z2)[w2]2 ∂
∂z2
=
(−a(z1)
z21
− b(z
−1
1 )
z41
)
[w1]2
∂
∂z2
.
Since a(z1) (resp. b(z
−1
1 )) is analytic in z1 (resp. z
−1
1 ), the term in the bracket of the right hand side can
not contain any z−31 -term. So we see that H
1(D2,ΘD2 ⊗ ID2/I2D2) ∼= H1(P1,OP1(−2)) ∼= C is generated
by g1 6= 0. Because g1 is the obstruction to 1-splitting (Proposition 7.4), we obtain that the embedding
is not even 1-splitting and hence not 1-linearizable. In this case, X0 = C¯(P1,OP1(4)) ∼= P(1, 1, 4). So by
Proposition 4.3, we obtain the following result now.
Proposition 4.14. D2 = {Z20 +Z21 +Z22 = 0} ↪→ P2 is 0-linearizable. The contracted deformation to normal
cone associated to (P2, D2) degenerates P2 to P(1, 1, 4). The deformation weight w(X,D) is equal to −1.
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5 Applications to AC Ka¨hler metrics
In the first subsection, we explicitly compute the data of rotationally symmetric Ka¨hler cone metrics on the
affine cone. We also compare the norms with respect to smooth metric (living on the projective cone) and
norms with respect to the cone metric near the infinity divisor. This allows us to get the first estimate in
Proposition 1.3. In the second subsection, we apply the previous construction to the Tian-Yau setting and
prove the second estimate in Proposition 1.3. Combined with Conlon-Hein’s estimates in (91), this allows
us to get Corollary 1.4. We then calculate several examples to illustrate our results. In particular, we can
indeed recover numerical quantities in examples of [CH13a].
5.1 Review of Ka¨hler cone metric on the affine cone
We consider the Ka¨hler metric on C(D,L) given by the special Calabi ansatz ω0 =
√−1∂∂¯hδ. Then ω0 is
a Riemannian cone metric on C(D,L):
g = dr2 + r2gY ,
where Y is the associated circle bundle over D. To see this, we consider the coordinate chart on P(L−1⊕C).
Away from the infinity section D∞, we have coordinate chart given by (z, [ζαeα, 1]) = (z, [eα, ζ−1α ]) =
(z, [eα, ξα]). Let h = |eα|2h|ζα|2 = aα−(z)|ζα|2 = (aα+(z)|ξα|2)−1. For simplicity, we will denote ζ = ζα,
ξ = ξα, a = aα− = a−1α+. Then we can calculate:
ω0 =
√−1∂∂¯hδ = δhδωD + δ2hδ∇ζ ∧∇ζ|ζ|2 = δh
δωD + δ
2hδ
∇ξ ∧∇ξ
|ξ|2 . (53)
where ωD =
√−1∂∂¯ log h is a smooth Ka¨hler metric on D, and we have used vertical and horizontal frames:
dzi,∇ζ = dζ + ζa−1∂a dual⇐⇒ ∇zi = ∂∂zi − a
−1 ∂a
∂zi
ζ
∂
∂ζ
,
∂
∂ζ
.
Under the {z, ξ} coordinate, we have similarly:
dzi,∇ξ = dξ − ξa−1∂a = −ζ−2∇ζ dual⇐⇒ ∇zi = ∂∂zi + a
−1 ∂a
∂zi
ξ
∂
∂ξ
,
∂
∂ξ
= −ζ2 ∂
∂ζ
.
To write the metric into a metric cone, we write ζ = ρ˜eiθ. Then
∇ζ = dζ + ζa−1∂a = eiθ(dρ˜+ iρ˜dθ + ρ˜a−1∂a) = eiθ(dρ˜+ iρ˜(dθ − ia−1∂a)).
So if we let r = hδ/2 = (a(z)|ζ|2)δ/2 and ∇θ = dθ − ia−1∂a, then it’s easy to verify that the corresponding
metric tensor is:
gω0 = dr
2 + r2(δgωD + δ
2∇θ ⊗∇θ).
Note that ∇θ is nothing but the connection form on the unit S1-bundle in L−1. Now we compare the norm
of tensors on U = L\D with respect to two metrics ω0 and ω˜0, where ω˜0 is any smooth Ka¨hler metric on a
neighborhood of D in L. For example, we can take
ω˜0 = pi
∗
LωD + 
√−1∂∂¯(a+(z)|ξ|2)
for small  > 0. Suppose Φ is a tensor of type (p = ph + pv, q = qh + qv), i.e.
Φ ∈ (T ∗hX)⊗ph
⊗
(T ∗vX)
⊗pv
⊗
(ThX)
⊗qh
⊗
(TvX)
⊗qv .
Then, by noticing hδ/2 ∼ |ξ|−δ, we have
|Φ|ω0
|Φ|ω˜0
∼ |ξ|δph+(δ+1)pv−δqh−(δ+1)qv . (54)
In particular, we get :
Lemma 5.1. If Φ is tensor of type (1, 1), then
|Φhv |ω0 ∼ |Φhv |ω˜0 |ξ|, |Φvh|ω0 ∼ |Φvh|ω˜0 |ξ|−1, |Φvv|ω0 ∼ |Φvv|ω˜0 , |Φhh|ω0 = |Φhh|ω˜0 .
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So if |Φ|ω0 ∼ |ξ|η, then we have
|Φhv |ω˜0 ∼ |ξ|η−1, |Φvh|ω˜0 ∼ |ξ|η+1, |Φvv|ω˜0 ∼ |ξ|η, |Φhh|ω˜0 ∼ |ξ|η. (55)
Next we compare the Christoffel symbols of the two metrics, which will be useful for converting the estimate
with respect to ω0 to that with respect to ω˜0. See (62)-(63). To simplify the calculation, we can choose the
coordinate {ziα} on D and holomorphic frame such that
gDij¯ (0) = ωD(∂ziα , ∂zjα
)(0) = δij , (∂zkαg
D
ij¯ )(0) = 0; (∂ziαa)(0) = 0, (∂ziα∂zjα
a)(0) = 0.
Denote by the index 0 the coordinate corresponding to ξ = ξα, we then have the components of the metric
tensor associated with ω0:
gij¯ = δa
δ|ξ|−2δδij , g00¯ = δ2aδ|ξ|−2(δ+1), g0j¯ = gj0¯ = 0.
So it’s easy to calculate that:
|dziα|ω0 = δ−1/2a−δ/2|ξ|δ ∼
1
|ξ|−δ , |dξ|ω0 = δ
−1a−δ/2|ξ|(δ+1) ∼ |ξ||ξ|−δ .
Γkij = Γ
0
ij = Γ
0
i0 = Γ
i
00 = 0, Γ
j
i0 = −
δ
ξ
δij , Γ
0
00 = −δ + 1
ξ
.
In other words,
∇∂ziα = −
δ
ξ
dξ ⊗ ∂ziα ,∇∂ξ = −
δ + 1
ξ
dziα ⊗ ∂ziα −
δ + 1
ξ
dξ ⊗ ∂ξ.
∇dziα = −δ
ξ
(dξ ⊗ dziα + dziα ⊗ dξ), ∇dξ = −δ + 1
ξ
dξ ⊗ dξ.
So we see that
|∇ω0∂ziα |ω0 ≤ C ∼
|∂ziα |ω0
|ξ|−δ ∼
|∂ziα |ω0
r
, |∇ω0∂ξ|ω0 ≤ C|ξ|−1 ∼
|∂ξ|ω0
|ξ|−δ ∼
|∂ξ|ω0
r
. (56)
|∇ω0dziα|ω0 ≤ C|ξ|2δ ∼
|dziα|ω0
|ξ1|−δ ∼
|dziα|ω0
r
, |∇ω0dξ|ω0 ≤ C|ξ|1+2δ ∼
|dξ|ω0
|ξ|−δ ∼
|dξ|ω0
r
. (57)
Remark 5.2. H-J. Hein pointed out me that the estimates here could also be obtained by rescaling argument
(see [CH13a]).
5.2 Asymptotical rates of Tian-Yau’s Examples
We recall the Calabi-Yau cone metric on C := C(D,L) in the case when K−1D = µL for µ > 0 and D has
a Ka¨hler-Einstein metric ωD = ω
KE
D such that Ric(ω
KE
D ) = µ · ωKED . In this case, note that the Hermitian
metric h satisfies
√−1∂∂¯ log h = ωKED . To find the Calabi-Yau cone metric, it’s straightforward to calculate
that:
Ric(ω0) = −
√−1∂∂¯ logωn0 = (−nδ + µ)pi∗LωKED ,
where n = dimD + 1. So we get the exponent for the Calabi-Yau cone metric:
−KD = µND =⇒ δ = µ
dimD + 1
. (58)
Now assume that X is a Fano manifold of dimension n and D is a smooth divisor such that −KX ∼ αD
with Q 3 α > 1. By adjunction formula, we get −KD = −KX |D − [D] = (α − 1)[D] = (1 − α−1)K−1X is
still ample, and so D is also a Fano manifold. Assuming that D has a Ka¨hler-Einstein metric, Tian-Yau
[TiYa91] constructed an Asymptotical Conical (AC) Calabi-Yau Ka¨hler metric ωTY on X\D. The tangent
cone at infinity is the conical Calabi-Yau metric on C(D,ND) discussed above with the exponent:
δ =
α− 1
n
.
By the work of Conlon-Hein [CH13a], to find the convergence rate of ωTY to the C(D,ND) at infinity, we
would like to construct a diffeomorphism F : C(D,ND)\BR(o)→ (X\D)\K such that
‖∇jg0(F ∗(Ω)− Ω0)‖g0 ≤ Cr−λ−j .
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We will use the diffeomorphism constructed in Section 3.1. Now assume D is (k−1)-comfortably embedded.
By Theorem 7.10, there exist coordinate charts such that:
z1β = aβα(z
′′
α)z
1
α +R
1
k+1,
zpβ = φ
p
βα(z
′′
α) +R
p
k, for p = 2, . . . , n.
The vector field V in (32) becomes:
V =
∑
α
ρα[∂t(t
kR˜1k+1)]⊗ ∂
∂w1β
+
n∑
p=2
∑
α
ρα[∂t(t
kR˜pk)]⊗
∂
∂wpβ
+
(
∂
∂t
)
β
.
On the total space of X˜ , the relative holomorphic form with a pole of order α along D can be written locally
as:
Ω = f(t, w)
dw1β ∧ · · · ∧ dwnβ
(w1β)
α
with f(t, w) a locally defined nowhere vanishing holomorphic function. We can then calculate:
d
dt
(σ(t)∗Ω) = LV Ω = diV Ω
= d
(
f(t, w)(w1β)
−α∑
α
ρα[∂t(t
kR˜1k+1)]
)
∧ dw2β ∧ · · · ∧ dwnβ
+
n∑
p=2
(−1)p−1d
(
f(t, w)(w1β)
−α∑
α
ρα[∂t(t
kR˜pk)]
)
dw1β ∧ · · · d̂wpβ · · · ∧ · · · .
Note that R˜1k+1 and R˜
p
k are holomorphic functions. Because by Newton-Leibniz formula we have F
∗Ω−Ω0 =∫
(σ∗tLVΩ)|X0dt, we see from this and (54) that
‖F ∗Ω− Ω0‖ω0 = ‖F ∗Ω− Ω0‖ω˜0 |w1β |δ+1+δ(n−1) ≤ Ctk|w1β |k−α|w1β |nδ+1
= Ctk|w1β |k = Ctkr−k/δ.
Here we have used the value δ = α−1
n
in (58). When restricted to X˜0, the coordinate w1β coincides with
the coordinate ξ on ND → D defined in the last subsection. Also in changing to the cone metric, we used
r = a(z)1/2|ξ|−δ ∼ |ξ|−δ = |w1β |−δ. By (56) and (57), we see that:
‖∇jω0(F ∗Ω− Ω0)‖ω0 ≤ Ctk
|w1β |k
|ξ|−jδ = Ct
kr−
k
δ
−j = Ctkr−
nk
α−1−j for any j ≥ 0.
So when |t| is small, we get the required diffeomorphism in Proposition 1.3.
Example 5.3. (X,D) ∼= (P1 × P1,∆(P1)). α = 2, n = 2, δ = (α − 1)/n = 1/2. By Proposition 4.8, D is
1-comfortably embedded (and 1-linearizable) so that k = 2. So λ = k
δ
= 4.
Example 5.4. (X,D) ∼= (P2, {Z20 + Z21 + Z22 = 0}). α = 32 , n = 2, δ = (α − 1)/n = 1/4. By Proposition
4.14, D is 0-comfortably embeded (and 0-linearizable) so that k = 1. So λ = k
δ
= 4.
Example 5.5 (Pinkham’s construction of sweeping out the cone). Assume Dn−1 ⊂ PN−1 is a smooth
complete intersection:
D =
m⋂
i=1
{Fi(Z1, · · · , ZN ) = 0} ⊂ PN−1.
where m = N − n and Fi(Z1, · · · , ZN ) is a (generic) homogeneous polynomial of degree di > 0. Denote the
affine cone over D in CN and projective cone over D inside PN by
C(D,H) =
m⋂
i=1
{Fi(z1, · · · , zN ) = 0} ⊂ CN .
C(D,H) =
m⋂
i=1
{Fi(Z1, · · · , ZN )} ⊂ PN .
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Notice that since we have assumed that D is a complete intersection, it’s well known that D is projectively
normal in PN−1 which implies that its projective cone inside PN is normal and hence coincides with its
normalization C¯(D,H).
Now assume Gi(Z0, Z1, · · · , ZN ) is a generic homogeneous polynomial of degree ei with ei < di for each
i = 1, · · · ,m. In particular Gi(1, z1, · · · , zN ) a polynomial of degree ei. We construct a degeneration:
X =
m⋂
i=1
{Fi(Z1, · · · , ZN ) + (tZ0)di−degGiGi(tZ0, Z1, · · · , ZN ) = 0} ⊂ PN × C. (59)
By the “generic” assumption, X = X1 is smooth. This degenerates the variety X = X1 ⊂ PN to C(D,H).
In fact, X is a degeneration of X1 generated by the one parameter subgroup of projective transformations:
[Z0, Z1, · · · , ZN ]→ [t−1Z0, Z1, · · · , ZN ].
Away from {Z0 = 0}, we have the deformation of C(D,H):
X ◦ =
m⋂
i=1
{Fi(z1, · · · , zN ) + tdi−degGiGi(t, z1, · · · , zN ) = 0} ⊂ CN × C. (60)
We claim that the degeneration X coincides with the family obtained by first blowing D×{0} and X×C and
then blowing down the strict transform of X ×{0} as in the introduction. For this we consider the following
Digression 5.6. We recall an equivalent description of deformation to normal cone by using MacPherson’s
graph construction. Let sD denote the canonical holomorphic section of L = LD with D = {sD = 0}. We
can identify X with the graph of sD as a subvariety of Y = P(L ⊕ C): X1 = {(p, [sD(p), 1]); p ∈ X}. We
then use the natural C∗-action on Y to get a family of subvarieties of Y : Xt = {p, [t−1sD(p), 1]; p ∈ X}. For
t 6= 0, Xt ∼= X. As t → 0, Xt converges to a subscheme X˜0 of Y which is nothing but the union of X with
E. Alternatively, there is a rational map
Ψ : X × C 99K P(L⊕ C), (p, t) 7→ (p, [t−1s(p), 1]) = (p, [s(p), t]).
Notice the indeterminacy locus of Ψ is exactly D × {0} = {s = 0} × {0}. So it’s easy to see that X˜ =
BlS×{0}(X ×C) is the graph ΓΨ of Ψ, i.e. the closure of the graph of Ψ : (X ×C) \ (D × {0})→ P(L⊕C).
Figure 2 is an illustration of deformation to the normal cone using the graph construction (S = D).
Notice that the two pairs of opposite sides of the boundary in the figure are glued according to the direction of
arrows and the total space X˜ should be taken as the disjoint union of Xt in the figure. See also [Ful98, Remark
5.1.1, Section 5.1]. To get X from X˜ , we can use the similar construction, just by replacing Y = P(L⊕C) by
Figure 2: Deformation to the normal cone: graph construction
the projective cone C¯(X,L) =: Y ′ which is obtained from Y by contracting the infinity divisor X∞. Similar
discussion appeared in [CH13a, Proof of Proposition 5.1].
Now using the representation of X in (59), we see that X can be obtained by applying the above construc-
tion to the case X = X1, Y ′ = C¯(X,H) ⊂ C¯(PN , H) = PN+1, and D = {Z0 = 0} ∩ X. The coincidence
of C¯(D,H) with the central fibre from the contracted deformation to the normal cone can also be verified
directly by using Lemma 4.1 and the projective normality of D.
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By adjunction formula, we know that −KX1 = (N + 1 −
∑m
i=1 di)H and −KD = (N −
∑m
i=1 di)H.
Consider the hyperplane section D = D1 = X1 ∩ {Z0 = 0} ⊂ X1. Then if we assume ∑mi=1 di ≤ N − 1, we
are in the above Tian-Yau’s setting with α := N + 1−∑mi=1 di ≥ 2.
By Appendix 7.3, T1C can be calculated as a quotient ring. As in Example 7.16, consider the class
[G] :=
[∑
i
Gi(1, z1, · · · , zn)
]
∈
m⊕
i=1
T1C(−(di − ei)),
where [·] denotes the quotient morphism (see (106)):
H0(U,NU )→ T1C = H
0(U,NU )
H0(U,ΘCN |U )
=
+∞⊕
j=−∞
⊕m
i=1 H
0(D, (di + j)H)
Jac(H0(D, (j + 1)H)⊕N )
.
Notice the right-hand-side is actually finite dimensional (see [Sch72, Art76]). Now if we assume that [G] in
T1C is nonzero, then the reduced Kodaira-Spencer class KS
red
X◦/D is the maximal weight piece of [G] and the
weight of deformation w(X ◦/D) of KSredX◦/D is equal to the weight of [G].
Without loss of generality we can assume e1 > e2 > · · · > em so that minmi=1{di− ei} = d1− e1. Then in
general, w := w(X ◦/D) ≤ −(d1−e1) which could be a strict inequality (see example item 3 of ordinary double
point below). The equality holds if [G1] 6= 0 ∈ T1C(−(d1−e1)). If we assume furthermore that n ≥ 3, then by
Theorem 1.5, we know that the divisor D is (|w| − 1)-comfortably embedded into X (but not |w|-comfortably
embedded into X).
Remark 5.7. As pointed out by the referee, for this class of examples this may not be surprising since we
have explicit expressions:
X1 =
m⋂
i=1
{Fi(Z1, · · · , ZN ) + Zdi−ei0 Gi(Z0, Z1, · · · , ZN ) = 0} ⊂ PN .
Noting that |w| = minmi=1{di − ei}, it’s immediate that
OX1/I|w|D ∼= OX0/I|w|D ,
using the fact that ID
(
U{Zi 6=0}∩X1
)
=
(〈
Z0
Zi
〉
+ IX1
)
/IX1 . In other words, (X1, D) is (|w|−1)-linearizable.
Then by Remark 7.9, when n ≥ 3, we know that D is (|w| − 1)-comfortably embedded. So we get m(X,D) ≥
|w|. Note that the conclusion in Theorem 1.5 is stronger, saying that this is an equality for the more general
case without using such explicit defining equations.
So by the above calculation, we see that the asymptotic rate of holomorphic form is given by
λ =
|w|
δ
=
n|w|
α− 1 .
If furthermore ei ≤ di − 2, then
λ =
|w|
δ
=
n|w|
α− 1 =
n ·minmi=1{di − ei}
N −∑mi=1 di .
In this way, we can indeed give an algebraic interpretation of the corresponding calculations in [CH13a].
1. ([CH13a, Example 1]). Smoothing of the cubic cone:
C =
{
z ∈ C4;
4∑
i=1
z3i = 0
}
;M =
{
z ∈ C4;
4∑
i=1
z3i =
∑
i,j
aijzizj +
∑
k
akzk + 
}
.
where aij, ai,  are small (generic) constants. We have
T1C =
C[z1, · · · , z4]
〈z21 , · · · , z24〉
=
1⊕
ν=−3
T1C(ν).
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With the earlier notation, G(Z0, · · · , Z4) = ∑i,j aijZiZj +∑k akZkZ0 + Z20 with
[G] = [
∑
ij
aijzizj +
∑
k
akzk + ] ∈ T1C(−1) + T1C(−2) + T1C(−3).
Note that we assume aij, ak are generic if they are not zero. So we get
KSredX◦/D w(X ◦/D) λ
aij = ak = 0 [
∑
i,j aijzizj ] −3 3·34−3 = 9
aij = 0, ak 6= 0 [
∑
k akzk] −2 3·24−3 = 6
aij 6= 0 [] −1 3·14−3 = 3
2. ([CH13a, Example 2]). Smoothing of the complete intersection:
C =
{
z ∈ C5; f1 =
5∑
i=1
z2i = 0, f2 =
5∑
i=1
ηiz
2
i = 0
}
;M = {z ∈ C5; f1(z) = f2(z) = } .
Here ηi are distinct complex numbers. We have:
T1C =
C[z1, · · · , z5]⊕2
Im
(
z1 · · · z5
η1z1 · · · η5z5
) = T1C(−2).
Because the images of G = (−,−) is not zero inside T1C , we have λ = 3·25−2−2 = 6.
3. ([CH13a, Example 3]). Smoothing of the ordinary double point:
C =
{
z ∈ Cn+1;
n+1∑
i=1
z2i = 0
}
;M =
{
z ∈ Cn+1;
n+1∑
i=1
z2i =
n+1∑
i=1
aizi + 
}
.
T1C =
C[z1, · · · , zn+1]
〈z1, · · · , zn+1〉 = T
1
C(−2).
G(Z0, · · · , Zn+1) = ∑n+1i=1 aiZi + Z0. So [G(1, z1, · · · , zn)] = [∑n+1i=1 aizi + ] = [] is of weight −2. So
we have λ = n·2
n+1−2 =
2n
n−1 .
Remark 5.8. If n = 2, then D ↪→ X is isomorphic to ∆(P1) ↪→ P1 × P1 where ∆ : P1 → P1 × P1 is
the diagonal embedding which was studied in Section 4.3. The identification is easily constructed:
(P1 × P1,∆(P1)) −→ (X,D) = ({Z20 + Z21 + Z22 + Z23 = 0}, {Z0 = 0} ∩X)
([X0, X1], [Y0, Y1]) 7→ [X0Y1−X1Y0,√−1(X0Y1+X1Y0),(X0Y0+X1Y1),√−1(X0Y0−X1Y1)].
6 Analytic compactification: Proof of Theorem 1.6
In this section, we will prove Theorem 1.6. First we sketch a proof following the strategy of the classical
work of Newlander-Nirenberg in [NeNi57] that is modified to adapt to the setting of weighted spaces. Then
we write down the detailed estimates imitating the corresponding estimates in [NeNi57].
6.1 Sketch of the proof
As before, denote U = L\D. Denote the standard complex structure on U by J0. Assume that we have a
complex structure J on some neighborhood U of D. Denote Φ = J − J0. We assume the index v ∈ {1, 1}
associates to the fiber variable ξ = z1α, h ∈ {2, . . . , n, 2, · · · , n} associates to the base variables {z2α, · · · , znα}.
By abuse of notations, we decompose Φ into four types of components:
Φ = Φhv + Φ
v
h + Φ
v
v + Φ
h
h = φ
h
vdz
v ⊗ ∂zh + φvhdzh ⊗ ∂zv + φvvdzv ⊗ ∂zv + φhhdzh ⊗ ∂zh . (61)
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We assume Φ satisfies |∇jΦ|ω0 ≤ C|r|−λ−j ∼ |ξ|δ(λ+j). We first need to transform this estimate to the
corresponding estimate with respect to ω˜0. For this, note that we know the basic tensors satisfy (56) and
(57). So we can equivalently assume Φ satisfies:
|(∂j1zv∂j2zhΦ)⊗ (dz
v)⊗j1 ⊗ (dzh)⊗j2 |ω0 ≤ C|r|−λ−j = C|ξ|δ(λ+j). (62)
Recall the norm in Section 5.1:
|dzv|ω0 ≤ C|ξ|δ+1, |dzh|ω0 ≤ C|ξ|δ =⇒ |(dzv)⊗j1 ⊗ dzh)⊗j2 |ω0 ≤ |ξ|j1(δ+1)+j2δ = |ξ|δj+j1 .
Also we have:
|dzv ⊗ ∂zh |ω0 ≤ C|ξ|, |dzh ⊗ ∂zv |ω0 ≤ C|ξ|−1, |dzv ⊗ ∂zv |ω0 ≤ C, |dzh ⊗ ∂zh |ω0 ≤ C.
By these inequalities, it’s easy to see that:
|∂j1zv∂j2zhφ
h
v | . |ξ|λδ−1−j1 , |∂j1zv∂j2zhφ
v
h| . |ξ|λδ+1−j1 , |∂j1zv∂j2zhφ
v
v| . |ξ|λδ−j1 , |∂j1zv∂j2zhφ
h
h| . |ξ|λδ−j1 . (63)
The (0, 1) vector under the new complex structure J is given by
1
2
(1 +
√−1J) ∂
∂zi
=
∂
∂zi
+
√−1
2
φj¯
i
∂
∂zj
+
√−1
2
φki
∂
∂zk
.
Denote η = λδ and ρ = |ξ| = |z1|. Then from (63), we can write:(
φj
i
)
∼
(
O(ρη)1×1 O(ρη+1)1×(n−1)
O(ρη−1)(n−1)×1 O(ρ
η)(n−1)×(n−1)
)
∼
(
φki
)
. (64)
Lemma 6.1. When ρ is sufficiently small, the matrix
(
δj
i
+
√−1
2
φj
i
)
is invertible. We have:
(
aki
)
:= −
(
δj
i
+
√−1
2
φj
i
)−1(√−1
2
φkj
)
∼
(
O(ρη)1×1 O(ρη+1)1×(n−1)
O(ρη−1)(n−1)×1 O(ρ
η)(n−1)×(n−1)
)
.
Proof. First we can eliminate the lower left part:(
1 0
−(1 +
√−1
2
φ1
1
)−1
(√−1
2
φi¯>1
1
)
I(n−1)×(n−1)
)(
1 +
√−1
2
φ1
1
√−1
2
φ1
k>1√−1
2
φj>1
1
(δj
k
+
√−1
2
φj
k
)(n−1)×(n−1)
)
∼
(
1 +O(ρη) O(ρη+1)1×(n−1)
0 I(n−1)⊗(n−1) + (O(ρ
η) +O(ρ2η))(n−1)×(n−1)
)
.
This clearly implies: (
I +
√−1
2
φj
i
)−1
∼
(
O(1) O(ρη+1)1×(n−1)
O(ρη−1)(n−1)×1 O(1)(n−1)×(n−1)
)
Multiplying this by (φk
i
) in (64), we get the lemma.
To get an analytic compactification of the complex structure J , we want to solve for a map z : DnR →
Dn2R ⊂ Cn where DnR = {(ζ1, · · · , ζn) ∈ Cn; |ζj | ≤ R}, such that z is a homeomorphism onto the image and
is holomorphic with respect to J0 and J . For the map z to be holomorphicity, dz(∂/∂ζ¯
l) should be a a
(0, 1)-vector for any l ≥ 1. It’s easy to see that zi = zi(ζ) must solve the following equations:
∂zi
∂ζ
l
+
n∑
p=1
aip(z)
∂zp
∂ζ
l
= 0, i, l = 1, . . . , n. (65)
We can write these out into components: (1 < j, k,m ≤ n)
∂z1
∂ζ
1 + (a
1
1
∼ ρη) ∂z1
∂ζ
1 + (a
1
m ∼ ρη+1) ∂z
m
∂ζ
1 = 0
∂z1
∂ζ
k + (a
1
1
∼ ρη) ∂z1
∂ζ
k + (a
1
m ∼ ρη+1) ∂z
m
∂ζ
k = 0
∂zj
∂ζ
1 + (a
j
1
∼ ρη−1) ∂z1
∂ζ
1 + (a
j
m ∼ ρη) ∂z
m
∂ζ
1 = 0
∂zj
∂ζ
k + (a
j
1
∼ ρη−1) ∂z1
∂ζ
k + (a
j
m ∼ ρη) ∂z
m
∂ζ
k = 0.
(66)
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Remark 6.2. The result obtained here is a counterpart of [HHN12, Theorem 3.1] in our different asymptot-
ically conical setting. In the proof of [HHN12, Theorem 3.1], the authors used gauge fixing and used result of
Nijenhuis-Woolf [NiWo63]. The method used here is technically different and we aim to give a detailed proof
by following the fundamental work of Newlander-Nirenberg. In other words, we decide to solve the system
(66) altogether to get the coordinate charts.
Remark 6.3. The existence of complex analytic coordinate system for any integrable almost complex struc-
tures J is a classical result in complex geometry. If the complex structure is analytic, the existence fol-
lows from the Frobenius theorem. When J is C2n+α this was the celebrated Newlander-Nirenberg theorem
[NeNi57]. Nijenhuis-Woolf [NiWo63] proved the existence when J is only C1+α. Later Malgrange [Mal69]
gave a short proof of the C1+α-case by using some gauge fixing to reduce the existence to the analytic case.
More recently, Hill-Taylor [HiTa03] generalized Malgrange’s method to deal with the case when J is only Cα
which seems to be the weakest assumption on the regularity of complex structures in the literature.
By the above remark, if we assume η > 1, then the existence of solutions to the system (66) follows from
the work of [HiTa03]. We want also to deal with the case when we only assume η > 0 when the component
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might blows up if η < 1. Since J is assumed to be smooth outside D, this can also be seen as some
removable singularity problem. We will solve the system (66) following the work of Newlander-Nirenberg
[NeNi57]. One should also be able to adapt the work of Nijenhuis-Woolf [NiWo63], Malgrange [Mal69] to
the current setting to prove the compactification (extension) of the complex structures considered here. See
also Remark 6.2.
We first recall the important homotopy operator in [NeNi57]. For a vector of n complex-valued functions
F = (f1, · · · , fn), denote ([NeNi57, (2.5)]):
TF =
n−1∑
s=0
(−1)s
(s+ 1)!
∑ ′ T j1∂j1 . . . T js∂js · T kfk.
where
∑ ′ denote the summation over all (s+ 1)-tuples with j1, · · · , js, k distinct, and
T 1f(ζ) =
1
2pii
x
0<|τ |<R
f(τ, ζ2, · · · , ζn)
ζ1 − τ dτdτ¯ ,
T jf(ζ) =
1
2pii
x
|τ |<R
f(ζ1, · · · , ζj−1, τ, ζj , · · · , ζn)
ζj − τ dτdτ¯ , for j ≥ 2.
For fit our setting, we need to modify T 1. First choose N = dηe. Then we define (see (81), Remark 6.8 and
Lemma 6.7):
T˜ 1f(ζ) = T 1f(ζ1, ζ2, · · · , ζn)− T 1f(0, ζ2, · · · , ζn)−
N∑
k=1
(T 1f)(k)(0, ζ2, · · · , ζn)ζ
k
k!
,
T˜ jf(ζ) = T jf(ζ), if j ≥ 2.
Then by Lemma 6.7 and Lemma 6.9, these operators are well defined for functions f such that f ∼
O(|ζ1|η−1) and satisfy (see [Che55, page 775]) the following identities on D∗R × Dn−1R :
∂j T˜
jf = f, j = 1, · · · , n; and ∂j T˜ kf = T˜ k∂jf, for j 6= k. (67)
Then we define
T˜F (ζ) =
n−1∑
s=0
(−1)s
(s+ 1)!
∑ ′ T˜ j1∂j1 . . . T˜ js∂js · T˜ kfk.
Then using relation (67) to manipulate, we can easily get the following formula which is a variation of the
formula in cf. [NeNi57, 2.6] by replacing the operator T j by T˜ j .
∂jT˜F − fj =
n−2∑
s=0
(−1)s
(s+ 2)!
∑
j T˜ j1∂j1 · · · T˜ js∂js · T˜ k(∂jfk − ∂kfj). (68)
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where
∑ j denotes the summation over all (s+1)-tuples with j1, . . . , js, k distinct and different from j. From
(65), we will denote
f il = −
n∑
p=1
aip(z)
∂zp
∂ζ
l
, F i = (f i1, f
i
2, . . . , f
i
n) =
n∑
l=1
f il dζ
l
. (69)
Denote also zi(ζ) = zi(ζ)− ζi. We then want to transform equations (65) into:
zi = ζi + T˜(F i(z))⇐⇒ zi = T˜(F i(ζ + z))⇐⇒ z = J[z]. (70)
We will show in Lemma 6.16 that the solution to this equation with the appropriate control is indeed the
solution to (65). To get compatible solution to the system (66), we prescribe asymptotically behaviors:
z1 = ζ1 +O(ρ1+η), zj = ζj +O(ρη) ⇐⇒ z1 ∼ O(ρ1+η), zk ∼ O(ρη). (71)
Here and in the following, we still denote ρ = |ζ1| since |ζ1| and |z1| is comparable with this prescription. If
we denote h the index {2, · · · , n}, then the precise meaning of (71) is the following∣∣∣∂l1ζ1∂l2ζh(z1 − ζ1)∣∣∣ ≤ C(l1, l2) ∣∣ζ1∣∣1+η−l1 , ∣∣∣∂l1ζ1∂l2ζh(zh − ζh)∣∣∣ ≤ C(l1, l2) ∣∣ζ1∣∣η−l1 , for all l1, l2 ≥ 0.
Under this prescription, by using (69) and the asymptotic behavior of aip, we can show (Lemma 6.14) that
(f11¯ , f
1
m) ∼ (O(ρη + ρ2η), O(ρ2η+1 + ρη+1) ∼ (ρη, ρη+1),
(f j
1¯
, f jm) ∼ (O(ρη−1 + ρ2η−1), O(ρ2η + ρη)) ∼ (ρη−1, ρη).
(72)
Then we can show that (Lemma 6.12):
T˜[F 1] ∼ O(ρη+1), T˜[F k] ∼ O(ρη) for k ≥ 2.
This is compatible with the prescription in (71) and should allow us to use the arguments in [NeNi57] to
solve the system (70). However, to use the contraction-iteration principle (see Lemma 6.13), we have to
relax asymptotic behaviors in (71) a little bit by replacing η by a ν satisfying
0 < ν < η, dνe = dηe and ν 6∈ N. (73)
Although replacing η by ν might seem a loss of derivative, we will gain this  back using the analyticity of
transition functions.
More precisely, in the next subsection, we will introduce weighted multiple Ho¨lder norm ‖ · ‖n+nα,(ν+1,ν)
and show in Theorem 6.15 that, for any z, z˜ satisfying that when R is sufficiently small and ‖z‖n+nα,(ν+1,ν) ≤
R, ‖z˜‖n+nα,(ν+1,ν) ≤ R, then the following estimates hold:
1.
‖J[z]‖n+nα,(ν+1,ν) ≤ R. (74)
2.
‖J[z]− J[˜z]‖n+nα,(ν+1,ν) ≤
1
2
‖z− z˜‖n+nα,(ν+1,ν) . (75)
By standard iteration, there is a unique solution to the system (70) such that:
z1 ∼ O(ρ1+ν), zj ∼ O(ρν), or equivalently z1 = ζ1 +O(ρ1+ν), zj = ζj +O(ρν). (76)
In the following DR = {ζ ∈ C; |ζ| ≤ R} denotes the closed disc of radius R with center 0, and D∗R = {ζ ∈
C; 0 < |ζ| ≤ R} denotes the punctured closed disc. We need to show that the map ζ 7→ z gives a coordinate
chart for ζ ∈ DnR when R is sufficiently small. First note that {zi(ζ)} is identity for ζ1 = 0 and is Ho¨lder
continuous on {ζ1 = 0}. Secondly on UR = D∗R × Dn−1R , consider the Jacobian
J =
(
∂(zi, zi)
∂(ζj , ζ
j
)
)
.
By the similar argument as that in the proof Lemma 64, it’s easy to see that J is invertible if R is very
small. So on UR, ζ 7→ z is a local diffeomorphism to its image. We just need to show that it’s an injective
map and hence a homeomorphism.
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To do this, we decompose the coordinate change in (71) into two steps. First we let
y1 = z1(ζ) = ζ1 +O(|ζ1|1+ν), yk = ζk for k ≥ 2. (77)
Since the Jacobian matrix is invertible and Cν , the map is a C1,ν-diffeomorphism and is clearly a change of
coordinates. We can express ζ in terms of y to get:
ζ1 = y1 +O(|y1|1+ν), ζk = yk for k ≥ 2.
Now we can write the map in (71) as:
z1 = y1, zk = yk +O(|y1|ν) for k ≥ 2.
We just need to show this is injective. We assume z(y) = z(y˜). Then y1 = y˜1, and zj(y) = zj(y˜). On the
slice y1 = y˜1, we connect y and y˜ by yt = (1− t)y + ty˜, then we have
0 = ‖z(y˜)− z(y)‖ =
n∑
j=1
∣∣∣∣∣
∫ 1
0
n∑
k=1
(∂ykz
j)(yt) · (y˜k − yk)dt
∣∣∣∣∣
=
n∑
j=2
∣∣∣∣∣
∫ 1
0
n∑
k=2
(δjk +O(|y1|ν))(y˜k − yk)dt
∣∣∣∣∣
≥ C(1−Rν))‖y˜ − y‖.
So if R is sufficiently small, we indeed have y˜ = y.
By the similar argument in [NeNi57], we can show in the present more technical set-up (see Lemma 6.16)
that the {zi = ζi + zi}ni=1 are indeed solutions to the system (65).
To see the last statement in Theorem 1.6, note that the transition function on the bundle ND → D in
terms of {ziα} are standard ones:
z1β = aβα(z
′′)z1α, z
k
β = φ
k
βα(z
′′
α) for k ≥ 2.
By the asymptotical behavior (76) and its inverse, we see that the transition functions in the ζ-coordinates
have the shape:
ζ1β = aβα(ζ
′′
α)ζ
1
α +O(|ζ1α|ν+1), ζkβ = φkβα(ζ′′α) +O(|ζ1α|ν).
We know that ζiβ , for any 1 ≤ i ≤ n, is a holomorphic function of ζα outside D, and from above expressions
it’s Ho¨lder continuous across D = {ζ1α = 0}. So we see that ζiβ is holomorphic across D and hence is a
holomorphic function of ζα. Denote m = dνe = dηe = dλδe (Recall that η = λδ and ν = η −  for small
). Then the analyticity of holomorphic functions clearly implies that we must have the following improved
transition:
ζ1β = aβα(ζ
′′
α)ζ
1
α +R
1
m+1, ζ
k
β = φ
k
βα(ζ
′′
α) +R
k
m,
where R1m+1 ∈ Im+1D , Rkm ∈ ImD , where ID is the ideal sheaf of D generated by {ζ1α}. By Theorem 7.10 (see
also (30)), we see that in the compactification, the divisor D is indeed (m − 1)-comfortably embedded. In
this way, we prove theorem 1.6.
6.2 Detailed estimates using weighted multiple Ho¨lder space
As explained in the above section, to prove Theorem 1.6, we just need to prove the following more precise
result.
Proposition 6.4. Fix ν ∈ R>0 \ N. Let J0 denote the standard complex structure on D∗ × Dn−1. Assume
that J is an integrable almost complex structure on D∗×Dn−1 and the tensor Φ = J −J0 is decomposed into
four types of components:
Φ = J − J0 = Φhv + Φvh + Φvv + Φhh = φhvdzv ⊗ ∂zh + φvhdzh ⊗ ∂zv + φvvdzv ⊗ ∂zv + φhhdzh ⊗ ∂zh . (78)
where the index v ∈ {1, 1} is associated to the first variable z1, h ∈ {2, . . . , n, 2, · · · , n} is associated to the
variables {z2, · · · , zn}. Assume that for any j1 + j2 ≤ 2n + 1, there exists a uniform constant C = Cj1,j2
independent of (z1, z2, · · · , zn) ∈ D∗ × Dn−1 satisfying:
|∂j1zv∂j2zhφ
h
v | ≤ C|ξ|ν−1−j1 , |∂j1zv∂j2zhφ
v
h| ≤ C|ξ|λδ+1−j1 , |∂j1zv∂j2zhφ
v
v| ≤ C|ξ|λδ−j1 , |∂j1zv∂j2zhφ
h
h| ≤ C|ξ|λδ−j1 . (79)
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Then for sufficiently small R > 0, there exist J-holomorphic coordinates ζ = (ζ1, ζ2, · · · , ζn) : D∗R ×Dn−1R →
D∗2R × Dn−12R such that for any j1 + j2 ≤ 2n+ 1, there exists C′ = C′(j1, j2) independent of ζ ∈ D∗R × Dn−1R
satisfying ∣∣∣∂j1zv∂j2zh (z1 − z1(ζ))∣∣∣ ≤ C′|ζ1|ν+1−j1 , ∣∣∣∂j1zv∂j2zh(zk − zk(ζ)∣∣∣ ≤ C′|ζ1|ν−j1 .
Remark 6.5. As it will become clear below, the proof of the above result follows the same method of es-
timates in [NeNi57] by replacing the potential theoretical lemmas in [NeNi57, Section 4] by their weighted
counterparts. In particular, the number of derivatives 2n + 1 needed in the above proposition corresponds
to the 2n + α regularity required in [NeNi57]. In the statement of Theorem 1.6 in the introduction, for
simplicity we have assumed the decay estimates hold for any order of derivative. On the other hand, by
Remark 6.3, one may be able to weaken the condition on the number of derivatives to 2 by adapting the work
of Nijenhuis-Woolf in [NiWo63]. Since this is not our main interest here, we will leave the verification to
the reader.
Suppose f is a complex-valued function defined on D∗R × Dn−1R . Denote Dj either of the differential
operators ∂
∂ζj
, ∂
∂ζ
j . D
k will denote a general k-th order derivative Dk = Di1 . . . Dik with i1, . . . , ik distinct
(i.e. we consider only “mixed” derivatives). Dk,j = Di1 . . . Dik (resp. D
k,{1,j}) will denote such a derivative
with the i1, . . . , ik distinct and different from j (resp. {1, j}). For a fixed positive α < 1, we denote the
difference quotient operators:
δ1f =
f(ζ˜1, ζ2, · · · , ζn)− f(ζ1, ζ2, · · · , ζn)
|ζ˜1 − ζ1|α for 0 < |ζ
1| ≤ R, 0 < |ζ˜1| ≤ R, ζ1 6= ζ˜1.
δif =
f(ζ1, . . . , ζ˜i, . . . , ζn)− f(ζ1, . . . , ζi, . . . , ζn)
|ζ˜i − ζi|α for i > 1, |ζ
i| < R, |ζ˜i| < R, ζi 6= ζ˜i.
Denote δm = δj1 · · · δjm for 0 ≤ m ≤ n and j1, . . . , jm distinct; δ0 will denote the identity operator; δm,1 will
denote such a difference quotient with j1, . . . , jm distinct and different from 1. The following is the standard
Schauder estimate for the elliptic operator ∂¯ for a single variable.
Lemma 6.6. Assume α ∈ (0, 1) is fixed. There exists a constant c > 0 such that, if w ∈ C1,α(D1(0))
satisfies ∂w
∂ζ
= f in D1 and if f ∈ C0,α(D1(0)), then
‖w‖C1,α(D1/2) ≤ c
(‖w‖L∞(D1) + ‖f‖C0,α(D1)) . (80)
Proof. The the following proof, the constant c may change but does not depend on f ∈ C0,α(D(0)). Denote
operators:
Tf(ζ) =
1
2pii
x
D1
f(τ)
τ − ζ dτ ∧ dτ¯ , Sw(ζ) =
1
2pii
∫
C
w(τ)
τ − ζ dτ.
Then w ∈ C1,α(D1) satisfies:
w = T∂ζ¯w + Sw = Tf + Sw.
By Chern [Che55, Main Lemma], we have
‖Tf‖C1,α(D1) ≤ c‖f‖C0,α(D1)
On the other hand, because Sw = w − Tf is holomorphic, we have:
‖Sw‖C1,α(D1/2) ≤ c‖Sw‖L∞(D1) ≤ c(‖w‖L∞(D1) + ‖Tf‖L∞(D1)) ≤ c‖w‖L∞(D1) + c‖f‖L∞(D1).
We need to extend the above Schauder estimate to the weighted Ho¨lder space. We follow [PaRi00, Chapter
2] to define the weighted Ho¨lder norm for functions on the punctured disks. Note that this definition of
weighted norm is slightly different from the definition used in for example [HHN12] and [CH13a]. Although
two norms may be equivalent in some sense, the norm used here following [PaRi00] only uses the Ho¨lder
norm for x and y with comparable distances to the puncture. To the author’s understanding, this constraint
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is well adapted to the rescaling argument. For any s > 0, denote the annulus {ζ1 ∈ C; s < |ζ1| < 2s} by
A(s, 2s). First we define the norm on the annulus:
[w]1,α,s := sup
A(s,2s)
|w|+ s sup
A(s,2s)
|D1w|+ sα sup
x,y∈A(s,2s)
|w(x)− w(y)|
|x− y|α +
+s1+α sup
x,y∈A(s,2s)
|D1w(x)−D1w(y)|
|x− y|α .
The following is the scaling invariant weighted Ho¨lder norm for functions on the punctured disk of radius R:
‖w‖
C
1,α
ν (DR(0)) = sup
s∈(0,R/2]
s−ν [w]1,α,s,
As pointed out in [PaRi00, Corollary 2.1], the following Lemma is important for deriving the rescaled
Schauder estimate in Lemma 6.9.
Notations:
1. In the single variable case, we will denote the operator T˜ 1 by T˜ , and dV = dV (τ) = dτ∧dτ¯
2pi
√−1 .
2. In the following proofs, the measures under the integral signs do not charge the single point {0} so
that in the estimates we can either use DR or the punctured disk D∗R = DR \ {0} as the domain of
integration.
Denote m = dνe = dηe. For any f ∈ C1,αν−1(DR), define:
T˜ f(ζ) = Tf(ζ)− Tf(0)−
m−1∑
k=1
(Tf)(k)(0)
ζk
k!
=
1
2pii
x
D1
f(τ)
τ − ζ dτ ∧ dτ¯ −
m−1∑
k=0
x
D1
f(τ)ζk
τk+1
dτ ∧ dτ¯

=
1
2pii
x
D1
f(τ)ζm
(τ − ζ)τm dτ ∧ dτ¯ . (81)
Lemma 6.7. Denote ρ = |ζ| for any ζ ∈ D∗R. Then there exists a positive constant C independent of R,
such that for any f ∈ C1,αν−1(DR), we have:
‖ρ−ν T˜ f‖L∞(DR) ≤ C‖ρ1−νf‖L∞(DR). (82)
Proof. We can first estimate:
∣∣∣ρ−ν T˜ f ∣∣∣ = |ζ|−ν
∣∣∣∣∣∣
x
DR
f(τ)ζm
(τ − ζ)τm dV
∣∣∣∣∣∣
≤ ∥∥|ρ|1−νf∥∥
L∞ |ζ|
m−ν
x
DR(0)
dV
|τ − ζ||τ |m+1−ν
We split the integral into three parts:x
DR(0)
=
x
Dρ/2(0)
+
x
Dρ/2(ζ)
+
x
DR(0)\(Dρ/2(0)∪Dρ/2(ζ))
= I + II + III.
The inequality (82) follows from the following estimates:
I ≤ C
∫ ρ/2
0
ds
sm−νρ/2
≤ Cρν−m, II ≤ C
∫ ρ/2
0
ds
ρm+1−ν
≤ Cρν−m.
To estimate part III, it’s easy to see that |τ − ζ| ≥ |τ |
4
for τ ∈ DR(0) \ Dρ/2(ζ). So we can estimate for any
ν < m:
III ≤ C
∫ R
ρ/2
ds
sm+1−ν
≤ C
m− ν
((ρ
2
)ν−m
−Rν−m
)
≤ Cρν−m.
It’s clear that (82) follows by combining the above estimates.
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Remark 6.8. In the first version of this paper, T˜ was defined with only the first two terms. However, H-J.
Hein pointed to me that it could only prove the wanted estimates when ν < 1 (which was indeed my main
focus), essentially because the estimate of III in the above proof. He suggested a way to modify the definition
to make the estimates work for any ν ∈ R \ N, which results in the above definition of T˜ . Intuitively this
is clear since we want to get rid of lower order holomorphic term to get “ν-th” order term after applying
the paramatrix T˜ . On the other hand, as H-J. Hein explained to me, the above Lemma can actually be
obtained by using some abstract theory from elliptic operators on weighted Ho¨lder spaces in the way as used
in [HHN12, Proposition 2.5], and the basic reason for the above modification is to avoid the indicial root
of elliptic operator ∂¯ in the estimates. Here instead of using the abstract theory, we tried to write down an
explicit parametrix that works for the problem at our hand.
Lemma 6.9. If f ∈ C0,αν−1(DR), then T˜ f ∈ C1,αν (DR) and satisfies:
‖T˜ f‖
C
1,α
ν (DR) ≤ C‖f‖C0,αν−1(DR).
Proof. Let F (ζ) = T˜ f(ζ). Let ρ = |ζ|. By Lemma 6.6, Lemma 6.7 and standard rescaling argument as in
[PaRi00, Corollary 2.1], we have:
‖T˜ f‖
C
1,α
ν (DR/2)
≤ C‖f‖
C
0,α
ν−1(DR)
.
To get estimate on DR\DR/2, we use the explicit formula of T˜ . As in [Che55, (18), (26)], we have:
Fζ = f(ζ), Fζ =
1
2pi
√−1
x
DR(0)
f(τ)− f(ζ)
(τ − ζ)2 dτdτ¯ −
1
2pi
√−1
m−1∑
k=1
kζk−1
x
DR(0)
f(τ)
τk+1
dτ ∧ dτ¯ .
So that ∣∣∣∣ |Fζ ||ζ|ν−1
∣∣∣∣ ≤ 12pi 1|ζ|ν−1 x
DR(0)
|f(τ)− f(ζ)|
|τ − ζ|2 dV (τ) +
m−1∑
k=1
kRk−ν‖ρ1−νf‖∞
∫ R
0
ds
sk−ν+1
.
The second term on the right-hand-side of the above identity is uniformly bounded by C‖ρ1−νf‖∞. To
estimate the first integral term, we split it into two parts:x
DR(0)
=
x
Dρ/2(0)
+
x
DR(0)\Dρ/2(0)
= I + II.
Here we need to separate the integral over Dρ/2(0) from each estimate since we only have Ho¨lder estimate
for x and y of comparable lengths. Notice that we can assume R/8 ≤ |ζ| ≤ R and estimate:
I ≤ 1
2pi
x
Dρ/2(0)
1
(|ζ| − |τ |)2
(
|τ |1−ν |f(τ)| |ζ|
1−ν
|τ |1−ν + |ζ|
1−ν |f(ζ)|
)
dV (τ)
≤ C‖ρ1−νf‖L∞(DR)
1
R2
∫ R/2
0
(R1−νsν−1 + 1)sds ≤ C‖ρ1−νf‖L∞(DR(0)).
II ≤ C
x
DR(0)\Dρ/2(0)
‖f‖
C
0,α
ν−1
|τ − ζ|αR−α
|τ − ζ|2 dV ≤ C‖f‖C0,αν−1R
−α
∫ 2R
0
sα−2+1ds ≤ C‖f‖
C
0,α
ν−1
.
So we get ‖ρ1−νD1T˜ f‖L∞ ≤ C‖f‖C0,αν−1 , i.e. the C
1-estimate. This implies the C0,α estimate:
Rα sup
x,y∈A(R/8,R)
|w(x)− w(y)|
|x− y|α ≤ C‖f‖C0,αν−1 .
Similarly, one can prove that:
R1+α sup
x,y∈A(R/8,R)
|D1w(x)−D1w(y)|
|x− y|α ≤ C‖f‖C0,αν−1 ,
with w = T˜ (f). In fact, we can prove the inequality as in [NiWo63, Section 6.1e], again the only difference
is that we need to separate the integral over Dρ/2(0) from each estimate since we only have Ho¨lder estimate
for x and y of comparable lengths.
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Similarly to [NeNi57, (3.1)-(3.3)], we introduce the weighted multiple-Ho¨lder space by incorporating the
weighted 1st order Ho¨lder space for ζ1 and the usual 1st order Ho¨lder spaces for the other variables. Formally,
we define:
1. (Integral part )
‖u‖n,ν =
n−1∑
k=0
(
Rk
k!
sup
DR(0)∗×DR(0)n−1
( |Dk,1u|
|ζ1|ν
)
+
Rk+1
(k + 1)!
sup
DR(0)∗×DR(0)n−1
( |D1Dk,1u|
|ζ1|ν−1
))
.
2. (Fractional part i.e. difference quotient part):
[u]nα,ν =
n−1∑
m=1
(
Rmα
m!
sup
( |δm,1u|
|ζ1|ν
)
+
R(m+1)α
(m+ 1)!
sup
s∈(0,R/2)
sα−ν sup
{ζ1,ζ˜1∈A(s,2s)}
|δ1δm,1u|
)
.
3. (0th-order weighted multiple Ho¨lder norm)
‖u‖nα,ν = H˜α,ν [u] = sup |u||ζ1|ν + [u]nα,ν
4. (1st-order weighted multiple Ho¨lder norm)
‖u‖n+nα,ν = ‖u‖n,ν +
n−1∑
k=0
(
Rk
k!
[Dk,1u]nα,ν +
Rk+1
(k + 1)!
[D1D
k,1u]nα,ν−1
)
=
n−1∑
k=0
(
Rk
k!
H˜α,ν [D
k,1u] +
Rk+1
(k + 1)!
H˜α,ν−1[D1D
k,1u]
)
.
5. (Partial 1st-order weighted multiple Ho¨lder norm)
‖u‖1n−1+nα,ν =
n−1∑
k=0
Rk
k!
sup H˜α,ν [D
k,1u].
‖u‖jn−1+nα,ν =
n−2∑
k=0
(
Rk
k!
sup H˜α,ν [D
k,{1,j}u] +
Rk+1
(k + 1)!
H˜α,ν−1[D1D
k,{1,j}u]
)
for j ≥ 2.
6. (Anisotropically-weighted norm for vector of functions) Denote z = (z1(ζ), · · · , zn(ζ)), F = (f1, · · · , fn).
Denote:
‖z‖n+nα,(ν+1,ν) = ‖z1‖n+nα,ν+1 +
n∑
j=2
‖zj‖n+nα,ν .
‖F‖n−1+nα,(ν,ν+1) = ‖f1‖1n−1+nα,ν +
n∑
j=2
‖fj‖jn−1+nα,ν+1.
Now we come back to solve the system (70) which is equivalent to:
zi = T˜(F i(ζ + z)) = Ji[z], where F i =
(
f il
)
=
(
−
n∑
p=1
aip
∂zp
∂ζ
l
)
. (83)
Arguing as in [NeNi57], the following lemma is a consequence of definitions of above norms and Lemma 6.9.
Lemma 6.10 (cf. [NeNi57, (3.4), Lemma 4.1, Lemma 4.3]). We have the following estimates:
‖Djf‖jn−1+nα,ν ≤ cR‖f‖n+nα,ν , j = 1, · · · , n;∥∥∥T˜ jDjf∥∥∥l
n−1+nα,ν
≤ c ‖f‖ln−1+nα,ν , j, l = 1, · · · , n, j 6= l;∥∥∥T˜ 1f∥∥∥
n+nα,ν+1
≤ cR ‖f‖1n−1+nα,ν ;∥∥∥T˜ jf∥∥∥
n+nα,ν
≤ cR ‖f‖jn−1+nα,ν for j ≥ 2.
(84)
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Remark 6.11. Note that the moral of the above estimates are:
1. Differentiation with respect to zj for j 6= 1 keeps the weight unchanged and produces an R−1 factor
under appropriate norms. T˜ j for j 6= 1 keeps the weight unchanged and produces an R factor.
2. Differentiation with respect to z1 decreases the weight and produces an R−1 factor. T˜ 1 improves the
weight by 1 and produces an extra R factor.
Packing these estimates for components of F 1, F j , the above Lemma implies:
Lemma 6.12 (cf. [NeNi57, Theorem 4.1]).∥∥∥T˜(F 1)∥∥∥
n+nα,ν+1
≤ cR‖F 1‖n−1+nα,(ν,ν+1);
∥∥∥T˜(F j)∥∥∥
n+nα,ν
≤ cR‖F j‖n−1+nα,(ν−1,ν), for j ≥ 2.
The following lemma follows from the decay rate of (aij¯) in Lemma 6.1 and the definition of norms defined
above. It shows the reason to relax the asymptotics by replacing η by ν.
Lemma 6.13 (cf. [NeNi57, Lemma 3.1]). Suppose ‖z‖n+nα,(ν+1,ν) ≤ 1, then
‖a11(ζ+z)‖n−1+nα,ν ≤ KRη−ν(1+Rν‖z‖n+nα,(ν+1,ν)), ‖a1k(ζ+z)‖n−1+nα,ν+1 ≤ KRη−ν(1+Rν‖z‖n+nα,(ν+1,ν)).
‖ak1(ζ+z)‖n−1+nα,ν−1 ≤ KRη−ν(1+Rν‖z‖n+nα,(ν+1,ν)), ‖ajk(ζ+z)‖n−1+nα,ν ≤ KR
η−ν(1+Rν‖z‖n+nα,(ν+1,ν)).
The following lemma is the precise formulation of the estimates in (72). Notice that if η = 1, then we
get back the estimate in [NeNi57, Lemma 5.1].
Lemma 6.14 (cf. [NeNi57, Lemma 5.1]). If ‖z‖n+nα,(ν+1,ν) ≤ R. Then
‖F 1‖n−1+α,(ν,ν+1) ≤ CRη−ν(1+Rν‖z‖n+nα,(ν+1,ν)),
∥∥F 1[z]− F 1 [˜z]∥∥
n+nα,(ν,ν+1)
≤ CRη−1 ‖z− z˜‖n+nα,(ν+1,ν) .
(85)
For j ≥ 2, we have:
‖F j‖n−1+α,(ν−1,ν) ≤ CRη−ν(1+Rν‖z‖n+nα,(ν+1,ν)),
∥∥∥F j [z]− F j [˜z]∥∥∥
n+nα,(ν−1,ν)
≤ CRη−1 ‖z− z˜‖n+nα,(ν+1,ν) .
(86)
Proof. We prove the first two estimates for F 1 = (f11¯ , f
1
m¯). We first deal with f
1
1¯ :
f11¯ = a
1
1¯
∂z¯1
∂ζ¯1
+
∑
m>1
a1m¯
∂z¯m
∂ζ¯1
. (87)
For the first term on the right-hand-side of (87), we have the following estimate.∥∥∥∥∥a11 ∂z1∂ζ1
∥∥∥∥∥
1
n−1+nα,ν
≤ ‖a11‖1n−1+nα,ν
1 + ∥∥∥∥∥ ∂z1∂ζ1
∥∥∥∥∥
1
n−1+nα,0

. KRη−ν(1 +Rν‖z‖n+nα,(ν+1,ν))(1 +
∥∥z1∥∥
n+nα,ν+1
Rν−1)
. Rη−ν(1 +Rν‖z‖n+nα,(ν+1,ν)),
where we estimated ‖a11¯‖1n−1+nα,ν using Lemma 6.13. Using Remark 6.11, we can estimate:∥∥∥∥∥a11(ζ + z)∂z1∂ζ1 − a11(ζ + z˜)∂z˜
1
∂ζ
1
∥∥∥∥∥
1
n−1+nα,ν
≤ ‖a11(ζ + z)− a11(ζ + z˜)‖1n−1+nα,ν
∥∥∥∥∥∂z1∂ζ1
∥∥∥∥∥
1
n−1+nα,0
+‖a11(ζ + z˜)‖n−1+nα,ν
∥∥∥∥∥∂(z1 − z˜1)∂ζ1
∥∥∥∥∥
1
n−1+nα,0
≤ KRη−1‖z− z˜‖n+nα,(ν+1,ν).
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In the above estimates, similar with the method in our proof that ζ 7→ z gives coordinate charts, we have
estimated the difference of a1
1
(z)− a1
1
(z˜) by decomposing into two parts and then uses mean value theorem
to get the above estimate (cf. [NeNi57, Page 401]):
‖a11(ζ + z)− a11(ζ + z˜)‖1n−1+nα,ν = ‖a11(ζ + z)− a11(ζ1 + z˜1, ζ′′ + z′′)‖
+‖a11(ζ1 + z˜1, ζ′′ + z′′)− a11(ζ1 + z˜1, ζ′′ + z˜′′)‖
. Rη−1‖z1 − z˜1‖n+nα,ν+1 +Rη−1‖z′′ − z˜′′‖n+nα,ν .
The following estimates deal with the second part on the right-hand-side of (87).∥∥∥∥∥a1m ∂zm∂ζ1
∥∥∥∥∥
1
n−1+nα,ν
≤ ‖a1m‖1n−1+nα,ν+1
∥∥∥∥∥∂zm∂ζ1
∥∥∥∥∥
1
n−1+nα,−1
. KRη−ν(1 +Rν‖z‖n+nα,(ν+1,ν)) ‖zm‖n+nα,ν Rν−1
. Rη−ν(1 +Rν‖z‖n+nα,(ν+1,ν)).
In the last inequality, we used ‖zm‖n+nα,ν ≤ R.
∥∥∥∥∥a1m(ζ + z)∂zm∂ζ1 − a1m(ζ + z˜)∂z˜
m
∂ζ
1
∥∥∥∥∥
1
n−1+nα,ν
≤ ‖a1m(ζ + z)− a1m(ζ + z˜)‖1n−1+nα,ν+1
∥∥∥∥∥∂zm∂ζ1
∥∥∥∥∥
1
n−1+nα,−1
+‖a1m(ζ + z˜)‖n−1+nα,ν+1
∥∥∥∥∥∂(zm − z˜m)∂ζ1
∥∥∥∥∥
1
n−1+nα,−1
≤ KRη−1‖z− z˜‖n+nα,(ν+1,ν).
We used the estimate:
‖a1m(ζ + z)− a1m(ζ + z˜)‖1n−1+nα,ν+1 = ‖a1m(ζ + z)− a1m(ζ1 + z˜1, ζ′′ + z′′)‖
+‖a1m(ζ1 + z˜1, ζ′′ + z′′)− a1m(ζ1 + z˜1, ζ′′ + z˜′′)‖
. Rη−1‖z1 − z˜1‖n+nα,ν+1 +Rη−1‖z′′ − z˜′′‖n+nα,ν .
In the same way, one can verify the other estimates.
Combining Lemma 6.12 and 6.14, we get:
Theorem 6.15. For any z, z˜ satisfying ‖z‖n+nα,(ν+1,ν) ≤ R, ‖z˜‖n+nα,(ν+1,ν) ≤ R with R sufficiently small,
we have
‖J(z)‖n+nα,(ν+1,ν) ≤ cRη−ν(1 +Rν‖z‖n+nα,(ν+1,ν));
‖J(˜z)− J(z)‖n+nα,(ν+1,ν) ≤ cRη ‖z˜− z‖n+nα,(ν+1,ν) .
So for R sufficienty small, we indeed get the desired inequalities (74) and (75) to apply the contraction-
iteration principle to get a solution to the system (83).
Lemma 6.16. If z is a solution to the system (83), then z is a solution to (65), i.e.
gij =
∂zi
∂ζ
j
+
n∑
p=1
aip(z)
∂zp
∂ζ
j
= 0, i, j = 1, . . . , n. (88)
Proof. We follow the argument in [NeNi57, Page 403]. Using the formula (68) and calculating as in [NeNi57,
(2.11-2.12)] (see also [NiWo63, 4.1.2]) we get the following identity
gij =
n−2∑
s=0
(−1)s
(s+ 2)!
∑
j T˜ j1∂j1 · · · T˜ js∂js · T˜ k[(∂paim)(ζ)(∂jzm · gpk − ∂kz
m · gp
j
)] (89)
where
∑ j denotes the summation over all (s+ 1)-tuples with j1, . . . , js, k distinct and different from j. We
claim that from (89) the following holds:
‖G1‖n−1+nα,(ν,ν+1) + ‖Gj‖n−1+nα,(ν−1,ν) ≤ CRη(‖G1‖n−1+nα,(ν,ν+1) + ‖Gj‖n−1+nα,(ν−1,ν)). (90)
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where we denote Gi = (gi
1
, · · · , gin). Assuming (90) holds, then when R is sufficiently small, then we have
Gi = 0 and so we indeed get the solution to (88). To verify the claim, we need to estimate the term in the
bracket:
Gijk := (∂pa
i
m)(ζ)(∂jz
m · gp
k
− ∂kzm · gpj ).
We will estimate it for different cases of indices.
1. (i = 1, j = 1) In this case k ≥ 2 (since k 6= j in ∑ j).
(a) (p = 1,m = 1) G1
1k
∼ ρη−1(ρ0+ν+1 + ρν+1+ν) ∼ ρηρν .
(b) (p ≥ 2,m = 1) G1
1k
∼ ρη(ρ0+ν + ρν+1+ν−1) ∼ ρηρν .
(c) (p = 1,m ≥ 2) G1
1k
∼ ρη(ρν−1+ν+1 + ρ0+ν) ∼ ρηρν .
(d) (p ≥ 2,m ≥ 2) G1
1k
∼ ρη+1(ρν−1+ν + ρ0+ν−1) ∼ ρηρν .
Notice the precise meaning of the above notation means that:
‖G11¯k¯‖n−1+nα,ν . ρη(‖G1‖n−1+nα,(ν,ν+1) + ‖Gj‖n−1+nα,(ν−1,ν))
. Rη(‖G1‖n−1+nα,(ν,ν+1) + ‖Gj‖n−1+nα,(ν−1,ν)).
The same remark applies to the notations in the following estimates:
2. (i = 1, j ≥ 2) In this case k can be 1.
(a) (k = 1) We estimate norm ‖G1j¯1¯‖n−1+nα,ν :
i. (p = 1,m = 1) G1
j1
∼ ρη−1(ρν+1+ν + ρ0+ν+1) ∼ ρηρν .
ii. (p ≥ 2,m = 1) G1
j1
∼ ρη(ρν+1+ν−1 + ρ0+ν) ∼ ρηρν .
iii. (p = 1,m ≥ 2) G1
j1
∼ ρη(ρ0+ν + ρν−1+ν+1) ∼ ρηρν .
iv. (p ≥ 2,m ≥ 2) G1
j1
∼ ρη+1(ρ0+ν−1 + ρν−1+ν) ∼ ρηρν .
(b) (k ≥ 2) We use the norm ‖G1j¯k¯‖n−1+nα,ν+1.
i. (p = 1,m = 1) G1
jk
∼ ρη−1(ρν+1+ν+1 + ρν+1+ν+1) ∼ ρη+νρν+1.
ii. (p ≥ 2,m = 1) G1
jk
∼ ρη(ρν+1+ν + ρν+1+ν) ∼ ρη+νρν+1.
iii. (p = 1,m ≥ 2) G1
jk
∼ ρη(ρ0+ν+1 + ρ0+ν+1) ∼ ρηρν+1.
iv. (p ≥ 2,m ≥ 2) G1
jk
∼ ρη+1(ρ0+ν + ρ0+ν) ∼ ρηρν+1.
3. (i ≥ 2, j = 1) In this case k ≥ 2. From the expression of Gi
jk
, we see that the only difference from the
case i = 1, j = 1 lies in the term ∂pa
i
m. We just need to decrease each order by 1 to get
Gi1k ∼ ρηρν−1.
4. (i ≥ 2, j ≥ 2) In this case, k can be 1. Again, we see that the only difference with the case i = 1, j ≥ 2
lies in the term ∂pa
i
m. So we just need to decrease each order by 1 to get
Gij1 ∼ ρηρν−1, and Gijk ∼ ρηρν .
Now from item 1, we have that:
‖g11‖1n−1+nα,ν ≤ C
∑
k≥2
‖T˜ kG11k‖n−1+nα,ν
≤ CRη(‖G1‖n−1+nα,(ν,ν+1) + ‖Gj‖n−1+nα,(ν−1,ν)).
From item 2, we have for j ≥ 2,
‖g1j ‖jn−1+nα,ν ≤ C(‖T˜ 1G1j1‖jn−1+nα,ν+1 +
∑
k≥2
‖T˜ kG1jk‖jn−1+nα,ν+1)
≤ CRη(‖G1‖n−1+nα,(ν,ν+1) + ‖Gj‖n−1+nα,(ν−1,ν)).
Note that we have used the fact from (6.10) that the operator T˜ 1 improves the weight from ν to ν + 1. The
same argument apply to item 3 and 4 too. So we indeed get the estimate (90).
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7 Appendices
7.1 Appendix I: AC Calabi-Yau metric of Tian-Yau
Let (M, g) be a non-compact complete Riemannian manifold. (M, g) will be called asymptotically conical
(AC) of order η if there exists a (real) metric cone (C(Y ), o) with the cone metric g0 = dr
2 + r2gY and a
diffeomorphism φK : C(Y )\BR(o)→M\K such that
‖∇jg0(φ∗K(g0)− gω)‖C0 ≤ Cr−λ−j for j ≥ 0.
Here K is a compact set in M and BR(o) is the ball of radius R around the vertex o of the metric cone.
Cheeger-Tian [CT94] proved that a Ricci-flat complete manifold with maximal volume growth and satisfying
suitable integral bounds on curvature tensors is indeed a asymptotically conical Ricci-flat manifold. We will
be interested in the case when g is both Ka¨hler and Ricci-flat. If this is the case, we denote by ωg, or
simply ω, the Ka¨hler form of g and call g or ω AC Ricci-flat Calabi-Yau metric. There were many beautiful
works on this subject. Tian-Yau [TiYa91] (see also Bando-Kobayashi [BK87]) constructed a class of such
AC Calabi-Yau manifold:
Theorem 7.1 ([TiYa91]). Let X be a Fano manifold and D is a smooth ample divisor such that K−1X ∼Q αD
with α > 1. Assume D has a Ka¨hler-Einstein metric. X\D admits a complete Ricci-flat Ka¨hler metric g
with Euclidean volume growth. Further more, if we denote R(g) the curvature tensor of g and by ρ(·) the
distance function on X\D from some fixed point with respect to g, then R(g) decays at the order of exactly
ρ−2 with respect to the g − norm.
This construction can be viewed as a generalization of the basic example of Eguchi-Hanson metric ωEH
in which case we have:
X = P1 × P1, D = ∆(P1) ∼= P1,
where ∆ : P1 → P1 × P1 is the diagonal embedding. Note that M = P1 × P1\∆(P1) is isomorphic to the
deformed conifold {z21 + z22 + z23 = 1} ⊂ C3 which via the hyperKa¨hler rotation becomes the ALE metric on
the crepant resolution of C2/Z2.
Remark 7.2. The assumptions for the existence to hold can be weakened to the following items: 1. X is
a Ka¨hler manifold; 2. −KX = αD with Q 3 α > 1; 3. Either “almost ample” in the sense of Tian-Yau
in [TiYa91], or ND = α
−1K−1X
∣∣
D
is ample. 4. D has Ka¨hler-Einstein metric. Theorem 7.1 is general-
ized later by van Coevering [vCo08] in a series of papers, and also refined and clarified by Conlon-Hein
([CH13a],[CH13b]) in detail.
The tangent cone at infinity of the above Tian-Yau metric is the conical Calabi-Yau metric on C(D,ND)
discussed in Section 5.2. A natural problem is to determine the optimal order of such AC Calabi-Yau metric.
This issue was studied in detail in Cheeger-Tian [CT94] and in Conlon-Hein ([CH13a], [CH13b]). Again we
consider the above AC CY metrics constructed by Tian-Yau. It was shown in [CT94, Section 7] that for
standard Ricci flat Ka¨hler cone, all bounded solutions to linearized Ka¨hler-Ricci-flat equation come either
from deformations of Ka¨hler class and decay quadratically, or come from infinitesimal decormations of the
complex structure on the base. Conlon-Hein [CH13a] studied the estimates on solutions to the corresponding
complex Monge-Ampe`re equation for Calabi-Yau metrics. If we denote by k is Ka¨hler class represented by
ωTY, then their estimate of the optimal rate is as follows (see [CH13a], and [CH14, Remark 1.2]):
λmax ≥
{
min(2n, λ1), if k ∈ H2c (M);
min(2, λ1), if k ∈ H2(M). (91)
Here λ1 is any number satisfying the following condition: there exists a diffeomorphism FK : C(D,ND)\BR(o)→
M\K such that
‖∇jω0(F ∗KΩ− Ω0)‖ω0 ≤ Cr−λ1−j for any j ≥ 0, (92)
where Ω (resp. Ω0) is the meromorphic volume form on X (resp. C(D,ND)) that is non-vanishing holomor-
phic on M = X\D (resp. C(D,ND)) and has pole of order α along D. Conlon-Hein [CH13a] also showed
that the condition (92) implies the following condition:
‖∇jω0(F ∗KJ − J0)‖ω0 ≤ Cr−λ1−j for any j ≥ 0, (93)
where J (resp. J0) is the complex structure on M (resp. C(D,ND)). So we see that λ1 essentially
measures the difference between the complex structure of M\K and C(D,ND)\BR(o). It’s easy to see that,
equivalently we are indeed comparing the complex structure on the (punctured) neighborhood of D inside
X and the complex structure of (punctured) neighborhood of D inside ND.
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7.2 Neighborhoods of complex submanifold after Grauert-Abate-Bracci-
Tovena
Assume S is a smooth complex submanifold of X. In the introduction, we have recalled the definition of S(k)
and the concept of linearizability. Grauert [Gra62] showed that the obstruction for extending an isomorphism
S(k−1)→ SN (k−1) to an isomorphism S(k)→ SN (k) lies in the cohomology group H1(S,ΘX |S⊗IkS/Ik+1S ).
He also pointed out that this obstruction consists of two parts. To see this, consider the exact sequence:
0→ ΘS ⊗ IkS/Ik+1S → ΘX |S ⊗ IkS/Ik+1S → NS ⊗ IkS/Ik+1S → 0,
from which we get the long exact sequence:
· · · → H1(S,ΘS ⊗ IkS/Ik+1S )→ H1(S,ΘX |S ⊗ IkS/Ik+1S )→ H1(S,NS ⊗ IkS/Ik+1S )→ . . .
So roughly speaking, the obstruction comes from two parts, one from H1(S,NS ⊗ IkS/Ik+1S ) and the other
from H1(S,ΘS ⊗ IkS/Ik+1S ). In [ABT09], Abate-Bracci-Tovena explicitly described these two cohomolog-
ical obstruction classes, and introduced the notion of k-splitting and k-comfortably embedded such that k-
linearizable=k-splitting+(k− 1)-comfortably embedded with respect to the induced (k− 1)-th order lifting.
For references in the main paper, we record Abate-Bracci-Tovena’s results in this section.
Definition 7.3 ([ABT09, Definition 2.1,2.2]). 1. S is k-splitting into X (for some k ≥ 1) if the exact
sequence
0 −→ IS/Ik+1S −→ OX/Ik+1S −→ OS → 0
splits as a sequence of sheaves of rings.
2. A k-splitting atlas for S ⊂ X is an atlas {(Vα, zα)} of X adapted to S (that is, Vα ∩ S 6= ∅ implies
Vα ∩ S = {z1α = · · · = zmα = 0}) such that
∂kzpβ
∂zr1 · · · ∂zrkα
∣∣∣∣∣
S
≡ 0,
for all r1, . . . , rk = 1, . . . ,m, all p = m+ 1, . . . , n, and all indices α, β such that Vα ∩ Vβ ∩ S 6= ∅.
3. An atlas {(Vα, zα)} adapted to S is adapted to a k-th order lifting ρ : OS → OM/Ik+1S if
ρ[f ]1 =
k∑
l=0
(−1)l
[
∂lf
∂zr1α · · · ∂zrlα z
r1
α · · · zrlα
]
k+1
, (94)
for every f ∈ O(Vα) and all indices α such that Vα ∩ S 6= ∅.
In the following, if S is k-splitting, we will fix a lifting: ρk : OS → OX/Ik+1S . We also denote by φh,k
the natural map
φh,k : OX/Ih+1S → OX/Ik+1S , for h ≥ k. (95)
Proposition 7.4 ([ABT09, Proposition 2.2]). Assume that S is (k − 1)-splitting in X; let ρk−1 : OS →
OX/IkS be a (k − 1)-th order lifting, and V = {(Vα, φα)} a (k − 1)-splitting atlas adapted to ρk−1. Let
g
ρk−1
k ∈ H1(S,Hom(ΩS , IkS/Ik+1S )) be the Cˇech cohomology class represented by a 1-cocycle {(g
ρk−1
k )βα}
∈ H1(VS , Hom(ΩS , IkS/Ik+1S )) given by
(g
ρk−1
k )βα = −
1
k!
∂kzpα
∂zr1β . . . ∂z
rk
β
∣∣∣∣∣
S
∂
∂zpα
⊗ [zr1β . . . zrkβ ]k+1 ∈ H0(Vα ∩ Vβ ∩ S,ΘS ⊗ IkS/Ik+1S ). (96)
Then there exists a k-th order lifting ρk : OS → OX/Ik+1S such that ρk−1 = φk,k−1 ◦ ρk if and only if
g
ρk−1
k = 0. We call this g
ρk−1
k the obstruction to k-splitting relative to ρk−1.
Proposition 7.5 ([ABT09, Proposition 3.2]). Assume S is k-splitting in X and let ρ : OS → OX/Ik+1S
be a k-th order lifting, with k ≥ 0. Then for any 1 ≤ h ≤ k + 1, the lifting ρ induces a structure of locally
OS-free module on IS/Ih+1S for 1 ≤ h ≤ k + 1 in such a way that the sequence
0 −→ IhS/Ih+1S −→ IS/Ih+1S −→ IS/IhS −→ 0 (97)
becomes an exact sequence of locally OS-free modules.
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Definition 7.6 ([ABT09, Definition 3.1, 3.2]). 1. If S is k-splitting in X and the sequence (97) splits
for 1 ≤ h ≤ k + 1, S is called to be k-comfortably embedded in X. Denote by νh−1,h : IS/IhS →
IS/Ih+1S the splitting OS-morphism of the sequence (97) and the comfortable splitting sequence νk =
(ν0,1, . . . , νk,k+1).
2. A k-comfortable atlas is an atlas {(Vα, zα)} adapted to S such that
∂zpβ
∂zrα
∈ IkS , and
∂2zrβ
∂zs1α ∂z
s2
α
∈ IkS ⇐⇒
∂kzpβ
∂zr1α . . . ∂z
rk
α
∣∣∣∣∣
S
≡ 0, and ∂
k+1zsβ
∂zr1α . . . ∂z
rk+1
α
∣∣∣∣∣
S
≡ 0,
for all r1, . . . , rk = 1, . . . ,m, all p = m+ 1, . . . , n, and all indices α, β such that Vα ∩ Vβ ∩ S 6= ∅.
Remark 7.7. Any submanifold S is always 0-comfortably embedded. If S is k-comfortably embedded, then
S is also k-splitting.
Theorem 7.8 ([ABT09, Corollary 3.6]). Assume there exists a k-th order lifting ρk : OS → OX/Ik+1S such
that S is (k-1)-comfortably embedded in X with respect to ρk−1 = φk,k−1 ◦ ρk. Fix a (k − 1)-comfortable
pair (ρk−1,νk−1), and let V = {(Vα, zα)} be a projectable atlas adapted to ρk and (ρk−1,νk−1). Then the
cohomology class hρk associated to the exact sequence (97) is represented by 1-cocycle {hρkβα} ∈ H1(VS ,NS ⊗
Ik+1S /Ik+2S ) given by
h
ρk
βα = −
1
(k + 1)!
∂zs1β
∂zr1α
. . .
∂z
sk+1
β
∂z
rk+1
α
∂k+1ztα
∂zs1β . . . ∂z
sk+1
β
∣∣∣∣∣
S
∂ztα ⊗ [z
r1
α . . . z
rk+1
α ]k+2.
Remark 7.9. If D is a smooth divisor, then the obstruction to k-comfortable embedding lies in H1(D,ND⊗
Ik+1D /Ik+2D ) = H1(D, (ND)−k). If we assume the normal bundle ND is ample on D and n− 1 = dimD ≥ 2,
then the Kodaira-Nakano vanishing theorem gives H1(D, (ND)
−k) = 0 for any k ≥ 1. So in this case, there
is no obstruction to passing from (k− 1)-comfortable embedding to k-comfortable embedding (with respect to
any k-splitting). Note that D is always 0-comfortably embedded. So we obtain that, if ND is ample on D
and dimX ≥ 3, then D is k-comfortably embedded, if and only if D is k-splitting, and if and only if D is
k-linearizable (see Theorem 7.11).
Theorem 7.10 ([ABT09, Theorem 2.1, Theorem 3.5]). S is k-splitting in X if and only if there is a
k-splitting atlas V = {(Vα, zα)} of X, that is an atlas adapted to S such that
zrβ =
∑m
s=1(aβα)
r
s(zα)z
s
α, for r = 1, . . . ,m,
zpβ = φ
p
βα(z
′′
α) +R
p
k+1, for p = m+ 1, . . . , n,
where z′′α = (z
m+1
α , · · · , znα) are local coordinates on S, and Rpk+1 denotes a term belonging to Ik+1S . Further-
more, S is k-comfortably embedded in X if and only if there is a k-comfortable atlas V = {(Vα, zα)}, that is
an atlas adapted to S such that
zrβ =
∑m
s=1(aβα)
r
s(z
′′
α)z
s
α +R
r
k+2, for r = 1, . . . ,m,
zpβ = φ
p
βα(z
′′
α) +R
p
k+1, for p = m+ 1, . . . , n,
where Rrk+2 ∈ Ik+2S and Rpk+1 ∈ Ik+1S .
Theorem 7.11 ([ABT09, Theorem 4.1]). S is k-linearizable if and only if S is k-splitting into X and (k-
1)-comfortably embedded with respect to the (k − 1)-th order lifting induced by the k-splitting, if and only if
there is an atlas V such that the changes of coordinates are of the form:
zrβ =
∑m
s=1(aβα)
r
s(z
′′
α)z
s
α +R
r
k+1, for r = 1, . . . ,m,
zpβ = φ
p
βα(z
′′
α) +R
p
k+1, for p = m+ 1, . . . , n,
where Rrk+1, R
k+1
p ∈ Ik+1S .
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7.3 Deformation of normal affine varieties
7.3.1 First order deformation
Assume Z is an affine variety in CN . Assume IZ is generated by {f1, · · · , fd}. Let Z → D be a flat
deformation of Z with Z0 = Z. Then one can embed Z into CN × D. Assume Zt is generated by {f1 +
tg1, · · · , fd + tgd}. Then by the flatness condition, {gi} induces a morphism:
g¯ : IZ/I2Z → OCN /IZ = OZ ,
∑
i
[fihi] 7→
∑
i
gihi|Z .
So we get: g¯ ∈ Hom(IZ/I2Z ,OZ) = Hom(Z,NZ). To get the space of first order abstract deformations of
Z, one considers the conormal exact sequence:
IZ/I2Z → ΩZN |Z → ΩZ → 0,
whose dual defines the sheaf T 1 following Schlessinger:
0→ ΘZ → ΘZN |Z → NZ → T 1Z → 0.
Since we assumed Z is affine, we get the exact sequence:
0→ H0(Z,ΘZ)→ H0(Z,ΘCN |Z)→ H0(Z,NZ) ψZ−→ T1Z → 0. (98)
The image of g¯ in T1Z is the first order information of the deformation Z → D.
Proposition 7.12 ([Sch72], [Sch71]). Assume Z has an isolated normal singularity o and denote by U =
Z \ {o}. Then there are exact sequences:
H0(U,ΘCN |U)→ H0(U,NU ) ψU−→ T1Z → 0 (99)
0 −→ T1Z τU→ H1(U,ΘU )→ H1(U,ΘCN |U ) (100)
Proof. For the reader’s convenience, we sketch the proof here. Because Z is normal, by Serre’s criterion for
normality, Z has depth depthoZ ≥ 2 at its vertex. Because the first three sheaves in (98) are reflexive, by
[Sch71, Lemma 1], the depth of each is ≥ 2. So in (98) we can replace H0(Z, ·) by H0(U, ·) to get:
0→ H0(U,ΘU )→ H0(U,ΘCN |U )→ H0(U,NU )→ T1Z → 0, (101)
On the other hand, because U is smooth and embedded into CN , we have
0→ ΘU → ΘCN |U → NU → 0,
which gives us the exact sequence:
0→ H0(U,ΘU )→ H0(U,ΘCN |U )→ H0(U,NU ) δ−→ H1(U,ΘU )→ H1(U,ΘCN |U). (102)
Combining (101) and (102), we get (99) and (100).
7.3.2 Higher order deformations
The discussion above only uses the first order information of the deformation. For our purpose, we need
some generalization to higher order deformations. Moreover, we work in the analytic category as in the
work of [KaSc72]. Denote by D = (D,OD) the unit disk in C. Assume that there is a flat family of affine
varieties that is denoted by Z → D. Then this induces a sequence of deformations over the analytic space
D(k) = (D,OD/Ik+10 ). Indeed, we have the flat morphism Z(k) := Z ×D D(k)→ D(k).
Definition 7.13. We define the order of the deformation to be
Ord(Z/D) = max {k + 1;Z(k)→ D(k) is trivial } .
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It’s well known that the above discussion for the first order deformation naturally generalizes to the
higher order case (see [Art76, Remark 6.6], [Har10, Theorem 10.1]). More precisely, suppose there is a flat
family Z(k)→ D(k), and an extension to Z∗(k+1)→ D(k+1) of Z(k) with Z∗(k+1)×D(k+1)D(k) = Z(k).
Then the set of (k+ 1)-th order deformations that extend the k-th order deformation can be identified with
T1Z (see [Art76, Remark 6.6], [Har10, Theorem 10.1]).
Definition 7.14. Suppose there is a flat family Z → D. Assume Zk → D(k) is trivial for some k ≥ 0. If
the trivial deformation Z∗(k+1) := Z×D(k+1) is used as the base point so that Z∗(k) coincides with Z(k),
the the corresponding class representing Z(k+ 1) in T1Z is defined to be the (k+ 1)-th order Kodaira-Spencer
class of Z → D and is denoted by KS(k+1)Z/D . If p+1 = Ord(Z/D), then we define the reduced Kodaira-Spencer
class as KSredZ/D = KS
(p+1)
Z/D .
From the defining function point of view, if p + 1 = Ord(Z/D) then we can assume that the ideal
IZt is generated by {f1 + tp+1g1, · · · , fd + tp+1gk} (see [Art76, Remark 6.1]). Then again there is a well-
defined section g¯ ∈ H0(Z,NZ) and the image of g¯ inside T1Z under the morphism ψZ in (98) is the reduced
Kodaira-Spencer class:
KSredZ/D = ψZ(g¯). (103)
If we assume furthermore that Z has an isolated normal singularity at o, then Proposition 7.12 essentially
means that embeddable deformation is determined by the deformation of U = Z \ {o}. Moreover, T1Z is a
subspace of H0(U,ΘU ) by (100). Now U is a smooth (non-compact) complex manifold, and the deforma-
tion of U can be studied by using the variation of coordinate changes as in the classical Kodaira-Spencer
construction (see Section 2.3).
Remark 7.15. Assume we have a universal deformation of Z→ C of Z with C realized as a closed subvariety
of T1Z . Then the given deformation Z → D is induced by a classifying map IZ : D→ C. We can consider IZ
as a map into T1Z which is finite dimensional when Z is normal and has isolated singularities. Notice that
IZ(0) = 0. The author expects that Ord(Z/D) = ord0(IZ) and if this number is denoted by p + 1, then we
should have
KSredZ/D =
1
(p+ 1)!
dp+1
dtp+1
IZ(t)
∣∣∣∣
t=0
. (104)
In the first version of this paper, the author wishfully defined KSredZ/D in this way by using the classifying
maps. However, as pointed out to me by R. Conlon, H-J. Hein and the referees, the problem with this
definition is that the universal deformation is not known to exist in general. If one uses only versal or
miniversal deformations of Z, then the uniqueness of the higher order derivatives is not clear either. On the
other hand, as it turns out and shown in Lemma 2.12, the proof in this paper actually is directly related to
the one in 7.14 instead of (104).
7.3.3 Deformation of affine cones
As an example of the above general theory, consider a projective manifold D ⊂ PN−1. We assume that D
is projectively normal in PN−1 so that the affine cone over D is normal and is equal to C = C(D,H) where
H is the hyperplane bundle of PN−1. Then it’s easy to verify that (see [Sch72], [Art76]):
H0(U,ΘCN |U) =
+∞∑
j=−∞
H0(D,OD(j + 1)), H0(U,NU ) =
+∞∑
j=−∞
H0(D,ND(j)).
Decompose T1C =
∑+∞
j=−∞T
1
C(j) into weight spaces. Then by (99) we have the exact sequence:
H0(D,OD(j + 1))N Jac−→ H0(D,ND(j)) −→ T1C(j)→ 0. (105)
Example 7.16 (cf. [Art76, Section 4], [KaSc72]). Assume Dn−1 ⊂ PN−1 is a complete intersection
D =
N−n⋂
i=1
{Fi = 0} ⊂ PN−1,
where Fi is a homogeneous polynomial of degree di. We assume {Z1, · · · , ZN} are homogeneous coordinates
of PN−1 and denote
R(D,H) =
+∞⊕
m=0
H0(D,mH) ∼= C[Z1, · · · , ZN ]/〈F1, · · · , FN−n〉.
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Note that this is nothing but the affine coordinate ring of C(D,H). Then
H0(D,OD(j + 1)) = H0(D, (j + 1)H) = R(D,H)(j + 1);
H0(D,ND(j)) =
N−n⊕
i=1
H0(D, (di + j)H) =
N−n⊕
i=1
R(D,H)(di + j).
The map
Jac : R(D,H)(j + 1)N →
N−n⊕
i=1
R(D,H)(di + j)
is given by the Jacobian matrix
(
∂Fk/∂Z
l
)l=1,··· ,N
k=1,··· ,N−n, with the quotient:
T1C(j) =
⊕N−n
i=1 R(D,H)(di + j)
Jac(R(D,H)(j + 1)⊕N )
. (106)
Now assume G = {gi = gi(z1, · · · , zN ), i = 1, · · · , N − n} consists of (not necessarily homogeneous) polyno-
mials. We can consider the deformation of C(D,H) ⊂ CN given by:
Ct =
N−n⋂
i=1
{Fi(z1, · · · , zN ) + tgi = 0} ⊂ CN .
If we assume image [G] in T1C is not zero, then by (105), we see that the weight of this deformation is the
weight of [G]. Note that the polynomials in the image of Jac have degree ≥ di − 1. So if gi is of degree ei ≤
di−2, it’s easy to see that the [G] is indeed not zero and the weight is equal to max{ei−di} = −min{di−ei}.
Remark 7.17. The reason that we assume the non vanishing of [G] is to guarantee the induced map C→ T1C
does not have a vanishing 1st order derivative. Otherwise, we can consider the reduced Kodaira-Spencer class
as the following example shows:
{z21 + z22 + z23 = 0}; {z21 + z22 + z23 + tz3 = 0}.
We have T1C = C[z1, z2, z3]/〈z1, z2, z3〉. So G = (g = z3) gives vanishing image [G] = 0. However, we have:
{z21 + z22 + z23 + tz3 = 0} = {z21 + z22 + (z3 + t/2)2 − t
2
4
= 0} ∼= {z21 + z22 + z˜23 − t
2
4
= 0}.
So by Definition 7.13 and (103), we see that the order of the deformation is equal to 2 and the weight of the
deformation is equal to −2.
Finally we briefly recall Pinkham’s results on deformation of isolated singularities with C∗ actions. We
state the result in our setting of affine cones.
Theorem 7.18 ([Pin74, Pin78]). 1. There exists a formal versa C∗ equivariant deformation C → V of
C.
2. Let Y → T be any formal C∗ equivariant deformation of X. Then there exists a C∗ equivariant
morphism φ : T → V and a C∗ equivariant isomorphism of the deformation Y → T with the pull back
X ×V T → T .
Let tj be homogeneous generators of the maximal ideal of weigh d(tj). Let J
− be the ideal in OV
generated by {tj ; d(tj) < 0}. Let V − be the subvariety defined by J−.
Theorem 7.19 ([Pin78, Theorem 2.9]). C− → V − extends to a proper flat family C− → V − of deformations
of C¯. C − C ∼= D∞ × V − and C− → V − is a locally trivial deformation near D∞.
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