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Abstract
We study the maximal displacement and related population for a branching
Brownian motion in Euclidean space in terms of the principal eigenvalue of an
associated Schro¨dinger type operator. We first determine their growth rates on the
survival event. We then establish the upper deviation for the maximal displacement
under the possibility of extinction. Under the non-extinction condition, we further
discuss the decay rate of the upper deviation probability and the population growth
at the critical phase.
1 Introduction
We are concerned with the population growth rate related to themaximal displacement for
a spatially inhomogeneous branching Brownian motion in Euclidean space Rd. We proved
in [35] that under the non-extinction condition, this rate is given in terms of the principal
eigenvalue of an associated Schro¨dinger type operator. This result implies the existence
of the phase transition for the growth rate. As its corollary, we determined the linear
growth rate of the maximal displacement. We further established the upper deviation for
the maximal displacement. In this paper, we first remove the non-extinction condition in
[35] (Theorem 3.2, Corollary 3.3 and Theorem 3.6). We next discuss the decay rate of
the tail probability of the maximal displacement as a refinement of the upper deviation
under the non-extinction condition (Theorem 3.7). We finally prove that for d ≥ 3, the
population growth rate as mentioned before is polynomial at the critical phase under the
same condition (Theorem 3.9).
The maximal displacement is one of the important research objects for branching
Brownian motions because it reflects quantitatively the interplay between the randomness
of branching and that of particle motions. The distribution of the maximal displacement
is also related to the so called Fisher-Kolmogorov-Petrovskii-Piskunov equation (see, e.g.,
[11, 17, 28, 29, 35] and references therein). We would like to mention some of the results,
which are related to the problems in this paper, for a one dimensional binary branching
∗Supported in part by JSPS KAKENHI No. JP17K05299.
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Brownian motion such that the splitting time is exponentially distributed with rate c > 0.
As is well known, the maximal displacement Rt at time t satisfies the law of large numbers
Rt/t →
√
2c (t → ∞) a.s. (see, e.g., Bramson [7] and Roberts [32] for more detailed
properties). Chauvin and Rouault [11] determined the decay rate of the probability of
the upper deviation type for the maximal displacement. Biggins [2, 3] further obtained
the growth rate of the population right to the point δt at time t, where δ is a positive
constant such that δ 6= √2c. We note that the law of large numbers for the maximal
displacement is valid also for d ≥ 2 and the offspring distribution is more general so that
extinction may occur; however, that distribution is assumed to be spatially independent
(see, e.g., [23], [27], [30]). Biggins [2, 3] also mentioned that his result is valid under a
setting similar to that as above.
Our interest here is how the spatial inhomogeneity of the branching structure affects
the behavior of the population growth related to the maximal displacement. By the spatial
inhomogeneity, we mean that the distributions of the splitting time and offspring depend
on the trajectory of each particle and branching site, respectively (see Subsection 2.2 below
for details). As for the population size, the long time behavior is characterized in terms
of the principal eigenvalue of a Schro¨dinger type operator associated with the branching
structure (see, e.g., [13, 14, 16, 22, 42]). This characterization also applies to the maximal
displacement. In fact, when d = 1 and non-extinction occurs, Erickson [17] proved that
even if the branching intensity is small at infinity, the maximal displacement grows linearly
and its rate is determined by the same principal eigenvalue as mentioned before. This
result is valid also for d ≥ 2 if the branching intensity is spherically symmetric. We
can further obtain the exponential growth rate of the population outside balls with time
dependent radius for d ≥ 1 under the setting similar to that in [17] (see [4], [22], [35]). In
particular, we can allow the spherical asymmetry of the branching intensity. This result
is regarded as a spatially inhomogeneous counterpart of Biggins [2, 3]. We note that the
results of [17] and [4] are also extended by Lalley and Sellke [24] and Bocharov and Wang
[5], respectively, to the model in which the branching intensity is inhomogeneous and not
small at infinity.
In connection with the extinction problem, it is natural to allow the possibility of
extinction for the spatially inhomogeneous model. More precisely, we would like to see
the behavior of the maximal displacement under the survival event. Our results (Theorem
3.2, Corollary 3.3 and Theorem 3.6) say that the previous results in [35] remain true,
and the effect of the possibility of extinction appears in the principal eigenvalue of the
Schro¨dinger type operator as mentioned before. Our approach is similar to that of [35],
which is an extension of [4] to the multidimensional branching Brownian motions with
singular branching intensity; however, we overcome several difficulties arising from the fact
that the total population is not increasing in time (see comments just after Lemmas 5.1
and 5.2). We also reveal the long time behavior of the expected Feynman-Kac functional
associated with a signed measure (see (2.5) and comment just after Theorem 4.1 below).
Corollary 3.3 is partially regarded as a continuous (time-)space counterpart of Car-
mona and Hu [9] and Bulinskaya [8]. They studied the growth rate of the maximal
displacement for a branching random walk on the integer lattice such that each particle
moves as a general irreducible (non-symmetric) random walk and branching occurs only
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on finite points. They also allow the possibility of extinction. As for our model, even
though we assume that each particle moves as a Brownian motion, branching can occur
on a non-compact set.
Our refinement on the upper deviation type probability of the maximal displacement
(Theorem 3.7) is regarded as a spatially inhomogeneous counterpart of Chauvin and
Rouault [11]. In particular, we determine the exponential decay rate of this probability
more precisely than [35], and bound the polynomial order. Our argument is also similar
to that of [11]. For the lower bound of the probability especially, we utilize its Feynman-
Kac expression originating from McKean [28, 29] (see (6.8) and (6.13)). Here we impose
the non-extinction condition on the branching structure because of the inequality (6.16)
below. We do not know if this condition can be dropped.
Theorem 3.9 provides an information about the long time behavior of the popula-
tion around the forefront. In particular, we see that for d ≥ 3, such population grows
polynomially with dimension dependent growth rate. Our approach for Theorem 3.9 is
a refinement of that applied to the non-critical case in [35]. To derive the polynomial
growth, we make use of the long time behavior of the Feynman-Kac functional associated
with a positive measure (see (4.2) below). This also imposes the non-extinction condition
on the branching structure. To the best of the author’s knowledge, there are no references
on the population growth around the forefront.
The rest of this paper is organized as follows. In Section 2, we first introduce the Kato
class measure and Feynman-Kac semigroups. We then introduce the model of branching
Brownian motions. In Section 3, we present our results in this paper and their applica-
tions to some concrete models. In Section 4, we derive the exponential growth rate of
the expectation of the Feynman-Kac functional associated with a signed measure. The
subsequent sections are devoted to the proofs of the results presented in Section 3. In
Appendix A.1, we show a convergence result for the expectation of the Feynman-Kac
functional associated with a signed measure (see (2.3) below). We follow the argument
of Carmona [10] and Takeda [39, Theorem 5.2]. In Appendix A.2, we discuss the relation
between the regular growth and survival in order for the validity of the consequence of
Theorem 3.2 and Corollary 3.3 on the survival event (see Remark 3.5). In Appendix A.3,
we give a part on the elementary calculation in Section 4.
Throughout this paper, the letters c and C (with subscript) denote finite positive
constants which may vary from place to place. For positive functions f(t) and g(t) on
(0,∞), we write f(t) ≍ g(t) (t → ∞) if there exist positive constants T , c1 and c2 such
that c1g(t) ≤ f(t) ≤ c2g(t) for all t ≥ T . We also write f(t) . g(t) (t→∞) if there exist
positive constants T and c such that f(t) ≤ cg(t) for all t ≥ T .
2 Preliminaries
2.1 Kato class measures and Feynman-Kac semigroups
LetM = (Ω,F , {Ft}t≥0, {Bt}t≥0, {Px}x∈Rd, {θt}t≥0) be the Brownian motion on Rd, where
{Ft}t≥0 is the minimal admissible filtration and {θt}t≥0 is the time shift operator of the
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paths such that Bs ◦ θt = Bs+t identically for s, t ≥ 0. Let
pt(x, y) =
1
(2πt)d/2
exp
(
−|x− y|
2
2t
)
(x, y ∈ Rd, t > 0).
Then pt(x, y) is the density of the transition function of M, that is,
Px(Bt ∈ A) =
∫
A
pt(x, y) dy, A ∈ B(Rd).
Here B(Rd) is the totality of Borel subsets of Rd. For α > 0, let Gα(x, y) be the α-resolvent
density of M:
Gα(x, y) =
∫ ∞
0
e−αtpt(x, y) dt.
Then for any α > 0,
Gα(x, y) ∼ c e
−√2α|x−y|
|x− y|(d−1)/2 (|x− y| → ∞) (2.1)
(see, e.g., [35, (2.1)]). For d ≥ 3, we denote by G(x, y) the Green function of M:
G(x, y) =
∫ ∞
0
pt(x, y) dt =
Γ(d/2− 1)
2πd/2
1
|x− y|d−2 .
We also define G0(x, y) := G(x, y).
According to [1, 12, 39], we first introduce two classes of measures:
Definition 2.1. (1) Let µ be a positive Radon measure on Rd. Then µ belongs to the
Kato class (µ ∈ K in notation) if one of the following holds:
(i) d = 1 and
sup
x∈R
∫
|x−y|≤1
µ(dy) <∞;
(ii) d = 2 and
lim
R→+0
sup
x∈R2
∫
|x−y|≤R
log
(
1
|x− y|
)
µ(dy) = 0;
(iii) d ≥ 3 and
lim
R→+0
sup
x∈Rd
∫
|x−y|≤R
G(x, y)µ(dy) = 0.
(2) For β > 0, µ ∈ K is β-Green tight (µ ∈ K∞(β) in notation) if
lim
R→∞
sup
x∈Rd
∫
|y|≥R
Gβ(x, y)µ(dy) = 0.
When d ≥ 3, µ ∈ K is Green tight if the equality above is valid for β = 0.
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We know by [39] and [40, Corollary 4.2 and Lemma 4.2] that K∞(β) (β > 0) is
independent of β and K∞(0) ( K∞(1). Define
K∞ =
{
K∞(1) (d = 1, 2),
K∞(0) (d ≥ 3).
If µ is a Kato class measure with compact support in Rd, then µ ∈ K∞ by definition. For
examples of measures in K∞, see [35, Subsection 2.1] and references therein.
We next introduce the notion of positive continuous additive functionals. Let A =
{At}t≥0 be a [0,∞]-valued stochastic process on (Ω,F). We say that A is a positive
continuous additive functional (in the strict sense) (PCAF in short) of M if
(i) At is Ft-measurable for any t ≥ 0;
(ii) There exists an event Λ ∈ F∞, which satisfies Px(Λ) = 1 for any x ∈ Rd and θtΛ ⊂ Λ
for any t > 0, such that for any ω ∈ Λ,
• A0(ω) = 0;
• At(ω) is finite and continuous in t ∈ [0,∞);
• At+s(ω) = At(ω) + As(θtω) for any s, t ≥ 0
(see, e.g., [1] and [18, p.401]). For each µ ∈ K, there exists a unique PCAF (Aµ in
notation) such that for any nonnegative Borel function f ,
lim
t→0
1
t
∫
Rd
Ex
[∫ t
0
f(Bs) dA
µ
s
]
dx =
∫
Rd
f(x)µ(dx)
([1, Proposition 3.8] and [18, Theorems 5.1.3 and 5.1.7]). We note that if d ≥ 3, then by
[12, Proposition 2.2], any measure µ ∈ K∞ is Green-bounded:
sup
x∈Rd
Ex [A
µ
∞] = sup
x∈Rd
∫
Rd
G(x, y)µ(dy) <∞. (2.2)
Let µ be a signed measure on Rd such that µ = µ+ − µ− for some µ+, µ− ∈ K and
define Aµt = A
µ+
t −Aµ
−
t . Then the multiplicative functional e
Aµt is called the Feynman-Kac
functional. Using it, we define the Feynman-Kac semigroup {pµt }t≥0 by
pµt f(x) := Ex
[
eA
µ
t f(Bt)
]
, f ∈ L2(Rd) ∩ Bb(Rd),
where Bb(Rd) stands for the set of bounded Borel functions on Rd. Then {pµt }t≥0 forms a
strongly continuous symmetric semigroup on L2(Rd) such that its L2-generator is formally
expressed as the Schro¨dinger type operator Hµ := −∆/2 − µ. We can further extend
{pµt }t≥0 to Lp(Rd) for any p ∈ [1,∞] ([1, Theorem 6.1 (i)]). For simplicity, we use the
same notation for the extended semigroup. Let ‖ · ‖p,q denote the operator norm from
Lp(Rd) to Lq(Rd). We then have
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Theorem 2.2. ([1, Theorems 6.1 (iii) and 7.1 (ii)]) Let µ be a signed measure on Rd such
that µ = µ+ − µ− for some µ+, µ− ∈ K.
(i) For any t > 0, ‖pµt ‖p,q <∞ for any 1 ≤ p ≤ q ≤ ∞.
(ii) For any f ∈ Bb(Rd) and t > 0, pµt f is a bounded continuous function on Rd.
Assume that µ = µ+ − µ− for some µ+, µ− ∈ K∞(1). Define
λ(µ) := inf
{
1
2
∫
Rd
|∇u|2 dx−
∫
Rd
u2 dµ | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1
}
,
where C∞0 (R
d) stands for the set of smooth functions on Rd with compact support. Then
λ(µ) is the bottom of the L2-spectrum of Hµ. In particular, if λ(µ) < 0, then λ(µ)
is the principal eigenvalue of Hµ (see [38, Lemma 4.3] or [39, Theorem 2.8]) and the
corresponding eigenfunction h has a bounded, continuous and strictly positive version by
Theorem 2.2 (see, e.g., [39, Section 4]).
In what follows, we assume that λ := λ(µ) < 0 and the eigenfunction h is bounded,
continuous and strictly positive on Rd such that
∫
Rd
h(x)2 dx = 1. Then by the proof of
[39, Theorem 5.2] (see also Subsection A.1), we have for any f ∈ Bb(Rd),
lim
t→∞
eλtEx
[
eA
µ
t f(Bt)
]
= h(x)
∫
Rd
f(y)h(y) dy (x ∈ Rd). (2.3)
2.2 Branching Brownian motions
In this subsection, we introduce the model of branching Brownian motions by following
[19, 20, 21]. For x ∈ Rd, let {pn(x)}n≥0 be a sequence such that
0 ≤ pn(x) ≤ 1 (n ≥ 0) and
∞∑
n=0
pn(x) = 1.
Let τ be the nonnegative random variable defined on (Ω,F , Px), which is independent of
the Brownian motion, of exponential distribution with rate 1; P (τ > t) = e−t for any
t > 0. Let µ be a Kato class measure on Rd. We define
Z := inf {t > 0 | Aµt ≥ τ}
so that
Px(Z > t | F∞) = e−A
µ
t .
We can describe the branching Brownian motion as follows: a Brownian particle
{Bt}t≥0 starts at x ∈ Rd according to the law Px. At time Z, this particle splits into
n particles with probability pn(BZ). These particles then start at BZ independently
according to the law PBZ , and each of them continues the same procedure.
Let (Rd)(0) = {∆} and (Rd)(1) = Rd. For n ≥ 2, we define the equivalent relation ∼
on (Rd)n = Rd × · · · × Rd︸ ︷︷ ︸
n
as follows: for xn = (x1, . . . , xn) and yn = (y1, . . . , yn) ∈ (Rd)n,
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we write x ∼ y if there exists a permutation σ on {1, 2, . . . , n} such that yi = xσ(i) for any
i ∈ {1, 2, . . . , n}. If we define (Rd)(n) = (Rd)n/ ∼ for n ≥ 2 and X = ∪∞n=0(Rd)(n), then
n points in Rd determine a point in (Rd)(n). Hence we can define a branching Brownian
motion M = ({Bt}t≥0, {Px}x∈X) on X with branching rate µ and branching mechanism
{pn(x)}n≥0.
Let T be the first splitting time of M given by
Px(T > t | σ(B)) = Px(Z > t | F∞) = e−A
µ
t (t > 0). (2.4)
By definition, the first splitting time becomes small if the particle moves on the support
of µ often. Let
Q(x) :=
∞∑
n=0
npn(x)
be the expected offspring number at branching site x ∈ Rd. Denote by Zt the total number
of particles at time t, that is,
Zt = n if Bt = (B
1
t , . . . ,B
n
t ) ∈ (Rd)(n).
Let
e0 = inf {t > 0 | Zt = 0}
be the extinction time of M and ue(x) = Px(e0 < ∞). We say that M becomes extinct
if ue ≡ 1.
We define for f ∈ Bb(Rd),
Zt(f) :=
Zt∑
k=1
f(Bkt ).
For A ∈ B(Rd), let Zt(A) := Zt(1A) be the number of particles on the set A at time t. If
the measure
ν(dx) := (Q(x)− 1)µ(dx)
is written as ν = ν+ − ν− for some ν+, ν− ∈ K, then by the same way as in [34, Lemma
3.3], we have
Ex [Zt(f)] = Ex
[
eA
ν
t f(Bt)
]
. (2.5)
Assume that ν+, ν− ∈ K∞(1) and λ := λ(ν) < 0. Let h be the eigenfunction of
H(Q−1)µ corresponding to λ and
Mt := e
λtZt(h) (t ≥ 0).
Since Mt is a nonnegative Px-martingale, the limit M∞ := limt→∞Mt ∈ [0,∞) exists
Px-a.s. Furthermore, by [14, Theorem 3.7], there exists an event of Px-full probability
measure such that we have on this event,
lim
t→∞
eλtZt(A) =M∞
∫
A
h(y) dy (2.6)
for any A ∈ B(Rd) such that its boundary has zero Lebesgue measure.
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3 Results
In this section, we state the results in this paper. Let M = ({Bt}t≥0, {Px}x∈X) be
a branching Brownian motion on X with branching rate µ and branching mechanism
{pn(x)}n≥0. We impose the next assumption on the branching rate and mechanism.
Assumption 3.1. Let ν(dx) = (Q(x)− 1)µ(dx) and λ = λ(ν).
(i) λ < 0.
(ii) The measure ν is written as ν = ν+ − ν− for some ν+, ν− such that for any β > 0,
ν+β (dx) := e
β|x| ν+(dx) and ν−β (dx) := e
β|x| ν−(dx) belong to K∞(1).
The condition (ii) says that the measure ν is small enough at infinity. In particular,
this condition implies that ν±(Rd) <∞ because ν±(K) <∞ for any compact set K ⊂ Rd
and there exist β > 0, c > 0, and R > 0 by (2.1) and the definition of K∞(1) such that∫
|y|≥R
ν±(dy) =
∫
|y|≥R
e−
√
2|y|
|y|(d−1)/2 e
√
2|y||y|(d−1)/2 ν±(dy) ≤ c sup
x∈Rd
∫
|y|≥R
G1(x, y) ν
±
β (dy) <∞.
3.1 Population growth and spread rate on the survival event
We first show that the results in [35, Theorem 2.8 and Corollary 2.9] are valid even if
p0 6≡ 0. For R > 0, let BR :=
{
x ∈ Rd | |x| < R} and ZRt := Zt(BcR). Define for δ > 0,
Λδ :=


λ+
√−2λδ (δ ≤ √−2λ),
δ2
2
(δ >
√−2λ).
Theorem 3.2. Under Assumption 3.1, the next assertions hold.
(i) If δ >
√−λ/2, then
lim
t→∞
Zδtt = 0, Px-a.s.
(ii) If Px(M∞ > 0) > 0, then for any δ ∈ [0,
√−λ/2),
lim
t→∞
1
t
logZδtt = −Λδ, Px(· | M∞ > 0)-a.s.
This result says that for δ >
√−λ/2, all the particles at time t will be inside the
ball Bδt for all sufficiently large time t > 0. On the other hand, for δ <
√−λ/2, the
population outside the ball Bδt at time t grows exponentially with rate −Λδ.
Let Lt be the maximal norm of the particles alive at time t:
Lt :=
{
max1≤k≤Zt |Bkt | (t < e0),
0 (t ≥ e0).
By the same way as for the proof of [35, Corollary 3.4], the next corollary follows from
Theorem 3.2.
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Corollary 3.3. Under Assumption 3.1, if Px(M∞ > 0) > 0, then
lim
t→∞
Lt
t
=
√
−λ
2
, Px(· |M∞ > 0)-a.s.
Remark 3.4. By the same way as for the proofs of Theorem 3.2 and Corollary 3.3,
we can show that the population growth and spread rate are uniform in direction. Let
〈·, ·〉 be the standard inner product in Rd. For a unit vector r ∈ Rd, define BrR :={
x ∈ Rd | 〈x, r〉 < R} and Zδt,rt := Zt((Brδt)c). Let
Lrt :=
{
max1≤k≤Zt〈Bkt , r〉 (t < eo),
0 (t ≥ eo)
be the maximal displacement in direction r of particles alive at time t. For t < e0, we
denote by Kr(t) the index of a particle at time t such that L
r
t = 〈BKr(t)t , r〉. Then
• Theorem 3.2 holds by replacing Zδtt with Zδt,rt ;
• Corollary 3.3 holds by replacing Lt with Lrt and
lim
t→∞
B
Kr(t)
t
t
=
√
−λ
2
r, Px(· |M∞ > 0)-a.s.
We omit the proof of these assertions because the argument is similar to that of [35,
Theorem 2.10] by using Remark 4.2 and Lemma 5.2 below.
Remark 3.5. (i) If µ ∈ K∞ and
sup
x∈Rd
∞∑
n=0
n2pn(x) <∞,
then Mt ∈ L2(Px) by [34, Lemma 3.4] and thus Px(M∞ > 0) > 0.
(ii) Suppose that µ ∈ K∞ and Px(M∞ > 0) > 0. If d = 1, 2, then by Proposition A.4
below, we have for any δ > 0,
lim
t→∞
1
t
logZδtt = −Λδ, Px(· | e0 =∞)-a.s.
and
lim
t→∞
Lt
t
=
√
−λ
2
, Px(· | e0 =∞)-a.s.
On the other hand, if d ≥ 3, then Px(M∞ = 0) > 0 as in [35, Remark 2.7]. Moreover,
since branching occurs only finite times on the event {M∞ = 0} by Proposition A.4, Zt
becomes a random positive constant eventually on the event {e0 = ∞} ∩ {M∞ = 0}.
Therefore,
lim sup
t→∞
Lt√
2t log log t
= 1, Px(· | {e0 =∞} ∩ {M∞ = 0})-a.s.
The remarks here apply to Zδt,rt and L
r
t in Remark 3.4.
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3.2 Upper deviation for the maximal position
We next show that the upper deviation of Lt in [35, Lemma 3.10] is true local uniformly
with respect to the initial point and even if we allow the possibility of extinction.
Theorem 3.6. Under Assumption 3.1, the next assertions hold.
(i) If δ ≥ √−2λ, then for any compact set K ⊂ Rd,
lim
t→∞
1
t
log inf
x∈K
Px
(
Lt
t
≥ δ
)
= lim
t→∞
1
t
log sup
x∈K
Px
(
Lt
t
≥ δ
)
= −δ
2
2
. (3.1)
(ii) If
√−λ/2 < δ < √−2λ and Px(M∞ > 0) > 0, then for any x ∈ Rd and for any
compact set K ⊂ Rd,
lim
t→∞
1
t
logPx
(
Lt
t
≥ δ
)
= lim
t→∞
1
t
log sup
y∈K
Py
(
Lt
t
≥ δ
)
= −λ−√−2λδ. (3.2)
Under restricted conditions, we can get the decay rate of Px(Lt/t ≥ δ) as t→∞ more
precisely.
Theorem 3.7. Assume that p0 ≡ 0 and µ is a Kato class measure with compact support
in Rd. If λ < 0, then the next assertions hold.
(i) If δ ≥ √−2λ, then for any x ∈ Rd, there exist positive constants C1, C2 and T such
that for all t ≥ T ,
C1e
−δ2t/2t(d−2)/2 ≤ Px
(
Lt
t
≥ δ
)
≤ C2e−δ2t/2t(d−2)/2. (3.3)
(ii) If
√−λ/2 < δ < √−2λ and supx∈Rd∑∞n=1 n2pn(x) <∞, then for any x ∈ Rd, there
exist positive constants C3, C4 and T such that for all t ≥ T ,
C3e
(−λ−√−2λδ)tt(d−2)/2 ≤ Px
(
Lt
t
≥ δ
)
≤ C4e(−λ−
√−2λδ)tt(d−1)/2. (3.4)
The lower bound of (3.3) is valid even if p0 6≡ 0.
Remark 3.8. If δ ≥ √−2λ, then by (3.3), (2.5) and Remark 4.2 below,
Px
(
Lt
t
≥ δ
)
= Px(Z
δt
t ≥ 1) ≍ Ex
[
Zδtt
]
(t→∞). (3.5)
However, we do not know if (3.5) holds for
√−λ/2 < δ < √−2λ.
Chauvin and Rouault [11, Theorems 2 and 3] established a precise asymptotic behavior
of the form like (3.5) and a Yaglom type theorem for branching Brownian motions on R
with constant branching rate and mechanism.
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3.3 Population growth at the critical phase
According to Theorem 3.2 and [35, Theorem 2.8], the growth order of Zδtt undergoes
the phase transition at δ =
√−λ/2. We finally discuss this order at the critical phase
under some restricted condition. For ε > 0, let Rε(t) = t
(d+3)/2(log t)(log log t)1+ε and
rε(t) = t
(d−2)/2/(log log t)ε.
Theorem 3.9. Assume that p0 ≡ 0 and λ < 0. Let δ =
√−λ/2.
(i) If µ is compactly supported in Rd, then for any ε > 0,
Px
(
there exists T > 0 such that Zδtt ≤ Rε(t) for all t ≥ T
)
= 1.
(ii) If d ≥ 3 and Px(M∞ > 0) > 0, then for any ε > 0,
Px
(
there exists T > 0 such that Zδtt ≥ rε(t) for all t ≥ T |M∞ > 0
)
= 1.
If d ≥ 3, then under the full conditions of Theorem 3.9 (i) and (ii), Zδtt grows poly-
nomially Px(· | M∞ > 0)-a.s. at δ =
√−λ/2 and the growth rate depends on the spatial
dimension d. However, the exact growth rate remains unknown.
3.4 Examples
We apply the results in this paper to some concrete branching Brownian motions on Rd.
Example 3.10. Assume that d = 1. Let δa be the Dirac measure at a ∈ R. For γ > 0,
let Gγδ0α (x, y) be the α-resolvent of the one dimensional Brownian motion killed by γδ0:
Gγδ0α (x, y) =
1√
2α
(
e−
√
2α|x−y| − γ√
2α + γ
e−
√
2α(|x|+|y|)
)
(see, e.g., [6, p.123, 7]).
For a > 0, let µ = γδ0 − βδa for some β > 0 and γ > 0, and let λ = λ(µ). By the
same way as in [34, Example 4.1], we have
1 = βGγδ0−λ (a, a) =
β√−2λ
(
1− γ√−2λ + γ e
−2a√−2λ
)
.
If we let A =
√−2λ, then the equality above becomes
A2 − (β − γ)A = βγ(1− e−2aA).
This equation has a positive solution if and only if β > γ/(1 + 2aγ). Note that this
condition is derived by Takeda [37, Example 3.10].
Let M be a branching Brownian motion on R with branching rate µ = δ0 + δa and
branching mechanism {pn(x)}n≥0 such that p0(x) + p2(x) ≡ 1. We let p = p2(0) and
q = p2(a) so that Q(0) = 2p and Q(a) = 2q. Assume that q ≥ p for simplicity. Then
λ((Q− 1)µ) < 0 if one of the next conditions hold:
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• p ≥ 1/2 and q > 1/2;
• p < 1/2, q > 1/2 and
2q − 1 > 1− 2p
1 + 2a(1− 2p) .
In particular, Theorem 3.2, Corollary 3.3, Remark 3.5 and Theorem 3.6 hold under one
of these conditions.
Let M be a branching Brownian motion on R with branching rate µ = cδ0 for some
c > 0 and branching mechanism {pn(x)}n≥0 such that p2(0) = 1. Then Theorems 3.7 and
3.9 (i) are valid Px-a.s. with λ = −c2/2 by Remark 3.5. Theorem 3.2 and Corollary 3.3
are proved by Bocharov and Harris [4]. Corollary 3.3 also follows from [17].
Example 3.11. Assume that d ≥ 2. For r > 0, let δr be the surface measure on the
sphere {x ∈ Rd | |x| = r}. Let µ = γδr − βδR for β > 0 and γ > 0, and let λ = λ(µ).
Define
λˇ = inf
{
1
2
∫
Rd
|∇u|2 dx+ β
∫
Rd
u2 dδr | u ∈ C∞0 (Rd), γ
∫
Rd
u2 dδR = 1
}
.
Then by [41, Lemma 2.2], λ < 0 if and only if λˇ < 1.
(i) Assume first that r < R. Then by [37, Example 3.10],
λˇ =


β(r/R)
γ(1 + 2βr log(R/r))
(d = 2),
d− 2
γ
[
β(r/R)d−1
d− 2 + 2βr(1− (r/R)d−2) +
1
2R
]
(d ≥ 3).
In particular, λ < 0 if and only if λˇ < 1, that is,
• γ > β(r/R)
1 + 2βr log(R/r)
(d = 2),
• γ > (d− 2)
[
β(r/R)d−1
d− 2 + 2βr(1− (r/R)d−2) +
1
2R
]
(d ≥ 3).
(ii) Assume next that r > R. Then by the same way as in [37, Example 3.10] together
with [6, 2.3.1 in p.398–399 and 2.3.1 in p.507], we have
λˇ =


β(r/R)
γ(1 + 2βr log(r/R))
(d = 2),
(d− 2)(d− 2 + 2βr)
2γR(d− 2 + 2βr(1− (R/r)d−2)) (d ≥ 3).
Therefore, λ < 0 if and only if λˇ < 1, that is,
• γ > β(r/R)
1 + 2βr log(r/R)
(d = 2),
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• γ > (d− 2)(d− 2 + 2βr)
2R(d− 2 + 2βr(1− (R/r)d−2)) (d ≥ 3).
Let M be a branching Brownian motion on Rd with branching rate µ = δr + δR and
spherically symmetric branching mechanism {pn(x)}∞n=0 such that p0(x) + p2(x) ≡ 1. We
use the notation pn(x) = pn(|x|). Let p = p2(r) and q = p2(R). If p < 1/2 and q > 1/2,
then by using (i) and (ii) with β = 1 − 2p and γ = 2q − 1, we can give a necessary and
sufficient condition for λ((Q− 1)µ) < 0 in terms of p and q. Theorem 3.2, Corollary 3.3,
Remark 3.5 and Theorem 3.6 are valid under this condition.
Let M be a binary branching Brownian motion with branching rate µ = cδR for some
c > 0. Then λ < 0 if and only if c > (d− 2)/2. Theorems 3.7 and 3.9 are valid under this
condition.
4 Growth of Feynman-Kac functionals
To prove results in Section 3, we reveal the growth rate of the expectation of Zδtt . By
(2.5),
Ex
[
Zδtt
]
= Ex
[
eA
ν
t ; |Bt| ≥ δt
]
. (4.1)
Then ν is a signed measure in general because we allow p0 6≡ 0. In what follows, we
discuss the growth rate of the expectation similar to that at the right hand side of (4.1).
Let µ+ and µ− be positive Radon measures on Rd in K∞(1). Let µ = µ+ − µ− and
λ := λ(µ). For δ > 0, we define
Λδ :=


λ+
√−2λδ (δ ≤ √−2λ),
δ2
2
(δ >
√−2λ).
Let a(t) be a function on (0,∞) such that a(t) = o(t) (t→∞) and R(t) := δt+ a(t).
Theorem 4.1. If Assumption 3.1 is satisfied by replacing ν with µ, then for any δ > 0,
x ∈ Rd and for any compact set K ⊂ Rd,
lim
t→∞
1
t
log sup
y∈K
Ey
[
eA
µ
t ; |Bt| ≥ R(t)
]
= lim
t→∞
1
t
logEx
[
eA
µ
t ; |Bt| ≥ R(t)
]
= −Λδ.
In [35, Proposition 3.3], we proved Theorem 4.1 under the condition that µ− = 0. The
proof relied on the Lp-independence of the spectral bounds of the Scho¨rdinger type oper-
ator ([36, 38, 39]) together with the fact that Aµt is nondecreasing for µ
− = 0. Instead of
these properties, we make use of the gaugeability for Feynman-Kac semigroups developed
by [12, 37].
Remark 4.2. (i) Let r be a unit vector in Rd. Then the assertion in Theorem 4.1 is
true even if we replace |Bt| by 〈Bt, r〉. The proof is similar to that of Theorem 4.1
by noting that {〈Bt, r〉}t≥0 is the one dimensional Brownian motion.
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(ii) Suppose that µ+ is a Kato class measure with compact support in Rd and µ− = 0.
Then for any x ∈ Rd, we have as t→∞,
Ex
[
eA
µ
t ; |Bt| ≥ R(t)
]
≍
{
e(−λt−
√−2λR(t))t(d−1)/2 (δ <
√−2λ),
e−R(t)
2/(2t)t(d−2)/2 (δ ≥ √−2λ). (4.2)
In [35, Proposition 3.1], we proved this result under the condition that a(t) ≡ 0,
but the proof still works for a(t) 6= 0. If we replace |Bt| by 〈Bt, r〉 in (4.2), then the
consequence is valid with d = 1.
We split the proof of Theorem 4.1 into the following three lemmas.
Lemma 4.3. If λ < 0, then there exists p∗ > 1 for any ε > 0 such that for all p ∈ (1, p∗),
sup
x∈Rd
Ex
[
sup
t≥0
(
ep(λ−ε)t+A
pµ
t
)]
<∞.
Proof. Let ε > 0 and p > 1. Since λ− ε < 0, we have for any t ≥ 0,
ep(λ−ε)t+A
pµ
t = ep(λ−ε)t
(
1 +
∫ t
0
eA
pµ
s dApµs
)
≤ ep(λ−ε)t
(
1 +
∫ t
0
eA
pµ
s dApµ
+
s
)
≤ 1 +
∫ ∞
0
ep(λ−ε)ueA
pµ
s dApµ
+
s ,
(4.3)
which implies that
Ex
[
sup
t≥0
(
ep(λ−ε)t+A
pµ
t
)]
≤ 1 + Ex
[∫ ∞
0
ep(λ−ε)seA
pµ
s dApµ
+
s
]
= 1 + Eˆx
[∫ ζ
0
eA
pµ
s dApµ
+
s
]
.
(4.4)
Here Pˆx and ζ are the law and life time, respectively, of the killed process of M by the
exponential distribution with rate p(−λ + ε).
Since
inf
{
1
2
∫
Rd
|∇u|2 dx+ p(−λ+ ε)
∫
Rd
u2 dx− p
∫
Rd
u2 dµ | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1
}
= λ(pµ) + p(−λ + ε)→ ε > 0 (p→ 1 + 0),
we see by (4.4), [37, Lemma 3.5] and [12, Corollary 2.9 and Theorem 5.2] that there exists
p∗ > 1 for any ε > 0 such that for any p ∈ (1, p∗),
sup
x∈Rd
Ex
[
sup
t≥0
(
ep(λ−ε)t+A
pµ
t
)]
≤ 1 + sup
x∈Rd
Eˆx
[∫ ζ
0
eA
pµ
s dApµ
+
s
]
<∞. (4.5)
This completes the proof.
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Lemma 4.4. Under the same setting as in Theorem 4.1, for any compact set K ⊂ Rd,
lim sup
t→∞
1
t
log sup
y∈K
Ey
[
eA
µ
t ; |Bt| ≥ R(t)
]
≤ −Λδ. (4.6)
Proof. Since
eA
µ
t = 1 +
∫ t
0
eA
µ
s dAµs ≤ 1 +
∫ t
0
eA
µ
s dAµ
+
s ,
we have by the Markov property (see [31, p.186, Exercise 1.13] and [35, (3.8)]),
Ex[e
Aµt ; |Bt| ≥ R(t)] ≤ Ex
[
1 +
∫ t
0
eA
µ
s dAµ
+
s ; |Bt| ≥ R(t)
]
= Px(|Bt| ≥ R(t)) + Ex
[∫ t
0
eA
µ
s1{|Bt|≥R(t)} dA
µ+
s
]
= Px(|Bt| ≥ R(t)) + Ex
[∫ t
0
eA
µ
sPBs(|Bt−s| ≥ R(t)) dAµ
+
s
]
= (I) + (II).
(4.7)
Let K ⊂ Rd be a compact set. Then there exist positive constants T and c = cδ,K
such that for all x ∈ K and t ≥ T , we have |x| < R(t) and
(I) ≤ Px(|Bt − x| ≥ R(t)− |x|) = ωd
(2π)d/2
∫ ∞
(R(t)−|x|)/√t
e−r
2/2rd−1 dr
≤ ce−R(t)2/(2t)
(
R(t)√
t
)(d−2)/2
,
(4.8)
where ωd is the area of the unit surface in R
d.
For any ε1 ∈ (0, δ), we let
(II) = Ex
[∫ t
0
eA
µ
sPBs(|Bt−s| ≥ R(t))1{|Bs|<ε1t} dAµ
+
s
]
+ Ex
[∫ t
0
eA
µ
sPBs(|Bt−s| ≥ R(t))1{|Bs|≥ε1t} dAµ
+
s
]
= (II)1 + (II)2.
(4.9)
Then by the same way as in (4.8),
(II)1 ≤ ωd
(2π)d/2
Ex
[∫ t
0
eA
µ
s
(∫ ∞
(R(t)−|Bs |)/
√
t−s
e−r
2/2rd−1 dr
)
1{|Bs|<ε1t} dA
µ+
s
]
≤ ωd
(2π)d/2
Ex
[∫ t
0
eA
µ
s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)
dAµ
+
s
]
.
(4.10)
For any ε2 > 0,∫ t
0
eA
µ
s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)
dAµ
+
s
≤ sup
0≤s≤t
(
e(λ−ε2)s+A
µ
s
) ∫ t
0
e(−λ+ε2)s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)
dAµ
+
s .
(4.11)
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Since −λ+ ε2 > 0, we have
∂
∂s
[
e(−λ+ε2)s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)]
= (−λ+ ε2)e(−λ+ε2)s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)
− e(−λ+ε2)s (R(t)− ε1t)
2(t− s)3/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)(
R(t)− ε1t√
t− s
)d−1
≥ −e(−λ+ε2)s (R(t)− ε1t)
2
2(t− s)3/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)(
R(t)− ε1t√
t− s
)d−1
.
Hence by the integration by parts formula,∫ t
0
e(−λ+ε2)s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)
dAµ
+
s
= −
∫ t
0
Aµ
+
s
∂
∂s
[
e(−λ+ε2)s
(∫ ∞
(R(t)−ε1t)/
√
t−s
e−r
2/2rd−1 dr
)]
ds
≤
∫ t
0
Aµ
+
s e
(−λ+ε2)s (R(t)− ε1t)
2(t− s)3/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)(
R(t)− ε1t√
t− s
)d−1
ds
≤ (R(t)− ε1t)
d
2
Aµ
+
t
∫ t
0
e(−λ+ε2)s
(t− s)(d+2)/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)
ds.
Combining this with (4.10) and (4.11), we get
(II)1 ≤ ωd
2(2π)d/2
Ex
[
sup
0≤s≤t
(
e(λ−ε2)s+A
µ
s
)
Aµ
+
t
]
× (R(t)− ε1t)d
∫ t
0
e(−λ+ε2)s
(t− s)(d+2)/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)
ds.
(4.12)
We will evaluate the integral in the right hand side of (4.12) in Appendix A.3 below.
Here we evaluate the expectation in the right hand side of (4.12). For any p > 1 and
q > 1 with 1/p+ 1/q = 1, we have by the Cauchy-Schwartz inequality,
Ex
[
sup
0≤s≤t
(
e(λ−ε2)s+A
µ
s
)
Aµ
+
t
]
≤ Ex
[
sup
0≤s≤t
(
ep(λ−ε2)s+A
pµ
s
)]1/p
Ex
[
(Aµ
+
t )
q
]1/q
. (4.13)
Then by Lemma 4.3, there exists p∗ ∈ (1,∞) for ε2 > 0 such that for all p ∈ (1, p∗),
Ex
[
sup
0≤s≤t
(
ep(λ−ε2)s+A
pµ
s
)]
≤ sup
x∈Rd
Ex
[
sup
s≥0
(
ep(λ−ε2)s+A
pµ
s
)]
<∞.
If we take p ∈ (1, p∗) so that q > 1 is a positive integer, then by [15, p.73, Corollary to
Proposition 3.8], there exist positive constants c1 and c2 such that for all t ≥ 0,
Ex
[
(Aµ
+
t )
q
]1/q
≤ (q!)1/q sup
y∈Rd
Ey
[
Aµ
+
t
]
≤ c1 + c2t.
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Hence by (4.13),
Ex
[
sup
0≤s≤t
(
e(λ−ε2)s+A
µ
s
)
Aµ
+
t
]
≤ c(ε2)(c1 + c2t). (4.14)
Then by (4.12), (A.13), and (4.14), we have as t→∞,
(II)1 .
{
e−(δ−ε1)
2t/2td/2 (δ >
√−2λ),
e(−λ+ε2)te−
√
2(−λ+ε2)(R(t)−ε1t)t(d+1)/2 (δ ≤ √−2λ). (4.15)
Define νc(dx) = e
2c|x|/ε1µ+(dx) for c > 0. Since νc ∈ K∞(1) by assumption, it follows
by [37, Lemma 3.5] and [12, Corollary 2.9 and Theorem 5.2] again that for any c > −λ,
sup
x∈Rd
Ex
[∫ ∞
0
e−cseA
µ
s dAν
+
c
s
]
<∞
and thus
(II)2 ≤ Ex
[∫ t
0
eA
µ
s 1{|Bs|>ε1t} dA
µ+
s
]
≤ e−ctEx
[∫ ∞
0
e−cseA
µ
s e2c|Bs|/ε1 dAµ
+
s
]
≤ e−ct sup
x∈Rd
Ex
[∫ ∞
0
e−cseA
µ
s dAν
+
c
s
]
= c3e
−ct.
(4.16)
By taking c > 0 large enough, we see by (4.7), (4.8), (4.9), (4.15) and (4.16) that
lim sup
t→∞
1
t
log sup
x∈K
Ex
[
eA
µ
t ; |Bt| ≥ R(t)
]
≤


−(δ − ε1)
2
2
(δ >
√−2λ),(
−λ + ε2 −
√
2(−λ+ ε2)(δ − ε1)
)
∨
(
−δ
2
2
)
(δ ≤ √−2λ).
Letting ε2 → +0 and then ε1 → +0, we arrive at (4.6).
Lemma 4.5. Under the same setting as in Theorem 4.1, if δ ≥ √−2λ, then for any
compact set K ⊂ Rd,
lim inf
t→∞
1
t
log inf
x∈K
Ex
[
eA
µ
t ; |Bt| ≥ R(t)
]
≥ −δ
2
2
. (4.17)
On the other hand, if δ <
√−2λ, then for any x ∈ Rd,
lim inf
t→∞
1
t
logEx
[
eA
µ
t ; |Bt| ≥ R(t)
]
≥ −λ−√−2λδ. (4.18)
Proof.We first assume that δ ≥ √−2λ. For any p > 1, we have by the Cauchy-Schwarz
inequality,
Ex
[
eA
µ
t ; |Bt| ≥ R(t)
]
≥ Ex
[
e−A
µ−
t ; |Bt| ≥ R(t)
]
≥ Px(|Bt| ≥ R(t))
p
Ex
[
eA
µ−
t /(p−1); |Bt| ≥ R(t)
]p−1 .
(4.19)
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Let
αp = inf
{
1
2
∫
Rd
|∇u|2 dx− 1
p− 1
∫
Rd
u2 dµ− | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1
}
.
Since there exists p∗ > 1 such that
√−2λ ≥ √−2αp∗ > 0, it follows by Lemma 4.4 that
for any compact set K ⊂ Rd,
lim sup
t→∞
1
t
log sup
x∈K
Ex
[
eA
µ−
t /(p∗−1); |Bt| ≥ R(t)
]
≤ −δ
2
2
. (4.20)
By [35, Appendix A], we also have as t→∞,
Px(|Bt| ≥ R(t)) ≥ P0(|Bt| ≥ R(t)) ∼ ωd
(2π)d/2
e−R(t)
2/(2t)
(
R(t)√
t
)d−2
=
ωd
(2π)d/2
e−δ
2t/2−δa(t)−a(t)2/(2t)
(
δ
√
t+
a(t)√
t
)d−2
.
(4.21)
By taking p = p∗ in (4.19), we have (4.17) by (4.20) and (4.21).
We next assume that δ <
√−2λ. Fix p ∈ (0, 1) with δ/(1 − p) ≥ √−2λ. Let G be a
relatively compact open subset in Rd and K = G. Then by the Markov property,
Ex
[
eA
µ
t ; |Bt| ≥ R(t)
]
= Ex
[
eA
µ
ptEBpt
[
eA
µ
(1−p)t ; |B(1−p)t| ≥ R(t)
]]
≥ Ex
[
eA
µ
ptEBpt
[
e
Aµ
(1−p)t ; |B(1−p)t| ≥ R(t)
]
;Bpt ∈ G
]
≥ Ex
[
eA
µ
pt ;Bpt ∈ G
]
inf
y∈K
Ey
[
eA
µ
(1−p)t ; |B(1−p)t| ≥ R(t)
]
.
(4.22)
Hence by (4.17) and (2.3),
lim inf
t→∞
1
t
logEx
[
eA
µ
t ; |Bt| ≥ R(t)
]
≥ −λp− δ
2
2(1− p) .
Since the right hand side above attains the maximum value −λ − √−2λδ at p = 1 −
δ/
√−2λ ∈ (0, 1), we obtain (4.18).
Theorem 4.1 is a consequence of Lemmas 4.4 and 4.5.
Remark 4.6. Suppose that µ− is compactly supported in Rd and δ ≥ √−2λ. As in the
proof of Lemma 4.5, we take p∗ > 1 such that
√−2λ ≥√−2αp∗ > 0. If R(t) = δt+ a(t)
for a(t) = O(1) (t→∞), then by the same calculation as in (4.19) and Remark 4.2, there
exists c > 0 such that for each x ∈ Rd and for all sufficiently large t > 0,
Ex
[
eA
µ
t ; |Bt| ≥ R(t)
]
≥ Px(|Bt| ≥ R(t))
p∗
Ex
[
eA
µ−
t /(p∗−1); |Bt| ≥ R(t)
]p∗−1 ≥ ce−R(t)2/(2t)t(d−2)/2.
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5 Proof of Theorem 3.2
We first discuss the upper bound of Zδtt .
Lemma 5.1. Under Assumption 3.1, for any δ ≥ 0,
lim sup
t→∞
1
t
logZδtt ≤ −Λδ, Px-a.s.
Under the additional condition that p0 ≡ 0, we proved Lemma 5.1 as [35, Lemma 3.8]
In the proof, we used the fact that Zt is nondecreasing, but this property fails for p0 6≡ 0.
To avoid the use of this property, we modify the proof of [35, Lemma 3.8] by Theorem 4.1
together with the introduction of another branching Brownian motion such that it does
not become extinct and its population distribution is comparable to the original one. This
approach is similar to that of [26, Subsection 4.2] (see also [17, Section 3] for a similar
discussion).
Proof. Assume that δ > 0. For i = 1, 2, . . . and for any ε > 0, we have by the
Chebyshev inequality,
Px
(
max
i≤s≤i+1
Zδis ≥ e(−Λδ+ε)i
)
≤ e−(−Λδ+ε)iEx
[
max
i≤s≤i+1
Zδis
]
. (5.1)
Then by the Markov property,
Ex
[
max
i≤s≤i+1
Zδis
]
= Ex
[
EBi
[
max
0≤s≤1
Zδis
]]
≤ Ex
[
Zi∑
k=1
E
B
k
i
[
max
0≤s≤1
Zδis
]]
= Ex
[
eA
(Q−1)µ
i EBi
[
max
0≤s≤1
Zδis
]]
.
(5.2)
Let M˜ = ({B˜t}t≥0, {P˜x}x∈X) be a branching Brownian motion on Rd with branching
rate µ and branching mechanism {qn}∞n=1 given by
q1 = p0 + p1, qn = pn (n = 2, 3, . . . ). (5.3)
Namely, for the processM, if a particle has no child at the splitting time, then we add one
branching Brownian particle at the branching site. Hence if Z˜t(A) denotes the number of
particles on a set A ∈ B(Rd) at time t for M˜, then for any x ∈ X,
Px
(
max
0≤s≤t
Zs(A) ≥ k
)
≤ P˜x
(
max
0≤s≤t
Z˜s(A) ≥ k
)
(t ≥ 0, k = 0, 1, 2, . . . ). (5.4)
Let Z˜t = Z˜t(R
d) and Z˜Rt = Z˜t((BR)
c). For s ≤ t, let B˜(t),ks be the position at time s
of the kth particle alive at time t for M˜. Since Z˜t is nondecreasing, we have
max
0≤s≤1
Z˜δis ≤
Z˜1∑
k=1
1{sup0≤s≤1 |B˜(1),ks |≥δi}.
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Then by (5.4) and [35, Lemma 3.6],
Ex
[
max
0≤s≤1
Zδis
]
≤ E˜x
[
max
0≤s≤1
Z˜δis
]
≤ E˜x

 Z˜1∑
k=1
1{sup0≤s≤1 |B˜(1),ks |≥δi}


= Ex
[
eA
(Q˜−1)µ
1 ; sup
0≤s≤1
|Bs| ≥ δi
]
for
Q˜(x) =
∞∑
n=1
nqn(x) = Q(x) + p0(x) = 1 +
∞∑
n=1
(n− 1)pn(x).
Therefore, for any α ∈ (0, δ),
Ex
[
eA
(Q−1)µ
i EBi
[
max
0≤s≤1
Zδis
]]
≤ Ex
[
eA
(Q−1)µ
i EBi
[
eA
(Q˜−1)µ
1 ; sup
0≤s≤1
|Bs| ≥ δi
]]
= Ex
[
eA
(Q−1)µ
i EBi
[
eA
(Q˜−1)µ
1 ; sup
0≤s≤1
|Bs| ≥ δi
]
; |Bi| ≥ (δ − α)i
]
+ Ex
[
eA
(Q−1)µ
i EBi
[
eA
(Q˜−1)µ
1 ; sup
0≤s≤1
|Bs| ≥ δi
]
; |Bi| < (δ − α)i
]
= (I) + (II).
(5.5)
By Theorem 4.1, there exists N ≥ 1 for any x ∈ Rd and ε > 0 such that for all i ≥ N ,
(I) ≤ Ex
[
eA
(Q−1)µ
i ; |Bi| ≥ (δ − α)i
]
sup
x∈Rd
Ex
[
eA
(Q˜−1)µ
1
]
≤ ce(−Λδ−α+ε/2)i. (5.6)
For any x ∈ Rd and θ > 0, since
Px
(
sup
0≤s≤1
|Bs − B0| ≥ αi
)
= P0
(
sup
0≤s≤1
|Bs| ≥ αi
)
≤ e−θαiE0
[
eθ sup0≤s≤1 |Bs|
]
,
we have
Ex
[
eA
(Q˜−1)µ
1 ; sup
0≤s≤1
|Bs −B0| ≥ αi
]
≤ sup
x∈Rd
Ex
[
e2A
(Q˜−1)µ
1
]1/2
Px
(
sup
0≤s≤1
|Bs − B0| ≥ αi
)1/2
≤ e−θαi/2E0
[
eθ sup0≤s≤1 |Bs|
]1/2
sup
x∈Rd
Ex
[
e2A
(Q˜−1)µ
1
]1/2
= c1(θ)e
−θαi/2.
By (2.3), there exist c > 0 and N ′ ≥ 1 for any x ∈ Rd such that for any i ≥ N ′,
Ex
[
eA
(Q−1)µ
i
]
≤ ce−λi. (5.7)
Then for any x ∈ Rd and i ≥ N ∨N ′,
(II) ≤ Ex
[
eA
(Q−1)µ
i EBi
[
eA
(Q˜−1)µ
1 ; sup
0≤s≤1
|Bs −B0| ≥ αi
]]
≤ c1(θ)e−θαi/2Ex
[
eA
(Q−1)µ
i
]
≤ c2(θ)e(−θα/2−λ)i.
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Combining this with (5.6), we see by (5.1), (5.2) and (5.5) that for any i ≥ N ∨N ′,
Px
(
max
i≤s≤i+1
Zδis ≥ e(−Λδ+ε)i
)
≤ e−(−Λδ+ε)iEx
[
max
i≤s≤i+1
Zδis
]
≤ e−(−Λδ+ε)i((I) + (II))
≤ ce−κ1i + c2(θ)e−κ2i
(5.8)
for
κ1 = −Λδ + Λδ−α + ε
2
, κ2 = −Λδ + ε+ θα
2
+ λ.
We take α > 0 so small that κ1 > 0, and then take θ > 0 so large that κ2 > 0. Then,
since it follows by (5.8) that
∞∑
i=1
Px
(
max
i≤s≤i+1
Zδis ≥ e(−Λδ+ε)i
)
<∞,
we have by the Borel-Cantelli lemma,
Px
(
max
i≤s≤i+1
Zδis ≤ e(−Λδ+ε)i for all sufficiently large i ≥ 1
)
= 1.
Therefore, for all sufficiently large i ≥ 1 and for all t > 0 with i ≤ t ≤ i+ 1,
Zδtt ≤ max
i≤s≤i+1
Zδis ≤ e(−Λδ+ε)i ≤ (1 ∨ eΛδ−ε)e(−Λδ+ε)t,
which yields that
lim sup
t→∞
1
t
logZδtt ≤ −Λδ + ε→ −Λδ (ε→ +0).
For δ = 0, we can show the same assertion by using (5.1), (5.2), the first inequality in
(5.5) and (5.7).
We next discuss the lower bound of Zδtt .
Lemma 5.2. Under Assumption 3.1, if Px(M∞ > 0) > 0, then for any δ ∈ [0,
√−λ/2),
lim inf
t→∞
1
t
logZδtt ≥ −Λδ, Px(· |M∞ > 0)-a.s.
Under the condition that p0 ≡ 0, we proved Lemma 5.2 as [35, Lemma 3.9]. In the
proof, we gave an asymptotic lower bound of the number of particles which are located
outside the increasing balls over some time interval. If branching occurs during this
time interval, then we choose one of the offspring and chase its trajectory. However, if
p0 6≡ 0, then particles may vanish at the splitting time. Here we will give an asymptotic
lower bound of the number of particles as we mentioned before under the condition that
no branching occurs during the time interval. In order to do so, we derive the locally
uniform lower bound of the expectation in (5.13) below.
Proof. For δ = 0, the proof is complete by the inequality Mt ≤ ‖h‖∞eλtZt.
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In what follows, we assume that δ ∈ (0,√−λ/2). Recall that Bkt is the position of
the kth particle alive at time t. At the splitting time of this particle, we choose one of its
children and follow its trajectory. Repeating this procedure inductively, we can construct
a trajectory starting from Bkt . We denote by B
t,k
s the position of such trajectory at time
s (s ≥ t).
For t > s ≥ 0, let Ds,t be the event defined by
Ds,t := {no branching occurs during the time interval [s, t]} .
Fix a constant p ∈ (0, 1) and a compact set K ⊂ Rd. Then for each index k,{
Bnp,knp ∈ K, |Bnp,ks | > δs for all s ∈ [n, n + 1]
} ∩Dnp,n+1
⊃
{
Bnp,knp ∈ K, |Bnp,kn | > |Bnp,kn −Bnp,knp | > δ(n+1)+1,
supn≤s≤n+1 |Bnp,ks −Bnp,kn | < 1
}
∩Dnp,n+1 =: Ekn.
Let x ∈ K. Then for any ε > 0 and α ∈ (0, ε), we have by the Markov property,
Px
(
Znp∑
k=1
1Ekn ≤ e(−Λδ−ε)n, Znp(K) ≥ e(−λp−α)n
)
= Ex
[
PBnp
(
l∑
k=1
1F kn ≤ e(−Λδ−ε)n
)
|l=Znp;Znp(K) ≥ e(−λp−α)n
] (5.9)
for
F kn :=


B0,k0 ∈ K, |B0,kn(1−p)| > |B0,kn(1−p)−B0,k0 | > δ(n+1)+1,
sup
n(1−p)≤s≤n(1−p)+1
|B0,ks −B0,kn(1−p)| < 1

 ∩D0,n(1−p)+1.
Let x = (x1, . . . , xm). Then by the Cauchy-Schwarz inequality,
Px
(
m∑
k=1
1F kn ≤ e(−Λδ−ε)n
)
= Px
(
exp
(
−
m∑
k=1
1F kn
)
≥ e−e(−Λδ−ε)n
)
≤ ee(−Λδ−ε)nEx
[
exp
(
−
m∑
k=1
1F kn
)]
.
(5.10)
Since the events F kn (1 ≤ k ≤ m) are independent under Px, we obtain by the inequality
1− x ≤ e−x,
Ex
[
exp
(
−
m∑
k=1
1F kn
)]
=
m∏
k=1
Exk
[
exp
(−1F kn )] = ∏
1≤k≤m,xk∈K
{
1− (1− e−1)Pxk(F kn )
}
≤
∏
1≤k≤m, xk∈K
exp
(−(1− e−1)Pxk(F kn )) .
(5.11)
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Let
Cn =
{|Bn(1−p)| > |Bn(1−p) − B0| > δ(n + 1) + 1} .
Then by the Markov property, we have for any x ∈ K,
Px(F
k
n ) = Ex
[
e
−Aµ
n(1−p)+1 ;Cn ∩
{
sup
n(1−p)≤s≤n(1−p)+1
|Bs −Bn(1−p)| < 1
}]
= Ex
[
e−A
µ
n(1−p)EBn(1−p)
[
e−A
µ
1 ; sup
0≤s≤1
|Bs − B0| < 1
]
;Cn
]
.
(5.12)
Since it follows by the Cauchy-Schwarz inequality that
Ey
[
e−A
µ
1 ; sup
0≤s≤1
|Bs − B0| < 1
]
≥ Py(sup0≤s≤1 |Bs − B0| < 1)
2
Ey
[
eA
µ
1
] ≥ P0(sup0≤s≤1 |Bs| < 1)2
supz∈Rd Ez
[
eA
µ
1
] ,
there exists c > 0 by (5.12) such that
Px(F
k
n ) ≥ cEx
[
e
−Aµ
n(1−p) ;Cn
]
. (5.13)
By the same calculation as in [35, p.141–142], there exist c′ > 0 and c′′ > 0 such that for
any x ∈ Rd,
Px(Cn) ≥ c′
∫ ∞
(δ(n+1)+1)/
√
n(1−p)
e−r
2/2rd−1 dr ≥ c′′n(d−2)/2 exp
(
− δ
2n
2(1− p)
)
. (5.14)
Then by the Cauchy-Schwarz inequality again, we have for any q > 1,
Ex
[
e−A
µ
n(1−p) ;Cn
]
≥ Px (Cn)
q
Ex
[
eA
µ
n(1−p)
/(q−1);Cn
]q−1
≥ (c
′′n(d−2)/2e−δ
2n/{2(1−p)})q
Ex
[
e
Aµ
n(1−p)
/(q−1)
; |Bn(1−p)| > δ(n+ 1) + 1
]q−1 .
(5.15)
Let
βq := λ
(
µ
q − 1
)
= inf
{
1
2
∫
Rd
|∇u|2 dx− 1
q − 1
∫
Rd
u2 dµ | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1
}
.
Then
√−2λ ≥ √−2βq > 0 for some q > 1. If we let p = 1 − δ/√−2λ, then by Lemma
4.4, there exists N ≥ 1 for any ε′ > 0 such that for all n ≥ N ,
sup
y∈K
Ey
[
e
Aµ
n(1−p)
/(q−1)
; |Bn(1−p)| > δ(n+ 1) + 1
]
≤ e(−δ2/{2(1−p)2}+ε′)n(1−p).
This implies that for any x ∈ K, the last term of (5.15) is greater than
(cδ,pn
(d−2)/2e−δ
2n/{2(1−p)})q
(e(−δ2/{2(1−p)2}+ε′)n(1−p))q−1
= cqδ,pn
(d−2)q/2e−δ
2n/{2(1−p)}e−ε
′(1−p)(q−1)n =: qn,p.
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Hence it follows by (5.13) that Px(F
k
n ) ≥ qn,p for all n ≥ N . Since this yields that∏
1≤k≤m, xk∈K
exp
(−(1− e−1)Pxk(F kn )) ≤ exp (−(1 − e−1)qn,p♯{k | xk ∈ K}) ,
we have by (5.10) and (5.11),
Ex
[
PBnp
(
l∑
k=1
1F kn ≤ e(−Λδ−ε)n
)
|l=Znp;Znp(K) ≥ e(−λp−α)n
]
≤ Ex
[
exp
(
e(−Λδ−ε)n − (1− e−1)qn,pZnp(K)
)
;Znp(K) ≥ e(−λp−α)n
]
≤ exp (e(−Λδ−ε)n − (1− e−1)qn,pe(−λp−α)n)
= exp
(
−e(−Λδ−α−ε′(1−p)(q−1))n
(
cn(d−2)q/2 − e(ε′(1−p)(q−1)−(ε−α))n
))
.
If we take ε′ > 0 so small that ε′(1 − p)(q − 1) < ε − α, then there exists N ′′ ≥ 1 such
that for all n ≥ N ′′ , we obtain by (5.9),
Px
(
Znp∑
k=1
1Ekn ≤ e(−Λδ−ε)n, Znp(K) ≥ e(−λp−α)n
)
≤ exp
(
−e(−Λδ−α−ε′(1−p)(q−1))nc′n(d−2)q/2
)
.
Noting that Λδ < 0 for any δ ∈ (0,
√−λ/2), we can take ε > 0 such that −Λδ − ε > 0.
Since this implies that
∞∑
n=1
Px
(
Znp∑
k=1
1Ekn ≤ e(−Λδ−ε)n, Znp(K) ≥ e(−λp−α)n
)
<∞,
we see by the Borel-Cantelli lemma that the event{
Znp∑
k=1
1Ekn > e
(−Λδ−ε)n
}
∪ {Znp(K) < e(−λp−α)n}
occurs infinitely often. By (2.6), we further obtain
Px
(
Znp∑
k=1
1Ekn > e
(−Λδ−ε)n for all sufficiently large n |M∞ > 0
)
= 1.
Hence we have Px(· |M∞ > 0)-a.s. for all sufficiently large t > 0,
Zδtt =
Zt∑
k=1
1{|Bkt |>δt} ≥
Z[t]p∑
k=1
1{{
B
[t]p,k
[t]p
∈ K, |B[t]p,ks | > δs for all s ∈ [[t], [t] + 1]
}
∩D[t]p,[t]+1
}
≥
Z[t]p∑
k=1
1Ek
[t]
≥ e(−Λδ−ε)[t],
which implies that
lim inf
t→∞
1
t
logZδtt ≥ −Λδ − ε.
By letting ε′ → +0, α→ +0, and then ε→ +0, we arrive at the desired conclusion.
Theorem 3.2 is a consequence of Lemmas 5.1 and 5.2.
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6 Proofs of Theorems 3.6 and 3.7
In this section, we prove Theorems 3.6 and 3.7. For the lower bound of (3.2) especially,
we take into consideration the effect of p0 6≡ 0 as in Lemma 5.2.
6.1 Proof of Theorem 3.6
By the Chebyshev inequality and (2.5),
Px
(
Lt
t
≥ δ
)
= Px(Z
δt
t ≥ 1) ≤ Ex
[
Zδtt
]
= Ex
[
eA
(Q−1)µ
t ; |Bt| ≥ δt
]
for any x ∈ Rd. Theorem 4.1 then implies that for any compact set K ⊂ Rd,
lim sup
t→∞
1
t
log sup
x∈K
Px
(
Lt
t
≥ δ
)
≤ lim sup
t→∞
1
t
log sup
x∈K
Ex
[
eA
(Q−1)µ
t ; |Bt| ≥ δt
]
= −Λδ. (6.1)
We now assume that δ ≥ √−2λ. Since
Px
(
Lt
t
≥ δ
)
≥ Px
(
Lt
t
≥ δ, t < T
)
= Ex
[
e−A
µ
t ; |Bt| ≥ δt
]
,
Lemma 4.5 yields that for any compact set K ⊂ Rd,
lim inf
t→∞
1
t
log inf
x∈K
Px
(
Lt
t
≥ δ
)
≥ lim inf
t→∞
1
t
log inf
x∈K
Ex
[
e−A
µ
t ; |Bt| ≥ δt
]
= −δ
2
2
.
Combining this with (6.1), we complete the proof of (i).
We next assume that
√−λ/2 < δ < √−2λ. Fix p ∈ (0, 1) and α > 0. For x ∈ Rd, we
take a compact set K ⊂ Rd so that x ∈ K. Let
Ct :=
{
Zt(K) ≥ e(−λ−α)t
}
and
Ds,t := {no branching occurs during the time interval [s, t]} .
Then by the Markov property,
Px(Z
δt
t ≥ 1) = Px
(
Zt⋃
k=1
{|Bkt | ≥ δt}
)
≥ Px
(
Zpt⋃
k=1
{
Bpt,kpt ∈ K, |Bpt,kt | ≥ δt
}
, Cpt ∩Dpt,t
)
= Ex
[
PBpt
(
l⋃
k=1
{
B0,k0 ∈ K, |B0,k(1−p)t| ≥ δt
}
∩D0,(1−p)t
)
|l=Zpt;Cpt
]
.
(6.2)
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For x = (x1, . . . , xl) ∈ X, since
Px
(
l⋃
k=1
{
B0,k0 ∈ K, |B0,k(1−p)t| ≥ δt
}
∩D0,(1−p)t
)
= 1−Px
(
l⋂
k=1
{{
B0,k0 ∈ K, |B0,k(1−p)t| ≥ δt
}
∩D0,(1−p)t
}c)
= 1−
l∏
k=1
Pxk
({
B10 ∈ K, |B1(1−p)t| ≥ δt, T > (1− p)t
}c)
= 1−
l∏
k=1
(
1−Pxk
(
B10 ∈ K, |B1(1−p)t| ≥ δt, T > (1− p)t
))
,
we have by (6.2),
Px(Z
δt
t ≥ 1) ≥ Ex
[
1−
Zpt∏
k=1
{
1−P
B
k
pt
(
B10 ∈ K, |B1(1−p)t| ≥ δt, T > (1− p)t
)}
;Cpt
]
.
(6.3)
In what follows, we fix p ∈ (0, 1) with δ/(1− p) > √−2λ. Then by Lemma 4.5, there
exists t0 > 0 for any ε > 0 such that for any y ∈ K and t ≥ t0,
Py
(|B1(1−p)t| ≥ δt, T > (1− p)t) = Ey [e−Aµ(1−p)t ; |B(1−p)t| ≥ δt]
≥ inf
z∈K
Ez
[
e−A
µ
(1−p)t ; |B(1−p)t| ≥ δ
1− p · (1− p)t
]
≥ exp
((
− δ
2
2(1− p)2 − ε
)
(1− p)t
)
.
Hence for any t ≥ t0,
Px(Z
δt
t ≥ 1) ≥ Ex

1− ∏
1≤k≤Zpt,Bkpt∈K
{
1− exp
((
− δ
2
2(1− p)2 − ε
)
(1− p)t
)}
;Cpt


= Ex
[
1−
{
1− exp
((
− δ
2
2(1− p)2 − ε
)
(1− p)t
)}Zpt(K)
;Cpt
]
≥
{
1−
(
1− exp
((
− δ
2
2(1− p)2 − ε
)
(1− p)t
))e(−λ−α)pt}
Px (Cpt) .
(6.4)
By elementary calculation as in the proof of [34, Lemma 3.10],
lim inf
t→∞
1
t
log
{
1−
(
1− exp
((
− δ
2
2(1− p)2 − ε
)
(1− p)t
))e(−λ−α)pt}
≥ −λp− δ
2
2(1− p) − ε(1− p)− αp→ −λp−
δ2
2(1− p) (ε→ +0, α→ +0).
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The right hand side above takes the maximal value −λ − √−2λδ at p = 1 − δ/√−2λ.
Since it follows by (2.6) that
Px(Cpt) ≥ Px(Cpt ∩ {M∞ > 0})→ Px(M∞ > 0) (t→∞),
we see by (6.4) that if Px(M∞ > 0) > 0 and δ >
√−λ/2, then
lim inf
t→∞
1
t
logPx
(
Lt
t
≥ δ
)
= lim inf
t→∞
1
t
logPx(Z
δt
t ≥ 1) ≥ −λ−
√−2λδ.
Combining this with (6.1), we finish the proof.
6.2 Proof of Theorem 3.7
We first show (i). Assume that δ ≥ √−2λ. Since it follows by the proof of Theorem 3.6
(i) that
Ex
[
e−A
µ
t ; |Bt| ≥ δt
]
≤ Px
(
Lt
t
≥ δ
)
≤ Ex
[
eA
(Q−1)µ
t ; |Bt| ≥ δt
]
, (6.5)
we get (3.3) by Remarks 4.2 and 4.6.
We next show (ii). Assume that δ ∈ (√−λ/2,√−2λ). If p0 ≡ 0 and µ is compactly
supported in Rd, then the upper bound of (3.4) follows by (6.5) and Remark 4.2. For the
lower bound of it, we make use of the Feynman-Kac expression of Px(Lt/t ≥ δ). Such an
approach is similar to that of [11] and due to McKean [28, 29] (see also [19, Section 1.3]
and [20, Example 3.4]).
Let us derive the Feynman-Kac expression of Px(Lt/t ≥ δ). Let f be a nonnegative
Borel measurable function on Rd such that 0 ≤ f(x) ≤ 1 for any x ∈ Rd and let
u(t, x) = Ex
[
Zt∏
k=1
f(Bkt )
]
for t ≥ 0 and x ∈ Rd. We first give the Feynman-Kac expression of u(t, x) and 1−u(t, x).
Let
Fu(t, x) =
∞∑
n=1
pn(x)u(t, x)
n, Gu(t, x) =
∞∑
n=1
pn(x)u(t, x)
n−1.
If we define
Hu(t, x) =
∞∑
n=1
pn(x)
(
n∑
k=1
u(t, x)k−1
)
,
then
(1− u(t, x))Hu(t, x) = 1− p0 − Fu(t, x). (6.6)
Lemma 6.1. Assume that 0 ≤ f(x) ≤ 1 for any x ∈ Rd. Then
u(t, x) = Ex
[
exp
(∫ t
0
(Gu(t− s, Bs)− 1) dAµs
)
f(Bt)
]
(6.7)
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and
1− u(t, x) = Ex
[
exp
(∫ t
0
(Hu(t− s, Bs)− 1) dAµs
)
(1− f(Bt))
]
+ Ex
[∫ t
0
exp
(∫ s
0
(Hu(t− w,Bw)− 1) dAµw
)
p0(Bs) dA
µ
s
]
.
(6.8)
Proof. Let F = Fu, G = Gu and H = Hu. For s, t ≥ 0 with t ≥ s, define
CG,ts =
∫ s
0
G(t− r, Br) dAµr .
We first prove by induction that for any n ≥ 0,
u(t, x) =
n∑
k=0
1
k!
Ex
[
e−A
µ
t f(Bt)(C
G,t
t )
k
]
+
1
n!
Ex
[∫ t
0
e−A
µ
sF (t− s, Bs)(CG,ts )n dAµs
]
. (6.9)
For n = 0, this equality is valid because we have by the strong Markov property,
u(t, x) = Ex
[
f(B1t ) : t < T
]
+ Ex
[
Zt∏
k=1
f(Bkt );T ≤ t
]
= Ex
[
f(B1t ) : t < T
]
+ Ex
[
EBT
[
Zt−s∏
k=1
f(Bkt−s)
]
|s=T ;T ≤ t
]
= Ex
[
e−A
µ
t f(Bt)
]
+ Ex
[∫ t
0
e−A
µ
s
∞∑
n=1
pn(Bs)u(t− s, Bs)n dAµs
]
= Ex
[
e−A
µ
t f(Bt)
]
+ Ex
[∫ t
0
e−A
µ
sF (t− s, Bs) dAµs
]
.
(6.10)
Suppose that (6.9) is true for some n ≥ 1. Then by (6.10),
Ex
[∫ t
0
e−A
µ
sF (t− s, Bs)
(
CG,ts
)n
dAµs
]
= Ex
[∫ t
0
e−A
µ
su(t− s, Bs)G(t− s, Bs)
(
CG,ts
)n
dAµs
]
= Ex
[∫ t
0
e−A
µ
sEBs
[
e−A
µ
t−sf(Bt−s)
] (
CG,ts
)n
dCG,ts
]
+ Ex
[∫ t
0
e−A
µ
sEBs
[∫ t−s
0
e−A
µ
wF (t− s− w,Bw) dAµw
] (
CG,ts
)n
dCG,ts
]
= (I) + (II).
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By the Markov property,
(I) = Ex
[∫ t
0
e−A
µ
sEx
[
e−A
µ
t−s◦θsf(Bt−s ◦ θs) | Fs
] (
CG,ts
)n
dCG,ts
]
= Ex
[∫ t
0
e−A
µ
s e−A
µ
t−s◦θsf(Bt−s ◦ θs)
(
CG,ts
)n
dCG,ts
]
= Ex
[
e−A
µ
t f(Bt)
∫ t
0
(
CG,ts
)n
dCG,ts
]
=
1
n + 1
Ex
[
e−A
µ
t f(Bt)
(
CG,tt
)n+1]
and
(II) = Ex
[∫ t
0
e−A
µ
sEx
[∫ t−s
0
e−A
µ
w◦θsF (t− s− w,Bw ◦ θs) dAµw ◦ θs | Fs
] (
CG,ts
)n
dCG,ts
]
= Ex
[∫ t
0
(∫ t
s
e−A
µ
wF (t− w,Bw) dAµw
)(
CG,ts
)n
dCG,ts
]
= Ex
[∫ t
0
e−A
µ
wF (t− w,Bw)
(∫ w
0
(
CG,ts
)n
dCG,ts
)
dAµw
]
=
1
n+ 1
Ex
[∫ t
0
e−A
µ
wF (t− w,Bw)
(
CG,tw
)n+1
dAµw
]
.
Hence the induction is complete by (6.9).
We next show that
lim
n→∞
1
n!
Ex
[∫ t
0
e−A
µ
sF (t− s, Bs)
(
CG,ts
)n
dAµs
]
= 0. (6.11)
Since 0 ≤ u(t, x) ≤ 1, we have
F (t, x) ≤ G(t, x) ≤ 1 for all t > 0 and x ∈ Rd,
and therefore ∫ t
0
e−A
µ
sF (t− s, Bs)
(
CG,ts
)n
dAµs ≤
∫ t
0
e−A
µ
s (Aµs )
n dAµs .
Since this implies that
∞∑
n=0
1
n!
Ex
[∫ t
0
e−A
µ
sF (t− s, Bs)
(
CG,ts
)n
dAµs
]
≤
∞∑
n=0
1
n!
Ex
[∫ t
0
e−A
µ
s (Aµs )
n dAµs
]
= Ex [A
µ
t ] <∞,
we get (6.11). Furthermore, we obtain (6.7) by letting n→∞ in (6.9).
We let v(t, x) = 1− u(t, x). Since
e−A
µ
t = 1−
∫ t
0
e−A
µ
s dAµs ,
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we have by (6.6) and (6.10),
v(t, x) = Ex
[
e−A
µ
t (1− f(Bt))
]
+ Ex
[∫ t
0
e−A
µ
s (1− F (t− s, Bs)) dAµs
]
= Ex
[
e−A
µ
t (1− f(Bt))
]
+ Ex
[∫ t
0
e−A
µ
s v(t− s, Bs)H(t− s, Bs) dAµs
]
+ Ex
[∫ t
0
e−A
µ
s p0(Bs) dA
µ
s
]
.
(6.12)
Then the proof is complete by the induction and calculation similar to those for (6.7).
Let fR(x) = 1{|x|<R} for R > 0. If we define
uR(t, x) = Ex
[
Zt∏
k=1
fR(B
k
t )
]
and vR(t, x) = 1− uR(t, x), then vR(t, x) = Px(Lt ≥ R). We also define
CR,ts =
∫ s
0
(HuR(t− w,Bw)− 1) dAµw
for s, t ≥ 0 with t ≥ s. Then
CR,tt = C
R,t
s + C
R,t
t−s ◦ θs.
For δ > 0, we let Dts = C
δt,t
s . Since
vδt(t, x) = 1− uδt(t, x) = Px(Lt/t ≥ δ),
we have by (6.8),
Px(Lt/t ≥ δ) = Ex
[
eD
t
t ; |Bt| ≥ δt
]
+ Ex
[∫ t
0
eD
t
sp0(Bs) dA
µ
s
]
≥ Ex
[
eD
t
t ; |Bt| ≥ δt
]
.
(6.13)
To derive the decay rate of the right hand side above as t→∞, we show
Lemma 6.2. Suppose that µ is compactly supported in Rd and supx∈Rd
∑∞
n=1 n
2pn(x) <
∞. Then for any p ∈ (0, 1) and δ >√−λ/2,
lim
t→∞
eλptEx
[
eD
t
pt
]
= h(x)
∫
Rd
h(y) dy.
Proof. For any v > 0,
n−
n∑
k=1
(1− v)k−1 = n− 1− (1− v)
n
v
=
(1− v)n − (1− nv)
v
≤ n(n− 1)
2
v.
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This inequality is true also for v = 0. Therefore,
Q(x)−H1−vR(t, x) =
∞∑
n=1
pn(x)
(
n−
n∑
k=1
(1− vR(t, x))k−1
)
≤ 1
2
∞∑
n=1
n(n− 1)pn(x)vR(t, x).
Then by the inequality 1− e−x ≤ x, we have for any p ∈ (0, 1) and t ≥ 0,
1− e−(A(Q−1)µpt −CR,tpt ) = 1− exp
(
−
∫ pt
0
(Q(Bs)−H1−vR(t− s, Bs)) dAµs
)
≤
∫ pt
0
(Q(Bs)−H1−vR(t− s, Bs)) dAµs
≤
∫ pt
0
1
2
∞∑
n=1
n(n− 1)pn(Bs)vR(t− s, Bs) dAµs =
∫ pt
0
vR(t− s, Bs) dAMµs
for
M(x) =
1
2
∞∑
n=1
n(n− 1)pn(x).
Hence
0 ≤ eA(Q−1)µpt − eCR,tpt = eA(Q−1)µpt
(
1− e−(A(Q−1)µpt −CR,tpt )
)
≤ eA(Q−1)µpt
∫ pt
0
vR(t− s, Bs) dAMµs .
(6.14)
If we take R = δt, then for any s ∈ [0, pt],
vδt(t− s, x) = Px(Lt−s ≥ δt) ≤ Px(Lt−s ≥ δ(t− s)) = Px(Zδ(t−s)t−s ≥ 1) ≤ Ex
[
Z
δ(t−s)
t−s
]
.
Since δ >
√−λ/2, Theorem 4.1 yields that for any compact set K ⊂ Rd and for any
ε ∈ (0,Λδ), there exists T > 0 such that for all t ≥ T and s ∈ [0, pt],
sup
x∈K
vδt(t− s, x) ≤ sup
x∈K
Ex
[
Z
δ(t−s)
t−s
]
≤ e(−Λδ+ε)(t−s) ≤ e(−Λδ+ε)(1−p)t.
Taking K as the support of µ, we have∫ pt
0
vδt(t− s, Bs)dAMµs ≤ e(−Λδ+ε)(1−p)tAMµpt .
Noting that Dtpt = C
δt,t
pt , we get by (6.14),
0 ≤ Ex
[
eA
(Q−1)µ
pt
]
−Ex
[
eD
t
pt
]
≤ e(−Λδ+ε)(1−p)tEx
[
eA
(Q−1)µ
pt AMµpt
]
= e−λpte(−Λδ+ε)(1−p)teλptEx
[
eA
(Q−1)µ
pt AMµpt
]
.
(6.15)
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By the same argument as for (4.14), there exist c1 > 0 and c2 > 0 such that for any
ε2 > 0,
e(λ−ε2)ptEx
[
eA
(Q−1)µ
pt AMµpt
]
≤ Ex
[
sup
0≤s≤pt
(
e(λ−ε2)seA
(Q−1)µ
s
)
AMµpt
]
≤ c(ε2)(c1 + c2t).
Since Λδ > 0, there exists ε2 > 0 for any ε ∈ (0,Λδ) such that
c := (Λδ − ε)(1− p)− ε2p > 0.
Then the last term of (6.15) is less than
c(ε2)e
(−λ+ε2)pte(−Λδ+ε)(1−p)t(c1 + c2t) = c(ε2)e−λpte−ct(c1 + c2t),
that is,
0 ≤ eλpt
(
Ex
[
eA
(Q−1)µ
pt
]
− Ex
[
eD
t
pt
])
≤ c2(ε2)e−ct(c1 + c2t)→ 0 (t→∞).
Hence by (2.3),
eλptEx
[
eD
t
pt
]
= eλptEx
[
eA
(Q−1)µ
pt
]
+ eλpt
(
Ex
[
eD
t
pt
]
− Ex
[
eA
(Q−1)µ
pt
])
→ h(x)
∫
Rd
h(y) dy (t→∞).
This completes the proof.
We are now in a position to prove the lower bound of (3.4). For any p ∈ (0, 1), we
have by the Markov property,
Ex
[
eD
t
t ; |Bt| ≥ δt
]
= Ex
[
eD
t
ptEBpt
[
eD
t
(1−p)t ; |B(1−p)t| ≥ δt
]]
.
Since Dt(1−p)t ≥ 0 for any t ≥ 0, the last term above is greater than
Ex
[
eD
t
ptPBpt
(|B(1−p)t| ≥ δt)] ≥ Ex [eDtpt]P0 (|B(1−p)t| ≥ δt) (6.16)
by [35, Appendix A]. Then by Lemma 6.2, we have as t→∞,
Ex
[
eD
t
pt
]
P0
(|B(1−p)t| ≥ δt)
∼ ωd
(2π)d/2
(
δ2t
1− p
)(d−2)/2
exp
(
−λpt− δ
2t
2(1− p)
)
h(x)
∫
Rd
h(y) dy.
(6.17)
If we let p = 1− δ/√−2λ, then the last term of (6.17) becomes
ωd(
√−2λδ)(d−2)/2
(2π)d/2
t(d−2)/2e(−λ−
√−2λδ)th(x)
∫
Rd
h(y) dy.
We thus get the lower bound of (3.4) by (6.13).
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7 Proof of Theorem 3.9
Our proof of Theorem 3.9 is a refinement of that of Theorem 3.2.
7.1 Proof of (i)
Let δ =
√−λ/2 and let {tn} be a positive increasing sequence such that tn → ∞ as
n→∞. Let G(t) be a positive function on (0,∞). For any n ≥ 1 and ε > 0, we have by
the same way as in (5.1) and (5.2),
Px
(
max
tn≤s≤tn+1
Zδtns ≥ G(tn)
)
≤ Ex
[
eA
(Q−1)µ
tn EBtn
[
max
0≤s≤tn+1−tn
Zδtns
]]
/G(tn). (7.1)
Let a(t) be a nonnegative function on (0,∞) such that a(t) = o(t) (t → ∞) and
R(t) := δt − a(t). For s ≤ t, let B(t),ks be the position at time s of the kth particle alive
at time t. Since
max
0≤s≤tn+1−tn
Zδtns ≤
Ztn+1−tn∑
k=1
1{sup0≤s≤tn+1−tn |B
(tn+1−tn),k
s |≥δtn}
,
we have by the same argument as for (5.5),
Ex
[
max
tn≤s≤tn+1
Zδtns
]
≤ Ex
[
eA
(Q−1)µ
tn EBtn
[
e
A
(Q−1)µ
tn+1−tn ; sup
0≤s≤tn+1−tn
|Bs| ≥ δtn
]]
= Ex
[
eA
(Q−1)µ
tn EBtn
[
e
A
(Q−1)µ
tn+1−tn ; sup
0≤s≤tn+1−tn
|Bs| ≥ δtn
]
; |Btn | ≥ R(tn)
]
+ Ex
[
eA
(Q−1)µ
tn EBtn
[
e
A
(Q−1)µ
tn+1−tn ; sup
0≤s≤tn+1−tn
|Bs| ≥ δtn
]
; |Btn | < R(tn)
]
= (I) + (II).
(7.2)
In what follows, we suppose that
• tn+1 − tn → 0 as n→∞;
• a(tn)2/(tn+1 − tn)→∞ as n→∞.
Then by Remark 4.2,
(I) ≤ Ex
[
eA
(Q−1)µ
tn ; |Btn | ≥ R(tn)
]
sup
x∈Rd
Ex
[
e
A
(Q−1)µ
tn+1−tn
]
≍ e
√−2λa(tn)t(d−1)/2n (n→∞).
(7.3)
By the Cauchy-Schwarz inequality, we have for any x ∈ Rd with |x| ≤ R(tn) and for any
constants p, q > 1 with 1/p+ 1/q = 1,
Ex
[
e
A
(Q−1)µ
tn+1−tn ; sup
0≤s≤tn+1−tn
|Bs| ≥ δtn
]
≤ Ex
[
e
A
(Q−1)µ
tn+1−tn ; sup
0≤s≤tn+1−tn
|Bs − x| ≥ a(tn)
]
≤ Ex
[
e
pA
(Q−1)µ
tn+1−tn
]1/p
Px
(
sup
0≤s≤tn+1−tn
|Bs − x| ≥ a(tn)
)1/q
≤ cP0
(
sup
0≤s≤tn+1−tn
|Bs| ≥ a(tn)
)1/q
.
(7.4)
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If r(t) is a positive function on (0,∞) such that r(t)2/t → ∞ as t → +0, then by [33,
Corollary 3.4] and the change of variables,
P0
(
sup
0≤s≤t
|Bs| ≥ r(t)
)
= P0
(
sup
0≤s≤t/r(t)2
|Bs| ≥ 1
)
≍
∫ t/r(t)2
0
e−1/(2t)
t(d+2)/2
dt =
∫ ∞
r(t)2/t
e−u/2u(d−2)/2 du ∼ 2e−r(t)2/(2t)
(
r(t)2
t
)(d−2)/2
(t→∞).
Hence
P0
(
sup
0≤s≤tn+1−tn
|Bs| ≥ a(tn)
)
≍ exp
(
− a(tn)
2
2(tn+1 − tn)
)(
a(tn)
2
tn+1 − tn
)(d−2)/2
(n→∞).
(7.5)
For any x ∈ Rd, since it follows by (2.3) that
Ex
[
eA
(Q−1)µ
tn
]
≍ e(−λ)tn (n→∞),
we have by (7.4) and (7.5),
(II) ≤ cEx
[
eA
(Q−1)µ
tn
]
P0
(
sup
0≤s≤tn+1−tn
|Bs| ≥ a(tn)
)1/q
≍ e(−λ)tn exp
(
− a(tn)
2
2q(tn+1 − tn)
)(
a(tn)
2
tn+1 − tn
)(d−2)/(2q)
(n→∞).
(7.6)
For c1 > 0, c2 > 0 and α ∈ (0, 1), if we let
a(t) ≡ c1, tn = c2nα,
then
c2α(n+ 1)
α−1 ≤ tn+1 − tn ≤ c2αnα−1 (7.7)
and therefore,
c1√
c2α
n(1−α)/2 ≤ a(tn)√
tn+1 − tn ≤
c1√
c2α
(n+ 1)(1−α)/2
Since tn+1 − tn → 0 and a(tn)2/(tn+1 − tn) → ∞ as n → ∞, we obtain by (7.1), (7.2)
(7.3) and (7.6),
Px
(
max
tn≤s≤tn+1
Zδtns ≥ G(tn)
)
≤ c
G(tn)
(
e
√−2λa(tn)t(d−1)/2n + e
(−λ)tn exp
(
− a(tn)
2
2q(tn+1 − tn)
)(
a(tn)
2
tn+1 − tn
)(d−2)/(2q))
≤ c
′
G(tn)
(
e
√−2λc1nα(d−1)/2 + ec2(−λ)n
α
e−c
2
1n
1−α/(2qc2α)n(1−α)(d−2)/(2q)
)
.
(7.8)
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Here we take α = 1/2 and c1 so large that c1 ≥
√−2qλc2. If we let G(t) =
ta(log t)(log log t)1+ε for a > 0 and ε > 0, then by (7.8),
Px
(
max
tn≤s≤tn+1
Zδtns ≥ G(tn)
)
≤ cn
(d−1)/4
na/2(log n)(log log n)1+ε
.
In particular, if we let a = (d+ 3)/2, then
∞∑
n=1
Px
(
max
tn≤s≤tn+1
Zδtns ≥ G(tn)
)
<∞.
Hence by the Borel-Cantelli lemma, there exists an event of full Px-probability and a
natural valued random variable N ≥ 1 such that on this event, we have for all n ≥ N ,
max
tn≤s≤tn+1
Zδtns ≤ G(tn).
Moreover, for any n ≥ N and t ∈ [tn, tn+1],
Zδtt ≤ max
tn≤s≤tn+1
Zδtns ≤ G(tn) ≤ G(t),
which completes the proof.
7.2 Proof of (ii)
As in the proof of Lemma 5.2, we denote by Bt,ks the position of a particle at time s
starting from Bkt at time t (s ≥ t). Let {tn} be a positive increasing sequence such that
tn →∞. Fix a constant pn ∈ [0, 1) and a compact set K ⊂ Rd. Then for each index k,{
Bpntn,kpntn ∈ K, |Bpntn,ks | > δs for all s ∈ [tn, tn+1]
}
⊃


Bpntn,kpntn ∈ K, |Bpntn,ktn | > |Bpntn,ktn −Bpntn,kpntn | > δtn+1 + 1,
sup
tn≤s≤tn+1
|Bpntn,ks −Bpntn,ktn | < 1

 =: Ekn.
Let G(t) and f(t) be positive functions on (0,∞) such that f(t)→ 0 as t→∞. Define
Nt =
{
eλtZt(K) ≥ f(t)
}
.
Then by the Markov property,
Px
({
Zpntn∑
k=1
1Ekn ≤ G(tn)
}
∩Npntn
)
= Ex
[
PBpntn
(
l∑
k=1
1F kn ≤ G(tn)
)
|l=Zpntn ;Npntn
]
(7.9)
for
F kn :=


B0,k0 ∈ K, |B0,k(1−pn)tn | > |B0,k(1−pn)tn − B0,k0 | > δtn+1 + 1,
sup
(1−pn)tn≤s≤tn+1−pntn
|B0,ks −B0,k(1−pn)tn | < 1

 .
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Let x = (x1, . . . , xl). Then by the same way as in (5.10) and (5.11),
Px
(
l∑
k=1
1F kn ≤ G(tn)
)
≤ eG(tn)
∏
1≤k≤m,xk∈K
exp
(−(1− e−1)Pxk(F kn )) . (7.10)
Let
Cn :=
{|B(1−pn)tn | > |B(1−pn)tn −B0| > δtn+1 + 1} .
Then for any x ∈ K, we have by the Markov property and the spatial uniformity of the
Brownian motion,
Px(F
k
n ) = Px
({
sup
(1−pn)tn≤s≤tn+1−pntn
|Bs − B(1−pn)tn | < 1
}
∩ Cn
)
= Ex
[
PB(1−pn)tn
(
sup
0≤s≤tn+1−tn
|Bs −B0| < 1
)
;Cn
]
= Px(Cn)P0
(
sup
0≤s≤tn+1−tn
|Bs −B0| < 1
)
.
In what follows, we suppose that
• tn+1 − tn → 0 as n→∞;
• tn+1/
√
(1− pn)tn →∞ as n→∞.
Then by the same way as in (5.14), there exist c0 > 0 and c1 > 0 such that for any x ∈ Rd,
Px(Cn) ≥ c0
∫ ∞
(δtn+1+1)/
√
(1−pn)tn
e−r
2/2rd−1 dr ≥ c1e−(δtn+1)2/(2(1−pn)tn)
(
δtn+1√
(1− pn)tn
)d−2
,
which implies that for any x ∈ K,
Px(F
k
n ) ≥ c1e−(δtn+1)
2/(2(1−pn)tn)
(
δtn+1√
(1− pn)tn
)d−2
=: c1qn.
Because of this and (7.10), there exists c2 > 0 such that
Px
(
l∑
k=1
1F kn ≤ G(tn)
)
≤ eG(tn) exp (−c2qn · ♯{k | xk ∈ K}) .
Hence by (7.9),
Px
({
Zpntn∑
k=1
1Ekn ≤ G(tn)
}
∩Npntn
)
≤ eG(tn)Ex [exp (−c2qnZpntn(K)) ;Npntn ]
≤ exp (G(tn)− c2qne−λpntnf(tn)) .
(7.11)
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Here we note that
qne
−λpntn = egn(pn)
(
δtn+1√
(1− pn)tn
)d−2
for
gn(p) = −λptn − (δtn+1)
2
2(1− p)tn (0 ≤ p < 1).
Then the right hand side above takes the maximal value gn(p
∗
n) = λ(tn+1 − tn) for p∗n =
1− tn+1/(2tn).
We take pn = p
∗
n, f(t) = (log log t)
−ε and G(t) = c3t(d−2)/2(log log t)−ε for ε > 0 and
c3 > 0. Then
G(tn)− c2qne−λpntnf(tn) = t(d−2)/2n (log log tn)−ε
{
c3 − c2eλ(tn+1−tn) (−λtn+1/tn)(d−2)/2
}
.
(7.12)
For some α ∈ (0, 1] and c > 0, if we let
tn = cn
α,
then tn+1−tn → 0 as n→∞ and tn+1/
√
(1− pn)tn = √2tn+1 →∞ as n→∞. Therefore
by (7.12), we can take c3 > 0 so small that
G(tn)− c2qne−λpntnf(tn) ≤ −c4nα(d−2)/2(log logn)−ε
for some c4 > 0. Then by (7.11),
Px
({
Zpntn∑
k=1
1Ekn ≤ G(tn)
}
∩Npntn
)
≤ exp (−c4nα(d−2)/2(log log n)−ε) .
In particular, if we assume that d ≥ 3, then
∞∑
n=1
Px
({
Zpntn∑
k=1
1Ekn ≤ G(tn)
}
∩Npntn
)
<∞.
Hence by the Borel-Cantelli lemma, the event{
Zpntn∑
k=1
1Ekn > G(tn)
}
∪ (Npntn)c
occurs for all sufficiently large n. Since pntn = tn − tn+1/2 → ∞ as n → ∞, we have by
(2.6),
eλpntnZpntn(K)→ M∞
∫
K
h(y) dy, Px-a.s.
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Since
∫
K
h(y) dy > 0 and f(t) → 0 as t → ∞, we see that on the event {M∞ > 0},
the event (Npntn)
c occurs only for finite n ≥ 1, that is, the event
{∑Zpntn
k=1 1Ekn > G(tn)
}
occurs for all sufficiently large n ≥ 1.
For all sufficiently large t > 0, there exists n = n(t) ∈ N such that tn ≤ t < tn+1 and
G(tn) = c3t
(d−2)/2
n (log log tn)
−ε ≥ c5t(d−2)/2n+1 (log log t)−ε ≥ c5t(d−2)/2(log log t)−ε
for some c5 > 0. We thus have, Px(· |M∞ > 0)-a.s. for all sufficiently large t > 0,
Zδtt =
Zt∑
k=1
1{|Bkt |>δt} ≥
Zpntn∑
k=1
1{Bpntn,kpntn ∈ K, |Bpntn,ks | > δs for all s ∈ [tn, tn+1]}
≥
Zpntn∑
k=1
1Ekn ≥ G(tn) ≥ c5t(d−2)/2(log log t)−ε.
Since ε > 0 is arbitrary, the last inequality above is valid by taking c5 = 1.
A Appendix
A.1 Decay rate of the ground state
Let µ = µ+ − µ− for some µ+, µ− ∈ K∞(1). Recall that
λ(µ) = inf
{
1
2
∫
Rd
|∇u|2 dx−
∫
Rd
u2 dµ | u ∈ C∞0 (Rd),
∫
Rd
u2 dx = 1
}
.
In what follows, we let λ := λ(µ) and assume that λ < 0. As mentioned in Subsection 2.1,
λ is the principal eigenvalue of the operator−∆/2−µ and the corresponding eigenfunction
h has a bounded, continuous and strictly positive version.
Lemma A.1. Suppose that µ = µ+−µ− for some µ+, µ− ∈ K∞(1). Then for any positive
constants A1 and A2 with A2 <
√−2λ < A1, there exist positive constants c1, c2 such that
c1e
−A1|x|
|x|(d−1)/2 ≤ h(x) ≤
c2e
−A2|x|
|x|(d−1)/2 , (|x| ≥ 1).
Moreover, if µ− is compactly supported in Rd, then the inequality above holds with A1 =√−2λ. A similar result is valid for µ+ and A2.
Proof. We follow the argument of [10] and [39, Lemma 4.1]. We first discuss the upper
bound of h. For r > 0, let
σr := inf{t > 0 | |Bt| ≤ r}.
Since Mt := e
λteA
µ
t h(Bt) is a Px-martingale, we have by the optional stopping theorem
and the Ho¨lder inequality,
h(x) = Ex
[
eλ(t∧σr)eA
µ
t∧σrh(Bt∧σr)
]
≤ ‖h‖∞Ex
[
ep(λ+ε)(t∧σr)
]1/p
Ex
[
e−qε(t∧σr)eqA
µ
t∧σr
]1/q
(A.1)
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for any ε ∈ (0,−λ) and p, q > 1 with 1/p+ 1/q = 1.
Let µr(dx) = 1|x|>r(x)µ(dx) and let Pˆx be the law of the killed process of M by the
exponential distribution with rate qε. Then
Ex
[
e−qε(t∧σr)eqA
µ
t∧σr
]
= Ex
[
e−qε(t∧σr)eqA
µr
t∧σr
]
= Eˆx
[
eqA
µr
t∧σr
]
≤ Eˆx
[
eqA
µ
+
r
σr
]
. (A.2)
Since µ+ ∈ K∞(1) and
Eˆx
[
qAµ
+
r
σr
]
≤ qEˆx
[
Aµ
+
r∞
]
= q
∫
|y|≥r
Gqε(x, y)µ
+(dy),
there exists R = R(ε, p) > 0 such that for any r ≥ R,
sup
x∈Rd
Eˆx
[
qAµ
+
r
σr
]
≤ q sup
x∈Rd
∫
|y|≥r
Gqε(x, y)µ
+(dy) < 1.
Then the Khasminskii lemma (see, e.g., [15, Lemma 3.7]) implies that for any r ≥ R,
sup
x∈Rd
Eˆx
[
eqA
µ
+
r
σr
]
<∞. (A.3)
Hence by (A.1) and (A.2),
h(x) ≤ ‖h‖∞Ex
[
ep(λ+ε)(t∧σr)
]1/p(
sup
x∈Rd
Eˆx
[
eqA
µ
+
r
σr
])1/q
→ ‖h‖∞Ex
[
ep(λ+ε)σr
]1/p(
sup
x∈Rd
Eˆx
[
eqA
µ
+
r
σr
])1/q
(t→∞).
(A.4)
Let νr be the equilibrium potential of Br := {x ∈ Rd | |x| ≤ r} (see [18, p.82] for
definition). Then
Ex
[
ep(λ+ε)σr
]
=
∫
|y|≤r
G−p(λ+ε)(x, y)νr(dy) ≤ sup
|y|≤r
G−p(λ+ε)(x, y)νr(Br). (A.5)
Since we see by (2.1) that for any x, y ∈ Rd with |x| ≥ 2r and |y| ≤ r,
G−p(λ+ε)(x, y) ≤ cε,p,r e
−
√
−2p(λ+ε)|x|
|x|(d−1)/2 ,
we have by (A.5),
Ex
[
ep(λ+ε)σr
] ≤ c′ε,p,r e−
√
−2p(λ+ε)|x|
|x|(d−1)/2 (|x| ≥ 1). (A.6)
Then by (A.4),
h(x) ≤ ‖h‖∞c′′ε,p,r
(
e−
√
−2p(λ+ε)|x|
|x|(d−1)/2
)1/p
(|x| ≥ 1), (A.7)
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which implies the desired upper bound of h. If we further assume that µ+ is compactly
supported in Rd, then (A.7) is valid for p = 1 because µ+r vanishes for large r > 0.
We next discuss the lower bound of h. Here we denote by P˜x the law of the killed
process ofM by the exponential distribution with rate −λ. Then by the optional stopping
theorem again,
h(x) = Ex
[
eλ(t∧σr)eAt∧σrh(Bt∧σr)
] ≥ inf
|y|≤r
h(y)E˜x
[
e−A
µ−
t∧σr
]
≥ inf
|y|≤r
h(y)E˜x
[
e−A
µ−
σr ; σr ≤ t
]
.
(A.8)
By the same argument as for (A.3), there exists R = R(p) > 0 for any p > 1 such that
for any r ≥ R,
sup
x∈Rd
E˜x
[
eA
µ
−
r
σr /(p−1)
]p−1
<∞.
Then by the Ho¨lder inequality, we have for any p > 1 and r ≥ R,
E˜x
[
e−A
µ−
σr ; σr ≤ t
]
≥ P˜x(σr ≤ t)
p
E˜x
[
eA
µ
−
r
σr /(p−1)
]p−1 ≥ P˜x(σr ≤ t)p
supy∈Rd E˜y
[
eA
µ
−
r
σr /(p−1)
]p−1
→ P˜x(σr <∞)
p
supy∈Rd E˜y
[
eA
µ
−
r
σr /(p−1)
]p−1 (t→∞).
(A.9)
Since
P˜x(σr <∞) = Ex
[
eλσr ; σr <∞
]
=
∫
Br
G−λ(x, y)νr(dy),
we have by the same argument as for (A.6),
P˜x(σr <∞) ≥ cr e
−√−2λ|x|
|x|(d−1)/2 .
Then by (A.8) and (A.9),
h(x) ≥ cp,r
(
e−
√−2λ|x|
|x|(d−1)/2
)p
(|x| ≥ 1). (A.10)
We thus get the desired lower bound of h. If µ− is compactly supported in Rd, then (A.10)
is valid for p = 1 because µ−r vanishes for large r > 0.
By using Lemma A.1 instead of [39, Lemma 4.1], we can follow the argument of [39,
Section 4] to get
Theorem A.2. Suppose that µ = µ+ − µ− for some µ+, µ− ∈ K∞(1). Then for any
f ∈ Bb(Rd),
lim
t→∞
eλtEx
[
eA
µ
t f(Bt)
]
= h(x)
∫
Rd
f(y)h(y) dy (x ∈ Rd).
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A.2 Positivity of M∞ and survival
We discuss relations among the positivity of M∞, the finiteness of the total number of
branching and the survival property. Note that we already discussed in [34, Proposition
3.6, Theorem 3.7 and Remark 3.14] the relation between the first and third properties for
branching symmetric stable processes with absorbing boundary.
Let M = ({Bt}t≥0, {Px}x∈X) be a branching Brownian motion on X with branch-
ing rate µ ∈ K∞ and branching mechanism {pn(x)}n≥0. Denote by Gµ(x, y) the Green
function associated with the Feynman-Kac semigroup pµt f(x) = Ex
[
e−A
µ
t f(Bt)
]
. For a
function u on Rd, define
F (u)(x) =
∞∑
n=0
pn(x)u(x)
n
if the right hand side makes sense. We first study the solution to the next equation:
u(x) = Ex
[
e−A
µ
∞
]
+ Ex
[∫ ∞
0
e−A
µ
t F (u)(Bt) dA
µ
t
]
, 0 ≤ u(x) ≤ 1 (x ∈ Rd). (A.11)
Lemma A.3. Suppose that∫
Rd
∫
Rd
Gµ(x, y)µ(dy)µ(dx) <∞. (A.12)
Let u and v be functions on Rd such that 0 ≤ u(x) ≤ v(x) < 1 on Rd. If these functions
are solutions to the equation (A.11), then u ≡ v.
We omit the proof of Lemma A.3 because it is similar to that of [34, Lemma 3.5]. We
note that if µ(Rd) <∞, then (A.12) is fulfilled because∫
Rd
Gµ(x, y)µ(dy) = Ex
[∫ ∞
0
e−A
µ
t dAµt
]
= 1− Ex
[
e−A
µ
∞
]
≤ 1.
We next reveal the relations as we mentioned at the first of this subsection. Let N be
the total number of branching for M.
Proposition A.4. Suppose that (A.12) holds and Px(M∞ > 0) > 0. If d = 1, 2, then
{e0 =∞} = {N =∞} = {M∞ > 0}, Px-a.s.
On the other hand, if d ≥ 3, then
{e0 =∞} ) {N =∞} = {M∞ > 0}, Px-a.s.
If d ≥ 3, then the Brownian motion is transient so that the associated particle goes
to infinity eventually. Since we assume that the branching rate µ is small at infinity, the
number of branching can be small even on the survival event. In fact, branching never
occurs with positive probability. On the other hand, if d = 1 or 2, then the Brownian
motion is recurrent so that the associated particle can come to the support of µ infinitely
often. Therefore, branching occurs infinite times on the survival event.
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Proof. Let u(x) = Px(N < ∞) and v(x) = Px(M∞ = 0). Then v(x) < 1 by as-
sumption. Moreover, if N <∞, then Zt is a finite random constant eventually and thus
M∞ = 0. Namely, we obtain 0 ≤ u(x) ≤ v(x) < 1. Since u and v are solutions to the
equation (A.11), we obtain u ≡ v by Lemma A.3, whence
{N =∞} = {M∞ > 0}, Px-a.s.
Let ue(x) = Px(e0 <∞). Then
ue(x) = Ex
[∫ ∞
0
e−A
µ
t F (ue)(Bt) dA
µ
t
]
.
For d = 1, 2, since Px(A
µ
∞ =∞) = 1 by [31, p.426, Proposition 3.11], we have Ex[e−A
µ
∞ ] =
0 so that ue also satisfies the equation (A.11). Furthermore, since {e0 <∞} ⊂ {M∞ = 0},
we obtain 0 ≤ ue(x) ≤ v(x) < 1 and thus ue(x) = v(x) by Lemma A.3. This implies that
{e0 =∞} = {M∞ > 0}, Px-a.s.
On the other hand, if d ≥ 3, then supx∈Rd Ex[Aµ∞] < ∞ by (2.2). Hence by Jensen’s
inequality,
Px(T =∞) = Ex[e−A
µ
∞ ] ≥ exp (−Ex[Aµ∞]) ≥ exp
(
− sup
x∈Rd
Ex[A
µ
∞]
)
> 0.
Since
{e0 <∞} ∪ {T =∞} ⊂ {N <∞}, {e0 <∞} ∩ {T =∞} = ∅,
we have
Px(N <∞) ≥ Px(e0 <∞) +Px(T =∞) > Px(e0 <∞).
Then by assumption,
Px(e0 =∞) > Px(N =∞) = Px(M∞ > 0) > 0,
which shows that
{e0 =∞} ) {N =∞}, Px-a.s.
We thus complete the proof.
A.3 Proof of (4.12)
We evaluate the integral in the right hand side of (4.12). We first recall that a(t) is a
function on (0,∞) such that a(t) = o(t) (t → ∞) and R(t) = δt + a(t) for some δ > 0.
We will show that as t→∞,
(R(t)− ε1t)d
∫ t
0
e(−λ+ε2)s
1
(t− s)(d+2)/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)
ds
≍
{
e−(δ−ε1)
2t/2t(d−2)/2 (δ >
√−2λ),
e(−λ+ε2)t−
√
2(−λ+ε2)(R(t)−ε1t)t(d−1)/2 (δ ≤ √−2λ).
(A.13)
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By the change of variables s = t− v, we get∫ t
0
e(−λ+ε2)s
1
(t− s)(d+2)/2 exp
(
−(R(t)− ε1t)
2
2(t− s)
)
ds
= e(−λ+ε2)t
∫ t
0
e−(−λ+ε2)v
e−(R(t)−ε1t)
2/(2v)
v(d+2)/2
dv
= e(−λ+ε2)t−
√
2(−λ+ε2)(R(t)−ε1t)
∫ t
0
e−(
√
(−λ+ε2)v−(R(t)−ε1t)/
√
2v)2 1
v(d+2)/2
dv
= e(−λ+ε2)t−
√
2(−λ+ε2)(R(t)−ε1t)(III).
(A.14)
If we let
w =
√
(−λ+ ε2)v − R(t)− ε1t√
2v
,
then
(III) = 2
∫ S(t)
−∞
e−w
2 Ft(w)
d√
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
dw (A.15)
for
Ft(w) =
2
√−λ + ε2
w +
√
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
and
S(t) =
√
(−λ+ ε2)t− R(t)− ε1t√
2t
.
Assume that δ >
√−2λ. Fix ε1 ∈ (0, δ −
√−2λ), and take ε2 > 0 so that δ − ε1 >√
2(−λ+ ε2). Then there exist c1 > 0 and c2 > 0 such that for any w ≤ 0 and t > 0,
c1
√
w2 + 2
√
2(−λ + ε2)(R(t)− ε1t)
R(t)− ε1t ≤ Ft(w) ≤ c2
√
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
R(t)− ε1t .
(A.16)
Since S(t) < 0 for all sufficiently large t > 0, we have as t→∞,
(III) ≍ 1
(R(t)− ε1t)d
∫ S(t)
−∞
e−w
2
(
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
)(d−1)/2
dw
=
1
(R(t)− ε1t)d
∫ ∞
−S(t)
e−w
2
(
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
)(d−1)/2
dw.
If w ≥ −S(t), then
w2 ≥
(
R(t)− ε1t√
2t
−
√
(−λ + ε2)
)2
t =
(
δ − ε1√
2
−
√
(−λ+ ε2) + a(t)√
2t
)2
t
and hence for all sufficiently large t > 0,
c1(ε1)w
2 ≤ w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t) ≤ c2(ε1)w2.
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This implies that as t→∞,
(III) ≍ c3(ε1)
(R(t)− ε1t)d
∫ ∞
−S(t)
e−w
2
wd−1 dw ∼ c3(ε1)
(R(t)− ε1t)d e
−S(t)2(−S(t))d−2
=
c4(ε1)
(R(t)− ε1t)d exp
(
−(R(t)− ε1t)
2
2t
)
e−((−λ+ε2)t−
√
2(−λ+ε2)(R(t)−ε1t))t(d−2)/2.
(A.17)
We next assume that δ ≤ √−2λ. Then
(III) =
∫ 0
−∞
e−w
2 Ft(w)
d√
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
dw
+
∫ S(t)
0
e−w
2 Ft(w)
d√
w2 + 2
√
2(−λ + ε2)(R(t)− ε1t)
dw = (III)1 + (III)2.
By (A.16) and the change of variables (w = −v), we obtain as t→∞,
(III)1 ≍ 1
(R(t)− ε1t)d
∫ ∞
0
e−v
2
(
v2 + 2
√
2(−λ+ ε2)(R(t)− ε1t)
)(d−1)/2
dv
≍ c4(ε1)
(R(t)− ε1t)(d+1)/2 .
Since there exist c(ε1) > 0 and c
′(ε1) > 0 such that for all sufficiently large t > 0,
c(ε1)
√
t ≤ w +
√
w2 + 2
√
2(−λ+ ε2)(R(t)− ε1t) ≤ c′(ε1)
√
t (0 ≤ w ≤ S(t))
and S(t)→∞ as t→∞, we also have
(III)2 ≍ c5(ε1)
(R(t)− ε1t)(d+1)/2 (t→∞),
that is,
(III) ≍ c6(ε1)
(R(t)− ε1t)(d+1)/2 (t→∞). (A.18)
We thus get (A.13) by (A.14), (A.15), (A.17) and (A.18).
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