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Abstract
Background: Clinical trials are the primary mechanism for advancing clinical care and evidenced-based practice,
yet challenges with the recruitment of participants for such trials are widely recognized as a major barrier to these
types of studies. Data warehouses (DW) store large amounts of heterogenous clinical data that can be used to
enhance recruitment practices, but multiple challenges exist when using a data warehouse for such activities, due
to the manner of collection, management, integration, analysis, and dissemination of the data. A critical step in
leveraging the DW for recruitment purposes is being able to match trial eligibility criteria to discrete and semi-
structured data types in the data warehouse, though trial eligibility criteria tend to be written without concern for
their computability. We present the multi-modal evaluation of a web-based tool that can be used for pre-screening
patients for clinical trial eligibility and assess the ability of this tool to be practically used for clinical research pre-
screening and recruitment.
Methods: The study used a validation study, usability testing, and a heuristic evaluation to evaluate and
characterize the operational characteristics of the software as well as human factors affecting its use.
Results: Clinical trials from the Division of Cardiology and the Department of Family Medicine were used for this
multi-modal evaluation, which included a validation study, usability study, and a heuristic evaluation. From the
results of the validation study, the software demonstrated a positive predictive value (PPV) of 54.12% and 0.7%,
respectively, and a negative predictive value (NPV) of 73.3% and 87.5%, respectively, for two types of clinical trials.
Heuristic principles concerning error prevention and documentation were characterized as the major usability issues
during the heuristic evaluation.
Conclusions: This software is intended to provide an initial list of eligible patients to a clinical study coordinators,
which provides a starting point for further eligibility screening by the coordinator. Because this software has a high
“rule in” ability, meaning that it is able to remove patients who are not eligible for the study, the use of an
automated tool built to leverage an existing enterprise DW can be beneficial to determining eligibility and
facilitating clinical trial recruitment through pre-screening. While the results of this study are promising, further
refinement and study of this and related approaches to automated eligibility screening, including comparison to
other approaches and stakeholder perceptions, are needed and future studies are planned to address these needs.
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Background
Clinical trials represent a primary mechanism of advan-
cing clinical care and evidence base practice, and as such,
are a major area of emphasis for academic health centers
(AHC), [1-8]. Challenges with the recruitment of partici-
pants for such trials are widely recognized as a major bar-
rier to the timely and efficacious conduct of these types of
studies. Ideally, recruitment methods would be able to
optimize both the type and number of eligible partici-
pants, while also keeping time and monetary expenses at a
minimum, [9]. Often, clinical investigators and research
staff rely on manual chart reviews to identify potential
participants, which is both costly in time and money. If
the number of charts to be reviewed by research staff
could be reduced through a pre-screening method, there
is great potential to facilitate improvements to the clinical
trial recruitment process. While many informatics
approaches to supporting participant recruitment have
been described in the literature, [3,10-14], often labeled as
cohort identification or participant recruitment tools, the
satisfaction of such information needs remains an open
area of research, [6,15,16].
Several types of informatics tools and approaches have
been developed and evaluated to address the problem of
ineffective clinical trial recruitment. These approaches
include techniques that leverage electronic health
records (EHRs) to identify potential participants in real-
time and trigger alerts at the point-of-care during a
physician-patient interaction to facilitate recruitment,
[2-7]. Another category of tools involves pre-screening
patients for potential trial eligibility prior to a clinical
encounter in order to facilitate subsequent contact and
manual eligibility assessments by the research team.
Both classes of methodologies leverage data from sys-
tems such as EHRs and data warehouses (DW); the lat-
ter of which is the focus of this paper.
The Ohio State University Medical Center (OSUMC)
operates an enterprise data warehouse (DW) termed the
Information Warehouse (IW). The structure of the IW
is typical of that of most DWs as it houses multiple het-
erogeneous forms of data, including clinical data col-
lected and stored through EHR systems, as well as
billing and administrative data, structured using a modi-
fied “snowflake” schema, [17-20]. The IW also includes
systems that enable data queries from multiple users in-
cluding clinicians, researchers, and administrators.
Among the increasingly important uses for DWs like
the IW, is the ability to perform clinical trial cohort dis-
covery as well as other data mining and analysis activities
intended to facilitate clinical and translational research
goals, [21-24]. However, numerous challenges exist when
using a DW for activities like cohort discovery, including
the manner of collection, management, integration, ana-
lysis, and dissemination of the data contained within the
DW structure, [6,21-26]. A critical early step in leveraging
the DW for recruitment purposes is being able to match
trial eligibility criteria to discrete and semi-structured data
types (i.e., diagnoses, diagnostic laboratory values, clinical
characteristics, procedures, etc.) in the DW. Unfortu-
nately, trial eligibility criteria tend to be written without
concern for their computability, thus limiting their ability
to be operationalized using rule-engines or database query
languages in or in order to satisfy the logical conditions
defined by the criteria in an automated manner. Of note,
and reflective of this challenge, there is a paucity of litera-
ture describing effective approaches to the preceding
problem, [27-33].
To address these existing knowledge and performance
gaps, we have developed and designed a prototype co-
hort discovery tool, ASAP (Advanced Screening for Ac-
tive Protocols), to support eligibility screening against an
existing DW (i.e. the OSU IW). Building upon this over-
all motivation, in the following sections we will briefly
describe the design of the ASAP tool, as well as the
objectives of the study being reported upon in this
manuscript. We present the multi-modal evaluation of
the ASAP tool and assess the ability of this tool to be
practically used for clinical research pre-screening and
recruitment.
ASAP (advanced screening for active protocols)
Researchers and staff from The Ohio State University De-
partment of Biomedical Informatics (OSU-BMI) and The
Ohio State University Medical Center (OSUMC) IW team
developed a tool designed to identify and pre-screen
patients prior to clinical encounters for the express pur-
pose of clinical trial eligibility assessment. The tool, known
as ASAP (Advanced Screening for Active Protocols) is a
software solution intended to identify potential partici-
pants for clinical trials based on both discrete and semi-
structured clinical data in the IW. A major feature of this
tool, which differentiates it from other previously reported
clinical trials participant screening platforms, is the ability
to express and reason upon incomplete or ambiguous data
sets, [34,35] Figure 1.
A critical aspect of the design of ASAP was an analysis
of prototypical clinical trial eligibility criteria from mul-
tiple disease domains in order to identify common query
patterns that can be mapped to reoccurring eligibility cri-
teria types. These patterns were used as the basis for
developing the ASAP’s query engine, and a full description
of this contributing study and design process is provided
in our prior reports concerning the described platform,
[34]. In its prototypical deployment, ASAP’s user interface
model allows research staff to log onto the tool, select the
appropriate templates and fill in the data as applicable to
the specific clinical trial, screen for patients, and have a
listing returned of patients that met the specified criteria.
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The result set of an executed eligibility checklist includes
demographics, encounter scheduling information and
details concerning the criteria met by patients who may
be eligible for enrollment in the indicated trial. In
addition, links are available to directly view source data
used during the matching process, such as laboratory
values or tagged text reports. Using this to score and strat-
ify potential participants, research staff can heuristically
select patients with missing or incomplete data, and per-
form additional screening interviews to determine their
final eligibility status. This type of electronic screening
process and heuristic “prioritization” of potential trial par-




The quantitative results were generated in this study by
comparing the number of eligible patients found by the
study coordinators using the existing research workflow
model (“Gold Standard”) to the number of eligible
patients identified by the ASAP tool. These results are
grouped by the study type, due to the similarity in the
screening criteria, and can be found in Table 1. The sen-
sitivity indicates that ASAP has a sub-optimal ability to
rule out ineligible patients, but does demonstrate a func-
tional ability to rule in patients that may be eligible for a
clinical trial.
Heuristic evaluation
The average rating of each heuristic from the heuristic
evaluation is displayed in Figure 2 and also given in
Figure 1 Screen shot of ASAP tool. ASAP is an online tool that can be used for prescreening patients for clinical trial eligibility.
Table 1 Validation study results
CHF Trials FM Trials
Sensitivity 0.339 0.430
Specificity 0.684 0.801
Positive Predictive Value (PPV) 54.12% 0.7%
Negative Predictive Value (NPV) 73.3% 87.5%
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Table 2 with the classification of the severity of the aver-
age rating. The heuristics associated with helping users
recognize, diagnose, and recover from errors, error pre-
vention, and documentation had an average rating of at
least 2.75 and are thus characterized as major usability
problems. Heuristics associated with the visibility of sys-
tem status, match between system and real world, user
control and freedom, consistency and standards, and
system flexibility had average scores between 1.5 and
2.75, indicating minor usability problems. The heuristics
associated with recognition and recall and minimalist
design were characterized as cosmetic usability issues, as
the average score was below 1.5.
All items within the heuristic checklist were evaluated
for classification in the Human Centered Distributed In-
formation model (HCDIM) and those proportions are also
listed in Table 2. The three heuristics that were rated as
major usability problems (5, 6, and 10) are primarily com-
prised of items that captured the elements Task Analysis
and Representational Analysis. A small proportion of the
items associated with the Help and Documentation heur-
istic were considered to be a part of Functional Analysis.
Based on the HCDIM classifications shown in Table 2, it
was expected that the major usability problems encoun-
tered by end users would be related to elements within
Task and Representation analysis. These HCDIM analysis
types indicated that the software either did not match the
natural task sequence of the user or the information was
not represented in a clear and concise way to the user.
The expert comments that are shown in Table 3 indicate
that the software did not prevent users from making
errors nor did it provide feedback to the user when errors
were made. This, in conjunction with the lack of help
documentation within the ASAP system, makes it difficult
for users to understand the task sequence that is necessary
to use the system.
Usability testing
When asked to perform the set of tasks for the usability
testing, the users were generally successful at creating
the specified eligibility criteria in under two minutes, in-
cluding searching for the required codes in order to
complete the criteria and entering all pertinent eligibility
information. The completion time for each task varied,
as show in Figures 3 and 4.
There were several common places where users made
errors, which impacted the overall screening process or
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Figure 2 Average rating of each heuristic principle. The average
expert rating of each heuristic principle from the heuristic
evaluation.
Table 2 Heuristic evaluation results




1. Visibility of System Status 62.0 34.4 3.4 2.66 Minor
2. Match Between System and Real World 66.6 33.3 0 2.66 Minor
3. User Control and Freedom 4.3 65.2 30.4 2.25 Minor
4. Consistency and Standards 92.1 5.8 1.9 2.0 Minor
5. Help Users Recognize, Diagnose, and Recover From Errors 61.9 38.0 0 3.0 Major
6. Error Prevention 13.3 86.7 0 2.75 Major
7. Recognition Rather Than Recall 95.0 5.0 0 1.25 Cosmetic
8. Flexibility and Ease of Use 0 47.3 43.7 2 Minor
9. Aesthetic and Minimalist Design 100 0 0 1 Cosmetic
10. Help and Documentation 17.3 69.5 13.0 3.5 Major
Results from the heuristic evaluation, including the average rating for each heuristic principle, the proportion of HDCIM items within each heuristic, and the
overall rating of the usability for each heuristic.
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 Did not select appropriate logical reasoning from
pull-down menu when selecting multiple ICD-9
codes for a diagnosis (e.g., users did not select “is
any of” from the menu and left the choice at the
default “is exactly”).
 Did not indicate that the ICD-9 codes should
represent a primary diagnosis.
 Did not search through multiple pages of results to
select the appropriate laboratory or diagnosis codes
Figure 5.
There were several places where users encountered
general usability problems, which were considered sys-
tem errors. System errors were defined as elements of
the system that prevented a user from being able to
complete a task and included:
 Pull-down menus did not display correctly.
 Calendars did not display correctly.
 Search results varied with synonyms.
 Wording of commands and instructions was
unclear.
The calendars had similar issues with display. The user
was required to select a date from the calendar to add
temporal constraints to the criteria. However, the calen-
dars were not displayed in their entirety and enlarging
the size of the window did not satisfy the problem
Figure 6.
The search results returned would vary depending on
the words entered for the search term (e.g., ‘Tylenol’ ver-
sus ‘acetaminophen’ would return different results),
which led to inconsistencies in the screening process.
Additionally, the wording of some of the logic choices
was unclear (‘more than’ versus ‘at least’ for setting lim-
its on laboratory values), which led to confusion and
frustration for the user.
The types of issues that the users encountered were
consistent with the task and representational analysis defi-
nitions of the HCDIM framework and with the
Table 3 Select comments from heuristic evaluation
Heuristic Principle Expert Comments
5. Help Users Recognize, Diagnose,
and Recover From Errors.
“No error messages. I do not know why I can’t retrieve any patients.”“Doesn’t seem to do error checking.”“The
system doesn’t help users recognize errors.”“In the Pharmacy Order Code lookup menu, the system displays
one record when you enter ‘tylenol’ whereas it shows multiple records when you type in ‘acetaminophen’.
Does this mean the user has to use a generic name instead of a brand name for lookup?”“The system doesn’t
do error checking or provide feedback.”
6. Error Prevention “I entered age of 655 by mistake when I meant to enter 65. These kinds of errors should be prevented.”“Can’t
navigate between the main menu and the criterion menu.”“I was able to enter an age of 800.”“System
doesn’t seem to prevent errors.”
10. Help and Documentation “No help.”“There is no help function.”“If you don’t know what you are doing, then you are completely stuck!”
The expert comments from the heuristic evaluation regarding the three heuristic principles categorized as 'major usability issues’
Age Type I DM Type II DM HgA1C Screening




























Figure 3 Usability Average Task Completion Time. Average time
to completion for each task in usability testing.
Age Type I DM Type II DM HgA1C Screening
User
System


























Figure 4 Average Error Per Task. Average error frequency for
each task in the usability testing.
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predictions from the results of the heuristic evaluation.
Issues such as the search term specificity, use of logical
constraints in criteria is consistent with Task Analysis and
can be approached by further analyzing the information
flow and cognitive processes of the users in order to de-
sign a new version of the tool that meets the needs of the
Figure 5 ASAP Screenshot. Screen shot from usability testing indicating that the user did not select box for primary diagnosis for correct logical
reasoning.
Figure 6 ASAP Screenshot. Screenshot from usability testing illustrating the system errors associated with the calendar display.
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user. The issues with the display of information in the
drop-down menus and calendars is consistent with Repre-
sentational Analysis and more work can be done to deter-
mine the best display of information so that users can
interact with the system more effectively.
Despite the problems that users encountered while
using the system, the survey results indicate that the users
perceived the system to be generally easy to use and po-
tentially useful for pre-screening patients. The average rat-
ing for the ease of use of the tool was 3.6 and the average
rating for the perceived usefulness of the tool in the parti-
cipants’ clinical environments was 3.8. Users had positive
comments to ASAP, such as “very user friendly and could
be learned in a matter of minutes”, the tool “eliminates
the time needed to screen each scheduled patient indi-
vidually”, and “I like how the patient information pulls up
with the tabs, making it easy to access the information
needed”. They also identified their frustration with the
“lack of direction” the tool provides.
Discussion
ASAP was designed and implemented for use by clinical
researchers and their staff members in order to pre-
screen patients for clinical trial eligibility prior to a clin-
ical encounter. The tool is not intended to provide a
comprehensive eligibility assessment, but rather to
screen on some elements of eligibility and to provide
electronic access to records so that researchers can fur-
ther assess the eligibility of a potential participant. Previ-
ous studies have indicated that there is a reduction in
the time and monetary costs of recruitment as only a
subset of charts require manual review after pre-screen-
ing, [13,36]. The results of our user survey indicate that
there is a need for and an interest in this type of pre-
screening tool.
The results of the validation study demonstrate that
ASAP has an ability to “rule in” patients that may be eli-
gible for a study based on an initial set of criteria, based
on the specificity the NPV values. The tool does not ap-
pear to have an equal ability to “rule out” patients that are
otherwise ineligible for the study, based on the sensitivity
and PPV values. Since this tool is considered a pre-
screening tool, as opposed to a decision tool, and meant
to provide a preliminary eligibility for study coordinators,
ASAP does demonstrate functional ability for screening,
based on a previous validation studies of the prediction
tool, [37]. The tool presents an initial list of candidates for
a clinical trial and it is expected that study coordinators
would continue to screen patients for additional study cri-
teria, thus false positives would be removed during that
screening mechanism. While further refinement of this
tool is necessary to achieve better operational characteris-
tics to characterize it as a replacement to human
screening, the results of this validation study are promis-
ing for the intended use of ASAP.
It is possible that the structure of the data in the IW
may have an impact on the results of the validation
study, and thus the operational characteristics of the
tool. In order for data to be reliably used and queried
from a large, heterogeneous data warehouse structure, it
is important that the data are stored in a retrievable for-
mat and are stored and shared across multiple programs,
[38], and the information can be integrated from mul-
tiple sources, [39]. One example of a key criterion that
could not be directly and reliably accounted for by the
ASAP tool was Ejection Fraction (EF) in the heart failure
trials. Though considered one of the most important eli-
gibility criteria, EF values were problematic as they can
be reported in multiple types of radiologic reports and
often as free text. As a result, ICD-9 codes were used in-
stead as a surrogate for EF in this application of ASAP.
These surrogates were clearly not optimal, as the codes
lack the granularity necessary to classify patients for
physical symptoms and findings. A previous study
demonstrated that using ICD-9 codes for screening is
not accurate, as the lack of granularity leads to inaccur-
acy in the identification of diseases, [40]. The use of
ICD-9 code surrogates represents one example of key
criteria that would certainly create a pool of false- nega-
tive results in the ASAP output if not remedied. For
tools like ASAP to be useful, they must reliably account
for such factors to minimize false negatives. Results of a
study by Li et al. suggest that, based on a comparison of
NLP and ICD-9 codes used to identify patient eligibility,
a combination of structured information, such as ICD-9
codes, and unstructured information, such as clinical
narratives, would be useful for identifying eligibility cri-
teria, [41]. The findings from this study ultimately pro-
vide evidence that a more consistent approach towards
structured data collection in the EHR is needed. By in-
creasing the structure of recorded data, it would allow
for a high potential utility in terms of screening patients
for trial eligibility, observational studies, and other clin-
ical research data needs.
It is important to note, relative to the preceding limita-
tions concerning the tight coupling of ASAP with the
data structures of the OSUWMC IW, that a future dir-
ection for the development and evaluation of ASAP can
and should focus on its efficacy and utility in more het-
erogeneous data sharing and re-use environments. For
example, the ASAP presentation model and underlying
logical controller layers could be easily adapated to con-
sume and reason upon distributed data sets exposed via
service oriented architectures such as caGrid [42] or
TRIAD [43]. Similarly, these same components could
also be coupled with alternative data warehousing plat-
forms, such as the highly-denormalized constructs that
Pressler et al. BMC Medical Informatics and Decision Making 2012, 12:47 Page 7 of 11
http://www.biomedcentral.com/1472-6947/12/47
underly common, open-source data warehouses such as
i2b2 [44]. We intend to pursue the verification and val-
idation of such scenarios as part of future ASAP re-
search and development efforts.
As the quality and granularity of data improves, the
usability and quality of data outputs will also improve,
[45]. Improvements could include increasing the quality
of metadata and including other data description ele-
ments such as supporting measurement practice infor-
mation and possible confounders, [39]. Granularity
could also be improved by encoding high priority
discrete variables for not just billing purposes, but to
classify patients for phenotypic properties. Additionally,
improving the sophistication of the database queries
could lead to better results. Weng et al. has recently
published a study that identified three aspects essential
to the construction of database queries for eligibility,
[33], which can be used to inform future development of
the data structures in the DW and allow for better sec-
ondary use of clinical data.
The results of the usability testing and the heuristic
evaluation do indicate that there are some areas that
should be addressed in order to make this pre-screening
tool more efficient and easy to use for pre-screening
patients for clinical trial eligibility. One of the biggest
efforts this tool should focus on is the creation of a
“help” feature and comprehensive user documentation.
There was a recognized need for this function by both
experts and users. Additional work should also be done
to make the labeling of interface components better
defined for some of the delimiters when creating the eli-
gibility criteria in the tool. The findings from the usabil-
ity study are important as, to our knowledge, no
literature exists regarding the human factors that predis-
pose or enable end users to adopt a system or tool.
In addition, we recognize that this study does have
limitations. One relates to the inability to allow the study
coordinators to use the tool in real-time. The weekly
reports that were sent to the study coordinators may
lead to some patients being missed and may change the
results. In addition, this initial study did not include an
evaluation of the perceptions of investigators and re-
search staff related to the tool or an examination of how
it might be used in other real-world settings as an ad-
junct to other tools; such studies are planned. We also
recognize that the sample size relative to the usability
study and the heuristic evaluation is small.
Finally, only four clinical trials were used in this initial
evaluation and the findings in this study may not be able
to be generalized beyond the domains studied. Ashburn
et al. has shown that recruitment is generally better in
the elderly population when done through the general
practitioner, [46] and would be best suited for an auto-
mated alert to the physician. Embi et al. have shown that
electronic alerts are able to increase clinical trial recruit-
ment [2]. However, Grundmeir et al. demonstrated that
the use of on-site research staff generally lead to recruit-
ment of more subjects for a trial than physician alerts,
[47]. The published literature demonstrates both chal-
lenges and benefits associated with both types of
approaches to trial recruitment, indicating that a com-
bined model should be considered.
While these findings clearly demonstrate that the
ASAP tool does not yet perform as well as the “Gold
Standard” of the human screening workflow, this study
does demonstrate that the software does have promise.
With further study and development, coupled with
improved fidelity and granularity of data within the IW,
it may be possible to increase the sensitivity and specifi-
city of the software and to use this tool as one possible
means of increasing the clinical trial recruitment rates.
In order to accomplish this, future studies will seek to
identify the areas where the structure of the data pre-
vents the queries from capturing eligibility information.
Conclusions
The use of an automated tool built to leverage an exist-
ing enterprise DW can be beneficial to determining eli-
gibility and facilitating clinical trial recruitment. While
the results of this study are promising, further refine-
ment and study of this and related approaches to auto-
mated eligibility screening, including comparison to
other approaches and stakeholder perceptions, are
needed and future studies are planned to address these
needs. This should include further development of the
tool to prevent common user errors and issues reported
in this study as well as the creation of a ‘help’ feature
and comprehensive user documentation. Additionally,
further studies are currently examining how the source
and the structure of the data within the IW affect the
ability of the generalized queries to capture patient in-
formation and use it for screening. In summary, ASAP
appears to be a promising tool, which can be used to as-
sist in the pre-screening of patients based on an initial
set of eligibility criteria.
Methods
In order to address our objective, our study includes
three components: a validation study, heuristic evalua-
tions, and usability testing. This study was reviewed and
approved by Ohio State’s Institutional Review Board and
is subject to ongoing review.
Validation study
We conducted an initial evaluation of the ASAP plat-
form using a participatory evaluation design, [48] ap-
proach and an assessment of the tool’s sensitivity and
specificity. Four clinical study coordinators, two from
Pressler et al. BMC Medical Informatics and Decision Making 2012, 12:47 Page 8 of 11
http://www.biomedcentral.com/1472-6947/12/47
each group (Chronic Heart Failure (CHF) and Family
Medicine (FM)) at OSUMC, were recruited for partici-
pation in the study.
Four trials in total were selected for evaluation with
each group selecting two trials for the study. A subset of
the eligibility criteria for each trial was selected and is
summarized below in Table 4. The subset was chosen by
the study coordinators with the pre-defined goal of iden-
tifying and utilizing general eligibility criteria that would
be sufficient in identifying sets of potential trial partici-
pants. ASAP was specifically targeted, using these cri-
teria, to screen for patients who were visiting certain
clinics and/or physicians as dictated by the clinical trial
protocol, thus providing an additional criterion in the
identification and pre-screening of potential participants.
From this initial subset of appropriate and sufficient
criteria, the study investigators and participating study
coordinators evaluated the degree to which we could
map the elements to those available for querying in the
IW using ASAP. Based on that assessment, we refined
the eligibility criteria that could be reliably queried by
ASAP. The resultant list of criteria for the trials is also
shown in Table 4.
Once the criteria selection process was completed, the
ASAP tool was put into production using the previously
defined criteria. During the four-week period, the study
coordinators received an automated screening report
generated by ASAP on a weekly basis. The study coordi-
nators would then return weekly data indicating: 1) How
many participants on the ASAP screening report were
identified through the existing research workflow; 2)
how many participants on the ASAP screening report
were not identified using the existing research workflow;
3) how many participants were identified through an
existing research workflow (manual chart review) and
were not included on the ASAP report. The data was
then condensed into contingency tables and evaluated
using summary statistics and odds ratios.
Heuristic evaluation
With no training on the system, we used subject matter
experts (n = 4) with human-computer interaction
backgrounds were asked to perform 4 tasks; including
setting criteria based on age, diagnosis, and laboratory
values. These experts have relevant research experience
and expertise in the areas of human-computer inter-
action and are published within this field. They were also
encouraged to explore other aspects of the system. Each
expert completed a heuristic evaluation based on per-
forming a set of typical tasks used to generate the pa-
tient eligibility reports. The experts completed the
evaluation using the form, [49],which is based on Niel-
son’s heuristic principles, [50]. This included definitions,
sub-questions, and an overall 5-point Likert rating scale
for each principle (from 0: no usability problem to 4: us-
ability catastrophe). Also, the Human Centered Distribu-
ted Information model (HCDIM) was used to categorize
the individual heuristic checklist items and to provide a
hypothesis about where usability problems were most
likely to occur based on the average heuristic score and
the proportional distribution of the analysis types.
HCDIM has four analysis types: user, representative,
task, and functional, [51]. The user analysis type identi-
fies characteristics of the users and was deemed not ap-
propriate for this study. The following 3 analysis types
were utilized in this study:
 Representational analysis is specific to the way
information is communicated and the information
flow for a given task.
 Task analysis is centered on system functions that
must be performed to carry out a task, the flow of
information processing between user and system,
and the organization and structure of the task.
 Functional analysis is specific to the top-level
domain structure of the system and is independent
of the implementation, [52].
The individual items within each heuristic checklist
were assigned to a category of the HCDIM, [52] by the
authors (TRP, PY). A third expert was used to resolve
discrepancies in the assignment of checklist items. The 3
selected analysis categories were calculated in relation
to each heuristic. The ratings from each completed
Table 4 Eligibility criteria
CHF Trials FM Trials
CHF Trial Criteria CHF Trial Resultant List FM Trial Criteria FM Trial Resultant List
Age≥ 21 Age≥ 21 Age≥ 18 Age≥ 18
Hospitalization with primary diagnosis of heart
failure or cardiomyopathy within the past year.
Hospitalization within the
past 12 months
Primary diagnosis of Type
II Diabetes
ICD-9 Codes for Type II Diabetes
Ejection Fraction≥ 40%&Systolic blood pressure
≥130 mmHg
ICD-9 Codes for hypertensive
heart failure
Not currently pregnant ICD-9 Codes for pregnancy within
the past 12 months





Clinical trial criteria for both the CHF trials and the FM trials and the resultant list of generalized criteria used for ASAP pre-screening for the validation study.
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evaluation were averaged in order to identify issues that
could lead to possible usability problems. The results of
the heuristic evaluation were used to create hypotheses
about the types of issues that would be encountered by
the prototypical end users in the usability test, as was exe-
cuted in the final phase of the study and described below.
Usability testing
Five clinical study coordinators from Cardiology and Fam-
ily Medicine were recruited to take part in the usability
testing of the software. Each coordinator was asked to per-
form a series of tasks typical of using the tool for generat-
ing eligibility reports, which included creating criteria
pertaining to demographic data, criteria selecting appro-
priate diagnoses and temporal restrictions regarding the
date of diagnosis, criteria describing laboratory test values
within a certain range, and establishing a date range for
when the patient will appear in the clinic (specific task
descriptions can be found in Additional file 1). Using a
think-aloud protocol, [53], all participants were recorded
using the MORAE, [54] software suite and all video
recordings were coded to provide an analysis regarding
the use of the software tool.
At the end of the usability test, a survey was given to
participants (survey can be found in Additional file 1). The
survey asked users to rate the system on a Likert scale of 1
to 5 on the ease of use and the perceived usefulness of the
tool for the user’s clinical environment. Users were also
asked if the tool would be useful for screening patients
based on their experience during the usability test.
Additional file
Additional file 1: Supplemental Material. The task list and survey
presented to the users during the usability testing portion of the study.
Abbreviations
AHC: Academic health centers; ASAP: Advanced Search for Active Protocols;
CHF: Chronic heart failure; EHR: Electronic health records; FM: Family
Medicine; DW: Data warehouse(s); HCDIM: Human Centered Distributed
Information model; IW: Information Warehouse; NPV: Negative predictive
value; OSUMC: The Ohio State University Medical Center; PPV: Positive
predictive value.
Competing interests
There are no competing interests to report.
Acknowledgements
The authors would like to acknowledge Albert Lai, Sookyung Hyun, and
Robert Rice for their expertise in this evaluation. OSU CTSA Award, NIH/NCRR
Grant #Ul1-RR025755.
Author details
1Department of Biomedical Informatics, The Ohio State University, Columbus,
OH, USA. 2Information Warehouse, The Ohio State University Medical Center,
Columbus, OH, USA.
Authors’ contributions
TP designed and carried out the evaluation study. PY assisted in the design
and analysis of the heuristic evaluation. JL and JD designed the software
presented in this manuscript and provided the data for the validation study.
PE and PP conceived the study, participated in its design and coordination,
and helped to revise the final manuscript. All authors have read and
approved the final manuscript.
Received: 19 January 2012 Accepted: 30 May 2012
Published: 30 May 2012
References
1. Campbell EG, et al: Status of clinical research in academic health centers:
views from the research leadership. JAMA 2001, 286(7):800–806.
2. Embi PJ, et al: Effect of a clinical trial alert system on physician
participation in trial recruitment. Arch Intern Med 2005, 165(19):2272–2277.
3. Embi PJ, et al.: Development of an electronic health record-based Clinical
Trial Alert system to enhance recruitment at the point of care. AMIA
Annu Symp Proc 2005: p. 231–235.
4. Embi PJ, Jain A, Harris CM: Physician perceptions of an Electronic Health
Record-based Clinical Trial Alert system: a survey of study participants.
AMIA Annu Symp Proc 2005: p. 949.
5. Embi PJ, Jain A, Harris CM: Physicians' perceptions of an electronic health
record-based clinical trial alert approach to subject recruitment: a
survey. BMC Med Inform Decis Mak 2008, 8:13.
6. Embi PJ, Payne PR: Clinical research informatics: challenges, opportunities
and definition for an emerging domain. J Am Med Inform Assoc 2009, 16
(3):316–327.
7. Embi PJ, et al.: Identifying challenges and opportunities in clinical
research informatics: analysis of a facilitated discussion at the 2006
AMIA Annual Symposium. AMIA Annu Symp Proc 2007, p. 221–225.
8. Nathan DG, Wilson JD: Clinical research and the NIH–a report card. N Engl
J Med 2003, 349(19):1860–1865.
9. Aitken L, Gallagher R, Madronio C: Principles of recruitment and retention
in clinical trials. Int J Nurs Pract 2003, 9(6):338–346.
10. Butte AJ, Weinstein DA, Kohane IS: Enrolling patients into clinical trials
faster using RealTime Recuiting. Proc AMIA Symp 2000: p. 111–115.
11. Harris PA, Lane L, Biaggioni I: Clinical research subject recruitment: the
Volunteer for Vanderbilt Research Program http://www.volunteer.mc.
vanderbilt.edu. J Am Med Inform Assoc, 2005. 12(6): p. 608–13.
12. Heinemann S, et al: A clinical trial alert tool to recruit large patient
samples and assess selection bias in general practice research. BMC Med
Res Methodol 2011, 11:16.
13. Nkoy FL, et al: Enhancing an existing clinical information system to
improve study recruitment and census gathering efficiency. AMIA Annu
Symp Proc 2009, 2009:476–480.
14. Treweek S, et al: Desktop software to identify patients eligible for
recruitment into a clinical trial: using SARMA to recruit to the ROAD
feasibility trial. Inform Prim Care 2010, 18(1):51–58.
15. Embi PJ, Kaufman SE, Payne PR: Biomedical informatics and outcomes
research: enabling knowledge-driven health care. Circulation 2009, 120
(23):2393–2399.
16. Payne PR, Embi PJ, Niland J: Foundational biomedical informatics research
in the clinical and translational science era: a call to action. J Am Med
Inform Assoc 2010, 17(6):615–616.
17. Dhaval R et al.: Implementation of a metadata architecture and
knowledge collection to support semantic interoperability in an
enterprise data warehouse. AMIA Annu Symp Proc 2008, p. 929.
18. Eaton S, et al.: Managing data quality in an existing medical data
warehouse using business intelligence technologies. AMIA Annu Symp
Proc 2008: p. 1076.
19. Kamal J, Borlawsky T, Payne PR: Development of an ontology-anchored
data warehouse meta-model. AMIA Annu Symp Proc 2007: p. 1001.
20. Kamal J, et al: Information warehouse - a comprehensive informatics
platform for business, clinical, and research applications. AMIA Annu
Symp Proc 2010, 2010:452–456.
21. Butte AJ: Medicine. The ultimate model organism. Science 2008, 320
(5874):325–327.
22. Kaiser J: U.S. budget 2009. NIH hopes for more mileage from roadmap.
Science 2008, 319(5864):716.
Pressler et al. BMC Medical Informatics and Decision Making 2012, 12:47 Page 10 of 11
http://www.biomedcentral.com/1472-6947/12/47
23. Kush RD, et al: Electronic health records, medical research, and the Tower
of Babel. N Engl J Med 2008, 358(16):1738–1740.
24. Payne PR, Embi PJ, Sen CK: Translational informatics: enabling
high-throughput research paradigms. Physiol Genomics 2009, 39(3):131–140.
25. Chung TK, Kukafka R, Johnson SB: Reengineering clinical research with
informatics. J Investig Med 2006, 54(6):327–333.
26. Sung NS, et al: Central challenges facing the national clinical research
enterprise. JAMA 2003, 289(10):1278–1287.
27. Luo Z, Yetisgen-Yildiz M, Weng C: Dynamic categorization of clinical
research eligibility criteria by hierarchical clustering. J Biomed Inform 2011,
44(6):927–935.
28. Olasov B, Sim I: RuleEd, a web-based semantic network interface for
constructing and revising computable eligibility rules. AMIA Annu Symp
Proc, 2006: p. 1051.
29. Patel CO, Cimino JJ: Semantic query generation from eligibility criteria in
clinical trials. AMIA Annu Symp Proc 2007: p. 1070.
30. Patel CO, Weng C: ECRL: an eligibility criteria representation language
based on the UMLS Semantic Network. AMIA Annu Symp Proc 2008: p.
1084.
31. Penberthy L, et al: Automated matching software for clinical trials
eligibility: measuring efficiency and flexibility. Contemp Clin Trials 2010, 31
(3):207–217.
32. Tu SW, et al: A practical method for transforming free-text eligibility
criteria into computable criteria. J Biomed Inform 2011, 44(2):239–250.
33. Weng C, et al: Formal representation of eligibility criteria: a literature
review. J Biomed Inform 2010, 43(3):451–467.
34. Borlawsky T, Payne PR: Evaluating an NLP-based approach to modeling
computable clinical trial eligibility criteria. AMIA Annu Symp Proc 2007:
p. 878.
35. Ding J, et al.: The design of a pre-encounter clinical trial screening tool:
ASAP. AMIA Annu Symp Proc 2008: p. 931.
36. Thadani SR, et al: Electronic screening improves efficiency in clinical trial
recruitment. J Am Med Inform Assoc 2009, 16(6):869–873.
37. Borlawsky T, Hripcsak G: Evaluation of an automated pressure ulcer risk
assessment model. Home Health Care Manag Pract 2007, 19(4):272–284.
38. Zielstorff R: Capturing and Using Clinical Outcome Data: Implications for
Information Systems Design. JAMIA 1995, 2(3):191–196.
39. Niland JC, Rouse L, Stahl DC: An informatics blueprint for healthcare
quality information systems. J Am Med Inform Assoc 2006, 13(4):402–417.
40. Bazarian JJ, et al: Accuracy of mild traumatic brain injury case
ascertainment using ICD-9 codes. Acad Emerg Med 2006, 13(1):31–38.
41. Li L, et al.: Comparing ICD9-encoded diagnoses and NLP-processed
discharge summaries for clinical trials pre-screening: a case study. AMIA
Annu Symp Proc 2008: p. 404–8.
42. Oster S, et al: caGrid 1.0: An Enterprise Grid Infrastructure for Biomedical
Research. Journal of the American Medical Informatics Association. JAMIA
2008, 15(2):138–149.
43. TRIAD Project. [cited 2011 February 14]; Available from: http://www.
triadcommunity.org.
44. i2b2 Project. [cited 2011 February 14]; Available from: https://http://www.
i2b2.org/.
45. Braithwaite W, et al: Background Issues on Data Quality, 2006, The
Connecting for Health Common Framework.
46. Ashburn A, et al: Recruitment to a clinical trial from the databases of
specialists in Parkinson's disease. Parkinsonism Relat Disord 2007, 13(1):35–39.
47. Grundmeier RW, Swietlik M, Bell LM: Research subject enrollment by
primary care pediatricians using an electronic health record. AMIA Annu
Symp Proc 2007: p. 289–93.
48. JaLE C: The case for participatory evaluation. Educational Evaluation and
Policy Analysis 1992, 14(4):397–418.
49. Pierotti D: Heuristic evaluation: a system checklist, 1995: http://www.stcsig.
org/usability/topics/articles/he-checklist.html.
50. Nielson MRaJ: Improving a human-computer dialouge. Commun ACM
1990, 33(3):338–348.
51. Zhang J, et al: Designing human centered distributed information
systems. IEEE Intell Syst 2002, 17(5):42–47.
52. Rinkus S, et al: Human-centered design of a distributed knowledge
management system. J Biomed Inform 2005, 38(1):4–17.
53. Aitken LM, Mardegan KJ: "Thinking aloud": data collection in the natural
setting. West J Nurs Res 2000, 22(7):841–853.
54. in MORAE, TechSmith. [http://www.techsmith.com/morae]
doi:10.1186/1472-6947-12-47
Cite this article as: Pressler et al.: Computational challenges and human
factors influencing the design and use of clinical research participant
eligibility pre-screening tools. BMC Medical Informatics and Decision
Making 2012 12:47.
Submit your next manuscript to BioMed Central
and take full advantage of: 
• Convenient online submission
• Thorough peer review
• No space constraints or color ﬁgure charges
• Immediate publication on acceptance
• Inclusion in PubMed, CAS, Scopus and Google Scholar
• Research which is freely available for redistribution
Submit your manuscript at 
www.biomedcentral.com/submit
Pressler et al. BMC Medical Informatics and Decision Making 2012, 12:47 Page 11 of 11
http://www.biomedcentral.com/1472-6947/12/47
