Ilan University in Taiwan to analyze textual opinions found in teaching evaluation questionnaires and applied the analysis results to assisting the selection of outstanding teaching faculty members. The selection of outstanding teachers requires that selection committee members spend a large amount of time reviewing written data. Therefore, this paper develops a set of systems for the analysis of textual opinions in teaching evaluation questionnaires, providing reference materials for the selection committee. The teaching evaluation questionnaire is a form of educational data. This paper analyzes these data using educational data mining. In text mining, text sentiment analysis is a common textual data quantification method that can analyze the sentiment tendency of a text author. This paper uses a text sentiment analysis to quantify the students' textual opinions and to provide the selection committee with the sentiment tendency of students' comments on teaching faculty members. We analyze text sentiment separately for different classifiers by using the Chinese text sentiment analysis kit SnowNLP. We compare the efficacy of classifiers that do not take time series factors into consideration (naïve Bayes and fully connected neural network) to those that do [recurrent neural network (RNN), long short-term memory (LSTM) RNN, and attention RNN]. We found that classifiers that consider time series factors are more effective at analyzing text sentiment. Furthermore, adding LSTM cells and an attention mechanism to a traditional RNN classifier effectively improved its efficacy on long-sequence tasks. As a result, we chose the attention LSTM classifier-with a positive sentiment recognition rate of 97% and a negative sentiments recognition rate of 87%-as our preferred text sentiment classifier. Finally, we set up an analytics server that will be modularized to facilitate its integration into the systems of different schools.
I. INTRODUCTION
With the vigorous development of computers and the Internet, the speed of information generation has been rapidly increasing. In recent years, various types of data have become important assets to public sector or enterprises. Using data mining techniques to mine messages from the past, to improve current conditions, and to predict the future are critical capabilities that let data unleash action.
For schools, educational, administrative, and related data collected in the past are important assets. Institutional Research (IR) uses exactly these assets-such as data on students' learning behavior, grades, or teaching evaluation questionnaires-to mine useful knowledge and thus provide a basis for decision-making that will enhance students' learning effectiveness and improve the management of school affairs.
The selection of outstanding teaching faculty members is an important measure that schools use to encourage faculty members to teach effectively and opt for the best teaching models. The chosen outstanding teaching faculty members are awarded and encouraged to share their effective teaching experiences. Usually, there are three stages in the selection process: department-level recommendation, college-level recommendation, and final school-level selection. During the school-level selection, committee members examine and appraise written data from the candidate's last three years of teaching evaluation questionnaires. This process often requires a lot of time and effort. Therefore, the aim of the study is to develop a decision-making support system that will reduce the time and human resources required by the selection process, and improve the quality of decisionmaking for school affairs, as shown in Figure 1 . FIGURE 1. Decision-making support system for selection of outstanding teaching faculty members.
The study was carried out in collaboration with the IR Office at NIU in Taiwan, with the aim of designing a decision-making support system for selecting outstanding teaching faculty members using the textual opinions provided in teaching evaluation questionnaires. The Chinese textual opinions of teaching evaluation questionnaires were analyzed before the selection committee conducted examinations and appraisals and our analysis results were provided to the committee as a reference.
II. LITERATURE REVIEW A. EDUCATIONAL DATA MINING (EDM)
Before we elaborate the research and development of the decision-making support system that uses the textual opinions found in teaching evaluation questionnaires, we review relevant literature in the field of education that focuses on the applications of data mining, i.e. ''Educational Data Mining'' (EDM). EDM uses statistics, machine learning, and data mining to analyze data generated within the education sector and further to capture useful knowledge that can be used to solve educational problems or improve teaching quality [2] .
Although data mining has been widely applied in various fields, the properties and data in each field are different, and the pre-processing that must be carried out is not the same. If data mining techniques were directly applied to educational data, they might not be fully applicable [3] . Thus, before educational data can be mined, it is necessary to fully understand the data, clarify the problems to be discussed and solved, and create separate pre-processing procedures for each educational institution's data format and limitations. These procedures can include identifying and filling in missing data values, cleaning up unnecessary data or transformations, etc. Subsequently, the analysis of data relationships as well as knowledge capture and application can be conducted, as shown in Figure 2 [4]. The study will conduct textual opinion analysis of teaching evaluation questionnaires according to the EDM process as recommended by Dutt et al. [4] , except the cluster method which is not temporarily needed in our textual case. We expect that the knowledge within teaching evaluation questionnaires can be captured and applied to the selection of outstanding teaching faculty members.
Text mining is also a technique used in EDM. Within text mining, text sentiment analysis is a method often used to analyze written and word-of-mouth evaluations of commodities, films, and politics [1] . The study uses these methods to conduct analyses of textual opinions found in teaching evaluation questionnaires.
B. TEXT SENTIMENT ANALYSIS
Through natural language processing, text sentiment analysis models use annotated text sentiment data for training in order to analyze the sentiment of the text's author. There are many steps involved in analyzing text sentiment, such as capturing the adjective in a sentence, enduing pre-defined sentiment weights, and determining the text sentiment with the weight magnitude with the final sum. In text sentiment analysis, it is important to consider whether there is a negator before an adjective. For example, while ''nice to eat'' and ''not nice to eat'' both contain the words ''nice to eat'', they are diametrically opposed in meaning [5] . The conditional probability relationships between words as they appear in naïve Bayes classifier statistics for this sentence sentiment are used as a basis for classification. After character capture is conducted on the text using skills like the Term FrequencyInverse Document Frequency (TF-IDF) method, classification is conducted using Support Vector Machine (SVM) and fully connected neural network classifiers [5] , [6] .
In Chinese text sentiment analysis, there are many studies that use the SnowNLP kit, which implements text sentiment analysis using the naïve Bayes classifier method [7] . For example, Chen et al. [8] used SnowNLP to conduct sentiment analysis of Weibo posts and further analyzed the distribution of public sentiments. Ouyang et al. [9] analyzed the film comments for Youku Video Network to assess the popularity of VOLUME 6, 2018 different films and Lian et al. [10] used SnowNLP to conduct sentiment analysis on text comments given to restaurants with the aim of predicting whether the restaurant would continue to survive the competition in the industry.
In recent years, due to the rapid development of deep learning technology, using deep learning to analyze text sentiment has gradually become a trend. For example, Irsoy and Cardie [11] used a Recurrent Neural Network (RNN) to conduct sentiment analysis of news reports, and their F1 score ranged from 0.6 to 0.7. Liu et al. [12] used RNN and Long Short-Term Memory (LSTM) RNN cells to conduct sentiment analysis of customer reviews of restaurants and laptops. In this study, Liu et al. found that the efficacy of RNN classification was slightly greater than that of LSTM classification. Specifically, the F1 score of restaurants comments fell between 0.79 and 0.84 whereas for notebook comments it was between 0.72 and 0.75. Marrese-Taylor et al. [13] further added the attention mechanism to RNN classification and used it on live commentary on YouTube unboxing videos. The RNN F1 scores for positive and negative sentiment analyses were both zero, whereas after adding the attention mechanism, the F1 scores were significantly improved up to 0.48 for positive sentiments and 0.16 for negative sentiments. In the aforementioned review studies, F1 score results varied greatly between different research subjects. This is because the variability of text data used in different studies differs. Given that the study uses textual opinion data from teaching evaluation questionnaireswhich have lower variability than news reports or unboxing commentary-we expect that our F1 scores will be better than that in previous studies.
Learning from the aforementioned review studies, SnowNLP and RNN are both widely applied in text sentiment analysis. The study compares the efficacy of both of these methods in text sentiment analysis of teaching evaluation questionnaires and determines which classifier should be used as the final basis for classification.
III. MATERIALS AND METHODOLOGY
In collaboration with the Office of IR at NIU, the study uses data from the final teaching evaluation questionnaires of each semester in the 2014-2016 academic years. Textual opinion data were used to create a text sentiment analysis system and apply it to support decision-making in the selection of outstanding teaching faculty members.
The teaching evaluation questionnaires contain three sections: an assessment of the faculty members' teaching, the students' self-assessment, and the students' overall review and suggestions. The first two parts are both quantitative (students provide responses on a scale from 1 to 5), whereas the review and suggestions section is qualitative (students provide written comments). The text sentiment analysis in the study focuses on the third, qualitative section. Figure 3 shows a procedure of our analysis process. The process starts with data cleaning, whereby the data is subjected to preprocessing. Then further processing and analysis are carried out depending on the specific classification method. Finally, the most suitable classification method is chosen, and the analysis results are integrated and provided as a decisionmaking reference for the selection of outstanding teaching faculty members.
A. DATA PRE-PROCESSING
In the pre-processing stage, it is necessary to clean the data to identify and fill in missing values, remove unnecessary data, and correct the data format. In order to conduct analysis on complete and clean data, this first step is indispensable in the analysis process. The next step in data pre-processing is determined based on the specific analysis objectives and methods. The complete data pre-processing steps taken in this study were as follows:
In the teaching evaluation questionnaire used in this study, writing down textual opinions in the third section was not mandatory, so there were many missing values. There were also many text comments that were not helpful for this study, such as a blank space, arbitrarily filled numbers (e.g. ''123''), or comments that did not affect the data mining results (e.g. ''no opinion'', ''not at the moment'', etc.)
In the teaching evaluation questionnaire used in this studyalthough it is the same as [9] , where a student's written opinions should be supposed to correspond to that student's grading of the class-we observed that students were more lenient when giving scores in the first two sections of the questionnaire. This means that some high-scoring questionnaires contained many textual opinions expressing negative sentiments. It was impossible to use the score threshold as a direct basis for text sentiment analysis as in the literature [9] . Therefore, in this study, 20,000 teaching evaluation questionnaires with completed textual opinions were subjected to manually annotate text sentiment as a further data pre-processing step.
3) CHINESE WORD SEGMENTATION
In Chinese text analysis, it is required to first conduct word segmentation to facilitate the effective extraction of Chinese information [14] . In Taiwan, the most commonly used word-segmentation tools are the Jieba [15] and the Chinese word-segmentation system developed by Academia Sinica. The Academia Sinica Chinese word-segmentation system provides services through a web Application Programming Interface (API), which is limited by servers' network connection situation. The Jieba kit, on the other hand, can allow download the algorithm and the word segmentation dictionary to a local machine for direct use. Therefore, this study uses Jieba for Chinese word segmentation.
B. TEXT SENTIMENT ANALYSIS
After the cleaned text opinion data were given with the meaning of ''sentiment,'' the datasets were analyzed. In the study, the naïve Bayes classifier, fully connected neural network classifier, and RNN classifier were each applied separately to the data to conduct text sentiment analysis. The text quantification and application methods for each classifier are introduced below.
1) NAÏVE BAYES CLASSIFIER
The naïve Bayes classifier is based on Bayes' Theorem, which uses conditional probability to make predictions. It counts each unique word that appears, assesses whether its textual opinion has a positive or negative conditional probability, and then uses that probability to calculate the likelihood of a new vocabulary combination's textual sentiment. This study uses the built-in text-sentiment Bayes classifier in the SnowNLP kit to analyze the textual opinions found in teaching evaluation questionnaires.
2) FULLY CONNECTED NEURAL NETWORK CLASSIFIER
The neural network classifier is a decision-making tool with a long history of development, in which a model is established by mimicking the structure of the biological nervous system that can approximate unknown functions, as shown in Figure 4 . In this study, a fully connected neural network classifier was used to conduct sentiment analysis of textual opinion data found in teaching evaluation questionnaires using the following text quantification method and structure.
a: TEXT QUANTIFICATION
This study used TF-IDF as a text quantification method in the fully connected neural network classifier. TF-IDF is a widely used text weighting technique within text mining whereby a statistical method is used to assess the importance of a single word to a textual opinion. After calculating the frequency with which a word appears in the textual opinion, and its inverse document frequency (the frequency with which it appears in the entire body of data), the two values were multiplied to produce a value for the importance level of each word.
b: FULLY CONNECTED NEURAL NETWORK STRUCTURE
We identified 7751 unique words in the teaching evaluation questionnaire textual opinions, so there were 7751 nodes in the input layer of the artificial neural network. We used two hidden layers-containing 4096 and 2048 nodes, respectively-that each used a rectified linear unit (ReLU) activation function. Because the classification target only had two types of tags-positive sentiment and negative sentiment-the output layer only had one node, and an S-type (Sigmoid) activation function was used. Finally, cross entropy was used as the cost function, and the backpropagation optimization method was used, as shown in Figure 5 . 
3) RNN CLASSIFIER AND ATTENTION MECHANISM
RNN is a type of specialized structure in the field of artificial neural networks, which can conduct modeling and analysis on time-series data. In the input layer of traditional artificial neural network, the time sequence of data is not taken into consideration, and its sequence correlation is ignored. But in the real world, the time sequence of data contains a VOLUME 6, 2018 very important message. For example, in an article, if the sequence in which words appear is changed, the meaning of an expression may completely change. In a film, the sequence in which the images appear will also affect the plot of the film. Therefore, it is necessary to consider time series information [16] . Figure 6 shows a schematic diagram of RNN connecting multiple neural networks in a transverse series wherein x t − 1 to x t + 1 are input vectors for time from t−1 to t+1, y t − 1 to y t + 1 are output vectors for time from t−1 to t+1, and state t−2 to state t+1 are state propagation vectors for time from t−2 to t+1. These vectors are the core of RNN realizing timing information propagation. But if the chain of transverse series is too long, conducting RNN back-propagation training will not have sufficient influence on the rear output because the rearmost output is too far away from the front input. This means that there is an excessive number of differentiations and the differential value approaches zero [17] . Therefore, the idea of long short-term memory (LSTM) was proposed. In LSTM RNN, gates are added to control which messages should be retained, which should be forgotten, and which should be updated, etc. [18] . This allows identification of whether each input will have an influence in determining whether to open the channel, elimination of less influential inputs, and ultimately shortening the differential distance between the input and the final output, which can effectively avoid the phenomenon of the differential value approaching zero. A schematic diagram of the detailed data flow is shown in Figure 7 .
The RNN text quantification methods and RNN structure used in this study are as follows:
a: TEXT QUANTIFICATION
The text quantification method used in this study is a type of commonly used transformation model for deep learning text vectors: the Skip-gram. Skip-gram models conducts word vector transformation in a very straightforward way: after the word vector of each word has been randomly initialized, the word to be trained in the sentence is inputted so as to correspond to its word vector. For classification, the word is directly connected to the output layer by means of an artificial neural network. The classification is based on the words on either side of the input word in the sentence [20] , as shown in Figure 8 . If we take ''A dog doesn't bark at a parked car'' as an example, if we are training the word vector for ''bark'', after ''bark'' is transformed using one-hot encoding and is inserted into the input layer corresponding to its word vector, then the two words closest to ''bark'' on either side-''dog'', ''doesn't'', at'', and ''a''-are used as the classification targets for optimization training, as shown in Figure 9 . When the training is stable, the output layer is removed, which is the result of the Skip-gram transforming words into vectors. For word vector transformation, the study used both the teaching evaluation questionnaire textual opinions and the built-in corpus in SnowNLP as the text data in order to increase connectivity between words. The corpus was taken from the comments found on shopping websites, which are by nature close to the teaching evaluation questionnaire textual opinions. The final vector dimension was 1024.
b: RNN STRUCTURE
After counting each textual opinion of teaching evaluation questionnaire, the histogram distribution for the length of textual opinions found that textual opinions equal to and less than fifty units accounted for 96% of all data (see Figure 10) . Therefore, we set the RNN length at 50 units. To improve RNN performance, we used a multi-layered RNN as the main network body. After inputting the word vectors in the input layer, they passed through a hidden layer with a size of 1024, and a ReLU activation function. The word vectors were then inputted into RNN cells with 1024 units. Also, because the goal of text sentiment analysis is classification, our output layer had one node. After the final RNN cell output was connected to the output layer, a sigmoid activation function was used to conduct sentiment classification. Finally, cross entropy was used as the cost function and the back-propagation optimization method was used. We designed traditional RNN and LSTM frameworks separately and compared the differences between the two as well as the pros and cons of each classifier. The structure of our RNN is shown in Figure 11 .
c: ATTENTION RNN
The attention mechanism is currently a very popular technology used in chatbots and machine translation systems that is usually added at the end of RNN. The purpose of the attention mechanism is to learn where the ''focus'' should be placed within the timing data apart from its time sequence for improved efficacy. In text sentiment analysis-using the phrase ''the teacher is earnest in class and the content of lectures is plain and easy to understand'' as an examplewhen an attention mechanism is applied, greater focus or emphasis would be placed on ''earnest'' and ''plain and easy to understand.'' This would increase the influence of these words in the text sentiment analysis process. In the study, we used the Luong Attention mechanism proposed by Luong et al. [21] in combination with our original RNN framework to conduct text sentiment analysis. We compared the difference in classification efficacy before and after the addition of the attention mechanism.
In the RNN with the attention mechanism, after only one set of RNN cells are added at the end, and an attention layer is added, it would enter using the sigmoid activation function on the output layer to conduct text sentiment classification. The cross entropy cost function was also used, as shown in Figure 12 .
IV. RESULTS AND DISCUSSIONS
In the study, after 20,000 textual opinions from teaching evaluation questionnaires were subjected to manual annotation, we found that statistically, the relative proportions of positive-, negative-, and neutral statement labels is about 5:2:8. As shown in Figure 13 , the proportion of students who made neutral comments exceeds the sum of those who made both positive and negative sentiments, and the number of comments containing positive sentiments is 2.5 times the number of negative sentiments. Because of this result, there is much more training data for positive sentiments than for negative sentiments, which may lead to a classification tendency in the final classifier towards positive sentiments.
We used 80% of the positive and negative sentiments as training data and the remaining 20% were used as the basis for validating different classifier efficacies.
A. TEXT SENTIMENT ANALYSIS RESULTS
Each classifier was trained 30 times, and the average results are shown in Table 1 . The influence of the time series factor, the attention mechanism, LSTM cells, and differences in quantities of positive and negative sentiment data are discussed below.
1) TIME SERIES FACTOR
First, we determined whether or not the time series factor was taken into consideration in each classifier and compared the efficacy between classifiers that do not take the time factor into consideration (naïve Bayes classifier, fully connected neural network classifier) and those that do (RNN classifier series), as shown in Figure 14 . With the exception of the low accuracy of the RNN, which requires further discussion, the rest of the RNN series classifiers that incorporate time series factors were superior in terms of overall accuracy to the Bayes and artificial neural network classifiers. This highlights the importance of taking the time series factor into consideration.
2) ATTENTION MECHANISM
The classification efficacy of the RNN classifier is significantly lower than for the other classifiers. We inferred that this is due to the influence of series chains that are too long, as mentioned by Bengio et al. [17] . This means that during training, the classifier could not consider all of the input text, resulting in low classification efficacy.
After adding the attention mechanism, the efficacy of attention RNN is greatly improved compared to RNN. Therefore, when conducting text sentiment analysis, the attention mechanism can mitigate the problem of low efficacy caused by chains of series that are too long.
3) LSTM CELL
The LSTM RNN is comparable to attention RNN in its efficacy at expressing sentiment classification. It is inferred that the gate in charge of whether to memorize or forget has played an important role in making the LSTM cell quite effective. Therefore, LSTM cells can also be used to improve the RNN classifier.
Since LSTM cells and the attention mechanism both enhance the classification effect, we tested whether using the two mechanisms simultaneously in a composite attention-LSTM classifier would further improve classification efficacy. Figure 14 shows that the answer is yes, but the increase in efficacy is limited. We suggest this is because when the attention mechanism or LSTM are used alone, extremely high potential on feature extraction is exerted, so the complementary effect from combining the two mechanisms is not obvious.
4) DIFFERENCE IN QUANTITIES OF POSITIVE AND NEGATIVE SENTIMENT DATA
Finally, the efficacy of each classifier for positive and negative sentiment data are explored in relation to the influence of differences in the amounts of training data. Figure 15 shows F1 scores for the classification results of each classifier using both positive and negative sentiment validation data. We discovered that the expressions of all classifiers were better for positive sentiment data than for negative sentiment data. The reason can be found in the training data: because there was much more positive sentiment data than negative sentiment data, more positive data could be captured and classified by the models, while the lower quantity of negative data made it more difficult to capture enough characters to make judgement. Instead there were still concerns of overfitting. Therefore, the recognition rate for each classifier is greater for positive sentiment textual opinions than for negative sentiments.
Moreover, Figure 16 and Figure 17 show the findings of even further observations of the precision and recall of each classifier for positive and negative sentiments. For the expression of the RNN classifier with positive sentiment data, the recall is greater than the precision, whereas with negative sentiment data, the precision is much greater than the recall. This means that the predicted results of RNN tend toward positive sentiments because positive sentiment data is far more abundant than negative sentiment data. The characteristics learnt by RNN can be summed up as ''If the data is classified as a positive sentiment, better results will be obtained.'' Apart from this more obvious RNN classifier phenomenon, other classifiers are also more or less under the influence of magnitude in the amounts of the two types of data. In general, recalls of positive sentiments are greater than precisions, and precisions of negative sentiments are greater than recalls. The F1 score is the best and most stable in the attention LSTM classifier.
Finally, we used the area under curve-receiver operating characteristic (AUC-ROC) to confirm the efficacy of attention RNN, LSTM, and attention LSTM classifiers. Table 2 shows the AUC-ROC values for each classifier. After being digitized, the AUC-ROC value for attention LSTM is higher than for the other two classifiers. Combined with its high F1 score, we decided to use the attention LSTM classifier to conduct text sentiment analysis.
B. API FOR TEACHING EVALUATION ANALYSIS
The ultimate goal of this study is to provide a decisionmaking reference tool for the selection of outstanding teaching faculty members. After the textual opinions from the teaching evaluation questionnaires were initially analyzed, the results were presented to the selection committee as reference material. Ultimately, we anticipate that the process for conducting textual opinion analysis of teaching evaluation questionnaires can be modularized to facilitate integration into the systems of each school.
The selected method for modularizing the textual opinion analysis of teaching evaluation questionnaires is to design a web API and transfer the data there in Json format. When a user submits an analysis request in Json format regarding specific data-such as teachers and academic years-the request is sent to the API through the network, the server completes the analysis, and the results are returned to the user in the same Json format. The input data for the module designed in this study includes three parameters: the teaching faculty member ID, the initial academic year of analysis, and the cut-off academic year of analysis. The returned data will contain the number and proportion of positive and negative sentiment textual opinions for the teaching faculty member and the most influential written opinion statements, providing a reference for the selection committee. We designed an API test page to validate these operations. The data analysis of textual opinions from the teaching evaluation questionnaires of a certain teaching faculty member-who was teaching at NIU from the 1 st semester of the 2014 academic year to the 2 nd semester of the 2016 academic year-is taken as an example, as shown in Figure 18 . In order to protect the privacy of the person involved and the security of the system, the teaching faculty member ID and password are masked. At the top of the test page are spaces for inputting teaching faculty member ID, initial academic year for analysis, and cut-off academic year for analysis. At the bottom left is the data format actually propagating to the API, whereas at the bottom right the analysis result returned by the API appears.
The cut-off academic year of analysis was changed to the 2 nd semester of the 2015 academic year, and the API was tested again, as shown in Figure 19 . We discovered that the results analyzed by API changed slightly with this change in date. The most obvious difference were in the most influential written opinions, which are significantly different from the analysis results presented in Figure 18 . At present, the test results are normal for the operation of the API, and the analysis of textual opinions in teaching evaluation questionnaires has been conducted in accordance with the given conditions.
V. CONCLUSIONS
Using the textual opinion data found in teaching evaluation questionnaires from National Ilan University, the study successfully designed a text sentiment analysis system by using the attention LSTM classifier which had a positive sentiment recognition rate of up to 97% and a negative sentiment recognition rate of up to 87%. Our analysis process also included setting up an analysis server and modularizing it to facilitate its integration into the systems of each school.
The study compared the classification effects of the following classifiers-naïve Bayes, fully connected neural network, RNN, attention RNN, LSTM, and attention LSTM-and drew the following conclusions:
• In text sentiment analysis, considering the time series of textual data improved classifier performance. Therefore, the time series relationship is an important characteristic.
• The classification efficacy of the RNN classifier was merely 73.6%. After adding the attention mechanism and LSTM cells, classification efficacy increased to 93.2% and 93.3%, respectively, and using both together resulted in a classification efficacy up to 94.4%. Therefore, the attention mechanism and LSTM cells both effectively improve the efficacy of RNN in text sentiment analysis.
• The overall classification efficacy, F1 score, and AUC-ROC values (for both positive and negative sentiment data) of the attention LSTM classifier were the best. Therefore, this study chose the attention LSTM classifier as the classifier for the API text sentiment analysis module. In the future, we anticipate further collaborations with more schools to collect and annotate textual opinion data from teaching evaluation questionnaires. We will add further data into the training of the text sentiment analysis classifier to enhance its efficacy in classifying negative sentiment data.
