Introduction.
We are concerned with solving the simple bound constrained minimization problem minimize f (x) ( 
1.1)
xERn subject to the simple bounds 1 < x < u by a method of the trust region type. In this problem, f(x) is assumed to be sufficiently smooth, 1 and u are fixed vectors and the inequalities are taken componentwise.
Such problems arise quite naturally in a number of different circumstances. Indeed, some authors (see Gill, Murray and Wright [14] ) maintain that the variables for the vast majority of optimization problems can only be considered meaningful within specific intervals and consequently should be solved with simple bound constraints.
Many algorithms for solving (1.1) have been proposed. Early methods were of the active set variety in which a sequence of problems are solved. In these methods a subset of the variables (the active set) are fixed at bounds and the objective function minimized with respect to the remaining variables. Such algorithms typically use line searches to force convergence, and both direct (Fletcher and Jackson [10] , Gill and Murray [12] ) and iterative (O'Leary [21]) methods have been suggested for solving the linear systems which arise during each iteration. A significant drawback of such methods for large-scale problems appears to be that the active sets can only change slowly, and many iterations are necessary to correct for a bad initial choice. More recently, methods which allow a rapid change of the active set to occur have been proposed (Bertsekas [1] , Dembo and Tulowitzki [7] ); these methods perform line searches along a search direction which is 'bent' to keep the iterates within the feasible region. Although a convergence theory for such methods can be given for convex problems, it is not obvious how to adapt the theory to more general problems. Alternatively, rapid changes in the active set are possible if sufficient effort xi otherwise. For brevity we shall write P[x] = P[x, 1, u] and will refer to P[x] as the projection of x onto the feasible region.
At the kth stage of the algorithm, we suppose that we have a feasible point x(k), the gradient, g(k) , of f (x) at x(k) and a suitable symmetric approximation B(k) to the Hessian matrix of the objective function at this point. Furthermore, we require a scalar A(k) which represents a bound upon displacements around x(k) within which we believe that a second-order approximation, It is convenient to attempt to solve (2.2) in the case where we choose the infinity norm for the trust region constraint. For then the shape of the trust region is aligned with the simple bounds (see, for example, Fletcher [9] ). Thus, we replace the constraints in (2.2) by the "box" constraints (2.5) max(I X~k) _ A(k)) 1(k) < xi < U(k) -min(ui, x(k) + Aik()) for i = 1,... , n. In order to satisfy our global convergence theory, we need only find a feasible point within the trust region at which the value of the model function is no larger than its value at the Generalized Cauchy Point (GCP) (see Conn, Gould and Toint [3] ). The GCP is defined as the first local minimizer of the univariate function ( 
2.6) q(k) (t) = m(k) (P[x(k) -tg(k),I(k), u(k)]).
That is, the first local minimizer of the model function, along the piecewise linear arc defined by projecting the steepest descent direction onto the region (2.5). We note that this definition is slightly different from that given by Conn, Gould and Toint [3] , where the Generalized Cauchy Point is defined to be the first local minimizer of
m(k)(p[X(k) _ tg(k) I u])
within the true. region. The old definition forces the line minimization to cease at the first )omnt at which the trust region boundary is encountered; in our new definition, farther progress is possible along the boundary of the trust region provided that the quadratic model continues to decrease. Our existing theory covers the new definition, as the new GCP gives a lower model function value than the old GCP and the active set at the new point is no smaller than at the old point. The calculation of the GCP may be performed extremely efficiently as we shall shortly show. We note that the combinatorial part of our algorithm (the determination of which variables are to be fixed at one of their bounds during the current iteration) takes place in finding the GCP. This computation allows us to add and drop many bounds from the active set during a single iteration, if this is desirable. As we have already remarked, this is important for large-scale problems. In order to induce a fast asymptotic rate of convergence of the method, we normally require a better approximation to the minimizer of (2.2) than the GCP. Consequently, we suppose that the GCP is X(k)c and that the active set with respect to l(k) and u(k) at X(k)c is I(X(k)c,I(k) U(k)). We now apply the conjugate gradient algorithm, starting from x = X(k)c, to the problem (2.7) minimize m(k) (x), xERn with the restriction that the variables in the set I(x(k)c, I(k), u(k)) remain fixed throughout the process. Under a strict complementary slackness assumption, the strategy described above is sufficient to ensure that the set of constraints active at the solution (the correct active set) is identified after a finite number of iterations (see Conn, Gould and Toint [3] ). The convergence of the algorithm can thereafter be analyzed as that of a purely unconstrained method. The conjugate gradient algorithm is terminated at the point x if (i) the norm of the restricted gradient of the model function, that is the vector whose components are those elements of the gradient of m(k) (x) at x = x whose indices are not contained in I(x(k)c, I1(k),U(k)), is less than 77(k) for some 7(k); (ii) one or more of the unrestricted variables violates one of the bounds (2.5) (x is then the point at which the offending bound(s) is encountered); or (iii) an excessive number of iterations has been taken.
In all cases, the final point reached is the new trial point, i.e., y(k+1) = Y. The rule (i) has already been considered by Toint [29] and Steihaug [27] for unconstrained minimization algorithms and is known to be useful for large-scale computations. Rule (ii) has three purposes. The first is to provide a natural stopping rule in the event that nonpositive curvature is encountered for the model. The second is to maintain feasibility of the iterates. The last is to avoid the expense of restarting the conjugate gradient iteration when a bound is encountered.
Once the correct active set has been determined, the asymptotic rate of convergence of the method will be controlled by the accuracy to which we attempt to solve (2.7). A superlinear rate of convergence can be assured provided that (a) the ratio of the norm of the restricted gradient at the final point to that at x(k) tends to zero as the iterates approach a Kuhn-Tucker point for the problem and (b) the matrices B(k) approach the true second derivative matrix at the solution in the direction that x(k) approaches the solution (see Dembo, Eisenstat and Steihaug [6] , Dennis and Schnabel, [8] 3. The Generalized Cauchy Point. In order to find the Generalized Cauchy Point, we need to be able to determine the first local minimizer of a quadratic function along a piecewise linear arc. In this section we describe an efficient algorithm for this calculation.
We shall consider a piecewise linear arc of the form where the breakpoints 0 = to < t1 < ...< tin and the indices 0 < j, < m are well defined and may be calculated as required. We shall adopt the convention that ji = 0 if di = 0 and note that d(t) is independent of t for all t > t,. Notice that the arc
is exactly of this form, a breakpoint occurring whenever a variable reaches one of its bounds. Our method for finding the GCP is simply to consider the intervals [tj, tj+1] in order of increasing j until the one containing the GCP is located. We need only calculate tj+1 when the first j intervals have been examined and rejected. In order to calculate the GCP, we shall be concerned with the behavior of the quadratic function 5. Numerical Experiments. In order to investigate the behavior of the algorithm stated in Section 4, we have performed a substantial amount of numerical testing. We have attempted to solve forty six test problems using an assortment of methods, including existing library software for the problem and our algorithm. In testing our algorithm, we have allowed a variety of schemes for approximating second derivative information; we stress that this is the only way in which the alternative implementations of our algorithm'differ from each other. The aim is naturally to indicate that our framework is an effective one for solving relatively small problems; our belief is that these tests give some indication as to how our methods could cope with larger problems.
We start with the various implementations of our algorithm. As has been stated, we have computed the second derivative matrices B(k) in a number of different ways. We refer the reader to Gill as an example of a scheme that allows indefinite approximations to be generated and for which no effort needs be made to ensure that the growth requirement (2.10) is satisfied. Finally, we have tried the Symmetric Rank-one update, as an example of an update which allows indefinite approximations but which must be controlled so that the growth requirement (2.10) is satisfied. We choose to skip the update whenever the rank-one correction is too large. For simplicity, we have chosen to skip the update when the correction has norm larger than 108. In theory, this value, and the value 10-8 in the inequality (5.1), are arbitrary, but in practice it will almost certainly be better to chose the values to reflect problem scalings. For each of these second-derivative schemes, we solved every test problem twice. For the first run, the problem is essentially unconstrained (U) but we have taken the precaution of including the simple bounds -100.0 < xi < 100.0, 1 < i < n, to prevent an unbounded solution being found. For a few of the problems, typically those containing exponential, we have provided tighter bounds in order to prevent numerical overflow when the problem functions are evaluated notice that our framework is especially useful for imposing such safeguards. Details of these additional bounds are given in the Appendix. If x* denotes the solution obtained for problem U, the second test of the problem (C) includes the additional bounds Xt + 0.1 < xi < xt + 1.1 for all odd i.
The starting point for the constrained problem is the projection onto the feasible region, P[x(0)], of the starting point for the unconstrained problem. Details of the test problems and their solutions are given in the appendix. All computations were performed on the IBM 3084Q computer at Harwell; our code is written in Double Precision Fortran 77 (with modifications as required by WATFIV) and compiled using the WATFIV Fortran compiler. All timings reported are in seconds for time spent in the c.p.u. and appear to be correct to about one hundredth of a second. As the code is essentially a prototype for studying the effectiveness of the method, we did not feel it necessary to use a more sophisticated optimizing compiler; the timings quoted are supposed to allow comparisons of the relative merits of the schemes tested rather than trying to obtain the "best" timing for a particular scheme. The initial estimate BO0) = I was used for all of the updating schemes; the initial trust region radius was taken to be A(?) = 0.111I(O)112. We also chose ,u = 0.25, r7 = 0.75, -oo = 0.5 and -y = 2.
The results of the tests using our algorithm are given in Tables 5.1 We now consider the conclusions that can be drawn from our tests. We first compare the various versions of our algorithm and then consider our algorithm in comparison with the NAG routines.
As one might expect, the use of exact second derivatives gives uniformly and significantly better results than the other approximating schemes both in terms of the number of iterations and in terms of the overall timings. Of course, none of the problems solved has particularly complicated derivatives, and the calculation of exact second derivatives is often cheaper than performing a rank-one or rank-two update to an existing approximation. Nonetheless, we believe that the use of second derivatives in our framework is worthwhile and we recommend their use whenever they are available. The worst performance occurs on the problem DEGENSING for which the complementary slackness condition does not hold at the solution. A closer examination of the run shows that the degenerate bounds repeatedly enter and leave the active set as the solution is approached (as is to be expected). The insistence on terminating the conjugate gradient (c.g.) iteration when a previously inactive variable hits a bound slows down convergence in the presence of degenerate bounds, as it forces small steps to be taken. As stated in Section 3, the reasoning behind this termination criterion for the c.g. iteration is that for non dual degenerate problems the correct active set will eventually be found at the GCP and the c.g. iteration will thereafter be unhindered by the inactive bounds. As the c.g. scheme would have to be restarted every time a new bound is encountered (in order to restore conjugacy of the c.g. search directions) and as this could involve a lot of additional computation for large-scale problems, our termination criteria seemed reasonable. However, for this particular problem, the inactive degenerate bounds were all encountered during the first c.g. iteration, and there would be little overhead incurred in restarting the iteration under these conditions. The convergence theory of Conn, Gould and Toint [3] allows us to increase the active set in the c.g. iteration provided that it always contains those variables active in the GCP. In Table 5 .10, we indicate the improvements possible if we allow restarting within the conjugate gradient iteration for the DEGENSING (U) problem. Somewhat more surprisingly, the simplest of the updating schemes, the symmetric rank-one method, appears to perform the best compared with the other methods in our tests. The use of a trust region removes the main disadvantage of such methods in allowing a meaningful step to be taken even when the approximation is indefinite. For large problems, it is desirable to allow indefinite approximations, as the combination of symmetric secant updating, positive definiteness and preservation of the sparsity structure can lead to severe numerical difficulties (see Sorensen [26] ). Of course, such a scheme must be used with care, but the restriction (2.10) seems to provide a useful stabilizing effect-we note, moreover, that the update was almost never skipped. The use of S.R.1 for larger problems is thus quite appealing in view of its relatively good overall performance and its simplicity. We suspect that the success of the method is due in part to our observation that, in contrast to the other updating schemes, the second derivative approximations with respect to the inactive variables at the solution converged (or were very close) to their true values on almost every problem tested. Such a result has been theoretically established, under very mild conditions, for quadratic functions (see, e.g. Fletcher [9, p. 41]) and would appear to be true in general. It is noticeable that three of the poorest results, relative to the exact second derivative method, are on the problems BROYDEN1A (U), BROYDEN2A (U) and PENALTY (U) for which the second derivative approximations obtained were observed to be less accurate than normal. We believe that this is important for trust region methods, which are essentially based on being able to model the true function as accurately as possible in a larger subspace than just that given by the Newton direction; accuracy in the latter subspace is all that is really required for success in line-search algorithms. We have not tried to prove our conjecture here; we believe that such a result is likely to be rather difficult to establish and is a challenging and important open question. The fact that the minimization (2.7) is carried out inexactly may also be important in the appreciation of the performance of S.R.1.
We should mention here that Brayton and Cullum [2] have suggested the use of the rank-one formula in the context of a line-search algorithm for solving (1.1); they make use of a number of ingenious techniques for avoiding numerical difficulties in their approach [5] and provide some evidence that their method is effective. Exactly how their method compares with other line-search based techniques, such as the NAG algorithms considered here, is not reported but would be of some interest.
All of the updating methods failed on at least one problem. The method based upon the S.R.1 update failed on DEGENSING (U), but as we have already seen, this is caused by (dual) degeneracy of the solution and can be overcome (see Table  5 .10). Of the three other methods, the B.F.G.S. update appears to be the most reliable-indeed the only failure for this problem, on HOSC45, is attributable to our insistence on maintaining a positive definite approximation to a matrix which is uniformly indefinite. As has been observed in the past, the B.F.G.S. method is more robust than the D.F.P. Although B.F.G.S. performs well on some problems, the results are surprisingly disappointing in comparison with S.R.1, especially in 6. Discussion. We feel that the results indicate that our framework is a good one in which to consider solving problem (1.1), especially in view of the good theoretical properties of the methods given in our previous paper (Conn, Gould and Toint [3] ). Moreover, they indicate that updating schemes which are held in good repute for line-search based methods are not necessarily the best within a trust-region context. This was rather surprising to us and, as yet, we cannot give a complete theoretical justification for the observations. We expect such a theory will not be easy to develop but feel that the experimental evidence that trust-region algorithms do not behave at all like line-search algorithms may well be an important insight. We recommend our algorithm with exact second derivatives, if these are available; otherwise, we recommend our algorithm with a (safeguarded) symmetric rank-one approximation to these derivatives.
The issues involved in solving larger problems are more complicated. We would not, for instance, imagine storing dense matrices. Our choice of a conjugate gradient "inner iteration" does not require that we access matrices, but merely that we are able to form matrix-vector products the choice of algorithm has always had the large-scale case in mind. To this end, we envisage using the partial separability of the problem functions (see Griewank and Toint [15] ) to allow efficient storage and updating of matrices in matrix-vector product form. This approach has the further advantage that accurate approximations to the second derivatives of the element functions, normally being of low rank, are easier to obtain than for assembled matrices. As we have suggested, this is important within our algorithmic framework for good performance. Of course, it is essential to use preconditioning when attempting to solve such large problems and we are currently experimenting with a number of preconditioners. The theory given in our previous paper (Conn, Gould and Toint [3] ) has this in mind.
The final aim of this research is actually to produce effective methods for solving general nonlinear programming problems. Our intention here is to solve problems of this form by combining the nonlinear constraints, in a suitable fashion, with the objective function (for instance, an augmented Lagrangian function) and solving the resulting (sequence of) bound constrained minimization problem(s) using the methods described in this paper. We anticipate an interesting tradeoff between the accuracy required in solving the sequence of bound constrained problems and the convergence of the overall method. (?) = (3, -1,0,1,3, -1,0,1, . ... ,3, -1,0,1 1,u,0.1,0.1,...,0.1,u,0.1,0.1), where a = -9.8153D -3 (n = 20). (3, -1,0,1,3, -1,0,1, . ... ,3, -1,0,1) . -3,-1,-3,-1,-2,O,-2,,0. . .,-2,0).
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