ABSTRACT
INTRODUCTION
Remittance is the money sent by migrant workers to their home countries. It is either sent through formal and informal channels. In some countries, remittances make up a decent portion of their GDP (Mohapatra and Ratha, 2010) . Remittances play a huge role in the economy of developing countries like the Philippines for it can help alleviate poverty and create a stable cash flow and circulation in the economy.
Forecasting the OFW remittance is a necessary tool for analysing the impact of global financial crisis on the economy of developing countries. Furthermore, forecast values generated by a reliable model can be used to aid economic managers and policy makers to develop efficient plans and programs (Mohapatra and Ratha, 2010) .
The aim of this research is to develop an appropriate model that can describe and forecast the OFW remittance using the Box-Jenkins Method. Montgomery, Jennings and Kulahci (2008) , proposed the three iterative steps for Box-Jenkins forecasting method. It starts with Model Identification then followed by Model Estimation and Diagnostic Checking. An additional step called Model Evaluation is also suggested by several authors in order to assess the validity of the model. Thus, putting all these steps together, the resulting procedure is as follows:
METHODS

 Model Identification
The first thing to consider in forecasting is to determine if the series is stationary by checking if the mean and variance are stable. Two approaches can be used to check the stationarity of the series. These are by examining Autocorrelation Function (ACF) plots and by performing the Augmented Dickey Fuller (ADF) test. If the series is not stationary, transformation using one or the combination of differencing and Logarithmic Transformation can be done to achieve stationarity. Once the data is stationary, tentative or candidate models are identified using the ACF and Partial Autocorrelation Function (PACF) plots of the stationary series. Among the tentative models, the model with the least Akaike Information Criterion (AIC) value is chosen as the final model.

Model Estimation
The parameters of final model are then estimated using the combination of Conditional Sum of Squares and the method of Maximum Likelihood. The final model is considered good when the estimates of its parameters are all significant (p-value<0.05).

Diagnostic Checking
The diagnostic checking is done to assess if the model fits the data. The procedure for the diagnostic checking are as follows:
a. Plots of the Residuals of the model were analysed to determine if the model fits the data. The model is considered to have a good fit if there are no visible patterns in the residual plots.
b. The ACF and PACF plots of the residuals must be a white noise, that is, there should be no significant spikes in both the ACF and PACF plots.
c. The Ljung-Box test was used as a formal test to determine if the model is a good fit to the data (Ljung, 1978) 
Model Validation/Forecast Evaluation
Model evaluation is used to evaluate forecast accuracy of the model. The one-step ahead forecast was generated using the final model. The forecast errors are obtained by taking the difference between the 10 data points that were not part of the model building (actual values) and the one-step ahead forecasts. If there are no significant spikes in the ACF and PACF plots of the forecast errors, then it is considered a white noise. The Shapiro-Wilk test (Shapiro, 1965 ) was used to test for the normality of the forecast errors. The Mean Absolute Percentage Error (MAPE) was used to determine the accuracy of the forecast of the model (Hyndman, 2006) . The MAPE should be less than 5% so that the model is considered accurate.
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3. RESULTS The Augmented Dickey-Fuller test was used to determine if the transformed monthly OFW Remittance is stationary. Table 1 shows the result of the ADF test. The result shows that the p-value is large which means that the null hypothesis cannot be rejected. It is concluded that the transformed series is still nonstationary. The ACF plot of the transformed series also shows that the series is nonstationary. The ACF in Figure 3 is slowly decaying which is the characteristic of a nonstationary series. To achieve stationarity, first differencing is applied to the transformed series. Figure 3 . Plot of the Transformed series Figure 4 shows the plot of the differenced data. The differenced data seems to be stationary since no trend is visible.
ADF test was done to test if stationarity is now achieved since the series has already been differenced. Table 2 shows that the p-value of the ADF test for the differenced data is less than 0.05. Therefore, the null hypothesis is rejected and it is concluded that the differenced data is stationary. Figure 5 shows that the ACF of the differenced series have improved since it shows a damped sinusoidal pattern. The slowly decaying pattern is no longer present.
Figure 5. ACF and PACF of differenced series
There are several interpretations that can be drawn from the ACF and PACF of the differenced data (see Figure 5 ). For the non-seasonal aspect of the model, the spikes at lag 1 of the ACF and the PACF is considered. The spike at lag 2 of the PACF is also considered. For the seasonal part, the spikes at lag 24 of the ACF will be considered cut off while the spike at lag 12 of the PACF is also considered cut off which suggests two components of seasonal moving average or (2) and one seasonal autoregressive or (1). Table 3 (1, 1, 1) × (0, 0, 2) 12 -314.86
(2, 1, 0) × (0, 0, 2) 12 -315.01 Table 4 shows the estimated coefficient, standard error, the z-value as well as the p-value of the coefficient of the model. The p-value of the MA parameter and the AR parameter for both non-seasonal and seasonal components are significant at α=0.01. It is concluded that the parameters are significantly different from zero. To determine if the chosen model is adequate, diagnostic check was done. The residual analysis is presented in Figure   6 . From the first plot (Residual vs. Time), it is evident that there is no correlation among the residuals since the residuals
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are randomly positioned about the area of the plot. Also, there are no obvious patterns or systematic trends in the second plot (Residual vs. Fitted). The residual does not drift far away from the theoretical line as shown in the third plot (qq plot), which implies that the normality assumption has been met. 
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Ljung-Box Q* Test is conducted to formally test if the residuals are uncorrelated and the model does not exhibit lack of fit. Table 5 shows the result of the test applied to the model's residual. Since the p-value is large, the null hypothesis cannot be rejected. It is concluded that the model does not exhibit lack of fit. Model validation is done to make sure that the model performs well in forecasting. Table 6 shows the actual value, onestep ahead forecast and the forecast error for the month of January 2017 up to December 2017. Forecast error is acquired by simply subtracting the one step ahead forecast from the actual value. It is ideal that the forecast errors behave like a Gaussian white noise. The forecast errors are considered white noise if the ACF and PACF are within the upper and lower bound limits. Figure 10 shows that the ACF and PACF are both within the limits. There are no significant Furthermore, the mean absolute percentage error was found to be 4.1% which implies that the one-step ahead forecast is accurate.
Furthermore, the forecast errors should be normally distributed so that it can be considered Gaussian white noise. Table 7 shows the result of the Shapiro-Wilk test. Since the p-value is not significant at α=0.01, the null hypothesis cannot be rejected. It is concluded that the forecast error is normally distributed. The forecast errors behave like a Gaussian white noise in this case. 
CONCLUSION AND RECOMMENDATION
The following conclusions and recommendations are made as a result of the study.

Remittances of OFW in the Philippines exhibits trend and seasonal components. The peak occurs on the month of December of every year.
 Furthermore, the forecast errors should be normally distributed so that it can be considered Gaussian white noise. Table 7 
