Abstract: Airborne wind energy systems like power-generating kites promise to become a sustainable and safe alternative for today's fossil fuel based energy production. Controlling these systems is still a challenge due to the fast and highly nonlinear dynamics. A real-world prototype, which has been build at the K.U. Leuven, consists of a carousel which drives an airplane being attached at one of its arms. In the first part of this paper, we propose a nonlinear grey box model which is developed for controlling this kite carousel. In the second part, we present a code generation tool for nonlinear real-time MPC algorithms which exports plain C-code tailored to particular model dynamics. Numerical closed-loop simulations of the kite carousel show that auto-generated code allows to solve the resulting dynamic optimization problems within less than 900 microseconds.
INTRODUCTION
In the search for a sustainable and safe alternative to today's fossil fuel based energy production, renewable energy sources have received much attention. In particular solar and wind energy is looked upon as a resource large enough to satisfy all of mankind's energy needs. Of these, wind is today by far the cheapest alternative for large-scale production.
The idea of using kites for wind power generation has been previously motivated by Loyd [1980] and recently attracted great attention in the control community, see e.g. Canale et al. [ , 2010 , Diehl [2007, 2010] , Lansdorp et al. [2007] , , Ockels et al. [2006] , Williams et al. [2008] . The kite, anchored to a ground-based generator, delivers a high force on the tether while it is being unrolled; this drives the generator to produce electricity. In order to test control systems for kites, a prototype for a kite carousel has been built at the K.U. Leuven. It consists of a rotating device which drives an airplane that is attached at one of its arms as shown in Figure 1 . Unrolling the tether allows gaining altitude. This device shall later be used to start and land kites under various wind conditions. As the whole carousel construction has nonlinear dynamics while the airplane (or kite) is moving relatively fast along its orbits, controlling the system reliably is still a challenge.
In order to control systems with nonlinear dynamics, nonlinear model predictive control (NMPC) algorithms are a well-known tool, see Allgöwer and Zheng [2000] , Biegler and Rawlings [1991] . Among them, the Continuation/GM-RES method by Ohtsuka [2004] , the advanced step NMPC controller by Zavala and Biegler [2009] and the real-time iteration (RTI) scheme by Diehl [2001] , have been proven to be promising approaches for applications with high sampling rates. An overview of existing algorithms for fast nonlinear MPC algorithms can be found in Diehl et al. [2009] .
The idea to speed-up NMPC calculations by means of code generation has been introduced by Ohtsuka in form of the tool AutoGenU. It exports C-code, and uses a continuation Newton method for the optimality system. At each sampling instant one linear system has to be solved with a GMRES algorithm (see Seguchi and Ohtsuka [2003] ). Code generation has also found recent interest in the field of convex optimization (see Mattingley and Boyd [2009] ).
The advantages of code generation are at first place the efficiency of the exported plain C-code. In addition, autogenerated code can increase the reliability as all memory can be made static and conditional jumps can be mostly avoided. Finally, plain and self-contained C-code can easily be compiled on embedded hardware. In this paper, we demonstrate that optimized NMPC algorithms based on the RTI scheme -which solves one QP at each iteration allowing for multiple active set changes -can be autogenerated to yield efficient plain C-code. Such a code exported NMPC algorithm is then used to control the nonlinear kite carousel at millisecond sampling times.
We start with developing the nonlinear kite carousel model in Section 2. Section 3 briefly summarizes the real-time iteration scheme, while Section 4 introduces the newly developed software tool for code generation. In Section 5 we demonstrate the performance of the auto-generated code applied to the carousel model. Section 6 concludes.
NONLINEAR KITE MODEL
In this section, we propose a simplified but nonlinear dynamic model of an airplane which is attached to a carousel. Here, we do not concentrate on high precision models. We rather aim at developing a model which is as simple as possible and still being sufficiently accurate for control.
The arm of the carousel has the length R and rotates with a constant angular velocity Ω in a horizontal plane. The airplane is connected to the tip of the arm via a tether of constant length r. This means that the airplane can move on a sphere centered at the tip of the carousel arm. This is modeled using four differential states that are summarized in the state vector
It contains the spherical coordinates (φ, θ) of the plane as well as the associated angular velocities (φ,θ). Figure 2 shows a sketch of the carousel explaining the choice of the coordinate system.
Note that the equations of motion can be summarized as If there is no external wind, i.e. under laboratory conditions, the effective wind at the plane can in local coordinates be written as
In general the aerodynamic effects at the plane as well as its orientation are quite difficult to model as outlined in Fagiano et al. [2009] , Houska and Diehl [2010] , Diehl [2002] . However, for controlling the kite it should be enough to use a rough model which contains only the essential physical effects. In this paper, we propose to write the aerodynamic force in the form
with ρ being the density of the air, A the wing area, and ψ : R 4 × R 2 → R 2 a function which may in general depend nonlinearly on the states x ∈ R 4 and controls u ∈ R 2 . Here, we have made the assumption that the yaw, pitch, and roll rotation of the kite for changing control inputs u is fast compared to the position dynamics in (φ, θ) as the function ψ does not have a memory.
Note that many airplane models are based on grey box approaches where the aerodynamic effects at the plane are approximated by employing first or second order Taylor expansions (cf. e.g. Stevens and Lewis [1999] ). If the control reactions are small, we may employ this technique as well using an affine or even a quadratic form for ψ whose coefficients must be determined by measurements.
Motivated by the fact that the aerodynamic force F aer is mainly influenced by the sum of a lift component, which is used to pull the plane in forward direction, and a drag component, which breaks the plane in the opposite direction, we propose the following rough but simple model assumption for the function ψ:
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 with C L and C D denoting the nominal lift and drag coefficient, b a roll stabilization coefficient, and α 1 and α 2 the relative influence of the pitch control u 2 on the plane's lift-over-drag efficiency. Note that the other control variable u 1 , is assumed to adjust the roll of the plane. If we have u 1 = 0 andθ = 0 -i.e. if we are flying in a horizontal plane at the zero-roll steady state -we expect no further significant aerodynamic forces in θ-direction which motivates the choice of the first component of the coefficient function ψ.
The parameters which we are using within this paper are summarized in Table 1 . These parameters are estimates which are associated with the real-word experimental setup shown in Figure 1 .
In the following, we summarize the above model in form of a nonlinear ordinary differential equatioṅ 
The main aim of this paper is to develop and implement an efficient nonlinear real-time algorithm which is capable of controlling the system by tracking the above steady state actively.
3. THE REAL-TIME ITERATION SCHEME FOR NONLINEAR OPTIMAL CONTROL
We are interested in solving nonlinear optimal control problems of the form min
Here, x : R → R n denotes the state, u : R → R m the control input, and u, u ∈ R m the control bounds. The right-hand side function f can for example be the kite carousel model from the previous section while the objective is a least-squares tracking term with weighting matrices Q, S ∈ R n×n and R ∈ R m×m . Note that optimal control problems of the form (6) occur in the context of nonlinear MPC where x 0 ∈ R n is the current state measurement. The concepts proposed in this paper would also apply to more general optimal control problem formulations. However, we stick to this simplified one as it covers the optimal control problem formulation used for controlling our kite carousel model.
The nonlinear real-time iteration (RTI) scheme has been originally proposed in . It is a direct method for optimal control and thus first discretizes the problem (6) and then solves a finite dimensional nonlinear programming (NLP) problem. For the discretization of the nonlinear dynamics a multiple shooting method as proposed by Bock [1983] is employed. The resulting leastsquares NLP problem is solved using a generalized GaussNewton method (see Bock [1983] ) which solves one QP at each iteration. This allows for multiple active set changes and thus ensures that the nonlinear MPC algorithm cannot perform worse than a linear MPC controller. Nominal stability of the RTI scheme has been shown in . We summarize the main steps of the RTI scheme in Figure 3 and refer to the literature for full details.
Real Time Iterations for Nonlinear MPC:

Initialization:
Choose initial values for x and u at all multiple shooting nodes.
Repeat Online:
1) Evaluate objective function and dynamic system equations and their derivatives at current iterate. 2) Condense resulting large-scale QP into a smaller-scale dense QP. 3) Wait for the measurement x 0 . 4) Compute initial value embedding. 5) Solve dense QP. 6) Send first control immediately to the process. 7) Update current iterate and shift the time. 
CODE GENERATION
In order to allow for very fast execution times, we reduce the algorithmic components of the nonlinear real-time iteration scheme to the absolute minimum. Moreover, a symbolic representation of the optimal control problem to be solved is indispensable as this allows for efficient 
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// m a t r i c e s dependency and sparsity detection as well as automatic differentiation to be used for the code export.
The ACADO Toolkit is an open-source software tool which implements algorithms for automatic control and dynamic optimization (see Houska et al. [2011] ). It provides user friendly interfaces to setup dynamic optimization and model predictive control problems based on a symbolic C++ syntax. The aim of this section is to explain the newly developed code generation tool, which makes use of the symbolic features of the ACADO Toolkit to export optimized C-code. Here, we follow an idea by Mattingley and Boyd [2009] , where automatic generation of C-code for convex optimization was suggested, and extend them to nonlinear dynamic systems.
The ACADO Toolkit allows to define the whole MPC optimization problem based on a symbolic representation, which makes it convenient for a user to setup the problem formulation. Figure 4 shows a code fragment setting up a MPC problem of form (6) to be used for controlling the kite carousel in Section 5. A more detailed documentation and further tutorials on how to specify more general MPC formulations in ACADO can be found on the ACADO Toolkit Homepage [2009] [2010] [2011] .
Once a specific model predictive control problem has been set up with ACADO, we can export the code via the MPCexport class as indicated at the end of the code example in Figure 4 . This module will generate optimized C-code which is based on hard-coded dimensions and which uses static memory only. There are four major optimized C-functions generated:
• First, the possibly non-linear right-hand side as well as its derivatives with respect to the states and controls are exported as C-code. Here, the derivatives are symbolically simplified employing automatic differentiation tools and using zero-entries in the Jacobian.
• Second, a tailored Runge-Kutta method for the model equations is generated. Here, we only support the choice of constant step-sizes which can be optimized in offline simulations. This guarantees a deterministic run-time of the simulation. Moreover, the RungeKutta routine also integrates the associated variational differential equations which are needed to compute the sensitivities of the ODE system. • Third, a discretization algorithm is exported which organizes the single-or multiple-shooting evaluation together with the required linear algebra routines for condensing.
• Fourth, the real-time iteration Gauss-Newton method is auto-generated. At this point, the code generation tool employs a tailored algorithm for solving dense QPs: either the code generation tool CVXGEN Mattingley and Boyd [2009] to export a tailored C-code or an adapted variant of the online QP solver qpOASES (see qpOASES Homepage [2007] [2008] [2009] [2010] [2011] ) using fixed dimensions and static memory.
Note that the code generation tool generates a code which does not contain any if or switch statements, i.e. we can completely exclude that the program runs into a part of code which we have accidentally never tested. Moreover, there are no malloc/free or new/delete statements in the auto-generated code; all the memory is static and global, while the dimensions are hard-coded. This ensures that we cannot possibly encounter any segmentation faults while running the algorithm on an embedded hardware system. Finally, we avoid for-loops whenever reasonable in order to ensure maximum efficiency.
More details on our code generation ideas for nonlinear MPC can be found in Houska et al. [2011a] .
NUMERICAL RESULTS
In this section we test the closed loop behavior of the autogenerated real-time algorithm. For this aim, we track the steady state reference (5) with a sampling time of 50 ms. In order to setup the online optimal control problem (6), we chose the control bounds u := ( 19, −0.2 ) T and u := ( 21, 0.2 ) T .
Moreover, we employ the weighting matrices Q := diag( 5, 1, 10 s 2 10 s 2 ) , R := diag( 0.005, 0.005 ) while the matrix S is defined to be the positive definite solution of the algebraic Ricatti equation
. Finally, the control horizon is set to T = 2π seconds. This amounts to the time which the carousel arm needs to complete one full turn. Using a standard PC (Intel Core 2 Duo P9700) with a 2.8 GHz processor and 4 GB RAM, performing one realtime iteration for the kite carousel formulation took less than 0.9 ms and was sufficient to track the desired set points. Thus, the auto-generated code could be easily run at the given sampling frequency in real-time even on much slower embedded controller hardware. The major share of the computation was spent within the auto-generated Runge-Kutta integrator of order 4 (using a fixed number of 30 steps per integration) that also generated the required sensitivity information. Table 2 lists the runtimes of all algorithmic sub-tasks for a typical real-time iteration. Note that almost all routines of the auto-generated code have fixed computational load. The only exception is the employed active-set QP solver whose runtime depends on the number of active set-changes and was varying between 10 and 80 microseconds in our simulation.
Note that the computation times obtained by employing the auto-generated NMPC algorithm are orders of magnitude faster than the ones reported by Ilzhoefer et al. Table 2 . Run-time of the auto-generated NMPC algorithm applied to the kite carousel.
[2007]. Therein, one real-time iteration took about 300 ms using an only slightly more complicated ODE model.
CONCLUSION
In this paper, we aimed at controlling a kite carousel using nonlinear MPC at millisecond sampling times. To this end, we derived a four states ODE model capturing the main dynamics of the carousel that is suited for optimal control. Moreover, we presented a novel automatic code generation technique for nonlinear MPC algorithms. After summarizing the nonlinear real-time iteration scheme, which has originally been developed in for large scale chemical processes, we explained how it can be tuned to achieve ultra-fast computation times for embedded applications. The presented code generator exports optimized C-code for model simulation, sensitivity generation and the Gauss-Newton algorithm, which is based on a single-or multiple shooting discretization of the nonlinear control problem.
When applying the auto-generated code to the kite carousel setup, we obtained computation times of less than 900 µs per real-time iteration allowing to run the NMPC algorithm in real-time even on slow embedded controller hardware. Actually using the auto-generated code on an experimental kite carousel setup will be a subject of future research. Another important topic for future research will be to employ a sparse QP solver that can directly deal with the un-condensed, large-scale quadratic program. This would speed-up the solution of MPC problems with long control horizons.
