In the present paper, we consider the split variational inequality and fixed point problem that requires to find a solution of a generalized variational inequality in a nonempty closed convex subset C of a real Hilbert space H whose image under a nonlinear transformation is a fixed point of a pseudocontractive operator. An iterative algorithm is introduced to solve this split problem and the strong convergence analysis is given.
Introduction
Let H be a real Hilbert space equipped with inner product ·, · and norm · . The convex feasibility problem can be mathematically formulated as finding a point p such that
where {C m } k m=1 ⊂ H are nonempty closed convex sets. The convex feasibility problem (1.1) has received so much attention due to its extensive applications in many applied disciplines as diverse as approximation theory, image recovery and signal processing, control theory, biomedical engineering, communications, and geophysics. As a special case of the convex feasibility problem, the split feasibility problem can be stated as the following.
Let H 1 and H 2 be two real Hilbert spaces. Let C ⊂ H 1 and Q ⊂ H 2 be two closed convex sets. Let Ψ : H 1 → H 2 be a bounded linear operator. In this setting, the split feasibility problem is to find a point p such that p ∈ C and Ψ(p ) ∈ Q.
This problem comes from the intensity-modulated radiation therapy. Since then, a large number of split problems have been introduced and studied extensively. The reader can refer to: Byrne [2] , Ceng et al. [3, 4] , Censor et al. [5] [6] [7] , He et al. [10, 11] , Qu and Xiu [15] , Xu [17, 18] , Yang [19] , Yao et al. [21, 23, 26] , Zhao [30] , and the references therein.
Let C ⊂ H be a nonempty closed convex set. Let B : C → H, Ψ : C → C, and T : C → C be three nonlinear operators. Recall that the generalized variational inequality (GVI) is to find u ∈ C such that Bu , Ψ(v ) − Ψ(u ) 0, ∀v ∈ C.
(1.2) If Ψ ≡ I, then (1.2) reduces to the variational inequality of finding u ∈ C such that Bu , v − u 0, ∀v ∈ C.
Variational inequalities have played an import role in the study of several unrelated problems arising in physics, finance, economics, network analysis, elasticity, optimization, water resources, medical images, and structural analysis. For some related work, please refer to: Facchinei and Pang [8] , Iusem [12] , Glowinski [9] , Korpelevich [13] , Noor [1] , Yao et al. [20, 22, 24, 25, 27] , Zegeye et al. [28] , and Zhang et al. [29] .
In this article, we will study the split variational inequality problem and fixed point problem of finding a point x such that p ∈ GVI(B, Ψ, C) and
where GVI(B, Ψ, C) is the solution set of (1.2) and Fix(T) is the fixed points set of T.
We introduce a new iterative algorithm to solve (1.3). We prove the strong convergence of the presented algorithm under some mild conditions.
• inverse strongly monotone if
where α is a positive constant.
• α-inverse strongly Ψ-monotone if
where Ψ : C → C is a nonlinear operator and α is a positive constant.
Let A : H → 2 H be a set-valued operator. The effective domain of A is denoted by dom(A), i.e., dom(A) = {x ∈ H : Ax = ∅}. A multi-valued operator A is said to be a monotone on H iff x − y, u − v 0 for all x, y ∈ dom(A), u ∈ Ax, and v ∈ Ay. A monotone operator A on H is said to be maximal iff its graph is not strictly contained in the graph of any other monotone operator on H.
For any u ∈ H, there exists a unique nearest point in C, denoted by proj
The operator proj C : H → C is firmly nonexpansive. Especially,
We call the operator T is demiclosed if the following relationship holds u n ũ and Tu n → u imply T(ũ) = u.
Lemma 2.4 ([23])
. Let H be a Hilbert space. Let T : H → H be a κ-Lipschitz pseudocontractive operator. Then,
for all u ∈ H and u ∈ Fix(T), when 0 < σ < δ <
.
Lemma 2.5 ([23])
. Let H be a Hilbert space. Let T : H → H be a κ-Lipschitzian operator with κ 1. Then,
for all υ ∈ (0, 1 κ ). Lemma 2.6 ([31] ). Let H be a real Hilbert space, and C a closed convex subset of H. Let T : C → C be a continuous pseudocontractive operator. Then I − T is demi-closed at zero.
Lemma 2.7 ([23])
. Let H be a Hilbert space. Let T : H → H be a κ-Lipschitzian operator with κ 1.
, and {ρ n } be three sequences such that
Assume the following restrictions are satisfied
Lemma 2.9 ([14] ). Let {w n } be a sequence of real numbers. Assume {w n } does not decrease at infinity, that is, there exists at least a subsequence {w n k } of {w n } such that w n k w n k +1 for all k 0. For every n N 0 , define an integer sequence {τ(n)} as τ(n) = max{i n : w n i < w n i +1 }.
Then, τ(n) → ∞ as n → ∞ and for all n N 0 max{w τ(n) , w n } w τ(n)+1 .
Main results
In this section, we consider the following split problem.
Problem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H. Let Ψ : C → C be a weakly continuous and δ-strongly monotone mapping such that its rang R(Ψ) = C. Let B : C → H be an α-inverse strongly Ψ-monotone mapping. Let T : C → C be a κ-Lipschitzian pseudocontractive operator with κ 1. Our objective is to find
Denote the solution set of (3.1) by S, that is, S = GVI(B, Ψ, C) Ψ −1 (Fix(T)). In the sequel, we assume S = ∅. We firstly present our algorithm for solving the split problem (3.1).
Algorithm 3.2.
For given initial value x 0 ∈ C arbitrarily, let the sequence {x n } be generated iteratively by
where φ : C → H is an L-Lipschitz continuous operator, {α n }, {ϑ n }, {σ n }, and {δ n } are four real number sequences in [0, 1], {γ n } is a real number sequence in (0, ∞), and σ > 0 is a constant.
Theorem 3.3. Assume the following conditions are satisfied:
(C1) lim n→∞ α n = 0 and n α n = ∞; (C2) 0 < lim inf n→∞ ϑ n lim sup n→∞ ϑ n < 1 and 0 < a < σ n < c < δ
; (C3) 0 < lim inf n→∞ γ n lim sup n→∞ γ n < 2α and δ ∈ (Lσ, 2α).
Then, the sequence {x n } generated by (3.2) converges strongly to x ‡ ∈ S which solves the following variational inequality
Proof. According to the strong monotonicity of Ψ, we have
Thus,
Now, we show that the solution of the variational inequality (3.3) is unique. Assume that both x * andx solve (3.3). Then, we obtain
Hence,
It follows that
This together with (3.4) implies that
Since σL < δ, by the condition (C3), we deduce x * =x immediately. So, the variational inequality (3.3) has a unique solution denoted by x ‡ . Thus, x ‡ ∈ GVI(B, Ψ, C) and Ψ(x ‡ ) ∈ Fix(T). By (2.1), we have
(3.5)
Applying (3.5), we get
and
From (3.2), (3.4), and (3.6), we have
By (3.6) and (3.7), we obtain
(3.8)
Set y n = (1 − σ n )u n + σ n T((1 − δ n )u n + δ n Tu n ) for all n 0. In view of Lemma 2.4, we deduce
(3.9)
From (3.2), (3.7), and (3.9), we have
Hence, {Ψ(x n )} and {x n } are all bounded. From (3.2), we have
By virtue of (3.12), (3.13), and (3.14), we deduce
Combining (3.11) with (3.15), we have
(3.16)
Returning to (3.10), we get
Next, we consider two possible cases. Case 1. Assume there exist some integer m > 0 such that { Ψ(x n ) − Ψ(x ‡ ) } is decreasing for all n m. In this case, we know that lim n→∞ Ψ(x n ) − Ψ(x ‡ ) exists. From (3.16) and (3.17), we have
This together with (C2) implies that lim
Furthermore, it follows from (3.11) that
By (3.8), we have
(3.20)
→ 0 (by (C1) and (3.19)).
Since lim inf
In the light of (3.20) and (3.22), we have
According to (C1), (3.19) , and (3.21), we easily get
Next, we prove lim sup n→∞ σφ(
Since {x n i } is bounded, there exists a subsequence {x n i j } of {x n i } which converges weakly to some point z ∈ C. Without loss of generality, we may assume that x n i z. This implies that Ψ(x n i ) Ψ(z) due to the weak continuity of Ψ. Thus, u n i Ψ(z) by (3.23). In view of (3.9), we get
It follows from (3.18), (3.23) , and (3.25) that
Apply Lemmas 2.5, 2.6, and 2.7 to (3.26) to deduce Ψ(z) ∈ Fix(T). Next, we need to prove z ∈ GVI(B, Ψ, C). Set
By [29] , we know that R is maximal Ψ-monotone. Let (v, w) ∈ G(R). Since w − Bv ∈ N C (v) and x n ∈ C,
Then,
Since Ψ(x n i ) − u n i → 0 and Ψ(x n i ) Ψ(z), we deduce that Ψ(v) − Ψ(z), w 0 by taking i → ∞ in (3.27). Thus, z ∈ R −1 0 by the maximal Ψ-monotonicity of R. Hence, z ∈ GVI(B, Ψ, C). Therefore, z ∈ S.
From (3.24), we obtain lim sup
Note that
Therefore,
We can therefore apply Lemma 2.8 to (3.29) to conclude that Ψ(x n ) → Ψ(x ‡ ) and x n → x ‡ .
Case 2. Assume there exists an integer n 0 such that Ψ(
. At this case, we set ω n = { Ψ(x n ) − Ψ(x ‡ ) }. Then, we have ω n 0 ω n 0 +1 . Define an integer sequence {τ n } for all n n 0 as follows:
It is clear that τ(n) is a non-decreasing sequence satisfying
for all n n 0 . By the similar argument as that of (3.28) and (3.29), we can prove that lim sup
and ω 2 τ(n)+1
[1 − (1 − σL/δ)(1 − ϑ τ(n) )α τ(n) ]ω 2 τ(n)
Since ω τ(n) ω τ(n)+1 , we have from (3.31) that Applying Lemma 2.9 to get 0 ω n max{ω τ(n) , ω τ(n)+1 }.
Therefore, ω n → 0. That is, x n → x ‡ . This completes the proof.
Algorithm 3.4. For given initial guess x 0 ∈ C arbitrarily, let the sequence {x n } be generated iteratively by u n = proj C [α n σφ(x n ) + (1 − α n )(x n − γ n Bx n )], x n+1 = ϑ n x n + (1 − ϑ n )[(1 − σ n )u n + σ n T((1 − δ n )u n + δ n Tu n )], n 0, (3.34) where φ : C → H is an L-Lipschitz continuous mapping, {α n }, {ϑ n }, {σ n }, and {δ n } are four real number sequences in [0, 1], {γ n } is a real number sequence in (0, ∞), and σ > 0 is a constant.
Corollary 3.5. Let C be a nonempty closed convex subset of a real Hilbert space H. Let B : C → H be an α-inverse strongly monotone mapping. Let T : C → C be a κ-Lipschitzian pseudocontractive operator with κ 1. Suppose VI(B, C) Fix(T) = ∅. Assume the following conditions are satisfied:
(C1): lim n→∞ α n = 0 and n α n = ∞; (C2): 0 < lim inf n→∞ ϑ n lim sup n→∞ ϑ n < 1 and 0 < a < σ n < c < δ n < b <
; (C3): 0 < lim inf n→∞ γ n lim sup n→∞ γ n < 2α.
Then, the sequence {x n } generated by (3.34) converges strongly to x ‡ ∈ VI(B, C) Fix(T) which solves the following variational inequality σφ(x ‡ ) − x ‡ , x − x ‡ 0, ∀x ∈ VI(B, C) Fix(T).
