Abstract. Let 77: [0,1] -» [0,1] be an expanding map of the unit interval and let £E(.x) be the smallest integer n for which T"(x) s [0, e[; that is, it is the random variable given by the formula £E(x) = min{n: T"(x) < e).
where Fc(f, t) = p.f{x: £t(x) < t), £e(x) = max(«: Tk(x) < 1 for all k = 0,1,..., zz) and Te = (1 + e)T. Using some generalizations of this theorem it is possible to explain some interesting physical and biological phenomena (see [10, 17] ). The Lasota-Yorke Theorem is related to the family of transformations Te. It is quite natural to ask if the same kind of behavior, exponential decay, may be observed in dynamical systems governed by one transformation. The aim of the present paper is to give a partial positive answer to this question. It is interesting that this new problem requires also a new and more complicated technique. In our theorem we put Te = T instead of Te = (1 + e)T and we define £E by the following formula:
¿"(x) = min{zz: T"(x) < e).
To prove this theorem we show that the function 7^(2) = lime^0FE(/, z/e) is a solution of the linear differential equation F'(z) = a -oF(z). In §2 we state the main theorem. In §3 we prove some necessary lemmas and the theorem. In the last section we state final remarks.
2. The law of exponential decay for expanding transformations. Let 0 = a0 < ax < ■ ■ ■ < am = 1 be a partition of the unit interval and let T: [0,1) -» [0,1) satisfy the following conditions: (i) For any i (i = 1,..., m) the restriction T¡ of T to the interval [a¡_,, a¡) is a bijection of class C2 which can be extended to a function of class C2 on the closed interval [û,-_,, a¡].
(ii) Tt{at.
It is well known that for such a transformation T there exists an absolutely continuous measure v invariant under T(i.e., v(T~x(A)) = v(A) for each measurable A) with density gv (see [3, 4] ) satisfying (1) l/c<g"<c for some c > 0. Moreover, gv is continuous (see [8] ).
Put a = g"(0)(l -(rr')'(O)). We have the following where Fc(f, t) = ¡xf{x: |e(x) < t).
Remark. It is easy to see that
Therefore, the thesis of Theorem 1 may also be expressed by the formula lim/J U r-"([0, e])) = 1 -e-". The proof of this theorem is given in [5] . Let T satisfy conditions (i)-(iii) and let Q" denote the zz th Cartesian product of the set {1,2,..., m). Proof. For some constant L we have fl""ir(y)^L whenever x, y e [0,1) , r > 0 and (i"..., z'r) e Qr (see [7] ). Since V¿g" < oo (see [2] ) and
to prove the lemma it is sufficient to show that there exists a constant Mx such that for every r > 0 and every (ix, i2,..., ir) e gr (5) and (6) <Pi, sup
By the mean value theorem there exists ffe(0,l) such that
Thus, by (1) and (4) we obtain (5).
We have (8) 
<K.i\M2
for some A/2. Therefore, by (1), (4), (7) and (8) This ends the proof of the lemma. Proof. By simple computations we obtain (9) Prf= L /(«Pz,.,r)k',.J 'l.i,-'
From (e) we have
where 1, , and lrn,, denote the characteristic functions of the intervals Ay , and [0, e], respectively. Therefore
Moreover, by (9) , the definition of <p, , and the definition of A, ,, we obtain f ft1.,.I, \ ft («Pi,.j|«Pi,.rj (10) An estimation similar to that of Lemma 2 is given in the following.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Lemma 4. For T satisfying conditions (i)-(iii) there exist constants M and 0 < s < 1 such that, for p < q and e2 e (0,1), we have \R(p,q,e2)\^Ms^")/2.
Proof. Let r be a natural number such that p < r < q and let Ex be the union of the intervals A, , such that A, , c A(0, p, ex); that is, £. = U A".,..
íí^.¡rCA(0,p,ex)
We denote by E2 the union of the intervals A, . such that A, ¡ n A(0, p, e,) * 0 and A, , <£ A(0, p, ex). It is obvious that, for every interval A,-¡ from the union E2, there exists zz < p such that A, , n r_"((E1}) * 0 and, moreover, by Hence, putting r = max{n < (q + p)/2), by Lemma 2 and (12) we obtain the thesis of the lemma.
It is obvious that, for T satisfying conditions (i)-(iii), the sequence <p"(ax) is decreasing and (p"(ax) -> 0 as n -» oo. For e < ax put m(e) = max(zz e TV: (p"(a,) > e). Remark. If we divide the last equality by e we obtain an approximation of a differential equation for which the limit function F(gv, z) = lim£^0Ff(g,,, z/e) is a solution.
Proof of Lemma 5. Let e < ax. It is obvious that
Therefore, since T preserves v, By the definition of u(e), for 1 < i < u(e), we have
and, consequently, 
From (16) and (17), for/7 -k < u(e) -1, we obtain (18) A(k, p, e) n r-'-'ÜO, e]) = 7^(<p,([0, e])).
It is easy to verify that The proof of this theorem is identical with that of the well-known Arzela Theorem.
The following two lemmas are easy to verify. 
