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Introduction. The main theorem of this paper states roughly that the Banach algebra of all bounded left-uniformly continuous functions on a topological group is the direct sum of a space of functions which in a sense vanish at infinity and a space of functions which "oscillate regularly." The first space is any proper self-adjoint closed ideal I maximal with respect to the property of being invariant under left translation. (Such ideals exist by Zorn's Lemma.) The second space is a self-adjoint closed algebra A containing the constants and invariant under left translation.
The decomposition is not canonical, even if I is held fixed. But any A of the type described above that is a direct summand with some such I is a direct summand with every such I, and vice-versa. Each such algebra A contains all almost periodic functions and even the wider class of right distal functions, which are defined in [5] .
The set-theoretic union of all the algebras A turns out to be the set of right minimal functions, which are defined intrinsically in Section 3 in terms of limits of their translates. Also in Section 3, right minimal functions are characterized in terms of the E-translation numbers familiar from the theory of almost periodic functions. It is this characterization which gives the sense in which right minimal functions "oscillate regularly."
For studying minimal functions, we shall use shift operators, which are developed in Section 2 and which essentially are just limits of translation operators. This device was suggested partly by the work of Bochner [2] . Shift operators will be used extensively at a later date when we elaborate on the results announced in [5] .
I am indebted to Robert Strichartz for many helpful conversations in connection with this paper.
e. If f is a complex-valued function on G, then 11 f 11 denotes the supremum norm of f and fg is the left translate of f with fg(h) = f(gh). Such a function is left-uniformly continuous if lim 11 fg -f 11 0. The set of bounded g-*e left uniformly continuous functions is denoted LUC; LUC is a self-adjoint (i. e., closed under conjugation) Banach algebra containing the constants and closed under left and right translation.
The theorem to follow is the decomposition theorem. Its proof can be simplified when AO is the algebra of constants with the aid of the machinery developed by Ellis in [3] and [4] . The price is the loss of both the elementary nature of the proof and the motivation for considering shift operators. Since Ao n I 0, a and i must be real. Since Ao is self-adjoint aid uniformly closed, AO is closed under absolute value and hence maxima. Since 0 C AO, max(a, 0) C Ao. If we can show that min(a + i, i) C I, then the equality a+i=max(a,0) +min(a+i,i) together with the fact that AonI=0 shows that a=max(a,0) or a?0. Now I can be realized as the set of continuous functions on the maximal ideal space of LUC which vanish on some closed set. On that set, i = 0 and a+i?0. Hence on that set, min(a+i,i) =0, and thus min(a+i,i) cI.
(2) We now produce A. Partially order by inclusion the set of all algebras in LUC which contain A, and which satisfy (a), (b), (c), and (d).
Any chain in the set clearly has its union as an upper bound in the set. By Zorn's Lemma take A to be a maximal element.
(3) Next we construct the map T that will be the projection onto A.
The sum A 0 I is a self-adjoint normed algebra which has an identity and is invariant under left translation. Define po on A O I to be evaluation of the A part at e. Then p0 is a multiplicative linear functional on A ED I which commutes with conjugation. Property (d) implies that po is bounded by 1.
By uniform continuity extend po to pi defined on the closure of A 0 I in LUC.
Then choose p to be a multiplicative linear functional commuting with conjugation which extends pi to all of LUC; we have 11 p =1. Define T by Tf(g) =p(fg) for gcG.
Then T is a homomorphism which commutes with left translation and conjugation. As a map into the space of bouLnded functions on G, its norm is so that Tf = f, f E B, and T is the identity on A. We consider nets {gn} in G (i. e., functions on a directed set) such that lim f (ggn) exists pointwise for every g in G and for every f in LUC. Every Each shift operator is a homomorphism of norm one on LUC, each commutes with conjugation and left translation, and each has range in LUC.
Since an iterated limit of nets can always be realized as a single limit, the composition of two shift operators is again a shift operator.
The class of shift operators is a set because distinct shift operators are distinct homomorphisms of LUC. A subbase for a topology on this set consists of all sets of the form N (Ta, f, x,e) = {To I Tf (x) -Taf (x) I < E}.
In this topology a net {Ta11} converges to T. if, for every f in LUC, the net of functions {To,.f} converges pointwise to T,,f.
This topology is the one induced by the multiplicative linear functionals under the construction described in the first paragraph of this section. There is a one-one correspondence between the multiplicative linear functionals and Taf(g) = p (fg); any net of evaluations that converges weak-star to p is a net in G that defines T!. On the other hand, if a shift operator Ta is given, put p(f) = Taf (e). We thus get a one-one onto correspondence, and the topology on the set of shift operators is the topology that makes the correspondence a homeomorphism.
Since the weak-star topology on the set of multiplicative linear functionals is compact Hausdorff, so is the topology on the set of shift operators. Moreover, if lim Tor = Ta, then clearly lim TO11Tf6 = TaTp for fixed Tp. That is, for fixed T.6 the map T,a T,aT is continuous. We have proved Proof. If f is right minimal, then so is every other function in Af since the Tf corresponding to Ta can be chosen to be the same for all functions in Af. Therefore the equivalence of (1) and (4) will imply the first statement of the theorem. Proof. Let lim f t = f uniformly with each fn right minimal, and let Ta be given. Choose T,3n so that T,To,fn = f", and find a subnet of {Tpi} which converges, say to Tn. A 3E argument then shows that TpTaf = f. Proof. Let f be right minimal and suppose that F is a finite set for which the set {T}F of right e-translation numbers is not right relatively dense.
To each finite set E C G, associate an element gE not in E{T}F; the result is a net in G indexed on the finite subsets of G. Choose a subnet {g.} which defines a shift operator T,,, and find To (defined by a net {h,}) such that ToTaf = f. Next fix h, far enough out in the net that I limf(ghngm) -f(g) I < e/2 ?n for all g in F, and choose an index m beyond the one-point set {hn-&} for which (* ) | f(ghngn)-f(g) < E for all g in F. On one hand, gm was defined not to be in h-'{T) F, and oti the other hand (*) gives hngm C {T}F. Contradiction.
Conversely, let the right e-translation numbers for each finite set F be right relatively dense and let Ta1! (defined by {gm}) be given. We define a net {hn} on the directed set of pairs (F,). If (F, E) is given, let S be the set of right e-translation numbers for F and find finitely many r's so that G = U rS. Define h(F,) to be an r-1 for which {g,} is in rS frequently.
We claim that any shift operator T,i defined by a subnet of {hn} satisfies TgToaf = f. It suffices to prove that if go C G and 8 > 0 are given, then Proof. Let t be in G, and put Tf (g) fg(te) for g E G and f E B. Let {gn} be any net of G-actions in j converging to t. Then lim f (gne) f (te) by the continuity of f, on M (B), and hence Tf (g) lim f (ggn) for all f C B. Find a subnet of {g"} which defines a shift operator. We wish to show that different choices for these nets can lead only to equivalent shift operators. Thus let lim gn = t in G with {g9} defining Ta, and let lim hm t in G with {hm} defining Tn. Let Ty be given and choose x as in Lemma 4-1. Then (**) TatTlYf (g) lim Tyf (ggn) =lim fgg(x) =limfg(g9x) =fg(tx).
By symmetry TaT,,yf = TfiTyf, and we therefore have a well-defined map from G into the quotient space.
This map is one-one. In fact, if t and s are unequal elements of G corresponding to Ta and To, respectively, let t (x) s s(x). If T, is chosen according to Lemma 4-1 so that it maps onto x and if f is a function which separates t(x) and s(x), then (**) shows that Ta,T,y(e) #A T6T,yf(e). Hence Ta, and Ty are inequivalent.
The map is onto. For each x in M (B) first choose Ty by Lemma 4-1
