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Abstract
It is well known that Halley’s method can be obtained by applying Newton’s method to the function f=
p
f0. Gerlach
(SIAM Rev. 36 (1994) 272{276) gives a generalization of this approach, and for each m>2, recursively denes an
iteration function Gm(x) having order m. Kalantari et al. (J. Comput. Appl. Math. 80 (1997) 209{226) and Kalantari
(Technical Report DCS-TR 328, Department of Computer Science, Rutgers University, New Brunswick, NJ, 1997) derive
and characterize a determinantal family of iteration functions, called the Basic Family, Bm(x), m>2. In this paper we
prove, Gm(x) = Bm(x). On the one hand, this implies that Gm(x) enjoys the previously derived properties of Bm(x), i.e.,
the closed formula, its ecient computation, an expansion formula which gives its precise asymptotic constant, as well
as its multipoint versions. On the other, this gives a new insight on the Basic Family and Newton’s method. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
Let f(x) be a polynomial of degree n>2 with complex coecients. The following theorem gives
a recipe for constructing high-order methods for the approximation of roots of f.
Theorem 1.1 (Gerlach [3]). Set F1(x) = f(x); and for each m>2; recursively dene
Fm(x) =
Fm−1(x)
F 0m−1(x)1=m
:
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Then; the function
Gm(x) = x − Fm−1(x)F 0m−1(x)
;
denes an iteration function whose order of convergence for simple roots is m.
The functions G2(x) = x− f=f0 and G3(x) = x− ff0=(f02 − ff00=2) are the well-known Newton
and Halley iteration functions, respectively. For more on Halley’s method see [4,12,11,13,8]. The
fact that Halley’s method can be obtained by applying Newton’s method to the function f=
p
f0 is
well known (see [1]). No closed formula for Gm(x) was given previously. Indeed it is not even clear
that Gm(x) would simplify into a rational function of x; f(x), and its derivatives. Ford and Pennline
[2], give a rational formulation of Gm(x). More precisely, they show:
Theorem 1.2 (Ford and Pennline [2]). The iteration function Gm(x) can be written as
Gm(x) = x − f(x) Qm(x)Qm+1(x) ;
where Q2(x)  1; and
Qm+1(x) = f0(x)Qm(x)− 1m− 1f(x)Q
0
m(x):
Ford and Pennline however do not give a closed form for Gm(x). In this paper we obtain a closed
formula for Gm(x). We do this by proving the equivalence of the family fGm(x)g1m=2 to a family of
iteration functions, fBm(x)g1m=2, called the Basic Family.
To dene the Basic Family, let
D0(x)  1
and for each m>1, let
Dm(x) = det
0
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where det denotes the determinant. Also, for each i = m+ 1; : : : ; n+ m− 1, dene
D^m; i(x) = det
0
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:
Theorem 1.3 (Kalantari et al. [10], Kalantari [6]). For each m>2; dene
Bm(x)  x − f(x)Dm−2(x)Dm−1(x) : (1)
Let  be a simple root of f(x). Then;
Bm(x) = +
m+n−2X
i=m
(−1)m D^m−1; i(x)
Dm−1(x)
(x − )m: (2)
In particular; there exists r > 0 such that given any x0 2 Nr()= fx : jx− j<rg; the xed-point
iteration
xk+1 = Bm(xk); k = 1; 2; : : : (3)
is well-dened; it converges to  having order m. Specically;
lim
k!1
(− xk+1)
(− xk)m = (−1)
m−1 D^m−1;m()
Dm−1()
= (−1)m−1 D^m−1;m()
f0()m−1
: (4)
Theorem 1.3, in particular gives the order of convergence of each Bm(x), and its asymptotic
error constant. In [7], Theorem 1.3 is used to prove the following important property of the Basic
Family: given a simple root  of f(x), there exists a neighborhood of  so that given any x0 in this
neighborhood, we have
= lim
m!1Bm(x0):
In addition to Theorem 1.3, the proof of the above formula requires several auxiliary results. The
above formula implies that all is needed to approximate a root is the knowledge of all the derivatives
at a suitable initial input. No additional function evaluations are needed.
The expansion formula given in part (2) of Theorem 1.3 is a consequence of a nontrivial determi-
nantal generalization of Taylor’s theorem with conuent divided dierences, given in Kalantari [6].
In particular, this determinantal Taylor’s theorem gives a more general development of the Basic
Family, and its multipoint version. Each member Bm of the Basic Family blossoms into m iteration
functions, B(1)m =Bm; : : : ; B
(m)
m , where B
(k)
m is a k-point iteration function. The order of convergence of
these iteration functions is derived in [5]. A simple development of the Basic Family for square and
cube roots is given in [9].
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2. The equivalence of Gm and Bm
Let f(x) be a polynomial of degree n with complex coecients. We prove that for each m>2,
Gm(x)=Bm(x), as applied to the polynomial f(x). The equivalence of these two iteration functions for
polynomials implies their equivalence for more general functions: suppose that Pn(x)=
Pn
i=0 f
(i)(x0)=i!
is the nth degree Taylor polynomial of f(x) at a given input x0. Since P(i)n (x0) = f
(i)(x0), for
i=0; : : : ; n, then Gm(x0) and Bm(x0) can be viewed as the value of these iteration functions as applied
to Pn(x) at x0. Hence, the two iteration functions are equivalent for general functions (suciently
dierentiable) if and only if they are identical for all polynomials.
The following is a key result. For simplicity of notation throughout the rest of the paper we will
suppress the variable x in f( j)(x); Dj(x), etc.
Lemma 2.1 (Kalantari [7]). For j< 0; set Dj = 0. Then; for all m>1 we have
Dm =
nX
i=1
(−1)i−1 f
i−1f(i)
i!
Dm−i :
Equivalently;
f0Dm−1 − Dm =
nX
i=2
(−1)i f
i−1f(i)
i!
Dm−i :
The proof which is straightforward is in fact based on a recursive formula for computing the
determinant of an arbitrary Toeplitz matrix that is also upper Hessenberg. The formula becomes
apparent once the determinant of such a matrix is expanded along its rst column.
Theorem 2.2. For each m>1; we have
D0m =
m+ 1
f
(f0Dm − Dm+1) = (m+ 1)
nX
i=2
(−1)i f
i−2f(i)
i!
Dm+1−i :
Proof. Observe that the second equality in the theorem follows from Lemma 2.1 as written for
m+ 1. We prove the rst equality by induction on m. For m= 1; D1 = f0, and D2 = f02 − ff00=2.
We have,
2
f
(f0D1 − D2) = 2f

f02 − f02 + ff
00
2

= f00 = D01:
Hence, the theorem is true for m= 1. Now assume that m> 1. From Lemma 2.1, we have
Dm =
nX
i=1
(−1)i−1 f
i−1f(i)
i!
Dm−i :
Dierentiating Dm, and grouping terms corresponding to all those that dierentiate fi−1 (i> 1) into
one group, those that dierentiate f(i) into a second group, and those that dierentiate Dm−i into a
third group we get,
D0m = A+ B+ C;
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where
A=
nX
i=2
(−1)i−1(i − 1)f
i−2f0f(i)
i!
Dm−i ;
B=
nX
i=1
(−1)i−1 f
i−1f(i+1)
i!
Dm−i ;
C =
nX
i=1
(−1)i−1 f
i−1f(i)
i!
D0m−i :
By the induction hypothesis, we have
D0m−i =
m+ 1− i
f
(f0Dm−i − Dm+1−i):
Thus C = C1 + C2, where
C1 =
nX
i=1
(−1)i−1(m+ 1− i)f
i−2f0f(i)
i!
Dm−i ;
C2 =−mf
0
f
Dm +
nX
i=2
(−1)i(m+ 1− i)f
i−2f(i)
i!
Dm+1−i :
Note that
A+ C1 =
m(f0)2
f
Dm−1 + m
nX
i=2
(−1)i−1 f
i−2f0f(i)
i!
Dm−i :
Since in B; f(n+1)  0, and by changing the summation index, we get
B=
n−1X
i=1
(−1)i−1f
i−1f(i+1)
i!
Dm−i =
nX
i=2
(−1)i−2 f
i−2f(i)
(i − 1)!Dm+1−i :
Thus,
B+ C2 =−mf
0
f
Dm + (m+ 1)
nX
i=2
(−1)i f
i−2f(i)
i!
Dm+1−i :
From Lemma 2.1 we also have
m(f0)2
f
Dm−1 − mf
0
f
Dm = f0

m
f

(f0Dm−1 − Dm) = m
nX
i=2
(−1)i f
i−2f0f(i)
i!
Dm−i :
Thus,
D0m = A+ C1 + B+ C2 = (m+ 1)
nX
i=2
(−1)i f
i−2f(i)
i!
Dm+1−i :
From Theorems 1.2 and 2.2 it follows that Qm and Dm−2 satisfy the same recurrence relationship.
Since Q2 = D0 = 1 (see denitions of Qm and Dm), it follows that Qm = Dm−2. Thus, Fm−1=F 0m−1 =
fDm−2=Dm−1, i.e., Gm = Bm, for all m>2. In what follows we give a direct proof of this using
Theorem 2.2, also directly relating Fm and Dm.
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Theorem 2.3. Dene F^1 = f; and for each m>2; dene F^m = fD
−1=m
m−1 . Then;
Bm(x) = x − F^m−1
F^
0
m−1
= Gm(x):
Proof. From dierentiation of F^m and the identityD0m−1 =(m=f)(f
0Dm−1−Dm) derived in Theorem 2.2,
we get
F^
0
m = f
0D−1=mm−1 −
1
m
fD−(m+1)=mm−1 D
0
m−1 = D
−(m+1)=m
m−1 Dm:
It follows that
F^m−1
F^
0
m−1
= f
Dm−2
Dm−1
:
To prove that Gm=Bm and to directly relate Fm and Dm, it suces to show F^m=Fm. But they have
the same initial condition and satisfy the same recursion since we have
F^m−1(F^
0
m−1)
−1=m = fD−1=(m−1)m−2 D
1=(m−1)
m−2 D
−1=m
m−1 = fD
−1=m
m−1 = F^m:
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