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A new class of estimators is introduced for estimating the parameter (@, 6;) in 
the linear regression model y  = E[ YI X=x] = 6: + 6:x. Given independent copies 
{(I’, , Y,), . . . . (X,, Y,)} of the two-dimensional random vector (X, Y), these estimators 
are derived from minimizing the functional I(l,,(fI) = 5 (m,(x) - f3r - 02x)2v,(dx), 
where m,,(x) is a nearest neighbor type estimator of m(x) = E[ YI X= x] and v, is 
an empirical measure. Strong consistency and asymptotic normality are proved 
under weak assumptions on (X, Y). Also a small sample comparison with LSE is 
incluced. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
Consider the model Y = 19: + 8:X+ E, where (X, Y) is a two-dimensional 
random vector and E is a zero mean random variable with finite variance 
c2, being independent of X. We observe independent copies (X,, Y,), . . . . 
(X,, Y,) of (X, Y). Our aim is to estimate the unknown parameter (0:, 0:). 
A wide class of estimators is obtained by minimizing 
4w4~ 0,) = j CQ(X) - 8, - e,xi2v,wh (1.1) 
where m,(x) is a nonparametric pivot estimate of the regression function 
m(x) = E[ Y I X = x] and v, is an appropriate measure. 
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In particular, for m,(.~) = C:‘=, Yi 1 (.%, I (x) and v,, the empirical measure 
of X, ) . ..) X,,, (elnr 02n) becomes the least-squares estimate (LSE) 
e,,, = r-e,,& e Zn =c:‘=, (xi-m(yz- n x::‘=, (x,-m* 
Christobal et al. [2] showed that in a small sample analysis use of 
smoothed versions of m, and v, produce estimators which outperform LSE. 
Most attention has been given to 
m 
n 
(x) = CI=, Y,~,b> Xi) 
Cy= 1 Sn(X3 xi) 
and dv, = fn d.x, 
where 
fnCXlzn-’ i dn(X5 xi) 
i=l 
is an estimator of the true X-density (assumed to exist) and (a,),, is an 
appropriate sequence of kernels. 
A nonparametric estimator m, which 
(a) does not require the existence of the X-density 
(b) is asymptotically normal under minimal (second) moment 
assumptions on Y 
(c) is distribution free w.r.t. the distribution of X is given by 
m,(x) = 
:,K( 
F,(x) -F&f,) . 
hn > 
(1.2) 
Here, F,, is the empirical d.f. of X,, . . . . X,, K is a kernel (K b 0, 
j K(u) du = 1 ), and h, > 0 is a bandwidth to be chosen by the statistician. 
See Yang [7] and Stute [4]. Specializing to K(u)= &lcP1,i3(u), we see 
that m, is a nearest neighbor (N.N.) type estimator, an average of Y’s 
pertaining to certain X-neighbors of x. 
Formal differentiation of ( 1.1) leads to 
el, = i m,(x)v,(dx) - b, j TV, 
i xm,(x)v,(dx) - j m,(x)v,(dx) j xv,(dx) 
02” = 
j x2v,(dx) - j ( xv.(dx))2 ’ 
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When v, is the empirical measure, the denominator of OZn is the same as 
for LSE, namely the sample variance. The major difference comes from the 
nominator. For m, as in (1.2), 
and 
I xm.(x)v,(dx)=~ .i Xjm,(Xj) 
J=l 
To motivate our final estimators (1.3), assume for the moment that X has 
a continuous distribution function. Then the transformation Xi + F,(X,) 
leads to approximately uniform random variables. The weights (when 
normalized by nh,) 
Fn(xj) - Fn(xr) 
iK( h r=l n ) 
are approximately the same (namely 1) for all j. For a symmetric K, we are 
thus led to approximate the above integrals by 
s m,(x)v,(dx)- P=n-’ i Y, 
i=l 
resp. 
m,(x) v,(dx) - f  ,i Y, 
I=1 
) 
683/34/l-5 
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Here F;’ is the empirical quantile function (inverse of F,), pL, is the prob- 
ability measure attaching mass l/n to each of the points j/n, 1 <j < n, and 
Yci, is the ith concomitant, i.e., the Y, pertaining to the ith order statistic 
Xi,, within the x’s. We thus arrive at 
8 
2n 
=; ig, YCil win - /IT 
9 e,, = P-e&r (1.3) 1 n 
; .c (Xi - X)2 
r=l 
Theorem 1 below shows that for a large class of kernel functions, (oln, 0,,) 
as defined in (1.3) is consistent with probability one. Under further 
moment assumptions on the underlying d.f. of X, it is asymptotically 
normal with the same limit variance as LSE. In the next section it is argued 
that the smoothed estimator is likely to outperform LSE under conditional 
squared error loss. A simulation study is included for the ease of illustra- 
tion. Proofs are given in Section 3. 
THEOREM 1. Assume that X and Y have finite second moments. Then, if 
(i) K(x) = K( -x), K is nonincreasing on Iw + and has compact 
support and 
(ii) h, -+O, 
we have for gin, i= 1, 2, as defined in (1.3), 
Bin + ey with probability one. (1.4) 
THEOREM 2. In addition to the hypothesis of Theorem 1, assume that X 
has a finite k th moment (k 2 2) and that 
(iii) h,n1’2+2’k = 0( 1). 
Then 
in distribution. 
Remark. Condition (i) will be needed in proofs in connection with 
the so-called Hardy-Littlewood maximal inequality (cf. Wheeden and 
Zygmund [S, p. 1553). 
The case h, = 0 formally corresponds to the LSE. For positive h,, condi- 
tion (iii) is needed to control the influence of the extreme X-order statistics, 
as may be seen from proofs. 
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There is also one word in order in connection with Ridge regression. 
While in that case adding constants is appropriate for improving the condi- 
tions of the design (matrix), our aim was to produce biased estimates 
which, by way of smoothing, are less sensitive in that each concomitant 
Yci, is weighted by a factor depending on a full neighborhood of X,,.. In 
other words, t12,, (e.g.) is likely to outperform LSE when a* is large. This 
fact will be illuminated (to a certain extent) by the simulation studies of 
Section 2. 
Needless to say, smoothing and Ridge regression may be combined to 
give yet another estimate. 
2. A SIMULATION STUDY 
In this section we will compare the small sample size behavior of the new 
estimator and the LSE. The criterion to use will be conditional mean 
square error (MSE). For simplicity we only consider the slope parameter 
6*,. The study of O,,, would be analogous. 
First, upon setting 
Sf =; ,i (Xi - X)2, 
1=1 
we obtain from the distributional character of concomitants, cf. Yang [6] 
or the remarks in the next section, that 
qe,, 1 Xl) . ..) X,) = s,* 
[ 
i ,i 
1=1 
win@ + e;xi:,) - x(e; + e&J?)] 
=.‘I --2 n [ 
e;(w-x)+e;d i (win-x)x,,, 
i=l 1 
and 
Var(e,, I Xl, . . . . Xn)=-g ,i: (W,-X)? 
n r=l 
The objective then is to minimize 
MSE(h; X,, . . . . x,) := Var(B,, 1 x,, . . . . x,) + [qe,, 1 x,, . . . . x,) - ey. 
We see that when K is supported by [ - 1, l] say and h, < l/n,’ then 
Ozn = LSE and 
w,, I xl, . . . . m = e;, VW,, lx,, . . . . x,) = -& 
n 
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a well-known fact. It is likely, however, that MSE is minimal for smoothing 
parameters h > l/n leading to 8,, different from LSE. In this case, 02,, 
would be superior to LSE. 
In a real data situation, MSE is unknown to the statistician. In this case 
we may consider preliminary estimation of fly, I$, and a* and then 
A 
minimize the estimated MSE, say MSE. Let 8,n and d2,, denote the corre- 
sponding smoothed estimators obtained from minimizing &&. 
In the following the preliminary estimate for (@, (3:) will be LSE, and 6’ 
will be the usual residual squared sum estimate of a2. The selected model 
is 
Y=l+x+&, 
with X uniformly on [0, 1] and E N &“(O, a*). For every size n-sample 
x 1, . . . . X,,, we simulated N trials of Yi,, . . . . Y,, i = 1, . . . . N. 
Computations were done in double precision on an Eclipse MV 20.000 
computer using the IMSL routine GGUBFS to generate the uniform data 
TABLE I 
Table of Conditional Mean Square Errors 
Estimators LSE e In B 2” 
n=25 
a=0.3 
n = 25 
u=o.5 
n=25 
fJ= 1.0 
n=25 
(r = 2.0 
n = 50 
0 = 0.3 
n=50 
0=0.5 
n=50 
fJ= 1.0 
n=50 
CT = 2.0 
n=lOO 
0=0.3 
n=lOO 
a=o.5 
0.0372 0.0379 0.0415 
0.1548 0.1401 0.2040 
0.7365 0.4935 0.7271 
2.0551 0.6795 1.4206 
0.0220 0.0219 0.0238 
0.0607 0.059 1 0.0725 
0.1808 0.1604 0.2346 
1.1710 0.5481 
0.0109 0.0109 
0.0302 0.0298 
0.9003 
0.0111 
0.0331 
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xi, i= 1, . . . . n, and GGNQF to generate J)r(O, a2) date corresponding to 
sji, i = 1, . . . . IZ and j = 1, . . . . ZV, with N= 1000. 
Table I shows the average conditional mean square errors for the LSE, 
&,, and d2,,. It becomes apparent that 
(a) If the variance g2 is small, LSE and 8,, are almost equivalent. In 
this case the effect of initial smoothing is negligible. 
(b) 02n and d2,, outperform LSE when c2 increases. 
Conclusion. For normal errors, Gauss-Markov implies that the LSE is 
optimal within the class of all unbiased linear estimates of (ey, 0:). Since 
smoothing introduces an additional bias (as in Ridge-regression), it is 
worthwhile considering the overall error (MSE) also for a nondegenerate 
(i.e., positive) h. 
3. PROOFS 
It will turn out that compared with other biased competitors to LSE the 
large sample arguments needed here are a little bit more involved. Our first 
result is concerned with the weights 
LEMMA 1. Under KY2 < co and (i), (ii), with probability one, 
n-l i$l W,+ EX and n-’ i Wf,,--+ EX2. 
i=l 
Proof. Write F;’ = F-‘oF;l, with P,, the empirical d.f. of a uniform 
sample. Assume first that g = F-’ is bounded and uniformly continuous. 
Since F; ’ + Id uniformly on [0, l] with probability one, we easily see that 
sup 1 win-Xi,,/ +o with probability one. 
l<i<n 
By boundedness, we also get 
sup /w;-x;,1 +o with probability one. 
l<iGn 
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The assertion now follows from the strong law applied to X, and Xf , 
1< i < n. If F-l does not satisfy the aforementioned assumption, take a 
function g with these properties such that for a given q > 0 
Set G-’ :=goF;i, with corresponding weights 
Hardy-Littlewood maximal inequality 
r 
Vi,,. From the (integrated) 
s 
2 
,-I i (winmv,)2.4 (Fi1-G3(u)K 
jK(y) ddu) 
/-4du) 
i=l 
<cl s [F,-‘(u) - G,1(u)]2 pJdu) 
with probability one, by the strong law. To justify the first inequality, apply 
Fubini to write with g = F; ’ - G; 1 : 
See Greblicki et al. [3] for related ideas. From (i) we may infer that in 
absolute values, the right-hand side is less than or equal to the Hardy- 
Littlewood maximal function 
s I g(u)1 tin(du) 
g*(u) = sup Q(h’ 
h>O P,(m)) ’ 
where Q(h) denotes the interval with center u and length h, and 
u = l/n, 2/n, . . . . 1. Since 
f Cg*(412 /Mu) G ~1 s C&U2 /4du), 
the inequality follows. Since r] > 0 is arbitrary, the proof is complete. i 
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Set b, = it ~ ’ x7= r Xf . Introduce the random variables 
and 
i& = 1 i 
n i=l 
( YCil - ey - e;x,,,)( w, - 1). 
We would like to show that n”‘(Z,,, Z,,) is asymptotically normal. To 
apply the Cramer-Wold device, let d,, d, be two real numbers. Introduce 
the sub-a-fields S$= o(Xj:“, 1 <j< n, Ytr,, . . . . Y,,,). It is well known that 
conditionally on XIIn, . . . . X,:,, the concomitants are independent with 
P(Yci,EAIXi,,=x)=P(Y,EAIX1=x). 
As a consequence, we get, in our case, 
[ECY~i~Ix~~l~~Cy~i~I~,i-~l~e~+e~xi:~ 
and 
Var( Y[ij 1 Fn,i- r) = Var(s) = 0’. (3.1) 
Conclude that both Z,, and ZZn are formed by a zero-mean martingale 
difference array. So is n’/*[dl Z,, + d,Zz,]. 
LEMMA 2. Under the assumptions of Theorem 2, 
n”‘2MZ,, +4&J -+ JlrlO, P’) in distribution, 
with 
Proof. The lemma follows by verifying the assumptions in Brown’s [l] 
CLT for martingale arrays. In fact, write 
with 
n”‘[d,Z,, + d2Z2n] = i D,, 
i=l 
D, = n-l/*( Yci, - 0: - f9yXi:.)(dl 6, - d, BW, + d2 W, - d2X). 
70 
We have to show 
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in probability (3.2) 
each 6>0, with SE,O= {J&Q}. Now, by (3.1), 
I’; = f i 
’ i=l 
(d, 6, - d, XWi,, + d2 W, - d2x)* 
in probability, (3.3) 
= 
a2 n b; - 2b,XW, + X2 W; - 
(d,,d,) 
i 
c( 
’ i=l 
-b,X+b,Win+X2Wi,,-XWfn 
-b,X+b, Wi,,+X2Wi,,-RWf,, 
F2 - 2XWi” + w; 
-, Var(X)~*(d19 d2) ( Tti -Fx)( ii), 
by Lemma 1 and a Cesaro argument, proving (3.2). 
To verify Lindeberg’s condition (3.3), assume first that the x’s have 
bounded support, i.e., F- ’ is bounded. Then so are the w’s, say, 
By the aformentioned distributional character of the concomitants, for 
some finite k, depending on k,, 
L,(b)<n-’ i C(~,~,-~,~)+(d,-~,~)~,12~C~2~i,e,~,.~n~~~~1-,~ 
i= 1 
in probability, since X-+ EX, b, + X2, npl C Wi + 0X2, and Es2 < co. In 
the general case, we have for each k > 0: 
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As before, the first sum converges to zero with probability one. Arguing as 
for Lemma 1 we may find an array Vi,, of uniformly bounded random 
variables such that in the limit (l/n) x;=, ( W, - V,)’ is less than or equal 
to any given small positive constant q. So it remains to show that 
I=: ,i Cd,b”-d,RVi”+d2Vi~-d2X121~~d~b.-~~RW,.+d~W,~-d*K~~k) 
r=l 
can be made small by letting k t co. This follows, however, from 
I<-$ ,E [...]2(dlb,-dlXwi~+d2Wi~-d2X)2 
,=I 
G-$2 .E [(d,b,-d,X)2+C(d2-d18)2] 
,=l 
x [(d, b, - d28)2 + W;(d, - d,X)‘], 
where for the last inequality we used (a + b)2 < 2(a2 + b2), and C is a 
bound for Vi. But the sum divided by n converges with probability one. 
This proves the lemma. [ 
We are now in a position to give the 
Proof of Theorem 1. For (1.4), it suffices to show 
i $, Yci, W, + 0: EX + 0: [EX2, P-as. 
Recall Vi,, the weights pertaining to a nice function g being close to F- ’ 
in the L2-sense. Set Z, = g( iYizn), Uizn being the ith order statistic from a 
uniform sample. We have 
z+ ,i [Y,,, win-e~Ex-e!$x2]=~ $ Y,,,(wi”- V,) 
1=1 *=I 
+ i ,i y[i]( vin - zin) + i ,i y[i](Zin - Xi,,) 
r-1 I=1 
+i ,i xi:n(y[iJ -e: - @xi:,) + f ,i (epq+ e;x; - eyu- e;W) 
1=1 1=1 
=A+B+C+D+E. 
By Cauchy-Schwarz, 
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The first factor goes to EY’, while the second has an almost sure finite 
lim sup, which can be made as small as possible for an appropriate g. For 
the second sum, 
Here, the second factor goes to zero almost surely, whenever g is bounded 
and uniformly continuous, as h, -+ 0. As for C, the SLLN yields 
C+lE(Y(Z-X))<J=@ 
L 
j; [g-Pl'du] 
l/2 
which again can be made small. Furthermore, 
D+E(x&)=lExE&=o 
and 
E-t 0, by the SLLN. 
This completes the proof of (1.4). 1 
Proof of Theorem 2. Apply Lemma 2 to get 
n”2(z2,, Z,,) -+ 40, Z) in distribution, 
with 
Check that 
and 
with 
and 
e,,-e:=+R. 
n 
e,,,-e$ptJ, 
n 
R, = @n - ’ f: X,,,( W, - X,:,)/s; + tlyn - I i ( W, - Xi:,)/s; 
i= 1 i=l 
s;=n+ i (X,-X)2. 
i= 1 
(3.4) 
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The assertation thus follows from (3.4) and a Cramer-Slutzky argument, 
upon observing that n”*R, -+ 0 in probability. For this, we shall only treat 
the first summand. Now, 
n - “* i Xj.,( Win - Xj..) < n ~ “* ,Fp:n Ixjl i I win - ximI. 
i=l . . i= 1 
Since X, has a finite kth moment, 
max jXil = op(nlik). 
I<i<n 
Furthermore, by monotonicity of F;’ and since K has bounded support, 
say C-L 11, 
I Win - Xi:, I G J’c ’ 
(~+;kl)-F;,(y&l), 
where [x] denotes the smallest integer larger than or equal to x. To be 
precise, F;’ is supposed to be extended to the real line by setting 
F,-‘(u) :=F;‘(l)=X,:, for u>l 
and 
F;‘(u) := F,’ 1 
0 n 
= Xl:, for u < l/n. 
Conclude that 
Since by assumption 
h n n I/* + 2/k = O( 1 ), 
this completes the proof of the theorem. 1 
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