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Quantum criticality near a tricritical point (TCP) is studied in the two-component Bose-Hubbard
model on square lattices. The existence of quantum TCP on a boundary of superfluid-insulator
transition is confirmed by quantum Monte Carlo simulations. Moreover, we analytically derive
the quantum tricritical behaviors on the basis of an effective field theory. We find two significant
features of the quantum tricriticality, that are its characteristic chemical potential dependence of the
superfluid transition temperature and a strong density fluctuation. We suggest that these features
are directly observable in existing experimental setups of Bose-Bose mixtures in optical lattices.
PACS numbers: 03.75.Mn,64.60.Kw,03.75.Hh
Rapid development in experiments with ultracold gases
confined in optical lattices has advanced the studies of
quantum phase transitions (QPTs), thanks to their pre-
cise controllability of various parameters, such as external
potentials, interparticle interactions, and lattice geome-
try, over a wide range. Several QPTs that are of close
relevance to other condensed matter systems have been
realized in experiments, such as superfluid (SF)-Mott
insulator (MI) transitions in a variety of lattice geom-
etry [1–4], SF-Bose glass transitions in a random [5, 6] or
quasi-periodic [7, 8] potential, magnetic transitions in a
tilted [9] or triangular [10, 11] optical lattice, and topo-
logical transitions in a double-well optical lattice [12].
Recent experiments have reported even the observation
of quantum critical behaviors accompanying the second-
order QPT between vacuum and SF [13], thus provid-
ing new opportunities for studying quantum criticality
in optical-lattice systems.
Tricriticality, or more generally, multicriticality is a
fundamental concept in the study of phase transitions
[14]. A tricritical point (TCP) marks a point at which
a second-order (continuous) phase transition changes to
a first-order (discontinuous) phase transition on a sin-
gle phase boundary in a two parameter phase diagram.
Tricriticality has been discussed in the contexts of sev-
eral condensed matter systems, e.g., FeCl2 [15],
3He-4He
mixture [16], and correlated electron matterials [17, 18],
as well as in quantum chromodynamics [19]. Due to its
unique nature unconventional critical properties are ex-
pected to – and indeed found to – emerge in the vicin-
ity of a TCP. As such, exploration of TCPs can be a
useful strategy for finding novel universality classes of
phase transitions. Despite such ubiquity and importance
of TCP, understanding of quantum tricriticality remains
limited to a phenomenological level because of lack of
experiments with flexible controllability and exact nu-
merical simulations on a microscopic model, in contrast
to classical one.
In this Letter, we use the unbiased numerical method
of quantum Monte-Carlo (QMC) based on the Feynmann
path integral [20] to show the existence of quantum TCPs
in the ground state phase diagram of the two-component
Bose-Hubbard model (BHM) on square lattices. This re-
sult suggests that quantum tricriticality can realistically
be studied in Bose-Bose mixtures trapped in optical lat-
tices, which are subsistent experimental setups [21–26].
From a simple mean-field (MF) analysis, we explain that
effective two-body attraction causes the emergence of the
TCPs. Furthermore, analyzing an effective continuum
model, we derive critical behaviors regarding the TCP.
In the finite-temperature phase diagrams obtained by the
QMC method, we identify the quantum tricritical behav-
ior of the SF-normal transition temperature, which can
be directly measured in experiments [13].
We consider the two-component BHM on square lat-
tices (d = 2) [27],
H = −t
∑
α,〈j,l〉
(
b†α,jbα,l + H.c.
)
− µ
∑
α,j
b†α,jbα,j
+
∑
α,α′,j
Uαα′
2
b†α,jb
†
α′,jbα′,jbα,j , (1)
where b†α,j (bα,j) is a creator (annihilator) of α-type bo-
son at site j, t the nearest neighbor hopping ampli-
tude, µ the chemical potential, and UAA = UBB ≡ U
> 0 (UAB = UBA) the on-site intra-component (inter-
component) repulsive interaction. This model describes
Bose-Bose mixtures confined in an optical lattice [21–
26]. In the optical-lattice experiments, U/t is controlled
by changing the depth of optical lattices [27], and UAB
is controlled by using Feshbach resonances [23, 28, 29] or
component-dependent optical lattices [26, 30]. Although
the hopping amplitudes are different for each component
in general, we use a common value t for simplicity. In-
deed, in a gas of 87Rb having two atomic spin states as an
internal degree of freedom, the difference of hopping am-
plitudes between these two spin states is negligible [22].
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FIG. 1: (Color online) Ground state phase diagram at
UAB/U = 0.9 computed with QMC and MF. Thick (thin)
green solid line shows phase boundary of first (second) or-
der QPT computed by MF. Black (red) closed circles are the
second order QPT points or spinodals computed by QMC
simulations at L = 16 (L = 12) and µ/U = 1.35. Blue open
circles are the first order QPT points at L = 16. Diamonds
are TCPs. Inset: µ dependence of total density of boson at
Zt/U = 0.16.
Notice that we choose ~ = kB = a = 1 as our units
throughout the paper, where a is the lattice constant.
When d ≥ 2, the possibility of the first-order QPT
from SF to MI with even fillings has been previously sug-
gested by Monte Carlo simulations on the two-component
J-current model [31], which is a (d+1)-dimensional classi-
cal analog of Eq. (1), and MF analyses on Eq. (1) [32, 33].
Similar first-order QPTs have been found also in other
related models [34, 35]. Below, we demonstrate the pres-
ence of the first-order QPT and the associated TCPs in
the t− µ phase diagram by means of direct QMC simu-
lations on Eq. (1).
We apply the worldline QMC method to the model (1)
with a periodic boundary condition. We use a modified
version [36] of the directed-loop algorithm [37] for updat-
ing worldline configurations. Although the modification
is originally made for the single component BHM, it is
also crucial for this application. We set the maximum
occupation number at a single site as nmax = 4 for each
component.
Figure 1 shows the ground-state phase diagram of the
model (1) near the n = 2 Mott lobe at UAB/U = 0.9,
where n ≡ nA + nB is the total density and nα is the
density of type-α bosons. At this value of UAB/U , the
phase separation does not occur in either SF or MI phase.
The phase boundary of second-order QPT between SF
and MI is determined from the single-particle and single-
hole Mott gaps estimated by using the QMC data of the
Green’s function 〈bA,k(τ)b†A,k(0)〉 at k = 0 [38], where
b†A,k ≡ L−d/2
∑
j b
†
A,j exp(ik · xj) and xj represents the
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FIG. 2: (Color online) Density fluctuation κ ≡ ∂n/∂µ at the
lower (left panel) and upper (right panel) edges of the lobe
estimated from the particle and hole gaps. The shaded regions
mark the peaks of κ.
position vector of site j. We estimate the Mott gaps at
µ/U = 1.35 and L =12 and 16 with several values of
Zt/U . In the scale of the phase diagram (Fig. 1), finite-
size effects are negligible. In the case of the first-order
QPT, the Mott gaps do not locate the phase boundary
but the spinodal of the MI state. To identify the first-
order phase boundary, we calculate the total density n
near the tip of the n = 2 Mott lobe as a function of µ/U
or Zt/U as shown in the inset of Fig. 1. At Zt/U = 0.16,
we find a clear jump in n versus µ/U , and we determine
the transition point from the position of the jump for
L = 16. The spinodal located by the Mott gap is well
separated from the true transition point and is located
in the SF side. When Zt/U decreases, the jump becomes
smaller and is supposed to vanish at the TCP. However,
it is practically very difficult to estimate numerically the
position of TCPs from the vanishment of the jump, be-
cause the jump is too small to be detected close to TCPs.
Instead, we determine the TCPs from the difference
in the critical behavior of the density fluctuation, κ ≡
∂n/∂µ, between the generic [49] and tricritical transi-
tions. Since the density of atoms is locally observable in
optical-lattice experiments [39], this density fluctuation
can be directly probed. To determine the critical behav-
ior across the transition between MI with even filling and
SF with incommensurate filling, we analyze the effective
action in continuum given by
Seff =βV f0+
∫
dτ
∫
ddx
[∑
α
(
ψ∗α
∂ψα
∂τ
+
1
2m
|∇ψα|2
−rα|ψα|2 + u
2
|ψα|4 + w
3
|ψα|6
)
+ uAB |ψA|2|ψB |2
+wAB(|ψA|4|ψB |2 + |ψA|2|ψB |4)
]
, (2)
where β ≡ T−1 is the inverse temperature, V ≡ Ld the
volume, and f0 the free energy density of the MI state. A
derivation of the effective model is shown in detail in the
Supplemental Material [40]. In Eq. (2), ψα(x, τ) denotes
the SF order-parameter field of type-α bosons. Inclu-
sion of terms up to the sixth order of ψα is necessary
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FIG. 3: (Color online) Zt/U dependence of −u/U and uAB/U
at UAB/U = 0.9, for the lower (left panel) and upper (right
panel) edges of the lobe by Ginzburg-Landau expansion of
energy density from |nA, nB〉 = |1, 1〉.
to describe the shift from generic transition to first-order
one through the TCP. The dynamical and critical expo-
nents for the transitions described by the action (2) are
z = 2 and ν = 1/2. Applying MF theory combined with
renormalization group analysis to the effective model (2),
we obtain the critical behaviors of the density versus the
chemical potential as shown in Table I. The results imply
that in two dimension κ ∝ ln(1/δµ) for the generic transi-
tion while κ ∝ δµ−1/2 for the tricritical one (see Ref. [40]
for a detailed derivation). Here δµ ≡ |µ− µc| and µc de-
notes µ at the critical point. It is remarkable that for the
tricritical case there is no logarithmic correction even in
d = 2 that is the upper critical dimension. Utilizing these
critical behaviors, the TCPs are determined as follows.
In Fig. 2, we depict κ along the lower and upper edges
of the lobe estimated by the Mott gap at µ/U = 1.35
and L = 16. There we see that κ has a distinct peak
at a certain value of Zt/U . The peak position identifies
the TCPs at which κ diverges more strongly than at the
generic QCPs or at the spinodal of the MI state. Notice
that although κ diverges weakly as ∼ ln(1/δµ) even at
generic QCPs in d = 2, the QMC data do not show such
a divergence because the phase boundary computed with
L = 16 is expected to be located inside the SF phase in
the thermodynamic limit.
We discuss a physical mechanism for the shift of the
QPT from second order to first order and the associated
emergence of the TCP within a MF approximation. By
the green line in Fig. 1, we show the phase boundary
computed with the use of the MF theory [32, 33] for
comparison. While quantitative difference in the first-
order phase boundary and the TCP between MF and
QMC is discernible, the MF analysis correctly captures
the qualitative features of the phase diagram. Applying
the MF approximation ψα(x, τ) = φα to the effective
model (2), we obtain the MF action Smf = βV f with
the free energy density written as
f = f0 − 2rφ2 + (u+ uAB)φ4 + 2
3
(w + 3wAB)φ
6, (3)
where rA = rB ≡ r. Taking into account the symme-
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FIG. 4: (Color online) The SF stiffness ρSA + ρSB , ρSC , and
ρSP computed by QMC simulations at βt = L and µ/U = 1.4.
try between the two components, we here set |φA| =
|φB | ≡ φ that corresponds to the superfluid order pa-
rameter 〈bα,j〉 characterizing the SF-MI transition. From
Eq. (3), one sees that the transition is of first order when
u+uAB < 0 while it is of second order when u+uAB ≥ 0.
In Fig. 3, we plot −u and uAB as functions of Zt/U along
the lower and upper edges of the lobe (see Ref. [40] for
how to calculate u and uAB). When Zt/U increases in
the region Zt/U > 0.05, uAB becomes strongly attractive
so that u+uAB changes its sign at a certain point, which
is nothing but the TCP. Thus, the shift of the QPT from
second order to first order can be attributed to the strong
inter-component attraction, which leads to the collapse
of the SF state at low SF density.
To complete the ground-state phase diagram, one
needs to reveal whether there exists the super-
counterflow (SCF) order in the MI phase [31]. In
Fig. 4, we show the SF stiffness computed with QMC
from the fluctuation of winding numbers [41, 42] as
ρSα ≡ 〈W 2α〉/(4βt), ρSC ≡ 〈(WA −WB)2〉/(4βt), and
ρSP ≡ 〈(WA + WB)2〉/(4βt), where W x(y)α is a winding
number of α-type bosons’ worldlines of x(y) direction.
The SCF (paired superfluid) order is present if ρSC > 0
and ρSP = 0 (ρSP > 0 and ρSC = 0). All the kinds
of stiffness vanish inside the MI region, thus confirming
the absence of those SF orders. This validates the use
of the effective action (2) that consists only of the order
parameter of single-particle SF ψα. In Fig. 4, we also
find ρSC > ρSP , i.e., 〈WA ·WB〉 < 0, that is consistent
with the prediction of the effective attractive interaction
uAB < 0.
Next let us consider the finite-temperature phase dia-
gram. While the nature of finite temperature transition
differs from that at zero temperature, the transition tem-
perature Tc near a second-order QPT is governed by the
quantum criticality [43, 44]. The critical behavior of Tc
is of particular importance in the sense that it has been
directly measured in recent experiments in both contexts
of 4He films [45] and optical lattices loaded with ultra-
cold gases [13]. On the basis of the effective model (2), we
4Density Transition temperature
d = 2 Generic δµ ln (1/δµ) δµ ln (1/δµ) / ln ln (1/δµ)
d = 2 Tricritical δµ1/2 δµ1/2/ ln (1/δµ)
d > 2 Generic δµ δµ2/d
d > 2 Tricritical δµ1/2 δµ1/d
TABLE I: Quantum criticality of the density δn = |n − n0|
measured on that at the MI state n0 and the transition tem-
perature Tc as functions of the chemical potential measured
on the critical point δµ ≡ |µ− µc|.
derive the critical behavior of Tc that is summarized in
Table I (see Ref. [40] for details). As expected, the criti-
cal behaviors for the generic QPT is the same as that for
the vacuum-SF QPT of a dilute Bose gas [44, 46, 47], and
these QPTs belong to the same universality class. In con-
trast, the tricritical behavior is distinctly different from
the standard one; specifically, Tc ∝ δµ1/d if we disregard
the logarithmic contributions in d = 2.
Figure 5 shows the transition temperatures as func-
tions of µ/U obtained from QMC simulations for sev-
eral values of Zt/U . The transition temperatures are
estimated from jumps of ρSA and n. If a transition to
SF is of the Berezinskii-Kosterlitz-Thouless (BKT) type,
it is well-known that ρSA exhibits the universal jump,
∆ρSA = T/(tpi), at the transition point [48]. Thus the
BKT transition temperature is estimated from the cross-
point of T/(tpi) and ρSA(L = 48) as shown in Fig. 5(b).
On the other hand, ρSA shows a larger jump than T/(tpi)
at the first-order phase transition. As shown in Fig. 5(c),
we find the first-order phase transition at finite temper-
atures. This means that there is a tricritical line in the
T − t− µ phase diagram and the quantum TCPs are its
end points.
To examine the shift of the criticality from Tc ∝ δµ
(generic) to ∝ δµ1/2 (tricritical), we fit Tc/t by assum-
ing a fitting function Tfit(δµ¯) = [C
2
1 + C2δµ¯]
1/2 − C1
with fitting parameters C1,2, where δµ¯ ≡ δµ/U . Since
Tfit ∝ δµ¯1/2 for C1 = 0 while Tfit ∝ δµ¯ for C1 > 0 at
small δµ¯, the approach to the tricritical behavior can be
identified as the decrease of C1 towards zero. By the fit-
ting to the numerical data in Fig. 5(a), we indeed find
that C1 at the TCP, i.e. Zt/U = 0.12, is much closer to
zero compared to C1 for the generic QPTs (Zt/U = 0.04
and 0.08). Thus, the tricritical behavior of Tc has been
corroborated. Notice that within the temperature range
of our numerical simulations the fitting function that ne-
glects logarithmic contributions fits better to the data
than the one with logarithmic contributions, as was also
the case in previous experiments [13, 45].
In conclusion, we have computed the ground-state and
finite-temperature phase diagrams near the n = 2 Mott
lobe of the two-component BHM in square lattices by
the QMC method. It was shown that the SF-MI transi-
tion is of first order near the tip of the Mott lobe while
it is of second order far from the tip. We have iden-
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FIG. 5: (Color online) Results of QMC simulations at fi-
nite temperature. (a) Transition temperatures at Zt/U =
0.04, 0.08, 0.12 and 0.16. Circles (blue) and squares (red)
represent the first-order and BKT transitions, respectively.
(b) Temperature dependence of ρSA at Zt/U = 0.08 and
µ/U = 0.96. (c) Chemical potential dependence of ρSA at
Zt/U = 0.16 and βt = 12.
tified the TCPs on the SF-MI phase boundary. Since
the model is a quantitative counterpart of a realistic ex-
perimental system, namely a Bose-Bose mixture in an
optical lattice, this finding of the TCPs makes it possi-
ble for optical-lattice experiments to address the issue of
quantum tricriticality. Moreover, we have derived criti-
cal behaviors of the QPT across the TCP. The predicted
quantum tricritical behavior of the SF-normal transition
temperature may be examined in future experiments.
We thank P. Sengupta, G. Marmorini, T. Sato, and
K. Totsuka for useful comments and discussions. Nu-
merical calculations were conducted on the RIKEN In-
tegrated Cluster of Clusters (RICC). I. D. acknowledges
support from KAKENHI Grants No. 25800228 and No.
25220711.
[1] M. Greiner, O. Mandel, T. Esslinger, T. W. Ha¨nsch, and
I. Bloch, Nature 415, 39 (2002).
[2] T. Sto¨ferle, H. Moritz, C. Schori, M. Ko¨hl, and
T. Esslinger, Phys. Rev. Lett. 92, 130403 (2004).
[3] I. B. Spielman, W. D. Phillips, and J. V. Porto, Phys.
Rev. Lett. 98, 080404 (2007).
[4] C. Becker, P. Soltan-Panahi, J. Kronja¨ger, S. Do¨rscher,
K. Bongs, and K. Sengstock, New J.Phys. 12, 065025
(2010).
[5] M. Pasienski, D. McKay, M. White, and B. Demarco,
Nat. Phys. 6, 677 (2010).
[6] B. Gadway, D. Pertot, J. Reeves, M. Vogt, and
D. Schneble, Phys. Rev. Lett. 107, 145306 (2011).
[7] L. Fallani, J. E. Lye, V. Guarrera, C. Fort, and M. In-
guscio, Phys. Rev. Lett. 98, 130404 (2007).
5[8] B. Deissler, M. Zaccanti, G. Roati, C. DErrico, M. Fat-
tori, M. Modugno, G. Modugno, and M. Inguscio, Nat.
Phys. 6, 354 (2010).
[9] J. Simon, W. S. Bakr, R. Ma, M. E. Tai, P. M. Preiss,
and M. Greiner, Nature 472, 307 (2011).
[10] J. Struck, C. O¨lschla¨ger, R. Le Targat, P. Soltan-
Panahi, A. Eckardt, M. Lewenstein, P. Windpassinger,
and K. Sengstock, Science 333, 996 (2011).
[11] J. Struck, M. Weinberg, C. O¨lschla¨ger, P. Windpassinger,
J. Simonet, K. Sengstock, R. Ho¨ppner, P. Hauke,
A. Eckardt, M. Lewenstein, et al., Nat. Phys. (2013).
[12] M. Atala, M. Aidelsburger, J. T. Barreiro, D. Abanin,
T. Kitagawa, E. Demler, and I. Bloch, arXiv preprint
arXiv:1212.0572 (2012).
[13] X. Zhang, C.-L. Hung, S.-K. Tung, and C. Chin, Science
335, 1070 (2012).
[14] P. M. Chaikin and T. C. Lubensky, Principles of con-
densed matter physics (Cambridge Univ Press, 2000).
[15] R. J. Birgeneau, G. Shirane, M. Blume, and W. C.
Koehler, Phys. Rev. Lett. 33, 1098 (1974).
[16] R. De Bruyn Ouboter, K. W. Taconis, C. Le Pair, and
J. J. M. Beenakker, Physica 26, 853 (1960).
[17] T. Misawa, Y. Yamaji, and M. Imada, J. Phys. Soc. Jpn.
78, 084707 (2009).
[18] P. Jakubczyk, J. Bauer, and W. Metzner, Phys. Rev. B
82, 045103 (2010).
[19] M. Stephanov, K. Rajagopal, and E. Shuryak, Phys. Rev.
Lett. 81, 4816 (1998).
[20] N. Kawashima and K. Harada, J. Phys. Soc. Jpn. 73,
1379 (2004).
[21] M. Anderlini, P. J. Lee, B. L. Brown, J. Sebby-Strabley,
W. D. Phillips, and J. V. Porto, Nature 448, 452 (2007).
[22] S. Trotzky, P. Cheinet, S. Fo¨lling, M. Feld, U. Schnor-
rberger, A. M. Rey, A. Polkovnikov, E. A. Demler, M. D.
Lukin, and I. Bloch, Science 319, 295 (2008).
[23] A. Widera, S. Trotzky, P. Cheinet, S. Fo¨lling, F. Gerbier,
I. Bloch, V. Gritsev, M. D. Lukin, and E. Demler, Phys.
Rev. Lett. 100, 140401 (2008).
[24] J. Catani, L. De Sarlo, G. Barontini, F. Minardi, and
M. Inguscio, Phys. Rev. A 77, 011603 (2008).
[25] D. M. Weld, P. Medley, H. Miyake, D. Hucul, D. E.
Pritchard, and W. Ketterle, Phys. Rev. Lett. 103, 245301
(2009).
[26] B. Gadway, D. Pertot, R. Reimann, and D. Schneble,
Phys. Rev. Lett. 105, 045303 (2010).
[27] D. Jaksch, C. Bruder, J. I. Cirac, C. W. Gardiner, and
P. Zoller, Phys. Rev. Lett. 81, 3108 (1998).
[28] G. Thalhammer, G. Barontini, L. De Sarlo, J. Catani,
F. Minardi, and M. Inguscio, Phys. Rev. Lett. 100,
210402 (2008).
[29] S. Tojo, Y. Taguchi, Y. Masuyama, T. Hayashi, H. Saito,
and T. Hirano, Phys. Rev. A 82, 033609 (2010).
[30] D. McKay and B. DeMarco, New J. Phys. 12, 055013
(2010).
[31] A. Kuklov, N. Prokofev, and B. Svistunov, Phys. Rev.
Lett. 92, 050402 (2004).
[32] T. Ozaki, I. Danshita, and T. Nikuni, arXiv preprint
arXiv:1210.1370 (2012).
[33] D. Yamamoto, T. Ozaki, C. A. R. Sa´ de Melo, and I. Dan-
shita, Phys. Rev. A 88, 033624 (2013).
[34] T. Kimura, S. Tsuchiya, and S. Kurihara, Phys. Rev.
Lett. 94, 110403 (2005).
[35] L. de Forges de Parny, F. He´bert, V. G. Rousseau, R. T.
Scalettar, and G. G. Batrouni, Phys. Rev. B 84, 064529
(2011).
[36] Y. Kato and N. Kawashima, Phys. Rev. E 79, 021104
(2009).
[37] O. F. Sylju˚asen and A. W. Sandvik, Phys. Rev. E 66,
046701 (2002).
[38] B. Capogrosso-Sansone, N. V. Prokof’ev, and B. V. Svis-
tunov, Phys. Rev. B 75, 134302 (2007).
[39] W. S. Bakr, J. I. Gillen, A. Peng, S. Fo¨lling, and
M. Greiner, Nature 462, 74 (2009).
[40] Supplemental Material.
[41] D. M. Ceperley, Rev. Mod. Phys. 67, 279 (1995).
[42] S¸. So¨yler, B. Capogrosso-Sansone, N. V. Prokof’ev, and
B. V. Svistunov, New J. Phys. 11, 073036 (2009).
[43] M. P. A. Fisher, P. B. Weichman, G. Grinstein, and D. S.
Fisher, Phys. Rev. B 40, 546 (1989).
[44] S. Sachdev, Quantum phase transitions (Wiley Online
Library, 2007).
[45] S. Murakawa, M. Wasai, K. Akiyama, Y. Wada,
Y. Tamura, R. Nomura, and Y. Okuda, Phys. Rev. Lett.
108, 025302 (2012).
[46] D. S. Fisher and P. C. Hohenberg, Phys. Rev. B 37, 4936
(1988).
[47] E. B. Kolomeisky and J. P. Straley, Phys. Rev. B 46,
11749 (1992).
[48] D. R. Nelson and J. M. Kosterlitz, Phys. Rev. Lett. 39,
1201 (1977).
[49] We refer to the second-order QPT other than the one at
the TCP as generic transition.
Supplementary Material for “Quantum Tricriticality at the Superfluid-Insulator
Transition of Binary Bose Mixtures”
Yasuyuki Kato1, Daisuke Yamamoto2, and Ippei Danshita3,4
1RIKEN Center for Emergent Matter Science (CEMS), Wako, Saitama 351-0198, Japan
2Condensed Matter Theory Laboratory, RIKEN, Wako, Saitama 351-0198, Japan
3Yukawa Institute for Theoretical Physics, Kyoto University, Kyoto 606-8502, Japan
4Computational Condensed Matter Physics Laboratory, RIKEN, Wako, Saitama 351-0198, Japan
(Dated: February 4, 2014)
In this supplementary material, we present a detailed derivation of the effective continuum model
that is Eq. (2) of the main text. We also explain in detail how to derive the critical scaling of the
density and the transition temperature for the superfluid-insulator transition, which are summarized
in Table I of the main text, from the effective model.
I. EFFECTIVE CONTINUUM MODEL
We consider the system of the two-component Bose-Hubbard model that is given in Eq. (1) of the main text. In
the path integral representation, the partition function of this model is given by
Ξ = Tr e−βHˆ =
∫
Db∗ADbADb∗BDbB exp(−S[bA, b∗A, bB , b∗B ]/h¯). (1)
Here the Euclidean action is written as
S[bA, b
∗
A, bB , b
∗
B ] = SA + SB + SAB , (2)
where
Sα =
∫ h¯β
2
− h¯β2
dτ
∑
j
b∗α,j
(
h¯
∂
∂τ
− µα + Uαα
2
b∗α,jbα,j
)
bα,j −
∑
j,l
tα,jl b
∗
α,jbα,l
 , (3)
SAB =
∫ h¯β
2
− h¯β2
dτ
∑
j
UAB b
∗
A,jbA,jb
∗
B,jbB,j . (4)
We assume that the hopping process is allowed only between nearest neighboring sites such that the element of the
hopping matrix tˆα takes the form that
tα,jl =
{
tα, if j and l are nearest neighboring
0, otherwise
. (5)
While the Bose-Hubbard parameters in the main text are taken to be symmetric with respect to the replacement
A ↔ B (e.g. tA = tB ≡ t and UAA = UBB ≡ U), we here do not assume the symmetry in order to be more general
until we derive the effective action. We are especially interested in the phase transition between the Mott insulator
(MI) with even filling and the superfluid (SF) with incommensurate filling upon varying the chemical potential µα.
When the system is in a close vicinity of the transition, the correlation length is much larger than the underlying lattice
spacing a so that one can describe the system with use of the effective continuum model [1]. In this section, we derive
the effective action, following the prescription used in Ref. [2] for the case of the single-component Bose-Hubbard
model.
Inserting the auxiliary fields Ψα and Ψ
∗
α via the Stratnovich-Hubbard transformation, the action becomes
S[bA, b
∗
A, bB , b
∗
B ,ΨA,Ψ
∗
A,ΨB ,Ψ
∗
B ] =
∫
dτ
∑
α,j,l
(tˆ−1α )jlΨ
∗
α,jΨα,l + S
(0) + Spert (6)
where
S(0) =
∫
dτ
∑
α,j
b∗α,j
(
h¯
∂
∂τ
− µα + Uαα
2
b∗α,jbα,j
)
bα,j + SAB , (7)
Spert = −
∫
dτ
∑
α,j
(b∗α,jΨα,j + Ψ
∗
α,jbα,j), (8)
2We next integrate out the fields bα,j and b
∗
α,j , and the action is formally expressed as
Seff [ΨA,Ψ
∗
A,ΨB ,Ψ
∗
B ] = h¯βV f0 +
∫
dτ
∑
α,j,l
(tˆ−1α )jlΨ
∗
α,jΨα,l − h¯ ln
〈
exp
(−Spert/h¯)〉
0
, (9)
where
〈O〉0 ≡
∫
Db∗ADbADb∗BDbB O exp
(
−S(0)/h¯
)
, (10)
and V ≡ (La)d is the volume of the system. S(0) describes the system of completely decoupled sites, which is already
diagonalized such that the eigenenergies and the eigenstates can be expressed in a simple analytical form. Hence, one
can compute the average 〈O〉0 with the operator O consisting of a product of bα,j and b∗α,j . In order to construct the
effective action more explicitly, we first perform a cumulant expansion up to the sixth order with respect to the fields
Ψα,j(τ) and Ψ
∗
α,j(τ). We next take the continuum limit aj → x and a−d/2Ψα,j(τ) → Ψα(x, τ), and finally express
the order parameter in the dimension of the wave function as ψα ≡ Ψα/(Ztα), where Z = 2d is the coordination
number. In this way, we obtain the effective action,
Seff [ψA, ψ
∗
A, ψB , ψ
∗
B ] = βV f0 + S
eff
A + S
eff
B + S
eff
AB , (11)
where
Seffα =
∫
dτ
∫
ddx
[
h¯Kαψ
∗
α
∂ψα
∂τ
+ h¯2Jα
∣∣∣∣∂ψα∂τ
∣∣∣∣2 + h¯22mα |∇ψα|2 − rα|ψα|2 + uα2 |ψα|4 + wα3 |ψα|6
]
, (12)
SeffAB =
∫
dτ
∫
ddx
[
uAB |ψA|2|ψB |2 + wAB |ψA|4|ψB |2 + wBA|ψA|2|ψB |4
]
. (13)
The coefficients Kα, Jα, mα, rα, uα, uAB , wα, wAB , and wBA are functions of the parameters in the original Hubbard-
type model, namely the hopping energy tα, the chemical potential µα, and interparticle interactions Uαα′ . Here, we
assume that the ground state of the decoupled system S(0) is given by a product of local Fock states |νA, νB〉 = |g, g〉
in order to discuss the transition between the MI with even filling 2g and the SF. From the second-order cumulant
expansion, we obtain the explicit form of Kα, Jα, mα, and rα as
Kα = (Ztα)
2
(
g + 1
(E
(+)
α − Eg,g)2
− g
(E
(−)
α − Eg,g)2
)
, (14)
Jα = (Ztα)
2
(
g + 1
(E
(+)
α − Eg,g)3
+
g
(E
(−)
α − Eg,g)3
)
, (15)
mα =
h¯2
2tαa2
, (16)
rα = −Ztα + (Ztα)2
(
g + 1
E
(+)
α − Eg,g
+
g
E
(−)
α − Eg,g
)
, (17)
where
EνA,νB ≡
∑
α
(
−µανα + Uαα
2
να(να − 1)
)
+ UABνAνB , (18)
E(±)α ≡
{
Eg±1,g, if α = A
Eg,g±1, if α = B
. (19)
While the coefficients of the higher order terms, namely uα, uAB , wα, wAB , and wBA, can be obtained also via the
cumulant expansion of Eq. (9), it is more straightforward to use alternatively the perturbative mean-field expansion [3,
4].
From Eqs. (6-8), the corresponding effective Hamiltonian is written as
Heff =
∑
α,j,l
(tˆ−1α )jlΨ
∗
α,jΨα,l +
∑
j
H(0)j +
∑
α,j
Vα,j (20)
3where
H(0)j = −µ
∑
α
b†α,jbα,j +
∑
α,α′
Uαα′
2
b†α,jb
†
α′,jbα′,jbα,j , (21)
Vα,j = −(b†α,jΨα,j + Ψ∗α,jbα,j). (22)
The coefficients of the effective action in Eqs. (11-13) are obtained by the standard perturbation method in which
the last term Vα,j coupled with the fields Ψα,j and Ψ
∗
α,j is considered as a small perturbation on the unperturbed
Hamiltonian H(0)j . The coefficients uα and uAB are derived from the fourth-order perturbation energy as
′∑
νA,νB
′∑
λA,λB
|〈g, g|Vj |νA, νB〉|2|〈g, g|Vj |λA, λB〉|2
(EνA,νB − Eg,g)(EλA,λB − Eg,g)2
−
′∑
νA,νB
′∑
λA,λB
′∑
ρA,ρB
〈g, g|Vj |νA, νB〉〈νA, νB |Vj |λA, λB〉〈λA, λB |Vj |ρA, ρB〉〈ρA, ρB |Vj |g, g〉
(EνA,νB − Eg,g)(EλA,λB − Eg,g)(EρA,ρB − Eg,g)
=
(
Vˆ
(1)†
j Gˆ
(1)Vˆ
(1)
j
)(
Vˆ
(1)†
j (Gˆ
(1))2Vˆ
(1)
j
)
− Vˆ (1)†j Gˆ(1)Vˆ (2)†j Gˆ(2)Vˆ (2)j Gˆ(1)Vˆ (1)j
=
∑
α
uαa
−d
2
∣∣∣∣Ψα,jZtα
∣∣∣∣4 + uABa−d ∣∣∣∣ΨA,jZtA
∣∣∣∣2 ∣∣∣∣ΨB,jZtB
∣∣∣∣2 , (23)
where Vj =
∑
α Vα,j and the sum
∑′
νA,νB
runs over all the eigenstates of H0j other than the initial state |νA, νB〉 =
|g, g〉. The matrices in the third line of Eq. (23) are defined by
Vˆ
(1)
j =
( √
gΨ∗A,j
√
g + 1ΨA,j
√
gΨ∗B,j
√
g + 1ΨB,j
)T
,
Gˆ(1) =
(
diag(Eg−1,g, Eg+1,g, Eg,g−1, Eg,g+1)− Eg,g Iˆ4
)−1
,
Vˆ
(2)
j =

√
g − 1Ψ∗A,j
√
gΨ∗B,j 0
√
gΨB,j 0 0 0 0
0 0 0 0
√
gΨ∗B,j
√
g + 2ΨA,j
√
g + 1ΨB,j 0
0
√
gΨ∗A,j
√
g − 1Ψ∗B,j 0
√
g + 1ΨA,j 0 0 0
0 0 0
√
gΨ∗A,j 0 0
√
g + 1ΨA,j
√
g + 2ΨB,j

T
,
Gˆ(2) =
(
diag(Eg−2,g, Eg−1,g−1, Eg,g−2, Eg−1,g+1, Eg+1,g−1, Eg+2,g, Eg+1,g+1, Eg,g+2)− Eg,g Iˆ8
)−1
,
where Iˆn denotes the n× n identity matrix. From Eq. (23), the explicit forms of uα and uAB are given by
uα = 2a
d(Ztα)
4
[(
g + 1
E
(+)
α − Eg,g
+
g
E
(−)
α − Eg,g
)(
g + 1
(E
(+)
α − Eg,g)2
+
g
(E
(−)
α − Eg,g)2
)
−
(
(g + 1)(g + 2)
(E
(+)
α − Eg,g)2(E(2+)α − Eg,g)
+
g(g + 1)
(E
(−)
α − Eg,g)2(E(2−)α − Eg,g)
)]
(24)
uAB = a
dZ4t2At
2
B
[(
g + 1
E
(+)
A − Eg,g
+
g
E
(−)
A − Eg,g
)(
g + 1
(E
(+)
B − Eg,g)2
+
g
(E
(−)
B − Eg,g)2
)
+
(
g + 1
E
(+)
B − Eg,g
+
g
E
(−)
B − Eg,g
)(
g + 1
(E
(+)
A − Eg,g)2
+
g
(E
(−)
A − Eg,g)2
)
−
(
1
E
(+)
A − Eg,g
+
1
E
(+)
B − Eg,g
)2
(g + 1)2
E
(++)
AB − Eg,g
−
(
1
E
(+)
A − Eg,g
+
1
E
(−)
B − Eg,g
)2
g(g + 1)
E
(+−)
AB − Eg,g
−
(
1
E
(−)
A − Eg,g
+
1
E
(+)
B − Eg,g
)2
g(g + 1)
E
(−+)
AB − Eg,g
4−
(
1
E
(−)
A − Eg,g
+
1
E
(−)
B − Eg,g
)2
g2
E
(−−)
AB − Eg,g
 , (25)
where
E(2±)α ≡
{
Eg±2,g, if α = A
Eg,g±2, if α = B
, (26)
E
(±±)
AB ≡ Eg±1,g±1, (27)
E
(±∓)
AB ≡ Eg±1,g∓1. (28)
In a similar fashion, the coefficients wα, wAB , and wBA can be obtained from the sixth-order perturbation:(
Vˆ
(1)†
j Gˆ
(1)Vˆ
(2)†
j Gˆ
(2)Vˆ
(2)
j Gˆ
(1)Vˆ
(1)
j
)(
Vˆ
(1)†
j (Gˆ
(1))2Vˆ
(1)
j
)
−
(
Vˆ
(1)†
j Gˆ
(1)Vˆ
(1)
j
)(
Vˆ
(1)†
j (Gˆ
(1))2Vˆ
(1)
j
)2
−
(
Vˆ
(1)†
j Gˆ
(1)Vˆ
(1)
j
)(
Vˆ
(1)†
j (Gˆ
(1))2Vˆ
(2)†
j Gˆ
(2)Vˆ
(2)
j Gˆ
(1)Vˆ
(1)
j + Vˆ
(1)†
j Gˆ
(1)Vˆ
(2)†
j (Gˆ
(2))2Vˆ
(2)
j Gˆ
(1)Vˆ
(1)
j
+Vˆ
(1)†
j Gˆ
(1)Vˆ
(2)†
j Gˆ
(2)Vˆ
(2)
j (Gˆ
(1))2Vˆ
(1)
j
)
−
(
Vˆ
(1)†
j Gˆ
(1)Vˆ
(1)
j
)2 (
Vˆ
(1)†
j (Gˆ
(1))3Vˆ
(1)
j
)
−Vˆ (1)†j Gˆ(1)Vˆ (2)†j Gˆ(2)Vˆ (3)†j Gˆ(3)Vˆ (3)j Gˆ(2)Vˆ (2)j Gˆ(1)Vˆ (1)j
=
∑
α
wαa
−2d
3
∣∣∣∣Ψα,jZtα
∣∣∣∣6 + wABa−2d ∣∣∣∣ΨA,jZtA
∣∣∣∣4 ∣∣∣∣ΨB,jZtB
∣∣∣∣2 + wBAa−2d ∣∣∣∣ΨA,jZtA
∣∣∣∣2 ∣∣∣∣ΨB,jZtB
∣∣∣∣4 , (29)
where
Vˆ
(3)
j =

√
g − 2Ψ∗A,j 0 0 0 0 0 0 0√
gΨ∗B,j
√
g − 1Ψ∗A,j 0 0 0 0 0 0
0
√
g − 1Ψ∗B,j
√
gΨ∗A,j 0 0 0 0 0
0 0
√
g − 2Ψ∗B,j 0 0 0 0 0√
g + 1ΨB,j 0 0
√
g − 1Ψ∗A,j 0 0 0 0√
g − 1ΨA,j √gΨA,j 0
√
g + 1Ψ∗B,j 0 0 0 0
0
√
gΨB,j
√
g − 1ΨB,j 0
√
g + 1Ψ∗A,j 0 0 0
0 0
√
g + 1ΨA,j 0
√
g − 1Ψ∗B,j 0 0 0
0 0 0 0
√
g + 2ΨA,j
√
gΨ∗B,j 0 0
0 0 0 0
√
gΨB,j
√
g + 2Ψ∗A,j
√
g + 1Ψ∗B,j 0
0 0 0
√
gΨA,j 0 0
√
g + 1Ψ∗A,j
√
g + 2Ψ∗B,j
0 0 0
√
g + 2ΨB,j 0 0 0
√
gΨ∗A,j
0 0 0 0 0
√
g + 3ΨA,j 0 0
0 0 0 0 0
√
g + 1ΨB,j
√
g + 2ΨA,j 0
0 0 0 0 0 0
√
g + 2ΨB,j
√
g + 1ΨA,j
0 0 0 0 0 0 0
√
g + 3ΨB,j

,
Gˆ(3) =
(
diag(Eg−3,g, Eg−2,g−1, Eg−1,g−2, Eg,g−3, Eg−2,g+1, Eg−1,g, Eg,g−1, Eg+1,g−2, Eg+2,g−1, Eg+1,g, Eg,g+1,
Eg−1,g+2, Eg+3,g, Eg+2,g+1, Eg+1,g+2, Eg,g+3)− Eg,g Iˆ16
)−1
.
We do not present the final analytical formula for wα, wAB , and wBA herein since they are rather lengthy. Note that,
for g ≤ 2, the terms including EνA,νB with νA < 0 or νB < 0 should be omitted in Eqs. (23-29). We use Eqs. (24)
and (25) to plot u and uAB along the SF-MI phase boundaries at g = 1 in Fig. 3 of the main text.
The transition natures described by the action (11) significantly depend on whether the coefficient of the first-order
time derivative is Kα = 0 or Kα 6= 0 [1]. When Kα = 0, the density does not change in the transition process,
meaning that the transition occurs between the MI and the SF with commensurate filling. In this case, the Jα term is
the leading dynamical contribution to the action such that the dynamical exponent of the transition is z = 1. On the
other hand, the case Kα 6= 0 corresponds to the transition between the MI and the SF with incommensurate filling,
which is accompanied by a density change, and its dynamical exponent is z = 2. As was mentioned above, we are
especially interested in the latter case, and we will consider only the latter case hereafter.
5We can simplify further the effective action (11) as follows. Since the Jα term is irrelevant with respect to the Kα
term, the Jα term can be dropped in the action. Moreover, we take the unit in which Kα = 1. Then, S
eff
α is rewritten
as
Seffα =
∫
dτ
∫
ddx
[
h¯ψ∗α
∂ψα
∂τ
+
h¯2
2mα
|∇ψα|2 − rα|ψα|2 + uα
2
|ψα|4 + wα
3
|ψα|6
]
. (30)
Thus, the action (11) with Eqs. (13) and (30) is the effective continuum model that describes the transition between
the MI with even filling and the SF with incommensurate filling in the system of the two-component Bose-Hubbard
model. Notice that this effective action can not be used to describe the transition between SF and MI with odd
filling, in which the super-counterflow order is also involved [5]. In Fig. 4 of the main text, it is shown that such
super-counterflow order is absent in the case of even filling.
Since we assume that the Hubbard parameters are symmetric with respect to the replacement A ↔ B as tA =
tB(≡ t), µA = µB(≡ µ), UAA = UBB(≡ U), and UAB = UBA, the coefficients in the effective model possess the
same symmetry as mA = mB , rA = rB , uA = uB(≡ u), wA = wB(≡ w), and wAB = wBA. However, for evaluating
the transition temperature one needs to calculate the polarizability P ≡ ∂n−∂µ− that requires the expression of the
free energy density with rA 6= rB , where n± ≡ nA ± nB , µ± ≡ µA ± µB , and nα denotes the density of the α-type
particles. Hence, we here write rA and rB independently under the assumption that r−  r+, where r± = rA ± rB .
While inclusion of the terms up to the fourth order of ψα is sufficient to describe the critical behaviors of the generic
transition [6], the sixth order terms are necessary to capture the change to the first-order transition and the associated
tricriticality [4]. The quantity f0 is the free energy density of a system with zero hopping energy, in which lattice sites
are completely decoupled from one another. The derivative of f0 with respect to µα gives the filling factor να of the
Mott insulator phase as
∂f0
∂µα
= −να
ad
. (31)
In order to simplify the notation, we take the lattice spacing a and the energy a ≡ h¯2ma2 as units of the length and
the energy, and express the action in a dimensionless form,
S˜eff [ψA, ψ
∗
A, ψB , ψ
∗
B ] = β˜V˜ f˜0 + S˜
eff
A + S˜
eff
B + S˜
eff
AB , (32)
where
S˜effα =
∫ β˜
2
− β˜2
dτ˜
∫
ddx˜
[
ψ˜∗α
∂ψ˜α
∂τ˜
+
1
2
|∇˜ψ˜α|2 − r˜α|ψ˜α|2 + u˜
2
|ψ˜α|4 + w˜
3
|ψ˜α|6
]
, (33)
S˜effAB =
∫ β˜
2
− β˜2
dτ˜
∫
ddx˜
[
u˜AB |ψ˜A|2|ψ˜B |2 + w˜AB(|ψ˜A|4|ψ˜B |2 + |ψ˜A|2|ψ˜B |4)
]
. (34)
Specifically, the dimensionless quantities are related to their original values through
S˜eff = Seff/h¯, β˜ = β × a, V˜ = V/ad, f˜0 = f0 × ad/a, τ˜ = τ × a/h¯,
x˜ = x/a, ψ˜ = ψ × ad/2, r˜α = rα/a, u˜ = u/(aad), w˜ = w/(aa2d). (35)
Henceforth, we omit the tildes written above the quantities for simplicity.
II. MEAN-FIELD APPROXIMATION
In the next section, we will see that d = 2 is the upper critical dimension regardless of whether the transition is
generic or tricritical. This means that the critical behaviors at d > 2 obeys scaling formulae derived with a mean-field
approximation while there are some logarithmic corrections to the mean-field scaling at d = 2. In either case the
mean-field scaling formulae are necessary, and we derive them in this section.
Applying a mean field approximation, ψα(x, τ) = φα, the action is written as
Smf = βV f. (36)
with the free energy density,
f = f0 − rAφ2A − rBφ2B +
u
2
(φ4A + φ
4
B) + uABφ
2
Aφ
2
B +
w
3
(φ6A + φ
6
B) + wAB(φ
4
Aφ
2
B + φ
2
Aφ
4
B). (37)
6The conditions ∂f∂φA = 0,
∂f
∂φB
= 0 leads to the two solutions
(φ2A, φ
2
B) = (0, 0), (38)
(φ2A, φ
2
B) '
(
ϕ+
r−
2(u− + w−ϕ)
, ϕ− r−
2(u− + w−ϕ)
)
, (39)
either of which is a ground state. Here ϕ corresponds to the order parameter value at rA = rB , which is given by
ϕ =
√
u2+ + 2r+w+ − u+
2w+
. (40)
In Eqs. (39) and (40), we introduced the notations u± = u ± uAB , w+ = w + 3wAB , and w− = w − wAB . The
former solution describes the MI phase and the latter corresponds to the SF phase. Notice that the latter solution is
approximately obtained under the assumption that r−  r+.
Substituting Eq. (39) into Eq. (37), we obtain the free energy density for the superfluid phase,
fsf ' f0 +
u3+
6w2+
+
r+u+
2w+
− 1
6w2+
(u2+ + 2r+w+)
3/2 − r
2
−
4(u− + w−ϕ)
. (41)
From the free energy density Eq. (41), one can see that when u+ ≥ 0, the second order (continuous) transition from
MI to SF occurs at r+ = 0 upon increasing r+ [4]. When u+ < 0, the transition is first order (discontinuous) and
occurs at r+ = −3u2+/(8w+). This means that the transition at u+ = 0 corresponds to the tricritical point.
We first consider the case of the generic transition, i.e. u+ > 0. Assuming u
2
+  r+w+, the free energy density is
expressed as
fsf ' f0 −
r2+
4u+
− r
2
−
4u−
. (42)
Here we are interested in the behavior of fsf in the vicinity of the critical point (µA, µB) = (µc, µc), and we expand
the parameters to the leading order around the critical point,
rα '
∑
γ
Dαγδµγ , (43)
u± ' u±,c, (44)
w± ' w±,c, (45)
where
Dαγ ≡ ∂rα
∂µγ
∣∣∣∣
(µA,µB)=(µc,µc)
, (46)
u±,c ≡ u±|(µA,µB)=(µc,µc), (47)
w±,c ≡ w±|(µA,µB)=(µc,µc). (48)
(49)
Since DAA = DBB(≡ D) and DAB = DBA, the free energy density is rewritten as
fsf ' f0 −
D2+
4u+,c
δµ2+ −
D2−
4u−,c
δµ2−. (50)
where D± = D ±DAB . Using Eq. (50) and the thermodynamic relations, one can obtain the total density
n+ ≡ nA + nB = − ∂fsf
∂µA
− ∂fsf
∂µB
' 2g + D
2
+
u+,c
δµ+, (51)
and the relative density
n− ≡ nA − nB = − ∂fsf
∂µA
+
∂fsf
∂µB
' D
2
−
u−,c
δµ−. (52)
7Differentiating the densities with respect to the chemical potentials leads to the density fluctuation
κ = 2
∂n+
∂µ+
' 2D
2
+
u+,c
, (53)
and the polarizability
P =
∂n−
∂µ−
' D
2
−
u−,c
. (54)
We next consider the case of the tricritical transition (u+ = 0), in which the free energy density is given by
fsf ' −
√
2
3
r
3/2
+
w
1/2
+
− r
2
−
4u−
. (55)
Substituting Eqs. (43), (44), and (45) into Eq. (55), one obtains
fsf ' f0 −
√
2
3
D
3/2
+
w
1/2
+,c
δµ
3/2
+ −
D2−
4u−,c
δµ2−. (56)
From this free energy density, one can easily calculate the total density
n+ = − ∂fsf
∂µA
− ∂fsf
∂µB
' 2g +
√
2D
3/2
+
w
1/2
+,c
δµ
1/2
+ , (57)
and the density fluctuation
κ = 2
∂n+
∂µ+
'
√
2D
3/2
+
w
1/2
+,c
δµ
−1/2
+ . (58)
Notice that the expressions of the relative density n− and the polarizability P for the tricritical transition are the
same as those for the generic transition, namely Eqs. (52) and (54).
III. RENORMALIZATION GROUP AND LOGARITHMIC CORRECTIONS
In the previous section, we have obtained the scaling formulae of the critical behaviors within the mean-field
approximation. However, they are valid only above the upper critical dimension dc, and at d = dc one needs to take
into account some logarithmic corrections to the scaling formulae. In this section, we present a renormalization group
(RG) analysis in order to show that dc = 2 and to derive the logarithmic corrections. We do not explicitly discuss the
case of d < 2 because the first order SF-MI transition has never been reported in previous exact numerical analyses
on the two-component Bose-Hubbard model at d = 1.
The renormalization group equations for the action Eq. (32) are given by
drα
dl
= 2rα, (59)
du
dl
= (2− d)u−Kdu2, (60)
duAB
dl
= (2− d)uAB −Kdu2AB , (61)
dw
dl
= 2(1− d)w, (62)
dwAB
dl
= 2(1− d)wAB , (63)
where Kd = 2/[(4pi)
d/2Γ(d/2)] and Γ(x) is the Gamma function. Equations (59), (60), and (61) have been previously
derived in Ref. [7]. From the RG equations, we see that the most relevant coefficient is rα and its scaling dimension
8is 2. Hence, the critical exponent, which is defined as the inverse of the scaling dimension of the most relevant
coefficient [1], is ν = 1/2 for both generic and tricritical transitions. When d > 2, the interaction terms u, uAB ,
w, and wAB are all irrelevant so that the mean-field scaling formulae are valid; thus, the upper critical dimension is
dc = 2. Especially, we see from Eqs. (51) and (57) with δµ− = 0 that the formulae of the total density for the generic
and tricritical transitions at d > 2 are given by |δn+| ∝ |δµ| and |δn+| ∝ |δµ|1/2, respectively, where δn+ ≡ n+ − 2g.
These formulae are listed in Table I of the main text.
When d = 2, the terms u and uAB are marginally irrelevant while w and wAB are still irrelevant. In this case, the
solution of the renormalization group equations can be analytically expressed as
rα(l) = e
2lrα(0), (64)
u(l) =
u(0)
1 + u(0)4pi ln
∣∣∣ r+(l)r+(0) ∣∣∣ , (65)
uAB(l) =
uAB(0)
1 + uAB(0)4pi ln
∣∣∣ r+(l)r+(0) ∣∣∣ , (66)
w(l) = e2(1−d)lw(0), (67)
wAB(l) = e
2(1−d)lwAB(0). (68)
The renormalization group flow will be interrupted on the scale l = l∗ that satisfies r+(l∗) = 1 [7]. At l = l∗, the
system is out of the critical region, and the free energy density is safely given by its mean-field value of Eq. (41).
When the system is sufficiently close to the transition point (r+(0) = 0) so that r+(0) e−4pi/u(0), e−4pi/uAB(0), the
logarithmic term becomes dominant and one obtains
u+(l∗) ' 8pi
ln 1|r+(0)|
, (69)
u−(l∗) '
(
4pi
ln 1|r+(0)|
)2(
− 1
u(0)
+
1
uAB(0)
)
. (70)
The free energy density with the bare parameters is related to that with the renormalized parameters as [8]
fsf(l = 0) = e
−(d+z)l∗fsf(l = l∗), (71)
where z = 2 is the dynamical exponent.
In the case of the generic transition (u+ > 0), substituting Eqs. (64), (67), (68), (69), and (70) into Eq. (42), one
obtains
fsf(l = 0) ' − 1
32pi
D2+δµ
2
+ ln
1
|δµ+| −
1
(16pi)2
u2+ − u2−
u−
D2−δµ
2
−
(
ln
1
|δµ+|
)2
(72)
This free energy density allows us to calculate the total density
n+ ' 2g + 1
8pi
D2+δµ+ ln
1
|δµ+| −
1
(8pi)2
u2+ − u2−
u−
D2−
δµ2−
δµ+
ln
1
|δµ+| , (73)
the relative density
n− ' 1
(8pi)2
u2+ − u2−
u−
D2−δµ−
(
ln
1
|δµ+|
)2
, (74)
the density fluctuation
κ ' 1
4pi
D2+ ln
1
|δµ+| +
1
32pi2
u2+ − u2−
u−
D2−
δµ2−
δµ2+
ln
1
|δµ+| . (75)
and the polarizability
P ' 1
(8pi)2
u2+ − u2−
u−
D2−
(
ln
1
|δµ+|
)2
. (76)
9In the case of the tricritical transition u+ = 0, substituting Eqs. (64), (67), (68), (69), and (70) into Eq. (55), one
obtains
fsf(l = 0) ' −
√
2
3
D
3/2
+
w
1/2
+,c
δµ
3/2
+ −
1
(16pi)2
u2+ − u2−
u−
D2−δµ
2
−
(
ln
1
|δµ+|
)2
(77)
From this free energy density, one can calculate the total density
n+ ' 2g +
√
2
D
3/2
+
w
1/2
+,c
δµ
1/2
+ −
1
(8pi)2
u2+ − u2−
u−
D2−
δµ2−
δµ+
ln
1
|δµ+| , (78)
and the density fluctuation
κ '
√
2
D
3/2
+
w
1/2
+,c
δµ
−1/2
+ +
1
32pi2
u2+ − u2−
u−
D2−
δµ2−
δµ2+
ln
1
|δµ+| . (79)
Notice that the expressions of the relative density n− and the polarizability P for the tricritical transition are the
same as those for the generic transition, namely Eqs. (74) and (76).
Setting δµ− = 0 in Eqs. (73) and (78), we see that the total densities scale with the chemical potential as |δn+| ∝
|δµ| ln 1|δµ| for the generic transition and |δn+| ∝ |δµ|1/2 for the tricritical transition, which are listed in Table I of the
main text. The scaling formulae of n+ and κ for the generic transition of the two-component Bose-Hubbard model
at d ≥ 2 coincides with those for the single-component case [1], and thus the two transitions belong to the same
universality class as expected. In the tricritical case, as seen in Eqs. (78) and (79), there is no logarithmic correction
for n+ and κ at δµ− = 0 even in two dimension, and this property is in clear contrast to the generic transition.
IV. TRANSITION TEMPERATURE
When the temperature increases in the superfluid phase, a transition to the normal fluid phase occurs at a certain
temperature, which we refer to as the transition temperature Tc. In this section, we derive the scaling formulae of the
transition temperatures in the vicinity of the SF-MI transition at zero temperature for both generic and tricritical
cases.
We first consider the case of d > 2. In this case, the Bose-Einstein condensation (BEC) can occur at finite
temperatures, and the superfluid transition is accompanied by the BEC transition at the same temperature. In the
vicinity of the SF-MI transition, the density of mobile particles (or holes) is so low that the transition temperature
obeys the scaling formula for the ideal Bose gas [9],
Tc ∝ δn2/d+ . (80)
Substituting the scaling formulae of the density derived in the previous sections into Eq. (80), we express the transition
temperature in terms of the chemical potential
Tc ∝
{ |δµ|2/d, for the generic transition
|δµ|1/d, for the tricritical transition , (81)
This result is shown in Table I of the main text.
We next consider the case of d = 2, in which BEC does not exist at finite temperatures in the thermodynamics
limit, as known as the Hohenberg-Marmin-Wagner theorem [10, 11], and there is no relation between the BEC and
superfluid transition temperatures unlike in d > 2. To evaluate Tc at d = 2, we follow the prescription shown in
Ref. [6], where Tc is determined by the condition that the normal fluid density nnm is equal to the total density n+
at the transition temperature. In the two-component Bose gas, the normal fluid fraction is given by
nnm =
∑
λ=+,−
1
2
∫
d2p
(2pi)2
p2
(
−dNp,λ
dλ
)
(82)
where
Np,λ =
1
eβλ(p) − 1 (83)
10
is the Bose distribution function with the excitation spectra of the two-component Bose gas [12]
+(p) =
√
p2
2
(
p2
2
+
n+
κ
)
, (84)
−(p) =
√
p2
2
(
p2
2
+
n+
P
)
. (85)
Imposing the condition nnm = n+ at T = Tc and assuming |δµ|  Tc lead to [13]
Tc = 2pin+/(lnκ+ lnP ). (86)
In the case of the generic transition, substituting Eqs. (73), (75), and (76) with δµ− = 0 into Eq. (86), we obtain
the scaling formula of the transition temperature,
Tc ∝ |δµ| ln 1|δµ|/ ln ln
1
|δµ| . (87)
In the tricritical case, substituting Eqs. (78), (79), and (76) with δµ− = 0 into Eq. (86), we obtain
Tc ∝ |δµ|1/2/ ln 1|δµ| . (88)
These scaling formulae of the transition temperature are listed in the Table I of the main text.
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