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NUMBER OF ARITHMETIC PROGRESSIONS IN DENSE RANDOM
SUBSETS OF Z/nZ
ROSS BERKOWITZ
Abstract. We examine the behavior of the number of k term arithmetic progressions in a random
subset of Z/nZ. If k = 3 and the subset is chosen uniformly at random, then we show that the
resulting distribution, while obeying a central limit theorem, doesn’t obey a local limit theorem.
Additionally we prove similar results in the case of larger k and differing element inclusion prob-
abilities. The methods involve examining the random variable with respect to the Walsh/Fourier
basis and a lemma concerning when sums of two random variables can be “smooth”.
1. Introduction
Understanding the asymptotic behavior of sums of dependent random variables is a fundamental
question in probability theory and combinatorics today. One particular random variable that has
received some attention is the number of arithmetic progressions in a random subset of Z/nZ. For
any subset S ⊂ Z/nZ we define kAP(S) to count the number of k-term arithmetic progressions
contained entirely in the set S. Our underlying probability space is choosing a random set S by
including each element of Z/nZ independently at random with probability p ∈ (0, 1), where p is a
fixed constant not depending on n. The natural question which arises is how well can we understand
the distribution of kAP(S) as n grows?
One natural statement one can prove1 is that if k and p are fixed then kAP obeys a central limit
theorem. That is, if we set µn = E[kAP(S)] and σ2n = V ar(kAP) then for any fixed a, b
Pr
[
a ≤ kAP− µn
σn
≤ b
]
=
1√
2pi
∫ b
a
exp
(
− t
2
2
)
dx+ o(1)
A natural subsequent guess is that the distribution of kAP is “smooth” and that nearby integers
are each as likely as one another. One might guess then, that a local limit theorem estimating
pointwise probabilities of kAP of the following form might hold for any integer x:
Pr[Xn = x] =
1
σ
√
2pi
exp
(−(x− µ)2
2σ2
)
+ o
(
1
σ
)
However this guess turns out to be false.
Theorem 1. Fix p = 12 and k = 3. Then for all sufficiently large n prime there is some point x
such that ∣∣∣∣Pr[3AP = x]− 1σn√2pi exp
(−(x− µn)2
2σ2n
)∣∣∣∣ = Ω( 1σn
)
We first discovered this by sampling uniformly random subsets of Z/101Z and counting the
number of length 3 arithmetic progressions. This histogram of our results may be found in Figure
1. Interestingly, it should be noted that subsequently and independently a study of Cai, Chen,
Heller, and Tsegaye [CCHT18] also conjectured that such a local limit theorem failed, but did not
have a proof.
1Unfortunately, I wasn’t able to find a proof of this fact in the literature but dare not take credit for proving it
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Figure 1. Histogram from sampling uniformly random subsets of Z/101Z. The x-
axis is the value taken by 3AP while the y axis is the number of times that 3AP took
that value during our experiment. Very visible is the Gaussian like distribution of
3AP , but with wild local fluctuations. The second picture on the right is a close up
on the histogram only looking at 2550 ≤ 3AP ≤ 2700 showing the local fluctuations
in greater detail.
Additionally, we also explore whether a local limit theorem might hold for k ≥ 4 or other values
of p. We do not have a complete classification of when such a limit theorem might hold, but we can
show that for any k fixed and p sufficiently large, that kAP doesn’t obey a local limit theorem.
Theorem 2. Assume k ≥ 3 fixed. Then there is some pk < 1 such that for all p ∈ (pk, 1) and n
sufficiently large and prime there is some number x ∈ N such that∣∣∣∣Pr[kAP = x]− 1σn√2pi exp
(−(x− µn)2
2σ2n
)∣∣∣∣ = Ω( 1σn
)
1.1. Related Work. A lot of attention has been given to understanding the large deviation prob-
ability of kAP, particularly in the sparse set regime where p → 0. For example, Kohayakawa,
 Luczak, and Ro¨dl showed that there is a constant C such that if S is chosen uniformly from all
sets containing [C
√
n], then with high probability kAP(S) ≥ 12. Recently, Warnke [War17], Bhat-
tacharya, Ganguly, Shao, and Zhao [BGSZ16], and Harel, Mousset, and Samotij [HMS19] found
precise upper tail bounds for kAP in the sparse regime, while Janson and Warnke [JW16] proved
lower tail bounds.
Additionally in recent work, Barhoumi-Andre´ani, Koch and Liu [BAKL19] proved a bivariate
central limit theorem for (kAP, `AP), understanding the joint distribution of the number of length
k and ` arithmetic progressions in sparse random sets.
1.2. Outline of our methods and the paper. Our methods for proving Theorems 2 and 1
involve analyzing the structure of kAP as a low degree polynomial using the p-biased fourier basis
for functions f : [2]n → R. This analysis shows that kAP is very heavily concentrated on degree
1 terms. Using this information it is possible to express kAP as the sum of two random variables
2In fact, they show more, that this holds even if we only consider arithmetic progressions from Z, not Z/nZ
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X and Y , where X is the degree 1 part of X, while Y is the rest of the polynomial representation
of kAP. X will only take values on a very sparse set of integers, and so we prove Lemma 2 which
says that if X + Y is distributed according to a discrete Gaussian, and X is distributed on a very
sparse set of integers, then Y must have large variance. However, we can compute the variance of
Y to be small.
Section 2 defines our random variable and the tools we will be using throughout the paper.
Section 3 is our analysis of kAP using the p-biased basis. In section 4 we prove Lemma 2, while
in sections 5 and 6 we use this lemma to prove theorems 2 and 1 respectively.
2. Definitions and Preliminaries
2.1. Arithmetic Progressions in Z/nZ. We define an arithmetic progression of length k to be a
k-tuple of integers (a1, a2, a3, . . . , ak) such that for some integer 1 ≤ t ≤ n−12 and all 1 ≤ i ≤ k − 1
we have ai+1 = ai + t. The main object of study will be the k−AP counting function.
Definition 1. Fix any natural number k ≥ 3 and n ∈ N. For any S ⊂ Z/nZ let kAP(S) be the
number of length k arithmetic progressions contained in S. Identifying S with the indicator vector
x ∈ {0, 1}n this is
kAP(S) := kAP(x) :=
∑
a∈[n]
0<`≤n
2
k−1∏
i=0
xa+i`
This definition counts every set which could form an arithmetic progression at least once. If n
is prime it counts each arithmetic progression exactly once, and there are
(
n
2
)
k term arithmetic
progressions. It should be noted that in the case where n is composite this definition will count
some sets as multiple arithmetic progressions (e.g. if n = 6 then {0, 3} will by counted by both
the sequence (0,3,0) and (3,0,3)). To avoid this mild difficulty we will assume throughout that n is
prime.
Our main lemma will be applicable when a random variable has a discrete support with large
gap sizes. To capture that we use the following notation for the distance between an element and
a set in R.
Definition 2. For an element x ∈ R and L ⊂ R we will use d(x, L) to denote the distance from x
to L that is d(x, L) := inf(|x− `|, ` ∈ L).
To reduce notational clutter we will use Nµ,σ(x) as a shorthand for the approximate pointwise
probabilities of the discrete Gaussian of mean µ and standard deviation σ. That is
Nµ,σ(x) := 1
σ
√
2pi
exp
(−(x− µ)2
2σ2
)
2.2. Our probability space and the p-biased Fourier basis. In this paper we analyze the
behavior of kAP on a random subset of [n] where each i ∈ [n] is included independently with
probability p. Throughout p will be treated as a fixed constant p ∈ (0, 1) not depending on n. For
simplicity, we also assume that n is prime to ensure that there are always
(
n
2
)
k term arithmetic
progressions in Z/nZ. kAP is a degree k polynomial in the indicator variables xi, which take the
value 1 if i is in the chosen set, and 0 otherwise. In this sense kAP is a function from {0, 1}n → R,
and our probability space is {0, 1}n with each vector x ∈ {0, 1}n having probability p|x|(1− p)n−|x|,
where |x| is the Hamming weight of x. Throughout we will write expectations implicitly with
respect to this probability space. That is for any f : {0, 1}n → R we write
E[f ] := E[f(x)] :=
∑
x∈{0,1}n
p|x|(1− p)n−|x|f(x)
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To make our computations easier we use a rescaled version of these variables with mean 0 and
variance 1, sometimes called the p-biased Fourier basis.
Definition 3 (Fourier Basis).
χi := χi(xi) =
xi − p√
p(1− p) =
−
√
p
1−p if xi = 0√
1−p
p if xi = 1
For S ⊂ [n] set χS =
∏
i∈S χi. For S = ∅ we have χ∅ ≡ 1. Additionally, the Fourier transform
fˆ : 2[n] → R is the function valued on subsets of [n] defined by
fˆ(S) := E[χSf ]
Some useful definitions and theorems about these random variables which we will need are
presented below. For a more thorough treatment and proofs, see [O’D14] The following theorems
tell us that the random variables χS form an orthonormal basis of the functions from {0, 1}n → R.
Theorem 3. (Parseval’s/ Plancherel’s Theorem) Let S, T ⊂ [n] distinct subsets and f : {0, 1}n →
R the following hold
E[χ2S ] = 1
E[χSχT ] = 0
As a consequence we also have
‖f‖22 := E[f2] =
∑
S⊂([n]2 )
fˆ(S)2
Finally, we note that this is also a formula for the variance of f , should it’s inputs be p-biased
Bernoulli random variables.
V ar(f) = E[f2]− E[f ]2 = E[f2]− fˆ(∅)2 =
∑
S 6=∅
fˆ(S)2
Additionally, it will be useful to break up our random variables into pieces based on their degree
as a polynomial in the Fourier basis.
Definition 4. For any S ⊂ [n] the degree of the monomial χS is |S|. For an arbitrary function f ,
we say that it has degree equal the degree of the largest monomial in its Fourier expansion. That is
deg(f) = maxfˆ(S)6=0 |S|. Additionally we define the degree k or degree at least/most k parts of f by
f=k :=
∑
|S|=k
fˆ(S)χS
f>k :=
∑
|S|>k
fˆ(S)χS
Similarly it will be helpful to refer to just the 2-norm of f=k and we sill use the notation
W k[f ] := ‖f=k‖2 =
∑
|S|=k
fˆ(S)χS
W [ > k] := ‖f<k‖2 =
∑
|S|>k
fˆ(S)χS
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3. Properties of the k-AP counting function
Fix an integer 3 ≤ k < n − 1, and let kAP := kAPn denote the random variable counting the
number of length k arithmetic progressions in the randomly chosen set S ⊂ [n], where each element
of [n] is included in S independently with probability p. More formally, let xi be the indicator
random variable for inclusion of the element i in the random set S ⊂ Zn, and assume that n is
prime. Then we recall our definition
kAP := kAP(x) :=
∑
a∈[n]
0<`<n
2
k−1∏
i=0
xa+i`
First, we compute the fourier transform of kAP by substituting xi =
√
p(1− p)χi + p.
kAP(x) =
∑
a∈[n]
0<`<n
2
k−1∏
i=0
xa+i` =
∑
a∈[n]
0<`<n
2
k−1∏
i=0
(√
p(1− p)χa+i`(x) + p
)
=
∑
a∈[n]
0<`<n
2
∑
S⊂a+[i]`
pk−|S|/2(1− p)|S|/2χS(x)
=
∑
S⊂[n]
aSp
k−|S|/2(1− p)|S|/2χS(x)(1)
where aS is the number of k-AP’s containing all of the elements of S. We will need bounds on the
following quantity for integers 1 ≤ s ≤ k
Qs :=
∑
|S|=s
ˆkAP(S)2 = p2n−s(1− p)s
∑
|S|=s
a2S
which will bound the contribution of the weight s Fourier coefficients of the kAP random variable.
3.1. 3AP special case. For the case of k = 3 (denoted 3AP ), we note that every element of
Z/nZ lies in exactly 3(n−1)2 3-term artihmetic progressions (assuming that n ≥ 5). Every doubleton
(i, j) ∈ ([n]2 ) is in exactly 3 3-AP’s. Lastly we note that the triples S = {i, j, k} such that ˆ3APS 6= 0
are exactly the 3-AP’s themselves. Combining all these notes gives the following Lemma
Lemma 1. The transform of 3AP is
3̂AP (S) =

p3
(
n
2
)
if S = ∅
p2.5(1− p)3(n−1)2 if |S| = 1
3p2(1− p) if |S| = 2
p1.5(1− p)1.5 if S is a 3-AP
0 else
Therefore
W 1[3AP ] =
9p5(1− p)n(n− 1)2
4
W 2[3AP ] = 9p4(1− p)2
(
n
2
)
W 3[3AP ] = p3(1− p)3
(
n
2
)
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3.2. Estimating ˆkAP. In this section we estimate ˆkAP(S) for general integers k and any set
S ⊂ [n]. For S = ∅, this is just ˆkAP(S) = E[kAP] = pk(k2). For singleton sets S = {i} symmetry
and double counting reveal that every element i ∈ [n] appears in exactly k(n−1)2 := a{i} k−AP ’s.
Plugging into equation 1 yields
W 1(kAP) =
∑
i
k̂AP(i)2 = np2k−1(1− p)
(
k(n− 1)
2
)2
= p2k−1(1− p)k
2
4
n3 +O(n2)
For |S| ≥ 2 and k ≥ 4, calculating ˆkAP(S) and W=2(kAP) can require a bit more effort.
Thankfully, for our purposes it will be enough to give some relatively simple upper bounds. To do
this we upper bound aS , the number of k−AP ’s containing all the elements of S. Picking any two
elements of S and specify the locations they will take in the progression (e.g. saying the first and
fourth numbers of the AP are 5 and 17) determines a unique k-AP . Additionally, reflecting these
positions across (k+1)/2 defines the same k-AP listed in reverse order. Together these observations
show that aS ≤
(
k
2
)
for any 2 ≤ |S| ≤ k − 1. Additionally we have for free that if |S| ≥ k then aS
is 1 if S is a k-AP and 0 otherwise.
We can also bound the number of S such that ˆkAP(S) is nonzero by noting that there are
exactly
(
n
2
)
k-AP ’s, each one containing exactly
(
k
s
)
subsets of size s. Therefore we know that
ˆkAP is supported on at most
(
k
s
)(
n
2
)
sets of size s. Combining these estimates gives us the following
bounds
| ˆkAP(S)| = aSpk−|S|/2(1− p)|S|/2 ≤
(
k
2
)
pk−|S|/2(1− p)|S|/2
W s(kAP) =
∑
|S|=s
ˆkAP(S)2 = p2k−s(1− p)s
∑
|S|=s
a2S ≤ p2k−s(1− p)s
(
k
s
)(
n
2
)(
k
2
)2
≤ p
2k−s(1− p)sks+4n2
8s!
so we can conclude that
W>1(kAP) =
∑
|S|>1
ˆkAP(S)2 ≤
k∑
s=1
p2k−s(1− p)s
(
k
s
)
n2k4 ≤ γn2(2)
Where γ := γp := max
k
s=2 p
2k−s(1− p)s(ks)k4 Finally, applying Theorem 3 yields
V ar(kAP) =
∑
s≥1
W s(kAP) = p2k−1(1− p)k
2
4
n3 +O(n2)
4. Main Lemma
Lemma 2. Assume that X,Y, Z are integer valued variables such that X = Y + Z. Fix some
0 < , δ < 1 Additionally assume that for some fixed set L ⊂ Z we have
(1) Pr(Y ∈ L) > 1− 
(2) Let LT := {x ∈ Z s.t. d(x, L) ≤ T}. Then for any x ∈ LT there is a unique yx ∈ Z such
that |x− yx| ≤ T and Pr[Y = yx] 6= 0. Note it follows that yx ∈ L.
(3) For any integers x1, x2 ∈ LT , if |x1 − x2| ≤ 2T then Pr[X = x] ≥ (1− δ) Pr[X = x2].
Then we have that E[Z2] ≥ T (T+1)(1−δ)(1−)3
This lemma is our main engine for proving that a random variable X is not smoothly distributed
as a discrete Gaussian. The idea is that if Y takes values only in a subset of the integers with
large gap sizes, as per conditions 1 and 2, but X + Y is ”smoothly” distributed as per condition 3,
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then the variance of Z has to comparable to that of a uniform distribution on T elements. In the
applications that follow, we will know V ar(Z) to be small ahead of time, and so be able to show
that condition 3 does not hold.
Proof. Let B denote the event that X ∈ LT and define the auxiliary random variable X¯ := d(X,L).
If x ∈ LT then it follows from condition 2 that Z ≥ X¯. Therefore we have E[Z2|B] ≥ E[X¯2|B],
and so will work on computing the latter conditional expectation. By definition we have
Pr(B) =
∑
y∈L
T∑
i=−T
Pr[X = y + i]
Next we use condition 3 to compute that for any y ∈ L and |t| ≤ T we have
Pr[X = y + t] =
1
2T + 1
T∑
i=−T
Pr[X = y + t]
Pr[X = y + i]
Pr[X = y + i] ≥ 1− δ
2T + 1
T∑
i=−T
Pr[X = y + i]
Therefore it follows that∑
y∈L
T∑
t=−T
Pr[X = y + t]t2 ≥
∑
y∈L
T∑
t=−T
t2
1− δ
2T + 1
T∑
i=−T
Pr[X = y + i]
=
T∑
t=−T
t2(1− δ)
2T + 1
∑
y∈L
T∑
i=−T
Pr[X = y + i]
=
T (T + 1)(1− δ)
3
Pr(B)
And so we have computed the conditional expectation
E[X¯2 | B] =
∑
x∈B X¯
2 Pr[X = x]
Pr(B)
=
∑
y∈L
∑T
t=−T Pr[X = y + t]t
2
Pr(B)
≥ T (T + 1)(1− δ)
3
Further, we note that E[Z2|X /∈ B, Y ∈ L] ≥ T 2 ≥ T (T + 1)(1− δ)/3 and so it follows that
E[Z]2 ≥ Pr(X ∈ LT )E[X¯2|X ∈ LT ] + Pr[X /∈ LT , Y ∈ L]E[Z2|X /∈ LT , Y /∈ L]
+ Pr[X /∈ LT , Y /∈ L]E[Z2| X /∈ LT , Y ∈ L]
≥ (1− Pr [X /∈ Lt, Y /∈ L]) T (T + 1)(1− δ)
3
≥ (1− )T (T + 1)(1− δ)
3

5. kAP doesn’t obey a local limit theorem
In this section we prove that for any fixed k if the element inclusion probability p is larger than
some fixed constant, then kAP is not distributed according to a discrete Gaussian supported on
the integers.
Theorem 2. Assume k ≥ 3 fixed. Let µn := E[kAP] and σn := V ar(kAP). Then there is some
constant pk < 1 depending only on k such that for all p ∈ (pk, 1) and all n prime and sufficiently
large there is some point a ∈ N such that
|Pr(kAP = a)−Nµn,σn(x)| = Ω(1/σn)
.
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Proof. To apply Lemma 2 to kAP for we define our random variables to be X = kAP, Y =
[kAP=1] and Z = X − Y . We note that if we define ` = ∑ni=1 xi then
n∑
i=1
χi =
n∑
i=1
(
xi − p√
p(1− p)
)
= n
√
p
1− p +
`√
p(1− p)
Therefore we see that
kAP=1 =
k(n− 1)
2
pk−
1
2 (1− p) 12
n∑
i=1
χi =
kn(n− 1)pk
2
+
k(n− 1)pk−1
2
`
takes values in a lattice with gaps of size k(n−1)p
k−1
2 . So it follows that the gaps between values in
the support of Y are at least k(n−1)p
k−1
2 − 1. Additionally, by a Chernoff Bound3 , we know that
there is some fixed constant C depending only on p such that for all n Pr[|` − pn| ≥ C√n] < .99.
So we can take L to be
L :=
{
kn(n− 1)pk
2
+
k(n− 1)pk−1
2
m s.t. m ∈ Z, |m− pn| < C√n
}
Additionally, if we let Z ′ = kAP≥2 then |Z − Z ′| ≤ 1 and we can use Cauchy-Schwarz and
equation 2 find that
V ar(Z) ≤ E[Z2] = E
[(
Z ′ + [Z − Z ′])2] ≤ E[Z ′2] + 2√E[Z ′2] + 1 ≤ kγn2 +O(n)
So now we can apply Lemma 2. Fix δ = 12 . As noted above we may take T =
k(n−1)pk−1
4 − 1
and  = .01 By Lemma 2 if condition 3 of the lemma were to hold, then it would follow that
V ar(Z) ≥ .992 T
2
3 and so
kγn2 +O(n) ≥ .99k
2n2p2k−2
96
+O(n)
But by definition of γ for some integer 2 ≤ s ≤ k we have
γ = k4
(
k
s
)
pk+s(1− p)k−s ≤ k42kpk+2(1− p)2
Therefore if the above inequality holds for n sufficiently large, we must have that
k52kpk+2(1− p)2 ≥ .99k
2p2k−2
96
and so
(1− p)2 ≥ .99p
k−4
k3 · 96 · 2k
There exists some constant pk < 1 such that for all pk < p < 1 the above inequality must be
false. Therefore condition 3 of Lemma 1 must not hold, and so there are points x, y ∈ N such that
|x − µ|, |y − µ| = O(n1.5) = O(σn) and |x − y| ≤ 2T = O(n) but Pr[kAP = x] ≥ 2 Pr[kAP = y].
However we can compute directly that Nµn,σn(x),Nµn,σn(y) = Ω(σ−1n ) and
|Nµn,σn(x)−Nµn,σn(y)| =
1
σn
√
2pi
∣∣∣∣exp [−(x− µn)22σ2n
]
− exp
[
−(y − µn)
2
2σ2n
]∣∣∣∣ = O( 1√nσn
)
But therefore it must be the case that for at least one of x or y we have |Pr[kAP = x]−Nµn,σn(x)| ≥
1
2Nµn,σn(x)− o(n−1/2σ−1n ), finishing the proof. 
3for example see Corollary A.1.14 in [AS08]
NUMBER OF ARITHMETIC PROGRESSIONS IN DENSE RANDOM SUBSETS OF Z/nZ 9
6. The special case k = 3 and p = 12
In general for a fixed k, we do not attempt to obtain the best relationship between the probability
p and the lack of a local limit theorem for kAP. However, the particular case of a uniformly random
subset of Z/nZ and a three term arithmetic progression is of particular interest. The argument in
the previous section doesn’t yield any result in the k = 3 p = 12 case, and so we take a slightly
more detailed approach to applying Lemma 2. Instead of using kAP=1 as our random variable
with large integral gaps for Lemma 1 we note that
3AP=2 =
3
8
∑
|S|=2
χS =
3
8
(
(
∑n
i=1 χi)
2 − n
2
)
So we may combine the degree 1 and 2 terms of 3AP into a single function of ` :=
∑n
i=1 χi. In
particular if we define f to be the function
f(x) =
3
8
(
x2 − n)+ 3(n− 1)
16
x+
(
n
2
)
8
then we have that 3AP = f(`) + 3AP=3.
With an eye to applying Lemma 2 let Y = f(`) and Z = 3AP=3.
To apply Lemma 1 we replace Y with Y ′ := [Y ] (the nearest integer to Y ) and Z with Z ′ :=
X − [Y ] to make sure are random variables are integer valued. Since this doesn’t change any of the
values taken by Y or Z by more than 1, it will not change the granularity of Y or the variance of
Z by an appreciable amount. Specifically, we see that |Z − Z ′| < 1 and subsequently
E[Z ′2] = E[Z2 + 2Z(Z − Z ′) + (Z − Z ′)2 ≤ E[Z2] + 2
√
E[Z2] + 1 =
(
n
2
)
64
+O(n)
To determine the parameter T , how far apart the support of Y ′ is separated set L := {[f(x)] | x ≤√
2 log(200)
√
n}. By a Chernoff Bound4 we have that Pr([Y ] /∈ L) < 1100 . We note that f is
monotone increasing for |x| ≤ n−14 , and so the elements of L all have distance at least
[f(`+ 2)]− [f(`)] ≥ 3(n− 1)
8
+ 6`+ 4− 2
from one another. Therefore in applying Lemma 2 we may take T = 3(n−1)16 (1+O(n
−1/2). However,
we know that V ar(Z ′) = (
n
2)
64 +O(n) and so if assumption 3 holds for some δ it must satisfy(
n
2
)
64
+O(n) ≥ (1− )(1− δ)T (T + 1)
3
= .99(1− δ) 3
256
n2(1 + o(1))
Looking at the leading n2 term, we see that for n sufficiently large
δ ≥
(
.99
3
256
− 1
128
)
≥ .003
Therefore if we take δ = .002 then condition 3 of Lemma 2 must not hold. Let µn = E[3AP ] =
(n2)
8
and σ2n := V ar(3AP ) =
9n3
256 +O(n
2). Then there are points x, y ∈ N such that
• |x− µ| ≤ f(√2n log(200)) = O(σn)
• |x− y| ≤ n
• Pr[3AP = x] ≥ .998 Pr[3AP = y], and therefore |Pr[3AP = x] − Pr[3AP = u]| ≥
.002 Pr[3AP = y]
4For example, Corollary A.1.2 of [AS08]
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However we see that Nµn,σn(x),Nµn,σn(y) = Ω( 1σn ) and additionally that |Nµn,σn(x)−Nµn,σn(y)| =
o( 1σn ). Therefore for at least one of x or y we must have that |Pr[3AP = x]−Nµn,σn(x)| ≥
.001+o(1)
σn
.
We state our conclusion as our theorem
Theorem 1. For any n there is some point x such that |Pr[3AP = x]−Nµn,σn(x)| = Ω(1/σ).
7. Conclusion
We conclude by pointing out some of the major questions we still have about this phenomenon.
Firstly, we note that there is a large gap between the theorems we proved, and a total explanation
of the behavior exhibited in Figure 1. An ideal theorem could perhaps prove that the distribution
of kAP tends in some sense to the lumpy sum of two Gaussians seemingly exhibited in the figure.
Failing that, at least one could hope to understand how wildly the distribution oscillates in the
following sense
Question 1. For what constant (if any) C does it hold that for any n there exists integers x, y
such that |x− µ|, |y − µ| < σ/100 which satisfy Pr[kAP=x]Pr[kAP=y] ≥ C.
Our theorem as proved shows that we can take C ≥ 1.03, however visual inspection of the data
provided suggest that C could be taken to be significantly larger. It is also possible that C is not
bounded, which would be an interesting outcome as well.
Additionally it is as of now for what values of p does kAP obey a local limit theorem. Thus we
ask the question
Question 2. Let k ≥ 3 be fixed. Is there a constant p ∈ (0, 1) such that if S is chosen by including
each element of Z/nZ with probability p then
Pr[kAP(S) = x] = Nµn,σn(x) + o (1/σn)
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