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Abstract. Feature Selection Library (FSLib) is a widely applicable MATLAB
library for Feature Selection (FS). FS is an essential component of machine learn-
ing and data mining which has been studied for many years under many different
conditions and in diverse scenarios. These algorithms aim at ranking and selecting
a subset of relevant features according to their degrees of relevance, preference,
or importance as defined in a specific application. Because feature selection can
reduce the amount of features used for training classification models, it allevi-
ates the effect of the curse of dimensionality, speeds up the learning process, im-
proves model’s performance, and enhances data understanding. This short report
provides an overview of the feature selection algorithms included in the FSLib
MATLAB toolbox among: filter, embedded, and wrappers methods.
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1 Introduction
Feature selection (FS) for classification is a well-researched problem, aimed at reduc-
ing the dimensionality and noise in data sets. Adequate selection of features may im-
prove accuracy and efficiency of classifier methods. Feature ranking and selection for
classification aims at reducing the dimensionality and noise in data sets. FS performs
information filtering since it removes redundant or unwanted information from an in-
formation stream. Sometimes in many learning domains, a human operator defines the
potentially useful features. However, not all of these features may be relevant and some
of them may be redundant. In such a case, automatic feature selection can be employed
for removing irrelevant, redundant, and noisy information from the data, often leading
to better performance in learning and classification tasks. Indeed, feature selection is a
widely recognized important task in machine learning, artificial intelligence, computer
vision, and data mining successfully applied in fields like information retrieval (e.g.,
feature-based user retrieval [24,19,3]), user re-identification by soft-biometrics [20,21],
recommendation systems [25], visual object tracking [14,15,26,27] for real-time feature
ranking and selection and many other domains. Feature selection improves algorithms
performance and classification accuracy since the chance of overfitting increases with
the number of features.
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Feature selection techniques can be partitioned into three classes [11]: wrappers
(see Fig. 2), which use classifiers to score a given subset of features; embedded methods
(see Fig. 3), which inject the selection process into the learning of the classifier; filter
methods (see Fig. 1), which analyze intrinsic properties of data, ignoring the classifier.
Most of these methods can perform two operations, ranking and subset selection: in the
former, the importance of each individual feature is evaluated, usually by neglecting
potential interactions among the elements of the joint set [5]; in the latter, the final
subset of features to be selected is provided. In some cases, these two operations are
performed sequentially (ranking and selection) [12,1,7,33,16,32]; in other cases, only
the selection is carried out [8]. Generally, the subset selection is always supervised,
while in the ranking case, methods can be supervised or not.
Fig. 1. Filter Methods: the selection of features is independent of the classifier used. They rely
on the general characteristics of the training data to select features with independence of any
predictor.
Fig. 2. Wrapper models involve optimizing a predictor as part of the selection process. They tend
to give better results but filter methods are usually computationally less expensive than wrappers.
While wrapper models involve optimizing a predictor as part of the selection pro-
cess, filter models rely on the general characteristics of the training data to select fea-
tures with independence of any predictor. Wrapper models tend to give better results but
filter methods are usually computationally less expensive than wrappers. So, in those
cases in which the number of features is very large, filter methods are indispensable to
obtain a reduced set of features that then can be treated by other more expensive feature
selection methods.
Embedded methods, Fig. 3, differ from other feature selection methods in the way
feature selection and learning interact. In contrast to filter and wrapper approaches, in
embedded methods the learning part and the feature selection part can not be separated
- the structure of the class of functions under consideration plays a crucial role. For
example, Weston et al. [2000] measure the importance of a feature using a bound that is
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Fig. 3. In embedded methods the learning part and the feature selection part can not be separated.
valid for Support Vector Machines only thus it is not possible to use this method with,
for example, decision trees.
Feature selection is NP-hard [11]; if there are n features in total, the goal is to
select the optimal subset of mn, to evaluate (nm) combinations; therefore, subop-
timal search strategies are considered. With the filters, features are first considered
individually, ranked, and then a subset is extracted, some examples are Inf-FS [30],
(EC-FS) [22], MutInf [33], and Relief-F [16]. Conversely, with wrapper and embedded
methods, subsets of features are sampled, evaluated, and finally kept as the final output,
for instance, FSV [1,7], and SVM-RFE [12].
Each feature selection methods can be also classified as Supervised orUnsupervised.
For supervised learning, feature selection algorithms maximize some function of pre-
dictive accuracy. Because we are given class labels, it is natural that we want to keep
only the features that are related to or lead to these classes. Generally, feature selec-
tion for supervised machine learning tasks can be accomplished on the basis of the
following underlying hypothesis: “a good feature subset is one that contains features
highly correlated with (predictive of) the class, yet uncorrelated with (not predictive
of) each other [6]”. We may define a feature which is highly correlated with the class
as “relevant”, whereas a feature which is uncorrelated with the others as not “redun-
dant”. Redundant features are those which provide no more information than the cur-
rently selected features, and irrelevant features provide no useful information in any
context. Figure 4(Left) shows an example of feature redundancy. Note that the data
can be grouped in the same way using only either feature x or feature y. Therefore, we
consider features x and y to be redundant. Figure 4(Right) shows an example of an irrel-
evant feature. Observe that feature y does not contribute to class discrimination. Used
by itself, feature y leads to a single class structure which is uninteresting. Note that
irrelevant features can misguide classification results, especially when there are more
irrelevant features than relevant ones.
In unsupervised learning, we are not given class labels. Unsupervised learning is a
difficult problem. It is more difficult when we have to simultaneously find the relevant
features as well.
The report is organized as follows. A brief overview of the existing methods is given
in Section 2. Finally, conclusions are provided in Section 3.
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Fig. 4. (Left) In this example, features x and y are redundant, because feature x provides the same
information as feature y with regard to discriminating the two clusters. (Right) In this example,
we consider feature y to be irrelevant, because if we omit x, we have only one class, which is
uninteresting.
2 Feature Selection Techniques
Feature selection can be understood as finding the feature subset of a certain size that
leads to the largest possible generalization or equivalently to minimal risk. Among the
most used feature selection strategies, Relief-F [16] is an iterative, randomized, and su-
pervised approach that estimates the quality of the features according to how well their
values differentiate data samples that are near to each other; it does not discriminate
among redundant features, and performance decreases with few data. Similar problems
affect SVM-RFE (RFE) [12], which is an embedded method that selects features in a
sequential, backward elimination manner, ranking high a feature if it strongly separates
the samples by means of a linear SVM.
An effective yet fast filter method is the Fisher method [8], it computes a score for
a feature as the ratio of interclass separation and intraclass variance, where features are
evaluated independently, and the final feature selection occurs by aggregating the m
top ranked ones. Other widely used filters are based on mutual information, dubbed MI
here [33], which considers as a selection criterion the mutual information between the
distribution of the values of a given feature and the membership to a particular class;
Even in the last case, features are evaluated independently, and the final feature selection
occurs by aggregating the m top ranked ones.
The Infinite Latent Feature Selection (ILFS) [29] is a probabilistic latent feature
selection approach that performs the ranking step by considering all the possible subsets
of features bypassing the combinatorial problem. The most appealing characteristic of
the ILFS is that it aims to model the features “relevancy” in a PLSA-inspired generative
process. The derived mixing weights P (z|f) are used to weight a graph of features. The
weighted graph, serves to perform the ranking step providing a score of importance for
each feature as a function of the importance of its neighbors.
Feature selection via Eigenvector Centrality (EC-FS) [22] is a filter method which
maps the FS problem on an affinity graph - where features are the nodes - the solution
is given by assessing the importance of nodes through some indicators of centrality, in
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particular, the Eigenvector Centrality (EC). The gist of EC is to estimate the importance
of a feature as a function of the importance of its neighbors. Ranking central nodes
individuates candidate features, which turn out to be effective from a classification.
Selecting features in unsupervised learning scenarios is a much harder problem, due
to the absence of class labels that would guide the search for relevant information. In
this scenario, a recent unsupervised graph-based filter is the Inf-FS [30,27]. In the Inf-
FS formulation, each feature is a node in the graph, a path is a selection of features,
and the higher the centrality score, the most important (or most different) the feature. It
assigns a score of importance to each feature by taking into account all the possible fea-
ture subsets as paths on a graph. Another unsupervised method is the Laplacian Score
(LS) [13], where the importance of a feature is evaluated by its power of locality pre-
serving. In order to model the local geometric structure, this method constructs a nearest
neighbor graph. LS algorithm seeks those features that respect this graph structure.
Among the very recent wrapper approaches, the Dependence Guided Unsupervised
Feature Selection (DGUFS) [9] considers the interdependence among original data,
cluster labels, and selected features. In particular, DGUFS is a projection-free feature
selection model based on l2,0-norm equality constraints. DGUFS performs feature sub-
set selection by optimizing two terms: one term increases the dependence on original
data, while the other term maximizes the dependence of selected features on cluster
labels to guide the process of subset FS. Another unsupervised wrapper approach is the
Feature Selection with Adaptive Structure Learning (FSASL) [4], that performs struc-
ture learning and FS simultaneously. FSASL is based on linear regression and its main
drawback is the high computational complexity, which is costly for high dimensional
data (see Table 1). The Unsupervised Feature Selection with Ordinal Locality (UFSOL)
is proposed in [10] and it is a clustering-based approach. UFSOL preserves the relative
neighborhood proximities and contributes to distance-based clustering.
The Least Absolute Shrinkage and Selection Operator (LASSO) [17], minimizes
the prediction error while maintaining the sum of the absolute values of the model
parameters smaller than a fixed value. This method applies a regularization process that
penalizes the coefficients of the regression variables while setting the less relevant to
zero to respect the constraint on the sum. FS is a consequence of this process when all
the variables that still have non-zero coefficients are selected to be part of the model.
Finally, for the wrapper method, we include the feature selection via concave min-
imization (FSV) [1], where the feature selection process is injected into the training of
an SVM by a linear programming technique.
2.1 The Feature Selection Library (FSLib) Approaches
For each algorithm1, Table 1 reports its type, that is, f = filters, w = wrappers, e =
embedded methods, and its class, that is, s = supervised or u = unsupervised (using
or not using the labels associated with the training samples in the ranking operation).
Additionally, we report computational complexity (if it is documented in the literature);
1 The Feature Selection Library (FSLib) for MATLAB is publicly available on File Exchange -
MATLAB Central - MathWorks
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ID Acronym TypeCl. Comp. Complexity
1 CFS [12] f u O(n2
2
T )
2 DGUFS[9] w u N/A
3 ECFS [22,28] f s O(Tn+ n2)
4 Fisher [8] f s O(Tn)
5 FSASL [4] w u O(n3 + Tn2)
6 FSV [1] e s O(T 2n2)
7 ILFS [29] f s O(n2.37+in+T+C)
8 LASSO [17] e s O(T 2n2)
9 LLCFS [34] f u N/A
10 LS [13] f u N/A
11 MCFS [2] f u N/A
12 MI [33] f s O(T 2n2)
13 Relief-F [16] f s O(iTnC)
14 RFE [12] w s O(T 2nlog2n)
15 UDFS [31] f u N/A
16 UFSOL[10] w u O(iTCn3)
17 L0[12] w s N/A
18 Inf-FS [23] f u O(n2.37(1 + T ))
19 mRMR [18] f s O(n3T 2)
Table 1. List of the feature selection approaches provided with the Feature Selection Library
(FSLib). The table reports their Type, class (Cl.), and complexity (Compl.). As for the complexity,
T is the number of samples, n is the number of initial features, i is the number of iterations in
the case of iterative algorithms, and C is the number of classes. The complexity of FSV cannot
be specified since it is a wrapper (it depends on the chosen classifier).
Table 1 lists the proposed methods, reporting their type, that is, f = filters, w = wrap-
pers, e = embedded methods, and their class, that is, s = supervised or u = unsupervised
(using or not using the labels associated with the training samples in the ranking oper-
ation). Additionally, we report their computational complexity (if it is documented in
the literature).
3 Concluding Remarks
We integrated the proposed set of feature selection methods with uniform input and
output formats in our code library to facilitate large scale performance evaluation and
application. The Feature Selection Library (FSLib) for MATLAB is publicly available
on File Exchange - MATLAB Central - MathWorks.
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