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Abstract
Stochastic gradient descent (with a mini-batch) is one of the most common itera-
tive algorithms used in machine learning. While being computationally cheap to
implement, recent literature suggests that it may also have implicit regularization
properties that prevent overfitting. This paper analyzes the properties of stochastic
gradient descent from a theoretical standpoint to help bridge the gap between theo-
retical and empirical results; in particular, we prove bounds that depend explicitly
on the number of epochs. Assuming smoothness, the Polyak-Łojasiewicz inequal-
ity, and the bounded variation property, we prove high probability bounds on the
convergence rate. Assuming Lipschitz continuity and smoothness, we prove high
probability bounds on the uniform stability. Putting these together (noting that
some of the assumptions imply each other), we bound the true risk of the iter-
ates of stochastic gradient descent. For convergence, our high probability bounds
match existing expected bounds. For stability, our high probability bounds extend
the nonconvex expected bound in Hardt et al. (2015). We use existing results to
bound the generalization error using the stability. Finally, we put the convergence
and generalization bounds together. We find that for a certain number of epochs
of stochastic gradient descent, the convergence and generalization balance and we
get a true risk bound that goes to zero as the number of samples goes to infinity.
1 Introduction
Mini-batch stochastic gradient descent (SGD) is a popular and effective choice for solving noncon-
vex optimization problems in the machine learning domain. In its simplest form, SGD minimizes a
given function by relying on noisy estimates of the gradients; for example, in a statistical learning
setting, estimates of the gradient can be obtained by processing a sample point from a dataset or a
mini-batch of randomly selected samples (as opposed to utilizing all the points, as in the plain-vanilla
gradient descent). This paper focuses on a parametrized learning model, addresses the problem of
minimizing the empirical risk associated with a given dataset, and it contributes results towards the
analysis of convergence, stability, generalization, and consistency of the mini-batch SGD.
Preprint. Under review.
To help bridge the gap between theoretical and empirical results, in the analysis of SGD we pay
attention to a number of practical aspects and we provide contributions towards relaxing a number
of assumptions on the empirical risk. For example, we derive convergence results (in both mean and
high-probability) assuming that the cost associated with the the empirical risk is smooth and satis-
fies the Polyak-Łojasiewicz (PL) inequality, improving on prior works that unrealistically assumed
strong convexity. For example, while the problem of training neural networks is nonconvex, [1, 2]
showed that for sufficiently wide neural nets, the empirical risk is locally semi-smooth and self-
bounded and locally satisfies the PL inequality with a Ω(1/n2) constant (note that self-boundedness
is a consequence of nonnegativity and smoothness); further, the PL inequality is satisfied for some
neural networks with linear activations, as discussed in [3]. The results are also applicable to ma-
chine learning applications where the the empirical risk is convex and satisfies the PL inequality [4].
We also analyze SGD as it is often used in practice: without projection steps, and without iterate
averaging.
Contributions at-a-glance. Convergence results are derived for an empirical risk that is smooth
and satisfies the PL inequality, and under a bounded variation property (related to the so-called
volatility [5]). As explained in Section 1.2, prior works provided high-probability convergence
bounds under the assumption of Lipschitz continuity and strong convexity of the loss function [6,
7, 8, 9]. In this paper, we prove convergence bounds matching the optimal bounds of [8], but
without strong convexity. For uniform stability and generalization, we assume that the loss function
is nonnegative and either bounded or in the interpolation regime (common assumptions for learning
theory). We also assume Lipschitz continuity and smoothness of the loss function composed with
any sample point. Under these assumptions, [10] provided an expected stability bound; we extend
this expected stability bound to a high-probability stability bound, and provide a high probability
and low probability generalization bound.
Finally, we balance the convergence bound and the stability/generalization bounds to obtain true
risk bounds. For multiple, but limited, epochs of SGD, we get a low probability, i.e., O(1/√δ),
bound that goes to zero as the number of samples increases to infinity. Thus, our theory supports
taking multiple passes of the data, but stopping early instead of running to convergence. On the
other hand, to get a high probability, i.e., O(log(1/δ), bound, SGD has to take a limited number
of steps T . We explain that this is because we get Normal concentration for T = Θ(1), but only
Poisson concentration for T = Θ(n).
A more in-depth comparisonwith prior works will be provided in Section 1.2. In the next section, we
outline the main setting and provide some preliminaries. For notation, we use [n]
def
= {1, 2, . . . , n}.
We use U(A) to denote the uniform distribution on a finite set A andB(n, p) to denote the binomial
distribution with n trials and probability of success p. By convention, we define
∑b
i=a ci = 0 if
b < a and
∏b
i=a ci = 1 if b < a.
1.1 Preliminaries
We are concerned with the supervised statistical learning problem [11, 12]. Consider a dataset
S
def
= (si)
n
i=1 ∼ Dn consisting of n iid samples, si ∼ D for i ∈ [n], where D is an arbitrary
and unknown distribution. Let ℓ(x, s) measure the loss of the model parameterized by x applied
to the sample point s (we use the notation x ∈ Rd to parameterize the learning model to adhere to
optimization conventions). Given S, let fi = ℓ(·, si) and define the empirical risk
f(x)
def
=
1
n
n∑
i=1
fi(x). (1)
The ultimate goal is to find an x that minimizes the following true risk:
F (x)
def
= Es∼D ℓ(x, s). (2)
Applying SGD with fewer than n iterations essentially minimizes F directly and can be analyzed
via stochastic approximation [6]. However, most realistic scenarios have a finite n and take more
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than n iterations in order to further reduce the training error. To make generalization guarantees in
this scenario, two popular approaches are to either assume a limited model x ∈ H and bound the
complexity of H, or to show that the algorithm is stable. As it is widely established that successful
deep learning models have extremely large VC-dimension, standard bounds based on the first ap-
proach are usually vacuous for realistic values of n. For this reason, we pursue the second approach,
and will analyze the stability of SGD in order to bound the true risk in terms of the empirical risk.
Following [5], we define the SGD iteration by
xt+1 = xt − ηtGt(xt) , Gt(x) = 1
bt
∑
i∈It
∇fi(x) (3)
for It ∼ U([n]bt). Formally, for T iterations of SGD we define the convergence error as f(xT )−f⋆,
the generalization error as F (xT )− f(xT ), and the true risk as F (xT )− F ⋆.
Having a true risk bound that goes to zero as n goes to infinity is called consistency [13]. We want to
prove bounds on these quantities with probability greater than 1− δ for arbitrary δ ∈ (0, 1). We call
bounds high probability bounds if they only depend on log(1/δ), and we call them low probability
bounds otherwise.
LetΣ(x)
def
= 1n
∑n
i=1(∇f(x)−∇fi(x))(∇f(x)−∇fi(x))⊤ be the one-sample covariance, and ǫt =
∇f(xt)−Gt(xt). Then the covariance of ǫt conditioned on Ft−1 is Σ(xt)bt . Let σ2
def
= supx ‖Σ(x)‖2
where ‖ · ‖2 is the spectral norm. We call σ the volatility [14, 15, 16, 5] and σ2 < ∞ the bounded
variation property [17, 18, 19]. While the recent paper [19] argues that it is more practical to as-
sume expected smoothness than to assume bounded variation, the theoretical precedent is to assume
bounded variation. Furthermore, expected smoothness has three constants that would have to be
estimated in practice, rather than just one.
We will assume argminx∈Rdf(x) is nonempty and let f
⋆ denote the minimum. We say f is L-
smooth if f isC1 and its gradient isL-Lipschitz continuous. Further details on standard optimization
terminology and results are in Appendix A.
We say f is µ-Polyak-Łojasiewicz (or µ-PL for short) if (∀x ∈ Rd) ‖∇f(x)‖2 ≥ 2µ(f(x) − f⋆).
As an example, the logistic regression cost function satisfies the PL inequality [4]. Also, deep linear
neural networks satisfy the PL inequality in large regions of the parameter space [3, Thm. 4.5].
Furthermore, sufficiently wide recurrent neural networks satisfy the PL inequality locally around
random initialization [1, 2]. While strong convexity implies the PL inequality, a PL function need
not even be convex, hence the PL condition is considerably more applicable in the context of neural
networks. More details on PL, including a discussion of projections, is in Appendix B.1.
For convergence, we assume f is smooth and satisfies the PL inequality, and we assume bounded
variation. For stability, we assume ℓ(·, s) is Lipschitz continuous and smooth uniformly over all s.
For generalization, we further assume that ℓ(x, s) is nonnegative and bounded uniformly over all x
and s. However, these assumptions are interrelated, as the following proposition shows (proof in
Appendix B.2).
Proposition 1. Define f as in Eq. (1) and assume it is µ-PL. Assume bounded variation (σ2 <∞),
and assume ℓ(·, s) is L-smooth for all s. Then f is L-smooth. Furthermore, if ℓ(x, s) is nonnegative
for all x and s and assuming interpolation (f⋆ = 0), then for (xt) generated by SGD with a O(1/t)
step-size sequence there exists a constant R < ∞ such that P (‖xt − x0‖ ≤ R ∀t ∈ N) = 1. If s
comes from a compact set (e.g., normalized data) and we assume ℓ(x, s) is jointly continuous in x
and s, then there exist constants ρ andM such that, for all x in the ball of radius R around x0 and
for all s, ℓ(x, s) is ρ-Lipschitz with respect to x and is bounded above byM .
1.2 Prior work and contributions
Regarding convergence of SGD, other papers prove high probability convergence bounds for pro-
jected gradient descent assuming Lipschitz continuity and strong convexity [6, 7, 8, 9]. A function
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cannot be globally Lipschitz continuous and strongly convex (unless it is essentially a constant func-
tion), which is why they consider projected gradient. The same is true of the PL inequality instead
of strong convexity, but we no longer have the luxury of projection as Remark 14 in Appendix B.1
shows. Thus, we cannot assume Lipschitz continuity. Instead, we assume smoothness, the PL in-
equality, and bounded variation.
In the strongly convex and Lipschitz continuous setting, [8] proves aO(log(1/δ)/t) high probability
convergence bound matching the O(1/t) expected convergence bound and shows that the bound
is the best possible. In our setting, [5] proves an expected convergence bound for general step-
size sequences. In particular, they prove a O(1/ta) expected convergence bound for a O(1/ta)
step-size sequence, where a ∈ (0, 1) [5, Cor. 3]. In a setting with a stronger assumption than
bounded variation, [4] proves a O(1/t) expected convergence bound for a particular O(1/t) step-
size sequence. Applying [5, Thm. E.3] to a similar step-size sequence gives a O(1/t) expected
convergence bound in our setting.
We prove expected convergence bounds and high probability convergence bounds for aO(1/t) step-
size sequence. For a particularO(1/t) step-size sequence, we prove aO(log(1/δ)/t) high probabil-
ity convergence bound, matching the optimal high probability convergence bound in the Lipschitz
continuous and strongly convex setting, and matching the expected convergence bound in our set-
ting. We also prove high probability convergence bounds for general O(1/t) step-size sequences
matching the expected bounds that can be derived from [5, Thm. E.3].
To get high probability convergence bounds, we extend Theorem 4.1 from [8]. They use Theorem
4.1 to unravel a recursion with a square root of the random variable in it. They are then able to
bound an error term that is in terms of the iterates. Finally, they apply a generalized version of
Freedman’s inequality [20]. On the other hand, since we have the PL inequality instead of strong
convexity, we don’t have contractive properties at our disposal to work directly with the iterates. But,
using smoothness, we do get a recursion with a square root of the random variable in the moment
generating function. Thus, we extend Theorem 4.1 from [8] to more general noise terms. We also
allow for a more general bounding sequence. This gives us a probability result that we can apply
in our setting to get high probability convergence. For concentration inequality references, see [21]
and [22].
Regarding stability, [10] proves an expected stability bound for SGD with batch-size 1 assuming
Lipschitz continuity and smoothness. [23] also investigates expected stability, but for SGD with
Langevin dynamics. Their bound ends up being much better than the one in [10], but the noise
decays too slowly to get fast convergence.
In a different vein, [3] proves hypothesis stability results. Their bounds are the sum of a convergence
term and a geometry term that comes from the PL inequality. Thus, there is no benefit to early
stopping. Furthermore, to get from their stability bound to a generalization bound, they have to
make a strict assumption [3, Asm. 1] because the standard tool, Theorem 11 in [24], uses hypothesis
stability, which is stronger than pointwise hypothesis stability.
The seminal paper [24] shows how to turn stability bounds into generalization bounds for deter-
ministic algorithms. [25] extends those bounds to randomized algorithms, as does [26]. Recently,
the original bounds have been significantly tightened [27, 28, 29, 30, 31, 32]. [29] proves high
probability generalization bounds for SGD, but only in the convex setting. They also balance their
generalization result with the convergence result in [8].
We adapt the result in [10] and extend it to mini-batch stochastic gradient descent. We also prove
a high probability bound using a multiplicative Chernoff bound from [33]. We apply [25] and [32]
to our stability bounds to get generalization bounds. Then, we balance our convergence and sta-
bility/generalization bounds to get expected, low probability, and high probability true risk bounds.
Assuming the constants in our assumptions do not change with the number of samples (which is an
admittedly strong assumption), our true risk bounds go to zero as the number of samples goes to
infinity. Furthermore, they have the form of taking multiple, but limited, epochs of SGD. We believe
this is a first step in finding sharper true risk bounds that support multiple, limited epochs of SGD.
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Also, we leave the analysis of a projected SGD or stochastic Franke-Wolfe method, which would
help prevent the constants from depending on the number of samples, as a future research direction.
2 Convergence
In this section, we provide high probability convergence bounds for an empirical risk that is smooth
and satisfies the PL inequality, and under a bounded variation property. To this end, Proposition 2
extends [8, Thm 4.1] to a more general setting for the noise and allows for a more general bounding
sequence. Theorem 3 then leverages Proposition 2 to provide convergence bounds for a specific
step-size sequence. To the best of our knowledge, the high probability bound is the first to match the
expected bound. Theorem 4 applies Proposition 2 to general O(1/t)-decaying step-size sequences
to balance convergence with stability/generalization. We start by outlining the extension of [8, Thm
4.1] next (full proof in Appendix B.3).
Proposition 2. Let (Ω,F , P ) be a probability space and let {Ft}t≥0 be a filtration and F−1 = ∅.
For each t ≥ 0, let αt ≥ 0, βt ≥ 0, and γt ≥ 0 be arbitrary scalars; andXt, wˆt, and vˆt be random
variables on (Ω,F , P ), with Xt Ft−1-measurable and nonnegative almost surely, and wˆt and vˆt
both Ft-measurable, and vˆt nonnegative almost surely. Consider the recursion
Xt+1 ≤ αtXt + wˆt + vˆt
and assume E[wˆt | Ft−1] = 0, E[exp(λwˆt) | Ft−1] ≤ exp(λ22 β2tXt) for all λ ∈ R, and
E[exp(λvˆt) | Ft−1] ≤ exp(λγt) for all λ ∈ [0, γ−1t ]. Then,
EXT ≤
(
T−1∏
t=0
αt
)
X0 +
T−1∑
t=0
(
T−1∏
i=t+1
αi
)
γt. (4)
Furthermore, let (Kt) be a sequence such that K0 ≥ X0 and, for all t ≥ 0, K2t+1 ≥ (αtKt +
2γt)Kt+1 + β
2
tKt. Then, for all T ≥ 0, we have, w.p. ≥ 1− δ for all δ ∈ (0, 1),
XT ≤ KT log(e/δ). (5)
The result boils down to a high probability bound on the recursion Xt+1 ≤ αtXt with added sub-
gaussian [34, Prop. 2.5.2] and sub-exponential [34, Prop. 2.7.1] noise terms. See [21] as well. The
sub-gaussian noise term has the additional property that its variance factor depends on
√
Xt. Lemma
15 in AppendixB.3 shows that the bounded variation assumption implies ǫt is a sub-gaussian random
vector and, furthermore, the smoothness assumption implies the
√
Xt variance factor.
Lemmas 15 and 16 and Proposition 2 will be used next to derive the convergence bounds in two
cases. For the first case, define the sequence (θt) as
θt =
{
1
L for t = 0, ..., τ − 1
2t+1
µ(t+1)2 for t = τ, τ + 1, ...
(6)
where τ = ⌊2µ/L⌋. Notice that θt ≤ 1L ∀t ≥ 0. The first convergence result is then provided next.
Theorem 3. Assume that f is L-smooth and µ-PL, and assume that σ2 < ∞. Then, SGD with
(ηt) = (θt) and bt = b constructs a sequence (xt) such that
E[f(xt)− f⋆] = O
(
Ldσ2
µ2bt
)
(7)
and, w.p. ≥ 1− δ for all δ ∈ (0, 1),
f(xt)− f⋆ = O
(
Ldσ2 log(1/δ)
µ2bt
)
. (8)
A more detailed version of Theorem 3 appears in Appendix B.3 as Theorem 17. Theorem 3 pro-
vides an expected bound of O(1/t) and a high probability bound of O(log(1/δ)/t). This matches
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the optimal rates for the Lipschitz continuous and strongly convex setting [8]. One merit of the anal-
ysis assuming bounded variation is that the bound has O(1/b) dependence on the batch-size. The
expected bound in Theorem 3 can also be derived by applying Theorem E.3 in [5] to (θt). However,
to the best of our knowledge, the high probability bound is the first to match the expected bound.
In the following, we consider more general step-size sequences. While smaller constants result in
sub-optimal convergence rates, they are also more stable. Furthermore, we only consider O(1/t)
step-sizes because, while O(1/ta) for a ∈ (0, 1) has a O(1/ta) convergence rate no matter the
constant [5, Cor. 3],O(1/t) results in SGD being more stable. The full proof is in Appendix B.3.
Theorem 4. Assume that f is L-smooth and µ-PL, and assume that σ2 < ∞. Then, SGD with
ηt =
2c
t+1 , where c <
1
L , and bt = b constructs a sequence (xt) such that, for a universal constant
C <∞,
E[f(xt)− f⋆] ≤ 2CLc
2dσ2(2− µc)
b(1− µc)tµc ∀t ≥ 0 . (9)
Furthermore, w.p. ≥ 1− δ for all δ ∈ (0, 1),
f(xt)− f⋆ ≤ (16 + 4C)Lc
2dσ2(2− µc)
b(1− µc)tµc log(e/δ) ∀t ≥ 0 . (10)
Before proceeding, we point out that Proposition 2 could also be applied to obtain high probability
convergence bounds matching [5, Thm. E.3]. It could also be applied in the special case of interpola-
tion, where SGD exhibits linear convergence [2, Thm. 2]. In the following, we investigate stability
and generalization.
3 Stability and generalization
The foundations for the interplay between stability and generalization go back to [35]. Most recent
results build off of [24]. In this section, we provide high probability stability bounds for SGD
without convexity. By applying the tighter results in [32] to our high probability stability bounds,
we can readily obtain high probability generalization bounds with log(1/δ) probability dependence.
However, we point out that our results have a strict requirement on the step-size constant. Without
the requirement, the results in [25] can be applied to the expected stability bound in [10] to get a
low probability generalization bound. While this bound is not novel (except for the extension of it to
mini-batch SGD), its pairing with Theorem 4 is novel (to the best of our knowledge). Furthermore,
these results are paired in a way that naturally supports running multiple, but limited, epochs of
SGD.
3.1 Stability
Definition 5. Let S and S′ differ in at most one sample. Let Gt and G′t be the respective gradient
estimators. Define x0 = x
′
0 and, for t ≥ 0, xt+1 = xt − ηtGt(xt) and x′t+1 = x′t − ηtG′t(x′t). We
say SGD with T iterations is:
• β-uniformly stable if for all S and S′, sups |ℓ(xT , s)− ℓ(x′T , s)| ≤ β.
• α-uniformly stable in expectation if for all S and S′, sups |E[ℓ(xT , s)− ℓ(x′T , s)]| ≤ α.
Note that P(It = I
′
t) =
(
1− btn
)bt ∈ [1− btn , 1− 1n]; [10] uses this fact to bound the expected
stability in the special case bt = 1. We will bound the stability with high probability and, to do
so, we use the multiplicative Chernoff inequality [36, 33, 37], which we include as Lemma 19 in
Appendix B.4. See also [12, Thm D.4] and [34, Thm 2.3.1]. The proof of Thm. 6 below is in
Appendix B.4; recall that some of the hypotheses automatically hold under the setting of Prop. 1.
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Theorem 6. Let ηt ≤ c/(t + 1) and bt = b. Assume ℓ(·, s) is ρ-Lipschitz and L-smooth for all s.
Then, SGD with T iterations is β-uniformly stable with
β ≤ 2ρ2TLc(c+ 1/L) (11)
and α-uniformly stable in expectation (α ≤ β) with
α ≤ 2ρ
2TLc(c+ 1/L)b
n
. (12)
Furthermore, if c ≤ b(n log(δ−1)−b)L , then, w.p. ≥ 1− δ for all δ ∈ (0, 1),
β ≤ 2ρ2TLc
(
(c+ 1/L)b
n
+ (e− 1)
√
c(c+ 1/L)b log(δ−1)
n
)
. (13)
Eq. (12) matches [10, Thm 3.12] with some differences. In particular, [10, Thm 3.12] has the
restriction that (2cL)1/(Lc+1)TLc/(Lc+1) < n while Theorem 6 does not; furthermore, Theorem 6
covers both mini-batch SGD and plain-vanilla SGD (with b = 1).
Eq. (13) is novel to the best of our knowledge. However, we point out that the result is valid under
a restrictive assumption on the the step-size sequence. This restriction emerges from the fact that
the high probability bound in Lemma 19 (in Appendix B.4) is only for
∑T−1
t=0 ctpt approaching the
Normal distribution; in our context,
∑T−1
t=0 ctpt approaches the Poisson distribution. This, in turn,
impacts the step-size constant. We discuss this further in Section 4.
3.2 Generalization
The results in [24, Thm. 11 and Thm. 12] provide generalization bounds from uniform stability
bounds. The bounds are for deterministic algorithms, but can be extended to randomized algorithms
as shown in [25]. Recently, sharper bounds for deterministic algorithms have been derived in [28,
29, 32]. We seek a generalization bound with terms that decay as n increases; to this end, we apply
the sharp result of [32, Cor. 8] (which, for completeness, we report as Theorem 20 in Appendix B.4);
in particular, we apply [32, Cor. 8] to Eq. (13) to prove the following result.
Theorem 7. Assume ℓ(x, s) ∈ [0,M ] for all x and s. Assume ℓ(·, s) is ρ-Lipschitz and L-smooth
for all s. Then, T iterations of SGD with bt = b and ηt ≤ c/(t + 1) where c ≤ b(n log(δ−1)−b)L
satisfies, w.p. ≥ 1− δ over S and (It) for all δ ∈ (0, 1),
F (xT )− f(xT ) ≤ O
(
ρ2TLc log(n) log3/2(δ−1)
√
c(c+ 1/L)b/n
)
. (14)
We recall that It is defined in Eq. (3). Note that the bound in Theorem 7 has “almost optimal”
dependence on n (an optimal optimal dependence would be O(1/√n)) and has log dependence on
1/δ. However, the requirement on c is strict for fast convergence. Thus, in the following, we will
sacrifice the log dependence on 1/δ to get a bound without requirements on c; to this end, we will
use [25, Thm. 2] (which we include as Theorem 21 in Appendix B.4). We apply [25, Thm. 2] to
Eq. (12) to prove the following result.
Theorem 8. Assume ℓ(x, s) ∈ [0,M ] for all x and s. Assume ℓ(·, s) is ρ-Lipschitz and L-smooth
for all s. Then, T iterations of SGD with ηt ≤ c/(t+ 1) and bt = b satisfies, w.p. ≥ 1 − δ over S
and (It) for all δ ∈ (0, 1),
F (xT )− f(xT ) ≤
√
12Mρ2TLc(c+ 1/L)b+M2
2nδ
= O
(√
Mρ2TLc(c+ 1/L)b/(nδ)
)
. (15)
Not only does the generalization bound in Thm. 8 allow for a greater range of step-sizes, but it also
has the optimal dependence on n and a better dependence on T . The downside is that it depends on
1/
√
δ.
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4 True risk (consistency)
To obtain bounds on the true risk from the results on convergence and stability/generalization, one
can use the expressions ESE[F (xT )−F ⋆] ≤ E[f(xT )− f⋆]+α and F (xT )−F ⋆ ≤ f(xT )− f⋆+
F (xT ) − f(xT ) (the first inequality requires e.g. [10, Thm. 2.2]). The expected stability bound in
Thm. 6 and the generalization bounds in Theorems 7 and 8 growwith the number of iterations; on the
other hand, the convergence rate in Theorem 4 is “fast enough” to allow us to balance convergence
and stability/generalization, by choosing T to approximately minimize the bound, and obtain true
risk bounds that go to zero as n → ∞. However, similarly to [3], one has to assume that µ is
constant for all n. The bounds depend on SGD taking a certain number of epochs. Note that the
boundedness and Lipschitz assumptions come for free under the conditions of Prop. 1.
Theorem 9. Assume ℓ(·, s) is ρ-Lipschitz and L-smooth for all s. Assume f is µ-PL. Assume
σ2 <∞. Let bt = b, c = 1/(µ/2 + L), and
T = O
(
Ldσ2
ρ2(µ+ L)2b2
n
)
. (16)
Then, T iterations of SGD with ηt = c/(t+ 1) constructs a sequence (xt) such that
ESE[F (xT )− F ⋆] = O
((
Ldσ2
(µ+ L)2b
)L/(µ/2+L)(
ρ2b
n
)µ/(µ+2L))
(17)
= O(b−(2L−µ)/(2L+µ)n−µ/(µ+2L)). (18)
Theorem 10. Assume ℓ(x, s) ∈ [0,M ] for all x and s. Assume ℓ(·, s) is ρ-Lipschitz and L-smooth
for all s. Assume f is µ-PL. Assume σ2 <∞. Let bt = b, c = 1/(µ+ L), and
T = O
(
L2d2σ4
Mρ2(µ+ L)4b3
n
)
. (19)
Then, T iterations of SGD with ηt = c/(t + 1) satisfies, w.p. ≥ 1 − δ over S and (It) for all
δ ∈ (0, 1),
F (xT )− F ⋆ = O

( Ldσ2
(µ+ L)2b
√
δ
)L/(µ+L)(√
Mb
nδ
ρ
)µ/(µ+L)
= O
(
b−
L−µ/2
L+µ n−
µ
L+µ δ−1/2
)
.
(20)
The proof of Theorem 9 follows from plugging c and T into Theorems 4 and 8 and using
ESE[F (xT ) − F ⋆] ≤ E[f(xT ) − f⋆] + α. The proof of Theorem 10 follows from plugging c
and T into Theorems 4 and 7 and using F (xT )− F ⋆ ≤ f(xT )− f⋆ + F (xT )− f(xT ). Theorems
9 and 10 both provide bounds for the true risk that go to zero as n → ∞, under the assumption
that µ does not change. The form of the bounds is expected for a (mini-batch) SGD: the main
message is that one should take multiple passes over the data to converge sufficiently, but then stop
early to avoid overfitting. It is also worth noticing that both bounds decrease with the batch-size.
Consequently, while increasing the batch-size increases the generalization bound, it decreases the
convergence bound enough to decrease the true risk bound.
Theorem 11. Assume ℓ(x, s) ∈ [0,M ] for all x and s. Assume ℓ(·, s) is ρ-Lipschitz and L-smooth
for all s. Assume f is µ-PL. Assume σ2 < ∞. Let bt = b and c = b/(Ln log(1/δ)). Then, T
iterations of SGD with ηt = c/(t+ 1) satisfies, w.p. ≥ 1− δ over S and (It) for all δ ∈ (0, 1),
F (xT )− F ⋆ = O
(
b
n2 log(1/δ)T µc
+
b
n
TLc
)
. (21)
The proof of Theorem 11 is the same as for Theorem 10, but with different definitions for c and T .
Theorem 11 asserts that the steps are very stable for a sufficiently small step-size constant. However,
step-size constants that are too small affect convergence. Rather, one has to rely on sufficiently high
n (ideally going to infinity) to get generalization; this is precisely the case that makes the stability
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bound approach the Normal distribution instead of the Poisson distribution. However, convergence
already implies generalizationwhen T < n. The takeaway is that based on the worst-case nonconvex
stability analysis, for T = Θ(1) there is a Normal-like concentration and one can use Chernoff’s
inequality; if T = Θ(n) there is only Poisson-like concentration, and one is left with Chebyshev’s
inequality.
We also notice that while Theorem 10 has a low probability bound, we can boost it to high probability
by re-running SGD multiple times and selecting the solution with the smallest test error [11, Exer.
13.1]. Each round of SGD can use the same dataset S, and selecting the best solution only needs a
small amount of test/validation data since this is independent.
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A Standard optimization results
We state a few useful definitions and results from optimization. More details can be found in [38, 39].
All our definitions are with respect to the Euclidean norm, denoted ‖ · ‖, and we let f : Rd → R.
We write C1(Rd) or just C1 to denote functionals on Rd that are continuously differentiable.
Definition 12 (Lipschitz continuity). We say f : Rd → R is ρ-Lipschitz continuous if |f(x) −
f(y)| ≤ ρ‖x − y‖ for all x, y ∈ Rd. Likewise, g : Rd → Rm is ρ-Lipschitz continuous if ‖g(x) −
g(y)‖ ≤ ρ‖x− y‖ for all x, y ∈ Rd.
Note that averages of Lipschitz continuous functions are Lipschitz continuous with the same con-
stant. Also, if f ∈ C1, then f is ρ-Lipschitz if and only if ‖∇f(x)‖ ≤ ρ for all x ∈ Rd.
Definition 13 (L-smoothness). We say f is L-smooth if f ∈ C1 and its gradient is L-Lipschitz
continuous.
If f is L-smooth, then a standard result is
(∀x, y ∈ Rd) f(y) ≤ f(x) + 〈∇f(x), y − x〉+ L
2
‖x− y‖2. (22)
Applying this result to x− 1L∇f(x) and x and rearranging terms gives
‖∇f(x)‖2 ≤ 2L(f(x)− f⋆) (23)
and taking x ∈ argminx′ f(x′) gives
f(y)− f⋆ ≤ L
2
‖y − x⋆‖2. (24)
If f is both µ-PL and L-smooth, then combining the PL inequality and Eq. (23) gives
f(x)− f⋆ ≤ L
µ
(f(x) − f⋆)
which implies L ≥ µ.
The following inequality is known as the quadratic growth (QG) condition:
∃µ > 0 s.t. (∀x ∈ Rd) ‖x− PX⋆(x)‖ ≤ 2
µ
(f(x)− f⋆) (25)
where PX⋆ denotes the Euclidean projection onto the set of global minimizers,X⋆ = argminx f(x).
The PL inequality implies the QG condition [4].
B Proofs of results
B.1 PL inequality
Strong convexity implies the PL inequality but the PL inequality only implies invexity, not convexity.
Furthermore, unlike the convexity and strong convexity properties, the PL property is not preserved
under nonnegative sums. The PL inequality implies the quadratic growth property (Eq. (25)), which
can be used to bound how far away the nearest minimizer is in terms of the optimality gap (which
can be bounded above by simply evaluating the cost function, if the cost function is nonnegative).
When working with constraints to a set x ∈ X ( Rd, if f is strongly convex, then so is f added
to the indicator function of X , and results for gradient descent methods easily extend to projected
gradient descent. However, this not the case for KL functions, i.e., if f is PL, then f added to the
indicator function is not KL (in particular, it is not even differentiable). This has real impacts on
gradient descent algorithms, where gradient descent might converge but projected gradient descent
does not.
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For example, there is a smooth function, a mollified version of f(x, y) =
(
a(x)2+ − b (|y| − c)+
)
+
,
such that the PL inequality is satisfied but projected gradient descent does not converge to a mini-
mizer; we formalize this in the remark below.
Remark 14. Consider f(x, y) =
(
a(x)2+ − b (|y| − c)+
)
+
where (·)+ denotesmax(·, 0) and a, b >
0, c ≥ 0. The minimum of f is 0 and X⋆ = {(x, y) | x ≤ 0 or |y| ≥ abx2 + c}. If we use
ϕ(x) = XB1(0) ·exp
(−1/(1− ‖x‖2)) /Φ (whereΦ is the normalization constant) to mollify f , then,
for ǫ < c, fǫ has PL constant 2a and smoothness constant 2a. Consider the starting point (d, 0). For
a, b, c, d chosen appropriately, the distance from (d, 0) to its projection ontoX⋆ is strictly less than
d. Thus, if we let X be the ball centered at (d, 0) with radius equal to exactly that distance, then the
constrained problem and the unconstrained problem have the same minimum. However, projected
gradient flow, starting from (d, 0), ends up stuck at a non-minimizer: the point of X closest to (0, 0).
In order to generalize gradient methods to projected gradient methods under PL-like assumptions,
the proper generalization is that the function should satisfy a proximal PL or KL inequality [4]. How-
ever, such an assumption is quite restrictive compared to the PL inequality. We leave the problem
of convergence with just the PL inequality, via added noise or a Frank-Wolfe type construction, as a
future research direction.
B.2 Proof of Proposition 1
Proof. The smoothness of f easily follows from that of fi using the definition of f in Eq. (1), the
definition of smoothness, and the triangle inequality.
The rest of the proof will hinge on bounding the SGD sequence (xt). Unrolling the SGD updates,
we have xT+1 = x0+
∑T
t=0 ηt∇Gt(xt). Define f˜t = 1bt
∑
i∈It
fi so that Gt(x) = ∇f˜t, and observe
f˜ is L-smooth for the same reason that f is L-smooth. Then,
‖Gt(x)‖2 = ‖∇f˜t(x)‖2 ≤ 2L(f˜t(x) − f˜⋆t )
≤ 2Lf˜t(x)
≤ 2L n
bt
f(x)
where the first inequality follows from Eq. (23), the second from nonnegativity, and the third from
nonnegativity as well. For simplicity, assume a fixed minibatch size bt = b.
Thus, by the triangle inequality, ‖xT − x0‖ ≤
√
2Lnb
∑T−1
t=0 ηt
√
f(xt). For both Thm. 3 and
Thm. 4, the stepsize is ηt = O(1/t), and, by interpolation, f(xt) ≤ log(1/δt)Ctc for each t with
probability 1−δt, whereC and c > 0 are constants (e.g., c = 1 for Thm. 3)1. Choose δt = O(1/t2),
then it holds that
w.p. ≥ 1− δ, (∀T ∈ N) ‖xT − x0‖ . C′
T∑
t=1
log(t)
t1+c/2
≤ C′′
for constants C′ and C′′ since the series converges (verified by, e.g., the integral test) and with
δ =
∑T−1
t=0 δt ≤
∑∞
t=0 δt < 1 coming from the union bound and the fact
∑∞
t=1 t
−2 = π2/6 <∞.
Let Ek be the event that ‖xT − x0‖ ≤ k for all T . Then the event
⋃∞
k=1 Ek implies that (xt)
∞
t=0 is
a bounded sequence. Since Ek is nested, by continuity of measure, P(
⋃∞
k=1 Ek) = limk→∞ P(Ek),
and the argument from the previous paragraph shows that P(Ek) can be made arbitrarily close to 1
by choosing a sufficiently large radius k. Hence (xt)
∞
t=0 is a bounded sequence with probability 1.
Now that (xt) is bounded with probability 1, we turn to ρ andM . First, ℓ(x, s) is jointly continuous
in x and s, and since (x, s) comes from a compact set, we get that ℓ attains its maximum value [40,
Thm. 1.68], which we call M . The same is true of ‖∇xℓ(x, s)‖ and we call its maximum value ρ.
Thus, since ℓ(x, s) is C1 with respect to x, we have that it is ρ-Lipschitz with respect to x.
1These theorems and stepsizes are actually in terms of t+ 1 due to the 0-based indexing convention, so we
now use 1-based indexing to simplify presentation.
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B.3 Proofs of results in Section 2
Proof of Proposition 2
Proof. Notice first that E[vˆt | Ft−1] ≤ γt; see [34, Prop. 2.7.1]. Applying the expectation and
unraveling the recursion proves Eq. (4). For the high probability bound, we will use induction over
t ≥ 0 to prove that E[exp(λXt)] ≤ exp(λKt) for all λ ∈ (0,K−1t ]. The base case follows by
construction. Assume that E[exp(λXt)] ≤ exp(λKt) for all λ ∈ (0,K−1t ]. Let λ ∈ (0,K−1t+1]. One
can then verify the following three inequalities:
i) 2λ ≤ 1
γt
, ii) λ(αt + λβ
2
t ) ≤
1
Kt
, iii)Kt+1 ≥ Kt(αt + λβ2t ) + γt.
Using the Cauchy-Schwarz inequality, it is possible to obtain:
E[exp(λXt+1)] ≤ E[exp(λαtXt + λwˆt + λvˆt)]
= E[exp(λαtXt)E[exp(λwˆt) exp(λvˆt) | Ft−1]]
≤ E[exp(λαtXt)
√
E[exp(2λwˆt) | Ft−1]E[exp(2λvˆt) | Ft−1]]
≤ E[exp(λαtXt + λ2β2tXt + λγt)]
= E[exp(λXt(αt + λβ
2
t ) + λγt)]
≤ exp(λKt(αt + λβ2t ) + λγt)
≤ exp(λKt+1),
thus completing the induction proof. Finally, one can apply Markov’s inequality (in the exponenti-
ated form of, e.g., [8, Claim A.7]) to obtain Eq. (5).
Note that for the case where vˆt is a constant, we can cut the high probability bound in half since
we don’t have to apply Cauchy-Schwarz. Now, to prove Theorems 3 and 4 we need the following
two lemmas. The first lemma says that ǫt is a sub-gaussian random vector and can be proved from
[41]. Note that if we assumed Lipschitz continuity instead of bounded variation, then we would still
get that ǫt is a sub-gaussian random vector by Hoeffding’s lemma [21, Lem. 2.2]. However, there
would no longer be any dependence on the batch-size.
Lemma 15. Assume σ2 <∞. Then, for all λ ∈ R and all unit vectors in Rd,
E[exp(λ〈u, ǫt〉) | Ft−1] ≤ exp
(
λ2
2
dσ2
bt
)
(26)
and there exists an absolute constant C <∞ such that, for all λ ∈ [0, bt/(Cdσ2)],
E[exp(λ‖ǫt‖2) | Ft−1] ≤ exp(λCdσ2/bt). (27)
Lemma 16. Assume f is L-smooth and µ-PL, ηt ≤ 1L ∀t ≥ 0, and σ2 <∞. Then,
f(xt+1)− f⋆ ≤ (1− µηt)(f(xt)− f⋆) + ηt(1 − Lηt)〈∇f(xt), ǫt〉+ Lη
2
t
2
‖ǫt‖2. (28)
Proof. Observe,
f(xt+1)− f⋆
≤ f(xt)− f⋆ − ηt(1− Lηt/2)‖∇f(xt)‖2 + ηt(1 − Lηt)〈∇f(xt), ǫt〉+ Lη
2
t
2
‖ǫt‖2
≤ f(xt)− f⋆ − ηt
2
‖∇f(xt)‖2 + ηt(1− Lηt)〈∇f(xt), ǫt〉+ Lη
2
t
2
‖ǫt‖2
≤ (1− µηt)(f(xt)− f⋆) + ηt(1 − Lηt)〈∇f(xt), ǫt〉+ Lη
2
t
2
‖ǫt‖2
where the first inequality uses smoothness, the second inequality uses the step-size restriction, and
the third inequality uses the PL inequality.
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Full version of Theorem 3 Note that, as shown in Appendix A, µ ≤ L so (1− µL) ∈ (0, 1).
Theorem 17. Assume that f is L-smooth and µ-PL, and assume that σ2 < ∞. Then, SGD with
step-size (ηt) = (θt) and constant batch-size bt = b constructs a sequence (xt) such that, for
t = 0, ..., τ ,
E[f(xt)− f⋆] ≤
(
1− µ
L
)t
(f(x0)− f⋆) + Cdσ
2
µb
(29)
and, w.p. ≥ 1− δ for all δ ∈ (0, 1),
f(xt)− f⋆ ≤ max
(
f(x0)− f⋆, Cdσ
2
µb
)
log(e/δ) . (30)
For t > τ , one has that
E[f(xt)− f⋆] ≤
(
1− µL
)τ
(f(x0)− f⋆) + Cdσ2µb
t2
+
2CLdσ2(t− τ)
µ2bt2
(31)
and, w.p. ≥ 1− δ for all δ ∈ (0, 1),
f(xt)− f⋆
≤ max
(
f(x0)− f⋆, Cdσ
2
µb
)
τ2 log2(2e/δ)
t2
+
(18 + 4C)Ldσ2(t− τ) log(2e/δ)
µ2bt2
.
(32)
Proof. First, using Eq. (28) and (θt) we get:
f(xt+1)− f⋆
≤ (1− µηt)(f(xt)− f⋆) + ηt(1− Lηt)〈∇f(xt), ǫt〉+ Lη
2
t
2
‖ǫt‖2
=
{
(1− µ/L)(f(xt)− f⋆) + 12L‖ǫt‖2, t ≤ τ − 1
t2
(t+1)2 (f(xt)− f⋆) + 2t+1µ(t+1)2 (1− Lηt)〈∇f(xt), ǫt〉+ L(2t+1)2µ(t+1)2 ηt‖ǫt‖2, t ≥ τ
Let Ft be the σ-algebra generated by i0, ..., it. First, consider the case t = 0, ..., τ . Let Xt =
f(xt) − f⋆, αt = 1 − µL , wˆt = 0, and vˆt = 12L‖ǫt‖2. Then β2t = 0 and, by Eq. (27), γt = Cdσ
2
2Lb .
Set Kt = max
(
X0,
β2t+2γt
1−αt
)
= max
(
X0,
Cdσ2
µb
)
. Applying Proposition 2 proves the result for
t = 0, ..., τ . Next, consider the case t > τ . Let Xt = t
2(f(xt) − f⋆), αt = 1, wˆt = 2t+1µ (1 −
Lηt)〈∇f(xt), ǫt〉, and vˆt = L(2t+1)2µ ηt‖ǫt‖2. By Eq. (26), the following holds for all λ ∈ R:
E[exp(λwˆt) | Ft−1] = E
[
exp
(
λ
2t+ 1
µ
(1− Lηt)‖∇f(xt)‖
〈 ∇f(xt)
‖∇f(xt)‖ , ǫt
〉) ∣∣∣∣ Ft−1
]
≤ exp
(
λ2
2
(2t+ 1)2
µ2
(1− Lηt)2‖∇f(xt)‖2 dσ
2
b
)
≤ exp
(
λ2
2
(2t+ 1)2
µ2
2L
Xt
t2
dσ2
b
)
by smoothness
≤ exp
(
λ2
2
18Ldσ2
µ2b
Xt
)
and, hence, β2t =
18Ldσ2
µ2b . By Eq. (27), the following holds for λ ≤ µ
2b
2CLdσ2 :
E[exp(λvˆt) | Ft−1] = E
[
exp
(
λ
L(2t+ 1)
2µ
ηt‖ǫt‖2
) ∣∣∣∣ Ft−1
]
≤ exp
(
λ
L(2t+ 1)
2µ
ηt
Cdσ2
b
)
= exp
(
λ
L(2t+ 1)2
2µ2(t+ 1)2
Cdσ2
b
)
≤ exp
(
λ
2CLdσ2
µ2b
)
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and, hence, γt =
2CLdσ2
µ2b . We can then set Kτ = max
(
X0,
Cdσ2
µb
)
τ2 log(2e/δ) and Kt+1 =
Kt+β
2
t+2γt = Kt+
(18+4C)Ldσ2
µ2b . Thus,Kt = max
(
X0,
Cdσ2
µb
)
τ2 log(2e/δ)+ (18+4C)Ldσ
2(t−τ)
µ2b .
Using the result for t = 0, ..., τ , applying Proposition 2, and dividing by t2 proves the result.
Proof of Theorem 4
Proof. Using Eq. (28) and the step-size we get:
f(xt+1)− f⋆
≤ (1 − µηt)(f(xt)− f⋆) + ηt(1− Lηt)〈∇f(xt), ǫt〉+ Lη
2
t
2
‖ǫt‖2
=
t+ 1− 2µc
t+ 1
(f(xt)− f⋆) + 2c
t+ 1
(1− Lηt)〈∇f(xt), ǫt〉+ 2Lc
2
(t+ 1)2
‖ǫt‖2.
Also, for all t ≥ 1,
t+ 1− 2µc
t+ 1
= 1− 2µc
t+ 1
≤ e−2µct+1 =
(
e
−2
t+1
)µc
≤
(
t
t+ 1
)µc
.
Let Ft be the σ-algebra generated by i0, ..., it. Let Xt = tµc(f(xt) − f⋆), αt = 1, wˆt = 0,
wˆt =
2c
(t+1)1−µc (1 − Lηt)〈∇f(xt), ǫt〉 for t ≥ 1, and vˆt = 2Lc
2
(t+1)2−µc ‖ǫt‖2. By Eq. (26), the
following holds for all λ ∈ R:
E[exp(λwˆt) | Ft−1] = E
[
exp
(
λ
2c
(t+ 1)1−µc
(1− Lηt)‖∇f(xt)‖
〈 ∇f(xt)
‖∇f(xt)‖ , ǫt
〉) ∣∣∣∣ Ft−1
]
≤ exp
(
λ2
2
4c2
(t+ 1)2−2µc
(1 − Lηt)2‖∇f(xt)‖2 dσ
2
b
)
≤ exp
(
λ2
2
4c2
(t+ 1)2−2µc
2L
Xt
tµc
dσ2
b
)
by smoothness
≤ exp
(
λ2
2
16Lc2dσ2
(t+ 1)2−µcb
Xt
)
and, therefore, β2t =
16Lc2dσ2
(t+1)2−µcb . By Eq. (27), the following holds for λ ≤ (t+1)
2−µcb
2CLc2dσ2 :
E[exp(λvˆt) | Ft−1] = E
[
exp
(
λ
2Lc2
(t+ 1)2−µc
‖ǫt‖2
) ∣∣∣∣ Ft−1
]
≤ exp
(
λ
2Lc2
(t+ 1)2−µc
Cdσ2
b
)
= exp
(
λ
2CLc2dσ2
(t+ 1)2−µcb
)
and, thus, γt =
2CLc2dσ2
(t+1)2−µcb . We can therefore have K0 = 0 and Kt+1 = Kt + β
2
t + 2γt =
Kt +
(16+4C)Lc2dσ2
(t+1)2−µcb . Thus, Kt ≤ (16+4C)Lc
2dσ2
b
(
1 + 11−µc
)
= (16+4C)Lc
2dσ2(2−µc)
b(1−µc) . Applying
Proposition 2 and dividing by tµc proves the result.
B.4 Proofs of results in Section 3
Define δt
def
= ‖xt − x′t‖. Note that P(Gt = G′t) =
(
1− btn
)bt ∈ [1− btn , 1− 1n]. Following
[10], a uniform stability bound is sought by bounding the growth of δt; if ℓ(·, s) is ρ-Lipschitz [cf.
Proposition 1], this implies that sups |ℓ(xt, s) − ℓ(x′t, s)| ≤ ρδt. The next lemmas are borrowed
from [10] and [33], respectively.
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Lemma 18. [10, Lem. 2.5] Assume ℓ(·, s) is ρ-Lipschitz and L-smooth for all s. Then,
δt+1 ≤
{
(1 + ηtL)δt if It = I
′
t
δt + 2ηtρ o.w.
. (33)
Lemma 19. [33, Thm 1] Let ct ∈ (0, 1] and let at ∼ B(1, pt) independently. Denote m =∑T−1
t=0 ctpt. Then, for all k > 0,
P
(
T−1∑
t=0
ctat ≥ (1 + k)m
)
≤
[
ek
(1 + k)(1+k)
]m
. (34)
In particular, w.p. ≥ 1− δ for all δ ∈ (0, 1) such that log(δ−1) <∑T−1t=0 ctpt,
T−1∑
t=0
ctat ≤
T−1∑
t=0
ctpt + (e− 1)
√√√√log(δ−1) T−1∑
t=0
ctpt w.p. ≥ 1− δ. (35)
Proof of Theorem 6
Proof. First, by Lemma 18,
δt+1 ≤ (1 + ηtL)δt + 2ηtρat
where at ∼ B(1, p) independently with p = b/n. Thus,
δT ≤ 2ρ
T−1∑
t=0
T−1∏
i=t+1
(1 + ηiL)ηtat
≤ 2ρ
T−1∑
t=0
exp
(
L
T−1∑
i=t+1
ηi
)
ηtat
≤ 2ρc
T−1∑
t=0
exp
(
Lc log
(
T
t+ 1
))
at
t+ 1
≤ 2ρcTLc
T−1∑
t=0
at
(t+ 1)Lc+1
.
Note that
T−1∑
t=0
1
(t+ 1)Lc+1
≤ 1 +
∫ T−1
0
dt
(t+ 1)Lc+1
= 1 +
1
Lc
− 1
LcTLc
≤ 1 + 1
Lc
.
We can thus bound δT by bounding at by 1, taking expectation, or applying Lemma 19. Then,
uniform stability follows from sups |ℓ(xt, s)− ℓ(x′t, s)| ≤ ρδt.
Theorem 20. [32, Cor. 8] Assume ℓ(x, s) ∈ [0,M ] for all x and s. If SGD with T steps is β-
uniformly stable then, w.p. ≥ 1− δ over S and SGD for all δ ∈ (0, 1),
F (xT )− f(xT ) ≤ 2β + 120eβ log(2n) log(e/δ) + 4eM
√
log(e/δ)
n
. (36)
Theorem 21. [25, Thm. 12] Assume ℓ(x, s) ∈ [0,M ] for all x and s. Let δ ∈ (0, 1). If SGD with T
steps is α-uniformly stable in expectation then, w.p. ≥ 1− δ over S and (it) for all SGD,
F (xT )− f(xT ) ≤
√
6Mnα+M2
2nδ
. (37)
Note that [25, Thm. 12] is actually for pointwise hypothesis stability in expectation, but uniform
stability in expectation implies pointwise hypothesis stability in expectation. Furthermore, in the
form we have it, Theorem 21 can be proved using [24, Lem. 9] and Chebyshev’s inequality.
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