Abstract
Introduction
In order to optimize algorithms, the embedded developer must be aware of a number of constraints: these systems have typically a more constrained memory hierarchy than General Purpose Processors (GPP) where algorithms typically are developed upon. Furthermore, the optimization objectives are not only dominated by performance, but memory accesses and power consumption are (at least) equally important. When memory usage is deterministic, all memory usage and access patterns can be determined at compile time. The required memory is reserved in one single allocation and freed when no longer needed. Moreover, since this allocated memory is contiguous, the addresses of the elements are known and accessible in a minimum of time. However, this is not longer certain when Dynamic Memory Management (DMM) is required.
MATISSE [4, 3, 1, 2] is a methodology for system-level dynamic memory management. It is intended for applications operating on large and irregular data structures, dynamically allocated and stored in sets, called dynamic data sets. It uses a fast, stepwise and cost-driven exploration and specification refinement at the system level of the needed dynamic data sets. As a result, optimized distributed memory architectures can be achieved in embedded systems.
In the remainder, automation and modification of the first sub-step of the MATISSE methodology 1 is discussed in order to handle applications with multiple dynamic data sets which change their behavior during the application: Abstract Data Type refinement (ADT). In addition, a comparison of dynamic memory usage between the original version and the optimized one of the main dynamic data type in the application is shown in Figure 2 to illustrate the final results accomplished.
Method and Results
In an ADT context, data dependencies can be divided into two distinct types. First, design or algorithmic dependencies dependencies built in the program as a result of the control flow of the algorithm, e.g. ordered or unordered sets. This kind of dependencies cannot be removed and/or changed without modifying the algorithm itself. Second, data dependencies that are implementational data dependencies. These are introduced while moving from specification to implementation due to rigid (immutable) choices that concern e.g. the data type implementation. Once these choices are made, a set of data dependencies will affect the cost of the final implementation, e.g. cache conscious structure reorganizations. These data type induced dependencies are avoidable as long as the final application is not deployed on the target system. MATISSE employs three basic data types, namely lists, arrays and trees, and organizes them in multi-layered structures. All these structures share a number of basic operations like add, insert, delete, etc. In addition, they can have multiple implementations, reflecting different features of the pursued final system, e.g. a different garbage collection system. As a result, this rises exponentially the search space as more alternatives are considered.
This MATISSE methodology provides as one of its key concepts a representative estimate on algorithm and code changes early in the development flow for system developers. Thus, it reduces the number of ulterior costly and time consuming reconfigurations during system design. In order to have these early estimates on the implementation and on important objectives (e.g. power, memory usage and access), MATISSE automatically adds timing information at the source code level.
The driver application that is presented is part of a larger 3D image processing application and has several properties that challenge dynamic memory optimization:
• The application has 4 dynamic data sets with several distinct access patterns.
• The behavior of some data types changes during the application run. The presence of multiple data sets required a new profiling and instrumentation framework (see Figure 1 ) both easy to use in an automated code instrumentation tool and flexible enough to handle all kinds of combinations and loose relationships between the data sets. Since MATISSE uses C++ as an abstract data type description language, the profiling information cannot be collected at the object level. In fact, several objects, possibly from different classes can define a multi-layered dynamic data type description. Therefore, the profiling framework decouples this information from the data type class hierarchy. Furthermore, these objects are able to report their memory and timing behavior to dedicated profiling objects without the intervention from the developer, enhancing their versatility. Hence, the number of these objects depends on the amount of data type occurrences visible from the application (e.g. if an application has 2 variables to be optimized, 2 profiling objects are created during the code transformation). . The code transformation accomplishes several tasks, next to basic code transformations, a reconstruction of the class hierarchy, an instrumentation of the dynamic data type definition code and the creation and and inclusion of the MATISSE specific code. This instrumented source code is used to compose run time information on memory accesses and usage, timing information and function calls. Because the data sets change their behavior at run time, normalized memory usage is used to compute power estimates.
As a matter of fact, in the presence of multi-objective optimizations (optimizing for memory accesses, usage and power consumption), a single optimal point is unlikely. Instead, Pareto optima are constructed during exploration of • Profiling information can indicate clear algorithmic problems that were hidden in the code. In one example, a very high access count in one part of the program was identified while scanning a large data structure. After a closer code inspection, the algorithm assumed that the data was created without order and had to access all the elements in order to construct exhaustive subsets. In fact, the data did contain order and the subsets were located one after another.
• In a different part of the execution of the application, data in one large dynamic data structure was destroyed before the following dynamic data set was constructed. This showed a hidden matrix where the data was copied for faster access. As a consequence of this, the original implementation doubled the memory bottleneck. With the combined profiling information, this was removed safely, without compromising the performance.
Like many multimedia applications, the driver application has multiple dynamic data types. In figure 2 , the result of the Dynamic Data Type Refinement (DDTR) step for one of them is illustrated. As the figure shows, the large Candidates list is copied in a dynamically allocated array. From that point onwards, this array is used for fast access to the data that is processed. Even though this obviously speeds up the application to a great extent, it comes at a high price since there is a duplication of the memory bottleneck when the data is copied. In addition, Figure 2 shows the dynamic memory usage for the DDTR optimized version during the application execution. Evidently, an efficient selection of the dynamic data type results in a much lower memory usage and a faster execution (note that while the data is being copied to the fast array, the algorithm cannot make progress).
As a summary, the first step is to change algorithmic dependencies before examining algorithmic ones. Then, once the optimal hierarchical implementation is selected for each data set under investigation, the code is instantiated (obviously without the profiling information of the framework). In fact, for a number of implementations, C counterparts of the C++ code are available, but their instantiation is currently not included in the tools. These C definitions have the advantage that they eliminate much of the C++ code size overhead.
For the driver application where we have applied our methodology, it allows to improve memory footprint, memory accesses and power by 98.5 %, 51.7 % and 99.9 % respectively, and is illustrated in Figure 3 . In the bar charts, the results for memory accesses, memory usage and power are plotted for the original implementation, a DDTR optimized version where the copy to the array (see Figure 2) is kept and the case where both DDTR and the removal of the algorithmic dependency are applied . Similar behavior has been identified in several multimedia applications and algorithms, thus, without any doubt, they can be optimized with this methodology as well.
