ABSTRACT Accurate segmentation of brain tissue in magnetic resonance images (MRI) is a difficult task due to different types of brain abnormalities. In this paper, we review the deformation method focus on the construction of diffeomorphisms to generate the 2D MRI image grids and extend it to the 3D MRI images, address clearly a new formation of the deformation problem for moving domains and construction of diffeomorphisms through a completely different approach. The idea is to control directly the first order differential operators including the Jacobian determinant (JD), divergence (DIV), and curl vector (CV) generated by the 2D and 3D MRI image grids and use them as CNN channels with other modalities (T1-weighted, T1-IR, and T2-FLAIR) or single T1-weighted modality to improve the performance of brain segmentation. More importantly, we discuss the influence of three optimization parameters to the generation of the 2D and 3D MRI image grids by both theoretical analysis and the numerical experiments. We test this method on the IBSR dataset and MRBrainS18 dataset based on VoxResNet and verify the influence of three parameters on the accuracy of MRI brain segmentation. Finally, we also compare the segmentation performance of our method in three networks, including 2D U-Net, 3D U-Net, and VoxResNet. We believe the proposed method can advance the performance in brain segmentation and clinical diagnosis.
I. INTRODUCTION
Magnetic resonance imaging (MRI) is usually the preferred method of structural brain analysis, as it provides high-contrast and high-spatial resolution images of soft tissue without risks, which is the most popular choice to analyze the brain abnormalities, although computer tomography (CT) and positron emission tomography (PET) are also used to study the brain. Quantitative analysis of brain MR images is routine for many neurological diseases such as Alzheimer's disease, epilepsy, schizophrenia, multiple sclerosis (MS), cancer, and infectious and degenerative diseases. Similarly, MRI segmentation to quantify changes in brain structure at different time points is required. Segmentation, i.e., labeling of pixels in 2D (voxels in 3D), is a critical component of quantitative analysis. Manual segmentation is the gold standard of image segmentation. However, this is not only expensive and cumbersome, but also inaccurate due to human error.
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Therefore, automated segmentation methods are required to provide close to expert raters with high accuracy.
Deep learning refers to a multi-layer (usually more than five layers) neural network that extracts the feature hierarchy from the original input image. Compared with the traditional method of extracting features manually in machine learning algorithm, the image-based self-learning ability to extract complex feature hierarchy from images is a new and popular machine learning technology. Through the training of many datasets, they obtained impressive results and promotion ability. CNNs are the most commonly applied to image segmentation and classification [1] , [6] , [10] , [12] , [16] , [18] .
Nowadays, the application of differential geometry in deep learning is more and more extensive, especially in the field of medical images. Based on the manifold characteristics of differential geometry, the success of deep learning is attributed to the inherent laws of the data itself [27] . Highdimensional data are distributed near low-dimensional manifolds, which have a specific probability distribution, and it is also attributed to the strong ability of deep learning network to approximate nonlinear mapping. Deep learning technology especially CNN can extract manifold structure from data and express the global prior knowledge with manifold, specifically, encoding and decoding mapping, which is implied in the weight of neurons [32] . In the field of medical image analysis, doctors can determine whether the organs are abnormal by precisely comparing the geometric features of the organs. By analyzing the geometric features of the tumor, we can judge the benign and malignant nature of the tumor. It can be attributed to the registration and analysis of medical images. Also, the deep learning method based on differential geometry plays an important role in medical image registration.
In medical image analysis, 3D volumetric data is usually obtained in a variety of ways for robust detection of different organizational structures. For example, three modalities including T1, T1-weighted inversion recovery (T1-IR) and T2-FLAIR are usually available in brain structure segmentation task [13] . The main reason for obtaining multimodal images is that the information of multimodal data sets can supplement each other and provide robust diagnostic results. Thus, we concatenate these multi-modality data with differential geometric information as input, then complementary information is combined and fused in an implicit way in the process of network training, which is more consistent than any single training method.
Volumetric data is abundant in biomedical data analysis. Annotation of such data with segmentation labels causes difficulties, since only 2D slices can be shown on a computer screen. Thus, annotation of large volumes in a slice-by-slice manner is very tedious. It is inefficient, too, since neighboring slices show almost the same information. So based on the 2D deformation method used for 2D MRI image grid generation, we extend a novel deformation method to construct three dimensional diffeomorphisms of MRI brain images and then to produce images composed of prescribed Jacobian determinant divergence and curl vector [5] , [27] . Like the 2D grid generation, we generate 3D grids of MRI images and use them to generate 3D images composed by Jacobian determinant divergence and curl vector. We use them as CNN channels based on VoxResNet and test this method on the IBSR dataset and MRBrainS18 dataset. We also discuss the influence of some optimization parameters to the generation of 2D and 3D MRI image grids and verify this on the above datasets. Finally, we also compare the segmentation performance of our method in three networks including 2D U-Net [6] , 3D U-Net [28] and VoxResNet network [4] , [7] , [8] .
The main content of our discussion is as follows. In Section II, we introduce related work about MRI brain segmentation. In Section III, the deformation method and experiments about 2D and 3D MRI images are represented. The results are detailed in Section IV, discussions about comparison among 2D U-net, 3D U-net and VoxResNet and parameter analysis are showed in Section V. Conclusions are illustrated in Section VI
II. RELATED WORK
The precise automatic segmentation of brain structures such as white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF) in MRI is of great significance for the accurate evaluation of brain tissue and the diagnosis of encephalopathy. In recent years, CNN has been used for brain tissue segmentation, avoiding the clear definition of spatial and intensity characteristics and providing better performance than classical methods [2] - [4] , [14] - [16] , [20] .
Chen et al. [4] proposed deep voxelwise residual networks for volumetric brain segmentation, which borrows the spirit of deep residual learning in 2D image recognition tasks, and is extended into a 3D variant for handling volumetric data. Olaf Ronneberger et al. [16] presents an architecture named U-Net which consists of a contracting path to capture context and a symmetric expanding path that enables precise localization, and it outperforms the prior best method on the ISBI challenge for segmentation of neuronal structures. Özgün Çiçek [28] proposed a 3D U-Net which like the 2D U-Net above to learn dense volumetric segmentation from sparse annotation.
Nowadays, the application of differential geometry in deep learning is more and more extensive, especially in the field of medical image. Ashburner [25] proposed a fast diffeomorphic image registration algorithm. This paper describes DARTEL, which is implemented for both 2D and 3D image registration and has been formulated to include an option for estimating inverse consistent deformations. Balakrishnan et al. [26] from MIT proposed an unsupervised learning model for deformable medical image registration based on VoxelMorph CNN network [30] . They define registration as a parametric function, and optimize its parameters given a set of images from a collection of interest. They also present a probabilistic generative model and derive an unsupervised learning-based inference algorithm that makes use of recent developments in CNN [29] , providing diffeomorphic guarantees and uncertainty estimates. Zhao et al. [31] proposed a method for data augmentation using learned transforms for one-shot medical image segmentation to tackle the lack of labeled data They learned independent spatial and appearance transform models to synthesize a dataset of labeled examples based on VoxelMorph Their methods are essentially generating homeomorphic mapping domain with CNN to change the probability distribution of datasets.
Diffeomorphism is an active research topic in differential geometry. Dacorogna and Moser [21] first proved the existence of diffeomorphism under a Jacobian determinant constraint. Later, Dr. Liao and Anderson [22] proposed the deformation method to construct diffeomorphisms. A div-curl system is created in the construction of diffeomorphisms. Since the Jacobian determinant and divergence have a direct physical meaning in grid generation which represents the size of grid cell, and the curl-vector represents the grid cell rotations, the deformation method was applied successfully to grid generation (the representation of diffeomorphism) and adaptation problems.
In differential geometry, a diffeomorphism is map between manifolds which is differentiable and has a differentiable inverse, and it is an active research topic [9] , [11] , [21] , [23] . Since 1992-1993, Liao and Anderson [22] proposed the deformation method of grid generation. In 2004, the LeastSquares Finite Element Method was first applied to solve the div-curl system in [24] , which extends the deformation method of grid generation to moving domains. This version constructs a diffeomorphism φ :
The success of the deformation method of grid generation relies on the div-curl system, which shows the great importance of the curl vector (∇×). Hence, Xi Chen proposed another completely new approach by directly applying JD (the Jacobian determinant det∇) and CV (the curl vector ∇×).
III. METHOD A. THE DEFORMATION METHOD
The deformation method [5] , [9] , [11] is derived from differential geometry. Consider and t ⊂ R 2,3 with 0 ≤ t ≤ 1, be moving (includes fixed) domain. Let υ (x, t) be the velocity field on ∂ t where υ (x, t) · n = 0 on any part of ∂ t with slippery-wall boundary conditions where n is the outward normal vector of ∂ t Given diffeomorphism
, can be constructed the following two steps, and we use MATLAB function to handle this algorithm.
• First, determine u (x, t) on t by solving
For computational simplicity system is modified into a Possion equation as follows. Let u (x, t) = ∇w (x, t), then
Hence, determination of u (x, t) is depend upon w (x, t) which w (x, t) is cheaper to find. In our work, the first order differential operators including the Jacobian determinant, curl vector, divergence represent the change of image grayscale, which represent the change rate of the area or volume of the brain image. The deformation method can generate grid images which can represent the constructed diffeomorphism.
1) ALGORITHM IMPLEMENTATION
The deformation method has implemented in 4 steps in Table 1 . 
2) PRECISION ANALYSIS
When using numerical methods to implement the above algorithm of constructing φ (ξ , t), the precision relies on the following parts.
• Parameter 1: dt Evaluating − ∂ ∂t 1 f (x,t) with a Poisson equation, with a optimization parameter dt = 1 ntstep , which set ntstep as the iteration step length of computing the deformation.
• Parameter 2:h
Computing the gradient when solving the div-curl system (JD and CV) (3), with an optimization parameter h, which set h as the spacing between points in each direction (h is a parameter of MATLAB function gradient, which represent the spacing between points of grid image)
• Parameter 3: N Computing JD and CV by generated grid cells (3), with an optimization parameter N, which set N as the size of grid notes.
B. BEXPERIMENTS OF THE DEFORMATION METHOD
Here we demonstrate some simulations of the deformation method based on MRI brain images. We can construct a transformation with the deformation method here in our algorithm, which proves the algorithm is reliable and accurate in grid generation. We display the original MRI brain images and generate both its 2D and 3D grids in the VOLUME 7, 2019 deformation method. And we show the grayscale of phi (which means the coordinate axes of grid) in 2D and 3D view.
1) 2D GRID GENERATION
We design a constructing experiment to test the accuracy of our method and discover more details insides with MRI brain images. We represent the grid image (the constructed diffeomorphism) and JD and CV of MRI brain images in Fig. 1 . This image is given a nonlinear transformation T 0 from the square of 128 × 128 (phi1 and phi2 which means the two coordinate axes of grid). (c) show the gray value distribution of Phi1 and Phi2. We can see the gray value of Phi1 increases gradually with the increase of the horizontal coordinate, while the gray value of vertical coordinate is basically unchanged under the same horizontal coordinate. While the gray value of Phi2 increases with the vertical coordinate's increase, while the gray value of horizontal coordinate has no change basically under the same vertical coordinate. Fig. 3 shows the 3D histogram of Phi1, Phi2, generated JD and CV. We can see the gray value distribution tendency of Phi1 and Phi2 as the above describes. From the Figure (c)(d) , we want to show that the values of JD are concentrated around 1 while the values of CV are concentrated around 0, which ensures the generation of MRI brain grid is meaningful. Fig. 4 shows the 3D view of the gray value distribution and contour map of this MRI brain image, JD image and CV image in the upper row, and their vertical view of 3D distribution in the lower row. 
2) 3D GRID GENERATION
We also design a constructing experiment to brain MRI images and display them in 3D view in Fig. 5 Given a nonlinear transformation T 0 from the cube [1, 240 grid image from full scale view, front view, lateral view and vertical view, respectively.
C. CEXPERIMENTS BASED ON MRI BRAIN IMAGES 1) TWO-DIMENSIONAL GENERATED IMAGES BASED ON JD AND CV
Based on the above finite difference and differential geometry theory, we use MATLAB to generate the 2D grid images based on JD, CV, DIV of brain MRI images in Fig. 6 . And we extract the images formed by all differential geometric information from the grid images above, and saved them as nii image format as the following figures, which present geometric deformation features of the image, especially highlight the change of morphological features of CSF, GM, WM. 
2) THREE-DIMENSIONAL GENERATED IMAGES BASED ON JD AND CV
We also use MATLAB to generate the 3D grid images based on above differential geometric information, extract these images and save them as nii image format in Fig. 7 . It is important to note that the curl of the image has three components coming from different axes in 3D. Fig. 8 shows the process framework of our proposed method. All modalities should be skull stripped and we extract differential geometric features including JD, CV, DIV derived from T1 modality. After all modalities, including image labels (ground truth) have preprocessed (interpolation and padding), three modalities including T1-weighted, T1-IR and T2-FLAIR images with JD, DIV or CV image will be concatenated together as a new multi-modality. And it will be used as input of VoxResNet network.
D. DPROPOSED FRAMEWORK

E. EPRECISION ANALYSIS EXPERIMENTS OF THE DEFORMATION METOD 1) EXAMPLE ONE: PARAMETER N OF PRECISION ANALYSIS FOR 2D IMAGES
In this experiment, we find that parameter N (the size of grid notes) has an influence on the precision of grid generation (diffeomorphism φ) We set N as 64, 128 and 256 (The largest dimension of the image is 256) and make comparison between them. We find the depth of the grid color reflects the density between the grids in Fig. 9 . With the increase of the grid size, the diffeomorphism becomes denser and the grid color is deeper, indicating that the generated mesh can more accurately express the details of the original image. This can be used in improving the accuracy of MRI segmentation when using them as one CNN channel by increasing the parameter N. When the image size exceeds the maximum dimension in processing, it needs the operation of padding, which will bring some unreasonable errors and computations VOLUME 7, 2019 FIGURE 8. The process framework of our proposed method. So, we cannot set N to exceed the maximum dimension of the image.
2) EXAMPLE TWO: PARAMETER DT OF PRECISION ANALYSIS FOR 2D IMAGES
When evaluating
with a Poisson equation, we find the optimization parameter dt = 1 ntstep has influenced the accuracy of grid generation. we set ntstep as 1,5,10 and 100 (dt corresponds to 1,0.2,0.1 and 0.01 respectively). We can see that the morphology of diffeomorphism is closer to the original image with the increase of ntstep (correspond to the decrease of dt), especially when ntstep is 1 and 5, indicating that the generated grid is more accurate in expressing the details of the original image (the red box). However the overall outline of four grids is very close as the ntstep continues to increase and the difference of them lies in some small details (the blue box), especially when ntstep reach the value 10 and 100 in Fig. 10. 
3) EXAMPLE THREE: PARAMETER H OF PRECISION ANALYSIS FOR 2D AND 3D IMAGES
When computing the gradient (MATLAB function) when solving the div-curl system (JD and CV) (3), h is set as the spacing between grid points in each direction. We find the parameter h has also an impact on the generation of 2D and 3D grid. We set h as 1,3,5 and 10 respectively in 2D grid generation (Fig. 11 ) and 8,16 and 32 respectively in 3D grid generation in (Fig. 12) . Figure(a)(b)(c) in Fig.12 show the 3D grid images, and (d)(e)(f) show the vertical view of 3D grid. The space between the grids becomes sparser, and the details become fuzzier and unable to approximate the original image with the increase of h. 
IV. RESULTS
A. ADATASETS, PRE-PROCESSING AND EVALUATION CRITERIA 1) DATASETS
We validate our method on two datasets including IBSR dataset, MRBrainS18 Challenge dataset respectively, which are standard datasets for segmentation evaluation.
IBSR The Internet Brain Segmentation Repository (IBSR) provides manually guided expert segmentation results along with magnetic resonance brain image data. Its purpose is to encourage the evaluation and development of segmentation methods. The dataset consists of 18 MRI volumes (01-18 scans, size:256 × 128 × 256) and the corresponding ground truth (GT) is provided and each subject has one modality. We make subject 10-14 of IBSR as one subset and other subjects as another subset in this paper The data can be downloaded from https://www.nitrc.org/frs/?group_id=48
MRBrainS18 the aim of MRBrainS18 challenge is to segment brain into four-class structures, namely background, cerebrospinal fluid (CSF), gray matter (GM) and white matter (WM). Multi-sequence 3T MRI brain scans, including T1-weighted, T1-IR and T2-FLAIR are provided for each subject. Seven brain MRI scans (1,4,5,7,14,070,148, size:240x240x48) with manual segmentations are provided for training and no data are provided publicly for testing. So, we divide the 7 annotated data into two sets:5 subjects (4,5,7,14,070) for one subset and 2 subjects (1,148) for another subset The data can be downloaded from http://mrbrains18.isi.uu.nl/
2) IMAGE PREPROCESSING
Typical preprocessing steps for structural brain MRI include the following key steps [1] , [17] : registration, skull stripping, bias field correction, intensity normalization and noise reduction. All the datasets we use are already skull stripped.
3) EVALUATION CRITERIA
In this paper, three metrics are used to evaluate the segmentation result: DSC (Dice coefficient), HD (Hausdorff distance) and AVD (Absolute Volume Difference), which are calculated for each tissue type (CSF, GM and WM), respectively. DSC is the most used metric in the evaluation of medical volume segmentations. In addition to the direct comparison between automatic and ground truth segmentations, it is common to use the DSC to measure reproducibility (repeatability) [19] .
B. BEXPERIMENTAL RESULTS
1) EXPERIMENT ON IBSR BASED ON 2D AND 3D DIFFERENTIAL GEOMETRIC INFORMATION
In this experiment, we make subject 10-14 of IBSR as one subset and other subjects as another subset and we employ 2-fold validation to test this method. We compare our method with other modalities based on the model VoxResNet, including single modality(T1-weighted), single M + JD, single M + DIV, single M + CV, single M + JD + CV and single M + DIV + CV for 2D and 3D images. From the Table 2 , single modality combined with JD, DIV, CV or both for 2D image have improvement over single modality(baseline). Single modality with JD and CV gets the best result (Dice:0.8790, HD:1.8507, AVD:0.0590)and increases average Dice by about 3% (0.8790 and 0.8479) than single modality. And single modality with JD, DIV or CV increase average Dice by 1.5%, 1.7% and 1.7% respectively (0.8629,0.8646,0.8645). And we compare the results using our method with Moeskops' multi-scale patch-wise CNN method [14] . The result shows our approach significantly outperforms the baseline and Moeskops' method.
From the Table 3 , we also compare the performance among single modality combined with JD, DIV, CV or both and single modality(baseline) for 3D image. Single modality with JD gets the best result (Dice:0.8684 HD:4.7051 AVD:0.0598) and increases average Dice by about 2.1% (0.8684 and 0.8479) than single modality. And single modality with DIV or CV increase average Dice by 1.8% and 1.7% respectively (0.8658,0.8644). Other results are show in the table. And we also compare the results using our method with Moeskops' multi-scale patch-wise CNN method [14] . The result shows our approach also outperforms the baseline and Moeskops' method in 3D. (10) (11) (12) (13) (14) for different N of JD images with three modalities (DC:%, HD:mm, AVD:%).
All the above experiments indicate that JD, DIV and CV image reflect the geometric features of brain images and CNN (VoxResNet) can extract these differential geometric features. Single modality or three modalities with differential geometry information can improve the segmentation performance of MRI brain images. The result has good precision, which is not reached by general deep learning algorithm But this method requires a lot of iteration and mathematic computations, especially in 3D images
2) EXPERIMENT ONE: PARAMETER N OF PRECISION ANALYSIS FOR 2D IMAGES
In this experiment, we extract the Jacobian determinant and the curl vector of MRI brain images (T1 modality) and use them as CNN channels with other three modalities. We set the size(N) of grid images (JD and CV) as 64,128 and 256 and test them based on IBSR datasets for precision analysis of MRI brain segmentation in Table 4 . We use subject 10-14 of IBSR as training set and other subjects as testing set. We can see that the accuracy of MRI segmentation becomes better as the size of JD images (N) increases (Dice:0.69550.83500.8691 for N = 64, 128, 256 respectively) in the following table. This also can be seen from the improvement of HD and AVD (the smaller, the better).
Moreover, we can also see the same results based on different N of CV images with three modalities. So we prove that the result can be used in improving the accuracy of MRI segmentation by increasing the parameter N in Table 5 .
However, because the size of brain image from IBSR is 256 × 128 × 256, the largest dimension of the image is 256. We cannot set N to exceed the maximum dimension 256. (10) (11) (12) (13) (14) for different N of CV images with three modalities (DC:%, HD:mm, AVD:%). (4, 5, 7, 14, 070) for different DT oF JD images with three modalities (DC:%, HD:mm, AVD:%).
TABLE 7.
Average results of MRBrainS18 training set (4, 5, 7, 14, 070) for different H of JD images with three modalities (DC:%, HD:mm, AVD:%). 
3) EXPERIMENT TWO: PARAMETER DT OF PRECISION ANALYSIS FOR 2D IMAGES
In this experiment, we use subject 4,5,7,14,070 of MRBrainS18 as training set and subject 1,148 as testing set to test the influence of the parameter dt on the MRI brain segmentation. We also compared different ntstep of generated JD images with three modalities. We set ntstep as 1,5,10,50,100 (the corresponding dt:1,0.2,0.1,0.02,0.01) respectively in Table 6 . We can see that the accuracy become better as ntstep increases at first small value (Dice:0.84860.85900.8669 for 1,5,10). But as ntstep continues to increase, the accuracy increases slowly and tends to be gentle. So, we can say that the increase of parameter ntstep can improve the accuracy of MRI brain segmentation within limit. 
4) EXPERIMENT THREE: PARAMETER H OF PRECISION ANALYSIS FOR 2D AND 3D IMAGES
In Table 7 , we use subject 4,5,7,14,070 of MRBrainS18 as training set and subject 1,148 as testing set to test the influence of the parameter h on the MRI brain segmentation. We compare different h (the spacing between points in each direction) of generated JD images with three modalities. We set h as 1,5,10,100 respectively and the accuracy of segmentation become worse with the parameter h increasing (Dice:0.86770.86580.86240.8469).
In Table 8 , we use the same subjects of MRBrainS18 to test the influence of the parameter h for 3D images. We compare different h (the spacing between points in each direction) of generated 3D JD images with three modalities. We set h as 8,16,32,64 respectively and the accuracy of segmentation become worse with the parameter h increasing (Dice:0.86080.86240.85460.8582) as 2D. So, we can conclude that the decrease of parameter h can improve the performance of MRI segmentation.
All the experiments of parameter analysis can help us better understand the accuracy changes of grid generation, and then affect the changes of JD, DIV and CV and the performance of brain image segmentation. It seems that a large N, a large ntstep and a small h can improve the accuracy of brain image segmentation in a sense. It will play a certain auxiliary role when we optimize the parameters of this method.
V. DISCUSSIONS
In Table 9 , we compare the segmentation performance of our method in three networks, VoxResNet, 2D U-Net and 3D U-Net network. We also use subject 4,5,7,14,070 of MRBrainS18 as training set and subject 1,148 as testing set. The results show VoxResNet has a better performance with average results (Dice:0.8583, HD:1.2327, AVD:0.0451) than 2D U-Net and 3D U-Net network with our method in brain MRI segmentation and increase average Dice by about 1.5% and 2.8% in the experiment Three M + JD than 2D U-Net and 3D U-Net respectively. 3D U-Net performs the worst in three networks. While VoxResNet has weaker performance in the case of single or three modalities than 2D U-Net.
VI. CONCLUSION
In this paper, we extend the 2D deformation method focus on the construction of diffeomorphisms to generate the 3D grid of MRI image, and we use the deformation method to construct diffeomorphisms through a novel approach. We use differential geometric features including the JD (Jacobian determinant), CV (curl vector), DIV (divergence) generated by 2D and 3D MRI image grids as CNN channels with other modalities (T1-weighted, T1-IR and T2-FLAIR) or single T1-weighted modality to improve the performance of brain segmentation based on VoxResNet. More importantly, we discuss the influence of some optimization parameters to the generation of 2D and 3D MRI image grids by both theoretical analysis and numerical experiments. We believe the proposed method can advance the performance in brain segmentation and clinical diagnosis. The result has good precision, which is not reached by general deep learning algorithm. But this method requires a lot of iteration and mathematic computations. In the future, we will come up with better optimization methods and investigate the performance of our method on more object detection and segmentation tasks from 3D volumetric data.
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