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Abstract
We study the problem of computing conjunctive queries over large databases on parallel
architectures without shared storage. Using the structure of such a query q and the skew in the
data, we study tradeoffs between the number of processors, the number of rounds of commu-
nication, and the per-processor load – the number of bits each processor can send or can receive
in a single round – that are required to compute q. Since each processor must store its received
bits, the load is at most the number of bits of storage per processor.
When the data is free of skew, we obtain essentially tight upper and lower bounds for one
round algorithms and we show how the bounds degrade when there is skew in the data. In
the case of skewed data, we show how to improve the algorithms when approximate degrees
of the (necessarily small number of) heavy-hitter elements are available, obtaining essentially
optimal algorithms for queries such as skewed simple joins and skewed triangle join queries.
For queries that we identify as tree-like, we also prove nearly matching upper and lower
bounds for multi-round algorithms for a natural class of skew-free databases. One consequence
of these latter lower bounds is that for any ε > 0, using p processors to compute the connected
components of a graph, or to output the path, if any, between a specified pair of vertices of
a graph with m edges and per-processor load that is O(m/p1−ε) requires Ω(log p) rounds of
communication.
Our upper bounds are given by simple structured algorithms using MapReduce. Our one-
round lower bounds are proved in a very general model, which we call the Massively Parallel
Communication (MPC) model, that allows processors to communicate arbitrary bits. Our multi-
round lower bounds apply in a restricted version of the MPC model in which processors in
subsequent rounds after the first communication round are only allowed to send tuples.
1 Introduction
Most of the time spent during big data analysis today is allocated in data processing tasks, such as
identifying relevant data, cleaning, filtering, joining, grouping, transforming, extracting features,
and evaluating results [8, 11]. These tasks form the main bottleneck in big data analysis, and
it is a major challenge to improve the performance and usability of data processing tools. The
∗This work is partially supported by NSF IIS-1115188, IIS-0915054, IIS-1247469 and CCF-1217099.
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motivation for this paper comes from the need to understand the complexity of query processing
in big data management.
Query processing on big data is typically performed on a shared-nothing parallel architecture.
In this setting, the data is stored on a large number of independent servers interconnected by a
fast network. The servers perform local computations, and can also communicate with each other
to exchange data. Starting from MapReduce [10], the last decade has seen the development of
several massively parallel frameworks that support big data processing, including PigLatin [25],
Hive [27], Dremmel [23] and Shark [31].
Unlike traditional query processing, the time complexity is no longer dominated by the num-
ber of disk accesses. Typically, a query is evaluated by a sufficiently large number of servers such
that the entire data can be kept in main memory. In these systems, the new complexity parameter
is the communication cost, which depends on both the amount of data being exchanged and the
number of global synchronization barriers (rounds).
Contributions We define the Massively Parallel Communication (MPC) model, to analyze the trade-
off between the number of rounds and the amount of communication required in a massively par-
allel computing environment. We include the number of servers p as a parameter, and allow each
server to be infinitely powerful, subject only to the data to which it has access. The computation
proceeds in rounds, where each round consists of local computation followed by global exchange
of data between all servers.
An algorithm in the MPC model is characterized by the number of servers p, the number of
rounds r, and the maximum number of bits L, or maximum load, that each server receives at any
round. There are no other restrictions on communication between servers. Though the storage
capacity of each server is not a separate parameter, since a server needs to store the data it has
received in order to operate on it, the load L is always a lower bound on the storage capacity of
each server. An ideal parallel algorithm with input size M would distribute the input data equally
among the p servers, so each server would have a maximum load of M/p, and would perform the
computation in a single round. In the degenerate case where L = M, the entire data can be sent to
a single server, and thus there exists no parallelism.
The focus of the MPC model on the communication load captures a key property of the sys-
tem architectures assumed by MapReduce and related programming abstractions1. Since there
is no restriction on the form of communication or the kinds of operations allowed for processing
of local data, the lower bounds we obtain in the MPC model apply much more generally than
those bounds based on specific assumed primitives or communication structures such as those for
MapReduce.
We establish both lower and upper bounds in the MPC model for computing a full conjunctive
query q, in three different settings.
First, we restrict the computation to a single communication round and to input data without
skew. In particular, given a query q over relations S1, S2, . . . such that that an input relation Sj has
size Mj (in bits), we examine the minimum load L for which it is possible to compute q in a single
1This focus is somewhat related to the generic approach to communication in Valiant’s Bulk Synchronous Parallel
(BSP) model [30] which the MPC model simplifies and strengthens. We discuss the relationship of the MPC model to a
variety of MapReduce and parallel models in Section 6.
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round. We show that any algorithm that correctly computes q requires a load
L ≥ max
u
∏j Mujj
p
1/∑j uj
where u = (u1, . . . , u`) is a fractional edge packing for the hypergraph of q. Our lower bound
applies to the strongest possible model in which servers can encode any information in their
messages, and have access to a common source of randomness. This is stronger than the lower
bounds in [1, 20], which assume that the units being exchanged are tuples. We further show
that a simple algorithm, which we call the HyperCube algorithm, matches our lower bound for
any conjunctive query when the input data has no skew. As an example, for the triangle query
C3 = S1(x, y), S2(y, z), S3(z, x) with sizes M = |S1| = |S2| = |S3|, we show that the lower bound
for the load is Ω(M/p2/3), and the HyperCube algorithm can match this bound.
Second, we study how skew influences the computation. A value in the database is skewed, and
is called a heavy hitter when it occurs with much higher frequency than some predefined thresh-
old. Since data distribution is typically done using hash-partitioning, unless they are handled
differently from other values, all tuples containing a heavy hitter will be sent to the same server,
causing it to be overloaded. The standard technique that handles skew consists of first detecting
the heavy hitters, then treating them differently from the other values, e.g. by partitioning tuples
with heavy hitters on the other attributes.
In analyzing the impact of skew, we first provide bounds on the behavior of algorithms that
are not given special information about heavy hitters and hence are limited in their ability to deal
with skew. We then consider a natural model for handling skew which assumes that at the begin-
ning of the computation all servers know the identity of all heavy hitters, and the (approximate)
frequency of each heavy hitter. (It will be easy to see that there can only be a small number of
heavy hitters and this kind of information can be easily obtained in advance from small samples
of the input.) Given these statistics, we present upper and lower bounds for the maximum load for
full conjunctive queries. In particular, we present a general lower bound that holds for any con-
junctive query. We next give matching upper bounds for the class of star joins, which are queries
of the form q(z, x1, . . . , xk) = S1(z, x1), S2(z, x2), . . . , Sk(z, xk) (this includes the case of the simple
join query for k = 2), as well as the triangle query.
Third, we establish lower bounds for multiple communication rounds, for a restricted version
of the MPC model, called tuple-based MPC model. The messages sent in the first round are still
unrestricted, but in subsequent rounds the servers can send only tuples, either base tuples in the
input tables, or join tuples corresponding to a subquery; moreover, the destinations of each tuple
may depend only on the tuple content, the message received in the first round, the server, and
the round. We note that any multi-step MapReduce program is tuple-based, because in any map
function the key of the intermediate value depends only on the input tuple to the map function.
Here, we prove that the number of rounds required is, essentially, given by the depth of a query
plan for the query, where each operator is a subquery that can be computed in one round with
the required load. For example, to compute a length k chain query Lk, if we want to achieve
L = O(M/p), the optimal computation is a bushy join tree, where each operator is L2 (a two-
way join) and the optimal number of rounds is log2 k. If L = O(M/p
1/2), then we can use L4 as
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Number of Rounds Data Distribution Upper Bound Lower Bound
1 round
(MPC model)
no skew Section 3.1 Section 3.2
skew (oblivious) Section 4.1 Section 4.1
skew (with information) Section 4.2.1 Section 4.2.3
multiple rounds
(tuple-based MPC model) no skew Section 5.1 Section 5.2
Table 1: Roadmap for the organization of the results presented in this article.
operator (a four-way join), and the optimal number of rounds is log4 k. More generally, we show
nearly matching upper and lower bounds based on graph-theoretic properties of the query.
We further show that our results for conjunctive path queries imply that any tuple-based MPC
algorithm with load L < M requires Ω(log p) rounds to compute the connected components of
sparse undirected graphs of size M (in bits). This is an interesting contrast to the results of [19],
which show that connected components (and indeed minimum spanning trees) of undirected
graphs can be computed in only two rounds of MapReduce provided that the input graph is
sufficiently dense.
By being explicit about the number of processors, in the MPC model we must directly handle
issues of load balancing and skew in task (reducer) sizes that are often ignored in MapReduce
algorithms but are actually critical for good performance (e.g., see [22]). When task sizes are
similar, standard analysis shows that hash-based load balancing works well. However, standard
bounds do not yield sharp results when there is significant deviation in sizes. In order to handle
such situations, we prove a sharp Chernoff bound for weighted balls in bins that is particularly
suited to the analysis of hash-based load balancing with skewed data. This bound, which is given
in Appendix A, should be of independent interest.
Organization We start by presenting the MPC model and defining important notions in Sec-
tion 2. In Section 3, we describe the upper and lower bounds for computation restricted to one
round and data without skew. We study the effect of data skew in Section 4. In Section 5, we
present upper and lower bounds for the case of multiple rounds. We conclude by discussing the
related work in Section 6. In Table 1, the reader can view a more detailed roadmap for the results
of this article.
2 Model
In this section, we present in detail the MPC model.
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2.1 Massively Parallel Communication
In MPC model, computation is performed by p servers, or processors, connected by a complete
network of private channels. The computation proceeds in steps, or rounds, where each round
consists of two distinct phases:
Communication Phase The servers exchange data, each by communicating with all other servers
(sending and receiving data).
Computation Phase Each server performs only local computation.
The input data of size M bits is initially uniformly partitioned among the p servers, i.e. each
server stores M/p bits of the data: this describes the way the data is typically partitioned in any
distributed storage system. There are no assumptions on the particular partitioning scheme. At
the end of the execution, the output must be present in the union of the p processors.
The execution of a parallel algorithm in the MPC model is captured by two basic parameters:
The number of rounds r This parameter denotes the number of synchronization barriers that an
algorithm requires.
The maximum load L This parameter denotes the maximum load among all servers at any round,
where the load is the amount of data received by a server during a particular round.
Normally, the entire data is exchanged during the first communication round, so the load L is
at least M/p. On the other hand, the load is strictly less than M: otherwise, if we allowed a load
L = M, then any problem can solved trivially in one round, by simply sending the entire data to
server 1, then computing the answer locally. Our typical loads will be of the form M/p1−ε, for
some 0 ≤ ε < 1 that depends on the query. For a similar reason, we do not allow the number of
rounds to reach r = p, because any problem can be solved trivially in p rounds by sending at each
round M/p bits of data to server 1, until this server accumulates the entire data. In this paper we
only consider r = O(1).
Input Servers As explained above, the data is initially distributed uniformly on the p servers;
we call form of input partitioned input. When computing queries over a fixed relational vocabulary
S1, . . . , S`, we consider an alternative model, where each relation Sj is stored on a separate server,
called an input server; during the first round the ` input servers distribute their data to the p
workers, then no longer participate in the computation. The input-server model is potentially
more powerful, since the j’th input server has access to the entire relation Sj, whose size is much
larger than M/p. We state and prove all our lower bounds for the input-server model. This is
w.l.o.g., because any algorithm in the partitioned-input model with load L can be converted into
an input-server algorithm with the same load, as follows. Denote f j = |Sj|/(∑i |Si|) for all j =
1, . . . , `: we assume these numbers are known by all input servers, because we assume the statistics
|Sj| known to the algorithm. Then, each input server j holding the relation Sj will partition Sj into
f j p equal fragments, then will simulate f j p workers, each processing one of the fragments. Thus,
our lower bounds for the input-sever model immediately apply to the partitioned-input model.
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Randomization The MPC model allows randomization. The random bits are available to all
servers, and are computed independently of the input data. The algorithm may fail to produce
its output with a small probability η > 0, independent of the input. For example, we use ran-
domization for load balancing, and abort the computation if the amount of data received during
a round would exceed the maximum load L, but this will only happen with exponentially small
probability.
To prove lower bounds for randomized algorithms, we use Yao’s Lemma [32]. We first prove
bounds for deterministic algorithms, showing that any algorithm fails with probability at least η
over inputs chosen randomly from a distribution µ. This implies, by Yao’s Lemma, that every
randomized algorithm with the same resource bounds will fail on some input (in the support of
µ) with probability at least η over the algorithm’s random choices.
2.2 Conjunctive Queries
In this paper we consider a particular class of problems for the MPC model, namely computing
answers to conjunctive queries over a database. We fix an input vocabulary S1, . . . , S`, where each
relation Sj has a fixed arity aj; we denote a = ∑`j=1 aj. The input data consists of one relation
instance for each symbol.
We consider full conjunctive queries (CQs) without self-joins, denoted as follows:
q(x1, . . . , xk) = S1(x¯1), . . . , S`(x¯`) (1)
The query is full, meaning that every variable in the body appears in the head (for example
q(x) = S(x, y) is not full), and without self-joins, meaning that each relation name Sj appears only
once (for example q(x, y, z) = S(x, y), S(y, z) has a self-join). The first restriction, to full conjunctive
queries, is a limitation: our lower bounds do not carry over to general conjunctive queries (but the
upper bounds do carry over). The second restriction, to queries without self-joins, is w.l.o.g.2
The hypergraph of a query q is defined by introducing one node for each variable in the body
and one hyperedge for each set of variables that occur in a single atom. We say that a conjunctive
query is connected if the query hypergraph is connected. For example, q(x, y) = R(x), S(y) is not
connected, whereas q(x, y) = R(x), S(y), T(x, y) is connected. We use vars(Sj) to denote the set of
variables in the atom Sj, and atoms(xi) to denote the set of atoms where xi occurs; k and ` denote
the number of variables and atoms in q, as in (1). The connected components of q are the maximal
connected subqueries of q.
Characteristic of a Query The characteristic of a conjunctive query q as in (1) is defined as χ(q) =
a− k− `+ c, where a = ∑j aj is the sum of arities of all atoms, k is the number of variables, ` is
2To see this, denote q′ the query obtained from q by giving distinct names to repeated occurrences of the same
relations. Any algorithm for q′ is automatically an algorithm for q, with the same load. Conversely, any algorithm A
for q can also be converted into an algorithm for q′, having the same load as A has on an input that is ` times larger.
The algorithm A is obtained as follows. For each atom S(x, y, z, . . .) occurring in the query, create a copy of the entire
relation S by renaming every tuple (a, b, c, . . .) into ((a, ”x”), (b, ”y”), (c, ”z”), . . .). That is, each value a in the first
column is replaced by the pair (a, ”x”) where x is the variable occurring in that column, and similarly for all other
columns. This copy operation can be done locally by all servers, without communication. Furthermore, each input
relation is copied at most ` times. Finally, run the algorithm A′ on the copied relations.
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the number of atoms, and c is the number of connected components of q.3
For a query q and a set of atoms M ⊆ atoms(q), define q/M to be the query that results from
contracting the edges in the hypergraph of q. As an example, if we define
Lk = S1(x0, x1), S2(x1, x2), . . . , Sk(xk−1, xk)
we have that L5/{S2, S4} = S1(x0, x1), S3(x1, x3), S5(x3, x5).
Lemma 2.1. The characteristic of a query q satisfies the following properties:
(a) If q1, . . . , qc are the connected components of q, then χ(q) = ∑ci=1 χ(qi).
(b) For any M ⊆ atoms(q), χ(q/M) = χ(q)− χ(M).
(c) χ(q) ≥ 0.
(d) For any M ⊆ atoms(q), χ(q) ≥ χ(q/M).
Proof. Property (a) is immediate from the definition of χ, since the connected components of q are
disjoint with respect to variables and atoms. Since q/M can be produced by contracting according
to each connected component of M in turn, by property (a) and induction it suffices to show that
property (b) holds in the case that M is connected. If a connected M has kM variables, `M atoms,
and total arity aM, then the query after contraction, q/M, will have the same number of connected
components, kM − 1 fewer variables, and the terms for the number of atoms and total arity will
be reduced by aM − `M for a total reduction of aM − kM − `M + 1 = χ(M). Thus, property (b)
follows.
By property (a), it suffices to prove (c) when q is connected. If q is a single atom Sj then
χ(Sj) ≥ 0, since the number of variables is at most the arity aj of the atom. If q has more than one
atom, then let Sj be any such atom: then χ(q) = χ(q/Sj) + χ(Sj) ≥ χ(q/Sj), because χ(Sj) ≥ 0.
Property (d) follows from (b) using the fact that χ(M) ≥ 0.
For a simple illustration of property (b), consider the example above L5/{S2, S4}, which is
equivalent to L3. We have χ(L5) = 10− 6− 5 + 1 = 0, and χ(L3) = 6− 4− 3 + 1 = 0, and also
χ(M) = 0 (because M consists of two disconnected components, S2(x1, x2) and S4(x3, x4), each
with characteristic 0). For a more interesting example, consider the query K4 whose graph is the
complete graph with 4 variables:
K4 = S1(x1, x2), S2(x1, x3), S3(x2, x3), S4(x1, x4), S5(x2, x4), S6(x3, x4)
and denote M = {S1, S2, S3}. Then K4/M = S4(x1, x4), S5(x1, x4), S6(x1, x4) and the characteristics
are: χ(K4) = 12− 4− 6+ 1 = 3, χ(M) = 6− 3− 3+ 1 = 1, χ(K4/M) = 6− 2− 3+ 1 = 2.
Finally, we define a class of queries that will be used later in the paper.
Definition 2.2. A conjunctive query q is tree-like if q is connected and χ(q) = 0.
For example, the query Lk is tree-like; in fact, a query over a binary vocabulary is tree-like if
and only if its hypergraph is a tree. Over non-binary vocabularies, if a query is tree-like then it is
acyclic, but the converse does not hold: q = S1(x0, x1, x2), S2(x1, x2, x3) is acyclic but not tree-like.
An important property of tree-like queries is that every connected subquery will be also tree-like.
3In the preliminary version of this paper [5] we defined χ(q) with the opposite sign (as −a + k + `− c); we find the
current definition more natural since now χ(q) ≥ 0 for every q.
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Fractional Edge Packing A fractional edge packing (also known as a fractional matching) of a query
q is any feasible solution u = (u1, . . . , u`) of the following linear constraints:
∀i ∈ [k] : ∑
j:i∈Sj
uj ≤ 1 (2)
∀j ∈ [`] : uj ≥ 0
The edge packing associates a non-negative weight uj to each atom Sj such that for every
variable xi, the sum of the weights for the atoms that contain xi do not exceed 1. If all inequalities
are satisfied as equalities by a solution to the LP, we say that the solution is tight. The dual notion
is a fractional vertex cover of q, which is a feasible solution v = (v1, . . . , vk) to the following linear
constraints:
∀j ∈ [`] : ∑
i:i∈Sj
vi ≥ 1
∀i ∈ [k] : vi ≥ 0
At optimality, maxu ∑j uj = minv ∑i vi; this quantity is denoted τ∗ and is called the fractional vertex
covering number of q.
Example 2.3. An edge packing of the query L3 = S1(x1, x2), S2(x2, x3), S3(x3, x4) is any solution to
u1 ≤ 1, u1 + u2 ≤ 1, u2 + u3 ≤ 1 and u3 ≤ 1. In particular, the solution (1, 0, 1) is a tight edge packing;
it is also an optimal packing, thus τ∗ = 2.
We also need to refer to the fractional edge cover, which is a feasible solution u = (u1, . . . , u`)
to the system above where ≤ is replaced by ≥ in Eq.(2). Every tight fractional edge packing
is a tight fractional edge cover, and vice versa. The optimal value of a fractional edge cover is
denoted ρ∗. The fractional edge packing and cover have no connection, and there is no relationship
between τ∗ and ρ∗. For example, for q = S1(x, y), S2(y, z), we have τ∗ = 1 and ρ∗ = 2, while for
q = S1(x), S2(x, y), S3(y) we have τ∗ = 2 and ρ∗ = 1. The two notions coincide, however, when
they are tight, meaning that a tight fractional edge cover is also a tight fractional edge packing and
vice versa. The fractional edge cover has been used recently in several papers to prove bounds on
query size and the running time of a sequential algorithm for the query [4, 24]; for the results in
this paper we need the fractional packing.
2.3 Entropy
Let us fix a finite probability space. For random variables X and Y, the entropy and the conditional
entropy are defined respectively as follows:
H(X) =−∑
x
P(X = x) log P(X = x) (3)
H(X | Y) =∑
y
P(Y = y)H(X | Y = y) (4)
The entropy satisfies the following basic inequalities:
H(X | Y) ≤ H(X)
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H(X, Y) = H(X | Y) + H(Y) (5)
Assuming additionally that X has a support of size n:
H(X) ≤ log n (6)
2.4 Friedgut’s Inequality
Friedgut [13] introduces the following class of inequalities. Each inequality is described by a
hypergraph, which in our paper corresponds to a query, so we will describe the inequality using
query terminology. Fix a query q as in (1), and let n > 0. For every atom Sj(x¯j) of arity aj, we
introduce a set of naj variables wj(aj) ≥ 0, where aj ∈ [n]aj . If a ∈ [n]a, we denote by aj the vector
of size aj that results from projecting on the variables of the relation Sj. Let u = (u1, . . . , u`) be a
fractional edge cover for q. Then:
∑
a∈[n]k
`
∏
j=1
wj(aj) ≤
`
∏
j=1
 ∑
aj∈[n]aj
wj(aj)1/uj
uj (7)
We illustrate Friedgut’s inequality on the queries C3 and L3:
C3(x, y, z) = S1(x, y), S2(y, z), S3(z, x)
L3(x, y, z, w) = S1(x, y), S2(y, z), S3(z, w) (8)
Consider the cover (1/2, 1/2, 1/2) for C3, and the cover (1, 0, 1) for L3. Then, we obtain the fol-
lowing inequalities, where α, β,γ stand for w1, w2, w3 respectively:
∑
x,y,z∈[n]
αxy · βyz · γzx ≤
√
∑
x,y∈[n]
α2xy ∑
y,z∈[n]
β2yz ∑
z,x∈[n]
γ2zx
∑
x,y,z,w∈[n]
αxy · βyz · γzw ≤ ∑
x,y∈[n]
αxy · max
y,z∈[n]
βyz · ∑
z,w∈[n]
γzw
where we used the fact that limu→0(∑ β
1
u
yz)
u = max βyz.
Friedgut’s inequalities immediately imply a well known result developed in a series of pa-
pers [16, 4, 24] that gives an upper bound on the size of a query answer as a function on the
cardinality of the relations. For example in the case of C3, consider an instance S1, S2, S3, and
set αxy = 1 if (x, y) ∈ S1, otherwise αxy = 0 (and similarly for βyz,γzx). We obtain then |C3| ≤√|S1| · |S2| · |S3|. Note that all these results are expressed in terms of a fractional edge cover. When
we apply Friedgut’s inequality in Section 3 to a fractional edge packing, we ensure that the packing
is tight.
3 One Communication Step without Skew
In this section, we consider the case where the data has no skew, and the computation is restricted
to a single communication round.
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We will say that a database is a matching database if each relation has degree bounded by 1 (i.e.
the frequency of each value is exactly 1 for each relation). Our lower bounds in this section will
hold for such matching databases. The upper bound, and in particular the load analysis for the
algorithm, hold not only for matching databases, but in general for databases with a small amount
of skew, which we will formally define in Section 3.1.
We assume that all input servers know the cardinalities m1, . . . , m` of the relations S1, . . . , S`.
We denote m = (m1, . . . , m`) the vector of cardinalities, and M = (M1, . . . , M`) the vector of the
sizes expressed in bits, where Mj = ajmj log n, and n is the size of the domain of each attribute.
3.1 The HyperCube Algorithm
We describe here an algorithm that computes a conjunctive query in one step. Such an algorithm
was introduced by Afrati and Ullman [2] for MapReduce, is similar to an algorithm by Suri and
Vassilvitskii [26] to count triangles, and also uses ideas that can be traced back to Ganguly [15]
for parallel processing of Datalog programs. We call this the HyperCube (HC) algorithm, follow-
ing [5].
The HC algorithm initially assigns to each variable xi, where i = 1, . . . , k, a share pi, such that
∏ki=1 pi = p. Each server is then represented by a distinct point y ∈ P , whereP = [p1]× · · · × [p2];
in other words, servers are mapped into a k-dimensional hypercube. The HC algorithm then uses
k independently chosen hash functions hi : [n] → [pi] and sends each tuple t of relation Sj to all
servers in the destination subcube of t:
D(t) = {y ∈ P | ∀m = 1, . . . , aj : him(t[im]) = yim} (9)
During the computation phase, each server locally computes the query q for the subset of the
input that it has received. The correctness of the HC algorithm follows from the observation
that, for every potential tuple (a1, . . . , ak), the server (h1(a1), . . . , hk(ak)) contains all the necessary
information to decide whether it belongs in the answer or not.
Example 3.1. We illustrate how to compute the triangle query C3(x1, x2, x3) = S1(x1, x2), S2(x2, x3), S3(x3, x1).
Consider the shares p1 = p2 = p3 = p1/3. Each of the p servers is uniquely identified by a triple
(y1, y2, y3), where y1, y2, y3 ∈ [p1/3]. In the first communication round, the input server storing S1 sends
each tuple S1(α1, α2) to all servers with index (h1(α1), h2(α2), y3), for all y3 ∈ [p1/3]: notice that each tuple
is replicated p1/3 times. The input servers holding S2 and S3 proceed similarly with their tuples. After round
1, any three tuples S1(α1, α2), S2(α2, α3), S3(α3, α1) that contribute to the output tuple C3(α1, α2, α3) will
be seen by the server y = (h1(α1), h2(α2), h3(α3)): any server that detects three matching tuples outputs
them.
Analysis of the HC algorithm Let R be a relation of arity r. For a tuple J over a subset of the
attributes [r], define dJ(R) = |σJ(R)| as the degree of the tuple J in relation R. A matching database
restricts the degrees such that for every tuple t over U ⊆ [r], we have dJ(R) = 1. Our first analysis
of the HC algorithm in [5] was only for the special case of matching databases.
Here, we analyze the behavior of the HC algorithm for larger degrees. Our analysis is based
on the following lemma about hashing, which we prove in detail in Appendix A.
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Lemma 3.2. Let R(A1, . . . , Ar) be a relation of arity r of size m. Let p1, . . . , pr be integers and let p =
∏i pi. Suppose that we hash each tuple (a1, . . . , ar) to the bin (h1(a1), . . . , hr(ar)), where h1, . . . , hr are
independent and perfectly random hash functions. Then:
1. The expected load in every bin is m/p.
2. Suppose that for every tuple J over U ⊆ [r] we have dJ(R) ≤ β
|U|m
∏i∈U pi
for some constant β > 0. Then
the probability that the maximum load exceeds O(m/p) is exponentially small in p.
Using the above lemma, we can now prove the following statement on the behavior of the HC
algorithm.
Corollary 3.3. Let p = (p1, . . . , pk) be the shares of the HC algorithm. Suppose that for every relation
Sj and every tuple J over U ⊆ [aj] we have dJ(Sj) ≤ β
|U|mj
∏i∈U pi
for some constant β > 0. Then with high
probability the maximum load per server is
O
(
max
j
Mj
∏i:i∈Sj pi
)
Choosing the Shares Here we discuss how to compute the shares pi to optimize the expected
load per server. Afrati and Ullman compute the shares by optimizing the total load∑j mj/∏i:i∈Sj pi
subject to the constraint∏i pi = 1, which is a non-linear system that can be solved using Lagrange
multipliers. Our approach is to optimize the maximum load per relation, L = maxj mj/∏i:i∈Sj pi;
the total load per server is ≤ `L. This leads to a linear optimization problem, as follows. First,
write the shares as pi = pei where ei ∈ [0, 1] is called the share exponent for xi, denote λ = logp L
and µj = logp Mj (we will assume w.l.o.g. that Mj ≥ p, hence µj ≥ 1 for all j). Then, we optimize
the LP:
minimize λ
subject to ∑
i∈[k]
−ei ≥ −1
∀j ∈ [`] : ∑
i∈Sj
ei + λ ≥ µj
∀i ∈ [k] :ei ≥ 0, λ ≥ 0 (10)
Theorem 3.4 (Upper Bound). For a query q and p servers, with statistics M, let e = (e1, . . . , ek) be the
optimal solution to (10) and e∗ its objective value.
Let pi = pei and suppose that for every relation Sj and every tuple J over U ⊆ [aj] we have dJ(Sj) ≤
β|U|mj
∏i∈U pi
for some constant β > 0. Then the HC algorithm with shares pi achieves O(Lupper) maximum load
with high probability, where Lupper = pe
∗
.
A special case of interest is when all cardinalities Mj are equal, therefore µ1 = . . . = µ` = µ. In
that case, the optimal solution to Eq.(10) can be obtained from an optimal fractional vertex cover
v∗ = (v∗1 , . . . , v
∗
k ) by setting ei = v
∗
i /τ
∗ (where τ∗ = ∑i v∗i ). To see this, we note that any feasible
solution (λ, e1, . . . , ek) to Eq.(10) defines the vertex cover vi = ei/(µ − λ), and in the opposite
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direction every vertex cover defines the feasible solution ei = vi/(∑i vi), λ = µ− 1/(∑i vi); further
more, minimizing λ is equivalent to minimizing ∑i vi. Thus, when all cardinalities are equal to M,
at optimality λ∗ = µ− 1/τ∗, and Lupper = M/p1/τ∗ .
We illustrate more examples in Section 3.3.
3.2 The Lower Bound
In this section, we prove a lower bound on the maximum load per server over databases with
statistics M.
Fix a query q and a fractional edge packing u of q. Denote:
L(u, M, p) =
∏`j=1 Mujj
p
1/∑j uj (11)
Further denote Llower = maxu L(u, M, p), where u ranges over all edge packings for q. In this sec-
tion, we will prove that Eq.(11) is a lower bound for the load of any algorithm computing the query
q, over a database with statistics M. We will prove in Section 3.3 that Llower = Lupper, showing
that the upper bound and lower bound are tight. To gain some intuition behind the formula (11),
consider the case when all cardinalities are equal, M1 = . . . = M` = M. Then Llower = M/p1/∑j uj ,
and this quantity is maximized when u is a maximum fractional edge packing, whose value is τ∗,
the fractional vertex covering number for q. Thus, Llower = M/p1/τ
∗
, which is the same expression
as Lupper.
To prove the lower bound, we will define a probability space from which the input databases
are drawn. Notice that the cardinalities of the ` relations are fixed: m1, . . . , m`. We first choose
a domain size n ≥ maxj mj, to be specified later, and choose independently and uniformly each
relation Sj from all matchings of [n]aj with exactly mj tuples. We call this the matching probability
space. Observe that the probability space contains only databases with relations without skew (in
fact all degrees are exactly 1). We write E[|q(I)|] for the expected number of answers to q under
the above probability space.
Theorem 3.5 (Lower Bound). Fix statistics m, and consider any deterministic MPC algorithm that runs
in one communication round on p servers. Let u be any fractional edge packing of q. If s is any server and
Ls is its load, then server s reports at most
L∑j
uj
s
(∑j uj/4)∑j
uj ∏`j=1 M
uj
j
·E[|q(I)|]
answers in expectation, where I is a randomly chosen from the matching probability space with statistics m
and domain size n = (maxj mj)2. Therefore, the p servers of the algorithm report at most(
4L
(∑j uj) · L(u, M, p)
)∑j uj
·E[|q(I)|]
answers in expectation, where L = maxs∈[p] Ls is the maximum load of all servers.
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Furthermore, if if all relations have equal size m1 = . . . = m` = m and arity aj ≥ 2, then one can
choose n = m, and strengthen the number of answers reported by the p servers to:(
L
(∑j uj) · L(u, M, p)
)∑j uj
·E[|q(I)|]
Therefore, if u is any fractional edge packing, then (∑j uj) · L(u, M, p)/4 is a lower bound for
the load of any algorithm computing q. Up to a constant factor, the strongest such lower bound
is given by u∗, the optimal solution for Eq.(11), since for any u, we have (∑j uj) · L(u, M, p)/4 ≤
[(∑j uj)/(∑j u∗j )] · [(∑j u∗j ) · Llower/4], and (∑j uj)/(∑j u∗j ) ≤ τ∗ = O(1) (since ∑j uj ≤ τ∗ and, at
optimality, ∑j u∗j ≥ 1).
Before we prove the theorem, we show how to extend it to a lower bound for any randomized
algorithm. For this, we start with a lemma that we also need later.
Lemma 3.6. The expected number of answers to q is E[|q(I)|] = nk−a ∏`j=1 mj. In particular, if n =
m1 = · · · = m` then E[|q(I)|] = nc−χ(q), where c is the number of connected components of q.
Proof. For any relation Sj, and any tuple aj ∈ [n]aj , the probability that Sj contains aj is P(aj ∈
Sj) = mj/naj . Given a tuple a ∈ [n]k of the same arity as the query answer, let aj denote its
projection on the variables in Sj. Then:
E[|q(I)|] = ∑
a∈[n]k
P(
∧`
j=1
(aj ∈ Sj)) = ∑
a∈[n]k
`
∏
j=1
P(aj ∈ Sj)
= ∑
a∈[n]k
`
∏
j=1
mjn−aj = nk−a
`
∏
j=1
mj
We now can prove a lower bound for the maximum load of any randomized algorithm, on a
fixed database instance.
Theorem 3.7. Consider a connected query q with fractional vertex covering number τ∗. Fix some database
statistics M. Let A be any one round, randomized MPC algorithm A for q, with maximum load L ≤
δ · Llower, for some constant δ < 1/(4 · 9τ∗). Then there exists an instance I such that the randomized
algorithm A fails to compute q(I) correctly with probability > 1− 9(4δ)1/τ∗ = Ω(1)
Proof. We use Yao’s lemma, which in our setting says the following. Consider any probability
space for database instances I. If any deterministic algorithm fails with probability ≥ 1 − δ to
compute q(I) correctly, over random inputs I, then there exists an instance I such that every ran-
domized algorithm A fails with probability ≥ 1− δ to compute q(I) correctly over the random
choices of A. To apply the lemma, we need to choose the right probability space over database
instances I. The space of random matchings is not useful for this purpose, because for a connected
query with a large characteristic χ(q), E[|q(I)|] = O(1/n) and therefore P(q(I) 6= ∅) = O(1/n),
which means that a naive deterministic algorithm that always returns the empty answer with fail
with a very small probably, O(1/n). Instead, denoting µ = E[|q(I)|], we define Cα the event
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|q(I)| > αµ, where α > 1 is some constant. We will apply Yao’s lemma to the probability space of
random matchings conditioned on Cα.
We prove that, for α = 1/3, any deterministic algorithm A fails to compute q(I) correctly
with probability ≥ 1− 9(4δ)1/τ∗ , over random matchings conditioned on C1/3. Let u∗ be an edge
packing that maximizes L(u, M, p), and denote f =
(
4L
(∑j u∗j )·Llower
)∑j u∗j
. Lemma 3.6 implies that
that, for any one-round deterministic algorithm with load ≤ L, E[|A(I)|] ≤ fE[|q(I)|]. We prove
the following in Appendix B:
Lemma 3.8. If A is a deterministic algorithm for q (more precisely: ∀I, A(I) ⊆ q(I)), such that, over
random matchings, E[|A(I)|] ≤ fE[|q(I)|] for some constant f < 1/9, then, denoting fail the event
A(I) 6= q(I), we have
P(fail|C1/3) ≥1− 9 f
The proof of the theorem follows from Yao’s lemma and the fact that f ≤
(
4δ
∑j u∗j
)1/∑j u∗j
≤
(4δ)1/τ
∗
because ∑j u∗j ≤ τ∗ and, at optimality, ∑j u∗j ≥ 1.
In the rest of this section, we give the proof of Theorem 3.5.
Let us fix some server s ∈ [p], and let msg(I) denote the function specifying the message the
server receives on input I. Recall that, in the input-sever model, each input relation Sj is stored
at a separate input server, and therefore the message received by s consists of ` separate message
msgj = msgj(Sj), for each j = 1, . . . , `. One should think of msgj is a bit string. Once the server
s receives msgj it “knows” that the input relation Sj is in the set {Sj | msgj(Sj) = msgj}. This
justifies the following definition: given a message msgj, the set of tuples known by the server is:
Kmsgj(Sj) = {t ∈ [n]aj | for all instances Sj ⊆ [n]aj , msgj(Sj) = msgj ⇒ t ∈ Sj}
where aj is the arity of Sj.
Clearly, an algorithm A may output a tuple a ∈ [n]k as answer to the query q iff, for every j,
aj ∈ Kmsgj(Sj) for all j = 1, . . . , `, where aj denotes the projection of a on the variables in the atom
Sj.
We will first prove an upper bound for each |Kmsgj(Sj)| in Section 3.2.1. Then in Section 3.2.2
we use this bound, along with Friedgut’s inequality, to establish an upper bound for |Kmsg(q)|
and hence prove Theorem 3.5.
3.2.1 Bounding the Knowledge of Each Relation
Let us fix a server s, and an input relation Sj. Recall that Mj = mj log n denotes the number of
bits necessary to encode Sj. An algorithm A may use few bits, Mj, by exploiting the fact that
Sj is a uniformly chosen aj-dimensional matching. There are precisely ( nmj)
aj(mj!)aj−1 different aj-
dimensional matchings of arity aj and size mj and thus the number of bits N necessary to represent
the relation is given by the entropy:
Mj = H(Sj) = aj log
(
n
mj
)
+ (aj − 1) log(mj!) (12)
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We will prove later thatMj = Ω(Mj). The following lemma provides a bound on the expected
knowledge Kmj(Sj) the server may obtain from Sj:
Lemma 3.9. Suppose that the size of Sj is mj ≤ n/2 (or mj = n), and that the message msgj(Sj) has
at most f j · Mj bits. Then E[|Kmsgj(Sj)|] ≤ 2 f j · mj (or ≤ f j · mj), where the expectation is taken over
random choices of the matching Sj.
It says that, if the message msgj has only a fraction f j of the bits needed to encode Sj, then
a server receiving this message knows, in expectation, only a fraction 2 f j of the mj tuples in Sj.
Notice that the bound holds only in expectation: a specialized encoding may choose to use very
few bits to represent a particular matching Sj ⊆ [n]aj : when a server receives that message, then it
knows all tuples in Sj, however then there will be fewer bit combinations left to encode the other
matchings Sj.
Proof. The entropy H(Sj) in Eq.(12) has two parts, corresponding to the two parts needed to en-
code Sj: for each attribute of Sj we need to encode a subset ⊆ [n] of size mj, and for each attribute
except one we need to encode a permutation over [mj]. Fix a value msgj of the message received
by the server from the input Sj, and let k = |Kmsgj(Sj)|. Since msgj fixes precisely k tuples of Sj,
the conditional entropy H(Sj|msgj(Sj) = msgj) is:
log |{Sj | msgj(Sj) = msgj}| ≤ aj log
(
n− k
mj − k
)
+ (aj − 1) log((mj − k))!)
We will next show that
log |{Sj | msgj(Sj) = msgj}| ≤
(
1− k
2mj
)
Mj (13)
In other words, we claim that the entropy has decreased by at least a fraction k/(2mj). We show
this by proving that each of the two parts of the entropy decreased by that amount:
Proposition 3.10. log ((m− k)!) ≤
(
1− km
)
log(m!)
Proof. Since log(x) is an increasing function, it holds that∑m−ki=1 (log(i)/(m− k)) ≤ ∑mi=1(log(i)/m),
which is equivalent to:
log((m− k)!)
log(m!)
≤ m− k
m
This proves the claim.
Proposition 3.11. For any k ≤ m ≤ n/2, or k ≤ m = n:
log
(
n− k
m− k
)
≤
(
1− k
2m
)
log
(
n
m
)
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Proof. If m = n then the claim holds trivially because both sides are 0, so we assume m ≤ n/2. We
have:
(n−km−k)
(nm)
=
m · (m− 1) · · · (m− k + 1)
n · (n− 1) · · · (n− k + 1) ≤
(m
n
)k
and therefore:
log
(
n− k
m− k
)
≤ log
(
n
m
)
− k log(n/m) =
(
1− k log(n/m)
log (nm)
)
log
(
n
m
)
To conclude the proof, it suffices to show that log (nm) ≤ 2m log(n/m). For this, we use the
bound log (nm) ≤ nH(m/n), where H(x) = −x log(x) − (1− x) log(1− x) is the binary entropy.
Denote f (x) = −x log(x), therefore H(x) = f (x) + f (1− x). Then we have f (x) ≤ f (1− x) for
x ≤ 1/2, because the function g(x) = f (x)− f (1− x) is concave (by direct calculation, g′′(x) =
−1/x + 1/(1− x) ≤ 0 for x ∈ [0, 1/2]), and g(0) = g(1/2) = 0, meaning that g(x) ≥ 0 on the
interval x ∈ [0, 1/2]. Therefore, H(x) ≤ 2 f (x), and our claim follows from:
log
(
n
m
)
≤ nH(m/n) ≤ 2n f (m/n) = 2m log(n/m)
This concludes the proof of Proposition 3.11.
Now we will use Eq.(13) to complete the proof of Lemma 3.9. We apply the chain rule for en-
tropy, H(Sj, msgj(Sj)) = H(msgj(Sj)) + H(Sj|msgj(Sj)), then use the fact that H(Sj, msgj(Sj)) =
H(Sj) (since Sj completely determines msgj(Sj)) and apply the definition of H(Sj|msgj(Sj)):
H(Sj) = H(msgj(Sj)) + ∑
msgj
P(msgj(Sj) = msgj) · H(Sj|msgj(Sj) = msgj)
≤ f j · H(Sj) + ∑
msgj
P(msgj(Sj) = msgj) · H(Sj|msgj(Sj) = msgj)
≤ f j · H(Sj) + ∑
msgj
P(msgj(Sj) = msgj) · (1−
|Kmsgj(Sj)|
2mj
)H(Sj)
= f j · H(Sj) + (1− ∑
msgj
P(msgj(Sj) = msgj)
|Kmsgj(Sj)|
2mj
)H(Sj)
= f j · H(Sj) + (1−
E[|Kmsgj(Sj)(Sj)|]
2mj
)H(Sj) (14)
where the first inequality follows from the assumed upper bound on |msgj(Sj)|, the second in-
equality follows by (13), and the last two lines follow by definition. Dividing both sides of (14) by
H(Sj) since H(Sj) is not zero and rearranging we obtain the required statement.
3.2.2 Bounding the Knowledge of the Query
We use now Lemma 3.9 to derive an upper bound on the number of answers to q(I) that a server s
can report. Recall that Lemma 3.9 assumed that the message msgj(Sj) is at most a fraction f j of the
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entropy of Sj. We do not know the values of f j, instead we know that the entire msg(I) received
by the server s (the concatenation of all ` messages msgj(Sj)) has at most L bits. For each relation
Sj, define
f j =
maxSj⊆[n]aj |msgj(Sj)|
Mj .
Thus, f j is the largest fraction of bits of Sj that the server receives, over all choices of the matching
Sj. We immediately derive an upper bound on the f j’s. We have ∑`j=1 maxSj |msgj(Sj)| ≤ L,
because each relation Sj can be chosen independently, which implies ∑`j=1 f jMj ≤ L.
For aj ∈ [n]aj , let wj(aj) denote the probability that the server knows the tuple aj. In other
words wj(aj) = P(aj ∈ Kmsgj(Sj)(Sj)), where the probability is over the random choices of Sj.
Lemma 3.12. For any relation Sj:
(a) ∀aj ∈ [n]aj : wj(aj) ≤ mj/naj , and
(b) ∑aj∈[n]aj wj(aj) ≤ 2 f j ·mj.
Proof. To show (a), notice that wj(aj) ≤ P(aj ∈ Sj) = mj/naj , while (b) follows from the fact
∑aj∈[n]aj wj(aj) = E[|Kmsgj(Sj)(Sj)|] ≤ 2 f j ·mj (Lemma 3.9 ).
Since the server receives a separate message for each relation Sj, from a distinct input server,
the events a1 ∈ Kmsg1(S1), . . . , a` ∈ Kmsg`(S`) are independent, hence:
E[|Kmsg(I)(q)|] = ∑
a∈[n]k
P(a ∈ Kmsg(I)(q)) = ∑
a∈[n]k
`
∏
j=1
wj(aj)
We now use Friedgut’s inequality. Recall that in order to apply the inequality, we need to find a
fractional edge cover. Let us pick any fractional edge packing u = (u1, . . . , u`). Given q, defined
as in (1), consider the extended query, which has a new unary atom for each variable xi:
q′(x1, . . . , xk) = S1(x¯1), . . . , S`(x¯`), T1(x1), . . . , Tk(xk)
For each new symbol Ti, define u′i = 1−∑j:xi∈vars(Sj) uj. Since u is a packing, u′i ≥ 0. Let us define
u′ = (u′1, . . . , u
′
k).
Lemma 3.13. (a) The assignment (u, u′) is both a tight fractional edge packing and a tight fractional edge
cover for q′. (b) ∑`j=1 ajuj +∑
k
i=1 u
′
i = k
Proof. (a) is straightforward, since for every variable xi we have u′i +∑j:xi∈vars(Sj) uj = 1. Summing
up:
k =
k
∑
i=1
u′i + ∑
j:xi∈vars(Sj)
uj
 = k∑
i=1
u′i +
`
∑
j=1
ajuj
which proves (b).
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We will apply Friedgut’s inequality to the extended query q′. Set the variables w(−) used in
Friedgut’s inequality as follows:
wj(aj) =P(aj ∈ Kmsgj(Sj)(Sj)) for Sj, tuple aj ∈ [n]
aj
w′i(α) =1 for Ti, value α ∈ [n]
Recall that, for a tuple a ∈ [n]k we use aj ∈ [n]aj for its projection on the variables in Sj; with
some abuse, we write ai ∈ [n] for the projection on the variable xi. Assume first that uj > 0, for
j = 1, . . . , `. Then:
E[|Kmsg(q)|] = ∑
a∈[n]k
`
∏
j=1
wj(aj)
= ∑
a∈[n]k
`
∏
j=1
wj(aj)
k
∏
i=1
w′i(ai)
≤
`
∏
j=1
 ∑
a∈[n]aj
wj(a)1/uj
uj k∏
i=1
(
∑
α∈[n]
w′i(α)
1/u′i
)u′i
=
`
∏
j=1
 ∑
a∈[n]aj
wj(a)1/uj
uj k∏
i=1
nu
′
i
Note that, since w′i(α) = 1 we have w
′
i(α)
1/u′i = 1 even if u′i = 0. Write wj(a)
1/uj = wj(a)1/uj−1wj(a),
and use Lemma 3.12 to obtain:
∑
a∈[n]aj
wj(a)1/uj ≤ (mj/naj)1/uj−1 ∑
a∈[n]aj
wj(a)
≤ (mjn−aj)1/uj−12 f j ·mj
= 2 f j ·m1/ujj · n(aj−aj/uj)
Plugging this in the bound, we have shown that:
E[|Kmsg(q)|] ≤
`
∏
j=1
(2 f j ·m1/ujj · n(aj−aj/uj))uj ·
k
∏
i=1
nu
′
i
=
`
∏
j=1
(2 f j)uj ·
`
∏
j=1
mj · n(∑
`
j=1 ajuj−a) · n∑ki=1 u′i
=
`
∏
j=1
(2 f j)uj ·
`
∏
j=1
mj · n−a+(∑
`
j=1 ajuj+∑
k
i=1 u
′
i)
=
`
∏
j=1
(2 f j)uj ·
`
∏
j=1
mj · nk−a
=
`
∏
j=1
(2 f j)uj ·E[|q(I)|] (15)
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If some uj = 0, then we can derive the same lower bound as follows: We can replace each uj with
uj + δ for any δ > 0 still yielding an edge cover. Then we have ∑j ajuj +∑i u′i = k + aδ, and hence
an extra factor naδ multiplying the term n`+k−a in (15); however, we obtain the same upper bound
since, in the limit as δ approaches 0, this extra factor approaches 1.
Let fq = ∏`j=1(2 f j)
uj ; the final step is to upper bound the quantity fq using the fact that
∑`j=1 f jMj ≤ L. Recall that u = ∑j uj, then:
fq =
`
∏
j=1
(2 f j)uj =
`
∏
j=1
(
f jMj
uj
)uj `
∏
j=1
(
2uj
Mj
)uj
≤
(
∑`j=1 f jMj
∑j uj
)∑j uj `
∏
j=1
(
2uj
Mj
)uj
≤
(
L
∑j uj
)∑j uj `
∏
j=1
(
2uj
Mj
)uj
=
`
∏
j=1
(
2L
u ·Mj
)uj `
∏
j=1
(
uj
)uj
≤
`
∏
j=1
(
2L
u ·Mj
)uj
Here, the first inequality comes from the weighted version of the Arithmetic Mean-Geometric
Mean inequality. The last inequality holds since uj ≤ 1 for any j.
Finally, we need a lower bound on the number of bits Mj needed to represent relation Sj.
Indeed:
Proposition 3.14. The number of bitsMj needed to represent Sj are:
(a) If n ≥ m2j , thenMj ≤ Mj/2
(b) If n = mj and aj ≥ 2, thenMj ≤ Mj/4
Proof. For the first item, we have:
Mj ≥ aj log
(
n
mj
)
≥ ajmj log(n/mj) ≥ (1/2)ajmj log(n) = Mj/2
For the second item, we have:
Mj ≥ (aj − 1) log(mj!) ≥
aj − 1
2
mj log(mj) ≥
(aj − 1)
2aj
Mj ≥ Mj/4
where the last inequality comes from the assumption that aj ≥ 2.
Applying the above bound on Mj, we complete the proof of Theorem 3.5. Recall that our L
denotes the load of an arbitrary server, which was denoted Li in the statement of the theorem.
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3.3 Proof of Equivalence
Let pk(q) be the extreme points of the convex polytope defined by the fractional edge packing
constraints in (2). Recall that the vertices of the polytope are feasible solutions u1, u2, . . ., with the
property that every other feasible solution u to the LP is a convex combination of these vertices.
Each vertex can be obtained by choosing m out of the k + ` inequalities in (2), transforming them
into equalities, then solving for u. Thus, it holds that |pk(q)| ≤ (k+`m ). We prove here:
Theorem 3.15. For any vector of statistics M and number of processors p , we have:
Llower = Lupper = max
u∈pk(q)
L(u, M, p)
Proof. Recall that Lupper = pe
∗
, where e∗ is the optimal solution to the primal LP problem (10).
Consider its dual LP:
maximize ∑
j∈[`]
µj f j − f
subject to ∑
j∈[`]
f j ≤ 1
∀i ∈ [k] : ∑
j:i∈Sj
f j − f ≤ 0
∀j ∈ [`] : f j ≥ 0, f ≥ 0 (16)
By the primal-dual theorem, its optimal solution is also e∗. Writing uj = f j/ f and u = 1/ f , we
transform it into the following non-linear optimization problem:
maximize
1
u
·
∑
j∈[`]
µjuj − 1

subject to ∑
j∈[`]
uj ≤ u
∀i ∈ [k] : ∑
j:i∈Sj
uj ≤ 1
∀j ∈ [`] :uj ≥ 0 (17)
Consider optimizing the above non-linear problem. Its optimal solution must have u = ∑j uj,
otherwise we simply replace u with ∑j uj and obtain a feasible solution with at least as good
objective function (indeed, µj ≥ 1 for any j, and hence∑j µjuj ≥ ∑j uj ≥ 1, since any optimal u will
have sum at least 1). Therefore, the optimal is given by a fractional edge packing u. Furthermore,
for any packing u, the objective function ∑j
1
u · (µjuj − 1) is logp L(u, M, p). To prove the theorem,
we show that (a) e∗ = u∗ and (b) the optimum is obtained when u ∈ pk(q). This follows from:
Lemma 3.16. Consider the function F : Rk+1 → Rk+1: F(x0, x1, . . . , xk) = (1/x0, x1/x0, . . . , xk/x0).
Then:
• F is its own inverse, F = F−1.
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• F maps any feasible solution to the system (16) to a feasible solution to (17), and conversely.
• F maps a convex set to a convex set.
Proof. If y0 = 1/x0 and yj = xj/x0, then obviously x0 = 1/y0 and xj = yj/y. The second item can
be checked directly. For the third item, it suffices to prove that F maps a convex combination λx+
λ′x′ where λ+ λ′ = 1 into a convex combination µF(x) + µ′F(x′), where µ+ µ′ = 1. Assuming
x = (x0, x1, . . . , xk) and x′ = (x′0, x′1, . . . , x
′
k), this follows by setting µ = x0/(λx0 + λx
′
0) and
µ′ = x′0/(λx0 + λx′0).
This completes the proof of Theorem 3.15.
3.4 Discussion
We present here examples and applications of the theorems proved in this section.
The Speedup of the HyperCube Denote u∗ the fractional edge packing that maximizes L(u, M, p) (11).
When the number of servers increases, the load decreases at a rate of 1/p1/∑j u
∗
j , which we call the
speedup of the HyperCube algorithm. We call the quantity 1/∑j u∗j the speedup exponent. We have
seen that, when all cardinalities are equal, then the speedup exponent is 1/τ∗, but when the car-
dinalities are unequal then the speedup exponent may be better.
Example 3.17. Consider the triangle query
C3 = S1(x1, x2), S2(x2, x3), S3(x3, x1)
and assume the relation sizes are M1, M2, M3. Then, pk(C3) has five vertices, and each gives a different
value for L(u, M, p) = (Mu11 M
u2
2 M
u3
3 /p)
1/(u1+u2+u3):
u L(u, M, p)
(1/2, 1/2, 1/2) (M1M2M3)1/3/p2/3
(1, 0, 0) M1/p
(0, 1, 0) M2/p
(0, 0, 1) M3/p
(0, 0, 0) 0
(The last row is justified by the fact that L(u, M, p) ≤ max(M1, M2, M3)/p1/(u1+u2+u3) → 0 when
u1 + u2 + u3 → 0.) The load of the HC algorithm is given by the largest of these quantities, in other words,
the optimal solution to the LP (10) that gives the load of the HC algorithm can be given in closed form, as
the maximum over these five expressions. To compute the speedup, suppose M1 < M2 = M3 = M. Then
there are two cases. When p ≤ M/M1, the optimal packing is (0, 1, 0) (or (0, 0, 1)) and the load is M/p.
HyperCube achieves linear speedup by computing a standard join of S2 on S3 and broadcasting the smaller
relation S1; it does this by allocating shares p1 = p2 = 1, p3 = p. When p > M/M1 then the optimal
packing is (1/2, 1/2, 1/2) the load is (M1M2M3)1/3/p2/3, and the speedup decreases to 1/p2/3.
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The following lemma sheds some light into how the HyperCube algorithm exploits unequal
cardinalities.
Lemma 3.18. Let q be a query, over a database with statistics M, and let u∗ = argmaxuL(u, M, p), and
L = L(u∗, M, p). Then:
1. If for some j, Mj < L, then u∗j = 0.
2. Let M = maxk Mk. If for some j, Mj < M/p, then u∗j = 0.
3. When p increases, the speedup exponent remains constant or decreases, eventually reaching 1/τ∗.
Proof. We prove the three items of the lemma.
(1) If we modify a fractional edge packing u by setting uj = 0, we still obtain a fractional edge
packing. We claim that the function f (uj) = L(u, M, p) is strictly decreasing in uj on (0,∞): the
claim implies the lemma because f (0) > f (uj) for any uj > 0. The claim follows by noticing that
f (uj) = p
(uj logp Mj+b)/(uj+c) where a, b, c are positive constants, hence f is monotone on uj ∈ (0,∞),
and f (uj) = L > Mj = f (∞), implying that it is monotonically decreasing.
(2) This follows immediately from the previous item by noticing that M/p ≤ L; to see the latter,
let k be such that Mk = M, and let u be the packing uk = 1, uj = 0 for j 6= k. Then M/p =
L(u, M, p) ≤ L(u∗, M, p) = L.
(3) Consider two edge packings u, u′, denote u = ∑j uj, u′ = ∑j u′j, and assume u < u
′. Let
f (p) = L(u, M, p) and g(p) = L(u′, M, p). We have f (p) = c/p1/u and g(p) = c′/p1/u′ , where
c, c′ are constants independent of p. Then f (p) < g(p) if and only if p > (c/c′)1/(1/u−1/u′),
since 1/u − 1/u′ > 0. Thus, as p increases from 1 to ∞, initially we have f (p) < g(p), then
f (p) > g(p), and the crossover point is (c/c′)1/(1/u−1/u′). Therefore, the value ∑j u∗j can never
decrease, proving the claim. To see that the speedup exponent reaches 1/τ∗, denote u∗ the optimal
vertex packing (maximizing ∑j uj) and let u be any edge packing s.t. u = ∑j uj < τ∗. Then, when
p1/u−1/τ∗ > (∏j M
u∗j
j )
1/τ∗/(∏j M
uj
j )
1/u, we have L(u∗, M, p) > L(u, M, p).
The first two items in the lemma say that, if M is the size of the largest relation, then the
only relations Sj that matter to the HC algorithm are those for which Mj ≥ M/p; any smaller
relation will be broadcast by the HC algorithm. The last item says that the HC algorithm can take
advantage of unequal cardinalities and achieve speedup better than 1/p1/τ
∗
, e.g. by allocating
fewer shares to the smaller relations, or even broadcasting them. As p increases, the speedup
decreases until it reaches 1/p1/τ
∗
.
Space Exponent Let |I| = ∑j Mj denote the size of the input database. Sometimes it is conve-
nient to study algorithms whose maximum load per server is given as L = O(|I|/p1−ε), where
0 ≤ ε < 1 is a constant parameter ε called the space exponent of the algorithm. The lower bound
given by Theorem 3.5 can be interpreted as a lower bound on the space exponent. To see this,
consider the special case, when all relations have equal size M1 = . . . = M` = M; then the load
can also be written as L = O(M/p1−ε), and, denoting u∗ the optimal fractional edge packing, we
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Conjunctive Query Share Value Lower Bound for
Exponents τ∗(q) Space Exponent
Ck(x1, . . . , xk) =
∧k
j=1 Sj(xj, x(j mod k)+1)
1
k , . . . ,
1
k k/2 1− 2/k
Tk(z, x1, . . . , xk) =
∧k
j=1 Sj(z, xj) 1, 0, . . . , 0 1 0
Lk(x0, x1, . . . , xk) =
∧k
j=1 Sj(xj−1, xj) 0,
1
dk/2e , 0,
1
dk/2e , . . . dk/2e 1− 1/dk/2e
Bk,m(x1, . . . , xk) =
∧
I⊆[k],|I|=m SI(x¯I) 1k , . . . ,
1
k k/m 1−m/k
Table 2: Query examples: Ck = cycle query, Lk = linear query, Tk = star query, and Bk,m = query
with ( km) relations, where each relation contains a distinct set of m out of the k head variables. The
share exponents presented are for the case where the relation sizes are equal.
have ∑j u∗j = τ
∗ and L(u∗, M, p) = M/p1/τ∗ . Theorem 3.5 implies that any algorithm with a fixed
space exponent ε will report at most as many answers:
O(
(
L
L(u∗, M, p)
)τ∗
) ·E[|q(I)|] = O(pτ∗[ε−(1−1/τ∗)]) ·E[|q(I)|]
Therefore, if the algorithm has a space exponent ε < 1− 1/τ∗, then, as p increases, it will return
a smaller fraction of the expected number of answers. This supports the intuition that achieving
parallelism becomes harder when p increases: an algorithm with a small space exponent may be
able to compute the query correctly when p is small, but will eventually fail, when p becomes
large enough.
Replication Rate Given an algorithm that computes a conjunctive query q, let Ls be the load of
server s, where s = 1, . . . , p. The replication rate r of the algorithm, defined in [1], is r = ∑ps=1 Li/|I|.
In other words, the replication rate computes how many times on average each input bit is com-
municated. The authors in [1] discuss the tradeoff between r and the maximum load in the case
where the number of servers is not given, but can be chosen optimally. We show next how we can
apply our lower bounds to obtain a lower bound for the tradeoff between the replication rate and
the maximum load.
Corollary 3.19. Let q be a conjunctive query with statistics M. Any algorithm that computes q with
maximum load L, where L ≤ Mj for every Sj4 must have replication rate
r ≥ cL
∑j Mj
max
u
`
∏
j=1
(
Mj
L
)uj
where u ranges over all fractional edge packings of q and c = maxu(∑j uj/4)∑j
uj .
4if L > Mj, we can send the whole relation to any processor without cost
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Proof. Let fs be the fraction of answers returned by server s, in expectation, where I is a ran-
domly chosen matching database with statistics M. Let u be an edge packing for q and c(u) =
(∑j uj/4)∑j
uj ; by Theorem 3.5, fs ≤ L
∑j uj
s
c(u)∏j M
uj
j
. Since we assume all answers are returned,
1 ≤
p
∑
s=1
fs =
p
∑
s=1
L∑j
uj
s
c(u)∏j M
uj
j
≤ L
∑j uj−1 ∑ps=1 Ls
c(u)∏j M
uj
j
=
L∑j uj−1r|I|
c(u)∏j M
uj
j
where we used the fact that ∑j uj ≥ 1 for the optimal u. The claim follows by noting that |I| =
∑j Mj.
In the specific case where the relation sizes are all equal to M, the above corollary tells us that
the replication rate must be r = Ω((M/L)τ
∗−1). Hence, the ideal case where r = o(1) is achieved
only when the maximum vertex cover number τ∗ is equal to 1 (which happens if and only if a
variable occurs in every atom of the query).
Example 3.20. Consider again the triangle query C3 and assume that all sizes are equal to M. In this case,
the edge packing that maximizes the lower bound is (1/2, 1/2, 1/2), and τ∗ = 3/2. Thus, we obtain an
Ω(
√
M/L) bound for the replication rate for the triangle query.
4 Handling Data Skew in One Communication Step
In this section, we discuss how to compute queries in the MPC model in the presence of skew. We
first start by presenting an example where the HC algorithm that uses the optimal shares from (10)
fails to work when the data has skew, even though it is asymptotically optimal when the relations
are of low degree.
Example 4.1. Let q(x, y, z) = S1(x, z), S2(y, z) be a simple join query, where both relations have cardi-
nality m (and size in bits M). The optimal shares are p1 = p2 = 1, and p3 = p. This allocation of shares
corresponds to a standard parallel hash-join algorithm, where both relations are hashed on the join variable
z. When the data has no skew, the maximum load is O(M/p) with high probability.
However, if the relation has skew, the maximum load can be as large as O(M). This occurs in the case
where all tuples from S1 and S2 have the same value for variable z.
As we can see from the above example, the problem occurs when the input data contains
values with high frequency of occurrence, which we call outliers, or heavy hitters. We will consider
two different scenarios when handling data skew. In the first scenario, in Section 4.1, we assume
that the algorithm has no information about the data apart from the size of the relations.
In the second scenario, presented in Section 4.2, we assume that the algorithm knows about
the outliers in our data. All the results in this section are limited to single-round algorithms.
4.1 The HyperCube Algorithm with Skew
We answer the following question: what are the optimal shares for the HC algorithm such that
the maximum load is minimized over all possible distributions of input data? In other words, we
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limit our treatment to the HyperCube algorithm, but we consider data that can heavily skewed,
as in Example 4.1. Notice that the HC algorithm is oblivious of the values that are skewed, so
it cannot be modified in order to handle these cases separately. Our analysis is based on the
following lemma about hashing, which we prove in detail in Appendix A.
Lemma 4.2. Let R(A1, . . . , Ar) be a relation of arity r with m tuples. Let p1, . . . , pr be integers and
p = ∏i pi. Suppose that we hash each tuple (a1, . . . , ar) to the bin (h1(a1), . . . , hr(ar)), where h1, . . . , hr
are independent and perfectly random hash functions. Then, the probability that the maximum load exceeds
O(m/(mini pi)) is exponentially small in m.
Corollary 4.3. Let p = (p1, . . . , pk) be the shares of the HC algorithm. For any relations, with high
probability the maximum load per server is
O
(
max
j
Mj
mini:i∈Sj pi
)
The abound bound is tight: we can always construct an instance for given shares such that
the maximum load is at least as above. Indeed, for a relation Sj with i = arg mini∈Sj pi, we can
construct an instance with a single value for any attribute other than xi, and Mj values for xi. In
this case, the hashing will be across only one dimension with pi servers, and so the maximum load
has to be at least Mj/pi for the relation Sj.
As in the previous section, if L denotes the maximum load per server, we must have that
Mj/ mini∈Sj pi ≤ L. Denoting λ = logp L and µj = logp Mj, the load is optimized by the following
LP:
minimize λ
subject to ∑
i∈[k]
−ei ≥ −1
∀j ∈ [`] :hj + λ ≥ µj
∀j ∈ [`], i ∈ Sj :ei − hj ≥ 0
∀i ∈ [k] :ei ≥ 0, ∀j ∈ [`] : hj ≥ 0 λ ≥ 0 (18)
Following the same process as in the previous section, we can obtain the dual of the above
LP, and after transformations obtain the following non-linear program with the same optimal
objective function:
maximize
∑j∈[`] µjuj − 1
∑j∈[`] uj
subject to ∀i ∈ [k] : ∑
j:i∈Sj
wij ≤ 1
∀j ∈ [`] :uj ≤ ∑
i∈Sj
wij
∀j ∈ [`] :uj ≥ 0
∀i ∈ [k], j ∈ [`] :wij ≥ 0 (19)
25
4.2 Skew with Information
We discuss here the case where there is additional information known about skew in the input
database. We will present a general lower bound for arbitrary conjunctive queries, and show an
algorithm that matches the bound for star queries
q = S1(z, x1), S2(z, x2), . . . , S`(z, x`)
which are a generalization of the join query. In [6] we show how our algorithmic techniques
(the BINHC algorithm) can be used to compute arbitrary conjunctive queries; however, there is a
substantial gap between the upper and lower bounds in the general case.
We first introduce some necessary notation. For each relation Sj with |Sj| = mj, and each as-
signment h ∈ [n] for variable z, we define its frequency as mj(h) = |σz=h(Sj)|. We will be interested
in assignments that have high frequency, which we call heavy hitters. In order to design algorithms
that take skew into account, we will assume that every input server knows the assignments with
frequency ≥ mj/p for every relation Sj, along with their frequency. Because each relation can
contain at most p heavy hitters, the total number over all relations will be O(p). Since we are
considering cases where the number of servers is much smaller than the data, an O(p) amount of
information can be easily stored in the input server.
To prove the lower bound, we will make a stronger assumption about the information available
to the input servers. Given a conjunctive query q, fix a set of variables x and let d = |x| Also, let
xj = x ∩ vars(Sj) for every relation Sj, and dj = |xj|. A statistics of type x, or x-statistics is a vector
m = (m1, . . . , m`), where mj is a function mj : [n]xj → N. We associate with m the function
m : [n]x → (N)`, where m(h) = (m1(h1), . . . , m`(h`)), and hj denotes the restriction of the tuple h
to the variables in xj. We say that an instance of Sj satisfies the statistics if for any tuple hj ∈ [n]xj
, its frequency is precisely mj(hj). When x = ∅, then m simply consists of ` numbers, each
representing the cardinality of a relation; thus, a x-statistics generalizes the cardinality statistics.
Recall that we use upper case M = (M1, . . . , M`) to denote the same statistics expressed in bits,
i.e. Mj(h) = ajmj(h) log(n).
In the particular case of the star query, we will assume that the input servers know the z-
statistics; in other words, for every assignment h ∈ [n] of variable z, we know that its frequency
in relation Sj(z, xj) is precisely mj(h). Observe that In this case the cardinality of Sj is |Sj| =
∑h∈[n] mj(h).
4.2.1 Algorithm for Star Queries
The algorithm uses the same principle popular in virtually all parallel join implementations to
date: identify the heavy hitters and treat them differently when distributing the data. However,
the analysis and optimality proof is new, to the best of our knowledge.
Let H denote the set of heavy hitters in all relations. Note that |H| ≤ `p. The algorithm
will deal with the tuples that have no heavy hitter values (light tuples) by running the vanilla HC
algorithm, which runs with shares pz = p and pxj = 1 for every j = 1, . . . , `. For this case, the
load analysis of Appendix A will give us a maximum load of O˜(maxj Mj/p) with high probability,
where O˜ hides a polylogarithmic factor that depends on p. For heavy hitters, we will have to adapt
its function as follows.
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To compute q, the algorithm must compute for each h ∈ H the subquery
q[h/z] = S1(h, x1), . . . Sk(h, xk)
which is equivalent to computing the Cartesian product qz = S′1(x1), . . . , S
′
k(xk), where S
′
1(x1) =
S1(h, x1) and S′2(x2) = S2(h, x2), and each relation S′j has cardinality mj(h) (and size in bits Mj(h)).
We call qz the residual query. The algorithm will allocate ph servers to compute q[h/z] for each
h ∈ H, such that ∑h∈H ph = Θ(p). Since the unary relations have no skew, they will be of low
degree and thus the maximum load Lh for each h is given by
Lh = O
(
max
u∈pk(qz)
L(u, M(h), ph)
)
For the star query, we have pk(qz) = {0, 1}` \ (0, 0, . . . , 0). At this point, since ph is not specified, it
is not clear which edge packing in pk(qz) maximizes the above quantity for each h. To overcome
this problem, we further refine the assignment of servers to heavy hitters: we allocate ph,u servers
to each h and each u ∈ pk(qz), such that ph = ∑u ph,u. Now, for a given u ∈ pk(qz), we can evenly
distribute the load among the heavy hitters by allocating servers proportionally to the "heaviness"
of executing the residual query. In other words we want ph,u ∼ ∏j Mj(h)uj for every h ∈ H.
Hence, we will choose:
ph,u =
⌈
p · ∏j Mj(h)
uj)
∑h′∈H ∏j Mj(h′)uj
⌉
Since dxe ≤ x + 1, and |H| ≤ `p, we can compute that the total number of servers we need is at
most (`+ 1) · |pk(qz)| · p, which is Θ(p). Additionally, the maximum load Lh for every h ∈ H will
be
Lh = O
 max
u∈pk(qz)
(
∑h∈H ∏j Mj(h)uj
p
)1/(∑j uj)
Plugging in the values of pk(qz), we obtain the following upper bound on the algorithm for the
heavy hitter case:
O
max
I⊆[`]
(
∑h∈H ∏j∈I Mj(h)
p
)1/|I| (20)
Observe that the terms depend on the frequencies of the heavy hitters, and can be much larger
than the bound O(maxj Mj/p) we obtain from the light hitter case. In the extreme, a single heavy
hitter h with mj(h) = mj for j = 1, . . . , ` will demand maximum load equal to O((∏j Mj/p)1/`).
4.2.2 Algorithm for Triangle Query
We show here how to compute the triangle query C3 = R(x, y), S(y, z), T(z, x) when all relation
sizes are equal to m (and have M bits). As with the star query, the algorithm will deal with the
tuples that have no heavy hitter values, i.e. the frequency is less than m/p1/3, by running the
vanilla HC algorithm. For this case, the load analysis of Appendix A will give us a maximum load
of O˜(M/p2/3) with high probability.
Next, we show how to handle the heavy hitters. We distinguish two cases.
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Case 1 In this case, we handle the tuples that have values with frequency ≥ m/p in at least two
variables. Observe that we did not set the heaviness threshold to m/p1/3, for reasons that we will
explain in the next case.
Without loss of generality, suppose that both x, y are heavy in at least one of the two relations
they belong to. The observation is that there at most p such heavy values for each variable, and
hence we can send all tuples of R(x, y) with both x, y heavy (at most p2) to all servers. Then, we
essentially have to compute the query S′(y, z), T′(z, x), where x and y can take only p values. We
can do this by computing the join on z; since the frequency of z will be at most p for each relation,
the maximum load from the join computation will be O(M/p).
Case 2 In this case, we handle the remaining output: this includes the tuples where one variable
has frequency ≥ m/p1/3, and the other variables are light, i.e. have frequency ≤ m/p. Without
loss of generality, assume that we want to compute the query q for the values of x that are heavy
in either R or T. Observe that there are at most 2p1/3 of such heavy hitters. If Hx denotes the set
of heavy hitter values for variable x, the residual query q[h/x] for each h ∈ H is:
q[h/x] = R(h, y), S(y, z), T(z, h)
which is equivalent to computing the query qx = R′(y), S(y, z), T′(z)with cardinalities mR(h), m, mT(h)
respectively. As before, we allocate ph servers to compute q[h/x] for each h ∈ H. If there is no
skew, the maximum load Lh is given by the following formula:
Lh = O
(
max
(
M
ph
,
√
MR(h)MT(h)
ph
))
Notice now that the only cause of skew for qx may be that y or z are heavy in S(y, z). However,
we assumed that the frequencies for both y, z are ≤ m/p, so there will be no skew (this is why we
set the heaviness threshold for Case 1 to m/p instead of m/p1/3).
We can now set ph = ph,1 + ph,2 (for each of the quantities in the max expression), and choose
the allocated servers similarly to how we chose for the star queries:
ph,1 =
⌈
p · MS(h)
M
⌉
ph,2 =
⌈
p · MR(h)MT(h)
∑h∈Hx MR(h)MT(h)
⌉
We now get a load of:
L = O
(
max
(
M
p
,
√
∑h MR(h)MT(h)
p
))
Summing up all the cases, we obtain that the load of the 1-round algorithm for computing triangles
is:
L = O˜
(
max
(
M
p2/3
,
√
∑h MR(h)MT(h)
p
,
√
∑h MR(h)MS(h)
p
,
√
∑h MS(h)MT(h)
p
))
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4.2.3 Lower Bound
The lower bound we present here holds for any conjunctive query, and generalizes the lower
bound in Theorem 3.5, which was over databases with cardinality statistics M = (M1, . . . , M`), to
databases with a fixed degree sequence. If the degree sequence is skewed, then the new bounds
can be stronger, proving that skew in the input data makes query evaluation harder.
Let us fix statistics M of type x. We define qx as the residual query, obtained by removing all
variables x, and decreasing the arities of Sj as necessary (the new arity of relation Sj is aj − dj).
Clearly, every fractional edge packing of q is also a fractional edge packing of qx, but the converse
does not hold in general. If u is a fractional edge packing of qx, we say that u saturates a variable
xi ∈ x, if ∑j:xi∈vars(Sj) uj ≥ 1; we say that u saturates x if it saturates all variables in x. For a given
x and u that saturates x, define
Lx(u, M, p) =
(
∑h∈[n]x ∏j Mj(hj)uj)
p
)1/∑j uj
(21)
Theorem 4.4. Fix statistics M of type x such that aj > dj for every relation Sj. Consider any deterministic
MPC algorithm that runs in one communication round on p servers and has maximum load L in bits. Then,
for any fractional edge packing u of q that saturates x, we must have
L ≥ min
j
(aj − dj)
4aj
· Lx(u, M, p).
Note that, when x = ∅ then Lx(u, M, p) = L(u, M, p), as defined in (11). However, our
theorem does not imply Theorem 3.5, since it does not give a lower bound on the expected size of
the algorithm output as a fraction of the expected output size.
Proof. For h ∈ [n]x and aj ∈ Sj, we write aj ‖ h to denote that the tuple aj from Sj matches with h
at their common variables xj, and denote (Sj)h the subset of tuples aj that match h: (Sj)h = {aj |
aj ∈ Sj, aj ‖ h}. Let Ih denote the restriction of I to h, in other words Ih = ((S1)h, . . . , (S`)h).
We pick the domain n such that n = (maxj{mj})2 and construct a probability space for in-
stances I defined by the x-statistics M as follows. For a fixed tuple h ∈ [n]x, the restriction Ih is
a uniformly chosen instance over all matching databases with cardinality vector M(h), which is
precisely the probability space that we used in the proof of Theorem 3.15. In particular, for every
aj ∈ [n]xj , the probability that Sj contains aj is P(aj ∈ Sj) = mj(hj)/naj−dj . Lemma 3.6 immediately
gives:
E[|q(Ih)|] = nk−d
`
∏
j=1
mj(hj)
naj−dj
Let us fix some server and let msg(I) be the message the server receives on input I. As in the
previous section, let Kmsgj(Sj) denote the set of tuples from relation Sj known by the server. Let
wj(aj) = P(aj ∈ Kmsgj(Sj)(Sj)), where the probability is over the random choices of Sj. This is
upper bounded by P(aj ∈ Sj):
wj(aj) ≤ mj(hj)/naj−dj , if aj ‖ h (22)
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We derive a second upper bound by exploiting the fact that the server receives a limited num-
ber of bits, in analogy with Lemma 3.9:
Lemma 4.5. Let Sj a relation with aj > dj. Suppose that the size of Sj is mj ≤ n/2 (or mj = n), and that
the message msgj(Sj) has at most L bits. Then, we have E[|Kmsgj(Sj)|] ≤ 4L(aj−dj) log(n) .
Observe that in the case where aj = dj for some relation Sj, the x-statistics fix all the tuples of
the instance for this particular relation, and hence E[|Kmsgj(Sj)|] = mj.
Proof. We can express the entropy H(Sj) as follows:
H(Sj) = H(msgj(Sj)) + ∑
msgj
P(msgj(Sj) = msgj) · H(Sj | msgj(Sj) = msgj)
≤ L + ∑
msgj
P(msgj(Sj) = msgj) · H(Sj | msgj(Sj) = msgj) (23)
For every h ∈ [n]x, let Kmsgj((Sj)h) denote the known tuples that belong in the restriction of
Sj to h. Following the proof of Lemma 3.9, and denoting byMj(hj) the number of bits necessary
to represent (Sj)h, we have:
H(Sj | msgj(Sj) = msgj) ≤ ∑
h∈[n]x
(
1−
|Kmsgj((Sj)h)|
2mj(hj)
)
Mj(hj)
= H(Sj)− ∑
h∈[n]x
|Kmsgj((Sj)h)|
2mj(hj)
Mj(hj)
≤ H(Sj)− ∑
h∈[n]x
|Kmsgj((Sj)h)|
2mj(hj)
mj(hj)
aj − dj
2
log(n)
= H(Sj)− (1/4) · |Kmsgj(Sj)|(aj − dj) log(n)
where the last inequality comes from Proposition 3.14. Plugging this in (23), and solving for
E[|Km(Sj)|]:
E[|Kmsgj(Sj)|] ≤
4L
(aj − dj) log(n)
This concludes our proof.
Let qx be the residual query, and recall that u is a fractional edge packing that saturates x.
Define the extended query qx ′ to consist of qx, where we add a new atom S′i(xi) for every variable
xi ∈ vars(qx). Define u′i = 1−∑j:i∈Sj uj. In other words, u′i is defined to be the slack at the variable
xi of the packing u. The new edge packing (u, u′) for the extended query q′x has no more slack,
hence it is both a tight fractional edge packing and a tight fractional edge cover for qx. By adding
all equalities of the tight packing we obtain:
`
∑
j=1
(aj − dj)uj +
k−d
∑
i=1
u′i = k− d
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We next compute how many output tuples from q(Ih) will be known in expectation by the
server. Note that q(Ih) = qx(Ih), and thus:
E[|Kmsg(q(Ih))|] = E[|Kmsg(qx(Ih))|]
= ∑
a‖h
`
∏
j=1
wj(aj)
= ∑
a‖h
`
∏
j=1
wj(aj)
k−d
∏
i=1
w′i(ai)
≤
k−d
∏
i=1
nu
′
i ·
`
∏
j=1
∑
aj‖h
wj(aj)1/uj
uj
By writing wj(aj)1/uj = wj(aj)1/uj−1wj(aj) for aj ‖ h, we can bound the sum in the above quantity
as follows:
∑
aj‖h
wj(aj)1/uj ≤
(
mj(hj)
naj−dj
)1/uj−1
∑
aj‖h
wj(aj) = (mj(hj)ndj−aj)1/uj−1Lj(h)
where Lj(h) = ∑aj‖h wj(aj). Notice that for every relation Sj, we have∑hj∈[n]xj Lj(hj) = ∑aj∈[n]aj wj(aj).
We can now write:
E[|Kmsg(q(Ih))|] ≤ n∑k−di=1 u′i
`
∏
j=1
(
Lj(h)mj(hj)1/uj−1n(dj−aj)(1/uj−1)
)uj
=
`
∏
j=1
Lj(h)uj ·
`
∏
j=1
mj(hj)−uj ·E[|q(Ih)|] (24)
Summing over all p servers, we obtain that the expected number of answers that can be output
for q(Ih) is at most p ·E[|Kmsg(q(Ih))|]. If some h ∈ [n]x this number is not at least E[|q(Ih)|], the
algorithm will fail to compute q(I). Consequently, for every h we must have that ∏`j=1 Lj(hj)
uj ≥
(1/p) ·∏`j=1 mj(hj)uj . Summing the inequalities for every h ∈ [n]x:
1
p
· ∑
h∈[n]x
`
∏
j=1
mj(hj)uj ≤ ∑
h∈[n]x
`
∏
j=1
Lj(hj)uj
≤
`
∏
j=1
 ∑
hj∈[n]xj
Lj(hj)
uj by Friedgut’s inequality
≤
`
∏
j=1
(
4L
(aj − dj) log(n)
)uj
by Lemma 4.5
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Solving for L and using the fact that Mj = ajmj log(n), we obtain that for any edge packing u that
saturates x,
L ≥
(
min
j
aj − dj
4aj
)
·
(
∑h∈[n]x ∏j Mj(hj)uj
p
)1/∑j uj
which concludes the proof.
To see how Theorem 4.4 applies to the star query, we assume that the input servers know z-
statistics M; in other words, for every assignment h ∈ [n] of variable z, we know that its frequency
in relation Sj is mj(h). Then, for any edge packing u that saturates z, we obtain a lower bound of
L ≥ (1/8) ·
(
∑h∈[n]∏j Mj(h)uj
p
)1/∑j uj
Observe that the set of edge packings that saturate z and maximize the above quantity is {0, 1}` \
(0, . . . , 0). Hence, we obtain a lower bound
L ≥ (1/8) ·max
I⊆[`]
(
∑h∈[n]∏j∈I Mj(h)
p
)1/|I|
5 Multiple Communication Steps
In this section, we discuss the computation of queries in the MPC model in the case of multiple
steps. We will establish both upper and lower bounds on the number of rounds needed to compute
a query q.
To prove our results, we restrict both the structure of the input and the type of computation
in the MPC model. In particular, our multi-round algorithms will process only queries where the
relations are of equal size and the data has no skew. Additionally, our lower bounds are proven for
a restricted version of the MPC model, called the the tuple-based MPC model, which limits the way
communication is performed.
5.1 An Algorithm for Multiple Rounds
In Section 3, we showed that in the case where all relations have size equal to M and are matching
databases (i.e. the degree of any value is exactly one), we can compute a conjunctive query q in
one round with maximum load
L = O(M/p1/τ
∗(q))
where τ∗(q) denotes the fractional vertex covering number of q. Hence, for any ε ≥ 0, a conjunc-
tive query q with τ∗(q) ≤ 1/(1− ε) can be computed in one round in the MPC model with load
L = O(M/p1−ε); recall from Section 3.4 that we call the parameter ε the space exponent.
We define now the class of queries Γrε using induction on r. For r = 1, we define
Γ1ε = {q | τ∗(q) ≤ 1/(1− ε)}
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For r > 1, we define Γrε to be the set of all conjunctive queries q constructed as follows. Let
q1, . . . , qm ∈ Γr−1ε be m queries, and let q0 ∈ Γ1ε be a query over a different vocabulary V1, . . . , Vm,
such that |vars(qj)| = arity(Vj) for all j ∈ [m]. Then, the query q = q0[q1/V1, . . . , qm/Vm], obtained
by substituting each view Vj in q0 with its definition qj, is in Γrε. In other words, Γrε consists of
queries that have a query plan of depth r, where each operator is a query computable in one step
with maximum load O(M/p1−ε). The following proposition is now straightforward.
Proposition 5.1. Every conjunctive query q ∈ Γrε with input a matching database where each relation has
size M can be computed by an MPC algorithm in r rounds with maximum load L = O(M/p1−ε).
We next present two examples that provide some intuition on the structure of the queries in
the class Γrε.
Example 5.2. Consider the query Lk in Table 2 with k = 16; we can construct a query plan of depth r = 2
and load L = O(M/p1/2) (with space exponent ε = 1/2). The first step computes in parallel four queries,
v1 = S1, S2, S3, S4, . . . , v4 = S13, S14, S15, S16. Each query is isomorphic to L4, therefore τ∗(q1) = · · · =
τ∗(q4) = 2 and thus each can be computed in one step with load L = O(M/p1/τ
∗(q1)) = O(M/p1/2).
The second step computes the query q0 = V1, V2, V3, V4, which is also isomorphic to L4.
We can generalize the above approach for any query Lk. For any ε ≥ 0, let kε be the largest
integer such that Lkε ∈ Γε1. In other words, τ∗(Lkε) ≤ 1/(1− ε) and so we choose kε = 2b1/(1− ε)c.
Then, for any k ≥ kε, Lk can be computed using Lkε as a building block at each round: the plan
will have a depth of dlogkε(k)e and will achieve a load of L = O(M/p1−ε).
Example 5.3. Consider the query SPk =
∧k
i=1 Ri(z, xi), Si(xi, yi). Since τ
∗(SPk) = k, the one round
algorithm can achieve a load of O(M/p1/k).
However, we can construct a query plan of depth 2 for SPk with load O(M/p), by computing the joins
qi = Ri(z, xi), Si(xi, yi) in the first round and in the second round joining all qi on the common variable z.
We next present an upper bound on the number of rounds needed to compute any query if
we want to achieve a given load L = O(M/p1−ε); in other words, we ask what is the minimum
number of rounds for which we can achieve a space exponent ε.
Let rad(q) = minu maxv d(u, v) denote the radius of a query q, where d(u, v) denotes the dis-
tance between two nodes in the hypergraph of q. For example, rad(Lk) = dk/2e and rad(Ck) =
bk/2c.
Lemma 5.4. Fix ε ≥ 0, let kε = 2b1/(1− ε)c, and let q be any connected query. Define
r(q) =
{
dlogkε(rad(q))e+ 1 if q is tree-like,
blogkε(rad(q))c+ 2 otherwise.
Then, q can be computed in r(q) rounds on any matching database input with relations of size M with
maximum load L = O(M/p1−ε).
Proof. By definition of rad(q), there exists some node v ∈ vars(q), such that the maximum dis-
tance of v to any other node in the hypergraph of q is at most rad(q). If q is tree-like then we
can decompose q into a set of at most |atoms(q)|rad(q) (possibly overlapping) paths P of length
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q ε r r = f (ε)
query space exponent rounds to achieve rounds/space
for 1 round load O(M/p) tradeoff
Ck 1− 2/k dlog ke ∼ log klog(2/(1−ε))
Lk 1− 1dk/2e dlog ke ∼ log klog(2/(1−ε))
Tk 0 1 NA
SPk 1− 1/k 2 NA
Table 3: The tradeoff between space and communication rounds for several queries.
≤ rad(q), each having v as one endpoint. Since it is essentially isomorphic to L`, a path of length
` ≤ rad(q) can be computed in at most dlogkε(rad(q))e rounds using the query plan from Propo-
sition 5.1 together with repeated use of the one-round HyperCube algorithm for paths of length
kε. Moreover, all the paths in P can be computed in parallel, because |P| is a constant depending
only on q. Since every path will contain variable v, we can compute the join of all the paths in one
final round with load O(M/p).
The only difference for general connected queries is that q may also contain atoms that join
vertices at distance rad(q) from v that are not on any of the paths of length rad(q) from v: these
can be covered using paths of length rad(q) + 1 from v. To get the final formula, we apply the
equality dloga(b + 1)e = bloga(b)c+ 1, which holds for positive integers a, b.
As an application of the above lemma, Table 3 shows the number of rounds required by differ-
ent types of queries.
5.2 Lower Bounds for Multiple Rounds
To show lower bounds for the case of multiple rounds, we will need to restrict the communication
in the MPC model; to do this, we define a restriction of the MPC model that we call the tuple-based
MPC model.
5.2.1 Tuple-Based MPC
In the general MPC model, we did not have any restrictions on the messages sent between servers
at any round. In the tuple-based MPC model, we will impose some structure on how we can
communicate messages.
Let I be the input database instance, q be the query we want to compute, and A an algo-
rithm. For a server s ∈ [p], we denote by msg1j→s(A, I) the message sent during round 1 by
the input server for Sj to the server s, and by msgks→s′(A, I) the message sent to server s′ from
server s at round k ≥ 2. Let msg1s (A, I) = (msg11→s(A, I), . . . , msg1`→s(A, I)) and msgks(A, I) =
(msgk1→s(A, I), . . . , msgkp→s(A, I)) for any round k ≥ 2.
Further, we define msg≤ks (A, i) to be the vector of messages received by server s during the
first k rounds, and msg≤k(A, i) = (msg≤k1 (A, i), . . . , msg≤kp (A, i)).
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Define a join tuple to be any tuple in q′(I), where q′ is any connected subquery of q. An algo-
rithmA in the tuple-based MPC model has the following two restrictions on communication during
rounds k ≥ 2, for every server s
• the message msgks→s′(A, I) is a set of join tuples.
• for every join tuple t, the server s decides whether to include t in msgks→s′(A, I) based only
on the parameters t, s, s′, r, and the messages msg1j→s(A, I) for all j such that t contains a base
tuple in Sj.
The restricted model still allows unrestricted communication during the first round; the infor-
mation msg1s (A, I) received by server s in the first round is available throughout the computation.
However, during the following rounds, server s can only send messages consisting of join tuples,
and, moreover, the destination of these join tuples can depend only on the tuple itself and on
msg1s (A, I).
The restriction of communication to join tuples (except for the first round during which arbi-
trary, e.g. statistical, information can be sent) is natural and the tuple-based MPC model captures a
wide variety of algorithms including those based on MapReduce. (Indeed, MapReduce is closer to
an even more restricted version in which communication in the first round is also limited to send-
ing tuples.) Since the servers can perform arbitrary inferences based on the messages that they
receive, even a limitation to messages that are join tuples starting in the second round, without a
restriction on how they are routed, would still essentially have been equivalent to the fully general
MPC model. For example, any server wishing to send a sequence of bits to another server can en-
code the bits using a sequence of tuples that the two exchanged in previous rounds, or (with slight
loss in efficiency) using the understanding that the tuples themselves are not important, but some
arbitrary fixed Boolean function of those tuples is the true message being communicated. This
explains the need for the condition on routing tuples that the tuple-based MPC model imposes.
5.2.2 A Lower Bound
We present here a general lower bound for connected conjunctive queries in the tuple-based MPC
model.
We first introduce a combinatorial object associated with every query q, called the (ε, r)-plan,
which is central to the construction of the multi-round lower bound. We next define this notion,
and also discuss how we can construct such plans for various classes of queries.
Given a query q and a set M ⊆ atoms(q), recall that q/M is the query that results from con-
tracting the edges M in the hypergraph of q. Also, we define M = atoms(q) \M.
Definition 5.5. Let q be a connected conjunctive query. A set M ⊆ atoms(q) is ε-good for q if it satisfies
the following two properties:
1. Every connected subquery of q that is in Γ1ε contains at most one atom in M.
2. χ(M) = 0 (and thus χ(q/M) = χ(q) by Lemma 2.1).
For ε ∈ [0, 1) and integer r ≥ 0, an (ε, r)-planM is a sequence M1, . . . , Mr, with M0 = atoms(q) ⊃
M1 ⊃ · · ·Mr such that (a) for j = 0, . . . , r− 1, Mj+1 is ε-good for q/Mj, and (b) q/Mr /∈ Γ1ε .
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We provide some intuition about the above definition with the next two lemmas, which shows
how we can obtain such a plan for the query Lk and Ck respectively.
Lemma 5.6. The query Lk admits an (ε, dlogkε(k)e − 2)-plan for any integer k > kε = 2b1/(1− ε)c.
Proof. We will prove using induction that for every integer r ≥ 0, if k ≥ kr+1ε + 1 then Lk admits
an (ε, r)-plan. This proves the lemma, because then for a given k the smallest integer r we can
choose for the plan is r = blogkε(k − 1)c − 1 = dlogkε(k)e − 2. For the base case r = 0, we have
that k ≥ kε + 1, and observe that Lk/M0 = Lk /∈ Γ1ε .
For the induction step, let k0 ≥ kr+1ε + 1; then from the inductive hypothesis we have that for
every k ≥ krε + 1 the query Lk has an (ε, r − 1)-plan. Define M to be the set of atoms where we
include every kε-th atom Lk0 , starting with S1; in other words, M = {S1, Skε+1, S2kε+1, . . .}. Ob-
serve now that Lk0 /M = S1(x0, x1), Skε+1(x1, xkε+1), S2kε+1(xkε+1, x2kε+1), . . ., which is isomorphic
to Ldk0/kεe.
We will show first that M is ε-good for Lk0 . Indeed, χ(Lk0 /M) = χ(Ldk0/kε) = χ(Lk0) and
thus property (2) is satisfied. Additionally, recall that Γ1ε consists of queries for which τ∗(q) ≤
1/(1 − ε); thus the connected subqueries of Lk0 that are in Γ1ε are precisely queries of the form
Sj(xj−1, xj), Sj+1(xj, xj+1), . . . , Sj+k−1(xj+k−2, xj+k−1), where k ≤ kε. By choosing M to contain ev-
ery kε-atom, no such subquery in Γ1ε will contain more than one atom from M and thus property
(1) is satisfied as well.
Finally, we have that dk0/kεe ≥ dkrε + 1/kεe = krε + 1 and thus from the inductive hypothesis
the query Lk0 /M admits an (ε, r − 1)-plan. By definition, this implies a sequence M1, . . . , Mr−1;
the extended sequence M, M1, . . . , Mr−1 will now be an (ε, r)-plan for Lk0 .
Lemma 5.7. The query Ck admits an (ε, blogkε(k/(mε+ 1))c)-plan, for every integer k > mε = b2/(1−
ε)c.
Proof. The proof is similar to the proof for the query Lk, since we can observe that any set M of
atoms that are (at least) kε apart along any cycle Ck is a ε-good set for Ck and further Ck/M is
isomorphic to Cbk/kεc. The only difference is that the base case for r = 0 is that k ≥ mε + 1. Thus,
the inductive step is that for every integer r ≥ 0, if k ≥ krε(mε+ 1) then Ck admits an (ε, r)-plan.
The above examples of queries show how we can construct (ε, r)-plans. We next present the
main theorem of this section, which tells us how we can use such plans to obtain lower bounds on
the number of communication rounds needed to compute a conjunctive query.
Theorem 5.8 (Lower Bound for Multiple Rounds). Let q be a conjunctive query that admits an (ε, r)-
plan. For every randomized algorithm in the tuple-based MPC model that computes q in r + 1 rounds and
with load L ≤ cM/p1−ε for a sufficiently small constant c, there exists an instance I with relations of size
M where the algorithm fails to compute q with probability Ω(1).
The constant c in the above theorem depends on the query q and the parameter ε. To state the
precise expression the constant c, we need some additional definitions.
Definition 5.9. Let q be a conjunctive query andM be an (ε, r)-plan for q. We define τ∗(M) to be the
minimum of τ∗(q/Mr) and τ∗(q′), where q′ ranges over all connected subqueries of q/Mj−1, j ∈ [r], such
that q′ 6∈ Γ1ε .
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Proposition 5.10. Let q be a conjunctive query andM be an (ε, r)-plan for q. Then, τ∗(M) > 1/(1− ε).
Proof. For every q′ 6∈ Γ1ε , we have by definition that τ∗(q′) > 1/(1 − ε). Additionally, by the
definition of an (ε, r)-plan, we have that τ∗(q/Mr) > 1/(1− ε).
Further, for a given query q let us define the following sets:
C(q) = {q′ | q′ is a connected subquery of q}
Cε(q) = {q′ | q′ /∈ Γ1ε , q′ is a connected subquery of q}
Sε(q) = {q′ | q′ /∈ Γ1ε , q′ is a minimal connected subquery of q}.
and let
β(q,M) =
(
1
τ∗(q/Mr)
)τ∗(M)
+
r
∑
k=1
∑
q′∈Sε(q/Mk−1)
(
1
τ∗(q′)
)τ∗(M)
We can now present the precise statement.
Theorem 5.11. If q has an (ε, r)-planM then any deterministic tuple-based MPC algorithm running in
r + 1 rounds with maximum load L reports at most
β(q,M) ·
(
(r + 1)L
M
)τ∗(M)
p ·E[|q(I)|]
correct answers in expectation over a uniformly at random chosen matching database I where each relation
has size M.
The above theorem implies Theorem 5.8 by following the same proof as in Theorem 3.7. In-
deed, for L ≤ cM/p1−ε we obtain that the output tuples will be at most f · E[|q(I)|], where
f = β(q,M) · ((r + 1)c)τ∗(M). If we choose the constant c such that f < 1/9, we can apply
Lemma 3.8 to show that for any randomized algorithm we can find an instance I where it will fail
to produce the output with probability Ω(1).
In the rest of this section, we present the proof of Theorem 5.11. Let A be an algorithm that
computes q in r + 1 rounds. The intuition is as follows. Consider an ε-good set M; then any
matching database i consists of two parts, i = (iM, iM),
5 where iM are the relations for atoms in
M, and iM are all the other relations. We show that, for a fixed instance iM, the algorithm can be
used to compute q/M(iM) in r + 1 rounds; however, the first round is almost useless, because the
algorithm can discover only a tiny number of join tuples with two or more atoms Sj ∈ M (since
every subquery q′ of q that has two atoms in M is not in Γ1ε ). This shows that the algorithm can
compute most of the answers in q/M(iM) in only r rounds, and we repeat the argument until a
one-round algorithm remains.
To formalize this intuition, we need some notation. For two relations A, B we write An B,
called the semijoin, to denote the set of tuples in A for which there is a tuple in B that has equal
values on their common variables. We also write AB B, called the antijoin, to denote the set of
tuples in A for which no tuple in B has equal values on their common variables.
5We will use i to denote a fixed matching instance, as opposed to I that denotes a random instance.
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Let A be a deterministic algorithm with r + 1 rounds, k ∈ [r + 1] a round number, s a server,
and q′ a subquery of q. We define:
KA,k,smsg(q
′) = {a′ ∈ [n]vars(q′) | ∀matching database i, msg≤ks (A, i) = msg⇒ a′ ∈ q′(i)}
KA,kmsg(q
′) =
p⋃
s=1
KA,k,smsgs(q
′)
Using the above notation, KA,k,smsg≤ks (A,i)
(q′) and KA,kmsg≤k(A,i)(q
′) denote the set of join tuples from
q′ known at round k by server s, and by all servers, respectively, on input i. Further, A(i) =
KA,r+1msg≤r+1(A,i)(q) is w.l.o.g. the final answer of the algorithm A on input i. Finally, let us define
JA,q(i) =
⋃
q′∈C(q)
KA,1msg≤1(A,i)(q
′)
JA,qε (i) =
⋃
q′∈Cε(q)
KA,1msg≤1(A,i)(q
′)
JA,qε (i) is precisely the set of join tuples known after the first round, but restricted to those that
correspond to subqueries that are not computable in one round; thus, the number of tuples in
JA,qε (i) will be small.
We can now state the two lemmas we need as building blocks to prove Theorem 5.11.
Lemma 5.12. Let q be a query, and M be any ε-good set for q. If A is an algorithm with r + 1 rounds for
q, then for any matching database iM over the atoms of M, there exists an algorithm A′ with r rounds for
q/M using the same number of processors and the same total number of bits of communication received per
processor such that, for every matching database iM defined over the atoms of M:
|A(iM, iM)| ≤ |q(iM, iM)n JA,qε (iM, iM)|+ |A′(iM)|.
In other words, the algorithm returns no more answers than the (very few) tuples in JA,qε , plus
what another algorithm A′ that we define next computes for q/M using one fewer round.
Proof. We call q/M the contracted query. While the original query q takes as input the complete
database i = (iM, iM), the input to the contracted query is only iM. Observe also that for different
matching databases iM, the lemma produces different algorithms A′. We fix now a matching
database iM.
The construction of A′ is based on the following two constructions, which we call contraction
and retraction.
Contraction. We first show how to use the algorithm A to derive an algorithm Ac for q/M that
uses the same number of rounds as A.
For each connected component qc of M, we choose a representative variable zc ∈ vars(qc).
The query answer qc(iM) is a matching instance, since qc is tree-like (because χ(M) = 0). Denote
mσ = {σx | x ∈ vars(q)}, where, for every variable x ∈ vars(q), σx : [n] → [n] is the following
permutation. If x 6∈ vars(M), then σx is defined as the identity, i.e. σx(a) = a for every a ∈ [n].
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Otherwise, if qc is the unique connected component such that x ∈ vars(qc) and a ∈ qc(iM) is the
unique tuple such that ax = a, we define σx(a) = azc . In other words, we think of mσ as permuting
the domain of each variable x ∈ vars(q). Observe that mσ is known to all servers, since iM is a
fixed instance.
It holds that mσ(q(i)) = q(mσ(i)), and mσ(iM) = idM, where idM is the identity matching
database (where each relation in M is {(1, 1, . . .), (2, 2, . . .), . . .}). Therefore,6
q/M(iM) = mσ−1(Πvars(q/M)(q(mσ(iM), idM)))
Using the above equation, we can now define the algorithm Ac that computes the query
q/M(iM). First, each input server for Sj ∈ M replaces Sj with mσ(Sj). Second, we run A un-
changed, substituting all relations Sj ∈ M with the identity. Finally, we apply mσ−1 to the answers
and return the output. Hence, we have:
Ac(iM) = mσ−1(Πvars(q/M)(A(mσ(iM), idM))) (25)
Retraction. Next, we transform Ac into a new algorithm Ar, called the retraction of Ac, that takes
as input iM as follows.
• In round 1, each input server for Sj sends (in addition to the messages sent by Ac) every
tuple in aj ∈ Sj to all servers s that eventually receive aj. In other words, the input server
sends t to every s for which there exists k ∈ [r + 1] such that aj ∈ KAc,k,smsg≤ks (Ac,iM)(Sj). This
is possible because of the restrictions in the tuple-based MPC model: all destinations of aj
depend only on Sj, and hence can be computed by the input server. Note that this does not
increase the total number of bits received by any processor, though it does mean that more
communication will be performed during the first round.
• In round 2, Ar sends no tuples.
• In rounds k ≥ 3, Ar sends a join tuple t from server s to server s′ if server s knows t at round
k, and also algorithm Ac sends t from s to s′ at round k.
Observe first that the algorithmAr is correct, in the sense that the outputAr(iM) will be a sub-
set of q/M(iM). We now need to quantify how many tuplesAr misses compared to the contracted
algorithm Ac. Let QM = {q′ | q′ subquery of q/M, |q′| ≥ 2}, and define:
JA
c
+ (iM) =
⋃
q′∈QM
KA
c,1
msg1(Ac,i)(q
′).
The set JAc+ (iM) is exactly the set of non-atomic tuples known by Ac right after round 1: these
are also the tuples that the new algorithm Ar will choose not to send during round 2.
Lemma 5.13. (Ac(iM)B JAc+ (iM)) ⊆ Ar(iM)
Proof. We will prove the statement by induction on the number of rounds: for any subquery q′ of
q/M, if server s knows t ∈ (q′(iM)B JAc+ (iM)) at round k for algorithm Ac, then server s knows t
at round k for algorithm Ar as well.
6We assume vars(q/M) ⊆ vars(q); for that, when we contract a set of nodes of the hypergraph, we replace them
with one of the nodes in the set.
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For the induction base, in round 1 we have by construction that KA
c,1,s
msg1s (Ac,iM)
(Sj) ⊆ KAr ,1,smsg1s (Ar ,iM)(Sj)
for every Sj ∈ M, and thus any tuple t (join or atomic) that is known by server s for algorithm Ac
will be also known for algorithm Ar.
Consider now some round k + 1 and a tuple t ∈ (q′(iM) B JAc+ (iM)) known by server s for
algorithm Ac. If q′ is a single relation, the statement is correct since by construction all atomic
tuples are known at round 1 for algorithm Ar. Otherwise q′ ∈ QM. Let t1, . . . , tm be the subtuples
at server s from which tuple t is constructed, where tj ∈ qj(iM) for every j = 1, . . . , m. Observe
that tj ∈ (qj(iM)B JAc+ (iM)). Thus, if ti was known at round k by some server s′ for algorithm Ac,
by the induction hypothesis it would be known by server s′ for algorithm Ar as well, and thus it
would have been communicated to server s at round k + 1.
From the above lemma it follows that:
Ac(iM) ⊆ Ar(iM) ∪ (q/M(iM)n JAc+ (iM)) (26)
Additionally, by the definition of ε-goodness, if a subquery q′ of q has two atoms in M, then q′ 6∈ Γ1ε .
Hence, we also have:
JA
c
+ (iM) ⊆ mσ−1(Πvars(q/M)(JA,qε (mσ(i)))) (27)
SinceAr send no information during the second round, we can compress it to an algorithmA′
that uses only r rounds. Finally, since M is ε-good, we have χ(q/M) = χ(q) and thus |Ac(iM)| =
|A(iM, iM)|. Combining everything together:
|A(iM, iM)| = |Ac(iM)|
≤ |Ar(iM)|+ |(q/M(iM)n JAc+ (iM))|
≤ |A′(iM)|+ |(q/M(iM)nmσ−1(Πvars(q/M)(JA,qε (mσ(i))))|
≤ |A′(iM)|+ |Πvars(q/M)(q(i)n JA,qε (i))|
≤ A′(iM)|+ |q(i)n JA,qε (i)|
This concludes the proof.
Lemma 5.14. Let q be a conjunctive query and q′ a subquery of q. Let B be any algorithm that outputs
a subset of answers to q′ (i.e. for every database i, B(i) ⊆ q′(i)). Let I be a uniformly at random chosen
matching database for q, and I ′ = Iatoms(q′) its restriction over the atoms in q′.
If E[|B(I′)|] ≤ γ ·E[|q′(I′)|], then E[|q(I)n B(I′)|] ≤ γ ·E[|q(I)|].
Proof. Let y = vars(q′) and d = |y|. By symmetry, the quantity E[|σy=a(q(I))|] is independent
of a, and therefore equals E[|q(I)|]/nd. Notice that by construction σy=a(B(i′)) ⊆ {a}. We now
have:
E[|q(I)n B(I′)|] = ∑
a∈[n]d
E[|σy=a(q(I))n σy=a(B(I′))|]
= ∑
a∈[n]d
E[|σy=a(q(I))|] · P(a ∈ B(I′))
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=
(
E[|q(I)|]/nd
)
· ∑
a∈[n]d
P(a ∈ B(I′))
= E[|q(I)|] ·E[|B(I′)|]/nd
≤ E[|q(I)|] · (γ ·E[|q′(I′)|])/nd
≤ γ ·E[|q(I)|]
where the last inequality follows from the fact that E[|q′(I′)|] ≤ nd (since for every database i′, we
have |q′(i′)| ≤ nd).
of Theorem 5.11. Given an (ε, r)-plan atoms(q) = M0 ⊃ M1 ⊃ . . . ⊃ Mr, we define Mˆk = Mk −
Mk−1, for k ≥ 1. Let A be an algorithm for q that uses (r + 1) rounds.
We start by applying Lemma 5.12 for algorithm A and the ε-good set M1. Then, for every
matching database iM¯1 = iMˆ1 , there exists an algorithm A
(1)
iMˆ1
for q/Mˆ1 that runs in r rounds such
that for every matching database iM1 we have:
|A(i)| ≤ |q(i)n JA,qε (i)|+ |A(1)iMˆ1 (iM1)|
We can iteratively apply the same argument. For k = 1, . . . , r − 1, let us denote Bk = A(k)iMk the
inductively defined algorithm for query q/Mk, and consider the ε-good set Mk+1. Then, for every
matching database iMˆk+1 there exists an algorithm Bk+1 = A
(k+1)
iMk+1
for q/Mk+1 such that for every
matching database iMk+1 , we have:
|Bk(iMk)| ≤ |q/Mk(iMk)n JB
k ,q/Mk
ε (iMk)|+ |Bk+1(iMk+1)|
We can now combine all the above inequalities for k = 0, . . . , r− 1 to obtain:
|A(i)| ≤ |q(i)n JA,qε (iMr , iMˆ1 , . . . , iMˆr)|
+ |q/M1(iM1)n JB
1,q/M1
ε (iMr , iMˆ2 , . . . , iMˆr)|
+ . . .
+ |q/Mr−1(iMr−1)n JB
r−1,q/Mr−1
ε (iMr , iMˆr)|
+ |Br(iMr)| (28)
We now take the expectation of (28) over a uniformly chosen matching database I and upper
bound each of the resulting terms. Observe first that for all k = 0, . . . , r we have χ(q/Mk) = χ(q),
and hence, by Lemma 3.6, we have E[|q(I)|] = E[|(q/Mk)(IMk)|].
We start by analyzing the last term of the equation, which is the expected output of an algo-
rithm Br that uses one round to compute q/Mr. By the definition of τ∗(M), we have τ∗(q/Mr) ≥
τ∗(M). Since the number of bits received by each processor in the first round of algorithm Br is at
most r + 1 times the bound for the original algorithm A, we can apply Theorem 3.5 to obtain that:
E[Br(IMr)] ≤ p
(
(r + 1)L
τ∗(q/Mr)M
)τ∗(q/Mr)
E[|(q/Mr)(IMr)|
41
≤ p
(
(r + 1)L
τ∗(q/Mr)M
)τ∗(M)
E[|q(I)||
We next bound the remaining terms. Note that IMk−1 = (IMr , IMˆk , . . . , IMˆr) and consider the
expected number of tuples in J = JB
k−1,q/Mk−1
ε (IMk−1). The algorithm Bk−1 = A(k−1)IMk−1 itself depends
on the choice of IMk−1 ; still, we show that J has a small number of tuples. Every subquery q
′ of
q/Mk−1 that is not in Γ1ε (and hence contributes to J) has τ∗(q′) ≥ τ∗(M). For each fixing IMk−1 =
iMk−1 , the expected number of tuples produced for subquery q
′ by Bq′ , where Bq′ is the portion of
the first round ofA(k−1)iMk−1 that produces tuples for q
′, satisfiesE[|Bq′(IMk−1)|] ≤ γ(q′) ·E[|q′(IMk−1)|],
where
γ(q′) = p
(
(r + 1)L
τ∗(q′)M
)τ∗(M)
since each processor in a round of A(k−1)iMk−1 (and hence Bq′) receives at most r + 1 times the commu-
nication bound for a round of A. We now apply Lemma 5.14 to derive
E[|q(I)n Bq′(IMk−1)|] = E[|(q/Mk−1)(IMk−1)n Bq′(IMk−1)|]
≤ γ(q′) ·E[|(q/Mk−1)(IMk−1)|]
= γ(q′) ·E[|q(I)|].
Averaging over all choices of IMk−1 = iMk−1 and summing over the number of different queries
q′ ∈ S(q/Mk−1), where we recall that Sε(q/Mk−1) is the set of all minimal connected subqueries
q′ of q/Mk−1 that are not in Γ1ε , we obtain
E[|q(I)nJAk−1,q/Mk−1ε (IMk−1)|] ≤ ∑
q′∈Sε(q/Mk−1)
γ(q′) ·E[|q(I)|]
Combining the bounds obtained for the r + 1 terms in (28), we conclude that
E[|A(I)|] ≤
( 1
τ∗(q/Mr)
)τ∗(M)
+
r
∑
k=1
∑
q′∈Sε(q/Mk−1)
(
1
τ∗(q′)
)τ∗(M)
×
(
(r + 1)L
M
)τ∗(M)
p ·E[|q(I)|]
= β(q,M) ·
(
(r + 1)L
M
)τ∗(M)
p ·E[|q(I)|]
which proves Theorem 5.11.
5.3 Application of the Lower Bound
We show now how to apply Theorem 5.8 to obtain lower bounds for several query classes, and
compare the lower bounds with the upper bounds.
The first class is the queries Lk, where the following corollary is a straightforward application
of Theorem 5.8 and Lemma 5.6.
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Corollary 5.15. Any tuple-based MPC algorithm that computes Lk with load L = O(M/p1−ε) requires
at least dlogkε ke rounds of computation.
Observe that this gives a tight lower bound for Lk, since in the previous section we showed
that there exists a query plan with depth dlogkε ke and load O(M/p1−ε).
Second, we give a lower bound for tree-like queries, and for that we use a simple observation:
Proposition 5.16. Let q be a tree-like query, and q′ be any connected subquery of q. Any algorithm that
computes q′ with load L needs at least as many rounds to compute q with the same load.
Proof. Given any tuple-based MPC algorithm A for computing q in r rounds with maximum load
L, we construct a tuple-based MPC algorithm A′ that computes q′ in r rounds with at most load L.
A′ will interpret each instance over q′ as part of an instance for q by using the relations in q′ and
using the identity permutation (Sj = {(1, 1, . . .), (2, 2, . . .), . . .}) for each relation in q \ q′. Then, A′
runs exactly as A for r rounds; after the final round, A′ projects out for every tuple all the variables
not in q′. The correctness of A′ follows from the fact that q is tree-like.
Define diam(q), the diameter of a query q, to be the longest distance between any two nodes in
the hypergraph of q. In general, rad(q) ≤ diam(q) ≤ 2 rad(q). For example, rad(Lk) = bk/2c,
diam(Lk) = k and rad(Ck) = diam(Ck) = bk/2c.
Corollary 5.17. Any tuple-based MPC algorithm that computes a tree-like query q with load L = O(M/p1−ε)
needs at least dlogkε(diam(q))e rounds.
Proof. Let q′ be the subquery of q that corresponds to the diameter of q. Notice that q′ is a connected
query, and moreover, it behaves exactly like Ldiam(q). Hence, by Corollary 5.15 any algorithm needs
at least dlogkε(diam(q))e to compute q′. By applying Proposition 5.16, we have that q needs at least
that many rounds as well.
Let us compare the lower bound rlow = dlogkε(diam(q))e and the upper bound rup = dlogkε(rad(q))e+
1 from Lemma 5.4. Since diam(q) ≤ 2rad(q), we have that rlow ≤ rup. Additionally, rad(q) ≤
diam(q) implies rup ≤ rlow + 1. Thus, the gap between the lower bound and the upper bound on
the number of rounds is at most 1 for tree-like queries. When ε < 1/2, these bounds are matching,
since kε = 2 and 2rad(q)− 1 ≤ diam(q) for tree-like queries.
Third, we study one instance of a non tree-like query, namely the cycle query Ck. The lemma
is a direct application of Lemma 5.7.
Lemma 5.18. Any tuple-based MPC algorithm that computes the query Ck with load L = O(M/p1−ε)
requires at least blogkε(k/(mε + 1))c+ 2 rounds, where mε = b2/(1− ε)c.
For cycle queries we also have a gap of at most 1 between this lower bound and the upper
bound in Lemma 5.4.
Example 5.19. Let ε = 0 and consider two queries, C5 and C6. In this case, we have kε = mε = 2, and
rad(C5) = rad(C6) = 2.
For query C6, the lower bound is then blog2(6/3)c + 2 = 3 rounds, while the upper bound is
dlog2(3)e+ 1 = 3 rounds. Hence, in the case of C6 we have tight upper and lower bounds. For query C5,
the upper bound is again dlog2(3)e+ 1 = 3 rounds, but the lower bound becomes blog2(5/3)c+ 2 = 2
rounds. The exact number of rounds necessary to compute C5 is thus open.
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Finally, we show how to apply Corollary 5.15 to show that transitive closure requires many
rounds. In particular, we consider the problem CONNECTED-COMPONENTS, for which, given an
undirected graph G = (V, E) with input a set of edges, the requirement is to label the nodes of
each connected component with the same label, unique to that component.
Theorem 5.20. Let G be an input graph of size M. For any ε < 1, there is no algorithm in the tuple-based
MPC model that computes CONNECTED-COMPONENTS with p processors and load L = O(M/p1−ε) in
fewer than o(log p) rounds.
The idea of the proof is to construct input graphs for CONNECTED-COMPONENTS whose com-
ponents correspond to the output tuples for Lk for k = pδ for some small constant δ depending on
ε and use the round lower bound for solving Lk. Notice that the size of the query Lk is not fixed,
but depends on the number of processors p.
Proof. Since larger ε implies a more powerful algorithm, we assume without loss of generality that
ε = 1− 1/t for some integer constant t > 1. Let δ = 1/(2t(t + 2)). The family of input graphs
and the initial distribution of the edges to servers will look like an input to Lk, where k = bpδc.
In particular, the vertices of the input graph G will be partitioned into k + 1 sets P1, . . . , Pk+1,
each partition containing m/k vertices. The edges of G will form permutations (matchings) be-
tween adjacent partitions, Pi, Pi+1, for i = 1, . . . , k. Thus, G will contain exactly k · (m/k) = m
edges. This construction creates essentially k binary relations, each with m/k tuples and size
Mk = (m/k) log(m/k).
Since k < p, we can assume that the adversary initially places the edges of the graph so that
each server is given edges only from one relation. It is now easy to see that any tuple-based
algorithm in MPC that solves CONNECTED-COMPONENTS for an arbitrary graph G of the above
family in r rounds with load L implies an (r+ 1)-round tuple-based algorithm with the same load
that solves Lk when each relation has size M. Indeed, the new algorithm runs the algorithm for
connected components for the first r rounds, and then executes a join on the labels of each node.
Since each tuple in Lk corresponds exactly to a connected component in G, the join will recover all
the tuples of Lk.
Since the query size is not independent of the number of servers p, we have to carefully com-
pute the constants for our lower bounds. Consider an algorithm for Lk with load L ≤ cM/p1−ε,
where M = m log(m). Let r = dlogkε ke − 2. Observe also that kε = 2t since ε = 1− 1/t.
We will use the (ε, r)-planM for Lk presented in the proof of Lemma 5.6, apply Theorem 5.11,
and compute the factor β(Lk,M). First, notice that each query Lk/Mj for j = 0, . . . , r is isomorphic
to Lk/kjε . Then, the set Sε(Lk/kjε) consists of at most k/k
j
ε paths q′ of length kε + 1. By the choice of
r, Lk/Mr is isomorphic to L` where kε + 1 ≤ ` < k2ε . Further, we have that τ∗(M) = τ∗(Lkε+1) =
d(kε + 1)/2e = t + 1 since kε = 2t.
Thus, we have
β(Lk,M) =
(
1
τ∗(Lk/Mr)
)τ∗(M)
+
r
∑
j=1
∑
q′∈Sε(q/Mk−1)
(
1
τ∗(q′)
)τ∗(M)
≤ (1− ε)τ∗(M)
(
1+
r
∑
j=1
k
kj−1ε
)
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≤ (2k + 1)(1− ε)τ∗(M).
Observe now that M/Mk = 1/(1/k− log(k)/(k log(m))) ≤ 2k, assuming that m ≥ p2δ. Con-
sequently, Theorem 5.11 implies that any tuple-based MPC algorithm using at most dlogkε ke − 1
rounds reports at most the following fraction of the required output tuples for the Lk query:
β(Lk,M) · p
(
(r + 1)L
Mk
)τ∗(M)
≤ (2k + 1)(2ck(r + 1)/t)τ∗(M) · p1−τ∗(M)(1−ε)
≤ c′kt+2(log2 k)c
′′ · p1−(1+t)(1−ε)
≤ c′(δ log2 p)c
′′ · pδ(t+2)+1−(1+t)(1−ε)
= c′(δ log2 p)
c′′ · pδ(t+2)−1/t
= c′(δ log2 p)
c′′ · p−1/2t
where c, c′′ are constants. Since t > 1, the fraction of the output tuples is o(1) as a function
of the number of processors p. This implies that any algorithm that computes CONNECTED-
COMPONENTS on G requires at least dlogkεbpδce − 2 = Ω(log p) rounds.
6 Related Work
MapReduce-Related Models Several computation models have been proposed in order to un-
derstand the power of MapReduce and related massively parallel programming methods [12, 19,
20, 1]. These all identify the number of communication rounds as a main complexity parameter,
but differ in their treatment of the communication.
The first of these models was the MUD (Massive, Unordered, Distributed) model of Feldman et
al. [12]. It takes as input a sequence of elements and applies a binary merge operation repeatedly,
until obtaining a final result, similarly to a User Defined Aggregate in database systems. The paper
compares MUD with streaming algorithms: a streaming algorithm can trivially simulate MUD,
and the converse is also possible if the merge operators are computationally powerful (beyond
PTIME).
Karloff et al. [19] defineMRC, a class of multi-round algorithms based on using the MapRe-
duce primitive as the sole building block, and fixing specific parameters for balanced processing.
The number of processors p is Θ(N1−e), and each can exchange MapReduce outputs expressible
in Θ(N1−e) bits per step, resulting in Θ(N2−2e) total storage among the processors on a problem
of size N. Their focus was algorithmic, showing simulations of other parallel models byMRC, as
well as the power of two round algorithms for specific problems.
Lower bounds for the single round MapReduce model are first discussed by Afrati et al. [1],
who derive an interesting tradeoff between reducer size and replication rate. This is nicely illus-
trated by Ullman’s drug interaction example [29]. There are n (= 6, 500) drugs, each consisting of
about 1MB of data about patients who took that drug, and one has to find all drug interactions,
by applying a user defined function (UDF) to all pairs of drugs. To see the tradeoffs, it helps to
simplify the example, by assuming we are given two sets, each of size n, and we have to apply a
UDF to every pair of items, one from each set, in effect computing their Cartesian product. There
are two extreme ways to solve this. One can use n2 reducers, one for each pair of items; while each
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reducer has size 2, this approach is impractical because the entire data is replicated n times. At the
other extreme one can use a single reducer that handles the entire data; the replication rate is 1,
but the size of the reducer is 2n, which is also impractical. As a tradeoff, partition each set into g
groups of size n/g, and use one reducer for each of the g2 pairs of groups: the size of a reducer is
2n/g, while the replication rate is g. Thus, there is a tradeoff between the replication rate and the
reducer size, which was also shown to hold for several other classes of problems [1].
There are two significant limitations of this prior work: (1) As powerful and as convenient as
the MapReduce framework is, the operations it provides may not be able to take full advantage
of the resource constraints of modern systems. The lower bounds say nothing about alternative
ways of structuring the computation that send and receive the same amount data per step. (2)
Even within the MapReduce framework, the only lower bounds apply to a single communication
round, and say nothing about the limitations of multi-round MapReduce algorithms.
While it is convenient that MapReduce hides the number of servers from the programmer,
when considering the most efficient way to use resources to solve problems it is natural to expose
information about those resources to the programmer. In this paper, we take the view that the
number of servers p should be an explicit parameter of the model, which allows us to focus on the
tradeoff between the amount of communication and the number of rounds. For example, going
back to our Cartesian product problem, if the number of servers p is known, there is one optimal
way to solve the problem: partition each of the two sets into g =
√
p groups, and let each server
handle one pair of groups.
A model with p as explicit parameter was proposed by Koutris and Suciu [20], who showed
both lower and upper bounds for one round of communication. In this model only tuples are
sent and they must be routed independent of each other. For example, [20] proves that multi-joins
on the same attribute can be computed in one round, while multi-joins on different attributes,
like R(x), S(x, y), T(y) require strictly more than one round. The study was mostly focused on
understanding data skew, the model was limited, and the results do not apply to more than one
round.
The MPC model we introduce in this paper is much more general than the above models,
allowing arbitrary bits to represent communicated data, rather than just tuples, and unbounded
computing power of servers so the lower bounds we show for it apply more broadly. Moreover,
we establish lower bounds that hold even in the absence of skew.
Other Parallel Models The prior parallel model that is closest to the MPC model is Valiant’s
Bulk Synchronous Parallel (BSP) model [30]. The BSP model, operates in synchronous rounds of
supersteps consisting of possibly asynchronous steps. In addition to the number of processors,
there is a superstep size, L, there is the notion of an h-relation, a mapping in which each processor
sends and receives at most h bits, as well as an architecture-dependent bandwidth parameter g
which says that a superstep has to have at least gh steps in order for the processors to deliver an
h-relation during a superstep.
In the MPC model, the notion of load L largely parallels the notion of h-relation (though we
technically only need to bound the number of bits each processor receives to obtain our lower
bounds) but the other parameters are irrelevant because we strengthen the model to allow un-
bounded local computation and hence the only notion of time in the model is the number of
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synchronous rounds (supersteps).
The finer-grained LogP model [9] does away with the synchronization barriers and the notion
of h-relations inherent in the BSP model and has a more continuous notion of relaxed synchrony
based on a latency bound and bound on processor overhead for setting up communication, rather
than based on supersteps. While its finer grain computation and relaxed asyncrhony allowed
tighter modeling of a number of parallel architectures, it seems less well matched to system archi-
tectures for MapReduce-style computations than either the BSP or MPC models.
Communication complexity The results we show belong to the study of communication com-
plexity, for which there is a very large body of existing research [21]. Communication complexity
considers the number of bits that need to be communicated between cooperating agents in or-
der to solve computational problems when the agents have unlimited computational power. Our
model is related to the so-called number-in-hand multi-party communication complexity, in which
there are multiple agents and no shared information at the start of communication. This has al-
ready been shown to be important to understanding the processing of massive data: Analysis of
number-in-hand (NIH) communication complexity has been the main method for obtaining lower
bounds on the space required for data stream algorithms (e.g. [3]).
However, there is something very different about the results that we prove here. In almost
all prior lower bounds, there is at least one agent that has access to all communication between
agents7. (Typically, this is either via a shared blackboard to which all agents have access or a
referee who receives all communication.) In this case, no problem on N bits whose answer is M
bits long can be shown to require more than N + M bits of communication.
In our MPC model, all communication between servers is private and we restrict the com-
munication per processor per step, rather than the total communication. Indeed, the privacy of
communication is essential to our lower bounds, since we prove lower bounds that apply when
the total communication is much larger than N + M. (Our lower bounds for some problems apply
when the total communication is as large as N1+δ.)
7 Conclusion
In this paper, we introduce a simple but powerful model, the MPC model, that allows us to an-
alyze query processing in massively parallel systems. The MPC model captures two important
parameters: the number of communication rounds, and the maximum load that a server receives
during the computation. We prove the first tight upper and lower bounds for the maximum load
in the case of one communication round and input data without skew. Then, we show how to
handle skew for several classes of queries. Finally, we analyze the precise tradeoff between the
number of rounds and maximum load for the case of multiple rounds.
7Though private-messages models have been defined before, we are aware of only two lines of work where lower
bounds make use of the fact that no single agent has access to all communication: (1) Results of [14, 17] use the assump-
tion that communication is both private and (multi-pass) one-way, but unlike the bounds we prove here, their lower
bounds are smaller than the total input size; (2) Tiwari [28] defined a distributed model of communication complex-
ity in networks in which in input is given to two processors that communicate privately using other helper processors.
However, this model is equivalent to ordinary public two-party communication when the network allows direct private
communication between any two processors, as our model does.
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Our work leaves open many interesting questions. The analysis for multiple rounds works for
a limited class of inputs, since we have to assume that all relations have the same size. Further, our
lower bounds are (almost) tight only for a specific class of queries (tree-like queries), so it remains
open how we can obtain lower bounds for any conjunctive query, where relations have different
size.
The effect of data skew in parallel computation is another exciting research direction. Although
we have some understanding on how to handle skew in a single round, it is an open how skew
influences computation when we have multiple rounds, and what are the tradeoffs we can obtain
in such cases.
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A Hashing
In this section, we present a detailed analysis of the behavior of the HyperCube algorithm for input
distributions with various guarantees. Throughout this section, we assume that a hash function is
chosen randomly from a strongly universal family of hash functions. Recall that a strongly universal
set of hash function is a set H of functions with range [K] such that, for any n ≥ 1, any distinct
values a1, . . . , an and any bins B1, . . . , Bn ∈ [K], we have that P(h(a1) = B1 ∧ · · · ∧ h(an) = Bn) =
1/Kn, where the probability is over the random choices of h ∈ H.
A.1 Basic Partition
We start by examining the following scenario. Suppose that we have a set of weighted balls which
we hash-partition into K bins; what is the maximum load among all the bins? Assuming that the
sum of the weights is m, it is easy to see that the expected load for each bin is m/K. However, this
does not tell us anything about the maximum load. In particular, in the case where we have one
ball of weight m, the maximum load will always be m, which is far from the expected load.
In order to obtain meaningful bounds on the distribution of the maximum load, we thus have
to put a restriction on the maximum weight of a ball. The following theorem provides such a tail
bound on the probability distribution.
Theorem A.1 (Weighted Balls in Bins). Let S be a set where each element i has weight wi and ∑i∈S wi ≤
m. Let K > 0 be an integer. Suppose that for some β > 0, maxi∈S{wi} ≤ βm/K. We hash-partition S
into K bins. Then for any δ > 0
P(maximum weight of any bin ≥ (1+ δ)m/K) ≤ K · e−h(δ)/β (29)
where h(x) = (1+ x) ln(1+ x)− x.
A stronger version of Theorem A.1 is also true, where we replace h(δ) by K · D( 1+δK || 1K ) where
D(q′||q) = q′ ln( q′q ) + (1− q′) ln( 1−q
′
1−q ) is the relative entropy (also known as the KL-divergence) of
Bernoulli indicator variables with probabilities q′ and q. This strengthening8 is immediate from the
following theorem with t = 1+ δ and m1 = m, which implies the bound for a single bin, together
with a union bound over all K choices of bins. The statement above follows from a weaker form
of Theorem A.2 that can also be derived using using Bennett’s inequality [7].
Theorem A.2. Let K ≥ 2. Let w ∈ Rn satisfy w ≥ 0, ||w||1 ≤ m1, and ||w||∞ ≤ m∞ = βm1/K. Let
(Yi)i∈[n] be a vector of i.i.d. random indicator variables withP(Yi = 1) = 1/K andP(Yi = 0) = 1− 1/K.
Then
P(∑
i∈[n]
wiYi > tm1/K) ≤ e−K·D(t/K||1/K)/β.
Proof. The proof follows along similar lines to constructive proofs of Chernoff bounds in [18]:
Choose a random S ⊆ [n] by including each element i independently with probability qi:
P(i ∈ S) = qi =1− (1− q)
wi
βm1/K
8Note that K · D( 1+δK || 1K ) = (1+ δ) ln(1+ δ) + (K− 1− δ)) ln(1− δK−1 ) ≥ (1+ δ) ln(1+ δ)− δ.
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Let E denote the event that ∑i∈[n] wiYi ≥ tm1/K. Then
E
[∧
i∈S
Yi = 1
]
≥ E
[∧
i∈S
Yi = 1 | E
]
·P(E).
We bound both expectations. First we see that
E
[∧
i∈S
Yi = 1
]
= ∑
S⊆[n]
(1/K|S|)∏
i∈S
qi∏
i/∈S
(1− qi)
= ∑
S⊆[n]
∏
i∈S
(qi/K)∏
i/∈S
(1− qi)
= ∏
i∈[n]
(qi/K + (1− qi)) = ∏
i∈[n]
(1/K + (1− 1/K)(1− qi))
= ∏
i∈[n]
(
1/K + (1− 1/K)(1− q)
wi
βm1/K
)
≤ ∏
i∈[K/β]
(1/K + (1− 1/K)(1− q))
= (1/K + (1− 1/K)(1− q))K/β
= (1− q(1− 1/K))K/β .
(30)
The inequality follows from the fact the function f (w) = 1/K + (1− 1/K)(1− q)Kw/(βm1) is log-
convex9 and therefore ∏i f (wi) is maximized on a vertex of the polytope given by 0 ≤ wi ≤
βm1/K and ∑i wi ≤ m1.
Second, for any outcome of Y1, . . . , Yn that satisfies E , the probability that S misses all indices i
such that Yi = 0 is
∏
i:Yi=0
(1− q)
wi
βm1/K = (1− q)
∑i:Yi=0
wi
βm1/K ≥ (1− q)
m1−tm1/K
βm1/K
since E implies that ∑i:Yi=0 wi ≤ m1 −∑i:Yi=1 wi ≤ m1 − tm1/K. Hence
E
[∧
i∈S
Yi = 1 | E
]
≥ (1− q)(K−t)/β. (31)
Combining Eq(30) and (31), we obtain:
P(E) ≤
(
1− q(1− 1/K)
(1− q)1−t/K
)K/β
As noted in [18], by looking at its first derivative one can show that the function fδ,γ(q) =
1−q(1−δ)
(1−q)1−γ
takes its minimum at q = q∗ = γ−δ
γ(1−δ) where it has value e
−D(γ||δ). Plugging in δ = 1/K and
γ = t/K, we obtain:
P(E) ≤ e−K·D(t/K||1/K)/β
9Write g(w) = log f (w). Then g(w) = log(a + be−cw) for some a, b, c > 0; hence g′(w) = −bce−cw/(a + be−cw) =
−bc/(aecw + b) is increasing and so g is convex.
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as required.
We also will find the following extension of Theorem A.2 to be useful.
Theorem A.3. Let K ≥ 2. Let (w(j))j be a sequence of vectors in Rn satisfying w(j) ≥ 0, ||w(j)||1 ≤ m1,
and ||w(j)||∞ ≤ m∞ = βm1/K. Suppose further that ||∑j w(j)||1 ≤ km1. Let (Yi)i∈[n] be a vector of
i.i.d. random indicator variables with P(Yi = 1) = 1/K and P(Yi = 0) = 1− 1/K. Then
P(∃j ∑
i∈[n]
w(j)i Yi > (1+ δ)
m1
K
) ≤ 2k · e−h(δ)/β
where h(x) = (1+ x) ln(1+ x)− x.
The proof of this theorem follows easily from the following lemma.
Lemma A.4. Let (w(j))j be a sequence of vectors in Rn satisfying w(j) ≥ 0, ||w(j)||1 ≤ m1, and
||w(j)||∞ ≤ m∞. Suppose further that ||∑j w(j)||1 ≤ km1. Then there is a sequence of at most 2k vec-
tors u(1), . . . , u(2k) ∈ Rn such that each u(`) ≥ 0, ||u(`)||1 ≤ m1, and ||u(`)||∞ ≤ m∞, and for every j,
there is some ` ∈ [2k] such that w(j) ≤ u(`), where the inequality holds only if it holds for every coordinate.
Proof. The construction goes via the first-fit decreasing algorithm for bin-packing. Sort the vectors
w(j) in decreasing order of ||w(j)||1. Then greedily group them in bins of capacity m1. That is, we
begin with w(1) and continue to add vectors until we find the largest j1 such that ∑
j1
j=1 ||w(j)||1 ≤
m1. Define u(1) by u
(1)
i = max1≤j≤j1 w
(j)
i for each i ∈ [n]. Now ||u(1)|| ≤ m1 and ||u(1)||∞ ≤
maxj ||w(j)||∞ ≤ m∞. Moreover, for each j ∈ [1, j1], w(j) ≤ u(1) by definition. Then repeat
beginning with w(j1+1) until the largest j2 such that ∑
j2
j=j1+1
||w(j)||1 ≤ m1, and define u(2) by
u(2)i = maxj1+1≤j≤j2 w
(j)
i for each i ∈ [n] as before, and so on. Since the contribution of each sub-
sequent ||w(j)||1 is at most that of its predecessor, if it cannot be included in a bin, then that bin
is more than half full so we have ||u(`)||1 > m1/2 for all `. Since ∑` ||u(`)||1 ≤ ∑j ||w(j)||1 ≤ km1,
there must be at most 2k such u(`).
of Theorem A.3. We apply Lemma A.4 to the vectors w(j) to construct u(1), . . . u(2k). We then apply
a union bound to the application of Theorem A.2 to each of u(`). The total probability that there
exists some ` ∈ [2k] such that ∑i∈[n] u(`)i Yi > (1 + δ)βm1/K is at most 2k · e−h(δ)/β. Now for each
j, there is some ` such that w(j) ≤ u(`) and hence ∑i∈[n] w(j)i Yi ≤ ∑i∈[n] u(`)i Yi. Therefore if there
exists a j such that ∑i∈[n] w
(j)
i Yi > (1 + δ)m1/K then there exists an ` such that ∑i∈[n] u
(`)
i Yi >
(1+ δ)m1/K.
A.2 HyperCube Partition
Before we analyze the load of the HC algorithm, we present some useful notation. Even though
the analysis in the main paper assumes that relations are sets, here we will give a more general
analysis for bags.
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Let a U-tuple J be a function J : U → [n]|U|, where [n] is the domain and U ⊆ [r] a set of
attributes. If J is a V-tuple and U ⊆ V then piU(J) is the projection of J on U. Let S be a bag of
[r]-tuples. Define:
m(S) =|S| the size of the bag S, counting duplicates
ΠU(S) ={piU(J) | J ∈ S} duplicates are kept, thus |ΠU(S)| = |S|
σJ(S) ={K ∈ S | piU(K) = J} bag of tuples that contain J
dJ(S) =|σJ(S)| the degree of the tuple J
Given shares p1, . . . , pr, such that ∏u pu = p, let pU = ∏u∈U pu for any attribute set U. Let
h1, . . . , hr be independently chosen hash functions, with ranges [p1], . . . , [pr], respectively. The
hypercube hash-partition of S sends each element (i1, . . . , ir) to the bin (h1(i1), . . . , hr(ir)).
A.2.1 HyperCube Partition without Promise
We prove the following:
Theorem A.5. Let S be a bag of tuples of [n]r such that each tuple in S occurs at most βrm/p times, for
some constant β > 0. Then for any δ > 0:
P
(
maximum size any bin > (1+ δ)
m(S)
minu pu
)
≤ r · p · e−h(δ)/β
where the bin refers to the HyperCube partition of S using shares p1, . . . , pr.
Notice that there is no promise on how large the degrees can be. The only promise is on the
number of repetitions in the bag S, which is automatically satisfied when S is a set, since it is at
most one.
Proof. We prove the theorem by induction on r. If r = 1 then it follows immediately from Theo-
rem A.1 by letting the weight of a ball i be the number of elements in S containing it. Assume now
that r > 1. We partition the domain [n] into two sets:
Dsmall = {i | dr 7→i(S) ≤ βm/pr} and Dlarge = {i | dr 7→i(S) > βm/pr}
Here r 7→ i denotes the tuple (i); in other words σr 7→i(S) returns the tuples in S whose last (r-th)
attribute has value i. We then partition the bag S into two sets Ssmall , Slarge, where Ssmall consists
of tuples t where pir(t) ∈ Dsmall , and Slarge consists of those where pir(t) ∈ Dlarge. The intuition is
that we can apply Theorem A.1 directly to show that Ssmall is distributed well by the hash function
hr. On the other hand, there cannot be many i ∈ Dlarge, in particular |Dlarge| ≤ pr/β, and hence
the projection of any tuple in Slarge onto [r− 1] has at most Dlarge extensions in Slarge. Thus, we can
obtain a good inductive distribution of Slarge onto [r− 1] using h1, . . . , hr−1.
Formally, for U ⊂ [r] and T ⊆ S, let MU(T) denote the maximum number of tuples of T
that have any particular fixed value under hU = ×j∈Uhj. With this notation, M[r](S) denotes the
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the maximum number of tuples from S in any bin. Hence, our goal is to show that P(M[r](S) >
(1+ δ)m(S)/ minu∈[r] pu) < r · p · e−h(δ)/β. Now, by Theorem A.1,
P(M{r}(Ssmall) > (1+ δ)m(Ssmall)/pr) ≤ p · e−h(δ)/β
and consequently
P(M[r](Ssmall) > (1+ δ)m(Ssmall)/ min
u∈[r]
pu) ≤ p · e−h(δ)/β.
Let S′ = Π[r−1](Slarge). Since projections keep duplicates, we have m(S′) = m(Slarge) and M[r−1](S′) =
M[r−1](Slarge). By the assumption in the theorem statement, each tuple in S, and hence in Slarge,
occurs at most βrm/p times. Then, since |Dlarge| ≤ pr/β, each tuple in S′ occurs at most βr−1m/p′)
times where p′ = ∏u∈[r−1] pu. Therefore we can apply the inductive hypothesis to S′ to yield
P(M[r−1](S′) > (1+ δ)m(S′)/ min
u∈[r−1]
pu) ≤ (r− 1) · p · e−h(δ)/β
and hence
P(M[r](Slarge) > (1+ δ)m(Slarge)/ min
u∈[r]
pu) ≤ (r− 1) · p · e−h(δ)/β.
Since m(S) = m(Ssmall) + m(Slarge) and M[r](S) = M[r](Ssmall) + M[r](Slarge),
P(M[r](S) > (1+ δ)m(S)/ min
u∈[r]
pu)) ≤ p · e−h(δ)/β + (r− 1) · e−h(δ)/β = r · p · e−h(δ)/β
as required.
A.2.2 HyperCube Partition with Promise
The following theorem extends Theorem A.5 to the case when we have a promise on the degrees
in the bag (or set) S.
Theorem A.6. Let S be a bag of tuples of [n]r, and suppose that for every U-tuple J we have dJ(S) ≤ β
|U|·m
pU
where β > 0. Consider a hypercube hash-partition of S into p bins. Then, for any δ ≥ 0:
P
(
maximum size of any bin > (1+ δ)r
m(S)
p
)
≤ f (p, r, β) · e−h(δ)/β
where the bin refers to the HyperCube partition of S using shares p1, . . . , pr and
f (p, r, β) = 2p
r
∑
j=1
∏
u∈[j−1]
(1/β+ 1/pu) ≤ 2p (1/β+ ε)
r − 1
1/β+ ε− 1 , (32)
where ε = 1/ minu∈[r−1] pu.
We will think of r as a constant, pu as being relatively large, and β as log−O(1) p.
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Proof. We prove the theorem by induction on r. The base case r = 1 follows immediately from The-
orem A.1 since an empty product evaluates to 1 and hence f (p, 1, β) = 2p.
Suppose that r > 1. There is one bin for each r-tuple in [p1] × · · · × [pr]. We analyze cases
based on the value b ∈ [pr]. Define
Sr→b(hr) =
⋃
i∈[n]:hr(i)=b
σr 7→i(S) and S′(b, hr) = Π[r−1](Sr→b)
Here r 7→ i denotes the tuple (i). Sr→b(hr) is a random variable depending on the choice of the
hash function hr that represents the bag of tuples sent to bins whose first projection is b. S′(b, hr)
is essentially the same bag where we drop the last coordinate, which, strictly speaking, we need
to do to apply induction. Then m(S′(b, hr)) = m(Sr→b(hr)).
Since the promise with U = {r} implies that dr(S) ≤ β ·m/pr, by Theorem A.1,
P(m(S′(b, hr) > (1+ |delta)m(S)/pr ≤ e−h(δ)/β.
We handle the bins corresponding to each value of b separately via induction. However, in order
to do this we need to argue that the recursive version of the promise on coordinates holds for
every U ⊆ [r− 1] with S′(b, hr) and m′ = (1+ δ)m(S)/pr instead of S and m. More precisely, we
need to argue that, with high probability, for every U ⊆ [r− 1] and every U-tuple J,
dJ(S′(b, hr)) ≤ β
|U| ·m′
pU
= (1+ δ)
β|U| ·m
pU pr
(33)
Fix such a subset U ⊆ [r− 1]. The case for U = ∅ is precisely the bound for the size m(S′(b, hr))
of S′(b, hr). Since the promise of the theorem statement with U = {r} implies that d{r}(S) ≤
βm/pr, by Theorem A.1 we have that P(m(S′(b)) > m′) ≤ e−h(δ)/β.
Assume next that U 6= ∅. Observe that dJ(S′(b, hr)) is precisely the number of tuples of S
consistent with (J, i) such that hr(i) = b. Using Theorem A.3, we upper bound the probability that
there is some U-tuple J such that (33) fails. Let k(U) = pU/β|U|. For each fixed (J, i), the promise
for coordinates U ∪ {r} implies that there are at most β|U|+1·mpU pr =
βm
prk(U)
tuples in S consistent with
(J, i). Further, the promise for coordinates U implies that there are at most β
|U|m
pU
= mk(U) tuples
in S consistent with J. For each such J define vector w(J) by letting w(J)i be the number of tuples
consistent with (J, i). Thus ||w(J)||∞ ≤ βmprk(U) for all J and ||w(J)||1 ≤ mk(U) for all J. Finally note that
since there are m = m(S) tuples in S, ∑J ||w(J)||1 ≤ m. We therefore we can apply Theorem A.3
with k = k(U), m1 = m/k(U) and m∞ = βm1/pr to say that the probability that there is some
U-tuple J such that dJ(S′(b)) > (1+ δ)m1/p1 = (1+ δ)m/(prk(U)) is at most 2k(U) · e−h(δ)/β.
For a fixed b, we now use a union bound over the possible sets U ⊆ [r − 1] to obtain a total
probability that (33) fails for some set U and some U-tuple J of at most
2 ∑
U⊆[r−1]
β−|U|pU · e−h(δ)/β = 2 ∏
u∈[r−1]
(1+ pu/β) · e−h(δ)/β
= 2(p/pr) ∏
u∈[r−1]
(1/β+ 1/pu) · e−h(δ)/β
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If m(S′(b)) ≤ m′ and (33) holds for all U ⊆ [r − 1] and U-tuples J, then we apply the induction
hypothesis (32) to derive that the probability that some bin that has b in its last coordinate has
more than (1+ δ)r−1m′/(p/pr) = (1+ δ)rm/p tuples is at most f (p/pr, r− 1, β) · e−h(δ)/β.
Since there are pr choices for b, we obtain a total failure probability at most f (p, r, β) · e−h(δ)/β
where
f (p, r, β) ≤ pr
(
2p[r−1] ∏
u∈[r−1]
(1/β+ 1/pu) + f (p/pr, r− 1, β)
)
= 2p ∏
u∈[r−1]
(1/β+ 1/pu) + pr f (p/pr, r− 1, β)
= 2p ∏
u∈[r−1]
(1/β+ 1/pu) + pr(2p/pr)
r−1
∑
j=1
∏
u∈[j−1]
(1/β+ 1/pu)
= 2p
r
∑
j=1
∏
u∈[j−1]
(1/β+ 1/pu)
= f (p, r, β)
The final bound uses geometric series sum upper bound.
B Probability Bounds
In this section, we show how to obtain lower bounds on the probability of failure using bounds on
the expected output. We start by proving a lemma regarding the distribution of the query output
for random matching databases.
Lemma B.1. Let I be a random matching database for a connected conjunctive query q, and let µ =
E[|q(I)|]. Then, for any α ∈ [0, 1) we have:
P(|q(I)| > αµ) ≥ (1− α)2 µ
µ+ 1
Proof. To prove the bound, we will use the Paley-Zygmund inequality for the random variable
|q(I)|:
P(|q(I)| > αµ) ≥ (1− α)2 µ
2
E[|q(I)|2]
To bound E[|q(I)|2], we construct a query q′ that consists of q plus a copy of q with new vari-
ables. For example, if q = R(x, y), S(y, z), we define q′ = R(x, y), S(y, z), R(x′, y′), S(y′, z′). We
now have:
E[|q(I)|2] = E[|q′(I)|] = ∑
a,a′∈[n]k
`
∏
j=1
P(aj ∈ Sj ∧ a′j ∈ Sj)
= ∑
a 6=a′∈[n]k
`
∏
j=1
P(aj ∈ Sj ∧ a′j ∈ Sj) + ∑
a∈[n]k
`
∏
j=1
P(aj ∈ Sj)
57
= ∑
a 6=a′∈[n]k
`
∏
j=1
P(aj ∈ Sj)P(a′j ∈ Sj | aj ∈ Sj) + µ
Now, observe that when a, a′ differ in all positions, since the database is a matching, the event
a′j ∈ Sj is independent of the event aj ∈ Sj for every relation Sj; in this case, P(a′j ∈ Sj | aj ∈ Sj) =
P(a′j ∈ Sj) for every Sj. On the other hand, if a, a′ agree in at least one position, then since q is
connected it will be that P(a′j ∈ Sj | aj ∈ Sj) = 0 for some relation Sj. Thus, we can write:
E[|q(I)|2] ≤ ∑
a 6=a′∈[n]k
`
∏
j=1
P(aj ∈ Sj)P(a′j ∈ Sj) + µ
= (n2k − nk)∏
j
(mj/naj)2 + µ
=
(
1− n−k
)
µ2 + µ
≤ µ2 + µ
For a deterministic algorithm A that computes the answers to a query q over a randomized
instance I, let f ail denote the event that |q(I) \ A(I)| > 0, i.e. the event that the algorithm A fails
to return all the output tuples. The next lemma shows how we can use a bound on the expectation
to obtain a bound on the probability of failure.
Lemma B.2. Let I be a random matching database for a connected query q. Let A be a deterministic
algorithm such that E[|A(I)|] ≤ fE[|q(I)|], where f ≤ 1. Let µ = E[|q(I)|] and let Cα denote the event
that |q(I)| > αµ. Then,
P( f ail | C1/3) ≥ 1− 9 f
Proof. We start by writing
P( f ail | Cα) = P(|q(I) \ A(I)| > 0 | Cα)
≥ P(|A(I)| ≤ αµ | Cα)
= 1− P(|A(I)| > αµ | Cα)
Additionally, we have:
E[|A(I)] = E[|A(I)| | Cα] · P(Cα) +E[|A(I)| | ¬Cα] · P(¬Cα)
≥ E[|A(I)| | Cα] · P(Cα)
= P(Cα)
∞
∑
t=bαµc+1
t · P(|A(I)| = t | Cα)
≥ P(Cα)(bαµc+ 1)P(|A(I)| > α | Cα)
Combining the above two inequalities, we can now write
P( f ail | Cα) ≥ 1− E[|A(I)|]
(bαµc+ 1)P(Cα) ≥ 1−
fµ
(bαµc+ 1)P(Cα)
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We can now apply Lemma B.1 to obtain P(Cα) = P(|q(I)| > αµ) ≥ (1− α)2µ/(µ+ 1). Thus,
P( f ail | Cα) ≥ 1− fµbαµc+ 1 ·
µ+ 1
µ(1− α)2 = 1−
f (µ+ 1)
(bαµc+ 1)(1− α)2
We can now choose α = 1/3 to obtain that
P( f ail | C1/3) ≥ 1− (9/4) f µ+ 1bµ/3c+ 1
The final step is to show that the quantity µ+1bµ/3c+1 is upper bounded by 4 for any (positive) value
of µ. We distinguish here two cases:
• If µ < 3, then bµ/3c = 0. Thus, µ+1bµ/3c+1 = µ+ 1 < 4.
• If µ ≥ 3, we use the fact µ/3 ≤ bµ/3c + 1 to obtain that µ+1bµ/3c+1 ≤ (µ + 1)/(µ/3) =
3(1+ 1/µ) ≤ 3(1+ 1/3) = 4.
This concludes the proof of the lemma.
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