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ABSTRACT 
We call a commutative ring R a CA-a(n) ring if, for each ndimensional 
reachable system (F, G) over R, the system augmented by rank a(n) projective 
modules, with F augmented by a zero map and G augmented by an identity map, is 
coefficient assignable. We show that, if R is a Dedekind domain, then R is a 
CA-( n - 1) ring. In particular, a principal ideal domain is a CA-( n - 1) ring. We also 
show that, if R is a ring with the GCS-property and the 2generator property, then R 
is a CA-(2n - 2) ring. 
0. INTRODUCTION 
Let R be an arbitrary commutative ring with (F, G) an n-dimensional 
reachable system over R. Thus, F is an n X n matrix, G is an n X m matrix, 
and the R-module generated by the columns of the matrix [G, FG, . . . , F n-lG] 
is IS(“). It is known [l, Theorem 3.241 that the augmented system 
where I,z denotes the n2 X n2 identity matrix, is coefficient assignable. (This 
beautiful theorem is due to E. Emre and P. Khargonekar [8]. A time-varying 
analogue is due to E. Kamen and P. Khargonekar and appears in [lo]. The 
authors first became aware of the theorem via a private communication with 
Professor Kamen in the fall of 1984.) One way of phrasing this might be: If R 
is a commutative ring, then R is a CA-n2 ring. As mentioned in [15], it would 
be desirable to prove that, under additional hypotheses on R, R was a 
CA-(w( n) ring with the function a(n), say, O(n). It is the purpose of this 
paper to prove this is indeed possible in some cases. For example, we prove 
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that if D is a Dedekind domain, then D is a CA-(n - 1) ring. In particular, 
any principal ideal domain is a CA-(n - 1) ring, and we shall in fact give a 
more concrete proof in that special case in Section 1. 
Section 2 contains the theorem that a Dedekind domain is a CA-(n - 1) 
ring. Indeed, the section is in the spirit of the authors’ earlier paper [4], and 
we prove that if R is a ring with the GCS property as well as the 2generator 
property, then R is a CA-(2n - 2) ring. For Priifer domains we can sharpen 
this to CA-( n - 1) by adding the Noetherian hypothesis. 
In Section 3 we prove a theorem that holds over any commutative ring. 
This result summarizes and extends ever so slightly the known results on 
dynamic feedback over arbitrary commutative rings. 
The system theoretic ideas that motivate this problem are, roughly 
speaking, the following. Suppose we are given a system (F, G) over a ring R. 
(Such systems may arise in the study of parametrized families of systems or in 
the treatment of delay-differential systems.) Suppose further that we can find 
a nonnegative integer k so that the new system 
is coefficient assignable. Then we can find a matrix I? so that x + BI? has 
desired dynamic behavior. De_co_mposing K into block form, the “closed loop 
system” with dynamics A + BK corresponds to the system 
X; = (A + BK,)X, + B&X,, 
xg = K,X, + z&X,. 
Thus, there is a new system with state variables X,, whose inputs are the 
states X, of the original system, and which feeds a control K,X, to the 
original system such that the closed loop behavior is as desired. From an 
“applied” standpoint, such a controller is often as acceptable as a static 
feedback KX. 
1. THE FREE CASE 
If 2 is the ring of integers, then 
is a reachable system over Z. It is shown in [6, p. 1251 that there does not 
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exist a matrix K over 2 such that the characteristic polynomial of A + BK is 
X2 - X - 1. It is also shown that the system 
is reachable over Iw [ Y 1, but that there does not exist a matrix K over R [Y ] 
such that the characteristic polynomial of A + BK is X2 - 2YX + 1. Thus, 
neither of these systems is “coefficient assignable” in the sense we are about 
to define. 
Let R be a commutative ring. By an n-dimensional (free) system over R 
we mean a pair (F,G) of matrices over R where F is n X n and G is n X m. 
The system is reachable if and only if the R-module generated by the 
columns of the matrix [G, FG,. . . , Fn-‘] is R”. The system (F, G) is 
coefficient assignable if and only if given r,, . . . , r,, _ 1 E R, there exists a 
matrix K such that the characteristic polynomial of the matrix F + GK is 
r,+r,X+ ..* +r,_i X”- ’ + X”. We say that the ring R has the CA pmp- 
erty if each reachable system over R is coefficient assignable. In this 
terminology, we have just noted that neither 2 nor R [ Y ] has the CA 
property. 
As remarked in the introduction, we shall show that any PID has the 
CA-( n - 1) property. To say that a ring R has the CA-a(n) property means 
that if (F, G) is an n-dimensional reachable system over R, then the 
augmented system 
is coefficient assignable. (This type of augmentation and feedback is often 
called “dynamic feedback” or “stable feedback.” Note that the augmented 
system is also reachable.) 
The most common method of proving coefficient assignability of a system 
(A, B) is the following. One shows that there exists a vector v and a matrix L 
such that the system (A + BL, Bv) is reachable-that is, Bv is a cyclic 
vector for A + BL. Thus, one “feeds back to a cyclic vector for A in the 
image of B.” One then shows that a system (A’, b), with b a cyclic vector for 
A’, is coefficient assignable. (See [l, Section 3.11, for a treatment of this 
topic.) Our first result shows that if we can feed back to a cyclic vector not 
necessarily in the image of B, then we can dynamically assign coefficients as 
described above. 
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PROPOSITION 1. Let R be a commutative ring and (F, G) a reachable 
system over R, with F n X n and G n X m. 
(a) Zf F has a cyclic vector v (not necessarily in the column space of G), 
then (F,G) dynamically feeds back to a cyclic vector by adding a rank- 
(n - I)-free summand. Moreover, the feedback matrix K has the form 
0 mXn b, b, -.. b,_, 
0 1 0 
. . 
0 (n-l)Xrl 
K= . . 
* 1 
0 0 
where bi E R”. 
(b) Conversely, if (F, G) dynamically feeds back to a cyclic vector by 
adding a rank-(n - l)-flee summand with a K as above, then F has a cyclic 
vector. 
Proof. (a): Since (F, G) is reachable, v belongs to the column module of 
[G, FG,..., F “-IG]. Consequently, we can find b,, . . . , b,_ 1 E R”’ such that 
v = Gb, + FGb, + . . . + F”-‘Gb,_,. Now, let 
[&I and +-j-2 
with K as above. Set 
F Gb, Gb, .*. Gb,-, 
0 1 0 
. . 
I;‘=F+CK= 
0 *:. 
* 1 
0 0 L 
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Note that g^ is in the column space of G”. We now compute that 
whose determinant is k det[ 0, Fv, . . . , F “-‘v], which is assumed to be a unit, 
since v is a cyclic vector for F. Thus, g^ is a cyclic vector for 8 in the image 
of 6. 
The proof of (b) follows easily by reversing the argument. n 
Each of the notions that we are considering here-reachability, coeffi- 
cient assignability, etc.-is invariant under action of the feedback group: If 
(F, G) is a system over a ring R, the operations (F, G) + (PFP-‘, PG), 
(F, G) + (F, GP-‘), and (F, G) + (F + GK, G), for P invertible, determine 
the feedback group. Moreover, two systems (F, G) and (F’, G’) are said to be 
systems equivalent if and only if we can pass from one to the other by a 
finite sequence of these operations. 
We can now reformulate and interpret Proposition 1. Suppose that (F, G) 
is an n-dimensional system and that (F, G) is systems equivalent to (F’, G’). 
If F’ has a cyclic vector in the column space of G’, then the original system 
(F, G) is statically-that is, as is-coefficient assignable. If F’ has a cyclic 
vector not in the image of G’, then the original system (F, G) is dynamically 
coefficient assignable by making an augmentation of size n - 1. 
A curious application of Proposition 1 is the following. As is shown in 
[6, Example 3.91, the system 
y+x y+x-1+x2+2/ [F= [: -#= [y-’ y-x+l-xLyJ] 
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over R [ X, Y ] is reachable but not coefficient assignable. In fact, it is not even 
pole assignable. However, since 
1 I 1 0 
is a cyclic vector for F, the system 
ii 0 1 -1 0 1
0 
I[ 
y+x y+x-1+x2+y2 0 
0 ’ y-x y-r+1-9-ya 0 
0 0 0 1 II 
is coefficient assignable. 
Another interesting consequence of Proposition 1 is the following. Any 
reachable three-dimensional system having the form 
where F has a cyclic vector will be coefficient assignable. This shows that the 
following system over R[ X, Y], mentioned in [ 121, is coefficient assignable: 
In [ 141, Sharma had wondered whether or not the system was pole assignable, 
a weak form of coefficient assignability. It is. 
We would like to study reachable systems over I#[ X, Y] to determine 
whether or not F’s having a cyclic vector is an isolated occurrence. Unfor- 
tunately, the problem of telling whether or not a system over R[ X, Y ] is even 
reachable is a most difficult one. 
To apply Proposition 1 to prove that a certain ring R has the CA-(n - 1) 
property, we need to show that each reachable system (F, G) over R is 
systems equivalent to a system (F’, G’) where F’ has a cyclic vector. We can 
do this for PI&. In fact, we can do it for a larger class of rings, the so-called 
GCU rings. A ring R is called a GCU ring if and only if whenever (F, G) is a 
reachable system over R, there exists a unimodular vector in the column 
module of G. Examples include PIDs, semiquasilocal rings, and elementary 
divisor rings. 
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Before giving the result, we require a calculational formulation of the 
action of the feedback group on a system (F, G) of matrices. We view the 
actions as row and column operations on (F, G) of the sort considered in 
[ 111. Recall that a change of basis in the input space produces the transforma- 
tion (F, G) + (F, GP-‘), and a change of basis in the state space produces 
the transformation (F, G) -+ (PFP-‘, PG), where P is an invertible matrix. 
Viewing P factored as a product of elementary matrices with a diagonal 
matrix, we are interested in the effect on F and G of change of basis by an 
elementary matrix P. For a change of basis in the input space, this means 
adding a multiple of one column of G to another column of G. For a change 
of basis in the state space, this means adding a multiple of some row i of F to 
another row j of F, adding the same multiple of row i of G to row j of G, 
and subtracting the same multiple of column j of F from column i of F. 
Recall that the feedback operation produces the transformation (F, G) -+ 
(F + GK, G). Viewing the feedback by one entry of K at a time, this means 
adding a multiple of a column of G to a column of F. 
PROPOSITION 2. Let R be a GCU ring with (F, G) a reachable system 
over R. Then (F, G) is systems equivalent to a system of the fm 
/’ 
\- 
* 1 0 
* 01 
. . 
. . 
. . 
* . 1 
1 0 0 
0 . . . . . 0 
0 
0 
0 
1 
j 
*  L---L G, : * 0 0 **. 0 1 
\ 
 / 
Proof. We argue by induction on n, the dimension of F. By [3, Lemma 
21, (F, G) is systems equivalent to a system 
where the system (F,,[G,(G,]) is reachable. If n = 1, then this system 
already has the right form, so suppose that n > 1. By the induction assump- 
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tion, this system is systems equivalent to a system 
* 1 0 
* 0 1 
. . 
. . 
. . 
* . 1 
0 0 0 
0 . . . . 0 
* 
. ’ 
* 
S 
T 
I 
0 * L---L1 Tl *-. rm-l 0 ’ 0 . . . 0 1 
I 
where, by reachability of the system, (s, rl, . . . , r,,_ 1) = R. (Note that we can 
perform column operations to preserve the bottom rows of F and G.) 
Since(s,r,,..., r, _ r) = R, using column (and the inverse row) operations, 
we get that this system is equivalent to a system 
* 1 0 
* 0 1 
. . 
. . 
* 0 . 1 
1 . . . . . 0 
* 
* 
S 
- 
0 . . . . . ()I() 
0 * L----Ll Tl .*- r,_, 0 0 . . . 0 1 
(where again we can use column operations to preserve the bottom row). We 
can now add (1 - s) times column 1 to column n of F (and the inverse row 
operation) to get 
/ * 1 
* 0 
* 
1 0 
,o . 
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We can now add multiples of columns 2 through n - 1 of F to column n of F 
(and the inverse row operations) to obtain the desired result. n 
We can now prove the main theorem of this section. 
THEOREM 1. Let R be a GCU ring. Then R is a CA-(n - 1) ring. In 
particular, any principal ideal domain is a CA-(n - 1) ring. 
Proof. By Proposition 2, any reachable n-dimensional system (F, G) 
over R is systems equivalent to a system (F’, G’) where F’ has the form 
Such an F’ has 
0 
I! 6 1 
as a cyclic vector, so by Proposition 1, the augmented system 
feeds back to, a_cyclic vector in the usual sense. Thus, by [l, Theorem 3.31, 
the system (F, G) is coefficient assignable. H 
We now sketch an alternate proof of Theorem 1. In the next section we 
shall prove that any Dedekind domain is a CA-(n - 1) ring. In essence, the 
proof will be a generalization to “projective” systems of the proof we are 
about to give, and the reader having an aversion to projective systems can get 
the basic idea merely by reading this proof. 
Argue by induction on the dimension of the reachable system (F, G). As 
before, if n = 1, (F, G) feeds back to a cyclic vector already. Assuming the 
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result for systems of dimension less than or equal to n, let (F, G) be 
reachable of dimension n + 1. By [3, Lemma 21, (F, G) is systems equivalent 
to a system of the form 
where the system (F,, [G,)G,]) is al so reachable. By induction, the system 
feeds back to a cyclic vector, so by [2, Lemma 71, we can assume (F’, G’) has 
the form 
il 0 0 1 0 1 .** **. 0 
II . . . . . . * * * I1 0  0  0  ... * 0 1
Thus, if we extend the original system by adding on n rows and columns, we 
get the reachable system (F, G) which is systems equivalent to a system of 
the form 
/ 0 
0 
6 
0 
0 
\_O 
1 
0 
0 
0 
0 
0 
0 . 0 * 0 
1 . . . 0 * 0 
. . . . . . --l---l (j . . . ; i 0, 0 . . . 0 r 0 0 . . . 0 0 0 0 . . . 0 0 0 * Sl s2 **a 0 
\ 
0 
3, i-1; 10’ 0 1 
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It follows from the reachability of (F, G) that (r, si,. . . , s,) = R. One then 
performs a series of systems equivalence operations on (F, G) to obtain the 
system 
‘0 10 
0 0 1 
. . . 
. * * 
6 0 iI 
0 0 0 
0 0 0 
,_o 0 0 
. . . 
. . . 
. . . 
. . . 
0 * 
0 * 
1 ; 
0 1 
+ 
0 0 
0 0 
which has cyclic vector 
2. THE PROJECTIVE CASE 
The principal goal of this section is to prove the theorem that any 
Dedekind domain is a CA-(n - 1) ring. In the process we shall prove some 
results which are of interest in their own right. 
The main tool is the theory of projective systems due to Sontag and 
others. After recalling some of the key facts of this theory, we prove a 
theorem which is the projective analog of the “single input case” from free 
systems. Indeed, our Theorem 2 is in essence a projective version of 
[l, Theorem 3.21. One can view it as saying that even in the projective setup, 
if the input is of rank one, then coefficients can be assigned to reachable 
systems. 
Theorem 2 is the result that enables us to projectivize the results of 
Section 1. We can prove a strong result, Theorem 3, if R satisfies the 
projective version of the GCU property and one additional property, and an 
even stronger result when R is a Dedekind domain. 
We begin by recalling the pertinent definitions. 
By a projective system over a commutative ring R, we mean a 4tuple 
(V, X, F, G) where U and X are constant rank projective R-modules and F 
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and G are R-module homomorphisms satisfying 
We shall usually abbreviate this by saying “the system (F, G),” U and X 
being understood. The system (F, G) is called reachable if and only if 
X=G(U)+ FG(U)+ . . . . 
To extend the usual ideas from free systems, one utilizes the notion of 
determinant of an endomorphism of a projective module. This can be 
developed in different ways, some possible references being [4] and [12]. 
Upon doing so, one can then speak of characteristic polynomials of endomor- 
phisms of (constant rank) projective modules. Most of the usual properties 
hold. In particular, the Cayley-Hamilton theorem is valid. Two other proper- 
ties which we shall need but which are not always proved are the following. 
LEMMA 1. If P and Q are projective R-modules, a: P --) P an endomor- 
phism, and j3: Q + P an isomorphism, then det(p-‘orb) = det(a) and 
char poly( p- ‘a/?) = charpoly( a). 
LEMMA 2. Zf P is a rank one projective R-module and a = (a i j) : PC”) + 
PC”), where PC”) denotes the direct sum of n copies of P, and each 
aij E End,(P) = R, then 
det(o) = det(aij) 
and 
charpoly(a) = charpoly(aii). 
Finally, we define the idea of coefficient assignability for projective 
systems in the obvious way. Let 
be a projective system over a ring R, where rank(X) = n. We say that (F, G) 
is coefficient assignable if and only if given a manic polynomial f(z) of 
degree n over R [ x], there exists an R-homomorphism K : X + U such that 
charpoly( F + GK) = f (2). We say that R is a CA-ring if and only if each 
reachable system over R is coefficient assignable, and that R is a CA*(n) 
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ring if and only if given an n-dimensional reachable system (F, G) over R, 
the augmented system 
is coefficient assignable for some rank e(n) projective R-module P. 
We can now state the first main result of this section. 
THEOREM 2. Let 
be a reachable system over a ring R with X of rank n. Suppose that for some 
rank one projective submodule U, of U, X = G(U,) + FG(U,) 
+ + ’ . + F”-‘G(U,). Then (F, G) is coefficient assignable. In particular, if 
rank(U) = 1, then (F, G) is coefficient assignable. 
Proof. We first prove the “in particular” assertion, that is, the case 
rank(U) = 1. Thus, we may assume that U = U,. From [13, Theorem 3.61, we 
get that X=G(U)@FG(U)$ *.. @F”-‘G(U), while an analogous argu- 
ment shows that U = G(U) = . . * = F”-lG(U). We can then write 
UAG(U)@FG(U)e e.1 @F”-‘G(U) 
zG(U)@FG(U)@ ... $F”-lG(U), 
where, in matrix notation, 
0 0 ... -ho 
fi 0 ... -h, 
ad F= 0 fi a.0 -h, 
. . 
. . 
6 b . . . -hn-l 
Here g E Horn a( U, G (U )) is an isomorphism, as are 
fi‘~ Hom,(F’-‘G(U), F’G(U)), l<i<n-1. 
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We want isomorphisms $ and # making the following diagram commute, 
where a,,a,,...,a,_,~R=End~(U): 
We define (P to be the diagonal map g-‘$g-‘f,-‘@ 0.. @g-if,-‘*-. 
&_ill. It is routine to check that the top half of the diagram commutes [for the 
induced a,, . . . , un_ 1 E R = End,(U)]; and certainly $I is an isomorphism, 
since g, fr, . . . , f,_ r are isomorphisms. 
We define # to be the map given by the matrix (whose entries are 
endomorphisms of U) 
Then # is an isomorphism because it has the form 
Also, JlC= (2, since 
1 
0 
C= . I* 6 ~1 and e= 
0 
I1 i * 1 
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while 
But using Lemma 2 and the Cayley-Hamilton theorem, F” = ZyZJ( - a,$‘), 
so that FJ, = \c/F. 
Nowsupposewearegiven b,,b,,...,b,_,ER=End,(U).Let K=[a, 
- b, ,..., u,_r - b,_,]. Then 
0 1 0 *** 
0 0 1 .** 
1 1 1 
-‘b,, -‘b, -‘b, ... -i,,_, 
so that, with K = KJ/$, we get that F + GK = +-v-‘(fi + &?)$+. Now 
Lemma 1 implies that charpoly(F + GK) = 2” + bn_lzn-l + a.. + b,z + b,, 
so that (F, G) is coefficient assignable. 
In the general case, let G, = G restricted to U,. Then by assumption 
(F, G,) is reachable, and so, by the particular case just proven, coefficient 
assignable. But given K: X + U,, we have F + G,K = F + GK, since Im(K) 
c U, and G restricted to Vi is G,. Therefore (F, G) is also coefficient 
assignable. n 
We remark in passing that Theorem 3.6 of [13] and Proposition 19 of [9] 
follow directly from Theorem 2. Indeed, these results were the original 
inspiration for Theorem 2. 
Next, we turn our attention to applying Theorem 2 to prove that certain 
rings are CA-(n), where a(n) is a linear function of n. Note that the proof 
of Theorem 2 shows that, under the given hypothesis, the state space X 
decomposes as a direct sum of isomorphic rank one projectives. Thus in 
applying Theorem 2, it is reasonable to expect that some assumption will be 
needed in order to guarantee that such a decomposition is possible (at least in 
the case of dynamic feedback). 
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To that end, we shall say that a ring R has the %generator property if and 
only if every rank one projective R-module can be generated by two 
elements. We prove immediately an equivalent form of the 2generator 
property that is useful in the present context. 
LEMMA 3. A ring R has the 2generator property if and only if, for 
every pair of rank one projectives P and Q, there exists a rank one projective 
X such that PBX = Q@Q. 
Proof. Assume that R has the Z&generator property. Working inside of 
the Picard group, there is a rank one projective R-module Y such that 
+ : Q 8 Y = P. By assumption, we can write Y = Ry, + Ry,. Now map Q @ 
Q + P by sending ( ol, qs) +, (p( qr@ yr) + +( q,@ ys). This map is onto (since 
+ is onto) and hence splits, so we can take X to be the kernel of this map. 
The converse follows immediately by taking Q = R, since P @X = R@ R 
implies P is generated by two elements. n 
Let R be a commutative ring. We shall say that R has the GCS property 
if and only if whenever (U, X, F, G) is a reachable system over R, we can 
write X = X,@X,, where X, is a rank one projective submodule of the image 
of G. (While perhaps appearing to be contrived, the GCS property is actually 
an equivalent form of pole assignability for reachable (projective) 
systems-that is, all reachable systems over R are pole assignable if and only 
R has the GCS property. This fact is by now well understood, and attempts 
at attribution are pointless.) 
We come now to the first of our results on CA-o(n) for projective 
systems. 
THEOREM 3. If R is a ring with the GCS property and the 2generator 
property, then R is a CA-2(n - 1) ring. 
Proof. LA 
be a reachable projective system, where X is of rank n. We show, by 
induction on n, that we can add a rank 2( n - 1) projective Y to U and X 
such that X@Y = P(3n-2), where P is a rank one projective, the last copy of 
P is in the image of 
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F 0 [+I 0 0 
feeds back to a map of the form 
1 0  1 -*+I 0  1 . 
By Theorem 2, it will then follow that R is a CA-2(n - 1) ring. 
If 12 = 1, then G is surjective (by reachability of the system), so G splits 
(by projectivity of X) and we can write 
C=[O al F= [PI 
u= u,cBu, -x-x 
where (Y : U, + X is an isomorphism and /? E R, the endomorphism ring of X. 
With feedback matrix 
K= 
0 
[ 1 
- a-‘/3 ’ 
we get F = F + GK = 0, which is in the correct form. 
Suppose now that n > 1. Since R is assumed to have the GCS property, 
by [13, Theorem 3.31 we can decompose U and X as 
G- 
G2 0 
q33u“ [+I F= 
FI CI 
[+I O a l xx,a3x, O’ O2 +x,cBx,, 0) 
where (Y : U, + X, is an isomorphism of rank one projectives. By applying the 
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feedback map 
we can replace F by 
F+GK= 
FI G, N-1 0 0’ 
As in [7], we get the reachable system 
[GIG1 F, x,aq-x,-+x,, (2) 
where X, is projective of rank n - 1. By induction, we can add a rank 
2[( 71 - 1) - l] = 2(n - 2) projective summand X, to the input and state 
spaces of (2) to get a reachable system which is systems equivalent to one of 
the form 
0 1 0 
[ ,..I 1 = pc3n-5) 0 O ,p@-5). (3) 
Thus adding X3 to the input and state spaces of the original system (1) 
yields a reachable system which is systems equivalent to one of the form 
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Moreover, if (ai a,) is the bottom row of Gl and (r) is the bottom row of 
Gi, then reachability of (3) implies that aiU, + a,X, + rX, = P. 
By the Sgenerator property and Lemma 3, there is some rank one 
projective Q such that Us@ Q = X2@ Q = P@P. Adding Q to the system (4) 
and using these isomorphisms, we get a system 0 1 0 ** : 1 ; ;
0 0 S t e; 0 [+I LLI 0 0 .” 0 0 0 (u,@x,)@p, O P+pc3n-3) O O ..’ O O O l p(3n-3), (5) 
where, since a&J, + a,X, + rX, = P, we get alU, + a,X, + SP + tP = P. By 
applying the automorphism 
to the input space, we can replace the input map 
[T-I-J by [q-A] 
in (5). 
We now add one more summand P to the system (5) to get the system 
(U,cBX,) @P(3) 
F- 
0 1 0 * * 0 
‘_ : : : 
1 : * 0 H--- 0 0 s t 0 0 0 .” 0 0 0 0 0 0 “. 0 0 0 0 0 0 “’ O O O O-+p(3n- -2) (6) 
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We proceed as in the second proof of Theorem 1 of Section 1. Given the 
epimorphisms of projectives, there exists a map u making the diagram 
commute. This implies that 1 = a,b, + a&, + su + tu. Then applying the 
automorphisms 
to the input space (U,@X,)@ PC31 and 
1’ 0 
II-- 
1 0 u 
0 0 1 0 
0 0 1 I- 
-1 
to the state space ,J’t3n-2) = P(3”-5)@ PO leaves the form of G’ unchanged in 
(6) and changes F to 
0 1 Ol** * 
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Feeding back with 
K= 
n-1 
0 ;l 
2 
0 0 
changes fi to 
-0 1 0 * 
0 0 -*- 0 0 
0 0 --* 0 0 
* 
* 
t 
0 
0 
0 
since a,b, + a,b, + su + tv = 1. 
Now apply the automorphisms 
1 0 0 
if--H 
-1 
0 1 0 
00 : YX 
l-s 0 1 
to the input space (VI@ X,) BP(~), and 
1 0 
l---l 
-1 
0 ii ‘1: 
l-s 0 1 
157 
* 
* 
1 ’ 
0 
0 
O_ 
to the state space P(3n-2) = P(3n-5)@P(3). The form of d remains unchanged 
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in (6), while F” now becomes 
0 
0 
0 
Feeding back with 
K= 
changes p to 
P+C%= 
0 0 
H-1 0 1 0 0 0 0 1 0 0 0 
0 1 
0 
0 
0 * * * 
. . . . . . 
1 ; ; ; I 0 l* *. 0 1 * 0 0 1 0 0 0 
Finally, since @ has the form 
I 0 1 .** * 0 11 ’ 
3 is similar to a map of the form 
i 0 1 ***I 0 1 
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via the automorphism Q, = [ F3”-3e3n_2 * . * Fe33n_2e3n_2] on the state space 
P(3”-2), where 
e3n-2 = 
Thus Cp and @ - ’ both have the form 
1 * 
L-! 0 ‘1 0 . . . 0 1 
so that c in (6) now takes the form 
* 0 [+I 0 1 
and F takes the form 
I 0  4 0 1' 
This is what we needed to show. n 
By [4, Theorem 41, we get the following as an immediate corollary of the 
theorem. 
COROLLARY 1. lf D is a Priifm domain which is of dimension one or 
which has the property that every rwnmo element is contained in only 
finitely many maximal ideals, then D is a CA-2( n - 1) ring. 
For example, if D is a Dedekind domain or any one-dimensional domain 
with the Zgenerator property, then D is a CA-(2n - 2) ring. In the case of 
Dedekind domains, we can sharpen this result. 
THEOREM 4. Zf D is a Dedekind domain, then D is a CA-(n - 1) ring. 
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Proof. That D has the GCS property and the 2generator property is 
known. Thus Theorem 3 applies; we argue the proof more carefully. The 
proof of Theorem 3 is by induction on the rank n of the state space X. For 
n = 1, the system can already be put into the proper form, while for n > 1, at 
the induction step we added two rank one projectives to the state space: a 
summand Q which, by the Bgenerator property and Lemma 3, made the 
state space isomorphic to a direct sum of copies of the rank one projective P, 
and a summand P which allowed us to put the state map fl into the correct 
form. In the case of a Dedekind domain D, we show how to perform both of 
these functions by adding on a single rank one projective Q at the induction 
step, which will show that D is a CA-(n - 1) ring. 
The crucial point is this. In the system (4), we have a&J, + a,X, + rX, = 
P, where [a, as] is the bottom row of Gh, and [r] is the bottom row of G;. 
We then added a rank one projective Q to the state and input spaces, where 
U,~Q~XX,~Q~P~P,togetthesystem(5),inwhicha,U,+a,X,+sP+ 
tP = P. If it were possible to arrange things so that a&J, + a,X, + sP = P, 
then it would not be necessary to add another summand P to the state and 
input spaces; we could instead go directly to a state map of the form 
0 1 0 * * . . . . _--l--L 1 ; ; 0 0 s 1 0 0 a** 0 0 0 
and finish the induction step. 
Thus we are given a map 
onto P, 
another 
morphisms 
together with an isomorphism @ : P@P --y X,@Q. It suffices to find 
isomorphism \k : P @P + X2@ Q such that, after applying the auto- 
DYNAMIC FEEDBACK 
to the input space and 
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1 0 H---l 0 !P-’ 
to the state space of the system (5), we get the system * 
01 0 
02 r-l-l+ p@- 00 00 10 01 (cpx,) cBP(2) 0000 1) 
0 1 0 * * 
: f M--L1 1 ; * 0 0 s t 0 0 ... O O O +p(2n- 1) 
> 
with alVl + a,X, + SP = P. (Note that, by induction, the state space wiIl be 
P(2n-1) rather than P(3”-3).) 
Let A = alUl + a,X, c P. If A = 0, then TX, = P, and hence X2 = P, so 
that even the summand Q is unnecessary. Thus we can suppose A # 0, so 
that P/A localizes to zero except at finitely many primes of D, say Ml,. . . , M,. 
Let 
so that [s t] = [ T][X y]; that is, s = rr and t = ry. We want to choose 
x: P -+ X, such that, for appropriate y, z, and w, \k is an isomorphism and, 
with B = SP = rxB, P/B localizes to zero at Ml,. . . , M,. This wiIl imply that 
P/(A+B)=O, so that P=A+B=alUl+a2X3+sP, and we shall be 
done. 
Viewing P, Q, and X, as fractional Dideals, from P@ P g Q@X, we get 
P.P.Q-‘.X,1= ,,.D f or some scalar y in the quotient field of D. Thus 
P-P = X,.pQ, where BQ = Q. Replacing Q by PQ in the original construc- 
tion, we can suppose P-P = X2. Q. 
Now ~,~EP-‘.X,=P-Q-’ and z,wEP-~.Q=P-X;~, anddetq= 
xw - yz E P-2-X2.Q= D. Thus if det\E is a unit of D, then \k is an 
isomorphism, with 
q-l_ l w -y . 
II detq --Z x 1 
By assumption we have A + TX, = P, so that TX, _C P, and P/TX, localizes 
to zero at Ml,..., M, (since P/A does not). By the strong approximation 
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theorem, choose x E P-‘OX, such that X,/xP localizes to zero at M,, . , . , M,. 
Then rxP c rX, c P, where the composition factors localize to zero at 
M l,. . . , M,, so that, with B = sP = rxP, P/B localizes to zero at M,, . . . , M,. 
It remains to choose y, z, and w such that \k is an isomorphism. Choose 
O#WEP-‘.Q=P.X,‘; then XWD is contained in only finitely many 
primes of D. Since y is to be in P-‘.X2 and z in P-‘.Q= P-X;‘, 
(P-‘.X2) (Pax,‘) = D implies (by the strong approximation theorem) that 
we can choose y E P-‘. X, and z E P. Xi ’ so that yz is not in any of the 
finitely many primes containing xwD. Now xwD + yzD = D, so that 1 = xwe 
+ ynf for some e, f E D. Then we, - zf E D. Xii, so that replacing w by 
we and z by - zf yields det \k = 1. Hence \E is an isomorphism, and we are 
done. n 
3. A GENERAL THEOREM ON DYNAMIC FEEDBACK 
In this final section we prove a result that refines and sharpens some 
earlier results on dynamic feedback over commutative rings. Since the 
theorem holds for systems over arbitrary commutative rings and since we 
have no special rings to which to apply it, we have held it in reserve till now. 
The first part of the theorem is an extension to arbitrary commutative rings of 
the idea of the proof of [l, Lemma 3.41 that fields have the FC property. The 
second part of Theorem 5 entails a sharpening of the proof of [l, Theorem 
3.231. 
THEOREM 5. Let (F, G) be an ndimensionul reachable (f;ee) system 
overaringR. Supposethatn=n,+n,+~=~+n, withn,<n2<... <n, 
and that vl,. . . , z), E II(“) with { vl,. . . , F *I-~II~, v2, . . . , 
F”-1 2)s )..., 21, )..., F”-b,} a basis for R(“). Then: 
(a) Zfv,,..., v, are columns of G, then (F, G) feeds back to a cyclic 
vector in the image of G. 
(b) Zf some vi is not a column of G, then the system 
feeds back to a cyclic vector in the image of G”. 
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proof. (a): Suppose n=n,+ ... +n, with n,< **. <n,, and 
g1,..., g, E A(“) are such that [gl,. . . , Fnl-lgl, gz,. . . , 
F”z-1 g, ,... ,g,,..., Fnsplg,] is invertible, with g,,.. ., g, columns of G. We 
can suppose G = [g, . . . g, * 1. By choosing the basis 
{ FnI-lgl ,..., g, ,..., F”s-‘g, ,..., g,} for the state space R(“), G takes the 
form 
n1 
i 
% 
i 
and F takes the form 
“I 
0 0 .-. 0 
. . . . : * 
;, ;, . . . ;, 
1 0 -** 0 
0 0 0 
. . 
. . : * 
;, ; . . . ;, 
. . . . 
. . . . . . . . 
0 0 -.* 0 
. . 
. . : * 
;, (j . . . ; 
112 
We do “change of basis” operations on the state space to alter the form of 
F without changing the form of G. In F, add appropriate multiples of 
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column2tocolumns nr+l,n,+n,+l,...,n,+ ... +n,_,+l; theinverse 
operationistoaddmultiplesofrows n,+l,...,n,+ ... +n,Y_,+ltorow2 
(in F and in G). This does not change the form of G (since n, < . . . < n,y), 
and changes F to 
* 1 0 
1 
:o 0 
T 0 
* 
0 0 
* * 
* 0 0 . . . . * I 
* 0 
* 1 0 
* 
*o A 
0 0 
* * 
* 0 0 . . . . . . 
* 0 
* 
: 0 
* 
. . . 
. . . 
Now, in F, add appropriate multiples of column 3 to columns n, + 1 and 
n,+2, n,+n,+l and n,+n,+2,..., n,+ ..* +n,_,+l and n, 
+ *** +?I,_, t-2, and perform the inverse row operations in F and in G. 
This does not change the form of G (since nI < . . . < rtg), and changes F to 
* 1 0 
* 
*o :, 
* 
: 0 
* 
0 0 0 
0 0 0 
* * * 
* 0 0 0 
. . . 
. . . 
* 0 iI 
* 1 0 
1 
:o 0 
0 0 0 
0 0 0 
* * 
* 0 T, 0 . . . . . . 
* 0 6 
* 
: 0 
* 
: 
. . . 
. . . 
. 
Continuing, making use of the fact that n, G - . . G n,, we can eventually put 
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F into the form 
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* 1 0 
* 1 
* 0 
* 
: 0 
* 
0 0 . . . 
* . . . * * . . . * 
* 1 0 * 
10 . . . 
IO 0; 1 
without changing the form of G. By means of an appropriate feedback map, 
we can add multiples of column 1 of G to columns ni + 1 through n of F to 
put F into the form 
* 1 0 0 
: 0 0 
* 1 6 
*o 01 
* * 1 0 * 
: 0 : 0 
* 10 ;; 
. . . 
. . . 
We now wish to apply induction. Note that n, < . - . < n,. If we “tem- 
porarily delete” the first n, rows of F and G and the first ni columns of F, 
then by induction we can put the “deleted’ matrix F’ into the form 
* 1 
. . 
i * * 
0 
: 1 
1 
* 
without changing the form of the “deleted” matrix G’. But all of these 
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operations can be performed in the original system (F, G) without affecting 
the first n, rows or columns of F or changing the form of G, since we are 
only working with rows and columns n, + 1,. . . , n of F. Thus F can be put 
into the form 
* 1 0 
without changing the form of G. Since 
0 
iI 1 
is the image of G, G) to a cyclic vector in the image of G. 
This 
(F, G), have that . . , us are in the span of 
[G, FG, . . . , F”-‘G] = R(“), so write v~=G~,,~+FG~,,~+ .*. + 
F”-‘Gb n_ I, i for each i, where each bj, i E It(“). Now let 
and 
Ii= 
b,,, b,,, ‘.. b,-,,, ... bo,, b,,, ,.. bn-2,s 
0 1 0 
0 ‘1, 0 
1 
0 0 
0 1 0 
0 0 
1 
0 0 
n n--l n-1 
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Then 
P=P+&= 
BY column operations (2, we 
G”= 
G 0 es- 0 Gb,_,,, . . . 0 ... 0 Gbn-1,s 
l 0 
0 -.* . . . 0 
0 1 
1 0 
0 0 . . . *.* 
0 1 
Asimplecomputationasinpart(a)nowshowsthat[g,,...,F”‘“I-‘g,,..., 
g F s,***> n + ns- ‘g ,] is invertible, where 
g, = 
Gbn-1,l 
0 
0 
1 
0 
0 
Gbn-1,s 
0 
6 
0 
ci _ 1 i 
n-1 
are columns of 6. By part (a), we get that (p, cl) feeds back to a cyclic 
vector. 8 
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Theorem 5(b) says that if (F,G) is an n-dimensional reachable system 
over a ring R, then the size of the augmentation necessary to assign 
coefficients to the augmented system depends on the number s of vectors 
required to form a basis for R(“) of the type { ur, Fu,, . . . , F n*- ‘u, }. Since the 
largest this number could ever be is n, every n-dimensional reachable system 
is coefficient assignable after an augmentation of size n( n - 1). On the other 
hand, the problem of determining a minimal value of s for a given system 
would appear to be a formidable one. 
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