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Viele Optimierungsprobleme lassen sich mit Methoden der klassischen Optimierungstheo-
rie nur schwer lo¨sen. Dies kann vielfa¨ltige Ursachen haben: Zum Beispiel kann der Such-
raum bei Extremwertberechnungen nicht-differenzierbar sein oder es liegt eine multimo-
dale Problemstellung vor. Auch kann die Komplexita¨t der Aufgabenstellung so hoch sein,
dass noch kein deterministisches Verfahren gefunden werden konnte.
In solchen Fa¨llen ist der Einsatz von Heuristiken gerechtfertigt. Eine Klasse solcher heuri-
stischer Algorithmen sind die Evolutiona¨ren Algorithmen, die darauf beruhen, dass mit aus
der Evolutionstheorie bekannten Prinzipien wie Vererbung und Selektion probablistisch
Lo¨sungen gesucht werden. Potenzielle Problemlo¨sungen werden als Individuen einer Po-
pulation codiert. Diese Individuen werden u¨ber viele Iterationen vera¨ndert und mit ande-
ren kombiniert, bis ein Individuum entsteht, das eine ausreichend gute Anna¨herung an die
Lo¨sung des Problems repra¨sentiert. Jedem Individuum wird eine Fitness zugeordnet, die
sich daraus ergibt, wie nahe es der gesuchten Lo¨sung kommt. U¨ber diese Fitness wird ein
Individuum mit anderen vergleichbar.
Evolutiona¨re Algorithmen unterteilen sich wiederum in mehrere Varianten, die sich unter
anderem durch die Art des Suchraumes voneinander unterscheiden. Evolutionsstrategien
suchen Lo¨sungen zum Beispiel als reellwertige Vektoren und sind somit hauptsa¨chlich zur
Parameteroptimierung geeignet. Sollen Probleme gelo¨st werden, deren Suchraum nicht aus
Vektoren besteht, muss eine Codierung vom Raum der reellwertigen Vektoren in den durch
die Problemstellung vorgegebenen Suchraum der potenziellen Lo¨sungen gefunden wer-
den. Diese Kodierung wird, in Anlehnung an die Biologie, Genotyp-Pha¨notyp-Abbildung
genannt.
Die Genetische Programmierung (GP) als weitere Variante der Evolutiona¨ren Algorithmen ver-
wendet vornehmlich Ba¨ume als Datenstruktur des Suchraums. Wa¨hrend zum Beispiel
Evolutionsstrategien bevorzugt bei hochdimensionalen Extremwertberechnungen eingesetzt
werden ko¨nnen, ist der Suchraum bei der Genetischen Programmierung eher zur Approxima-
tion von Funktionen geeignet, da sich diese als funktionale Ausdru¨cke in einer Baumstruk-
tur repra¨sentieren lassen und somit Genotyp und Pha¨notyp identisch sein ko¨nnen.
2 Einleitung
Ein wichtiger Gesichtspunkt Evolutiona¨rer Algorithmen ist das Prinzip der starken Kausalita¨t,
das als eine der Voraussetzungen der Evolutionsstrategien anzusehen ist. Es bedeutet, dass
kleine Vera¨nderungen eines Individuums im Durchschnitt auch kleine Vera¨nderungen sei-
ner Fitness zur Folge haben. Punkte, die im Suchraum nahe beieinander liegen, repra¨sen-
tieren also a¨hnlich gute Lo¨sungen. Wenn bei der Genetischen Programmierung eine Lo¨sung
im Pha¨notyp einem Graphen entspricht, dieser im Genotyp jedoch durch einen Baum ko-
diert wird, muss die starke Kausalita¨t u¨ber zwei Stufen gelten: Zum einen muss eine kleine
Vera¨nderung des Genotyp-Baumes durchschnittlich eine ebenfalls kleine Vera¨nderung des
Pha¨notyp-Graphen zur Folge haben und zum anderen darf dies im Durchschnitt auch nur
eine kleine Auswirkung auf die Fitness haben. Wu¨rden im Durchschnitt kleine A¨nderun-
gen der Baumstrukturen zu großen Vera¨nderungen der Graphen des Pha¨notyps fu¨hren,
mu¨sste durch die Fitnessfunktion sichergestellt werden ko¨nnen, dass sich die Fitness dieser
Graphen trotzdem nur geringfu¨gig a¨ndert.
Zur Zeit ist die theoretische Untersuchung der starken Kausalita¨t in der Genetischen
Programmierung noch nicht sehr weit fortgeschritten. Das Vorhandensein stark kausa-
ler Zusammenha¨nge zwischen A¨nderungen des Pha¨notyps und den zugeho¨rigen Fit-
nessvera¨nderungen ist sehr wahrscheinlich stark problemabha¨ngig und kann nicht als
gegeben vorausgesetzt werden. Betrachtet man stark kausale Zusammenha¨nge jedoch
vom Genotyp bis zur Fitness, sind sie am ehesten gegeben, wenn Genotyp und Pha¨no-
typ identisch sind. Aus diesem Grund wird mit dieser Arbeit der Ansatz der Genetischen
Programmierung so erweitert, dass Graphen als Genotyp fu¨r Probleme verwendet werden
ko¨nnen, deren Lo¨sung ebenfalls durch einen Graph repra¨sentiert wird. Problemstellun-
gen, bei denen Graphen zur Repra¨sentation von Lo¨sungen nahe liegen, sind beispielsweise
Schaltungs- und Reglerentwurf oder der Entwurf von Algorithmen, wobei ein Algorithmus
durch ein entsprechendes Flussdiagramm repra¨sentiert wird.
Ausgangspunkt fu¨r diese Arbeit war das mit Mitteln des Bundesministeriums fu¨r Bildung
und Forschung gefo¨rderte Projekt Genetisches Programmieren fu¨r Modellierung und Regelung
dynamischer Systeme [69]. Ziel des Projekts war es, in Kooperation mit DaimlerChrysler und
der Technischen Universita¨t Berlin ein hybrides System zu entwerfen, das die Strukturen der
gesuchten Regler und Modelle mittels Genetischer Programmierung und die Parameter ein-
zelner Regelelemente mit Hilfe von Evolutionsstrategien ermittelt. Das Fachwissen u¨ber Evo-
lutionsstrategien wurde von Prof. Dr. Rechenbergs Arbeitsgruppe Bionik & Evolutionstechnik
der TU Berlin in das Projekt eingebracht, die Testprobleme und das Fachwissen aus der Re-
gelungstechnik stellte DaimlerChrysler zur Verfu¨gung. Die zur empirischen Bearbeitung der
Testprobleme notwendige Hard- und Software befand sich bei den Projektpartnern. Inner-
halb des Projektes wurde das Programm SCADS erstellt, dessen GP-Komponente Graphen
als Datenstruktur fu¨r den Genotyp verwendet. Das Programm ist in der Lage, die gestellten
Anforderungen zu erfu¨llen, kann jedoch nur fu¨r relativ einfache Probleme Lo¨sungen finden
(Anhang A).
Nach der Beendigung des Projektes gab es zwei Alternativen, die Arbeit fortzusetzen. Zum
einen gab es die Mo¨glichkeit, SCADS durch weitere Integration problemspezifischen Re-
gelungstechnikwissens als Spezialverfahren zur Regelung und Modellierung dynamischer
Systeme zu verbessern. Allerdings war die fu¨r ein sinnvolles empirisches Arbeiten beno¨tig-
3te Hard- und Software nicht vorhanden.
Die zweite Mo¨glichkeit bestand in der Generalisierung der GP-Komponente von SCADS zu
einem allgemeinen Suchalgorithmus. Ziel war hierbei, eine Variante der Genetischen Pro-
grammierung zu erarbeiten, die ebenso allgemein einsetzbar sein sollte wie auf Baumstruk-
turen arbeitende GP-Systeme. Durch die Verwendung von Graphen im Genotyp sollte die
starke Kausalita¨t fu¨r Probleme, die im Pha¨notyp ebenfalls Graphen nahelegen, eher erfu¨llt
sein als fu¨r herko¨mmliche baumbasierte GP-Systeme. Wenn also die Vermutung stimmt,
dass starke Kausalita¨t auch in der Genetischen Programmierung einen Einfluss auf die Gu¨te
der Ergebnisse hat, sollten sie mit graphbasierten Systemen bei entsprechenden Problem-
stellungen besser werden.
Wegen der fehlenden Voraussetzungen fu¨r eine gezielte Spezialisierung von SCADS wurde
daraufhin das neue GP-System GGP entworfen, das Graphen als Datenstruktur des Geno-
typs verwendet. Anhand von im GP-Bereich allgemein akzeptierten Benchmarks wird die
Performanz des neuen Systems durch empirische Versuchsreihen mit der eines GP-Systems
verglichen, das den bisher u¨blichen Ansatz mit Baumstrukturen als Genotyp verwendet.
Die Ergebnisse der Systemvergleiche waren Grundlage fu¨r weitere Verbesserungen des
neuen GP-Systems. Es wurde beim Hinzufu¨gen neuer Eigenschaften darauf Wert gelegt,
dass kein problemspezifisches Wissen in das GP-System einfließt. Auf diese Weise wurde
sichergestellt, dass das System GGP weiterhin ein allgemeines Suchverfahren darstellt und
der Vergleich mit dem ebenfalls allgemeinen Ansatz des baumbasierten GP-Systems legitim
bleibt.
Das hier beschriebene Vorgehen spiegelt sich in der Gliederung der Arbeit wider: Nach
einer kurzen Einfu¨hrung zu Evolutiona¨ren Algorithmen im Allgemeinen und Genetischer Pro-
grammierung mit Graphstrukturen im Besonderen wird in Kapitel 3 beschrieben, wie ein
Individuum einer Population im GP-System GGP durch einen Graphen repra¨sentiert wird.
In Kapitel 4 folgt die Vorstellung des GP-Systems GGP. Neben der prinzipiellen Arbeits-
weise des Systems wird besonders auf das Erzeugen initialer Graphen und die Funktionen
eingegangen, mit denen diese Graphen vera¨ndert werden ko¨nnen. Diese Funktionalita¨ten
unterscheiden sich zum Teil sehr stark von den Methoden, die bei baumbasierten Systemen
verwendet werden.
Kapitel 5 gibt eine U¨bersicht u¨ber die verwendeten Testprobleme. Sie unterteilen sich in
zwei Gruppen: Fu¨r die erste Gruppe bietet sich eine Repra¨sentation der Lo¨sungen als
Graph an. Anhand dieser Probleme kann untersucht werden, ob das neue GP-System
tatsa¨chlich bessere Ergebnisse erzielen kann als herko¨mmliche baumbasierte Systeme. Die
zweite Gruppe besteht aus Problemen, fu¨r die Ba¨ume zur Repra¨sentation des Pha¨notyps
ausreichen. Bei diesen entfa¨llt somit auch bei baumbasierten GP-Systemen die Genotyp-
Pha¨notyp-Codierung. Diese Probleme eignen sich zur Untersuchung der Fragestellung, ob
der bei graphbasierten Systemen vergro¨ßerte Suchraum zu einer Verlangsamung der Suche
fu¨hrt oder sich die Suche durch die zusa¨tzlichen Punkte des Suchraums effizienter gestal-
ten la¨sst. Zu jedem Testproblem werden die Ergebnisse empirischer Vergleichsreihen eines
traditionellen baumbasierten GP-Systems und des neuen graphbasierten Systems direkt
aufgefu¨hrt.
4 Einleitung
Die Kapitel 6 bis 10 beschreiben Verbesserungen des GP-Systems. Die Einfu¨hrung aller
Neuerungen wird ausfu¨hrlich erla¨utert und die Funktionsweise neuer Teilalgorithmen im
Detail dargestellt. Schliesslich werden alle Neuerungen mittels empirischer Tests mit den
in Kapitel 5 vorgestellten Testproblemen auf ihren Nutzen hin untersucht.
In Kapitel 11 wird aufgezeigt, wie das GP-System GGP zum Entwurf paralleler Algorith-
men eingesetzt werden kann. Dies ergibt sich daraus, dass sich Algorithmen als Flussdia-
gramme darstellen lassen und sich somit die Verwendung eines GP-Systems mit einer
Lo¨sungsrepra¨sentation als Graph anbietet. Ein Flussdiagramm kann nun so modifiziert
werden, dass zwei Programmflu¨sse innerhalb desselben Diagramms modelliert werden.
Das Schlusskapitel 12 fasst noch einmal die Ergebnisse aller durchgefu¨hrten empirischen
Untersuchungen zusammen und zeigt auf, wie das GP-System in der Praxis eingesetzt wer-




Dieses Kapitel gibt einen kurzen U¨berblick u¨ber die Grundlagen der Genetischen Program-
mierung (GP), auf denen diese Arbeit aufbaut. Nach einer einfu¨hrenden Beschreibung Evo-
lutiona¨rer Algorithmen in Abschnitt 2.1 folgt eine Betrachtung der Funktionsweise von GP-
Systemen. Abschnitt 2.3 schließlich stellt den Zusammenhang zwischen Graphen und GP
her: Es wird ein kurzer U¨berblick u¨ber verschiedene Ansa¨tze gegeben, Graphen als Daten-
struktur in der Genetischen Programmierung zu verwenden.
2.1 Evolutiona¨re Algorithmen
Evolutiona¨re Algorithmen sind stochastische Verfahren zur Lo¨sung komplexer Probleme. Sie
simulieren hierzu klassische Prinzipien der natu¨rlichen Evolution nach DARWIN mit ein-
fachen Modellen. Einige ihrer Einsatzgebiete sind Parameter- und Strukturoptimierung,
Maschinelles Lernen und Klassifizierung. Potenzielle Lo¨sungen eines Problems werden als
Instanzen einer geeigneten Datenstruktur repra¨sentiert. Wa¨hrend des Ablaufs eines Evo-
lutiona¨ren Algorithmus werden zu jedem Zeitpunkt mehrere potenzielle Lo¨sungen vorge-
halten.1 In Anlehnung an die Biologie werden diese Individuen einer Population genannt. Die
Instanz der Datenstruktur eines Individuums wird als dessen Genom bezeichnet. Jedem die-
ser Individuen wird eine Fitness zugeordnet. Dies ist in den meisten Fa¨llen eine reellwertige
Zahl oder ein entsprechender Vektor. Der Fitnesswert sagt aus, wie genau eine potenzielle
Lo¨sung dem gesuchten Optimum entspricht. Auf diese Weise ko¨nnen verschiedene Indivi-
duen miteinander verglichen werden und es wird ein Evolutionsdruck simuliert.
Der Verlauf eines Evolutiona¨ren Algorithmus zerfa¨llt in drei Abschnitte: Zuna¨chst wird eine
Startpopulation erzeugt. Diese besteht aus einer vorher festgelegten Anzahl von zufa¨llig
1Bei einigen speziellen Verfahren kann diese Zahl auch gleich eins sein, z.B. bei einer (1, λ)-
Evolutionsstrategie [93].
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erzeugten Individuen. Im zweiten Abschnitt unterliegt die Population einem Evolutions-
zyklus. In diesem werden neue Individuen aus Teilen alter Individuen rekombiniert. Leicht
vera¨nderte a¨ltere Individuen ko¨nnen als neue Individuen in die Population aufgenommen
werden und alte Individuen werden aus der Population entfernt. Die Abarbeitung des Al-
gorithmus terminiert schließlich aufgrund eines Abbruchkriteriums. Hierfu¨r kommen meh-
rere Bedingungen in Betracht: Das Optimum wurde gefunden, ein vorgegebener Zeitrah-
men wurde ausgescho¨pft oder die beste Fitness aller Individuen stagnierte u¨ber einen zu
langen Zeitraum.
Verschiedene Varianten der Evolutiona¨ren Algorithmen unterscheiden sich durch die gewa¨hl-
te Datenstruktur zur Repra¨sentation der Lo¨sungen sowie durch die Realisierungen des
Evolutionszyklus. An dieser Stelle werden nur allgemeine Bemerkungen zu den einzelnen
Punkten gemacht, die fu¨r alle Verfahren gelten.
Startpopulationen Aufgabe eines Evolutiona¨ren Algorithmus ist es, das Individuum mit der
besten Fitness in einem vorgegebenen Suchraum zu finden. Der Suchraum wird duch
die Datenstruktur festgelegt, mit der potenzielle Lo¨sungen repra¨sentiert werden. Je-
des Individuum steht fu¨r ein Element des Suchraums.
Die Startpopulation sollte aus mo¨glichst unterschiedlichen Individuen bestehen. Auf
diese Weise kann zu Beginn der simulierten Evolution parallel an vielen verschiede-
nen Stellen des Suchraums gesucht werden. Der Grad der Verschiedenheit der Indivi-
duen wird als Diversita¨t bezeichnet. Je unterschiedlicher die Individuen der Startpo-
pulation sind, desto ho¨her ist die anfa¨ngliche Diversita¨t.
Der Evolutionszyklus Der Evolutionszyklus simuliert das Entstehen genetisch neuer Ar-
ten und das Aussterben alter Individuen, deren Fitness zum U¨berleben zu schlecht
ist. Es gibt zwei grundsa¨tzlich unterschiedliche Ansa¨tze: Entweder wird gleichzeitig
die komplette Population durch eine neue ausgetauscht1 (generationsbasierter Ansatz)
oder es wird eine kleine Teilpopulation betrachtet und innerhalb dieser werden Indi-
viduen ersetzt (steady-state-Ansatz). Mittels Selektion werden Individuen ausgewa¨hlt,
die – je nach Algorithmus – entweder in der Population bleiben und/oder zur Erzeu-
gung neuer Individuen verwendet werden.
Es gibt verschiedene Selektionsverfahren, die hier jedoch nicht na¨her erla¨utert werden
sollen (siehe z.B. [9]). Die Gemeinsamkeit aller Verfahren ist die Verwendung der Indi-
viduenfitness als Selektionskriterium. Wenn der verwendete Evolutiona¨re Algorithmus
eine eindeutige Zuordnung zwischen Individuen vor und nach der Selektion zula¨sst,
werden die alten als Elter-Individuen und die neu erzeugten als Nachfahren bezeichnet.
Nach der Selektion wird das Genom der ausgewa¨hlten Individuen vera¨ndert. Dies ge-
schieht mit Hilfe genetischer Operatoren. Diese ko¨nnen entweder das Genom eines In-
dividuums vera¨ndern (Mutation) oder aus den Genomen zweier Individuen ein neues
erstellen (Rekombination/Crossover).
Durch das Erzeugen neuer Genome u¨bersteigt die Anzahl der Individuen die vor-
gegebene Populationsgro¨ße. Je nach Algorithmus wird die Originalgro¨ße durch
1Es ko¨nnen dabei durchaus Individuen der alten Population u¨bernommen werden.
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Lo¨schen schlechter Individuen oder implizit durch die na¨chste Selektion wieder her-
gestellt.
Abbruchkriterien Aufgabe eines Evolutiona¨ren Algorithmus ist es, eine optimale Lo¨sung
zu einem vorgegebenen Problem zu finden. Jedoch kann nicht sichergestellt werden,
dass diese potenzielle Lo¨sung auch Teil des Suchraums ist1. Bei komplexen Proble-
men muss nicht einmal die Existenz einer perfekten Lo¨sung gegeben sein. In vielen
Fa¨llen findet ein Evolutiona¨rer Algorithmus zuna¨chst nur eine suboptimale Lo¨sung und
kann diese nicht in akzeptabler Laufzeit in eine optimale Lo¨sung u¨berfu¨hren.
Das Finden des Optimums ist somit kein hinreichendes Abbruchkriterium. Oftmals
wird statt dessen eine feste Anzahl von Fitnessauswertungen vorgegeben, nach denen
eine Simulation abgebrochen wird. Ein weiterer Ansatz ist die Terminierung nach
einer vorgegebenen Zahl von Evolutionszyklen ohne Fitnessverbesserung.
Neben der in dieser Arbeit verwendeten Genetischen Programmierung gibt es als weitere Va-
rianten der Evolutiona¨ren Algorithmen die Evolutionsstrategien, Genetische Algorithmen und die
Evolutiona¨re Programmierung. Die Genetische Programmierung wurde 1992 von KOZA vorge-
stellt und wird Abschnitt 2.2 na¨her erla¨utert. Genetische Algorithmen, 1965 von HOLLAND
eingefu¨hrt [42], verwenden Bitstrings fester La¨nge als Datenstruktur. Diese werden als
Chromosom interpretiert, auf dem die genetischen Operationen ausgefu¨hrt werden. Ein
Jahr spa¨ter stellte FOGEL die Evolutiona¨re Programmierung vor, die endliche Automaten co-
diert und ohne Rekombination auskommt [32]. Ebenfalls in den sechziger Jahren entwarfen
RECHENBERG und SCHWEFEL die Evolutionsstrategien [93, 103]. Diese verwenden reellwerti-
ge Vektoren zur Repra¨sentation von potenziellen Lo¨sungen und werden dementsprechend
fu¨r Parameteroptimierungen eingesetzt. Die drei letztgenannten Verfahren sollen an dieser
Stelle nicht weiter betrachtet werden, weiterfu¨hrende Informationen sind der angegebenen
Literatur zu entnehmen. Weitere U¨bersichten u¨ber Evolutiona¨re Algorithmen finden sich zum
Beispiel in [9, 121].
2.2 Grundlagen der Genetischen Programmierung
Im Allgemeinen versuchen Evolutiona¨re Algorithmen Lo¨sungen zu einem Problem zu
errechnen, wie zum Beispiel einen reellwertigen Lo¨sungsvektor eines Parameteroptimie-
rungsproblems. Ziel der Genetischen Programmierung (GP) hingegen ist das Evolvieren
von Programmen, die selbst ein Problem lo¨sen. Wa¨hrend zum Beispiel Evolutionsstrategi-
en eingesetzt werden, um das Minimum einer Funktion zu berechnen, wird die Genetische
Programmierung eher zur Approximierung der Funktion mittels mehrerer Stu¨tzstellen ein-
gesetzt. Die Lo¨sungsfunktion wird hierbei als Programm einer funktionalen Programmier-
sprache repra¨sentiert.
1Einschra¨nkungen ergeben sich zum Beispiel durch die diskrete Darstellung reeller Zahlen im Computer
oder durch zu restriktiv gewa¨hlte Datenstrukturen (Abschnitt 2.3.2)
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2.2.1 Repra¨sentation
Urspru¨nglich wurden Ba¨ume zur Repra¨sentation potenzieller Lo¨sungen verwendet. In [57]
steht ein Baum fu¨r einen funktionalen Ausdruck der Programmiersprache LISP. Die Gro¨ße
des Baumes ist dabei nicht fixiert. Die inneren Knoten des Baumes repra¨sentieren jeweils
eine Funktion. Die Bla¨tter stehen fu¨r Terminale oder Variablen. Funktionen, Terminale und
Variablen sind jeweils problemspezifisch zu wa¨hlen.
Beispiel 2.1
Es soll ein LISP-Ausdruck zu einer Funktion gefunden werden, deren
Bild die Punkte (0, 1), (1, 2), (2, 5) und (3, 10) entha¨lt. Es ist Aufgabe des
Anwenders, dem GP-System eine geeignete Menge von Funktionen
vorzugeben. In diesem Fall wa¨ren zum Beispiel die vier Grundrechen-
arten sinnvoll. Als Konstanten ko¨nnten die Zahlen Eins, Zwei, Drei und
Vier eingesetzt werden. Es wird nur eine Variable – x – beno¨tigt, die den





Der gesuchte LISP-Ausdruck ist (+ (* x x) 1). Der entsprechende Baum ist rechts abgebildet.
Das Problem selbst ist durch Testdaten definiert. In Beispiel 2.1 waren dies die vier Stu¨tz-
punkte. Die einzelnen Elemente der Testdaten werden Fitness-Cases genannt und beinhalten
jeweils Eingangs- und Ausgangsgro¨ßen. Die Variablen, die als Bla¨tter des Baumes verwen-
det werden, entsprechen jeweils einem Element der Eingangsgro¨ßen.
2.2.2 Bewertung eines Individuums
Fu¨r jedes Individuum muss eine Fitness berechnet werden. Dieser Wert sagt aus, wie gut
ein Individuum das Problem lo¨st. Die Fitness wird berechnet, indem die Testdaten auf den
Baum des Individuums angewendet werden. Der Baum wird fu¨r jeden Fitness-Case ein-
zeln ausgewertet. Zuna¨chst werden die Eingangsgro¨ßen den entsprechenden Variablen der
Bla¨tter zugewiesen.1 Der Baum wird dann – beginnend bei den Bla¨ttern – ausgewertet, bis
der Wert der Wurzel bekannt ist. Der Wert der Wurzel soll nun der Ausgangsgro¨ße des
Testelements entsprechen. Die Abweichung zum Sollwert wird entweder als der Absolut-
wert der Differenz zwischen dem Wert der Wurzel und dem Sollwert berechnet oder als
die quadrierte Differenz. Die Fitness eines Individuums wird als die Summe aller Abwei-
chungen fu¨r sa¨mtliche Testdaten berechnet. Der Fitnesswert Null repra¨sentiert somit ein
Individuum, das das Problem optimal lo¨st. Je gro¨ßer der Wert ist, desto schlechter ist das
Individuum.
Beispiel 2.2
Es wird eine Funktion gesucht, deren Graph durch die beiden Stu¨tzpunkte (2, 4) und
(3, 1) verla¨uft. Die Testdaten bestehen somit aus diesen beiden Fitness-Cases, wobei die X-
Werte jeweils Eingangsgro¨ße und die Y-Werte Ausgangsgro¨ße sind. Es soll nun die Fitness
1Es kann passieren, dass fu¨r eine Eingangsgro¨ße kein oder mehr als ein Blatt existiert.
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des Baumes aus Beispiel 2.1 berechnet werden, wobei fu¨r die Abweichung zur gesuchten
Lo¨sung die quadratische Differenz benutzt wird. Fu¨r den Fitness-Case (2, 4) wird der Va-
riablen x der Wert 2 zugeordnet. Die Wurzel steht demnach fu¨r den Wert (+ (* 2 2) 1) = 5.
Die quadratische Differenz zur Ausgangsgro¨ße ist (5− 4)2 = 1. Fu¨r das zweite Element der
Testdaten ist der Wert der Wurzel (+ (* 3 3) 1) = 10 und die quadratische Differenz somit
(10 − 1)2 = 81. Die Fitness des Individuums betra¨gt somit 1 + 81 = 82.
2.2.3 Initialisierung einer Population
Ein Programm, das versucht eine Problemlo¨sung mittels Genetischer Programmierung zur
errechnen, wird im Folgenden als GP-System bezeichnet. Die Durchfu¨hrung eines Lo¨sungs-
versuchs mit Initialisierung der Startpopulation, Evolutionszyklus und Abbruch wird als
GP-Lauf bezeichnet. Zu Beginn eines GP-Laufs wird eine Startpopulation zufa¨llig erzeugt.
Fu¨r jeden Baum wird zuna¨chst eine Funktion fu¨r die Wurzel ausgewa¨hlt. Jede Funktion be-
sitzt eine feste Arita¨t. Dies ist gleichzeitig die Anzahl der zu einem inneren Knoten geho¨ren-
den Kanten in Richtung Bla¨tter. Solange im Baum ein innerer Knoten weniger So¨hne hat als
die Arita¨t der zugeordneten Funktion vorgibt, wird an entsprechender Stelle ein weiterer
Knoten angeha¨ngt. Fu¨r diesen Knoten wird zufa¨llig ein Element aus der Menge der Funk-
tionen, Terminale und Variablen ausgewa¨hlt. Der Vorgang wird so lange fortgesetzt, bis
alle inneren Knoten die richtige Anzahl von So¨hnen besitzen. Diese Initialisierungsmetho-
de wird als grow bezeichnet, da der Baum bei der Wurzel beginnend wa¨chst und meist nicht
vollsta¨ndig ist, d.h. die Bla¨tter haben meist keine einheitliche Entfernung zur Wurzel des
Baumes.
Weitere Methoden zur Initialisierung (full, ramped-half-and-half ) sind in [9] beschrieben.
2.2.4 Der Evolutionszyklus
Das von KOZA vorgestelle GP-System verwendete einen generationsbasierten Evolutions-
zyklus: Es wird die komplette Population durch eine neue ersetzt. Der Vorgang la¨uft in drei
Schritten in einer Schleife ab:
• Solange keine vollsta¨ndige neue Population erzeugt wurde,
– wa¨hle mittels Selektion ein oder zwei Individuen der gegebenen Population aus,
– wende auf dieses Individuum/diese Individuen einen genetischen Operator an
und
– trage das so erzeugte Individuum in die neue Population ein.
Die Anzahl der zu selektierenden Individuen ha¨ngt von dem gewa¨hlten genetischen Opera-
tor ab. Nach dem Ausfu¨hren dieser Schleife wird die alte Population durch die neue ersetzt.
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Selektion
Die Selektion erfolgt immer u¨ber die Fitnesswerte einzelner Individuen. Hierzu ko¨nnen
unterschiedlichste Methoden angewendet werden:
Fitness-Proportional Selection: Die Wahrscheinlichkeit, dass ein Individuum ausgewa¨hlt
wird, ist proportional zu dem Verha¨ltnis seiner Fitness zu der Summe aller Fit-
nesswerte der Population.1
Ranked Selection: Die Fitnesswerte sa¨mtlicher Individuen werden sortiert. Die Wahr-
scheinlichkeit fu¨r ein Individuum, ausgewa¨hlt zu werden, wird u¨ber eine Funktion
u¨ber ihre Position in der Liste aller sortierten Individuen errechnet. Die Funktion kann
wahlweise einen linearen oder exponentiellen Zusammenhang zwischen Listenposi-
tion und Selektionswahrscheinlichkeit erstellen.
Turnier-Selektion: Es wird zufa¨llig eine kleine Teilpopulation ausgewa¨hlt – u¨blicherwei-
se zwischen zwei und sieben Individuen. Diese werden nach ihrer Fitness geordnet.
Ausgewa¨hlt wird das Individuum mit der besten Fitness. Alternativ ko¨nnen auch,
beginnend beim besten Individuum, mehrere Individuen ausgewa¨hlt werden.
Genetische Operatoren
Genetische Operatoren dienen zur Erzeugung neuer Individuen aus bereits bestehenden.
In der Genetischen Programmierung werden hauptsa¨chlich zwei Operatoren eingesetzt:
Crossover (auch Rekombination genannt) und Mutation. Zusa¨tzlich wird die Replikation ver-
wendet, bei der ein Individuum unvera¨ndert in die neue Population u¨bernommen wird.
Crossover: Aus zwei Individuen werden durch Austausch eines Teilbaums zwei neue er-
zeugt. Abbildung 2.1 zeigt ein Beispiel.
Abbildung 2.1: Beispiel f ¤ur eine Crossover -Operation zweier B ¤aume
Mutation: Ein Knoten eines Baumes wird durch einen anderen ersetzt. Dieser neue Knoten
kann fu¨r eine andere Funktion, eine andere Variable oder eine andere Konstante ste-
hen. Wichtig ist nur, dass innere Knoten nur durch Funktionen und Bla¨tter nur durch
Variablen oder Konstanten ersetzt werden.
1Zur Berechnung wird die Fitness aller Individuen so normalisiert, dass der schlechteste Fitnesswert 0 und
der beste 1 ist [9].
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Die Auswahl der Operatoren erfolgt zufa¨llig. Die Wahrscheinlichkeit, mit der ein Operator
angewandt wird, wird dem GP-System dabei als Parameter u¨bergeben. Neben der Mutation
und dem urspru¨nglichen Crossover gibt es inzwischen viele Erweiterungen und zusa¨tzliche
Operatoren, die an dieser Stelle jedoch nicht na¨her erla¨utert werden sollen (z.B.: [112, 27,
118, 6]).
2.2.5 Abbruchkriterium
Das Abbruchkriterium legt fest, wann der – potentiell unendliche – Evolutionszyklus ab-
gebrochen wird und das bis dahin beste gefundene Individuum als Ergebnis des GP-Laufs
ausgegeben wird. Es muss abgewogen werden, ob in vertretbarer Rechenzeit ein besse-
res Individuum zu erwarten ist. Die verschiedenen Kriterien wurden bereits allgemein fu¨r
Evolutiona¨re Algorithmen in Abschnitt 2.1 beschrieben. Die dortigen Bemerkungen gelten
uneingeschra¨nkt fu¨r die Genetische Programmierung.
In dieser Arbeit wird folgende Frage untersucht: Ist das neu entwickelte GP-System in der
Lage, bei gleichem (Rechen-)Aufwand bessere Ergebnisse zu erzielen als herko¨mmliche,
baumbasierte Systeme? Aus diesem Grund wird als Abbruchkriterium eine Anzahl von
Fitnessauswertungen festgelegt, nach denen das GP-System terminiert.
2.2.6 Erweiterungen
Seit KOZAs Vero¨ffentlichung von 1992 [57] wurden viele neue Ansa¨tze zur Genetischen Pro-
grammierung vorgestellt. An dieser Stelle wird auf die Erweiterungen na¨her eingegangen,
die zum Versta¨ndnis des neuen GP-Systems no¨tig sind.
Steady State-Selektion
Bei einem generationsbasierten Evolutionszyklus wird eine Population komplett durch eine
neue ersetzt. In der natu¨rlichen Evolution ist dies nicht der Fall. Vielmehr werden einige In-
dividuen neu geboren, wa¨hrend andere sterben. Die Steady-State-Selektion versucht diesem
Vorbild na¨her zu kommen: Es werden nur einige Individuen der Population zur Selektion
herangezogen. Mit Hilfe genetischer Operatoren werden aus den selektierten Individuen
Nachkommen generiert, die wiederum alte Individuen aus der selektierten Menge u¨ber-
schreiben.1
Der Steady-State-Ansatz wird in den meisten Fa¨llen zusammen mit einer Turnier-Selektion
verwendet. In dieser Kombination werden die Individuen eines Turniers nach ihrer Fitness
sortiert und das schlechteste Individuum wird durch eine Mutation des besten (oder eine
Rekombination beider Individuen) ersetzt.
1Es besteht somit ein direkter Zusammenhang zwischen neuen Individuen und solchen, die aus der Popu-
lation ausscheiden. Dies ist ein weiterer Unterschied zur natu¨rlichen Evolution.
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Ein Turnier muss sich nicht zwangsla¨ufig darauf beschra¨nken, das schlechteste Individu-
um zu ersetzen. Statt dessen kann das zweitschlechteste Individuum ebenfalls durch eine
Variation des zweitbesten Individuums ersetzt werden, usw.. Eine Turniergro¨ße von 7/3
bezeichnet ein Turnier mit sieben Individuen, wobei Variationen der drei besten Individu-
en die drei schlechtesten u¨berschreiben.
Das in dieser Arbeit vorgestellte GP-System GGP verwendet den Steady-State-Ansatz mit
Turnierselektion. Die Gro¨ße der Turniere wird jeweils als Parameter bei der Vorstellung der
Testprobleme angegeben.
Automatically Defined Functions (ADF)
In imperativen Programmiersprachen ist es mo¨glich, ha¨ufig beno¨tigte Abschnitte eines Al-
gorithmus als Funktion abzulegen und diese bei Bedarf aufzurufen. ADFs [58] sind ei-
ne U¨bertragung dieses Konzepts auf die Genetische Programmierung: Ein ADF ist ein
zusa¨tzlicher Baum, der wie die Ba¨ume einzelner Individuen durch genetische Operatoren
vera¨ndert werden kann. Fu¨r jeden ADF wird die Terminalmenge um ein Element erwei-
tert. Wird dieses Element als Blatt in den Baum eines Individuums eingefu¨gt, wird bei der
Fitnessberechnung dieses Blatt durch den Baum des ADFs ersetzt.
ADFs werden vom in dieser Arbeit vorgestellten GP-System nicht verwendet. Das zum Ver-
gleichen der Ergebnisse verwendete baumbasierte System nach KOZA setzt sie jedoch ein.
Des Weiteren werden ADFs in einer Beispielanwendung verwendet, um Graphstrukturen
als Ba¨ume darstellen zu ko¨nnen (Abschnitt 2.3.2).
Linear Genetic Programming
Neben der von KOZA verwendeten Baumstruktur gibt es weitere Datenstrukturen, durch
die Genome in der genetischen Programmierung repra¨sentiert werden. Eine verbreitete Me-
thode ist die Verwendung von linearen Sequenzen als lineares Genom [7, 9]. Im Unterschied
zu den Genetischen Algorithmen ist die La¨nge eines Genoms jedoch variabel und a¨ndert
sich wa¨hrend des Evolutionszyklus dynamisch.
Bei der Verwendung von Ba¨umen, die LISP-Ausdru¨cke repra¨sentieren, entspricht eine Kan-
te dem Wert des Sohnes, zu dem sie fu¨hrt.1 Betrachtet man ein lineares Genom als lineare
Liste, stellen die Kanten zwischen den einzelnen Elementen keine Werte dar, sondern sa-
gen lediglich aus, welcher Knoten als na¨chstes betrachtet wird. Die Knoten repra¨sentieren
in diesem Fall Befehle, die auf Register zugreifen (vergleichbar einer Maschinensprache
[83]). Die Register selbst sind nicht Bestandteil des Genoms, sondern sind Teil des Inter-
preters, der die Befehle ausfu¨hrt. Der Ansatz unterscheidet sich somit grundlegend vom
LISP-orientierten Baumansatz. Einige GP-Probleme sind inzwischen auch bei der Verwen-
dung einer Baumstruktur so codiert, dass externe Register beno¨tigt werden und die Kanten
des Baumes lediglich die Ausfu¨hrungsreihenfolge der Knoten festlegen. Ein Beispiel hierfu¨r
1Die Auswertung erfolgt von den Bla¨ttern zur Wurzel
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ist das Artificial Ant-Problem, das in Abschnitt 5.3.1 vorgestellt und in dieser Arbeit als Test-
problem verwendet wird.
Das in dieser Arbeit eingefu¨hrte graphbasierte GP-System GGP kann Kanten sowohl zur
Wertweitergabe als auch zur Festlegung des Programmflusses verwenden. Die beiden un-
terschiedlichen Ansa¨tze werden einzeln als funktionale und algorithmische Semantik eines
Graphen in den Abschnitten 3.2 und 3.4 vorgestellt.
2.3 Graphen in der Genetischen Programmierung
Wenn Graphen im Zusammenhang mit Genetischer Programmierung betrachtet werden,
mu¨ssen zwei unterschiedliche Arten von GP-Systemen unterschieden werden: graphbasier-
te und graphkodierende GP-Systeme. Die graphbasierten Systeme, zu denen das im Rahmen
dieser Arbeit enwickelte GGP geho¨rt, verwenden Graphen als Genotypen der Individuen.
Graphkodierende Systeme versuchen hingegen, mit einem Baum oder einem linearen Genom
einen Graphen abzubilden. In Abschnitt 2.3.2 wird auf verschiedene Ansa¨tze eingegangen,
wie Graphen in verschiedenen Systemen als Baum oder lineares Genom abgelegt werden
und welche Konsequenzen sich daraus ergeben. In Abschnitt 2.3.3 werden verschiedene
graphbasierte GP-Systeme vorgestellt.
2.3.1 Begriffsbildung
Im Folgenden werden Graphen als zugrunde liegende Datenstruktur verwendet. An dieser
Stelle werden einige Begriffe eingefu¨hrt, die zum Versta¨ndnis der restlichen Arbeit notwen-
dig sind. Mehr zum Thema Graphentheorie ist in [29] zu finden.
Ein gerichteter Graph besteht aus Knoten und Kanten, welche die Knoten miteinander ver-
binden. Eine Kante, die zu einem Knoten fu¨hrt, ist fu¨r diesen eine Eingangskante. Eine Kante,
die von einem Knoten wegfu¨hrt, ist dessen Ausgangskante. Die Anzahl der Eingangskanten
eines Knotens wird als sein Eingangsgrad oder Fan-in bezeichnet, die Anzahl seiner Aus-
gangskanten ist sein Ausgangsgrad oder Fan-out.
Der Startknoten einer Kante ist der Knoten, bei dem sie beginnt. Analog ist der Endknoten
einer Kante der Knoten, bei dem sie endet. Existieren in einem Graphen zwei Kanten, die
denselben Startknoten haben und die sich ebenfalls einen Endknoten teilen, spricht man
von einem Multigraphen.
Ein Pfad ist ein Kantenzug der zwei Knoten miteinander verbindet und dabei mehrere wei-
tere Knoten beinhaltet (siehe Definition 4.2). Zwei Knoten bzw. Kanten sind miteinander
verbunden, wenn sie Teil eines Pfades sind.
2.3.2 Graphkodierende GP-Systeme
Fu¨r viele Problemstellungen ist die natu¨rliche Darstellungsform ein Graph und nicht die
bei GP von KOZA verwendete Baumstruktur. In diesem Abschnitt werden verschiedene
14 Grundlagen der Genetischen Programmierung
Ansa¨tze vorgestellt, mit denen ein Graph als Baum oder lineares Genom kodiert wird.
Cartestian Genetic Programming
In [78] stellt MILLER das Cartestian Genetic Programming (CGP) vor, mit dessen Hilfe digitale
Schaltkreise evolviert werden sollen. In [78] wendet er es zuna¨chst auf Even Parity- [57] und
weitere BOOLEsche Probleme an, spa¨ter ebenfalls auf Artificial Life-Simulationen [97].
Ein Programm bei CGP entspricht einer m × n-Matrix, wobei jedes Matrixelement einer
Funktion wie beispielsweise einem AND- oder OR-Gatter entspricht. Jedes Element verfu¨gt
u¨ber exakt drei Einga¨nge und einen Ausgang. Dieser Ausgang kann mit beliebig vielen
Einga¨ngen anderer Gatter verbunden werden oder unverbunden bleiben. Die Einga¨nge
ko¨nnen nur mit Ausga¨ngen verbunden sein, die sich in der Matrix weiter links befinden.
Alternativ ko¨nnen sie einen der Eingangswerte des zu lo¨senden Problems zugewiesen be-
kommen.
Der Genotyp einer solchen Matrix wird als lineares Genom abgelegt, wobei jedem Element
ein 4-Tupel zugewiesen ist. Die ersten drei Werte stehen fu¨r die Nummer des jeweiligen
Matrixelements, von dem die Funktionen ihre Eingangswerte erhalten. Die Funktionen, die
durch ein Matrixelement repra¨sentiert werden ko¨nnen, sind durchnummeriert. Die vierte
Zahl des Tupels von einem Matrixelement ist die Nummer der Funktion, fu¨r die es steht.
Der evolutiona¨re Algorithmus hinter CGP benutzt eine (1 + λ) Evolutionsstrategie zur Se-
lektion [103], die Variation einzelner Individuen erfolgt u¨ber eine Mutation einzelner 4-
Tupel. Bei der Mutation wird beachtet, dass die Verbindungen der Einga¨nge wiederum nur
zu Elementen zeigen, deren Spaltennummer kleiner als die des betrachteten Elements ist.
Durch die Festlegung der Funktionen auf drei Einga¨nge und drei Ausga¨nge ist das Sy-
stem generell eingeschra¨nkt. Sollen Funktionen verwendet werden, die weniger als drei
Einga¨nge beno¨tigen, ist dies durch Ignorieren eines Eingangswertes noch mo¨glich, sollen
jedoch Funktionen mit z.B zwei Einga¨ngen und zwei Ausga¨ngen verwendet werden, ist
dies mit CGP nicht mo¨glich.
Des Weiteren ist es nicht vorgesehen, dass einzelne Matrixelemente u¨ber zusa¨tzliche Pa-
rameter verfu¨gen ko¨nnen. Die Verwendung eines Proportionalgliedes aus der Regelungs-
technik, bei dem der Eingangswert mit einer zum Matrixelement geho¨renden reellen Zahl
multipliziert wu¨rde, ist so zum Beispiel nicht mo¨glich. Sollten entsprechende Verwendun-
gen vorgesehen sein, mu¨sste das lineare Genom um entsprechende Werte erweitert wer-
den. Dies wu¨rde jedoch bedeuten, dass alle Funktionen immer dieselbe Anzahl von solchen
zusa¨tzlichen Parametern haben mu¨ssten.
Die Ergebnisse, die mit dem System im Bereich der BOOLEschen Probleme erzielt wer-
den, sind vielversprechend, die Einschra¨nkungen durch die Wahl des linearen Genoms
schra¨nken jedoch die Benutzbarkeit auf eine bestimmte Klasse von Anwendungsgebieten
ein.
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Das GP-System SMOG von MARENBACH
Als eine der ersten Gruppen versuchten MARENBACH et al. dynamische Systeme mit Hilfe
der Genetischen Programmierung zu evolvieren. Zuna¨chst wurde das GP-System fu¨r Fer-
mentierungsprozesse verwendet [12], spa¨ter dann fu¨r Aufgabenstellungen der Regelungs-
technik [88]. Beispiele fu¨r die betrachteten Probleme aus der Regelungstechnik finden sich
ebenfalls im Anhang A dieser Arbeit.
Die Graphen, die als Baum zu modellieren sind, sind gerichtet, und fu¨r jeden Knoten ist
die Anzahl der eingehenden und herausfu¨hrenden Kanten festgelegt. Zu Zeiten der ersten
Vero¨ffentlichungen war das System nur in der Lage, dynamische Systeme zu evolvieren,
die sich direkt als Baum darstellen ließen [12]. Die Evolvierung von Ru¨ckfu¨hrungen oder
mehreren parallel liegenden Knoten war dementsprechend nicht mo¨glich.
In dem aus diesem ersten Ansatz hervorgegangenen GP-System SMOG wurde die Menge
der erlaubten Knotentypen um ku¨nstliche Knotentypen erweitert, mit denen die Kodierung
einfacher Ru¨ckkopplungen und Vorwa¨rtskopplungen mo¨glich ist [72]. Trotz dieser Erweite-
rungen spannt die Menge aller mit dem GP-System SMOG evolvierbaren Ba¨ume nicht den
kompletten Suchraum der Graphen auf. Abbildung 2.2 zeigt ein entsprechendes Beispiel.
Abbildung 2.2: Ein mit SMOG nicht darstellbarer Graph
Graphkodierungen nach KOZA
A¨hnlich MARENBACHs GP-System SMOG kodiert KOZA ebenfalls Schaltungsgraphen als
Ba¨ume. Zielsetzungen hierbei sind unter anderem der Entwurf von Schaltkreisen [59] oder
der Entwurf von Regelungen dynamischer Systeme [60]. Die zu kodierenden Graphen ent-
halten somit – im Falle der digitalen Schaltkreise – Transistoren, Dioden und a¨hnliche Bau-
teile oder – im Fall der Regler – PIDs, Proportionalglieder und weitere Elemente der Rege-
lungstechnik.
Alle diese Bauteile haben einen festgelegten Fan-in bzw. Fan-out – Eingangsgrad und Aus-
gangsgrad der Knoten sind somit fest vorgegeben. Sollen entsprechende Graphen als Baum
kodiert werden, ergeben sich dieselben Probleme wie bei MARENBACH. KOZA entwickelte
hierzu zwei verschiedene Verfahren. Im ersten Ansatz bestand der Baum nicht aus der zu
kodierenden Schaltung, sondern aus einer Reihe von Anweisungen, wie aus einem vorge-
gebenen kleinen Schaltkreis – Embrio-Schaltkreis gennant – durch Einbau weiterer Elemente
die eigentliche Schaltung entsteht [59]. Diese indirekte Kodierung geht auf GRUAU zuru¨ck,
der auf a¨hnliche Weise Neuronale Netze erzeugte [37].
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In einem weiteren Ansatz von KOZA werden die Schaltungen und Regler wie bei Maren-
bach als Ba¨ume kodiert [51]. Das Problem der nicht als Baum darstellbaren Elemente der
Schaltung wird durch den Einsatz von ADFs [58] kompensiert, da auf diese Weise eine
Form von Rekursion erreicht werden kann, durch die Zyklen in Graphen simuliert wer-
den ko¨nnen. Fu¨r das GP-System bedeutet dies jedoch, dass fu¨r jede Stelle der Schaltung,
an der ein Signal zu zwei unterschiedlichen Schaltblo¨cken gefu¨hrt werden soll, ein ADF
eingesetzt werden muss. Die vor einem GP-Lauf festzulegende Anzahl der ADFs wirkt so-
mit gleichzeitig als Restriktion auf die Anzahl der Verzweigungspunkte innerhalb der zu
evolvierenden Schaltungen und somit als Einschra¨nkung des Suchraums der Graphen.
2.3.3 Graphbasierte GP-Systeme
Parallel Distributed Genetic Programming (PDGP)
Bereits 1996 stellte POLI in [89] das GP-System PDGP (Parallel Distributed Genetic Program-
ming) vor. Wie auch bei MILLER wird ein Graph durch eine m × n-Matrix repra¨sentiert,
einzelne Matrixelemente ko¨nnen jedoch nicht nur fu¨r Funktionen stehen, sondern zusa¨tz-
lich auch fu¨r Terminale wie Variablen und Konstanten, die auch bei baumbasierten GP-
Systemen als Bla¨tter Verwendung finden.
Im Gegensatz zu MILLER verwendet POLI diese Matrixstruktur als interne Graphrepra¨sen-
tation, es findet kein weiteres Mapping auf ein lineares Genom oder einen Baum statt.
Ein weiterer Unterschied liegt darin, dass POLI fu¨r sein System Crossover-Operatoren ent-
wickelt hat. Dies ist durch eine Einschra¨nkung der erlaubten Verbindungen zwischen be-
stimmten Knoten gelungen. Aus diesem Grund kann eine m× n-Matrix nicht alle Graphen
mit m× n Knoten darstellen, sondern nur eine Untermenge.
Mit der von POLI gewa¨hlten Graphrepra¨sentation ist es mo¨glich, die Anzahl der zu einem
Knoten fu¨hrenden Kanten exakt festzulegen, nicht jedoch die herausfu¨hrende Kantenzahl.
Somit ist auch POLIS System auf eine bestimmte Teilmenge aller Graphen eingeschra¨nkt.
Parallel Algorithm Discovery and Orchestration (PADO)
TELLERs GP-System PADO [117] war der erste graphbasierte Ansatz, der den Genotyp ei-
nes Individuums als Graphen abspeichert. Wa¨hrend PDGP von POLI zur Abspeicherung
des Graphen auf m × n-Matrizen ausweicht und die Crossoveroperatoren fu¨r diese Da-
tenstruktur definiert, werden die genetischen Operatoren bei PADO direkt auf Graphen
angewandt.
Bei POLIs System stehen die Kanten fu¨r die Werte einer Funktion, PADO hingegen benutzt
fu¨r diese Zwecke indizierten Speicher und einen Stack. Die Kanten stehen in diesem System
fu¨r den Programmfluss, legen also fest, in welcher Reihenfolge die Funktionen der einzel-
nen Knoten hintereinander ausgefu¨hrt werden sollen. In dem in dieser Arbeit vorgestellten
GP-System werden beide Ansa¨tze unterstu¨tzt. Die unterschiedliche Bedeutung der Kanten
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wird unter den Stichworten funktionale Semantik (Abschnitt 3.2) und algorithmische Semantik
(Abschnitt 3.4) na¨her beschrieben.
Jeder Knoten im PADO-GP-System kann beliebig viele Eingangs- und Ausgangskanten be-
sitzen. Die einzige Festlegung besteht darin, dass nur ein als Endknoten markierter Knoten
den Ausgangsgrad null hat und nur ein als Startknoten markierter den Eingangsgrad null.
Ein Knoten repra¨sentiert jeweils zwei Funktionen. Die erste entspricht den in GP-Systemen
u¨blichen Funktionen wie zum Beispiel arithmetischen Operationen. Die zweite Funktion
entscheidet als Auswahlfunktion daru¨ber, welche Ausgangskante benutzt werden soll, um
den im Programmfluss folgenden Knoten zu ermitteln.
Zum Crossover werden aus zwei Individuen jeweils meherere Knoten herausgenommen
und in das andere Individuum eingesetzt. Die beim Herausnehmen aufgeteilten Kan-
ten werden zufa¨llig mit den Knoten des anderen Individuums verbunden. Die Auswahl
der Knoten erfolgt u¨ber eine Metaevolution, d.h. es existiert ein weiterer Graph, der ein
Programm darstellt, welches beim eigentlichen Graphen die Knoten fu¨r den Crossover
auswa¨hlt. Bei diesem Metaprogramm, das ebenfalls dem Zyklus aus Selektion und Variati-
on unterworfen ist, werden die Knoten fu¨r einen Crossover zufa¨llig ausgewa¨hlt.
Im Bereich der Klassifikation konnten mit dem System gute Ergebnisse erzielt werden (Bil-
derkennung in [117] und [115], Gera¨uscherkennung in [116]). Versuche im Bereich der sym-
bolischen Regression waren hingegen weniger erfolgreich [13]. Ein Problem des Systems
liegt darin, dass normalerweise mehr Variablen vom Stack beno¨tigt werden, als auf diesem
vorhanden sind. Aus diesem Grund muss ein großer Teil des Graphen immer aus Konstan-
tenfunktionen bestehen.
Fu¨r Probleme aus den Bereichen des Schaltungs- und Reglerentwurfs ist das System nicht
geeignet, da Eingangs- und Ausgrangsgrade einzelner Knoten nicht vorgegeben werden
ko¨nnen.
Ein GP-System fu¨r Turingmaschinen
In [87] zeigen PEREIRA et al., wie sich eine Turingmaschine [43] als Graph kodieren und mit
Hilfe von GP evolvieren la¨sst. Als Problemstellung verwenden sie das Busy Beaver-Problem,
bei dem es darum geht, bei einer vorgegebenen Anzahl von Zusta¨nden eine mo¨glichst
große, jedoch endliche Zahl von Einsen auf ein vorher leeres Band zu schreiben.
Die Repra¨sentation einer Turingmaschine innerhalb des Genoms eines GP-Individuums er-
folgt u¨ber eine Identifizierung der Knoten eines gerichteten Graphens mit den Zusta¨nden
der Turingmaschine, die Kanten stehen fu¨r die Transitionen zwischen den Zusta¨nden. Aus
allen Zusta¨nden außer dem Endzustand fu¨hren genau zwei Kanten heraus. Der Endzu-
stand hat keine Ausgangskante. Die erste Kante benennt den Folgezustand, wenn auf dem
Turingband eine Null steht, die zweite Kante den Folgezustand bei einer Eins. Der Ein-
gangsgrad der Knoten ist nicht festgelegt.
Der Graph wird intern als lineares Genom verwaltet. Da jedoch der im Folgenden kurz be-
schriebene Crossover-Operator direkt auf dem Graphen und nicht auf dem linearen Genom
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arbeitet, kann im Gegensatz zu Millers CGP-System von einem graphbasierten GP-System
gesprochen werden.
Beim Crossover werden zusammenha¨ngende Teilgraphen aus zwei Individuen miteinan-
der vertauscht. Die Teilgraphen bestehen beide aus gleich vielen Knoten. Jedem Knoten
aus dem ersten Graph wird einer aus dem zweiten zugeordnet, und die Knoten werden
gema¨ß dieser Zuordnung ausgetauscht. Die genaue Vertauschung der Kanten ist der Quel-
le zu entnehmen [87]. Es wird hierbei darauf geachtet, dass weiterhin jeder Knoten u¨ber die
zwei entsprechenden herausfu¨hrenden Kanten verfu¨gt. Bei dem verwendeten Algorithmus
werden nur verha¨ltnisma¨ßig wenige Kanten aus dem neuen Teilgraphen u¨bernommen
Das GP-System von PEREIRA kann nur fu¨r Problemstellungen mit fester Knotenzahl an-
gewendet werden, bei denen die Anzahl der Ausgangskanten aller Knoten identisch ist.
Fu¨r allgemeinere Problemstellungen, zum Beispiel aus der Regelungstechnik, ist es nicht
geeignet.
Linear-Graph GP
Bei dem in [50] von KANTSCHIK vorgestellten GP-System Linear-Graph GP (LGGP) handelt
es sich prima¨r um ein System mit linearem Genom, das in mehrere Abschnitte unterteilt ist.
Ab dem zweiten dieser Genomabschnitte existieren zu jedem mehrere alternative Genome,
die nicht zwingend gleichlang sein mu¨ssen. Die Auswahl der Alternative des jeweiligen
Folgeabschnitts erfolgt u¨ber eine Verzweigungsfunktion im letzten Knoten des aktuellen
Abschnitts. Diese Funktionen ko¨nnen in der aktuellen Implementierung zwischen ein und
drei nachfolgenden Genomabschnitten auswa¨hlen. Abbildung 2.3 zeigt ein Beispiel.
Abbildung 2.3: Beispiel eines Linear-Graph-Genoms
Werden die einzelnen Genomabschnitte als Knoten eines Graphen betrachtet und die
mo¨glichen Verzweigungen zu den jeweils na¨chsten Abschnitten als Kanten zwischen die-
sen, dann entsteht ein gerichteter, zyklenfreier Graph, bei dem in der Mikroansicht jeder
Knoten wiederum aus einem linearen Genom besteht.
Das System verfu¨gt u¨ber Mutations- und Crossover-Operatoren. Es ko¨nnen Befehle inner-
hab eines linearen Abschnitts vera¨ndert werden oder Kanten (die Ziele der Verzweigungs-
befehle) ausgetauscht werden. Beim Crossover werden einzelne lineare Genomabschnitte
mit anderen vertauscht. Die neue Zuordnung der von diesen Abschnitten aus erreichbaren
Genome des na¨chsten Abschnittes erfolgt zufa¨llig, wobei darauf geachtet wird, dass jede
Alternative weiterhin zu erreichen ist.
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Das System hat sich im Bereich der symbolischen Regression und Klassifikation bewa¨hrt
[50], ist jedoch nicht fu¨r eine direkte Kodierung von Schaltkreisen und a¨hnlichen Graphen
geeignet.
2.3.4 Zusammenfassung
In diesem Abschnitt wurden verschiedene Zusammenha¨nge aufgezeigt, in denen Graphen
in der Genetischen Programmierung eingesetzt werden. Zuna¨chst wurden Systeme vorge-
stellt, bei denen die natu¨rliche Darstellungsweise des zu ermittelnden GP-Individuums ein
Graph wa¨re, dieser aber durch einen Baum oder ein lineare Genom repra¨sentiert werden
soll. All den hier besprochenen Ansa¨tzen ist gemein, dass durch die U¨bertragung in eine
restriktivere Datenstruktur der vom GP-System aufgespannte Suchraum immer kleiner ist,
als der Raum aller fu¨r eine Lo¨sung in Frage kommenden Graphen. In allen referenzierten
Vero¨ffentlichungen wurden die Ergebnisse des jeweiligen Systems als gut bezeichnet, es ist
jedoch durchaus mo¨glich, dass durch die Beschneidung des Suchraums bessere Lo¨sungen
von vornherein ausgeschlossen werden.
Des Weiteren wurden GP-Systeme vorgestellt, die Graphen als Datenstruktur fu¨r den Ge-
notyp der Individuen verwenden. Diese wurden entweder explizit fu¨r spezielle Problem-
stellungen entworfen oder die verwendeten genetischen Operatoren sind nicht dafu¨r aus-
gelegt, bestimmte Eigenschaften von Graphen zu erhalten (z. B. eine feste Zuordnung von
in einen Knoten hineinfu¨hrenden und ihn verlassenden Kanten).
Aus diesen U¨berlegungen ergab sich somit die Zielsetzung, ein graphbasiertes GP-System
zu erstellen, das einerseits Schaltkreise und Graphen aus Anwendungen der Regeltechnik
auf natu¨rliche Weise als Genotyp verwendet, andererseits jedoch auch fu¨r Problemstellun-
gen geeignet ist, die mit baumbasierten GP-Systemen bearbeitet werden. Eine besondere
Herausforderung ist die Entwicklung geeigneter Crossover-Operatoren, die weitaus kom-
pliziertere Operationen ausfu¨hren mu¨ssen als beim Baum-Crossover und die in anderen
Publikationen als kompliziert zu realisieren eingestuft wurden [36].
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Kapitel 3
Repra¨sentation der Individuen
Jedes Individuum einer Population wird im GP-System durch einen Graphen repra¨sen-
tiert. Um Verwechslungen mit anderen Graphdefinitionen zu vermeiden, werden diese im
Folgenden GP-Graphen genannt. In diesem Kapitel wird ihre Definition sowie ihre Verwen-
dung im GP-System vorgestellt.
Bei GP-Graphen muss zwischen der Syntax und der Semantik des Graphen unterschieden
werden. Unter der Syntax eines Graphen versteht man den Zusammenhang seiner Knoten.
Die Semantik hingegen definiert die Bedeutung der Kanten und Knoten. Wa¨hrend die ge-
netischen Operatoren des GP-Systems die Syntax eines Graphen vera¨ndern, bestimmt die
Semantik, wie bei einer Fitnessberechnung zu verfahren ist.
Untersucht werden funktionale und algorithmische Semantiken. Bei funktionalen Semanti-
ken steht jeder Knoten fu¨r eine Funktion. Die Dimension des Definitionsbereichs der Funk-
tion entspricht dem Eingangsgrad des Knotens, die Dimension des Bildbereichs der Funk-
tion dem Ausgangsgrad des Knotens. Beispiele fu¨r funktionale Semantiken sind eine Boo-
lesche Semantik, bei der jeder Knoten fu¨r ein logisches Gatter steht oder eine arithmetische
Semantik, bei der jeder Knoten fu¨r eine arithmetische Funktion wie der Addition steht.
Bei algorithmischen Semantiken stehen die Knoten ebenfalls fu¨r Funktionen, allerdings
sind die Definitionsbereiche und Bilder der Funktionen nicht mit den Kanten verknu¨pft,
sondern ergeben sich aus zusa¨tzlichen Datenstrukturen. Die Kanten definieren lediglich
die Reihenfolge, in denen die Funktionen der Knoten ausgefu¨hrt werden.
Beispiele fu¨r entsprechende Semantiken sind die in Abschnitt 5.3.1 vorgestellte Kodierung
des Artifical Ant-Problems oder imperative Programme, die als Flussdiagramme dargestellt
werden.
In den folgenden Abschnitten wird zuerst die Syntax eines GP-Graphen definiert. Danach
werden die in dieser Arbeit verwendeten Semantiken beschrieben.
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3.1 Syntax von GP-Graphen
Definition 3.1
Ein 4-Tupel (I,O,V,E) heiße GP-Graph, wenn folgende Bedingungen erfu¨llt sind:
1. I = {i1, . . . , in} und O = {o1, . . . , om} sind endliche Mengen, u¨ber die jeweils eine
Ordnung definiert ist.
2. V = {v1, . . . , vp} ist eine endliche Menge.
3. E = {(a, b)|a ∈ I ∪ V ∧ b ∈ V ∪O}, E kann mehrere identische Elemente enthalten.
4. Fu¨r alle i ∈ I existiert genau ein Tupel (i, b) ∈ E mit b ∈ V ∪O.
5. Fu¨r alle o ∈ O existiert genau ein Tupel (a, o) ∈ E mit a ∈ I ∪ V.
6. Zu jedem Element v ∈ V ist auf den beiden Mengen {(a, v)|a ∈ I ∪V ∧ (a, v) ∈ E} und
{(v, b)|b ∈ V ∪O ∧ (v, b) ∈ E} jeweils eine Ordnung definiert.
7. Zu jedem Element v ∈ I ∪V existiert ein Pfad1, von v zu einem Element o ∈ O.
8. Zu jedem Element v ∈ V existiert mindestens ein Pfad, der bei einem Element i ∈ I∪V
mit Eingangsgrad 0 beginnt und zu v fu¨hrt.
Durch die ersten drei Punkte der Definition wird ein gerichteter, endlicher Multigraph de-
finiert. Hierbei ist I die Menge der Eingangsknoten und O die der Ausgangsknoten sowie
V die Menge der (semantisch gesehen) inneren Knoten des Graphen.2
Die Punkte 4 und 5 legen fest, dass jeder Eingangsknoten den Ausgangsgrad 1 hat und alle
Ausgangsknoten den Eingangsgrad 1 haben.
Punkt 6 stellt sicher, dass sowohl fu¨r die Eingangskanten als auch fu¨r die Ausgangs-
kanten sa¨mtlicher Knoten eine Reihenfolge festgelegt ist. Nur so ko¨nnen Knoten nicht-
kommutative Funktionen wie die Subtraktion, repra¨sentieren.
Durch die Punkte 7 und 8 wird der Suchraum fu¨r das GP-System weiter auf sinnvolle Gra-
phen eingeschra¨nkt. Punkt 7 stellt hierbei sicher, dass jeder Knoten in dem Graphen Ein-
fluss auf die Lo¨sung hat. Hierdurch wird eine mo¨gliche Art von Introns vermieden. Ziel des
GP-Systems soll es sein, mittels kleiner Graphvera¨nderungen eine gerichtete Suche durch-
zufu¨hren, wobei Introns keinen positiven Nutzen ha¨tten, wa¨hrend Introns im klassischen
Baum-GP ha¨ufig als Schutz fu¨r gute Teilba¨ume oder als Material zur Diversita¨tserhaltung
betrachtet werden [9].
Punkt 8 stellt sicher, dass jeder Knoten, der einen Eingangsgrad gro¨ßer null hat, mit einem
Knoten verbunden ist, der u¨ber keine eigene Eingangskante verfu¨gt. Wenn fu¨r azyklische
Graphen Punkt 7 der Definition erfu¨llt ist, gilt automatisch auch Punkt 8. Bei Problemstel-
lungen, fu¨r die zyklischen Graphen mit algorithmischer Semantik eingesetzt werden, stellt
1siehe Definition 4.2 auf Seite 39
2Es kann sehr wohl Knoten v ∈ V geben, die einen Eingangsgrad null haben.
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der Punkt sicher, dass jeder Knoten bei der Berechnung des Graphen erreichbar ist und
somit kein Intron darstellt.
Bei funktionalen Semantiken werden im Allgemeinen nur azyklische Graphen verwendet,
da Zyklen ein Gleichungssystem darstellen, das nicht notwendigerweise eine Lo¨sung ha-
ben muss. In so einem Fall kann es passieren, abha¨ngig von den Knoten außerhalb des
Zyklus, dass fu¨r den Graphen keine Fitness berechnet werden kann.
Beispiel 3.1
Abbildung 3.1 zeigt einen Graphen mit funktionaler Semantik und einem Zyklus, bei dem
die Knoten des hervorgehobenen Teilgraphen gegen Punkt 8 der Definition 3.1 verstoßen.
Die Ausgangskante des Teilgraphen – und somit der gesamte Graph – kann nur in einem
Fall fu¨r einen festen Wert stehen: Die Summe der Werte der Kanten, die in den Additions-
block des Teilgraphen fu¨hren, muss gleich dem Ergebnis dieser Addition sein.
+ + out
2
Abbildung 3.1: Die Auswertung des markierten Teilgraphen entspricht
einem Gleichungssystem (val = val + val).
3.2 Funktionale Semantiken eines GP-Graphen
Aufgabe einer funktionalen Semantik eines GP-Graphen ist es, jedem Knoten der Menge
V eines GP-Graphen jeweils eine Funktion zuzuordnen. Die Ergebnisse, die sich durch die
Auswertung dieser Funktion ergeben, werden u¨ber die Ausgangskanten eines Knotens an
die folgenden Knoten weitergegeben. Durch die Funktion, die zu einem Knoten v geho¨rt,
werden gleichzeitig Eingangsgrad id(v) und Ausgangsgrad od(v) desselben festgelegt. Bei
der Berechnung des Wertes eines Graphen erhalten die Ausgangskanten eines Knotens die
Werte, die sich aus der dem Knoten zugeordneten Funktion berechnen. Die Argumente
der Funktion ergeben sich aus den Werten der Eingangskanten des Knotens, die ihrerseits
wiederum Ausgangskanten anderer Knoten sind.
Zusa¨tzlich kann eine Funktion weitere Argumente haben, die nicht von den Eingangskan-
ten des zugeho¨rigen Knotens abha¨ngen, sondern lokale, zum Knoten geho¨rende Parameter
sind.
Fu¨r eine Funktion f , die den Wert Eingangskante mit dem Faktor k multipliziert und dann
an die Ausgangskante propagiert, ist der Parameter k zum Beispiel ein fu¨r den jeweili-
gen Knoten lokaler Wert. Die Funktion berechnet bei einem Knoten mit k = 2 der Wert
f (x, k)|k=2 = 2x. Bei einem anderen Knoten hingegen, fu¨r den k = 0.3 gilt, wird der Wert
f (x, k)|k=0.3 = 0.3x erzeugt.





fa : Ria × L→ Roa |L ⊆ Rpa , ia, pa ∈ N0, oa ∈ N
}
,
heiße Menge der Grundfunktionen fu¨r funktionale Semantiken. Eine einzelne Funktion f ∈ F mit
f : Ri × L→ Ro heiße (i, o)-Grundfunktion.
Die Werte ia und oa entsprechen somit dem Eingangsgrad und Ausgangsgrad eines Kno-
tens, der fu¨r diese Funktion fa steht. L bezeichnet den lokalen Parameterraum der Funktion.
Da der Definitionsbereich der pa lokalen Parameter unterschiedlich sein kann, handelt es
sich hierbei um eine Teilmenge des Rpa .
Wenn ia = 0 fu¨r eine Funktion fa gilt, bedeutet dies, dass die Funktion u¨ber keine Argumen-
te verfu¨gt. Ein zu dieser Funktion passender Knoten hat somit keine Eingangskante.id(v) =
0.
Andererseits kann es auch Funktionen geben, die u¨ber keine zusa¨tzlichen Parameter
verfu¨gen, fu¨r die also pa = 0 gilt. Beispiel hierfu¨r sei f : (x1, x2)T 7→ x1 + x2.
Zur Beschreibung einer Semantik wird jedem Knoten v des Graphen eine Funktion fa ∈ F
zugeordnet, wobei darauf geachtet werden muss, dass Eingangs- und Ausgangsgrad des
Knotens zur Funktion passen. Die Reihenfolge der Kanten, die nach Definition 3.1 existieren
muss, entspricht der Reihenfolge der Argumente der Funktion.
Jeder Kante eines Graphen ist eine reelle Zahl zugeordnet. Sind zu einem Knoten die Werte
aller Eingangskanten bekannt, ko¨nnen mit Hilfe der dem Knoten zugeordneten Funktion
die Werte der Ausgangskanten berechnet werden. Der Ergebnisvektor der Funktion wird
hierbei komponentenweise den Ausgangskanten zugeordnet.
Die Dimension pa der zweiten Komponente des Definitionsbereichs einer Funktion fa steht
fu¨r die Anzahl der zusa¨tzlichen Parameter, die ein Knoten aufgrund der ihm zugewiese-
nen Funktion beno¨tigt. Um eine u¨bersichtliche Schreibweise zu finden, werden im Folgen-
den die beiden Komponenten des kartesischen Produkts des Definitionsbereich jeweils als
Vektor dargestellt. Wenn fu¨r eine Funktion fa entweder ia = 0 oder pa = 0 gilt, wird die
entsprechende Komponente bei Wertzuweisungen nicht geschrieben.
Definition 3.3
Gegeben seien eine Grundfunktionsmenge fu¨r funktionale Semantiken F und ein GP-Graph
(I,O,V,E). Das Funktionenpaar Gfunc : V → F und Gpar : V → R∪R2∪· · ·∪Rd heiße Semantik
des GP-Graphen (I,O,V,E), wenn gilt:
• Fu¨r jeden Knoten v ∈ V mit Gfunc(v) = fa und fa : Ria × L→ Roa mit L ⊆ Rpa gilt:
ia = id(v) und oa = od(v)
• Bei pa 6= 0 muss zusa¨tzlich gelten:
dim(Gpar(v)) = pa
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• Fu¨r alle Funktionen fa ∈ F mit fa : Ria × L → Roa , L ⊆ Rpa und pa 6= 0 gilt, dass L
Teilmenge des Bildbereichs von Gpar ist, also
pa 6= 0⇒ L ⊆ im(Gpar).
Die Funktionen Gfunc und Gpar stellen die Verbindung zwischen Funktionen und Knoten
her: Die Anzahl der Argumente einer Funktion muss dem Eingangsgrad des Knotens ent-
sprechen, die Dimension des Lo¨sungsvektors einer Funktion passt zum Ausgangsgrad des
Knotens und der Knoten verfu¨gt u¨ber die von der Funktion beno¨tigte Anzahl lokaler Para-
meter.
Der dritte Punkt stellt sicher, dass zu jeder mo¨glichen Neuzuordnung der Funktionen zu
den Knoten eine gu¨ltige Funktion Gpar existiert.
3.3 Bewertung eines GP-Graphen mit funktionaler Semantik
Zur Bewertung eines GP-Graphen (I,O,V,E) werden allen Eingangsknoten aus I Werte zu-
gewiesen, die dann u¨ber die aus diesen Knoten herausfu¨hrenden Kanten entweder an in-
nere Knoten aus V oder direkt an die Ausgangsknoten aus O weitergereicht werden. Durch
die Syntax ist festgelegt, wie Werte zwischen den Knoten weitergeleitet werden, die Seman-
tik legt fest, wie die Werte innerhalb der einzelnen Knoten vera¨ndert werden.
Ist der Wert einer zu einem Ausgangsknoten fu¨hrenden Kante bekannt, so wird dieser
Wert dem entsprechenden Knoten o ∈ O zugeordnet. Sind die Werte aller Ausgangskno-
ten o1, . . . , ol bekannt (mit O = {o1, . . . , ol}), so ergibt sich ein Vektor aus l Komponenten.
Dieser wird als Lo¨sungsvektor bezeichnet.
Die Werte, die den Eingangsknoten zu Beginn der Berechnung zugewiesen werden, sind
immer durch die Problemstellung vorgegeben. Fu¨r einige Probleme reicht es, den Graphen
mit einer Belegung der Eingangsknoten zu berechnen. Fu¨r andere Probleme mit mehreren
Testcases ko¨nnen entsprechend viele Berechnungen mit unterschiedlichen Werten fu¨r die
Eingangsknoten notwendig sein.
Beispiel 3.2
Gegeben sei der GP-Graph (I,O,V,E) mit
• I = {i1, i2}, O = {o1}, V = {v1, v2, v3},
• E = {(i1, v1), (i2, v1), (v1, v3), (v2, v3), (v3, o1)} sowie folgender Reihenfolgen
• i1 < i2, (i1, v1) < (i2, v1) und (v1, v3) < (v2, v3)
Die Menge der Grundfunktionen F = {fadd, fsub, fconst} sei gegeben mit
• fadd : R2 ×∅→ R und fadd : (x1, x2)T 7→ x1 + x2
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• fsub : R2 ×∅→ R und fsub : (x1, x2)T 7→ x1 − x2
• fconst : ∅× R→ R und fconst : p 7→ p
Als Semantik werden die Funktion Gfunc : V → F und Gpar : V → R benutzt:
Gfunc : v1 7→ fadd Gfunc : v2 7→ fconst Gfunc : v3 7→ fsub
Gpar : v1 7→ 99 Gpar : v2 7→ 4 Gpar : v3 7→ −4
Der Wert des Graphen berechnet sich bei der Wertzuweisung i1 := 7 und i2 := 5 zu o1 = 8.
Abbildung 3.2 zeigt den zugeho¨rigen Graphen. Die Werte der Funktion Gpar fu¨r v1 und v3










Abbildung 3.2: Der Graph zu Beispiel 3.2. Die Zahlen an den Kanten
sind die Werte, die von den Eing ¤angen zu den inneren Knoten pro-
pagiert werden bzw. die Werte, die f ¤ur die inneren Knoten errechnet
wurden
Am Beispiel werden folgende Punkte deutlich:
• Jeder Baum eines nach KOZAs Verfahren arbeitenden GP-Systems kann in einen GP-
Graphen mit entsprechender Semantik umgewandelt werden. Hierzu wird, von der
bisherigen Wurzel ausgehend, eine neue Kante zu einem neuen Knoten hinzugefu¨gt,
der die Funktion des Ausgangsknoten u¨bernimmt. Die inneren Knoten des Baumes
werden der Menge der inneren Knoten V des neuen GP-Graphen zugeordnet und
die Bla¨tter entweder den inneren Knoten oder den Eingangsknoten. Dies ist abha¨ngig
davon, ob es sich bei der Funktion der Bla¨tter um eine Verarbeitung von Eingangs-
werten des durch den Baum repra¨sentierten Problems handelt. Ba¨ume nach KOZA
ko¨nnen somit als Spezialfall von GP-Graphen angesehen werden.
• Obwohl die Funktionen, die den Knoten v1 und v3 zugeordnet sind, keine lokalen Pa-
rameter beno¨tigen, werden ihnen durch Gpar Werte zugewiesen. Diese Werte werden
bei der Auswertung des Graphen ignoriert und dienen nur der Wohldefiniertheit von
Gpar.
• Am Beispiel des Knotens v3 zeigt sich, dass es wichtig ist, bei der Syntax-Definition
eines GP-Graphen eine Ordnung auf den Einga¨ngen der Knoten vorauszusetzen. Nur
so ist es mo¨glich, Grundfunktionen zu benutzen, die nicht kommutativ sind.
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Die Reihenfolge der Auswertung der inneren Knoten richtet sich in jedem einzelnen Fall
danach, fu¨r welche Knoten bereits alle Werte der eingehenden Kanten bekannt sind. Es
la¨sst sich leicht zeigen, dass alle azyklischen GP-Graphen berechenbar sind. GP-Graphen,
die Zyklen enthalten sind unter Umsta¨nden nicht berechenbar.
Satz 3.1
Gegeben sei ein azyklischer GP-Graph (I,O,V,E) sowie eine passende Semantik (G func,Gpar).
Bei gegebenem Eingangsvektor i la¨sst, sich der zugeho¨rige Ausgangsvektor o berechnen.
Beweis
Der Beweis erfolgt durch das Zeigen eines Widerspruchs. Wa¨re der Wert des Graphen nicht
berechenbar, so mu¨sste der Wert eines inneren Knotens nicht berechenbar sein, von dem ein
Pfad zu einem Ausgangsknoten fu¨hrt. Der Wert dieses inneren Knotens ist nur dann nicht
berechenbar, wenn der Wert einer seiner Eingangskanten nicht berechnet werden kann.
Dies kann nur der Fall sein, wenn der Wert des inneren Knotens, von dem diese ausgeht,
nicht berechenbar wa¨re. Verfu¨gt der Graph u¨ber n innere Knoten, so kann diese Argumen-
tation so lange iteriert werden, bis sich ein Pfad von n hintereinander liegenden inneren
Knoten ergibt, die alle aufgrund ihres nicht berechenbaren Vorga¨ngers ebenfalls nicht bere-
chenbar sind. Diese Aussage fu¨hrt direkt zum Widerspruch, da der erste Knoten des Pfades
entweder
• berechenbar sein muss, weil nur Kanten von Eingangsknoten zu ihm fu¨hren oder weil
er u¨ber keine eingehende Kante verfu¨gt oder
• eine seiner Eingangskanten von einem inneren Knoten ausgeht, der bereits im Pfad
hinter ihm verwendet wurde – was bedeuten wu¨rde, dass der Graph zyklisch ist.

Zur Betrachtung zyklischer GP-Graphen muss somit bei der Wahl der Semantik darauf
geachtet werden, dass die Berechnung des Graphen terminiert.
3.4 Algorithmische Semantiken
Die Semantikdefinition aus Abschnitt 3.2 eignet sich fu¨r Problemstellungen, bei denen Aus-
dru¨cke wie Polynome oder boolesche Ausdru¨cke evolviert werden sollen. Fu¨r Probleme,
bei denen die Lo¨sung ein Algorithmus sein soll, sind sie ungeeignet.
In solchen Fa¨llen kann der Graph mit einer Semantik versehen werden, die ihn als Flussdia-
gramm interpretiert. Die Funktionen, die durch einen Knoten repra¨sentiert werden, haben
somit zwei Aufgaben:
• Sie fu¨hren Berechnungen durch.
• Sie entscheiden, welcher Knoten und somit welche Funktion als na¨chstes ausgefu¨hrt
wird.
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Die Kanten des Graphen legen wie bei einem Flussdiagramm fest, in welcher Reihenfol-
ge die Knoten betrachtet werden sollen. Hieraus ergibt sich, dass Kanten im Gegensatz zu
den funktionalen Semantiken nicht zur U¨bermittlung von Funktionswerten zur Verfu¨gung
stehen. Die Variablen, die von den Funktionen beeinflusst werden, sind somit nicht expli-
zit im Graphen vorhanden, sondern werden implizit u¨ber die Wahl der Grundfunktionen
(Definition 3.4) eingefu¨hrt.
Fu¨r einen Knoten v mit dem Ausgangsgrad od(v) = 1 ist klar, dass nach der Berechnung der
Funktion des Knotens als na¨chstes der Knoten betrachtet wird, zu dem die herausgehende
Kante fu¨hrt. Verfu¨gt ein Knoten u¨ber einen ho¨heren Ausgangsgrad od(v) > 1, so muss
die Funktion, die durch den Knoten repra¨sentiert wird, ebenfalls berechnen, zu welchem
Knoten als na¨chstes verzweigt wird.
Die Grundfunktionen, die fu¨r algorithmische Semantiken gewa¨hlt werden, haben als De-
finitionsbereich ein kartesisches Produkt aus einer Parametermenge und den bereits von
den Grundfunktionen fu¨r funktionale Semantiken bekannten, lokalen Parametern. Der Bildbe-
reich ergibt sich als Produkt aus Parametermenge und drei natu¨rlichen Zahlen. Die Para-
metermenge repra¨sentiert die Variablen, die von der Funktion vera¨ndert werden. Die erste
natu¨rliche Zahl steht fu¨r die Nummer der Ausgangskante, u¨ber die der na¨chste Knoten
erreicht wird. Hierbei entspricht die Nummer der Kante der Reihenfolge der Ausgangs-
kanten, die durch die Syntax des GP-Graphen vorgegeben wurde.
Die zweite und dritte natu¨rliche Zahl stehen fu¨r den Eingangsgrad und den Ausgangs-
grad, die ein Knoten haben muss, dem die entsprechende Funktion zugeordnet ist. Diese
Komponenten des Bildbereichs sind no¨tig, damit fu¨r den GP-Graphen bei algorithmischen
Semantiken die gleichen Voraussetzungen gelten wie bei den funktionalen Semantiken. Auf
diese Weisekann fu¨r beide Formen dasselbe GP-System mit identischen genetischen Ope-
ratoren benutzt werden.1 Die Werte fu¨r Ein- und Ausgangsgrad mu¨ssen fu¨r alle Werte des
Definitionsbereichs konstant sein. Die Nummer der na¨chsten zu betrachtenden Kante muss
immer kleiner oder gleich dem Ausgangsgrad sein.
Definition 3.4
Eine Funktionenschar
F = {fa : P× L→ P× N×N× N | L ⊆ Rpa , pa ∈ N}
heiße Menge der Grundfunktionen fu¨r algorithmische Semantiken, wenn fu¨r alle Funktionen fa
die Menge P identisch ist und fu¨r jede Funktion fa mit fa : (p,q) 7→ (r,n, i, o) gilt:
• Fu¨r alle Elemente des Definitionsbereichs bleiben i und o konstant.
• Fu¨r alle Elemente des Definitionsbereichs gilt n ≤ o.
Eine Grundfunktion f mit f : (p,q) 7→ (r,n, i, o) heiße (i,o)-Grundfunktion.
1Fu¨r ein GP-System, das ausschließlich Algorithmen evolvieren soll, ist eine Festlegung des Eingangsgrades
eines Knotens nicht no¨tig.
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Obwohl die Definitionen der Grundfunktionen fu¨r funktionale und algorithmische Seman-
tiken unterschiedlich sind, gilt fu¨r beide, dass der Knoten, der zu einer (i, j)-Grundfunktion
geho¨rt, den Eingangsgrad i und den Ausgangsgrad j hat.
Definition 3.5
Ein Knoten mit dem Eingangsgrad i und dem Ausgangsgrad j wird (i, j)-Knoten genannt.
Beispiel 3.3
Betrachte f : R3 × R2 → R3 × N× N× N, mit
f : ((a1, a2, a3)T, (x, y)T) 7→

((amod(y,3)+1, a2, a3)T, 1, 1, 1) falls mod(x,3) = 0
((a1, amod(y,3)+1, a3)T, 1, 1, 1) falls mod(x,3) = 1
((a1, a2, amod(y,3)+1)T, 1, 1, 1) falls mod(x,3) = 2,
wobei mod(a, b) fu¨r die Berechnung von a Modulo b steht.
Diese Funktion kann bei Problemen eingesetzt werden, bei denen ein Feld a mit drei Ele-
menten als Variable benutzt wird. Die Funktion wird durch einen (1, 1)-Knoten v repra¨sen-
tiert und berechnet (in C-Syntax) die Anweisung a[x%3] = a[y%3].
a[x%3] = a[y%3]
Abbildung 3.3: Ein Knoten, der die Funktion aus Beispiel 3.3 repr ¤asen-
tiert. Er ver ¤andert das globale Feld a mit Hilfe der lokalen Parameter x
und y.
Eine algorithmische Semantik weist jedem inneren Knoten eines GP-Graphen eine Funktion
aus der Menge der Grundfunktionen und eine lokale Parametermenge zu. Hierbei muss
bei den Funktionen darauf geachtet werden, dass die Ein- und Ausgangsgrade der Knoten
zu den zugeordneten Funktionen passen. Bei den lokalen Parametern gelten die gleichen
Bedingungen wie in Definition 3.3.
Definition 3.6
Gegeben seien die Menge der Grundfunktionen fu¨r algorithmische Semantiken F und ein
GP-Graph (I,O,V,E). Das Funktionenpaar Gfunc : V → F und Gpar : V → R ∪ R2 ∪ · · · ∪ Rd
heiße Semantik des GP-Graphen (I,O,V,E), wenn gilt:
• Fu¨r jeden Knoten v ∈ V mit Gfunc(v) = fa und fa : P× L→ P× N× N× N, mit L ⊆ Rpa
gilt:
Fu¨r jedes Tupel (p,q) ∈ P× Rpa mit fa : (p,q) 7→ (r,n, i, o) gilt i = id(v) und o = od(v)
Bei pa 6= 0 muss gelten:
dim(Gpar(v)) = pa
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3.5 Bewertung eines GP-Graphen mit algorithmischer Semantik
Bei der Bewertung eines GP-Graphen (I,O,V,E) mit einer algorithmischen Semantik
(Gfunc,Gpar) sind zwei Fa¨lle zu unterscheiden: |I| = 1 und |I| > 1. Im ersten Fall mit nur
einem Eingangsknoten handelt es sich um ein sequenzielles Programm. Im zweiten, all-
gemeineren Fall liegt eine paralleles Programm vor. Die Anzahl der parallelen Programm-
flu¨sse (Threads) entspricht der Anzahl der Eingangsknoten des Graphen.
3.5.1 Der sequenzielle Fall
Vor Beginn der ersten Funktionsauswertung wird ein Vektor p festgelegt, der Element der
Menge ist, die durch die erste Komponente der Definitionsbereiche aller Grundfunktionen
vorgegeben ist. Bei diesem Vektor handelt es sich um die Initialisierung der globalen Varia-
blen, die von dem durch den Graphen dargestellten Algorithmus beno¨tigt werden.
Die Auswertung des Graphen beginnt bei dem Knoten, auf den die Kante des Eingangskno-
tens zeigt. Zur Auswertung eines Knotens v wird immer die diesem Knoten u¨ber G func(v)
zugewiesene Funktion berechnet. Argumente fu¨r die Funktion sind der aktuell die globalen
Variablen repra¨sentierende Vektor und die dem Knoten u¨ber Gpar(v) zugewiesenen lokalen
Parameter. Die erste Komponente des Ergebnisses wird als neue Repra¨sentation der glo-
balen Variablen verwendet. Ist der Ausgangsgrad des Knotens gro¨ßer eins, so entscheidet
die zweite Komponente des Funktionsergebnisses, welcher, an eine herausfu¨hrende Kante
angrenzende Knoten als na¨chstes betrachtet wird.
Die Bewertung terminiert, wenn der Programmfluss einen Ausgangsknoten des GP-
Graphen erreicht hat1. Dies tritt immer ein, wenn der Graph azyklisch ist (siehe Satz 3.1).
Entha¨lt der Graph Zyklen, so ist bei der Wahl der Grundfunktionen sicherzustellen, dass
jeder mit diesen darstellbare Algorithmus terminiert.
Nach der Terminierung ist der zuletzt errechnete, die globalen Variablen repra¨sentierende
Vektor der Lo¨sungsvektor.
3.5.2 Der parallele Fall
Im Unterschied zum sequenziellen Fall werden fu¨r |I| = k insgesamt k einzelne Threads
parallel ausgefu¨hrt, die alle auf dieselben globalen Variablen zugreifen.
Fu¨r jeden einzelnen Thread erfolgt die Auswertung wie im sequenziellen Fall. Allerdings
stehen zu jedem Zeitpunkt k Knoten zur Verfu¨gung, die als na¨chstes ausgewertet werden
ko¨nnen. Aus diesen k Knoten wird einer zufa¨llig bestimmt. Die zugeho¨rige Funktion wird
mit dem letzten berechneten globalen Parametersatz ausgefu¨hrt, wodurch ein neuer globa-
ler Parametersatz erzeugt wird und sich der na¨chste Knoten ergibt, der im Rahmen dieses
Threads ausgefu¨hrt werden muss.
1In einer imperativen Programmiersprache entspra¨che jeder Ausgangsknoten somit einer Exit-Anweisung.
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Befinden sich zu einem Zeitpunkt der Programmfluss zweier Threads im selben Knoten, so
befindet sich dieser Knoten zweimal unter den als na¨chstes auszuwertenden Knoten. Er-
reicht ein Thread einen Ausgangsknoten, so verringert sich die Zahl der zu betrachtenden
Programmflu¨sse um eins. Die Berechnung ist beendet, sobald alle Threads einen Ausgangs-
knoten erreicht haben. Der Lo¨sungvektor ergibt sich aus den globalen Variablen, die der
letzte Thread erzeugt hat.
Die Funktionen innerhalb eines Knotens werden als atomar betrachtet. Auf diese Weise
werden Probleme vermieden, die sich durch Deadlocks bei der Vergabe von Ressourcen
(also hier den globalen Variablen und lokalen Parametern der einzelnen Knoten) ergeben
wu¨rden.
Die Ergebnisse einer Graphbewertung im sequenziellen Fall sind deterministisch, wa¨hrend
ein Graph im parallelen Fall mehrere Lo¨sungsvektoren haben kann. Diese ergeben sich in
Abha¨ngigkeit der Reihenfolge, in der die parallel auszufu¨hrenden Knoten bearbeitet wer-
den.
Beispiel 3.4
Gegeben sei der GP-Graph (I,O,V,E) mit
• I = {i1, i2}, O = {o1}, V = {v1, v2, v3},
• E = {(i1, v1), (i2, v2), (v2, v1), (v1, v3), (v3, o1)} sowie der Reihenfolge
• i1 < i2, (i1, v1) < (v2, v1).
Die Menge der Grundfunktionen F = {finc, fcomb, fmul} sei gegeben mit
• finc : R×∅→ R× N×N× N und finc : p 7→ (p + 1, 1, 1, 1),
• fcomb : R×∅→ R× N× N× N und fcomb : p 7→ (p, 1, 2, 1), sowie
• fmul : R×∅→ R× N× N× N und fmul : p 7→ (2p, 1, 1, 1).
Die Funktion fcomb hat keinen Einfluss auf die globalen Variablen. Mit ihr werden lediglich
mehrere, von unterschiedlichen Knoten kommende Programmflu¨sse zu demselben Nach-
folgeknoten gelenkt. In imperativen Programmiersprachen ist dies zum Beispiel mit dem
Ende einer If-Then-Else-Struktur vergleichbar: Bis zu dieser Stelle kann der Programmfluss
entweder den If- oder den Else-Zweig durchlaufen. In beiden Fa¨llen wird jedoch danach die
Anweisung ausgefu¨hrt, die der If-Then-Else-Struktur im Algorithmus folgt.
Fu¨r die Semantik wird die Funktion Gfunc : V → F mit folgenden Zuordnungen benutzt.
Gfunc : v1 7→ fcomb Gfunc : v2 7→ finc Gfunc : v3 7→ fmul
Die Funktion Gpar kann in diesem Beispiel vernachla¨ssigt werden, da alle Grundfunktionen
ohne lokale Parameter auskommen.







Abbildung 3.4: Der Graph zu Beispiel 3.4. Je nach Auswertungsreihen-
folge kann der GP-Graph zwei verschiedene L ¤osungsvektoren haben.
Die Grundfunktionen benutzen als globalen Parameter eine reelle Variable, die vor der Be-
wertung mit dem Wert p = 1 initialisiert wird.
Der durch den Graphen dargestellte parallele Algorithmus kann zu zwei verschiedenen
Lo¨sungsvektoren fu¨hren. Werden zuerst die ersten beiden Funktionen vom Thread aus-
gefu¨hrt, der bei Knoten i1 beginnt, so ergibt sich nach Terminierung beider Threads der
Lo¨sungsvektor (6). Wird die globale Variable durch den zweiten Thread um eins erho¨ht
bevor der Wert durch den ersten Fluss verdoppelt wird, ergibt sich als Lo¨sungsvektor (8).
Tabelle 3.1 zeigt die beiden parallelen Teilalgorithmen sowie die beiden mo¨glichen sequen-
ziellen Algorithmen, die sich je nach Auswertungsreihenfolge ergeben ko¨nnen.
Thread 1 Thread 2 Sequenziell 1 Sequenziell 2
p = 2p; p = p + 1; p = 2p; p = p + 1;
p = 2p; p = p + 1; p = 2p;
p = 2p; p = 2p;
Tabelle 3.1: Die Algorithmen zum Graphen aus Abbildung 3.4. Die Spal-
ten Thread 1 & 2 enthalten die beiden durch je einen Thread repr ¤asen-
tierten Algorithmen. Die Spalten Sequenziell 1 & 2 geben die beiden
m¤oglichen sequenziellen Algorithmen an, die sich  je nach Auswer-
tungsreihenfolge  ergeben k ¤onnen.
Kapitel 4
Das GP-System GGP
In diesem Kapitel wird das neu entworfene, graphbasierte GP-System GGP vorgestellt.
Grundlage des Systems ist der Algorithmus aus Abbildung 4.1. Alle weiteren Erkla¨run-
gen einzelner Teilalgorithmen setzen auf diesem auf. Es handelt sich um einen steady-state
Algorithmus. Als Selektion wird die Turnierselektion verwendet.
Der Algorithmus entspricht weitestgehend den u¨blichen GP-Systemen. Der gro¨ßte Unter-
schied ist die Art der Verwendung des Crossover-Operators: In vielen Vero¨ffentlichungen
wird Crossover als genetischer Hauptoperator benutzt und Mutation nur als ein zusa¨tzli-
cher Operator. In dem hier vorgestellten Algorithmus wird Crossover als einer von mehre-
ren gleichberechtigten Variationsoperatoren aufgefasst, zu denen ebenfalls mehrere Arten
der Mutation za¨hlen. Crossover unterscheidet sich von allen u¨brigen verwendeten Ope-
ratoren dadurch, dass er aus zwei Elter-Individuen ein neues Individuum generiert. Alle
anderen Operatoren erzeugen das neue Individuum aus nur einem Elter-Individuum.
Der in Abbildung 4.1 dargestellte Algorithmus benutzt die Variablen popsize, toursize und
tourwinner sowie ein na¨her zu spezifizierendes Abbruchkriterium.
Mit popsize ist die Anzahl der Individuen in der Population gemeint. Besonderheiten wie
eine Aufteilung der Population in Demes oder eine Topologie u¨ber der Population spielen
im Grundalgorithmus zuna¨chst keine Rolle.
Die Variablen toursize und tourwinner sind Parameter der Turnierselektion. Mit toursize ist
die Anzahl der Individuen gemeint, die an einem Turnier teilnehmen. Turnier bedeutet,
dass die teilnehmenden Individuen der Fitness nach geordnet werden. Die Individuen tei-
len sich in drei Gruppen auf: die tourwinner Individuen mit der besten Fitness, die tour-
winner Individuen mit der schlechtesten Fitness und die Individuen dazwischen. Hieraus
ergibt sich, dass 2 × tourwinner ≤ toursize gelten muss. Durch die Wahl des Paares (toursi-
ze, tourwinner) la¨sst sich der Selektionsdruck variieren. U¨bliche Werte sind (4,2), (4,1) oder
(2,1).
Das Abbruchkriterium ha¨ngt stark von der Problemstellung ab. In den meisten Praxisfa¨llen
wird abgebrochen, wenn die Fitness des besten Individuums einen bestimmten Wert er-
reicht hat oder wenn eine vorher festgelegte Anzahl von Fitnessberechnungen erfolgt ist.
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Initialisiere die Population mit popsize Individuen.
Berechne fu¨r alle Individuen die Fitnesswerte.
Solange das Abbruchkriterium nicht erfu¨llt ist
Selektiere toursize Individuen und ordne sie nach ihrer Fitness.
For i = 1 bis tourwinner
Betrachte das i’t-beste und i’t-schlechteste der selektierten Indi-
viduen




auf das i’t-beste und das
i’t-schlechteste Individuum
an und u¨berschreibe das i’t-
schlechteste mit dem Resultat.
Kopiere das i’t-beste Individu-
en u¨ber das i’t-schlechteste.
Wende den genetischen Opera-
tor auf die Kopie des Individu-
ums an
Berechne fu¨r die vera¨nderten Individuen neue Fitnesswerte.
Abbildung 4.1: Grundalgorithmus, der im graphbasierten GP-System
eingesetzt wird
4.1 Algorithmus zur Initialisierung der Population
Zur Initialisierung der Population wird fu¨r jedes Individuum ein GP-Graph erzeugt. Hier-
zu werden die vorher festgelegten Grundfunktionen verwendet. Die Initialisierung ist bei
funktionalen oder algorithmischen Semantiken identisch: Zum Zeitpunkt der Initialisie-
rung muss lediglich der Ein- und Ausgangsgrad der zu den Grundfunktionen geho¨renden
Knoten bekannt sein.
Der entsprechende Algorithmus muss folgende Eigenschaften besitzen:
1. Der Algorithmus soll Graphen erzeugen, die den Definitionen 3.1 und 3.3 bzw. 3.6
entsprechen. Durch die letzten beiden Definitionen findet eine Typisierung der Kno-
ten statt.
2. Die Graphen sollen eine vorgegebene maximale Gro¨ße nicht u¨berschreiten.
3. Die erzeugten Graphen sollen azyklisch sein.
4. Die Graphen sollen mo¨glichst im Suchraum verteilt sein.
5. Die Graphen sollen nicht zu großen Teilen einer linearen Liste entsprechen.
Zu den Forderungen, die durch den ersten Punkt entstehen, geho¨rt zum Beispiel, dass je-
dem Knoten des erzeugten Graphen eine Grundfunktion zugeordnet wird, dass die Anzahl
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der Ein- und Ausga¨nge eines Knotens zu der entsprechenden Grundfunktion passt, dass je-
de Kante tatsa¨chlich von einem Knoten zu einem anderen fu¨hrt und nicht in der Luft endet
und dass jeder Knoten einen Pfad zu einem Ausgangsknoten besitzt.
Durch den zweiten Punkt wird es mo¨glich, den Einfluss einer vorgegebenen maximalen
Graphgro¨ße auf die Performance des GP-Systems zu untersuchen.
In der Definition des GP-Graphen wird nicht verlangt, dass der Graph azyklisch sein muss.
Allerdings ist dies fu¨r viele Problemstellungen wu¨nschenswert. Aus diesem Grund werden
nur azyklische Graphen erzeugt, die wa¨hrend der Evolutionszyklen mittels dafu¨r vorgese-
hener genetischer Operatoren in zyklische Graphen verwandelt werden ko¨nnen.
Die Forderung des vierten Punktes la¨sst sich quantitativ nicht genauer beschreiben. Hierzu
wa¨re erst die Definition eines Abstandbegriffs no¨tig. In diesem Fall ko¨nnte an Stelle von
Punkt vier gefordert werden, dass alle Inidividuen untereinander einen Mindestabstand
nicht unterschreiten. Informell la¨sst sich sagen, dass die Graphen der Population sowohl
semantisch als auch syntaktisch mo¨glichst unterschiedlich sein sollen.
Die letzte Forderung ist Ergebnis von Voruntersuchungen mit einem einfacheren Initiali-
sierungsalgorithmus, bei dessen Verwendung die Performance des genetischen Grundal-
gorithmus deutlich schlechter war, als bei dem hier vorgestellten. Die Forderung ergibt sich
auch direkt als Konsequenz des vierten Punktes.
Abbildung 4.2 zeigt den Algorithmus, der zum Initialisieren eines Individuums benutzt
wird und somit bei einer Populationsgro¨ße von popsize fu¨r jedes Individuum einmal aufge-
rufen wird.
Die Gro¨ße des zu erzeugenden Graphen wird im Unterprogramm ’Lege die Anzahl der inne-
ren ...’ festgelegt. Die Gro¨ße wird mittels Zufallszahlengenerator gleichverteilt gewa¨hlt, wo-
bei als untere Grenze die halbe Anzahl der noch bis maxsize fehlenden Knoten benutzt wird.
Als obere Grenze dient der Wert maxsize. Hierbei wird beru¨cksichtigt, dass der Wert maxsize
sich auf die Gesamtgro¨ße des Graphen inklusive Eingangs- und Ausgangsknoten bezieht.
Wenn die Anzahl der Knoten, die maximal in V sein du¨rfen, es zula¨sst, wird zusa¨tzlich
gefordert, dass KnotenInV mindestens die Differenz zwischen Eingangs- und Ausgangs-
knoten umfassen soll.
Mit dem Unterprogramm ”Wa¨hle mit Hilfe der Werte...“ wird jedem neuen Knoten v eine
Funktion aus der Menge der Grundfunktionen zugeordnet und somit auch festgelegt, wie
viele Einga¨nge id(v) und Ausga¨nge od(v) er besitzt. Zuerst wird festgestellt, welche Grund-
funktionen fu¨r den na¨chsten Knoten v in Frage kommen. Hierzu werden folgende Bedin-
gungen u¨berpru¨ft:
• Wurde eine (i, j)-Grundfunktion gewa¨hlt, muss die Menge ToDo mindestens i Elemen-
te enthalten.
• Existiert eine Erga¨nzung des bisher gefundenen Graphen mit den Knoten V und dem
neuen Knoten v zu einem Graphen mit KnotenInV Knoten, wenn nur Knoten mit
Eingangs-/Ausgangsgrad (1,2), (2,1) und (1,1) hinzugefu¨gt werden?
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Gegeben:
I = {i1, . . . , in} {Menge der Eingangsknoten}
O = {o1, . . . , om} {Menge der Ausgangsknoten}
maxsize {die maximale Graphgro¨ße}
F {Menge der Grundfunktionen}
Lege die Anzahl der inneren Knoten KnotenInV in Abha¨ngigkeit von
I, O und maxsize fest.
Erzeuge eine Tupelmenge ToDo := {(i1, 1), . . . , (in, 1)} .
V := ∅,E := ∅, fehler := 0
Solange |V| < KnotenInV und fehler < 1000
Wa¨hle mit Hilfe der Werte |ToDo|, KnotenInV und |V| eine Funktion
f ∈ F aus
Wurde eine passende Funktion gefunden?
Ja Nein
Erzeuge einen neuen Knoten v mit
V := V + v und Gfunc : v 7→ f
For j := 1 To id(v)
Wa¨hle zufa¨llig ein Tupel (a, b)
aus ToDo
Erzeuge neue Kante e = (a, v)
mit E := E + e.
Die Reihenfolge der Kanten, die
nach v fu¨hren, entspricht der Rei-
henfolge der Definition in der
Schleife
For j := 1 To od(v)
ToDo = ToDo + (v, j)
Die Reihenfolge der Kanten, die aus
v herausfu¨hren, entspricht den Zah-
len in den entsprechenden ToDo-
Tupeln.
ToDo := {(i1, 1), . . . , (in, 1)}
V := ∅,E := ∅
fehler := fehler + 1
∅
Erzeuge fu¨r jedes der m in ToDo verblieben Tupel eine Kante vom
entsprechenden Knoten zu einem der Ausgangsknoten aus O
Erzeuge Gpar, wobei jedem Knoten so viele (0, 4)-normalverteilte Wer-
te zugeordnet werden, wie die zugeho¨rige Funktion F beno¨tigt.
Abbildung 4.2: Grundalgorithmus zur Erzeugung des GP-Graphen f¤ur
ein Individuum
4.1 Algorithmus zur Initialisierung der Population 37
Wenn die erste Bedingung nicht erfu¨llt wa¨re, ko¨nnten nicht genug Kanten von der bishe-
rigen Menge I ∪ V zum neuen Knoten v erzeugt werden. Somit wu¨rde die Definition der
Syntax eines GP-Graphen verletzt.
Die zweite Bedingung stellt zusa¨tzlich sicher, dass der Nein-Zweig in der ”Wurde eine pas-
sende Funktion gefunden?“-Abfrage des folgenden Schleifendurchlaufs normalerweise nicht
durchlaufen wird und somit iterativ u¨berhaupt nicht aufgerufen wird. Dies gilt fu¨r alle
Mengen von Grundfunktionen, die mindestens je eine (1,1)-, (1,2)- und (2,1)-Grundfunktion
enthalten. Dies ist bei allen in dieser Arbeit verwendeten Grundfunktionsmengen gegeben.
Wu¨rde auf diese Regel verzichtet, ko¨nnte es passieren, dass nur noch ein Knoten in den
Graphen eingefu¨gt werden soll, dieser aber zehn Kanten mit einem Ausgang verbinden
mu¨sste. Wenn keine entsprechende Grundfunktion vorhanden ist, wu¨rde der komplette
Graph neu aufgebaut.
Wurden alle in Frage kommenden Grundfunktionen ermittelt, wird eine von diesen aus-
gewa¨hlt. Hierbei wird, je nach Anzahl der bereits in V befindlichen Knoten, mit einer un-
terschiedlichen Wahrscheinlichkeit eine Funktion gewa¨hlt, fu¨r deren zugeordneten Knoten
v die Ungleichung id(v) < od(v) erfu¨llt ist, deren Knoten also einen ho¨heren Ausgangs- als
Eingangsgrad besitzen. Diese Wahrscheinlichkeit ist in Abbildung 4.3 u¨ber die Anzahl der
bereits in V befindlichen Knoten aufgetragen.
Abbildung 4.3: Die Wahrscheinlichkeiten, dass eine Funktion aus-
gew¤ahlt wird, die einen h¤oheren Ausgangs- als Eingangsgrad hat
Durch eine hohe Anfangswahrscheinlichkeit zu Gunsten von Funktionen, die den Graphen
verbreitern, wird erreicht, dass der fu¨nfte Punkt der eingangs aufgestellten Forderungen
erfu¨llt wird. Bei den Grundfunktionsmengen, die in dieser Arbeit benutzt werden, ist die
Zahl der (i, j)-Grundfunktionen mit i > j wesentlich gro¨ßer als die mit einem umgekehrten
Verha¨ltnis. Wu¨rde aus den mo¨glichen Grundfunktionen gleichverteilt eine beliebige aus-
gewa¨hlt, wu¨rde die Gro¨ße der Menge ToDo wa¨hrend der Initialisierung eines GP-Graphen
meistens gleich eins sein. Dies fu¨hrt wiederum zu Graphen, die zu großen Teilen aus einer
linearen Kette von Knoten bestehen.
Die Wahrscheinlichkeiten aus Abbildung 4.3 sind nur qualitativ zu sehen. So fa¨llt die Wahr-
scheinlichkeit zum Beispiel automatisch auf 0, wenn kein Knoten mit einer entsprechen-
den Grundfunktion in den Graphen eingefu¨gt werden kann. Andererseits wird immer,
wenn nicht explizit eine (i, j)-Grundfunktion mit i < j verlangt wird, gleichverteilt aus
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allen mo¨glichen Grundfunktionen ausgewa¨hlt. Somit steigt die Wahrscheinlichkeit je nach
Grundfunktionsmenge wiederum etwas an.
Durch das Unterprogramm ”Erzeuge Gpar, wobei jedem Knoten...“ werden die lokalen Parame-
ter zu den Knoten erzeugt, die diese beno¨tigen. Hierbei hat es sich gezeigt, dass es ausreicht,
(0,4)-normalverteilte Werte zu benutzen, da GP selbst in der Lage ist, andere Werte durch
entsprechende Rechenoperationen innerhalb des Graphen zu erzeugen.
4.2 Genetische Operatoren
Ein genetischer Operator ist eine Funktion, die Vera¨nderungen an einem GP-Graphen
vornimmt. Wa¨hrend GP-Systeme nach KOZA hauptsa¨chlich Crossover als Variationsope-
rator einsetzen, stehen in dem entwickelten System acht verschiedene Operatoren zur
Verfu¨gung. Crossover hat hierbei keine Sonderstellung, sondern wird wie die u¨brigen Mu-
tationsoperatoren behandelt.
Die Operatoren vera¨ndern den Graphen auf verschiedene Weisen. Bei Knotenmutationen
bleibt der GP-Graph erhalten und nur die Semantik eines Knotens a¨ndert sich. Bei knote-
norientierten Operatoren wird lediglich ein Knoten vera¨ndert. Bei pfadorientierten Opera-
toren wird ein Teilgraph vera¨ndert, der bestimmten Bedingungen genu¨gt. Beim Crossover
werden Teilgraphen zweier GP-Graphen zu einem neuen zusammengefu¨gt.
Alle hier vorgestellten Algorithmen beno¨tigen als Eingabe einen GP-Graphen mit Seman-
tik. Ausgabe ist ein vera¨nderter Graph mit einer neuen Semantik. Ausnahme bildet der
Crossover-Algorithmus, bei dem der neue GP-Graph aus zwei Graphen zusammengesetzt
wird.
Im Folgenden werden die einzelnen genetischen Operatoren vorgestellt. Zuvor folgen kur-
ze Bemerkungen zur Kantenreihenfolge und weitere Begriffsdefinitionen.
4.2.1 Voru¨berlegungen
Unter einem GP-Pfad wird im Zusammenhang der pfadorientierten Operatoren eine durch
Kanten verbundene Knotenmenge bezeichnet, bei der alle Knoten im Inneren (1,1)-Knoten
sind. Dies ist eine Einschra¨nkung gegenu¨ber dem in Abschnitt 2.3.1 umgangssprachlich
eingefu¨hrten Pfadbegriff, der in Definition 4.2 genauer beschrieben wird.
Definition 4.1
Ein Teilgraph ({v1, . . . , vn} , {e0, . . . , en}) eines GP-Graphen (V,E) heißt GP-Pfad, wenn fol-
gende Bedingungen erfu¨llt sind:
• Fu¨r alle Knoten vi ∈ {v1, . . . , vn} gilt: id(vi) = od(vi) = 1.
• Fu¨r jede Kante ei ∈ {e1, . . . , en−1} gilt: ei = (vi, vi+1)
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• Sei e0 = (vin, v1) mit vin /∈ {v1, . . . , vn}. Fu¨r vin gilt
id(vin) = 0 ∧ od(vin) = 1 oder od(vin) > 1).
• Sei en = (vn, vout) mit vout /∈ {v1, . . . , vn} . Fu¨r vout gilt id(vout) > 1.
Die Knoten vin und vout heißen Pfad-Anfangsknoten bzw. Pfad-Endknoten. Die La¨nge des Pfades
sei die Anzahl seiner Kanten, also n + 1.
Definition 4.2
Ein Teilgraph ({vin, v1, . . . , vn, vout} , {e0, . . . , en}) eines Graphen (V,E) heißt Pfad, wenn fol-
gende Bedingungen erfu¨llt sind:
• Fu¨r jede Kante ei ∈ {e1, . . . , en−1} gilt: ei = (vi, vi+1)
• Fu¨r e0 gilt: e0 = (vin, v1) mit vin ∈ V
• Fu¨r en gilt: en = (vn, vout) mit vout ∈ V
Die Knoten vin und vout heißen Anfangsknoten bzw. Endknoten des Pfades. Die La¨nge des Pfades
sei die Anzahl ihrer Kanten, also n + 1.
Operatoren, die Syntaxa¨nderungen bei einem GP-Graphen vornehmen, mu¨ssen sicherstel-
len, dass nach der A¨nderung wieder Reihenfolgen auf allen Eingangs- und Ausgangskan-
ten definiert sind (Punkt 6 von Definition 3.1).
Bei der Beschreibung aller Operatoren, die neue Knoten in einen Graphen einfu¨gen, wird
im Folgenden jeweils die Kantenreihenfolge am neuen Knoten genannt. Wird von einem
Knoten eine Kante entfernt und durch eine andere ersetzt, so nimmt die neue Kante in
der Kantenreihenfolge die Stelle der alten ein. In den Beschreibungen der Operatoren wird
dieser Fall als Standardvorgehensweise immer implizit angenommen und nicht weiter aus-
gefu¨hrt.
Nach den Semantik-Regeln fu¨r GP-Graphen ist es nicht mo¨glich, dass ein Knoten aus-
schließlich eine Kante hinzugefu¨gt bekommt oder eine verliert. Aus diesem Grund sind mit
den beiden, im vorigen Absatz beschriebenen Fa¨llen, alle Grapha¨nderungen abgedeckt, die
genauere Betrachtungen der Kantenreihenfolge erforderlich machen wu¨rden.
4.2.2 Knoten mutieren
Bei dem genetischen Operator Knoten mutieren handelt es um eine Variation der Semantik
zu einem Knoten des GP-Graphen. Die Syntax des Graphen bleibt erhalten, es wird nur die
Grundfunktion ausgetauscht, die dem Knoten zugeordnet ist.
Abbildung 4.4 zeigt den im GP-System implementierten Algorithmus. Es kann passieren,
dass fu¨r einen Knoten bei der Mutation dieselbe Grundfunktion gewa¨hlt wird, die dem
1Alle Knoten haben bei der Auswahl die gleiche Wahrscheinlichkeit
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Wa¨hle (gleichverteilt)1einen Knoten v ∈ V aus.
Bestimme alle (id(v), od(v))-Grundfunktionen.
Wa¨hle (gleichverteilt) eine dieser Grundfunktionen aus.
Ordne diese Funktion f dem Knoten v zu: Gfunc : v 7→ f .
Lege, wenn no¨tig, neue Werte fu¨r Gpar(v) fest.
Abbildung 4.4: Der genetische Operator Knoten mutieren ver ¤andert die
Semantik eines Knotens.
Knoten bereits vorher zugeordnet war. In diesem Fall unterscheidet sich der neue Graph
nur durch eventuell vorhandene lokale Parameter an diesem Knoten, die neu belegt wur-
den. Eine Neubelegung der lokalen Parameter findet mittels (0,4)-normalverteilter Zufalls-
variablen statt.
4.2.3 Knoten einfu¨gen
Der Operator Knoten einfu¨gen trennt eine der Kanten des Graphen auf und fu¨gt einen Kno-
ten mit Ein- und Ausgangsgrad eins ein. Der Operator kann demnach nur benutzt werden,
wenn mindestens eine (1,1)-Grundfunktion existiert.
Voraussetzung:
{Es existiert mindestens eine (1, 1)-Grundfunktion.}
{Der GP-Graph entha¨lt mindestens einen Knoten weniger, als
die durch maxsize vorgegebene maximale Gro¨ße.}
Wa¨hle (gleichverteilt) eine Kante (vi, vj) des GP-Graphen.
Wa¨hle (gleichverteilt) eine (1, 1)-Grundfunktion fk.
Erga¨nze die Knotenmenge V um einen neuen Knoten v.
Erga¨nze die Kantenmenge E um die beiden Kanten (vi, v) und (v, vj).
Lo¨sche die Kante (vi, vj) aus E.
Gfunc : v 7→ fk
Lege, wenn no¨tig, neue Werte fu¨r Gpar(v) fest.
Abbildung 4.5: Der genetische Operator Knoten einf ¤ugen f ¤ugt einen
(1,1)-Knoten v in den GP-Graphen ein.
4.2.4 Knoten lo¨schen
Dieser Operator lo¨scht einen (1,1)-Knoten aus dem Graphen. Ein einzelner Knoten v, bei
dem sich Eingangsgrad id(v) und Ausgangsgrad od(v) unterscheiden, kann nicht gelo¨scht
werden. Es ko¨nnten min(id(v), od(v)) Paare aus Eingangs- und Ausgangskanten zu jeweils
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einer Kante zusammengefasst werden. Es wu¨rden jedoch |id(v)− od(v)| Kanten unverbind-
bar bleiben, so dass die Definition eines GP-Graphen verletzt wa¨re. Der Operator kann des-
halb nur angewendet werden, wenn im GP-Graph mindestens ein (1,1)-Knoten existiert.
Der Algorithmus ist in Abbildung 4.6 dargestellt.
Voraussetzung:
{Es existiert mindestens ein (1, 1)-Knoten im Graphen.}
Wa¨hle (gleichverteilt) einen (1, 1)-Knoten v des Graphen, die angren-
zenden Kanten seien (vi, v) und (v, vj).
Lo¨sche v aus der Knotenmenge V. Die Definitionsbereiche von Gfunc
und Gpar werden um den Knoten v reduziert.
Lo¨sche die Kanten (vi, v) und (v, vj) aus der Kantenmenge E.
Fu¨ge die Kante (vi, vj) zur Kantenmenge E hinzu.
Abbildung 4.6: Der genetische Operator Knoten l ¤oschen l ¤oscht einen
(1, 1)-Knoten v aus dem GP-Graphen.
4.2.5 Knoten verschieben
Es wird ein (1, 1)-Knoten entlang einer seiner Kanten innerhalb des Graphen verschoben.
Abbildung 4.7 verdeutlicht dies, Abbildung 4.8 entha¨lt den Algorithmus.
Abbildung 4.7: Knoten verschieben: Der markierte Knoten kann  vor-
bei an einem der beiden benachbarten Knoten  an eine der gestrichel-
ten Positionen verschoben werden.
Aus allen Eingangskanten des Vorga¨ngerknotens und Ausgangskanten des nachfolgenden
wird eine Kante ausgewa¨hlt. Der zu verschiebende Knoten wird zwischen die beiden an
diese Kante angrenzenden Knoten gesetzt.
4.2.6 Pfad einfu¨gen
Es ist nicht mo¨glich, in einem GP-Graphen eine Anzahl von Knoten einzufu¨gen, wenn die
Summe ihrer Eingangsgrade ungleich der Summe ihrer Ausgangsgrade ist, da in diesem
Fall Definition 3.1 verletzt wu¨rde. Aus diesem Grund ist es auch nicht mo¨glich, einen ein-
zelnen (i, j)-Knoten mit i 6= j einzufu¨gen. Da jedoch jeder GP-Graph im Suchraum durch
Anwendung von genetischen Operatoren erreichbar sein soll, existieren Funktionen, die
Knotenpaare einfu¨gen oder lo¨schen. Bei diesen Knotenpaaren wird darauf geachtet, dass
die Summe der Eingangs- und Ausgangsgrade aller Knoten gleich ist.
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Voraussetzung:
{Es existiert mindestens ein (1, 1)-Knoten im Graph.}
Wa¨hle (gleichverteilt) einen (1, 1)-Knoten v des Graphen. Die angren-
zenden Knoten seien vi und vo, die dazwischenliegenden Kanten so-
mit (vi, v) und (v, vo).
Erzeuge die Menge K mit allen Kanten, die zu vi fu¨hren oder vo ver-
lassen: K = {(a, vi)|(a, vi) ∈ E} ∪ {(vo, b)|(vo, b) ∈ E}
Wa¨hle (gleichverteilt) eine Kante (a, b) ∈ K.
b = vi ?
Ja Nein
E = E + (a, v) + (v, vi) E = E + (vo, v) + (v, b)
E = E− (vi, v)− (v, vo)
Abbildung 4.8: Der genetische Operator Knoten verschieben ver ¤andert
die Position eines (1, 1)-Knotens innerhalb des Graphen.
Das Einfu¨gen der neuen Knoten geschieht durch Hinzufu¨gen eines neuen GP-Pfades der
La¨nge eins, wodurch zwei neue Knoten mit gemeinsamer neuer Kante eingefu¨gt werden.
Dazu werden zwei Kanten des Graphen bestimmt. In die erste wird ein (1, 2)-Knoten und in
die zweite ein (2, 1)-Knoten eingefu¨gt. Der freie Ausgang des ersten Knotens wird mit dem
freien Eingang des zweiten Knoten durch eine neue Kante verbunden. Hierbei handelt es
sich somit um einen neuen GP-Pfad der La¨nge eins. Alternativ kann statt des (1, 2)-Knoten
ein (0, 1)-Knoten verwendet werden. In diesem Fall wird insgesamt nur eine alte Kante
aufgespalten.
Es muss sichergestellt werden, dass azyklische GP-Graphen auch bei der Anwendung des
Operators Pfad einfu¨gen azyklisch bleiben. Aus diesem Grund muss bei der Auswahl der
beiden Kanten darauf geachtet werden, dass kein Kantenzug innerhalb des Graphen von
der zweiten aufzuspaltenden Kante zur ersten fu¨hrt, da auf diese Weise durch das Einfu¨gen
des neuen GP-Pfades ein Zyklus entstehen wu¨rde.
Die Reihenfolge der vom (1,2)-Knoten abgehenden Kanten und die der beiden Kanten, die
am neuen (2,1)-Knoten ankommen, wird zufa¨llig festgelegt.
Abbildung 4.9 zeigt den Algorithmus zum Operator. Ein auf diese Weise eingefu¨gter GP-
Pfad kann in folgenden Evolutionszyklen mit dem Operator Knoten einfu¨gen um weitere
Knoten verla¨ngert werden.
4.2.7 Zyklus
Der Operator Zyklus entspricht dem Operator Pfad einfu¨gen mit dem Unterschied, dass hier
ein Zyklus in den Graph eingefu¨gt wird. Zwei Unterschiede, ergeben sich zum Algorithmus
aus Abbildung 4.9: Zum einen wird die Zielkante aus der Menge Before ausgewa¨hlt, also der
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Voraussetzung:
{Es existiert mindestens eine (2, 1)-Grundfunktion und entwe-
der mindestens eine (1, 2)- oder (0, 1)-Grundfunktion}
{Der GP-Graph entha¨lt mindestens zwei Knoten weniger als die
durch maxsize vorgegebene maximale Gro¨ße.}
Wa¨hle (gleichverteilt) eine Startkante (s1, s2) ∈ E aus.
Erstelle mittels Tiefendurchlaufs die Menge Before mit allen Kanten,
die Teil eines Pfades von einem (0,1)-Knoten (inklusive der Eingangs-
knoten des GP-Graphen) nach s1 sind.
Bestimme aus der Menge E \ Before eine Zielkante (z1, z2).
Bestimme aus der Menge aller (0, 1)- und (1, 2)-Grundfunktionen ei-
ne Funktion fv
Fu¨ge einen neuen Knoten v zur Menge V hinzu, Gfunc : v 7→ fv.
Bestimme aus der Menge aller (2, 1)-Grundfunktionen eine Funktion
fw
Fu¨ge einen neuen (Ziel-)Knoten w zur Menge V hinzu, Gfunc : w 7→ fw.
E = E + (z1,w) + (w, z2)− (z1, z2) + (v,w),
Lege die Reihenfolge der Kanten (z1,w) und (v,w) fest.
Ist f eine (1, 2)-Grundfunktion?
Ja Nein
E = E + (s1, v) + (v, s2)− (s1, s2)
Lege die Reihenfolge der Kanten
(v, s2) und (v,w) fest.
∅
Lege, wenn no¨tig, neue Werte fu¨r Gpar(v) und Gpar(w) fest.
Abbildung 4.9: Der genetische Operator Pfad einf ¤ugen f ¤ugt einen neuen
Teilgraphen aus zwei Knoten und einer Kante in den GP-Graphen ein.
Menge aller Kanten, von denen es einen Pfad in Richtung der Startkante gibt. Zum anderen
darf keine (0,1)-Grundfunktion benutzt werden.
4.2.8 Pfad lo¨schen
Der genetische Operator Pfad lo¨schen ist das Gegenstu¨ck zu den beiden Operatoren Pfad
einfu¨gen und Zyklus. Es ist mo¨glich GP-Pfade beliebier La¨nge zu lo¨schen. Beim Lo¨schen
wird der Pfad-Anfangsknoten durch einen Knoten ersetzt, dessen Ausgangsgrad um eins
kleiner als der des bisherigen Knotens ist. Fu¨r den Pfad-Endknoten wird entsprechend ein
Knoten mit um eins verringertem Eingangsgrad verwendet. Wu¨rde beim Ersetzen ein (1,1)-
Knoten eingefu¨gt, so kann dieser alternativ auch aus dem Graphen entfernt werden und
44 Das GP-System GGP
durch eine Kante ersetzt werden. Liegt beim Pfadanfang ein (0,1)-Knoten vor, so wird dieser
gelo¨scht.
Der Operator arbeitet in drei Schritten. Zuerst werden Kanten bestimmt, die auf keinen Fall
gelo¨scht werden du¨rfen, weil durch das Entfernen eine Bedingung aus Definition 3.1 ver-
letzt wu¨rde. In einem zweiten Schritt werden GP-Pfade des Graphen bestimmt, die diese
Kanten nicht enthalten. Abschließend wird einer dieser GP-Pfade ausgewa¨hlt und gelo¨scht.
Im Folgenden wird der im System verwendete Algorithmus vorgestellt. Bei der Entwick-
lung wurde besonderer Wert auf eine effiziente Implementierung gelegt.
4.2.8.1 Kennzeichnung nicht-lo¨schbarer Kanten
Der Graph, der nach dem Lo¨schen eines GP-Pfades entsteht, muss die Definition eines GP-
Graphen 3.1 erfu¨llen. Die Punkte 1 bis 6 werden dabei durch den Teilalgorithmus zur Aus-
wahl der GP-Pfade sichergestellt. Die Kennzeichnung nicht-lo¨schbarer Kanten stellt sicher,
das auch die Punkte 7 und 8 erfu¨llt werden. Ein GP-Pfad wird nur gelo¨scht, wenn alle seine
Kanten lo¨schbar sind. Aus diesem Grund brauchen nur die Anfangs- und Endkanten eines
potenziellen GP-Pfades auf Lo¨schbarkeit untersucht werden: Alle weiteren Kanten ko¨nnen
nicht fu¨r eine Verletzung der Punkte 7 und 8 sorgen.
Handelt es sich bei dem zu untersuchenden GP-Graphen um einen zyklenfreien Graphen,
so darf jeder GP-Pfad dieses Graphen gelo¨scht werden. Der neue GP-Graph bleibt zyklen-
frei und alle verbleibenden Knoten haben Verbindungen von einem Eingangsknoten und
zu einem Ausgangknoten. Dies ergibt sich anschaulich daraus, dass der fu¨r den GP-Pfad-
Endknoten eingesetzte neue Knoten sowohl Verbindungen zu einem Eingang als auch zu
einem Ausgang haben muss. Die gleiche, im Folgenden dargelegte Argumentation gilt auch
fu¨r den Knoten, der den alten GP-Pfad-Anfangsknoten ersetzt:
Der neue Knoten v, der den alten GP-Pfad-Endknoten ersetzt, hat weiterhin eine Verbin-
dung zu denselben Ausga¨ngen, die der ehemalige GP-Pfad-Endknoten ve hatte, da die
gelo¨schten Kanten im Graphen vor ve lagen und der Graph zyklenfrei ist. Der Knoten v
hat weiterhin mindestens eine Verbindung zu einem Eingang, da ve nach Definition 4.1
mindestens eine weitere Verbindung zu einem Eingangsknoten haben musste. Dieser Pfad
kann ebenfalls nach Definition 4.1 durch das Lo¨schen der Kanten des GP-Pfades nicht un-
terbrochen worden sein, da kein Knoten des GP-Pfades einen Ausgangsgrad gro¨ßer als eins
haben darf und die alte Verbindung zwischen ve und dem Eingang den zu lo¨schenden GP-
Pfad somit auch nicht kreuzen kann.
Die Punkte 7 und 8 der Definition 3.1 ko¨nnen beim Lo¨schen eines GP-Pfades nur in einem
Fall verletzt werden: Der Graph entha¨lt einen Zyklus in den genau eine Kante hineinfu¨hrt
oder den genau eine Kante verla¨sst und diese Kante ist Teil des zu lo¨schenden Pfades (Ab-
bildung 4.10).
Der Teilalgorithmus zur Kennzeichnung nicht-lo¨schbarer Kanten muss demnach jeweils die
Kante markieren, die in einen Zyklus hineinfu¨hrt sowie diejenige, die aus ihm herausfu¨hrt.
Hierbei ist allerdings zu beachten, dass aus einem Zyklus Kanten herausfu¨hren ko¨nnen,
die lediglich der Beginn eines GP-Pfades sind, der wieder in denselben Zyklus hineinfu¨hrt,
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Abbildung 4.10: Die beide gestrichelten Kanten des linken Graphen
d¤urfen nicht entfernt werden, da sonst der Zyklus entweder keinen Ein-
gang oder keinen Ausgang hat.
so dass sich geschachtelte Zyklen ergeben. Wu¨rde der Algorithmus diese Kante als nicht-
lo¨schbar markieren und die eigentliche Kante, die vom Zyklus aus einen Pfad zu einem der
Ausgangsknoten besitzt und nach Definition3.1 existiert, als Pfadbeginn lo¨schen, wu¨rde
der erzeugte Graph Punkt 7 der GP-Graph-Definition verletzen (Abb. 4.11).
Abbildung 4.11: Die gestrichelte Kante verl ¤asst zwar den Zyklus, f ¤uhrt
jedoch direkt wieder in diesen hinein. Wird sie, statt der rechten Kante
als nicht-l ¤oschbar markiert,so verletzt der neue Graph bei einer Entfer-
nung der rechten Kante den Punkt 7 der GP-Graph-Denition 3.1.
Zur effizienten Markierung der Knoten wird, beginnend bei jedem (0,1)-Knoten, per Rekur-
sion ein Tiefendurchlauf durch den Graphen durchgefu¨hrt. Beim Betreten eines Knotens
wird die Kante markiert, u¨ber die der Knoten betreten wurde. Wurde der Knoten wa¨hrend
des Durchlaufs bereits betreten, erha¨lt die aufrufenden Rekursionsebene den Ru¨ckgabe-
wert Zyklus. Diese Meldung bedeutet fu¨r die aufrufende Rekursionsebene, dass u¨ber diese
Kante ausschließlich Knoten eines Zyklus erreicht werden ko¨nnen.
Ist dies nicht der Fall, wird fu¨r alle herausfu¨hrenden Kanten nacheinander in der na¨chsten
Rekursionsebene abgefragt, ob die Ru¨ckgabewerte Zyklus oder kein Zyklus lauten. Wenn
alle Ergebnisse vorliegen, ko¨nnen folgende unterschiedliche Situationen eingetreten sein.
• Alle nachfolgenden Kanten fu¨hren in keinen Zyklus.
Alle Kanten besitzen somit einen Pfad zu einem Ausgangsknoten. Wenn eine dieser
Kanten der Anfang eines GP-Pfades wa¨re, wu¨rde somit bei der Lo¨schung dieses Pfa-
des auf jeden Fall eine Verbindung zu einem Ausgang u¨ber eine der anderen Kanten
erhalten bleiben. Der aufrufenden Rekursionsebene wird als Ru¨ckgabewert ebenfalls
kein Zyklus u¨bergeben.
• Eine oder mehrere der Kanten liefern den Wert Zyklus, aber genau eine Kante liefert
den Wert kein Zyklus.
In diesem Fall ist der aktuelle Knoten Teil von mindestens einem Zyklus, der aber
gleichzeitig eine Kante besitzt, die eine Verbindung zu einem Ausgangsknoten hat.
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Diese Kante wird als nicht-lo¨schbar markiert. Der Ru¨ckgabewert an die aufrufende
Rekursionsebene lautet kein Zyklus.
• Mehrere nachfolgende Kanten fu¨hren in keinen Zyklus.
Dieser Fall entspricht dem ersten. Selbst wenn der aktuelle Knoten Teil eines Zyklus
ist, ko¨nnen alle angrenzenden Kanten gelo¨scht werden, da immer mindestens eine
erhalten bliebt, die von diesem Knoten aus dem Zyklus herausfu¨hrt. Ru¨ckgabewert
ist ebenfalls kein Zyklus.
• Alle Kanten liefern den Ru¨ckgabewert Zyklus.
Dieser Fall ist der komplizierteste, der von dem hier verwendeten Algorithmus aus
Effizienzgru¨nden nur als u¨bervorsichtige Scha¨tzung behandelt wird. Der Ru¨ckgabe-
wert Zyklus sagt aus, dass eine Kante Teil eines Zyklus ist. Wenn allerdings mehrere
Zyklen geschachtelt sind, werden diese vom Algorithmus nicht als einzelne Zyklen
erkannt, sondern als ein Zyklenteilgraph betrachtet. Es wird zwar an jeder Stelle, wo
ein Knoten zum wiederholten Mal betreten wird, die Eingangskante des ersten Betre-
tens als nicht-lo¨schbar markiert, fu¨r den kompletten Zyklenteilgraph wird jedoch nur
eine verlassende Kante als nicht-lo¨schbar markiert.
Gehen von einem Knoten zwei Kanten aus, die beide als Zyklus markiert sind, ist fu¨r
die einzelne Kante nicht klar, ob sie eine Verbindung zu der den Zyklus verlassenden
Kante besitzt. Dieses Problem wird in Abbildung 4.12 verdeutlicht. Aus Effizienz-




Abbildung 4.12: Die R¤uckgabewerte f ¤ur die beiden Kanten 1 und 2 am
Knoten aktuell sind jeweils Zyklus. W ¤ahrend Kante 2 gel ¤oscht werden
k¤onnte, w¤urde das Entfernen von Kante 1 dazu f¤uhren, dass vom Kno-
ten aktuell aus kein Pfad zu einem Ausgangsknoten f ¤uhren w¤urde und
der Graph somit Punkt 7 der GP-Graph-Denition verletzen w¤urde.
Sollten im genannten Fall nur die Kanten als nicht-lo¨schbar markiert werden, die
die Verbindung zur den Zyklus verlassenden Kante sicherstellen, so ließe sich dies
durch eine weitere Tiefensuche erreichen. Diese wu¨rde am aktuellen Knoten ansetz-
ten und u¨berpru¨fen, welche der Ausgangskanten des Knotens eine Verbindung zu ei-
nem Ausgangsknoten haben, die nicht noch einmal am aktuellen Knoten vorbeifu¨hrt.
Dies wu¨rde allerdings zu einer Verschlechterung des Laufzeitverhaltens fu¨hren, das
so nicht mehr linear zur Anzahl der Kanten wa¨re.
Wenn alle Ru¨ckgabewerte an einem Knoten Zyklus sind, werden deshalb alle her-
ausfu¨hrenden Kanten als nicht-lo¨schbar markiert und ebenfalls Zyklus als Ru¨ckgabe-
wert geliefert.
4.2 Genetische Operatoren 47
Der Tiefendurchlauf terminiert, wenn alle Knoten, die vom urspru¨nglichen (0,1)-Knoten er-
reichbar sind, einmal betrachtet wurden. Da ein GP-Graph mehrere Eingangsknoten bzw.
auch weitere (0,1)-Knoten enthalten kann, muss fu¨r diese Knoten jeweils ein weiterer Tie-
fendurchlauf durchgefu¨hrt werden. Wird wa¨hrend einer dieser Tiefendurchla¨ufe ein Kno-
ten erreicht, der in einem der vorigen Durchla¨ufe bereits betrachtet wurde, so liefert die
Rekursion den Wert kein Zyklus zuru¨ck, da von diesem Knoten aus kein Pfad zu einem im
aktuellen Durchgang bereits betrachteten Knoten existieren kann.
Der in Abbildung 4.13 vorgestellte Algorithmus markiert somit alle Kanten an einem Pfad-
anfang, die nicht gelo¨scht werden du¨rfen sowie alle Kanten an einem Pfadende, die eben-
falls nicht entfernt werden du¨rfen. Hierzu betrachtet er jede Kante des Graphen genau ein-
mal, die Laufzeit ist somit linear zur Anzahl der Kanten.
4.2.8.2 Lo¨schbare GP-Pfade bestimmen
Es ko¨nnen im Graph alle GP-Pfade gelo¨scht werden, bei denen weder die erste noch die
letzte Kante als nicht-lo¨schbar markiert ist.
Hierzu werden nacheinander alle inneren Knoten des GP-Graphen betrachtet. Handelt es
sich um einen (0,1)-Knoten oder um einen Knoten mit einem Ausgangsgrad gro¨ßer eins, so
liegt ein potentieller Pfad-Anfangsknoten vor. In diesem Fall wird fu¨r alle herausfu¨hrenden
Kanten, die nicht als nicht-lo¨schbar markiert wurden, untersucht, ob sie eine Verbindung zu
einem Knoten mit einem Eingangsgrad gro¨ßer eins haben. Auf dieser Verbindung du¨rfen
ausschließlich (1,1)-Knoten liegen und die letzte Kante dieser Verbindung darf ebenfalls
nicht als nicht-lo¨schbar markiert sein. Tritt dieser Fall ein, so wurde ein lo¨schbarer GP-Pfad
gefunden.
Dieser Teilalgorithmus betrachtet nur eine Teilmenge aller Kanten des GP-Graphen und ist
somit auch linear zu der Kantenzahl.
4.2.8.3 GP-Pfad lo¨schen
Aus allen Pfaden, die im vorigen Schritt bestimmt wurden, wird einer zufa¨llig ausgewa¨hlt
und auf die im einleitenden Absatz beschriebene Weise gelo¨scht. Hierzu werden alle Kan-
ten des Pfades sowie die Kanten des Pfad-Anfangs- und Pfad-Endknotens betrachtet bzw.
vera¨ndert.
Die Laufzeit des gesamten Operators Pfad lo¨schen ist somit linear zur Anzahl der Kanten
des Graphen.
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U¨bergebene Parameter:
vertex {Knoten, der betrachtet werden soll.}
edge {Kante u¨ber die der Knoten betreten wurde.}
phase {Nummer der aktuellen Tiefensuche}
vertex ∈ O?
Ja Nein
Return kein Zyklus ∅
vertex bereits als betreten markiert?
Ja Nein




Ist vertex mit In Durchgang phase abgearbeitet
markiert?Ja Nein
Return Ru¨ckgabewert der vorigen
Abarbeitung. ∅
Ist vertex mit In Durchgang otherphase abgearbeitet mit
otherphase 6= phase markiert?
Ja Nein
Return kein Zyklus ∅
Markiere vertex mit Besucht durch Kante edge
Rufe die Funktion nacheinander rekursiv mit allen Knoten auf, die
Nachfolger von vertex im Graphen sind.
Markiere vertex mit In Durchgang phase abgearbeitet.
Gilt (od(vertex) > 1 und lieferten die Rekursionen bei
genau einer Kante kein Zyklus) oder
gilt vertex ∈ I?Ja Nein
Markiere die herausfu¨hrende Kante als nicht-lo¨schbar.
Gilt od(vertex) > 1 und lieferten alle Rekursionen
Zyklus?Ja Nein
Markiere alle herausfu¨hrenden Kan-
ten als nicht-lo¨schbar.
∅
Lieferten alle Rekursionen Zyklus)?
Ja Nein
Return Zyklus Return kein Zyklus
Abbildung 4.13: Der Teilalgorithmus zur Kennzeichnung nicht-l ¤oschba-
rer Kanten ist eine rekursive Funktion, die alle Kanten markiert, die
entweder in einen Zyklus hinein- oder aus einem herausf ¤uhren.
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4.2.9 randomCrossover
Der Crossover-Operator bietet als einziger genetischer Operator die Mo¨glichkeit, den gene-
tischen Code zweier Individuen miteinander zu rekombinieren. Hierzu wird ein Teilgraph
des GP-Graphen des zweiten Individuums durch einen Teilgraphen des ersten Individu-
ums ersetzt. Das erste Individuum ist jenes, welches bei der Turnierselektion besser abge-
schnitten hat. Der zugeho¨rige GP-Graph wird ab jetzt G1 genannt. Der Graph des zweiten
Individuums wird mit G2 bezeichnet.
Bei der Rekombination muss beru¨cksichtigt werden, dass der resultierende Graph ebenfalls
der Definition 3.1 eines GP-Graphen genu¨gen muss und außerdem die maximale Graph-
gro¨ße nicht u¨berschreiten darf. Des Weiteren muss beachtet werden, dass die durch die
zugeordnete Semantik vorgegebenen Eingangs- und Ausgangsgrade der Knoten erhalten
bleiben.
Der implementierte Algorithmus arbeitet in vier Schritten. Zuerst werden in beiden Gra-
phen mehrere Teilgraphen bestimmt, die fu¨r einen Austausch in Frage kommen. Als
na¨chstes wird untersucht, welcher der Teilgraphen von G2 durch welchen von G1 unter
Beru¨cksichtigung von Definition 3.1 ersetzt werden kann. Danach wird ein Teilgraphen-
paar (T1,T2) ausgewa¨hlt, wobei T1 ein Teilgraph von G1 ist und T2 zu G2 geho¨rt. Es wird
festgelegt, welche freigewordenen Kanten von G2 nach der Entfernung des Teilgraphen T2
mit welchen von T1 verbunden werden sollen. In diesem Schritt wird der alte Teilgraph
durch eine Kopie des neuen ersetzt. Abschließend wird u¨berpru¨ft, ob der neu erzeugte
Graph ein GP-Graph ist.
Der Algorithmus beachtet implizit, dass Eingangs- und Ausgangsgrade aller Knoten der
zugeordneten Semantik des GP-Graphen entsprechen. Dies wird dadurch erreicht, dass im
neuen Graphen nur Knoten vorhanden sind, die bereits Teil eines der beiden Eltergraphen
waren. Bei diesen Knoten wird die Anzahl der Eingangs- und Ausgangskanten beibehalten.
Bei dem in Abbildung 4.14 vorgestellten Algorithmus ko¨nnen auch Graphen erzeugt wer-
den, die keine GP-Graphen sind oder Zyklen enthalten, obwohl nur zyklenfreie Graphen in
der Population erwu¨nscht sind. In diesem Fall wird der Operator noch einmal auf die bei-
den urspru¨nglichen Graphen angewandt. Es hat sich gezeigt, dass fu¨r Problemstellungen
mit zyklischen Graphen in den meisten Fa¨llen fu¨nf Versuche ausreichen, um einen geeig-
neten neuen GP-Graph zu erhalten. Zyklische Problemstellungen und eine dazu passende
Modifizierung des Operators werden in Kapitel 6 untersucht.
Wenn der Operator nach insgesamt fu¨nf Versuchen mit dem gleichen Elternpaar keinen
gu¨ltigen GP-Graphen erzeugen konnte, wird statt dessen eine Replikation des Individuums
mit der besseren Fitness durchgefu¨hrt – der Crossover-Versuch gilt als gescheitert.
4.2.9.1 Bestimmung von Teilgraphen
Damit ein GP-Graph nach Definition 3.1 entsteht, muss die Anzahl der Kanten, die vom
Rest des Graphen G1 in den Teilgraphen T1 fu¨hren, gleich der Anzahl der entsprechenden
Kanten zwischen G2 und T2 sein. Diese Anzahl nennt sich Eingangsgrad des Teilgraphen. Das
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For i = 1 To 2
Bestimme eine Menge Teilgraphen Ti von Gi und die zugeho¨rigen
Ein- und Ausgangsgrade.
Bestimme alle Tupel (t1, t2) mit t1 ∈ T1, t2 ∈ T2, id(t1) = id(t2) und
od(t1) = od(t2). Des Weiteren darf die Anzahl der Knoten von G2
abzu¨glich der von t2 zuzu¨glich der von t1 die maximale Gro¨ße eines
GP-Graphen nicht u¨berschreiten.
Wa¨hle ein Tupel (s, t) aus.
Lege fest, welche Eingangskante von s welcher von t entsprechen soll.
Fu¨hre eine entsprechende Zuordnung fu¨r die Ausgangskanten durch.
Lo¨sche t aus G2 und fu¨ge dafu¨r s unter Beru¨cksichtung der Eingangs-
und Ausgangszuordnungen ein.
U¨berpru¨fe, ob der Graph Definition 3.1 genu¨gt und ob er Zyklen hat.
Definition 3.1 nicht erfu¨llt?
Ja Nein
Operator fehlgeschlagen ∅
Ist der neue Graph zyklisch, sind Zyklen
jedoch verboten?
Ja Nein
Operator fehlgeschlagen Operator erfolgreich
Abbildung 4.14: Der genetische Operator Crossover rekombiniert zwei
GP-Graphen.
gleiche muss fu¨r die Kanten gelten die von T1 nach G1 bzw. von T2 nach G2 fu¨hren. Diese
Anzahl wird als Ausgangsgrad des Teilgraphen bezeichnet.
Definition 4.3
Gegeben sei ein Graph (V,E) sowie ein Teilgraph (W,F) mit W ⊆ V und F ⊆ E. Fu¨r die
Kanten des Graphen gelte:
((v1, v2) ∈ E ∧ {v1, v2} ⊆W)⇒ (v1, v2) ∈W
• Der Eingangsgrad des Teilgraphen (W,F) bezeichne die Kardinalita¨t der Menge
{(v1, v2)|(v1, v2) ∈ E, v1 ∈ V \ W, v2 ∈ W}. Die Menge selbst heiße Menge der Ein-
gangskanten des Teilgraphen (W,F).
• Der Ausgangsgrad des Teilgraphen (W,F) bezeichne die Kardinalita¨t der Menge
{(v1, v2)|(v1, v2) ∈ E, v1 ∈ W, v2 ∈ V \ W}. Die Menge selbst heiße Menge der Aus-
gangskanten des Teilgraphen (W,F).
Sollten alle in Frage kommenden Crossover-Kombinationen mo¨glicher Teilgraphen unter-
sucht werden, mu¨sste der Algorithmus von sa¨mtlichen Teilgraphen der beiden Individuen
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den Ein- und Ausgangsgrad bestimmen. Die Anzahl der Teilgraphen eines GP-Graphen
(I,O,V,E) entspricht der Kardinalita¨t der Potenzmenge von V weniger eins (der leeren
Menge)1, also 2|V| − 1. Die Betrachtung aller Teilgraphen ist somit nicht mo¨glich.
Voruntersuchungen haben ergeben, dass es ausreicht, pro GP-Graph so viele Teilgraphen
zu untersuchen, wie er innere Knoten besitzt. Im Folgenden wird ein Algorithmus vor-
gestellt, der fu¨r einen GP-Graphen (I,O,V,E) fu¨r insgesamt |V| Teilgraphen die Ein- und
Ausgangsgrade berechnet. Die Graphen haben dabei die Gro¨ßen von eins bis |V|.
Der Algorithmus beginnt mit einem Teilgraphen, bestehend aus einem zufa¨llig ausgewa¨hl-
ten Knoten aus V, dessen Ein- und Ausgangsgrad somit bekannt ist. Dieser Teilgraph wird
nun schrittweise um jeweils einen weiteren Knoten erga¨nzt, indem ein weiterer Knoten aus
V hinzugefu¨gt wird. Es wird hierbei immer ein Knoten genommen, fu¨r den es eine Kante
gibt, die ihn mit dem bestehenden Teilgraphen verbindet. Somit ist der Teilgraph immer
zusammenha¨ngend. Eine Ausnahme wird nur gemacht, wenn alle ein- und ausgehenden
Kanten des Teilgraphen zu Eingangs- oder Ausgangsknoten des GP-Graphen fu¨hren. In
diesem Fall wird aus den verbliebenen Knoten aus V einer zufa¨llig ausgewa¨hlt.
Beim Hinzufu¨gen eines weiteren Knotens zu dem Teilgraphen werden gleichzeitig alle wei-
teren Kanten aus E zur Kantenmenge des Teilgraphen hinzugefu¨gt, die im GP-Graphen die
Knoten des neuen Teilgraphen untereinander verbinden und noch nicht in seiner Kanten-
menge sind. Aus diesen Kanten und dem Ein- und Ausgangsgrad des vorherigen Teilgra-
phen lassen sich leicht Ein- und Ausgangsgrad des neuen Teilgraphen berechnen (Abbil-
dung 4.15).
4.2.9.2 Bestimmung von Teilgraph-Tupeln
Wurden fu¨r beide GP-Graphen G1 = (I1,O1,V1,E1) und G2 = (I2,O2,V2,E2) die Teil-
graphmengen
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j ) gefunden werden, bei denen Eingangs- und Ausgangsgrad
u¨bereinstimmen und die die Gleichung |V2| + |I2| + |O2| + |V1i | − |V2j | ≤ maxsize erfu¨llen,
wobei maxsize die maximal erlaubte Gro¨ße eines GP-Graphen ist.
In der Implementierung werden alle Kombinationen einzeln gepru¨ft, die sich aus den Teil-
graphmengen ergeben. Daraus ergibt sich eine Laufzeit, die quadratisch zur maximalen
Gro¨ße eines GP-Graphen ist. An dieser Stelle wa¨ren weitere Optimierungen der Laufzeit
denkbar. So ko¨nnten die Teilgraphenmengen zuerst sortiert werden, wobei die lexikogra-
phische Ordnung auf den Tupeln aus Ein- und Ausgangsgrad als Sortierordnung benutzt
werden ko¨nnte. Im Anschluss ko¨nnen passende Teilgraph-Tupel in einer Laufzeit gefun-
den werden, die linear zur Summe der Kardinalita¨ten der Teilgraphmengen ist. Es bleibt
allerdings zu pru¨fen, ob die Reduzierung der no¨tigen Vergleichsoperationen gegenu¨ber der
Anzahl neu hinzukommender Initialisier-, Kopier- und Vergleichsoperationen fu¨r die Sor-
tierung eine tatsa¨chliche Reduzierung der Rechenzeit bewirkt.
1Hierbei wird vorausgesetzt, dass alle Kanten aus E, die in (I,O,V, E) Knoten des Teilgraphen verbinden,
auch zum Teilgraphen geho¨ren. Wa¨re dies nicht der Fall, wu¨rde die Anzahl der Teilgraphen gleich der Kardi-
nalita¨t der Potenzmenge von E weniger eins sein.
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knoten0 = ∅, kanten0 = ∅, kantenin0 = ∅, kantenout0 = ∅,
kantenglobalin0 = ∅, kantenglobalout0 = ∅
For i = 1 To |V|
kantenini−1 ∪ kantenouti−1 = ∅?
Ja Nein
Wa¨hle zufa¨llig v mit
v ∈ V und v /∈
knoteni−1
Wa¨hle zufa¨llig e = (v1, v2) mit e ∈
kantenini−1 ∪ kantenouti−1
e ∈ kantenini−1?Ja Nein
v = v1 v = v2∅
knoteni = knoteni−1 + v
kantenini = kantenini−1 + {(w, v)|(w, v) ∈ E ∧ w ∈ V ∧ w 6= v} −
{(u,w)|u,w ∈ knoteni}
kantenouti = kantenouti−1 + {(v,w)|(v,w) ∈ E ∧ w ∈ V ∧ w 6= v} −
{(u,w)|u,w ∈ knoteni}
kantenglobalini = {(u,w)|(u,w) ∈ E ∧ u ∈ I ∧ w ∈ knoteni}
kantenglobalouti = {(u,w)|(u,w) ∈ E ∧ u ∈ knoteni ∧ w ∈ O}
kanteni = {(u,w)|(u,w) ∈ E ∧ u,w ∈ V}
Abbildung 4.15: Der Algorithmus berechnet f ¤ur einen GP-Graphen
(I,O,V,E) insgesamt |V| Teilgraphen (knoten1, kanten1), . . . ,
(knoten|V|, kanten|V|). Die Mengen kantenin und kantenout enthalten
jeweils die Kanten, die den Teilgraphen in (I,O,V,E) mit den restlichen
Knoten aus V verbinden. Die Mengen kantenglobalin und kantenglobalout
enthalten die Kanten zwischen den Teilgraphen und Ein- und Aus-
gangsknoten. Es gilt id((knoteni, kanteni)) = |kantenini|+|kantenglobalini |
und od((knoteni, kanteni)) = |kantenouti|+ |kantenglobalouti|
Eine weitere Mo¨glichkeit zur Geschwindigkeitssteigerung wa¨re die Verwendung von Ha-
shing. Hierbei ist zu u¨berpru¨fen, in welchem Verha¨ltnis der Geschwindigkeitsgewinn beim
Finden von Paaren zu einer Initialisierung der Hash-Tabellen stu¨nde.
4.2.9.3 Zuordnung der Eingangs- und Ausgangskanten und Einbau des Teilgraphen
Wurde ein Tupel mit zwei Teilgraphen (T1,T2) ausgewa¨hlt, so kann festgelegt werden, wie
der Teilgraph T1 an Stelle des Teilgraphen T2 in den GP-Graphen G2 eingefu¨gt werden soll.
Durch das Entfernen des Teilgraphen T2 aus dem GP-Graphen G2 wird fu¨r einige der Kan-
ten in G2 der Start- bzw. der Endknoten entfernt. Die Anzahl dieser Kanten entspricht je-
weils dem Eingangs- und Ausgangsgrad des neu einzufu¨genden Teilgraphen. Somit ist es
mo¨glich, durch Verbinden des neuen Teilgraphen mit diesen Kanten einen GP-Graphen zu
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erzeugen, der den Punkten 1 bis 5 der GP-Graph-Definition 3.1 genu¨gt. Aus den Graphen
G1 = (I1,O1,V1,E1) und G2 = (I2,O2,V2,E2) sowie den beiden Teilgraphen T1 = (VT1 ,ET1)
und T2 = (VT2 ,ET2) ergeben sich somit die folgenden vier Kantenmengen:
• K1 = {(a, b)|a ∈ I1 ∪O1 ∪V1 \ VT1 ∧ b ∈ VT1} mit K1 ⊂ E1
• K2 = {(a, b)|a ∈ VT1 ∧ b ∈ I1 ∪O1 ∪ V1 \ VT1} mit K2 ⊂ E1
• K3 = {(a, b)|a ∈ I2 ∪O2 ∪V2 \ VT2 ∧ b ∈ VT2} mit K3 ⊂ E2
• K4 = {(a, b)|a ∈ VT2 ∧ b ∈ I2 ∪O2 ∪ V2 \ VT2} mit K4 ⊂ E2
K1 ist die Menge der Kanten, die in den Teilgraphen T1 hineinfu¨hren und hat somit die
gleiche Kardinalita¨t wie die Menge K3. Diese entha¨lt entsprechend die Kanten, die in T2
hineinfu¨hren. Derselbe Zusammenhang besteht zwischen K2 und K4. Diese Mengen ent-
halten die Kanten, die aus T1 bzw. T2 herausfu¨hren.
K1 bzw. K3 sind somit die Mengen der Eingangskanten der beiden Teilgraphen T1 und T2,
die Mengen K2 und K4 sind entsprechend die Mengen der Ausgangskanten.
Zur Vera¨nderung des Graphen G2 werden alle in T2 enthaltenen Knoten und Kanten aus G2
entfernt. Der verbeibende Rest des Graphen wird Hauptgraph genannt. Die Kanten, von de-
nen ein Endknoten durch das Entfernen von T2 verloren gegangen ist, heißen freie Kanten.
Die Knoten des Hauptgraphen, bei denen eine freie Kante beginnt, heißen vordere Randkno-
ten und die Knoten des Hauptgraphen, bei denen eine freie Kante endet, heißen entspre-
chend hintere Randknoten.
Definition 4.4
Gegeben seien ein Graph (V,E) und ein zugeho¨riger Teilgraph (W,F), der dieselben Vor-
aussetzungen erfu¨llt wie in Definition 4.3.
Die Kantenmenge E setze sich zusammen aus den Teilmengen Emain,Esub,Ein,Eout und W,
mit
• Emain = {(a, b)|{a, b} ∈ V \W},
• Ein = {(a, b)|a ∈ V \W, b ∈W} und
• Esub = {(a, b)|{a, b} ∈W},
• Eout = {(a, b)|a ∈W, b ∈ V \W}.
1. Die Knoten- und Kantenmenge (VH,EH) mit VH = V \W und EH = Emain ∪ Ein ∪ Eout
heiße Hauptgraph von (V,E).
2. Die Kantenmenge Ein ∪ Eout heiße freie Kanten von (VH,EH).
3. Die Knotenmenge Vvr = {v|v ∈ VH ∧ ∃(v, e) ∈ Ein} heiße Menge der vorderen Rand-
knoten.
4. Die Knotenmenge Vhr = {v|v ∈ VH ∧ ∃(e, v) ∈ Eout} heiße Menge der hinteren Rand-
knoten.
54 Das GP-System GGP
Nach der Entfernung von T2 werden alle freien Kanten von G2 durch neue Kanten ersetzt,
die den Hauptgraphen von G2 mit den Eingangs- und Ausgangskanten von T1 verbinden.
Hierzu wird jeder Kante aus K3 bijektiv eine Kante aus K1 zugewiesen. Diese Zuordnung
erfolgt in einer ersten Implementierung des Crossover-Operators zufa¨llig. Auf die gleiche
Weise wird jeder Kante aus K4 zufa¨llig eine aus K2 zugewiesen. Fu¨r jedes dieser Paare wird
eine neue Kante zu E2 hinzugefu¨gt:
• Sei (a, b) ∈ K1 und (c, d) ∈ K3 ein Kantenpaar. Erga¨nze E2 durch E2 = E2 ∪ {(c, b)}.
• Sei (a, b) ∈ K2 und (c, d) ∈ K4 ein Kantenpaar. Erga¨nze E2 durch E2 = E2 ∪ {(a, d)}.
Der Name randomCrossover des Operators wird von dieser zufa¨lligen Kantenzuordnung ab-
geleitet. Die in den Abschnitten 6.2 und 6.3 vorgestellten Crossover-Operatoren unterschei-
den sich nur durch andere Methoden der Kantenzuordnung.
In Kapitel 6 wird auf Grenzen der hier vorgestellten Implementierung eingegangen und
wie sie durch eine Modifizierung des Algorithmus zu beheben sind.
In Punkt sechs der GP-Graph-Definition wird gefordert, dass sowohl die eingehenden
als auch die ausgehenden Kanten eines Knotens eine Reihenfolge besitzen. Nach dem
Vera¨ndern des Graphen G2 werden die Ordnungen aller Knoten von V2 und dem Teilgra-
phen T1 u¨bernommen. Fu¨r alle Kanten, die durch das Entfernen des alten Teilgraphen T2
wegfallen, werden neue Kanten hinzugefu¨gt. Diese nehmen in der Reihenfolge denselben
Platz ein, wie die Kanten aus K1 bis K4, fu¨r die sie jeweils eingesetzt wurden. Somit ist u¨ber
sa¨mtliche Eingangs- und Ausgangskanten aller Knoten wieder eine Ordnung festgelegt.
4.2.9.4 U¨berpru¨fung weiterer GP-Graph-Eigenschaften
Durch die zufa¨llige Bildung von Kantenpaaren aus K1 und K3 bzw. K2 und K4 ist nicht
sichergestellt, dass der neue Graph die Punkte 7 und 8 der GP-Graph-Definition erfu¨llt.
Durch die zufa¨llige Wahl ist es außerdem mo¨glich, dass der neue Graph Zyklen entha¨lt,
obwohl alle Individuen der Population zyklenfrei sein sollen.
Dies wird in einem abschließenden Graphdurchlauf untersucht. Von jedem Eingangskno-
ten und jedem (0,1)-Knoten ausgehend wird ein Tiefendurchlauf entlang des Graphen
durchgefu¨hrt. Wird wa¨hrend eines Durchlaufs ein Knoten zum zweiten Mal erreicht,
entha¨lt der Graph einen Zyklus. Ist von einem der Eingangsknoten kein Ausgangsknoten
erreichbar, so versto¨ßt der Graph gegen Punkt 7 der GP-Graph-Definition 3.1. Ist von einem
der (0,1)-Knoten kein Ausgangsknoten erreichbar, ist Punkt 8 der Definition verletzt.
Wa¨hrend der Durchla¨ufe wird jeder innere Knoten als besucht gekennzeichnet. Nach den
Tiefendurchla¨ufen werden alle inneren Knoten auf die besucht-Markierung hin u¨berpru¨ft.
Fehlt die Markierung bei einem der Knoten, so ist fu¨r diesen Punkt acht der GP-Graph-
Definition verletzt. Es liegt ein verbotener Zyklus vor, wie er in Abbildung 4.10 dargestellt
ist.
Der Algorithmus entspricht in weiten Teilen dem zur Kennzeichnung nicht-lo¨schbarer Kanten
in Abbildung 4.13 und wird deshalb nicht gesondert vorgestellt.
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4.2.9.5 Verbesserungen des Crossover-Operators
Der zeitintensivste Teilalgorithmus des Crossovers ist die Bestimmung der Teilgraphen,
die fu¨r einen Austausch in Frage kommen. Durch die – vor Einfu¨hrung des Crossovers –
gewa¨hlte Datenstruktur zur Implementierung des Graphen, ergibt sich beim sequenziellen
Aufbau der Teilgraphen aus den vorher entwickelten eine kubische Laufzeit. Durch eine
andere interne Implementierung des Graphen ko¨nnte diese auf quadratisches Verhalten
verbessert werden.
In der Grundform wird zuerst der komplette Algorithmus des Operators durchgefu¨hrt.
Anschließend wird u¨berpru¨ft, ob der erzeugte Graph alle Eigenschaften eines GP-Graphen
erfu¨llt. Ist dies nicht der Fall, wird der gesamte Algorithmus wiederholt. Dieser Vorgang
kann ebenfalls beschleunigt werden, indem
• entweder auf ein weiteres Tupel der bereits berechneten Teilgraphpaarungen zuru¨ck-
gegriffen wird
• oder das gleiche Teilgraphtupel noch einmal verwendet wird und nur andere Zuord-
nungen fu¨r Eingangs- und Ausgangskanten berechnet werden.
Der zweite Fall verringert die Laufzeit im Vergleich zum ersten nur marginal, da nur das
Auswa¨hlen eines Tupels eingespart wird. Er kann jedoch mit dem U¨berpru¨fen des Gra-
phen auf GP-Grapheigenschaften verknu¨pft werden. Auf diese Weise wird bereits vor dem
Einfu¨gen sichergestellt, dass der neue Graph die geforderten Eigenschaften erfu¨llt.
Hierzu mu¨ssen die Randknoten von G2 na¨her betrachtet werden.
Vor der Zuordnung der Randknoten von G2 zu den Ein- und Ausgangskanten des neuen
Teilgraphen muss fu¨r diese Knoten festgestellt werden, welche von ihnen nach dem Entfer-
nen von T2 noch u¨ber Pfade zu den Eingangs- und Ausgangsknoten aus I2 ∪O2 verfu¨gen.
Fu¨r die Randknoten des Teilgraphen T1 ist zu u¨berpru¨fen, welche von ihnen untereinander
Verbindungen besitzen, die komplett im Teilgraphen enthalten sind.
Diese beiden Untersuchungen ko¨nnen, wie bei der oben beschriebenen U¨berpru¨fung der
GP-Graph-Eigenschaften, mit Tiefendurchla¨ufen in linearer Laufzeit zur Anzahl der Kanten
durchgefu¨hrt werden, da sa¨mtliche Kanten des Hauptgraphen zu G2 bzw. die Kanten des
Teilgraphen T1 genau einmal betrachtet werden mu¨ssen. Die Tiefendurchla¨ufe starten je-
weils bei den entsprechenden Randknoten.
Mit den Informationen u¨ber die internen Verbindungen von T1 ko¨nnen die Eingangs- und
Ausgangskanten so den Randknoten von G2 zugewiesen werden, dass diese alle die Punk-
te sieben und acht der GP-Graph-Definition 3.1 erfu¨llen. Durch die Informationen u¨ber die
Verbindungen der Randknoten von G2 untereinander kann zudem bei zyklenfreien Gra-
phen u¨berpru¨ft werden, ob der neue Graph ebenfalls zyklenfrei bleibt.
Es kann vorkommen, dass fu¨r eine GP-Graph/Teilgraph Kombination keine zyklenfreie
Lo¨sung existiert. In so einem Fall kann entweder ein neues Teilgraphenpaar ausgewa¨hlt
werden oder es ko¨nnen komplett neue Teilgraphen errechnet werden.
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Kapitel 5
Testprobleme
In diesem Kapitel werden die in der Arbeit verwendeten Testprobleme vorgestellt. Da alle
bereits aus der Literatur bekannt sind, werden sie an dieser Stelle lediglich kurz mit den ent-
sprechenden Verweisen eingefu¨hrt. Um eine Reproduktion der Ergebnisse zu ermo¨glichen,
wird die gewa¨hlte Implementierung aller Benchmarks formal dargestellt und begru¨ndet.
Zum Vergleich der Ergebnisse wird das auf KOZAs Baumansatz basierende GP-System lilgp
[92] verwendet, in dem viele der Benchmarks bereits implementiert sind oder einfach hin-
zugefu¨gt werden konnten.
Zum Vergleich der Ergebnisse werden zwei verschiedene Gro¨ßen verwendet. Besitzt ein
Problem ein Optimum, das wa¨hrend der Evolution realisiert wird, so wird KOZAs Effort als
Vergleichskriterium herangezogen [56]. Dieser Wert sagt aus, nach wie vielen Fitnessaus-
wertungen mit 99-prozentiger Sicherheit das Optimum gefunden wird. Wie von CHRISTEN-
SEN und OPPACHER in [21] bereits gezeigt wurde, ist die Berechnung dieses Wertes zwar als
Vergleichskriterium wu¨nschenswert, jedoch statistisch eher unsicher. Diesem Punkt wird in
dieser Arbeit durch eine gea¨nderte Berechnung des Wertes Rechnung getragen. Außerdem
werden weitere Faktoren aufgezeigt, die bei der Interpretation des Wertes beru¨cksichtigt
werden mu¨ssen. Die Methodik zur Berechnung des Efforts sowie weitere Erkenntnisse zur
Aussagekraft dieses Wertes befinden sich in Abschnitt 5.4. Die Effort-Werte, die in diesem
Kapitel aufgefu¨hrt werden, sind alle nach der hier vorgestellten Methode berechnet. Wer-
den andere in der Literatur vero¨ffentlichte Ergebnisse vorgestellt, die auf KOZAs Effort-
Berechnung beruhen, wird dies explizit ausgefu¨hrt. Aufgrund der statistischen Ungenau-
igkeit des Wertes sollten beim Vergleich zweier Ergebnisse neben dem Effort-Wert auch die
Anzahl der erfolgreichen Versuche und die beno¨tigten Fitnessauswertungen der einzelnen
La¨ufe betrachtet werden.
Wenn die wa¨hrend der Evolution gefundene Lo¨sung nur eine Anna¨herung an das Opti-
mum ist, kann kein Effort-Wert berechnet werden. In solchen Fa¨llen werden statt dessen
die besten Individuen aller durchgefu¨hrten La¨ufe betrachtet und deren durchschnittliche
Fitness berechnet.
Bei allen Testproblemen wird eine multikriterielle Fitnessfunktion verwendet. Das erste
Kriterium ist immer problemspezifisch und ist in der Regel eine Formel, die den Abstand
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der gefundenen Lo¨sung zum Optimum angibt. Das bedeutet, dass kleinere Werte immer
fu¨r eine bessere Fitness stehen.
Das zweite Kriterium ist die Gro¨ße des Graphen. Diese wird nur zum Vergleich zweier In-
dividuen herangezogen, die im Bezug auf das erste Kriterium dieselbe Fitness aufweisen.
In diesem Fall hat das Individuum mit weniger Knoten die bessere Fitness. Dies soll einer-
seits dazu fu¨hren, dass Introns vermieden werden, andererseits soll die Fa¨higkeit zur Ge-
neralisierung der Individuen gefo¨rdert werden. Je gro¨ßer ein Individuum ist, desto wahr-
scheinlicher wird ein auswendig lernen der Testwerte, das so genannte Overfitting. Durch
die Unterstu¨tzung kleinerer Graphen soll dies vermieden werden.
In diesem Kapitel werden lediglich die Probleme vorgestellt, die in der Arbeit ha¨ufiger
vorkommen. Wenn an einer Stelle ein neuer Benchmark verwendet wird, der sich mit einer
speziellen Problemstellung oder einer speziellen Variante bescha¨ftigt, wird er an geeigneter
Stelle eingefu¨hrt.
Zu jedem der Benchmarks werden Testla¨ufe mit dem in Kapitel 4 beschriebenen GP-System
GGP durchgefu¨hrt. Die Ergebnisse werden in den folgenden Kapiteln als Vergleichswer-
te fu¨r die dort vorgestellten Neuerungen dienen. Parallel zu diesen Testla¨ufen werden al-
le Probleme mit dem baumbasierten GP-System lilgp untersucht, das in der verwendeten
Form KOZAs urspru¨nglichem GP-System entspricht.
Die Vergleiche zwischen den Ergebnissen der beiden Systeme dienen ausschließlich der
Einordnung des nicht-optimierten Graph-GP-Systems bezu¨glich eines weit verbreiteten
GP-Systems, dessen Ergebnisse fu¨r andere leicht reproduzierbar sind. Fu¨r alle Testproble-
me gibt es fu¨r Baum-GP mittlerweile Parametrisierungen oder neue GP-Techniken, die zu
besseren Ergebnissen fu¨hren.
5.1 Symbolische Regression
Die symbolische Regression ist eines der ersten Gebiete, auf denen die Genetische Program-
mierung eingesetzt wurde. Neben der Evolution trigonometrischer Funktionen wird hier
das Two-Boxes-Problem vorgestellt.
5.1.1 Ein einfaches Polynom
Die Funktion x4 + x3 + x2 + x wird in der Literatur immer wieder verwendet und findet als
Standardtestproblem auch in dieser Arbeit Beru¨cksichtigung. Aufgabe des GP-Systems ist
es, eine Funktion fˆ zu ermitteln, die das Polynom f : x 7→ x4 + x3 + x2 + x im Intervall [−1, 1]
mo¨glichst genau anna¨hert. Es gilt also ∀x ∈ [−1, 1] : |f (x)− ˆf (x)| ≤ , mit mo¨glichst kleinem
Wert .
Zur Realisierung des Problems wird eine funktionale Semantik verwendet. Die Menge der
Grundfunktionen besteht aus den Grundrechenarten, einer Konstanten Const, einer Ver-
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zweigung Branch, einer No-Operation-Funktion Nop und einer Funktion Inp, die dem aktu-
ellen x-Wert entspricht:
F = {Add,Sub,Mul,Div,Const,Branch,Nop, Inp} mit
• Add : R2 ×∅→ R und Add : (x1, x2)T 7→ x1 + x2
• Sub : R2 ×∅→ R und Sub : (x1, x2)T 7→ x1 − x2
• Mul : R2 ×∅→ R und Mul : (x1, x2)T 7→ x1x2
• Div : R2 ×∅→ R und Div : (x1, x2)T 7→
{
MAXFLOAT falls x2 = 0
x1/x2 sonst
• Const : ∅× [−1, 1]→ R und Const : p 7→ p
• Branch : R×∅→ R2 und Branch : x1 7→ (x1, x1)T
• Nop : R×∅→ R und Nop : x 7→ x
• Inp : ∅×∅→ R und Inp : INPUTVAL
Die Nop-Funktion wird beno¨tigt, da der Algorithmus zur Initialisierung der Graphen das
Vorhandensein eines (1,1)-Knotens voraussetzt. Existiert dieser nicht, ist das Erstellen einer
vollsta¨ndigen Population nicht sichergestellt. Diese Knoten werden im Laufe der Evolution
aus dem Genom eines Individuums entfernt, da sie nur Graphen vergro¨ßern, ohne jedoch
einen positiven Einfluss auf den Fitnesswert auszuu¨ben. Der Unterschied zu einem Baum-
ansatz besteht ansonsten nur in der Verwendung eines Branch-Knotens.
Zur Fitnessberechnung werden 51 a¨quidistant zwischen -1 und 1 verteilte Stu¨tzpunkte ver-
wendet. Die Fitness eines Individuums mit der evolvierten Funktion fˆ ergibt sich aus der






(f (x) − fˆ (x))2
Um spa¨tere Ergebnisse vergleichen zu ko¨nnen, wurden initial 200 GP-La¨ufe mit den Para-
metern aus Tabelle 5.1 durchgefu¨hrt. Der genetische Operator Knoten lo¨schen wird mit einer
sehr geringen Wahrscheinlichkeit von 2 Prozent verwendet, da er nur zum Entfernen der
Nop-Knoten eingesetzt wird. Entha¨lt ein Individuum keinen derartigen Knoten mehr, dient
Knoten lo¨schen als Replikationsoperator.
Die Parameter fu¨r die 200 Vergleichsla¨ufe mit dem baumbasierten System wurden mit den
in der lilgp-Distribution ausgelieferten Parametern durchgefu¨hrt. An dieser Stelle soll es
nicht darum gehen, die beiden Systeme mit exakt derselben Initialisierung zu vergleichen,
sondern vielmehr darum, dass beide Systeme gema¨ß ihren Anforderungen an die Problem-
kodierung sinnvoll arbeiten ko¨nnen. Um die Ergebnisse von lilgp nicht negativ zu beein-




















max. Baumgro¨ße 217 − 1
Crossover 90%
La¨ufe 200
Tabelle 5.1: Die Initialisierungswerte f ¤ur das Polynom-Problem x4 +x3 +
x2 + x
Ergebnisse
Nach Durchfu¨hrung der jeweils 200 La¨ufe fu¨r graph- und baumbasiertes GP wurde aus je-
dem Lauf das beste Individuum ermittelt. Die Fitnesswerte dieser Individuen sind fu¨r beide















Tree 0 0.02228 0.00056
Graph 0 0.01029 0.00092
Abbildung 5.1: Die Fitnesswerte des jeweils besten Individuums aller
400 Testl ¤aufe beim Polynom-Problem
Die rechte Tabelle der Abbildung entha¨lt fu¨r beide Verfahren in der mit min u¨berschrie-
benen Spalte die Fitness des besten Individuums aller Siegerindividuen der 200 La¨ufe, in
der max-Spalte das schlechteste. Die letzte Spalte entha¨lt die durchschnittliche Fitness der
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besten Individuen aller GP-La¨ufe eines Verfahrens. Bei beiden Verfahren gibt es La¨ufe in
denen ein Individuum die optimale Fitness 0 erreicht. Das insgesamt schlechteste Ergebnis
aller 400 La¨ufe trat beim baumbasierten GP-System auf, bei dem das beste Individuum nur
eine Fitness von 0.02228 erreichte. Im Durchschnitt wurden allerdings mit dem baumba-
sierten System bessere Lo¨sungen gefunden als mit dem graphbasierten.
5.1.2 Das Two-Boxes-Problem
Ein in der Literatur ha¨ufig anzutreffendes Problem ist das so genannte Two-Boxes-Problem
[58]. Die Aufgabe besteht in der Ermittlung der Differenz von den Volumina zweier Quader.
Gesucht wird also die Formel l1w1h1 − l2w2h2, wobei l,w und h jeweils fu¨r die La¨ngen,
Breiten und Ho¨hen der Boxen bestehen.
Zur Implementierung der Problemstellung wird eine funktionale Semantik verwendet. Als
Grundfunktionen werden die vier Grundrechenarten, ein Branch-, ein No-Operation-Befehl
sowie eine Funktion Inpv verwendet, die – je nach Wert ihres Parameters p – fu¨r einen der
sechs Eingabewerte stehen kann:
F = {Add,Sub,Mul,Div,Branch,Nop, Inpv} mit
• Add : R2 ×∅→ R und Add : (x1, x2)T 7→ x1 + x2
• Sub : R2 ×∅→ R und Sub : (x1, x2)T 7→ x1 − x2
• Mul : R2 ×∅→ R und Mul : (x1, x2)T 7→ x1x2
• Div : R2 ×∅→ R und Div : (x1, x2)T 7→
{
MAXFLOAT falls x2 = 0
x1/x2 sonst
• Branch : R×∅→ R2 und Branch : x1 7→ (x1, x1)T
• Nop : R×∅→ R und Nop : x 7→ x
• Inpv : ∅× [0, 6[→ R und Inpv : p 7→

l1 falls p ∈ [0, 1[
w1 falls p ∈ [1, 2[
h1 falls p ∈ [2, 3[
l2 falls p ∈ [3, 4[
w2 falls p ∈ [4, 5[
h2 falls p ∈ [5, 6[
Die Nop-Funktion wird beno¨tigt, da der Algorithmus zur Initialisierung der Graphen das
Vorhandensein eines (1,1)-Knotens voraussetzt. Existiert dieser nicht, ist das Erstellen einer
vollsta¨ndigen Population nicht sichergestellt. Diese Knoten werden im Laufe der Evolution
aus dem Genom eines Individuums entfernt, da sie nur Graphen vergro¨ßern ohne einen
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positiven Einfluss auf den Fitnesswert auszuu¨ben. Der Unterschied zu einem Baumansatz
besteht ansonsten nur in der Verwendung eines Branch-Knotens.
Eine Schwierigkeit des Problems besteht darin, dass keine Funktion zur Verfu¨gung steht,
durch die direkt Konstanten vorgegeben sind. Eine Anna¨herung an das Optimum wird
somit erschwert.





(fˆ (l1,w1, h1, l2,w2, h2)− value)2
l1 w1 h1 l2 w2 h2 value
1 3 4 7 2 5 3 54
2 7 10 9 10 3 1 600
3 10 9 4 8 1 6 312
4 3 9 5 1 6 4 111
5 4 3 2 7 6 1 -18
6 3 3 1 9 5 4 -171
7 5 9 9 1 7 6 363
8 7 2 9 9 9 2 -36
9 2 6 8 2 6 10 -24
10 1 10 7 5 1 45 -155
value = l1w1h1 − l2w2h2
Tabelle 5.2: Testdatens¤atze f ¤ur das Two-Boxes-Problem
Um spa¨tere Ergebnisse vergleichen zu ko¨nnen, wurden initial 200 GP-La¨ufe mit den Para-
metern aus Tabelle 5.3 durchgefu¨hrt. Der genetische Operator Knoten lo¨schen wird mit einer
sehr geringen Wahrscheinlichkeit von 2 Prozent verwendet, da er nur zum Entfernen der
Nop-Knoten eingesetzt wird. Entha¨lt ein Individuum keinen derartigen Knoten mehr, dient
Knoten lo¨schen als Replikationsoperator.
Die Parameter fu¨r die 200 Vergleichsla¨ufe mit dem baumbasierten System wurden wieder-
um mit den in der lilgp-Distribution ausgelieferten Parametern durchgefu¨hrt, die den von
KOZA in [58] vorgeschlagenen Werten entsprachen.
Ergebnisse
Aus den Ergebnispopulationen der jeweils 200 La¨ufe fu¨r graph- und baumbasiertes GP
wurde jeweils das beste Individuum ermittelt. Abbildung 5.2 gibt eine U¨bersicht u¨ber die
nach ihrem Wert sortierten Fitnesswerte. In der Tabelle stehen unter succ. die Anzahl der
La¨ufe, in denen ein Individuum mit Fitness 0 gefunden wurde, in denen also eine korrekte
Formel der Volumendifferenz evolviert wurde.1 Die Spalte impr. gibt den Durchschnittswert
1Eine genauere Betrachtung der Ba¨ume/Graphen dieser Individuen ergab, dass es sich tatsa¨chlich immer
um generalisierende Individuen handelte.


















max. Baumgro¨ße 217 − 1
Crossover 90%
La¨ufe 200
Tabelle 5.3: Die Initialisierungswerte f ¤ur das Two-Boxes-Problem
an, nach wie vielen Fitnessberechnungen ein Individuum mit Fitness 0 gefunden wurde. In
diese Zahl gehen somit nur die erfolgreichen La¨ufe ein. GP-La¨ufe, in denen kein Individu-
um mit Fitness 0 gefunden wurde, werden bei dieser Berechnung nicht beru¨cksichtigt. In
der Spalte effort steht der so genannte Effort-Wert. Na¨heres zur Berechnung und Aussage-




















Abbildung 5.2: Die Fitnesswerte des jeweils besten Individuums aller
400 Testl ¤aufe f ¤ur das Two Boxes-Problem
Die Grafik der Abbildung erweckt zuna¨chst die Vorstellung, dass das baumbasierte System
deutlich u¨berlegen wa¨re. Diese Vermutung ist allerdings falsch. Wa¨hrend das graphbasier-
te System GGP bei 200 La¨ufen in 145 Fa¨llen eine korrekte Formel fu¨r die Volumendifferenz
finden konnte, schaffte es das baumbasierte GP-System nur in 82 Fa¨llen. Die Gro¨ße der
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Lo¨sungsindividuen, die von beiden Verfahren erreicht wurden, war ebenfalls sehr unter-
schiedlich. Beim baumbasierten GP war sie sehr uneinheitlich und schwankte zwischen
zwo¨lf und 118 Knoten. Der Mittelwert war hierbei 37.7 bei einer Standardabweichung von
25.3. Bei den 145 Lo¨sungen von GGP bestand ein Graph aus 20 und einer aus 14 Knoten.
Die restlichen 143 Lo¨sungen bestanden aus exakt zwo¨lf Knoten und entsprechen damit der
optimalen Kodierung der Formel l1w1h1 − l2w2h2 fu¨r dieses GP-System.
In Abbildung 5.2 ist zu sehen, dass alle mit GGP erzeugten Individuen, die nicht die ge-
suchte Formel repra¨sentieren, einen hohen Fitnesswert besitzen. Die Individuen der baum-
basierten La¨ufe hingegen haben alle eine Fitness nahe null. Dies ist zu großen Teilen auf
den unterschiedlichen Suchraum bei beiden Ansa¨tzen zuru¨ckzufu¨hren. Bei GGP ist der
Suchraum durch die Beschra¨nkung auf Graphen mit maximal 20 Knoten im Vergleich zu
Ba¨umen der Tiefe 17 sehr klein. Durch den zusa¨tzlichen Verzicht auf skalare Werte ist
es nur schwer mo¨glich, bei der vorgegebenen Knotenzahl Vorfaktoren fu¨r die Eingangs-
gro¨ßen (z.B.l1/l1 + l1/l1) zu evolvieren. Beim baumbasierten Ansatz ist es jedoch mo¨glich
und kommt in den Individuen mit einer Fitness gro¨ßer null entsprechend ha¨ufig vor.
Die Ergebnisse lassen darauf schließen, dass bei kleinen Graphen viele lokale Optima mit
relativ schlechter Fitness existierten, die wa¨hrend der Evolution jedoch wieder verlassen
werden ko¨nnen und die Suchstrategie also entsprechend global ist. Bei großen Ba¨umen
hingegen werden oft lokale Optima mit relativ guter Fitness erreicht, die aber nicht mehr
verlassen werden ko¨nnen. Die Suche ist demnach eher lokal.
Die Beschra¨nkung des Suchraums auf 20 Knoten la¨sst sich nicht ohne weiteres auf das
baumbasierte System u¨bertragen. Zur Validierung wurden 200 weitere La¨ufe mit dem
baumbasierten System und den Parametern aus Tabelle 5.2 durchgefu¨hrt, wobei die An-
zahl der erlaubten Knoten auf 20 gesetzt wurde. In diesen La¨ufen konnten nur noch in 18
Fa¨llen Lo¨sungen gefunden werden.
Wie bereits geschildert, sind die gefundenen Lo¨sungen des baumbasierten Systems wesent-
lich gro¨ßer als die von GGP. Die Lo¨sungen entsprachen zwar der gesuchten Formel, mus-
sten jedoch noch geku¨rzt werden. Von den 82 Lo¨sungen verwendeten 32 ADFs. Bei GGP
lagen alle Lo¨sungsformeln bereits in geku¨rzter Form vor. Ursache hierfu¨r ist die Einbezie-
hung der Graphgro¨ße in die Fitnessfunktion.
Die Vorteile von GGP gegen den urspru¨nglichen Baumansatz zeigen sich des Weiteren auch
bei der Anzahl der durchschnittlich beno¨tigten Fitnessauswertungen. Bei den erfolgreichen
La¨ufen beno¨tigte GGP durchschnittlich weniger als halb so viele Auswertungen wie der
baumbasierte Ansatz.
Die Effort-Werte der beiden Verfahren zeigen ebenfalls eine deutliche Tendenz zu Gunsten
von GGP. Diesen Werten sollte jedoch aufgrund der Ausfu¨hrungen in [21] und Abschnitt
5.4 nicht zu viel Bedeutung zugesprochen werden.
5.1.3 Trigonometrische Funktionen
Als weiteres Testproblem zur symbolischen Regression wird die erste Periode der Sinus-
funktion verwendet. Die Grundfunktionsmenge entspricht hierbei zu großen Teilen der
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aus Abschnitt 5.1.2. Lediglich die Funktion Inpv wurde durch die parameterlose Funkti-
on Inp ersetzt. Zusa¨tzlich stehen dem GP-System mit der Funktion Const Konstanten zur
Verfu¨gung:
F = {Add,Sub,Mul,Div,Const,Branch,Nop, Inp} mit
• Const : ∅× [−1, 1]→ R und Const : p 7→ p
• Inp : ∅×∅→ R und Inp : INPUTVAL
Als Stu¨tzstellen werden 51 a¨quidistant verteilte Werte aus dem Intervall [0, 6.3] verwendet.
Die Sinusfunktion ist aus zwei Gru¨nden schwieriger zu evolvieren als das Polynom: Zum
einen verfu¨gt die Funktion im betrachteten Bereich u¨ber mehr Extremstellen, zum anderen
wird die richtige Verwendung von Vorfaktoren und Konstanten relevanter.
Es wurden erneut jeweils 200 La¨ufe mit dem graphbasierten GP-System und dem baumba-


















max. Baumgro¨ße 217 − 1
Crossover 90%
La¨ufe 200
Tabelle 5.4: Die Initialisierungswerte f ¤ur das Sinus-Problem
Da dieses Problem nicht Bestandteil der lilgp-Distribution ist, wurden in Vorversuchen
Testla¨ufe mit verschiedenen Parametersa¨tzen durchgefu¨hrt und der beste fu¨r die eigent-
lichen Vergleiche ausgewa¨hlt.








Nach Durchfu¨hrung der jeweils 200 La¨ufe fu¨r graph- und baumbasiertes GP wurde aus je-
















Tree 0.00239 0.43506 0.16975
Graph 0.00019 0.16536 0.03071
Abbildung 5.3: Die Fitnesswerte des jeweils besten Individuums aller
400 Testl ¤aufe beim Sinus-Problem
Verfahren – jeweils nach den Fitnesswerten sortiert – in Abbildung 5.3 zusammengefasst.
Der Aufbau der Tabelle entspricht dem aus Abbildung 5.1.
Die Fitnesswerte beim graphbasierten GP-System liegen zwischen 0.00019 und 0.16536 (bei
einem Durchschnitt von 0.03071 und einem Standardfehler von 0.00227). Wie es bereits das
Diagramm vermuten la¨sst, sind diese Werte auch nach einem Wilcoxon-Rangsummentest
signifikant besser als die mit baumbasiertem GP erzielten Werte. Diese liegen zwischen
0.00239 und 0.43506. Der Durchschnitt ist 0.16975 und der Standardfehler 0.00489.
Die baumbasierten Individuen bestehen im Durchschnitt aus 140.84 Knoten. Die Extrem-
werte sind hierbei 5 und 629. Die durchschnittliche Graphgro¨ße der besten Individuen bei
GGP liegt bei 79.5 Knoten. Die vorgegebene maximale Gro¨ße von 80 Knoten wird demnach
bei fast allen Individuen ausgenutzt.
5.2 Klassifikation
Neben der symbolischen Regression ist die Klassifikation ein weiteres klassisches Feld der
Genetischen Programmierung. Aus diesem Bereich wird das von BRAMEIER eingefu¨hrte
Testproblem verwendet, bei dem die Punkte zweier Ringe jeweils einem der beiden zuge-
ordnet werden mu¨ssen [14]. Abbildung 5.4 zeigt die beiden Ringe. Zu jedem Ring geho¨ren
jeweils 250 Punkte.
Die Menge der Grundfunktionen wurde im Vergleich zu den Problemen der symbolischen
Regression um die trigonometrische Funktionen sin und cos sowie um eine Schwellwert-
funktion Threshold erweitert. Die Implementierung dieser Funktion unterscheidet sich bei
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Abbildung 5.4: Der Datensatz zu den zwei ineinander verschr ¤ankten
Ringen des Klassikations-Problems
Graph- und Baum-GP: Beim Graph-GP wird sie mit einen (1,1)-Knoten mit einem Parame-
ter realisiert. Wenn der Eingangswert des Knotens gro¨ßer oder gleich dem Parameter ist,
so ist der Ausgangswert 1. In allen anderen ist der Ausgangswert -1. Beim Baum-GP dient
die Funktion statt dessen als Vergleich zwischen den Werten zweier So¨hne. Ist der Wert
des ersten Sohns gro¨ßer oder gleich dem des zweiten, so erha¨lt der Knoten den Wert 1. Ist
dies nicht der Fall, so wird der Wert -1. Der zweite Sohn u¨bernimmt somit die Rolle des
Parameters.
Die Menge der Grundfunktionen ist gegeben durch:
F = {Add,Sub,Mul,Div,Const,Branch, Inpv,Threshold,Sin,Cos} mit
• Const : ∅× [0, 10] → R und Const : p 7→ p
• Inpv : ∅× [0, 3[→ R und Inpv : p 7→

x falls p ∈ [0, 1[
y falls p ∈ [1, 2[
z falls p ∈ [2, 3[
• Sin : R×∅→ R und Sin : x 7→ sin(x)
• Cos : R×∅→ R und Cos : x 7→ cos(x)
Als Fitnessfunktion diente die Anzahl der falsch klassifizierten Punkte dividiert durch die
Gesamtzahl der Punkte.
In diesem Benchmark werden mit den Funktionen Sinus und Cosinus erstmals (1,1)-Knoten
im Graph verwendet, die fu¨r die Fitnessentwicklung eine Rolle spielen (im Gegensatz zur
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Nop-Funktion). Aus diesem Grund werden nun auch die genetischen Operatoren Knoten





















max. Baumgro¨ße 217 − 1
Crossover 90%
La¨ufe 200
Tabelle 5.5: Die Initialisierungswerte f ¤ur das Klassikations-Problem
Ergebnisse
Nach der Durchfu¨hrung der jeweils 200 La¨ufe fu¨r graph- und baumbasiertes GP wurde aus
jedem Lauf das beste Individuum ermittelt. Die Fitnesswerte dieser Individuen sind fu¨r
beide Verfahren – jeweils nach den Fitnesswerten sortiert – in Abbildung 5.5 zusammen-
gefasst. Der Fitnesswert eines Individuums entspricht der Anzahl der falsch klassifizierten
Punkte dividiert durch die Gesamtzahl der Klassifizierungen. Zur besseren U¨bersichtlich-
keit werden in der Abbildung sowohl im Diagramm als auch in der Tabelle die Fehlklassi-
fizierungen aufgezeigt. Dies entspricht jeweils dem Fitnesswert multipliziert mit 500. Die
Tabelle entha¨lt somit die Anzahl der Fehlklassifizierungen des besten und schlechtesten
Individuums der jeweils 200 La¨ufe sowie den Durchschnittswert aller 200 Individuen.
Die besten Individuen, die beim graphbasierten System evolviert wurden, hatten zwischen
0 und 106 Punkte falsch klassifiziert – im Durchschnitt 35.2. Die Ergebnisse des baumba-
sierten Systems waren mit 10 bis 120 falschen Klassifikationen und einem Durchschnitt von
83.8 signifikant1 schlechter.
Die Gro¨ßen der Graphen beim GGP-System schwankten zwischen 16 und 79 Knoten. Im
Gegensatz zum Sinus-Problem lag der Durchschnitt mit 44.2 Knoten allerdings deutlich
unter der maximalen erlaubten Gro¨ße. Die Baumgro¨ßen des GP-Systems nach KOZA lagen
zwischen 5 und 263 Knoten. Der Durchschnitt lag hier mit 44.9 Knoten nahe bei dem des
graphbasierten Systems.
1Es wurde ein Wilcoxon-Rangsummentest durchgefu¨hrt.

















Tree 10 120 83.8
Graph 0 106 35.2
Abbildung 5.5: Die Fitnesswerte des jeweils besten Individuums aller
400 Testl ¤aufe beim Klassikations-Problem
5.3 Algorithmische Probleme
Alle bisher vorgestellten Probleme basieren auf funktionalen Semantiken. Die gro¨ßten Vor-
teile des graphbasierten Ansatzes sind jedoch bei Problemstellungen zu erwarten, bei de-
nen sich Individuen besser durch Graphen als durch Ba¨ume darstellen lassen. Dies ist bei
Problemen mit algorithmischer Semantik zu erwarten, bei denen Zyklen erlaubt sind. Aus
dieser Problemklasse werden zwei Benchmarks betrachtet, das Artificial Ant-Problem in Ab-
schnitt 5.3.1 sowie das Lawnmower-Problem in Abschnitt 5.3.2.
5.3.1 Das Artificial Ant-Problem
Bei Artificial Ant-Problemen wird ein Algorithmus fu¨r eine Ameise gesucht, die auf einem
Spielfeld Nahrungsstu¨cke einsammeln muss. Das Spielfeld wird als n × n Felder umfas-
sender Torus modelliert, die Felder, auf denen sich ein Nahrungsstu¨ck befindet, werden
entsprechend gekennzeichnet. Die Ameise kann sich ein Feld vorwa¨rts bewegen und sich
um 90 Grad nach rechts oder links drehen. Des Weiteren existiert eine Abfragefunktion,
ob sich auf dem Feld vor der Ameise ein Nahrungsstu¨ck befindet. Die Ameise hat keine
Funktionen zur Verfu¨gung, die ihr Informationen u¨ber den bereits zuru¨ckgelegten Weg,
die Gro¨ße des Torus oder die Anzahl der verbleibenden Nahrungsstu¨cke liefern.
Als Verteilung der Nahrungsstu¨cke wird in dieser Arbeit der so genannte Santa Fe´-Pfad
verwendet. Bei diesem befinden sich 89 Nahrungsstu¨cke auf einem 32 × 32 Felder umfas-
senden Spielfeld. Die Positionierung der Nahrung ist Abbildung 5.6 zu entnehmen. Die
Ameise startet in der linken oberen Ecke und zeigt zu Beginn nach rechts.
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Die Ameise darf insgesamt 400 Schritte ausfu¨hren. Hierzu za¨hlen alle Vorwa¨rts- und Dreh-
bewegungen. Die verbliebenen Nahrungsstu¨cke, die Stellung der Ameise und die Anzahl
der noch erlaubten Schritte werden in der Parametermenge P = (food, ant, cmd) kodiert. Bei
dem 3-Tupel steht food fu¨r eine Teilmenge aller Koordinaten, auf denen sich noch Nah-
rung befindet, es gilt also food ⊆ {(0, 0) . . . (0, 31), (1, 0) . . . (1, 31), . . . , (31, 0) . . . (31, 31)}.
Der Wert ant steht fu¨r zwei 2-Tupel, bei dem das erste fu¨r die Koordinaten der Ameise und
das zweite fu¨r die Blickrichtung steht: (31, 0) - Nord, (1, 0) - Su¨d, (0, 31) - West, (0, 1) - Ost.











Abbildung 5.6: Der Santa F·e-Pfad und die f ¤ur das Problem verwendeten
Grundfunktionen.
Die Parametermenge P0 ist in Tabelle 5.6 abgebildet.
P0 = ({(0, 1), (0, 2), (0, 3), (1, 3), (2, 3), (3, 3), (4, 3), (5, 3), (5, 4), (5, 5), (5, 6), (5, 8), (5, 9),
(5, 10), (5, 11), (5, 12), (6, 12), (7, 12), (8, 12), (9, 12), (11, 12), (12, 12), (13, 12),
(14, 12), (17, 12), (18, 12), (19, 12), (20, 12), (21, 12), (22, 12), (23, 12), (24, 11),
(24, 10), (24, 9), (24, 8), (24, 7), (24, 4), (24, 3), (25, 1), (26, 1), (27, 1), (28, 1),
(30, 2), (30, 3), (30, 4), (30, 5), (29, 7), (28, 7), (27, 8), (27, 9), (27, 10), (27, 11),
(27, 12), (27, 13), (27, 14), (26, 16), (25, 16), (24, 16), (21, 16), (20, 16), (19, 16),
(18, 16), (15, 17), (14, 20), (13, 20), (10, 20), (9, 20), (8, 20), (7, 20), (5, 21), (5, 22),
(4, 24), (3, 24), (2, 25), (2, 26), (2, 27), (3, 29), (4, 29), (6, 29), (9, 29), (12, 29),
(14, 28), (14, 27), (14, 26), (15, 23), (18, 24), (19, 27), (22, 26), (23, 23)},
((0, 0), (0, 1)), 400)
Tabelle 5.6: Die Parametermenge, mit der jede Fitnessauswertung in-
itialisiert
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Die Grundfunktionen F = {Food, Move, Left, Right, Merge} mit
Food : P→ P× {1, 2} × {1} × {2}
Left : P→ P× {1} × {1} × {1}
Right : P→ P× {1} × {1} × {1}
Move : P→ P× {1} × {1} × {1}
Merge : P→ P× {1} × {2} × {1}
sind folgendermaßen definiert:
Food : (food, (pos, dir), cmd) 7→ (food, (pos, dir), cmd) × j× 1× 2
mit j =
{
1 falls ((pos + dir) mod 32) ∈ food1
2 sonst
Left : (food, (pos, dir), cmd) 7→ (food, (pos, d̂ir), ĉmd)× 1× 1× 1
d̂ir =

(31, 0) falls dir = (0, 1)
(0, 31) falls dir = (31, 0)
(1, 0) falls dir = (0, 31)
(0, 1) falls dir = (1, 0)
ĉmd = cmd− 1
Right : (food, (pos, dir), cmd) 7→ (food, (pos, d̂ir), ĉmd)× 1× 1× 1
d̂ir =

(1, 0) falls dir = (0, 1)
(0, 1) falls dir = (31, 0)
(31, 0) falls dir = (0, 31)
(0, 31) falls dir = (1, 0)
ĉmd = cmd− 1
Move : (food, (pos, dir), cmd) 7→ (f̂ood, (p̂os, dir), ĉmd)× 1× 1× 1
p̂os = (pos + dir) mod 32, f̂ood = food \ p̂os, ĉmd = cmd− 1
Merge : (food, (pos, dir), cmd) 7→ (food, (pos, dir), cmd) × 1× 2× 1
Bei den Graphen, durch welche die Algorithmen modelliert werden, sind Zyklen erlaubt.
Bei einer Fitnessauswertung wird der Graph so lange durchlaufen, bis die Anzahl der ver-
bliebenen Schritte auf null gesunken ist. Wird wa¨hrend der Ausfu¨hrung des Algorithmus
der Out-Knoten erreicht, so wird die Auswertung beim In-Knoten fortgesetzt.
Der Fitnesswert eines Individuums setzt sich – neben der Gro¨ße des Graphen als se-
kunda¨res Fitnesskriterium – aus zwei Werten zusammen. Zum einen ist dies die Anzahl
der nach 400 Schritten nicht gefundenen Nahrungsstu¨cke, zum anderen die Nummer des
Schritts, in dem das letzte gefundene Nahrungsstu¨ck aufgenommen wurde, geteilt durch
1000. Eine Fitness von 1.354 bedeutet beispielsweise, dass nach 400 Schritten ein Nah-
rungsstu¨ck liegen geblieben ist und das letzte der 88 gefundenen Stu¨cke mit dem Schritt
Nummer 354 aufgenommen wurde.
Tabelle 5.7 zeigt die gewa¨hlten Parametersa¨tze der Testla¨ufe.






















max. Baumgro¨ße 217 − 1
Crossover 90%
La¨ufe 200
Tabelle 5.7: Die Initialisierungswerte f ¤ur das Articial Ant-Problem
Am Beispiel des Artificial Ant-Problems zeigt sich deutlich der Vorteil der gewa¨hlten Graph-
Struktur: Jeder evolvierte Graph entspricht direkt dem Flussdiagramm des Algorithmus,
der durch ihn dargestellt wird. Im Fall der Baum-Kodierung nach Koza (siehe [58]) la¨sst
sich jeder Baum zwar ebenfalls als Flussdiagramm darstellen, allerdings ist die Erzeugung
von Zyklen nicht mo¨glich. Somit ist es mit KOZAs Kodierung nicht mo¨glich, eine Schleife
als Kontrollstruktur zu evolvieren.
Ergebnisse
Nach der Durchfu¨hrung der jeweils 200 La¨ufe fu¨r graph- und baumbasiertes GP wurde aus
jedem Lauf das beste Individuum ermittelt. Die Fitnesswerte dieser Individuen sind fu¨r
beide Verfahren – jeweils nach den Fitnesswerten sortiert – in Abbildung 5.7 zusammenge-
fasst. Die Tabelle ist wie die in Abbildung 5.2 aufgebaut.
Es ist deutlich zu sehen, dass GGP dem urspru¨nglichen Baumansatz in diesem Beispiel
u¨berlegen ist. Das baumbasierte System konnte nur in 14 Fa¨llen ein Programm fu¨r die
Ameise erzeugen, bei dem alle Nahrungstu¨cke aufgesammelt wurden. GGP war dazu in
99 Fa¨llen in der Lage.
Die Graphen bzw. Ba¨ume der Lo¨sungen sind bei GGP deutlich kleiner als beim baumbasier-
ten System, was durch die Begrenzung der Knotenzahlen zu erwarten war. Die Graphgro¨ße
liegt bei GGP zwischen 17 und 25 Knoten, im Durchschnitt bei 23.5 (Standardabweichung
1.8). Die evolvierten Ba¨ume bewegen sich hingegen zwischen 31 und 238 Knoten, im Schnitt
bei 128 (Standardabweichung 71.9). Es zeigt sich somit auch in diesem Fall wieder, dass
GGP Lo¨sungen in kleineren Suchra¨umen finden kann. Zur Validierung wurden weitere 200
La¨ufe mit dem baumbasierten System durchgefu¨hrt, bei denen die Knotenobergrenze eben-




















Abbildung 5.7: Die Fitnesswerte des jeweils besten Individuums aller
400 Testl ¤aufe beim Articial Ant-Problems
falls auf 25 festgesetzt wurde. Auf diese Weise wurden in 38 La¨ufen Lo¨sungen gefunden.
Dies zeigt, dass bei baumbasiertem GP ebenfalls eine Beschra¨nkung des Suchraums sinn-
voll ist, aber nicht zu vergleichbaren Ergebnissen wie beim graphbasierten Ansatz fu¨hrt.
Die Tabelle aus Abbildung 5.7 zeigt des Weiteren, dass GGP Lo¨sungen im Durchschnitt mit
weniger als halb so vielen Fitnessauswertungen finden konnte wie das baumbasierte Sy-
stem. Zusammen mit der deutlich ho¨heren Anzahl gefundener Lo¨sungen fu¨hrte dies somit
zu einem kleineren Effort-Wert beim graphbasierten System.
5.3.2 Das Lawnmower-Problem
Das Lawnmower-Problem kann als eine Variante des Artificial Ant-Problems gesehen wer-
den. Ziel der Problemstellung ist es, mit einem Rasenma¨her den Rasen auf einem Torus zu
ma¨hen. Setzt man den Rasenma¨her mit einer Ameise des Artificial Ant-Problems gleich, so
ergeben sich folgende Unterschiede:
• Wa¨hrend beim Artificial Ant-Problem nur eine Teilmenge der Felder des Torus betre-
ten werden mu¨ssen, sind beim Lawnmower alle Felder anzusteuern.
• Beim Artificial Ant-Problem gibt es mit der Food-Funktion eine Mo¨glichkeit, auf den
aktuellen Zustand des Torus zu reagieren. Beim Lawnmower-Problem ist dies nicht
vorgesehen.
Die gesuchten Lo¨sungen der beiden Probleme mu¨ssen demnach unterschiedliche Ansa¨tze
verfolgen. Beim Artificial Ant-Problem muss ein Programm evolviert werden, das die Um-
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gebung der Ameise nach einem Nahrungsstu¨ck systematisch absucht. Beim Lawnmower-
Problem hingegen muss ein Algorithmus gefunden werden, der die Fortbewegung nur in
Abha¨ngigkeit der Feldgro¨ße festlegt.
Die Realisierung des Lawnmower-Problems innerhalb des GP-Systems entspricht zu großen
Teilen der des Artificial Ant-Problems. Die Parametermenge P besteht ebenfalls aus einem
3-Tupel mit P = {lawn,mower, cmd}, wobei lawn der Menge food und mower dem 2-Tupel ant
entspricht und cmd bei beiden Problemen fu¨r die Anzahl der Schritte steht (vergl. 5.3.1). Die
Menge lawn entha¨lt in der initialen Parametermenge alle Koordinaten des Torus. Die Start-
koordinate des Rasenma¨hers ist (0,0) mit Blick nach Osten und die Anzahl der erlaubten
Schritte ist mit 100 vorgegeben.
Die Menge der Grundfunktionen F umfasst die Funktionen Left, Mow, Frog, Merge und Loop
mit
Mow : P→ P× {1} × {1} × {1}
Left : P→ P× {1} × {1} × {1}
Frog : P× {0, . . . , 7}2 → P× {1} × {1} × {1}
Loop : P→ P× {1} × {1} × {2}
Merge : P→ P× {1} × {2} × {1}
Mow entspricht dem Befehl Move bei Artificial Ant-Problem, Left einer Linksdrehung des Ra-
senma¨hers und Merge ist bei beiden Problemen identisch. Frog stellt eine weitere Mo¨glich-
keit der Fortbewegung zur Verfu¨gung. Gema¨ß der zwei lokalen Parameter aus der Menge
{0, . . . , 7}wird der Rasenma¨her um die entsprechende Zahl von Feldern vorwa¨rts und nach
links versetzt. Die Anzahl der Schritte wird nur von den Funktionen Mow und Frog um eins
erniedrigt. Left hat auf diesen Wert keinen Einfluss.
Das Lawnmower-Problem wird ha¨ufig als Beispiel fu¨r den sinnvollen Einsatz von ADFs
angefu¨hrt, da ein baumbasiertes GP-System ohne diese Technik nur in den seltensten
Fa¨llen eine Lo¨sung fu¨r das Problem findet. Aus diesem Grund wurde die im Programm-
paket lilgp als Standard vorgegebene Benutzung von ADFs bei den Testla¨ufen beibehal-
ten. Fu¨r das graphbasierte System wurde als Ausgleich die zusa¨tzliche Grundfunktion Loop
eingefu¨hrt, mit der die Erzeugung einer einfachen Kontrollstruktur innerhalb eines Pro-
gramms mo¨glich ist. Beim Artificial Ant-Problem wurde der Graph nach Erreichen eines
Out-Knotens wieder von vorne ausgefu¨hrt. Dies ist beim Lawnmower-Problem nicht vor-
gesehen. Stattdessen entspricht die Loop-Funktion einem Goto-Befehl, mit dem diese sonst
implizite Schleife in den Graphen verschoben wird. Der Loop-Befehl erzeugt somit eine End-
losschleife, die nur durch das Aufbrauchen der verfu¨gbaren Schritte beendet wird.1
Loop : P 7→ P× 1× 1× 1
Tabelle 5.8 zeigt die gewa¨hlten Parametersa¨tze der Testla¨ufe.
1Bei den Testla¨ufen hat sich gezeigt, dass der Loop-Befehl bei fast allen richtigen Lo¨sungen auch als While
(cmd 6= 0) interpretiert werden kann, da der zweite Ausgang immer direkt mit dem Out-Knoten des Graphen
verbunden ist.



























Tabelle 5.8: Die Initialisierungswerte f ¤ur das Lawnmower -Problem
Ergebnisse
Abbildung 5.8 fasst die Ergebnisse der Testla¨ufe zusammen. Der Aufbau von Diagramm
und Tabelle entsprechen dem von Abbildung 5.2. Mit Ausnahme von vier La¨ufen des






















Abbildung 5.8: Die Fitnesswerte des jeweils besten Individuums aller
400 Testl ¤aufe beim Lawnmower -Problem
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Die Gro¨ßen der Lo¨sungsindividuen waren wiederum erwartungsgema¨ß sehr unterschied-
lich. Wa¨hrend sie bei GGP zwischen 12 und 16 Knoten lagen, war der kleinste Baum einer
baumbasierten GP-Laufs 48 Knoten groß, der gro¨ßte sogar 463. Der Durchschnitt lag bei
diesem Ansatz bei 159 Knoten mit einer Standardabweichung von 68.6.
Es zeigt sich somit, dass KOZAs System dazu neigt, selbst sehr einfache Algorithmen (gehe
achtmal vorwa¨rts und springe danach in eine andere Zeile) durch unlesbar große Ba¨ume zu ko-
dieren. Durch die Einbeziehung der Knotenzahl als sekunda¨res Kriterium in die Fitnessbe-
rechnung wird dieser Bloat im graphbasierten Ansatz vermieden.
Die success- und improvement-Spalten der Tabelle in Abbildung 5.8 zeigen erneut, dass GGP
auch hier schneller eine Lo¨sung findet als das urspru¨ngliche Baum-GP-System. Bei GGP
werden im Durchschnitt nur ein viertel der Fitnessauswertungen vom baumbasierten Sy-
stem beno¨tigt.
5.4 Berechnung des Effort-Wertes
Bei mehreren Ergebnissen zu den Testproblemen in diesem Abschnitt wurde unter anderem
ein Effort-Wert aufgefu¨hrt. Es handelt sich um einen, von KOZA in [57] eingefu¨hrten statisti-
schen Wert, mit dem die Ergebnisse verschiedener GP-Ansa¨tze verglichen werden ko¨nnen.
Es wurde bereits aufgezeigt, dass dieser Wert nur eine geringe Aussagekraft hat und in
diesem Zusammenhang auf eine Vero¨ffentlichung von CHRISTENSEN und OPPACHER ver-
wiesen. An diesem Abschnitt werden weitere Probleme des Effort-Wertes aufgezeigt.
Die hier vorgestellten Beobachtungen sind in [81] vero¨ffentlicht.
In [57] stellt KOZA eine Methode vor, mit der die Ergebnisse unterschiedlicher evoluti-
ona¨rer Verfahren bzw. verschiedener Modifikationen von GP miteinander verglichen wer-
den ko¨nnen. Hierbei wird berechnet, wie viele Fitnessauswertungen mit dem Verfahren
durchgefu¨hrt werden mu¨ssen, um mit 99 Prozent Wahrscheinlichkeit eine Lo¨sung fu¨r das
untersuchte Problem zu finden. Diesen Wert bezeichnet er als Computational Effort. Er wird
in dieser Arbeit als Effort-Wert bezeichnet.
Da bei der Genetischen Programmierung viele La¨ufe gar nicht oder zu sehr unterschied-
lichen Zeiten das Optimum zu einer Aufgabenstellung finden, kann diese Zahl nur durch
empirisches Vorgehen berechnet werden und beruht dann auf relativen Ha¨ufigkeiten, die
als Scha¨tzer fu¨r die tatsa¨chlichen Wahrscheinlichkeiten einer Lo¨sungsfindung nach einer
bestimmten Anzahl von Fitnessauswertungen verwendet werden. Die Formel, die KOZA
zur Berechnung des Wertes vorschla¨gt, lautet:





ln (1− P (M, i))
⌉
(5.1)
Hierbei steht M fu¨r die Populationsgro¨ße und i fu¨r die Anzahl der berechneten Generatio-
nen. Der Wert Mi ist somit die Anzahl der Fitnessauswertungen, die in einem Lauf durch-
gefu¨hrt werden. Der Wert P(M, i) steht fu¨r die relative Ha¨ufigkeiten, mit denen die durch-
gefu¨hrten La¨ufe bei einer Populationsgro¨ße von M nach i Generationen eine Lo¨sung gefun-
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den haben. Der Wert z steht fu¨r das Konfidenzniveau, mit dem eine Lo¨sung gefunden wird.
Sie wird wie bei KOZA im Folgenden immer auf z = 99% gesetzt.
In [21] zeigen CHRISTENSEN und OPPACHER, dass nach KOZA berechnete Werte bei u¨bli-
chen GP-Problemen teilweise u¨ber 25 Prozent vom tatsa¨chlichen Wert entfernt liegen
ko¨nnen. Als Gru¨nde hierfu¨r werden unter anderem das Aufrunden des Bruches und die
Verwendung des Minimumoperators aufgefu¨hrt.
In diesem Abschnitt wird zuna¨chst eine leicht variierte Berechnung des Effort-Wertes vorge-
stellt, die den durch Turnierselektion hervorgerufenen Steady-State-Charakter des hier vor-
gestellten GP-Systems beru¨cksichtigt und dabei die Kritikpunkte von CHRISTENSEN und
OPPACHER etwas abschwa¨cht.
Im Anschluss werden weitere Probleme des Effort-Wertes dargelegt, die auch die hier ver-
wendete Berechnung des Efforts betreffen und zu einer sehr vorsichtigen Bewertung der
Aussagekraft dieser Gro¨ße fu¨hren sollten.
5.4.1 Der Effort-Wert fu¨r Steady-State-Algorithmen
Werden bei KOZAs generationsbasierten GP-System n La¨ufe durchgefu¨hrt, so ergeben sich
die relativen Ha¨ufigkeiten P(M, i) jeweils als k/n, wobei k die Anzahl der La¨ufe ist, bei
denen nach i Generationen eine Lo¨sung gefunden wurde und n die Gesamtzahl der durch-
gefu¨hrten La¨ufe. Betrachtet man die Erho¨hung von P(M, i) u¨ber die Anzahl der Fitnessaus-
wertungen, so treten die Erho¨hungen von P nur alle M Fitnessauswertungen auf und stehen
dann fu¨r alle La¨ufe, die irgendwann innerhalb der letzten M Auswertungen ihre Lo¨sung ge-
funden haben. Durch einen Steady-State-Ansatz kann die relative Ha¨ufigkeit nun genau auf
die Fitnessauswertung angepasst werden, bei der im entsprechenden Lauf die Lo¨sung ge-
funden wurde. Die in dieser Arbeit verwendete Methode zur Berechnung des Effort-Wertes
verzichtet als Folge auf den Generationenbegriff und erlaubt, La¨ufe nach jeder beliebigen
Fitnessauswertung abzubrechen. Auf diese Weise kann auf die Aufrundung des Bruches
bei der Effort-Wert-Berechnung verzichtet werden.
Zur Berechnung der Anzahl beno¨tigter Fitnessauswertungen wird folgende Formel zu
Grunde gelegt:
1− (1− P (eval)) efforteval ≥ 0.99 (5.2)
Hierbei steht effort fu¨r die gesuchte Gesamtzahl der Fitnessauswertungen, eval fu¨r die An-
zahl der Auswertungen, nach denen ein Lauf abgebrochen wird und P (eval) fu¨r die Wahr-
scheinlichkeit, dass ein Lauf nach maximal eval Fitnessauswertungen eine Lo¨sung gefunden
hat. Da diese Wahrscheinlichkeit nicht bekannt ist, wird sie durch die relativen Ha¨ufigkei-
ten Pˆ (eval) gescha¨tzt, die auf den empirischen Daten der durchgefu¨hrten Testla¨ufe beruhen.
Auf die Gro¨ße der Fehler, die durch die Unterschiede zwischen P und Pˆ entstehen, wird in
[21] eingegangen.










Die Unterschiede zu Formel (5.1) liegen einerseits in der nicht mehr beno¨tigten oberen
Gauss-Klammer, anderseits darin, dass das Minimum nun u¨ber die Fitnessauswertungen
und nicht u¨ber die Anzahl der Generationen berechnet wird.
5.4.2 Weitere statistische Probleme des Effort-Wertes
In [21] werden einige Ungenauigkeiten aufgezeigt, die sich bei der Berechnung des Effort-
Wertes ergeben. In diesem Abschnitt werden zwei weitere Gesichtspunkte betrachtet, durch
die der errechnete Effort-Wert zum Teil sehr stark vom theoretischen abweichen kann. Zum
einen soll der Einfluss der Anzahl der La¨ufe untersucht werden, die in den durchgefu¨hrten
Fitnessauswertungen zu keiner Lo¨sung fu¨hrten. Zum anderen soll der Einfluss der Vertei-
lung der Anzahl der Fitnessauswertungen untersucht werden, die in den einzelnen La¨ufen
zum Auffinden einer Lo¨sung beno¨tigt wurden.
Zur Veranschaulichung wird eine Schar imagina¨rer Optimierungsprobleme mit zwei frei-
en Parametern, Pfail und sd betrachtet. Von den Problemen ist bekannt, dass sie jeweils mit
einer Wahrscheinlichkeit von Pfail keine Lo¨sung finden. Die Anzahl der Fitnessauswertun-
gen, nach denen in den verbliebenen La¨ufen eine Lo¨sung gefunden wird, sei (100000, sd)-
normalverteilt. Die Annahme einer Normalverteilung wird bei vielen GP-Problemen nicht
zutreffen, aber bereits anhand dieser relativ einfach zu untersuchenden Verteilung ergeben
sich Probleme, die den Effort-Wert beeinflussen ko¨nnen. Da als Anzahl fu¨r Fitnessauswer-
tungen nur natu¨rliche Zahlen in Frage kommen, werden durch die Verteilung erhaltene
Zahlen aufgerundet bzw. im negativen Fall verworfen und durch eine weitere Zufallszahl
ersetzt.
Im Folgenden werden die theoretischen Effort-Werte fu¨r die Optimierungsprobleme berech-
net. Hierbei wird der U¨bergang zu natu¨rlichen Zahlen vernachla¨ssigt, da sich empirisch
ergeben hat, dass die dadurch verursachten Unterschiede unter 0.001% liegen.
Zuna¨chst wird gezeigt, welchen Einfluss verschiedene Werte fu¨r Pfail und sd auf den Effort-
Wert eines Problems haben ko¨nnen. Fu¨r Pfail werden die Werte {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8}
untersucht und fu¨r sd die Werte {1000, 2000, 5000, 10000, 11000, 20000, 30000} .
Fu¨r jede sich so ergebende Kombination wird der theoretische Effort-Wert mit Hilfe von
Gleichung (5.3) und der Dichtefunktion einer (100000,sd)-Normalverteilung berechnet:











Die Ergebnisse sind in Abbildung 5.9 aufgetragen.
Den geringsten Effort-Wert hat die Kombination (Pfail = 0.2, sd = 1000) mit 295701 Fitnessaus-
wertungen, den gro¨ßten die Kombination (Pfail = 0.8, sd = 30000) mit 3214423 Auswertun-
gen, also mehr als dem Zehnfachen. Der Einfluss von Pfail ist dabei wesentlich ho¨her, als
jener der Standardabweichung. Dies ergibt sich ebenfalls direkt aus der Formel (5.3). Der
Wert Pfail < 1 geht direkt in den Wert Pˆ, der sich im Nenner der Formel logarithmisch auf
den Effort-Wert auswirkt, so dass das Produkt fu¨r Werte nahe Eins entsprechend gro¨ßer




















Abbildung 5.9: Die Effort-Werte f ¤ur die 49 synthetisch erzeugten
Optimierungsprobleme
wird. Die Vera¨nderung der Standardabweichung wirkt sich hingegen in den meisten Fa¨llen
hauptsa¨chlich auf eine Vera¨nderung des linearen eval-Terms aus. So schwankt der Abbruch-
wert eval beispielsweise bei allen Problemen mit Pfail = 0.2 zwischen 103041 und 153192,
wohingegen der zugeho¨rige Wert Pˆ (eval) immer zwischen 0.769 und 0.799 liegt. Dies fu¨hrt
trotz der Logarithmierung nur zu relativ kleinen A¨nderungen des zweiten Faktors fu¨hrt.
5.4.3 Der Einfluss von Pfail auf den Effort-Wert
Abbildung 5.9 zeigte bereits, dass unterschiedliche Werte von Pfail bei sonst gleicher Ver-
teilung der Anzahlen der beno¨tigten Fitnessauswertungen zu extrem unterschiedlichen Ef-
fort-Werten fu¨hren ko¨nnen. Hieraus ergibt sich ein Problem, wenn zur Berechnung der re-
lativen Ha¨ufigkeiten nur eine sehr kleine Anzahl von Testla¨ufen durchgefu¨hrt wird, zum
Beispiel 50. In diesem Fall kann sich der Anteil der erfolgreichen La¨ufe zum Teil stark von
der tatsa¨chlichen Wahrscheinlichkeit 1 − Pfail unterscheiden. Entsprechend kann sich dann
der Effort-Wert in Abbildung 5.9 entlang der Pfail-Achse verschieben.
Zur empirischen quantitativen Analyse dieses Effektes wurden fu¨r alle Werte von P fail mit
einer Standardabweichung von sd = 1000 jeweils 500 La¨ufe ausgefu¨hrt, die mit einer Wahr-
scheinlichkeit von Pfail zu keiner Lo¨sung fu¨hren. Fu¨r die restlichen La¨ufe wurde jeweils die
Anzahl der beno¨tigten Fitnessberechnungen mit Hilfe einer (100000,sd)-Normalverteilung
bestimmt. Die Werte wurden zur na¨chsten natu¨rlichen Zahl aufgerundet, negative Zahlen
wurden durch eine nochmalige zufa¨llige Auswahl ausgetauscht. Fu¨r jeden dieser La¨ufe
wird ein empirischer Effort-Wert êffort berechnet. Dieses Experiment wurde fu¨r jeden Wert
Pfail tausendmal wiederholt.
Die Ergebnisse hierzu sind in der Tabelle 5.9 zusammengefasst. In der zweiten Spalte befin-
det sich der theoretische Effort-Wert. In der dritten steht der Durchschnittswert aller 1000
empirischen êffort-Werte sowie das prozentuale Verha¨ltnis zum theoretischen. In den letzten
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drei Spalten stehen der prozentuale Anteil des kleinsten und gro¨ßten êffort-Wertes im Ver-




êffort/1000 min max sd
0.2 295701 294566 (99.6 %) 85.1 % 119.6 % 5.56
0.3 394995 393505 (99.6 %) 83.5 % 121.1 % 5.71
0.4 518746 515964 (99.5 %) 81.3 % 117.2 % 5.95
0.5 685480 683113 (99.7 %) 80.9 % 120.5 % 6.35
0.6 929849 927447 (99.7 %) 77.7 % 123.6 % 6.68
0.7 1331376 1330270 (99.9 %) 71.8 % 126.0 % 8.08
0.8 2127615 2128350 (100.0 %) 72.2 % 136.6 % 9.91
Tabelle 5.9: Werden statt der zuerst vorgegebenen 100000 L ¤aufe nur
500 durchgef¤uhrt, liegt der entsprechende neue Effort-Wert êffort bei
h¤auger Wiederholung des Experiments nahe am urspr¤unglichen Wert,
kann aber im Einzelfall deutlich abweichen.
Wie zu erwarten war, liegt der durchschnittliche êffort-Wert, gemittelt u¨ber alle eintausend
Testreihen zu je 500 La¨ufen, sehr nahe am theoretischen. Die letzten Spalten zeigen aller-
dings, dass es einzelne Testreihen gibt, die den Effort-Wert um bis zu 28 Prozent unter- oder
um bis zu 36 Prozent u¨berscha¨tzen (beide Werte fu¨r Pfail = 0.8). Je gro¨ßer Pfail wird, desto















































Abbildung 5.10: Die prozentuale Abweichung der mit wenigen
Testl ¤aufen ermittelten êffort-Werte vom theoretischen.
Noch deutlicher werden die Ergebnisse, wenn die Anzahl der La¨ufe in einer Testreihe re-
duziert wird. Die Experimente wurden mit 50, 100 und 200 La¨ufen pro Testreihe wieder-
holt und wiederum tausendmal durchgefu¨hrt. Die Ergebnisse sind in den Graphen der
Abbildung 5.10 zusammengefasst. Auf der z-Achse des linken Diagramms sind hier die
Differenzen der Prozentzahlen der Testreihe mit dem ho¨chsten und niedrigsten êffort-Wert
abgetragen. Die vordere Kante parallel zur Pfail − Achse entspricht somit den Differenzen
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aus der vierten und fu¨nften Spalte der Tabelle 5.9.
Im rechten Diagramm sind die Standardabweichungen der einzelnen Testreihen zum
durchschnittlichen êffort-Wert eingezeichnet, die vordere Kante parallel zur Pfail-Achse ent-
spricht somit der sechsten Spalte aus Tabelle 5.9.
Wa¨hrend der Graph bei 500 Testla¨ufen relativ flach ist und die Effort-Ergebnisse der Stich-
probe somit auch relativ nah am theoretischen Wert liegen, werden die Werte fu¨r geringere
Laufzahlen deutlich schlechter. Der Effekt ist hierbei umso gro¨ßer, je ho¨her P fail ist.
Bei 50 Testla¨ufen und einer Fehlerwahrscheinlichkeit von Pfail = 0.8 ergab sich sogar in
einem Fall ein êffort-Wert von 11345515, dies sind mehr als 500 Prozent des theoretischen
Efforts, also mehr als das Fu¨nffache. In dieser Testreihe fu¨hrten nicht zehn La¨ufe – wie es
fu¨r Pfail = 0.8 wu¨nschenswert wa¨re – zum Ziel, sondern nur zwei. Diese geringe relative
Ha¨ufigkeit geht in der Formel (5.3) logarithmisch in den Nenner ein und bewirkt somit den
hohen Wert.
Alle bisher vorgestellten Testreihen gingen von einer normalverteilten Grundgesamt-
heit der beno¨tigten Fitnessauswertungen bei den erfolgreichen La¨ufen mit einer Stan-
dardabweichung von sd = 1000 aus. Die Experimente wurden fu¨r die Werte sd =
2000, 5000, 10000, 11000, 20000 und 30000 wiederholt und es zeigte sich, dass sich die Er-
gebnisse nicht signifikant von denen fu¨r sd = 1000 unterschieden. Einzelne Maximal- oder
Minimalwerte diverser Testreihen ko¨nnen zwar von den Werten fu¨r sd = 1000 abweichen,
die Standardabweichungen der Unterschiede zwischen empirischen êffort−Werten und den
theoretischen unterscheiden sich jedoch nur geringfu¨gig. Die Hauptursache fu¨r die abwei-
chenden êffort-Werte liegt somit in dem Unterschied zwischen den relativen Erfolgsha¨ufig-
keiten und dem tatsa¨chlichen Pfail-Wert und nicht in der Verteilung der Anzahl beno¨tigter
Fitnessauswertungen.
5.4.4 Der Einfluss von sd auf den Effort-Wert
In Abschnitt 5.4.3 wurde gezeigt, welchen Einfluss die Differenz zwischen der tatsa¨chli-
chen Erfolgswahrscheinlichkeit 1 − Pfail bei einem Testproblem und den in einer Testreihe
gemessenen relativen Erfolgsha¨ufigkeiten auf den gemessenen Effort-Wert haben kann. In
diesen Abschnitt wird nun gezeigt, dass der in einer Testreihe gemessene êffort-Wert auch
vom theoretischen abweichen kann, wenn die relativen Ha¨ufigkeiten exakt der Erfolgs-
wahrscheinlichkeit entsprechen.
An dieser Stelle soll empirisch der Einfluss der Verteilung untersucht werden, die sich
durch die Anzahl der zum Finden einer Lo¨sung beno¨tigten Fitnessauswertungen in den
einzelnen La¨ufen ergibt.
Es wird wieder die in Abschnitt 5.4.2 beschriebene Schar imagina¨rer Optimierungs-
probleme mit den beiden Parametern Pfail ∈ {0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8} und sd ∈
{1000, 2000, 5000, 10000, 11000, 20000, 30000} benutzt. Fu¨r jede Kombination werden erneut
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Testreihen mit 50, 100, 200 und 500 La¨ufen durchgefu¨hrt. Dieses Mal wird der Erfolg ein-
zelner La¨ufe nicht mit Hilfe der Wahrscheinlichkeit Pfail festgelegt. Die Anzahl der er-
folgreichen La¨ufe bei runs ∈ {50, 100, 200, 500} Experimenten wird vielmehr auf genau
(1− Pfail)× runs gesetzt. Die Anzahl der beno¨tigten Fitnessauswertungen in den verbliebe-



















































Abbildung 5.11: Der prozentuale Anteil der mit 50 bzw. 100 Testl ¤aufen
ermittelten êffort-Werte im Vergleich zu den theoretischen.
Zu jeder der genannten (Pfail, sd, runs)-Kombinationen wurde ein empirischer êffort berech-
net. Dies wurde tausendmal wiederholt und aus diesen tausend neuen Werten wurde der
Durchschnitt gebildet. In den Abbildungen 5.11 und 5.12 sind die Ergebnisse dieser Ver-
suchsreihen zu sehen. Fu¨r die unterschiedlichen Laufanzahlen ist jeweils ein eigenes Dia-
gramm abgebildet, die X-Achse und Y-Achse repra¨sentieren die Werte von sd und P fail. Auf
der Z-Achse ist der Durchschnittswert der zu einer Parameterkombination geho¨renden tau-



















































Abbildung 5.12: Der prozentuale Anteil der mit 200 bzw. 500 Testl ¤aufen
ermittelten êffort-Werte im Vergleich zu den theoretischen.
DerEffort bei dieser Problemstellung wird im Durchschnitt leicht unterscha¨tzt. Diese Un-
genauigkeit wird umso deutlicher, je gro¨ßer sd und Pfail werden. Wa¨hrend fu¨r kleinere sd-
Werte Pfail nur geringe Auswirkung auf das Resultat hat, wird dieser Einfluss mit wachsen-
dem sd gro¨ßer. Je mehr La¨ufe gemacht werden, desto weniger wird der Wert unterscha¨tzt.
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Die Ursache fu¨r die Unterscha¨tzung liegt darin, dass bei der benutzten Normalverteilung
der Fitnessauswertungszahlen in Formel (5.3) das Minimum in den meisten Fa¨llen fu¨r den
gro¨ßten aller eval-Werte einer Testreihe angenommen wird.1 Im Nenner des Bruchs steht in
diesem Fall fu¨r (1−Pˆ(eval)) der Wert Pfail. Bei der Berechnung des theoretischen Wertes wird
ein a¨hnlich großer Wert im Logarithmus des Nenners erst fu¨r gro¨ßere eval-Werte erreicht.
Fu¨r kleinere eval-Werte wirkt sich die A¨nderung des Nenners von Formel (5.3) sta¨rker aus
als der Term eval selbst, so dass diese Werte bei der Minimumberechnung in fast allen Fa¨llen
keine Rolle spielen. Durch die diskrete Anzahl der Experimente ist Pˆ(eval) fu¨r den gro¨ßten
vorliegenden eval-Wert durchschnittlich ho¨her als der u¨ber Formel (5.4) zugeho¨rige theo-
retische Wert, was zu einem geringeren empirischen Effort fu¨hrt. Je geringer die Anzahl
der Experimente, desto gro¨ßer wird im Durchschnitt der Unterschied zwischen Pˆ(eval) und
P(eval).
5.4.5 Zusammenfassung
In diesem Abschnitt wurde die Berechnung des Effort-Wertes beschrieben und gezeigt, wie
sie fu¨r das in dieser Arbeit benutzte GP-System abgewandelt werden kann.
Bei der Berechnung des Efforts kann es zu verschiedenen, statistischen Ungenauigkeiten
kommen. Es wurden zwei Ursachen fu¨r die Berechnung falscher Werte vorgestellt.
Das erste Beispiel zeigte, dass es durch den Unterschied zwischen Wahrscheinlichkeiten
Pfail und den als Scha¨tzer benutzten relativen Ha¨ufigkeiten Pˆfail bei Testreihen mit weni-
gen Experimenten zu großen Unterschieden zwischen theoretischem Effort und empirisch
ermitteltem Wert kommen kann.
Im zweiten Beispiel wurde gezeigt, dass die Verteilung der Ergebnisse einer Testrei-
he grundsa¨tzlich zu einem falschen Effort-Wert fu¨hren kann. Wenn der Effort-Wert einer
Testreihe mit dem einer anderen verglichen werden soll, kann eine unterschiedliche Vertei-
lung der beno¨tigten Funktionsauswertungsanzahlen bereits zu divergierenden Ergebnissen
fu¨hren, selbst wenn die Problemstellungen, die den beiden Testreihen zu Grunde liegen,
denselben theoretischen Effort-Wert haben. Dieser Unterschied la¨sst sich auch nicht durch
mehrmalige Wiederholung der Testreihen ausschließen.
Der Aussagekraft des Effort-Wertes sollte demnach nicht zu hoch bewertet werden (siehe
auch [21]) und auf keinen Fall als ausschließliches Kriterium fu¨r die Bewertung eines Ver-
fahrens herangezogen werden. Weitere Kriterien sollten immer auch die relative Anzahl
der gescheiterten La¨ufe Pˆfail sowie die Art der Verteilung bei den erfolgreichen La¨ufen sein.
Die Testreihen haben gezeigt, dass bei nur 50 Testla¨ufen der Effort-Wert zu stark von stati-
stischen Ungenauigkeiten abha¨ngt. Oftmals la¨sst sich ein Vergleich mittels Effort-Wert nicht
vermeiden, da in vielen bereits erschienenen Puplikationen keine anderen Vergleichssta-
tistiken vero¨ffentlicht wurden. In solchen Fa¨llen sollte darauf geachtet werden, dass die
Anzahl der Testla¨ufe bei allen Verfahren ungefa¨hr gleichhoch ist und deutlich u¨ber 50 liegt.
1Fu¨r die Testreihen mit 50 La¨ufen und sd < 30000 gab es im Durchschnitt immer weniger als einen eval-Wert,
der gro¨ßer als jener war, bei dem das Minimum angenommen wurde.
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In dieser Arbeit werden zu jedem Problem mindestens zweihundert La¨ufe durchgefu¨hrt.
Trotzdem wird vermieden, ein Verfahren nur aufgrund eines etwas niedrigeren Effort-
Wertes gegenu¨ber einem anderen als u¨berlegen zu bezeichnen. Ausschlaggebend hierfu¨r
wa¨re vielmehr eine deutlich ho¨herer Prozentsatz von erfolgreichen Testla¨ufen, die ein Op-
timum finden ko¨nnen. Bei a¨hnlichem Prozentsatz wa¨re von zwei Verfahren dasjenige bes-




In Abschnitt 4.2.9.3 wird beschrieben, wie bei randomCrossover die Ein- und Ausgangskan-
ten des neu einzufu¨genden Teilgraphen zufa¨llig mit den entsprechenden freien Kanten des
Hauptgraphen (siehe Definition 4.4) kombiniert werden. Bei diesem Ansatz kann es pas-
sieren, dass ungu¨ltige Graphen erzeugt werden, die entweder nicht der Definition von GP-
Graphen genu¨gen oder – bei vorausgesetzten azyklischen Graphen – Zyklen beinhalten.
In den folgenden Abschnitten wird analysiert, wo die Grenzen dieses Ansatzes liegen.
Zusa¨tzlich werden Verbesserungen des Zuordnungsalgorithmus vorgestellt, mit denen das
Fehlverhalten kompensiert werden kann.
6.1 Vorgehensweise
Ziel eines Crossover-Operators ist es, aus zwei GP-Graphen einen neuen Graphen zu erzeu-
gen, der der GP-Graph-Definition 3.1 genu¨gt, zur Semantik des Problems passt und zusa¨tz-
liche Voraussetzungen der Problemstellung erfu¨llt. Dies kann zum Beispiel die Forderung
nach azyklischen Graphen sein.
Je o¨fter ein Crossover-Operator dieses Ziel erfu¨llen kann, desto geeigneter ist er fu¨r den
Einsatz im GP-System GGP. Der in Abschnitt 4.2.9 vorgestellte Operator randomCrossover
erreicht dieses Ziel nicht in allen Fa¨llen, was in einer ersten Verbesserung dazu fu¨hrte, fu¨nf
Crossover-Versuche mit denselben Graphen zuzulassen, bevor die Operation als gescheitert
gilt.
Die Qualita¨t des randomCrossover-Operators wurde empirisch untersucht, indem er auf vie-
le zufa¨llig erzeugte GP-Graphen angewandt wurde. Es wurde geza¨hlt, wie viele dieser An-
wendungen erfolgreich waren. Hierbei wurde darauf geachtet, dass die Diversita¨t der ge-
testeten GP-Graphen mo¨glichst hoch ist. So wurden mehrere verschiedene Graphgro¨ßen
betrachtet und zwischen azyklischen und zyklischen Graphstrukturen sowie Baumstruk-
turen unterschieden.
Die Experimente haben gezeigt, dass der urspru¨ngliche Operator – je nach Problemklas-
se und Graphgro¨ße – in bis zu 80 Prozent aller Fa¨lle beim ersten Rekombinationsversuch
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keinen Graphen erzeugen kann, welcher der Aufgabenstellung entspricht. Die Fehlerrate
steigt dabei mit der Gro¨ße der Graphen an. Wurden des Weiteren azyklische Graphen ge-
fordert, fu¨hrte dies zu einer weiteren Erho¨hung der Fehlerrate.
Aufgrund dieser Erkenntnisse wurde zuerst ein neuer Crossover-Operator entwickelt, der
bereits bei der Verknu¨pfung eines Teilgraphen mit dem Hauptgraphen des anderen Indivi-
duums konstruktiv auf die Einhaltung der geforderten Bedingungen achtet. Danach folgte
ein weiterer Operator, der speziell im azyklischen Fall fu¨r gute Ergebnisse sorgt, indem er
prima¨r auf Zyklenvermeidung achtet.
Im Folgenden werden zuna¨chst die neuen Crossover-Varianten eingefu¨hrt. Daran anschlie-
ßend werden in Abschnitt 6.4 die experimentellen Analysen aller Operatoren gemeinsam
vorgestellt. Hierbei wird deutlich, wo die Unterschiede zwischen den einzelnen Operatoren
liegen und welche fu¨r unterschiedliche Problemtypen prima¨r eingesetzt werden sollten.
6.2 Ein allgemeiner, konstruktiv arbeitender Operator – general-
Crossover
Der Operator randomCrossover verbindet durch eine randomisierte Zuordnung die freien
Kanten des Hauptgraphen mit den Eingangs- und Ausgangskanten des Teilgraphen. Fu¨r
den neu entstandenen Graphen muss untersucht werden, ob er die geforderten Bedingun-
gen aus Definition 3.1 erfu¨llt und, falls gefordert, zyklenfrei ist. Ist dies nicht der Fall, wird
die ganze Rekombination wiederholt. Passiert dies fu¨nf Mal, wird statt eines Crossovers
eine Replikation des Individuums mit der besseren Fitness durchgefu¨hrt.
Die Analysen in Abschnitt 6.4 zeigen, dass diese Implementierung fu¨r Baumstrukturen im-
mer und fu¨r zyklische Graphen in einer ausreichenden Zahl von Fa¨llen zu GP-Graphen
fu¨hrt. Bei Problemen mit azyklischer Graphstruktur werden bei gro¨ßer werdenden Gra-
phen jedoch immer o¨fter keine verwendbaren Graphen gefunden, so dass ein alternativer
Ansatz gefunden werden muss.
In diesem Abschnitt wird ein neuer sowohl auf zyklischen als auch auf azyklischen Gra-
phen anwendbarer Crossover-Operator vorgestellt. Der einzige Unterschied zu randomCros-
sover liegt in einer anderen Art der Kantenzuordnung der freien Kanten des Hauptgraphen
zu denen des Teilgraphen. Bei der Zuordnung wird besonders beachtet, dass die Erfu¨llung
von Definition 3.1 forciert wird. Da der neue Operator sowohl fu¨r azyklische als auch fu¨r
zyklische Problemstellungen eingesetzt werden kann, wird er generalCrossover genannt.
Die Menge aller GP-Graphen, die generalCrossover erzeugen kann, ist eine Teilmenge der
Graphen von randomCrossover. Somit sind alle GP-Graph-Eigenschaften, die durch random-
Crossover implizit erfu¨llt werden, auch bei der Verwendung von generalCrossover gegeben.
Zusa¨tzlich mu¨ssen neue Graphen die Punkte 7 und 8 der GP-Graph-Definition erfu¨llen.
Diese Eigenschaften werden zuna¨chst fu¨r bestimmte Knoten des Hauptgraphen untersucht.
Es wird sich zeigen, dass die beiden Punkte fu¨r den gesamten neuen GP-Graphen erfu¨llt
sind, wenn sie fu¨r die Randknoten des Hauptgraphen (Definition 4.4) nachgewiesen wer-
den ko¨nnen.
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Satz 6.1
Nach Entfernen eines Teilgraphen aus einem GP-Graphen (I,O,V,E) gilt fu¨r alle verbliebe-
nen Knoten Vˆ ⊂ V:
1. Zu jedem Element v ∈ Vˆ existiert ein Verbindung zu einem Element o ∈ O oder zu
einer freien Kante, die in den entfernten Teilgraphen fu¨hrte.
2. Zu jedem Element v ∈ Vˆ existiert mindestens eine Verbindung von einem Knoten
i ∈ I ∪ V mit Eingangsgrad 0 oder von einer freien Kante, die aus dem entfernten
Teilgraphen herausfu¨hrte.
Beweis
Nach Punkt 7 der Definition 3.1 fu¨hrt vor dem Entfernen eines Teilgraphen von jedem Kno-
ten v ∈ V ein GP-Pfad zu einem Knoten o ∈ O. Wird dieser Pfad durch das Entfernen eines
Teilgraphen unterbrochen, so kann dieser nur u¨ber eine der nun freien Kanten in den Teil-
graph gefu¨hrt haben. Gleiches gilt fu¨r Verbindungen von Eingangs- bzw. (0,1)-Knoten zu
den einzelnen Knoten des Hauptgraphen. 
Das Ziel einer konstruktiven Kantenzuordnung la¨sst sich somit auf folgende Weise for-
mulieren: Allen Knoten des Hauptgraphen mu¨ssen durch Einfu¨gen des neuen Teilgraphen
wieder u¨ber die oben beschriebenen Verbindungen verfu¨gen. Fu¨r azyklische Problemstel-
lungen muss weiterhin das Verhindern von Zyklen beachtet werden.
Das Problem der fehlenden Verbindungen von beliebigen Knoten des verbliebenen Haupt-
graphen la¨sst sich auf die fehlenden Verbindungen der Randknoten reduzieren.
Satz 6.2
Sind die Eigenschaften sieben und acht von Definition 3.1 nach dem Einfu¨gen des neu-
en Teilgraphen fu¨r alle Randknoten erfu¨llt, so sind sie es fu¨r alle Knoten des ehemaligen
Hauptgraphen.
Beweis
Verfu¨gt ein Knoten des Hauptgraphen u¨ber keine Verbindung zu einem Ausgangsknoten,
so weist er nach Satz 6.1 statt dessen eine Verbindung zu einer freien Kante und somit zu ei-
nem vorderen Randknoten des Hauptgraphens auf. Wenn dieser nach Einsetzen des neuen
Teilgraphen u¨ber eine Verbindung zu einem Ausgangsknoten verfu¨gt, gilt dies automatisch
auch fu¨r den betrachteten Knoten. Die gleiche Argumentation la¨sst sich analog auf fehlende
Verbindungen von Eingangs-/(0,1)-Knoten anwenden. 
Wird durch das Einfu¨gen des neuen Teilgraphen ein vorderer Randknoten mit einem hinte-
ren verbunden, bedeutet dies, dass der vordere Randknoten genau dann eine Verbindung
zu einem Ausgangsknoten erha¨lt, wenn der hintere Randknoten bereits u¨ber eine verfu¨gte.
Andererseits wird eine Verbindung von einem (0,1)-Knoten oder einem Eingangsknoten zu
dem hinteren Randknoten erzeugt, wenn der vordere Randknoten u¨ber eine solche Ver-
bindung verfu¨gte. Zusa¨tzlich kann eine Verbindung von einem (0,1)-Konten zum hinte-
ren Randknoten erzeugt werden, wenn innerhalb des einzufu¨genden Teilgraphen ein (0,1)-
Knoten existiert, der eine Verbindung zu der Ausgangskante des Teilgraphen hat, die mit
dem hinteren Randknoten verbunden wird.
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Ein vorderer Randknoten vv ohne Verbindung von einem Eingangs- oder (0,1)-Knoten kann
nur dann eine solche erhalten, wenn eine Verbindung von einem hinteren Randknoten vh zu
diesem fu¨hrt und vh u¨ber einen neuen Kantenzug durch den Teilgraphen, eine Verbindung
von einem Eingangs- oder (0,1)-Knoten zugeordnet wird. Der Knoten vh kann vorher noch
keine Verbindung dieser Art besessen haben, da sonst vv automatisch eine entsprechende
gehabt ha¨tte.
Analog kann ein hinterer Randknoten nur eine neue Verbindung zu einem Ausgangsknoten
erhalten, wenn eine Verbindung zu einem vorderen Randknoten vv existiert und diesem
eine entsprechende Verbindung zugeordnet wird.
Hinreichende Bedingung fu¨r die Erfu¨llung der Punkte sieben und acht der GP-Graph-
Definition 3.1 ist somit, dass alle vorderen Randknoten eine Verbindung zu einem Aus-
gangsknoten erhalten und alle hinteren Randknoten eine Verbindung von einem Eingangs-
oder (0,1)-Knoten. Die restlichen notwendigen Verbindungen ergeben sich somit automa-
tisch.
Außerdem muss neben den Verbindungen der Randknoten bekannt sein, zwischen wel-
chen Ein- und Ausgangskanten des einzufu¨genden Teilgraphen Verbindungen existieren.
Anhand des folgenden Beispiels soll die hinreichende Bedingung verdeutlicht werden.
Zur Nutzung der Erkenntnisse aus Satz 6.2 bei der Erzeugung eines GP-Graphen mu¨ssen
somit folgende Informationen zur Verfu¨gung stehen:
• Welche Randknoten des Hauptgraphen haben Verbindungen von (0,1)-Knoten oder
Eingangsknoten?
• Welche Randknoten des Hauptgraphen haben Verbindungen zu Ausgangsknoten?
• Welche Verbindungen existieren zwischen hinteren und vorderen Randknoten des
Hauptgraphen?
























Abbildung 6.1: Der Teilgraph T1 soll an Stelle des Teilgraphs T2 so in
G2 eingef¤ugt werden, dass Denition 3.1 erf ¤ullt ist.
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Beispiel 6.1
Abbildung 6.1 zeigt einen GP-Graph G2, dessen Teilgraph T2 gegen den Teilgraph T1 aus-
getauscht werden soll.
Fu¨r die Randknoten {c, d, e, k, l} des Graphen ergeben sich nach der Entfernung von T2 die
in Tabelle 6.1 aufgefu¨hrten Verbindungen zu Eingangs- und Ausgangsknoten und unter-
einander. Die Kante (e, l) spielt fu¨r das Propagieren von Ein- und Ausgangsverbindungen
keine Rolle und wird deshalb in der Tabelle nicht beru¨cksichtigt.










Tabelle 6.1: Die linke Tabelle gibt die Verbindungen der Randknoten
von G2 aus Abb. 6.1 wieder. Die Spalte Ein sagt aus, ob eine Verbin-
dung von einem Eingangsknoten oder einem (0,1)-Knoten zum Knoten
der ersten Spalte besteht. Aus zeigt eine Verbindung zu einem Aus-
gangsknoten an und Rand gibt an, zu welchen anderen Randknoten
eine Verbindung existiert. Da Verbindungen von vorderen zu hinteren
Randknoten keine Rolle spielen, werden sie nicht mit aufgef ¤uhrt. Die
rechte Tabelle zeigt, zwischen welchen Eingangs- und Ausgangskan-
ten von T1 Verbindungen bestehen.
Aus der Tabelle ergibt sich, dass c, d und k eine Verbindung zu einem Ausgangsknoten
beno¨tigen. Gema¨ß der hinreichenden Bedingung genu¨gt es, bei c und d auf entsprechen-
de Verbindungen zu achten, da eine Verbindung fu¨r c automatisch durch die Kante (k, c)
eine Verbindung fu¨r k zur Folge hat. Andererseits muss eine Verbindung von i1 oder i2
zum hinteren Randknoten k hergestellt werden. Hierdurch erha¨lt automatisch der vordere
Randknoten c eine entsprechende Verbindung.
Die gestellten Forderungen ko¨nnen erfu¨llt werden, wenn die Ausgangskante 5 des Teilgra-
phen mit Knoten k und die Kante 4 mit dem Knoten l verbunden werden. Die Zuordnung
der Eingangskanten zu den freien Kanten der vorderen Randknoten ist beliebig.
Wenn bekannt ist, welche Randknoten u¨ber Verbindungen zu Eingangs-/(0,1)-Knoten und
Ausgangsknoten verfu¨gen und zwischen welchen Eingangs- und Ausgangskanten des neu-
en Teilgraphen Verbindungen existieren, kann eine Zuordnung zwischen den Eingangs-
und Ausgangskanten des Teilgraphen und den freien Kanten des Hauptgraphen erfolgen.
Hierzu wird zuerst ein hinterer Randknoten ausgesucht, der noch u¨ber freie Kanten
verfu¨gt. Im zweiten Schritt wird diesem Knoten eine Ausgangskante des Teilgraphen zu-
geordnet. Diese Auswahl unterliegt bestimmten Regeln, die im Folgenden na¨her erla¨utert
werden. Anschließend wird der Vorgang alternierend fu¨r vordere und hintere Randknoten
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wiederholt. Wenn nur noch vordere oder hintere Randknoten mit freien, noch nicht zuge-
ordneten Kanten u¨brig sind, werden diese nacheinander abgearbeitet.
Im na¨chsten Abschnitt wird aufgefu¨hrt, nach welchen Regeln Knoten und Kanten aus-
gewa¨hlt werden.
6.2.1 IN- und OUT-Flags
Um die Regeln textlich u¨bersichtlicher zu gestalten, werden sowohl allen Randknoten als
auch den Ein- und Ausgangskanten des Teilgraphen die zwei Flags IN und OUT zugeord-
net. Das IN-Flag steht fu¨r eine vorhandene Verbindung von einem Eingangs- oder einem
(0,1)-Knoten, das OUT-Flag fu¨r eine Verbindung zu einem Ausgangsknoten. Zu Beginn der
Knotenauswahl werden folgende Flags gesetzt:
• Das IN-Flag eines Randknotens wird gesetzt, wenn eine Verbindung von einem Ein-
gangsknoten oder einem (0,1)-Knoten des Hauptgraphen zu diesem besteht, die nicht
durch den entfernten Teilgraphen unterbrochen wurde.
• Das OUT-Flag eines Randknotens wird gesetzt, wenn von diesem eine Verbindung zu
einem Ausgangsknoten des Hauptgraphen existiert, die nicht durch den entfernten
Teilgraphen unterbrochen wurde.
• Das IN-Flag einer Ausgangskante des Teilgraphen wird gesetzt, wenn innerhalb des
neuen Teilgraphen ein Kantenzug von einem (0,1)-Knoten zu diesem fu¨hrt.
Anhand der Flags der Randknoten ist somit ersichtlich, u¨ber welche Verbindungen sie be-
reits verfu¨gen und welche noch hergestellt werden mu¨ssen. Besitzt zum Beispiel eine Aus-
gangskante ein IN-Flag, so erha¨lt sowohl eine freie Kante, die dieser zugewiesen wird, als
auch der zu dieser Kante geho¨rende hintere Randknoten das IN-Flag.
6.2.2 Propagieren der Flags
Wird ein vorderer Randknoten mit IN durch das Einbinden des neuen Teilgraphen mit ei-
nem hinteren Randknoten ohne IN, dafu¨r aber mit OUT-Flag verbunden, so erha¨lt der hin-
tere Randknoten ein IN-Flag und der vordere ein OUT-Flag. Existiert na¨mlich eine Verbin-
dung von einem vorderen Randknoten zu einem hinteren und von diesem eine Verbindung
zu einem Ausgangsknoten, so besitzt auch der vordere Randknoten aufgrund der Transiti-
vita¨t eine Verbindung zu diesem Ausgangsknoten – das OUT-Flag wird gesetzt. Analoges
gilt fu¨r das IN-Flag.
Im Einzelnen wird ein OUT-Flag eines hinteren Randknoten zuerst an eine Ausgangskan-
te des Teilgraphen weitergegeben, die einer freien Kante dieses Knotens zugeordnet wird.
Hierdurch wird das OUT-Flag an alle Eingangskanten des Teilgraphen weitergereicht, von
denen eine Verbindung innerhalb des Teilgraphen zu dieser Ausgangskante fu¨hrt. Wird
6.2 Ein allgemeiner, konstruktiv arbeitender Operator – generalCrossover 91
einer dieser Eingangskanten eine freie Kante des Hauptgraphen zugeordnet, erha¨lt der zu-
geho¨rige vordere Randknoten ebenfalls das OUT-Flag.
Bei einem IN-Flag eines vorderen Randknotens ist der Weg genau entgegengesetzt.
Bezogen auf das Beispiel 6.1 ergibt sich, dass fu¨r den hinteren Randknoten l das OUT-Flag
gesetzt ist. Durch Zuordnung der Ausgangskante 4 zu der freien Kante von l erhalten 4
und damit auch (nach Tabelle 6.1 rechts) 1, 2 und 3 das OUT-Flag. Durch die Zuordnung
dieser vorderen Eingangskanten zu den freien Kanten von c, d und e, besitzen nun auch die
vorderen Randknoten das OUT-Flag und somit eine Verbindung zu einem Ausgangsknoten
des Graphen.
6.2.3 Priorita¨ten bei der Auswahl der Randknoten
Die nachfolgende Aufza¨hlung gibt an, in welcher Reihenfolge die Randknoten bearbeitet
werden. Die Liste wird vom ersten bis zum letzten Punkt durchgegangen, bis ein Rand-
knoten gefunden wurde, der die geforderten Flags besitzt. Die Aufza¨hlung bezieht sich auf
die hinteren Randknoten. Das Vorgehen fu¨r vordere Randknoten ist entsprechend. Hierbei
sind die Aussagen bezu¨glich der IN- und OUT-Flags zu vertauschen.
1. Zuerst werden hintere Randknoten mit OUT und ohne IN gesucht.
2. Als zweites werden hintere Randknoten mit OUT und IN verwendet.
3. Wurde zu beiden Punkten kein passender hinterer Randknoten gefunden, wird statt
dessen ein vorderer Randknoten mit den entsprechenden ersten beiden Priorita¨tsstu-
fen gesucht.
4. Falls sowohl bei den hinteren als auch bei den vorderen Randknoten keine Knoten
gefunden wurden, die den beiden Priorita¨tsstufen (1) oder (2) entsprechen, wird ein
hinterer Randknoten ohne OUT und ohne IN benutzt.
Motiviert wird die Auswahlreihenfolge durch folgende U¨berlegungen:
Es ist einleuchtend, zuerst hintere Randknoten mit OUT-Flag zu verwenden, da die prima¨re
Aufgabe darin besteht, diese Flags an die vorderen Randknoten weiterzugeben, die noch
keine Verbindung zu einem Ausgangsknoten haben. Das OUT-Flag eines hinteren Rand-
knotens kann nur dann an einen vorderen u¨bertragen werden, wenn der hintere Randkno-
ten u¨ber eine freie Kante mit einer Ausgangskante des Teilgraphen verbunden wird, die
wiederum eine Verbindung von einer Eingangskante besitzt. Diese Eingangskante muss
einer freien Kante des vorderen Randknoten zugeordnet sein.
Hintere Randknoten ko¨nnen nur dann ein fehlendes OUT-Flag erhalten, wenn von ihnen
eine Verbindung zu einem vorderen Randknoten fu¨hrt. Sobald dieser ein OUT-Flag erha¨lt,
wird es u¨ber die Verbindung zum hinteren Randknoten propagiert. So kann das Verbinden
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von hinteren Randknoten mit OUT-Flag mit dem Teilgraphen und somit auch mit den vor-
deren Randknoten sowohl bei den vorderen als auch bei den verbliebenen hinteren Rand-
knoten zum Setzen von weiteren OUT-Flags fu¨hren.
Hintere Randknoten ohne IN haben eine ho¨here Priorita¨t als Randknoten mit IN. Da beim
Auswa¨hlen der vorderen Randknoten solche mit IN-Flag bevorzugt werden, verfu¨gen die
meisten Ausgangskanten des Teilgraphen, die u¨ber die Eingangskanten bereits mit dem
Hauptgraphen verbunden sind, u¨ber ein IN-Flag. Es liegt somit nahe, diese Kanten mit
Randknoten zu verbinden, die genau dieses Flag beno¨tigen.
Es kann trotzdem zu Fa¨llen kommen, in denen ein hinterer Randknoten verbunden werden
muss, obwohl er noch u¨ber kein OUT-Flag verfu¨gt. Abbildung 6.2 zeigt eine entsprechende






Abbildung 6.2: Der Graph kann nur zu einem GP-Graphen verbunden
werden, wenn der hintere Randknoten b ausgew ¤ahlt wird, obwohl er
kein OUT-Flag besitzt hat.
6.2.4 Auswahl einer zum Randknoten passenden Ausgangskante
Sobald feststeht, welcher Randknoten als na¨chstes mit dem neuen Teilgraphen verbun-
den werden soll, wird eine passende Eingangs- oder Ausgangskante des Teilgraphen aus-
gewa¨hlt. Die Auswahl wird durch die Flags bestimmt, die der Randknoten bereits besitzt.
Wie schon bei der Auswahl der Randknoten werden auch hier Kanten, die bestimmte Flags
besitzen, bevorzugt. In Tabelle 6.2 ist aufgelistet, welche Flagkombinationen bei den Kanten
fu¨r die verschiedenen Randknoten favorisiert werden.
Randknoten Priorita¨t 1 Priorita¨t 2 Priorita¨t 3
hinten OUT IN Aus verbunden IN Aus verbunden IN Aus verbunden IN
hinten OUT IN Aus verbunden IN Aus verbunden IN Aus verbunden IN
hinten OUT IN Aus verbunden IN Aus verbunden IN
vorne IN OUT Ein verbunden OUT Ein verbunden
vorne IN OUT Ein verbunden OUT Ein verbunden Ein verbunden OUT
vorne OUT IN Ein verbunden OUT
Tabelle 6.2: Auswahlpr ¤aferenzen f¤ur Eingangs- und Ausgangskanten
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Die erste Spalte gibt jeweils an, auf welche Randknoten sich die entsprechende Zeile be-
zieht. Steht hier zum Beispiel hinten OUT IN, so gilt die Zeile fu¨r einen hinteren Randkno-
ten, der ein OUT-Flag, aber kein IN-Flag besitzt. In den folgenden Spalten einer Zeile ste-
hen die Flag-Kombinationen, die eine Kante aufweisen muss, um ausgewa¨hlt zu werden.
Zuerst wird demnach eine Kante gesucht, die der Beschreibung in der Spalte Priorita¨t 2 ent-
spricht. Existiert keine solche Kante, wird nach einer Kante gesucht, die zur Spalte Priorita¨t
3 passt, usw. Wurde bis zur letzten Priorita¨tstufe keine passende Kante gefunden, gilt der
Graphaufbau als gescheitert, der Crossover-Operator hat keinen GP-Graphen erzeugt.
Die Abku¨rzungen in der Tabelle haben folgende Bedeutung:
hinten/vorne: hinterer/vorderer Randknoten
OUT/OUT: OUT-Flag gesetzt/nicht gesetzt
IN/IN: IN-Flag gesetzt/nicht gesetzt
Aus/Ein: Gesucht wird eine Ausgangskante/Eingangskante
verbunden: Die gesuchte Kante wurde bisher noch keiner freien Kante des Hauptgra-
phen zugeordnet. Allerdings wurde bereits eine Kante am anderen Ende des Teil-
graphen einer freien Kante des Hauptgraphen zugeordnet und zwischen diesen bei-
den existiert eine Verbindung innerhalb des Teilgraphen. Kurz zusammengefasst be-
deutet dies, dass durch die Verwendung einer Kante mit der Eigenschaft verbunden
im Hauptgraphen eine Verbindung zwischen (mindestens) zwei Randknoten erzeugt
wird. Abbildung 6.3 verdeutlicht dies.
verbunden: Alle Kanten am anderen Ende des Teilgraphen, die eine Verbindung zur ange-






Abbildung 6.3: Die noch nicht zugeordnete Ausgangskante f des Teil-
graphen besitzt die Eigenschaft verbunden, da sie ¤uber die Eingangs-
kante a bereits eine Verbindung zum Hauptgraphen besitzt. Die Aus-
gangskante g hingegen gilt als verbunden, also nicht verbunden, da
alle Eingangskanten des Teilgraphen, die zu g f ¤uhren, ebenfalls noch
keine Verbindung vom Hauptgraphen besitzen.
Die Eigenschaft verbunden/verbunden wird beru¨cksichtigt, um eine passendere Zuordnung
der Kanten zu ermo¨glichen. Dies soll an einem Beispiel fu¨r die zweite Zeile der Tabelle 6.2
na¨her erla¨utert werden.
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Beispiel 6.2
Ausgehend von der Wahl eines hinteren Randknotens mit OUT-Flag und IN-Flag, wird
zuna¨chst eine Ausgangskante gesucht, die schon mit mindestens einem vorderen Rand-
knoten verbunden ist, aber u¨ber kein IN-Flag verfu¨gt. Da der Ausgangsknoten u¨ber ein
IN-Flag verfu¨gt, wa¨re es unu¨berlegt, eine Kante mit IN-Flag zu verwenden, da diese spa¨ter
fu¨r einen Knoten ohne IN genutzt werden kann.
Wurde keine nach Spalte 1 geeignete Kante gefunden, wird eine Ausgangskante ohne IN
gesucht, die noch nicht mit dem Hauptgraphen verbunden ist. Auf diese Weise wird eben-
falls kein IN-Flag unno¨tig verwendet, das fu¨r andere hintere Randknoten in Frage ka¨me.
Des Weiteren wird das OUT-Flag an mindestens eine Eingangskante des Teilgraphen wei-
tergegeben.
Konnte keine geeignete Kante ohne IN-Flag gefunden werden, wird eine verbundene Aus-
gangskante mit IN benutzt. Dieses IN steht in diesem Fall nicht mehr fu¨r andere hintere
Randknoten zur Verfu¨gung.
Neben den Bedingungen aus Tabelle 6.2 mu¨ssen bei jeder Kantenauswahl noch weitere
Kriterien u¨berpru¨ft werden.
• Werden in der Problemstellung explizit azyklische GP-Graphen verlangt, so muss bei
der Auswahl der Kanten darauf geachtet werden, dass durch die Zuordnung einer
Kante des Teilgraphen zu einer freien Kante des Hauptgraphen in diesem kein Zy-
klus entsteht. Hierzu wird wa¨hrend der Erstellung des neuen GP-Graphen eine Ad-
jazenzmatrix fu¨r die transitive Hu¨lle aller Randknoten und ihrer Verbindungen mit-
gefu¨hrt. Wenn zwischen den Randknoten i und j durch die Zuordnung der Kanten
eine Verbindung erzeugt werden soll, muss somit nur sichergestellt sein, dass noch
keine Verbindung von j nach i existiert.
• Es ko¨nnen Situationen auftreten, in denen das letzte IN- oder OUT-Flag durch das
Zuordnen einer Kante aufgebraucht wu¨rde, obwohl noch weitere Randknoten dieses
Flag beno¨tigen. In diesem Fall ko¨nnte – bei beliebigen weiteren Zuordnungen – kein
GP-Graph mehr erzeugt werden. Aus diesen Grund wird bei jeder Auswahl einer
Kante u¨berpru¨ft, ob nach der Zuordnung noch alle beno¨tigten Flags verfu¨gbar sind.
6.2.5 Nutzen des generalCrossover-Operators
Zum Testen des Operators wurden zuerst drei verschiedene Benchmarks verwendet – je-
weils ein Benchmark mit Ba¨umen, azyklischen Graphen und zyklischen Graphen als zu-
grunde liegender Datenstruktur. Wa¨hrend der GP-La¨ufe wurde mitprotokolliert, wie oft
der Crossover-Operator aufgerufen wurde und wie oft er dabei keine GP-Graphen erzeugen
konnte, die alle Forderungen erfu¨llten1. Wa¨hrend in Abschnitt 6.4 die genaue Vorgehens-
1Wie auch der randomCrossover-Operator wird bei einem Scheitern im ersten Versuch der Operator insgesamt
fu¨nf Mal mit denselben Eltern aufgerufen. Konnte in keinen dieser Versuche ein geforderter GP-Graph erzeugt
werden, gilt der Crossover-Versuch als gescheitert.
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weise und die einzelnen Ergebnisse beschrieben werden, soll hier nur eine Zusammen-
fassung der Resultate gegeben werden, die den Entwurf des spezialisierten acycCrossover-
Operators motiviert, der in Abschnitt 6.3 vorgestellt wird.
Fu¨r den Benchmark, bei dem der Crossover auf Ba¨umen arbeitet, haben sowohl random-
Crossover mit zufa¨lliger Kantenzuordnung als auch generalCrossover in allen Fa¨llen korrekt
GP-Graphen erzeugt. Dabei gab es keine signifikanten Unterschiede der Laufzeiten.
Bei dem Benchmark mit azyklischen Graphen ist der neue Algorithmus jedoch deutlich bes-
ser. Wa¨hrend mit randomCrossover, je nach Graphgro¨ße, in bis zu 65 Prozent aller Fa¨lle auch
nach fu¨nfmaliger Ausfu¨hrung kein gu¨ltiger GP-Graph erzeugt wurde, lag der entsprechen-
de Wert fu¨r generalCrossover bei 4 Prozent.
Bei der zyklischen Problemstellung war der Unterschied zwischen den Ergebnissen we-
sentlich kleiner, da hier die Erfolgsha¨ufigkeiten fu¨r ein gelungenes Crossover nach maximal
fu¨nf Versuchen bei beiden Algorithmen bei u¨ber 99 Prozent liegen. Diese Zahlen sprechen
dafu¨r, dass beide Operatoren in einem GP-Lauf eingesetzt werden ko¨nnen.
Die Ergebnisse des azyklischen Benchmarks fu¨r einzelne GP-La¨ufe zeigen, dass die Er-
folgsha¨ufigkeit des Operators generalCrossover fu¨r eine korrekte Rekombination im ersten
Versuch von Lauf zu Lauf stark schwanken kann. So wurden Ergebnisse zwischen 99 und
41 Prozent ermittelt. Die Ha¨ufigkeit bei randomCrossover variierte in einzelnen La¨ufen sogar
zwischen 95 und 3 Prozent. Dies deutet darauf hin, dass die Operatoren auf bestimmten
Elter-Graphen besser arbeiten als auf anderen und dass in einzelnen GP-La¨ufen, je nachdem
wie sich die Population auf ein Optimum zu bewegt, verschiedene Graphtypen bevorzugt
in der Population vorhanden sind.
Wie in Abschnitt 6.4 gezeigt wird, liegen die Schwa¨chen des neuen Operators darin be-
gru¨ndet, dass er im azyklischen Fall zu wenig auf die Vermeidung von Zyklen achtet. Fol-
gende Verbesserungen des Operators wa¨ren denkbar:
1. Wenn beim Auswa¨hlen einer Kante keine mehr vorhanden ist, die den Anforderun-
gen aus Tabelle 6.2 entspricht, bricht der Algorithmus ab. In so einem Fall konnte der
Crossover-Operator keinen gu¨ltigen GP-Graphen erstellen. Die Erfolgsha¨ufigkeit des
Operators ließe sich erho¨hen, wenn die letzte Kantenzuordnung vor dem Scheitern
zuru¨ckgenommen wu¨rde und statt dessen eine andere Kante ausgewa¨hlt wird, die
ebenfalls den Bedingungen aus Tabelle 6.2 entspra¨che. Wenn dieser Vorgang zu ei-
nem kompletten Backtracking ausgedehnt wu¨rde, wa¨re die Wahrscheinlichkeit deut-
lich ho¨her, einen GP-Graphen zu finden.
Allerdings wu¨rde diese Verbesserung mit einer exponentiellen Verla¨ngerung der
Laufzeit einhergehen. Wenn den n Eingangskanten und den m Ausgangskanten ei-
nes Teilgraphen entsprechende freie Kanten des Hauptgraphen zugeordnet werden
mu¨ssen, kann es im worst-case zu n!m! Zuordnungen kommen. In Voruntersuchun-
gen wurde versucht, das Backtracking nach einer vorgegebenen Anzahl von Ru¨ck-
nahmen zugeordneter Kanten abzubrechen. Der Nutzen konnte allerdings nie die
Laufzeiteinbußen rechtfertigen.
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2. In den beiden bisher beschriebenen Crossover-Operatoren wird sehr viel Wert auf die
Erfu¨llung der GP-Graph Definition gelegt, hingegen wird die Vermeidung von Zy-
klen bei azyklischen Graphen nur als Zusatzbedingung gefordert. Eine weitere Ver-
besserung fu¨r azyklische Systeme besteht darin, die Kantenzuordnungen so vorzu-
nehmen, dass die Wahrscheinlichkeit von Zyklen herabgesetzt wird. In Abschnitt 6.3
wird ein Crossover-Operator vorgestellt, der diesen Ansatz verfolgt und damit eine
sehr hohe Erfolgsha¨ufigkeit auf allen getesteten azyklischen GP-Graphen erreicht.
6.3 Ein Crossover-Operator fu¨r azyklische Graphen – acycCrosso-
ver
Der im letzten Abschnitt vorgestellte generalCrossover-Operator funktioniert zwar auf den
vorgegebenen azyklischen Testproblemen ausreichend gut, konnte aber auf Problemstel-
lungen mit zyklischen Graphen keine wesentlichen Verbesserungen gegenu¨ber randomCros-
sover erreichen. Die Ergebnisse der Analyse in Abschnitt 6.4 zeigen außerdem, dass die Re-
sultate bei azyklischer Problemstellung von GP-Lauf zu GP-Lauf stark variieren. Der Pro-
zentsatz der erfolgreichen Anwendungen schwankt zwischen 41 und 100 Prozent. Hieraus
lassen sich zwei Schlu¨sse ziehen:
1. Die starke Abweichung in den Ergebnissen verdeutlicht, dass der neue Operator auf
verschiedenen azyklischen Problemen durchaus unterschiedlich gute Resultate erzie-
len kann. Aus diesem Grund kann er nicht bedenkenlos in das GP-System integriert
werden.
2. Die Arbeitsweise eines Crossover-Operators betrifft die Syntax der betroffenen Gra-
phen und die Typisierung der einzelnen Knoten. Die Zielfunktion des GP-Problems
sollte keinerlei Einfluss auf ein erfolgreiches Ausfu¨hren des Operators haben. Die Er-
gebnisse zeigen allerdings, dass genau dieses eintritt. Durch den Verlauf der Evo-
lution bei den Testproblemen werden nicht immer neue zufa¨llige Graphen erzeugt,
sondern immer wieder Variationen der Graphen, die zu den Individuen mit den be-
sten Fitnesswerten geho¨ren. Diese sind sich somit a¨hnlicher als Graphen, die jedes
Mal zufa¨llig erzeugt wu¨rden.
Um die Wirkung der Operatoren fu¨r allgemeinere Graphen untersuchen zu ko¨nnen, wur-
den zwei neue Testprobleme eingefu¨hrt. In diesen hat der Graph keine semantische Bedeu-
tung im Bezug auf eine Fitnessfunktion. Dies wurde dadurch erreicht, dass die Fitness eines
Individuums nicht durch Auswertung des Graphen berechnet wird, sondern sich aus der
Anzahl der noch verbliebenen Fitnessauswertungen ergibt. Auf diese Weise ist sicherge-
stellt, dass die Diversita¨t in der Population ausreichend hoch ist und der Crossover-Operator
wa¨hrend eines GP-Laufs tatsa¨chlich mit unterschiedliche Graphen getestet wird.
Der Unterschied zwischen den beiden neuen Testproblemen besteht lediglich darin, dass
im ersten Fall ausschließlich (1,1)-, (2,1)- und (1,2)-Knoten als innere Knoten verwendet
wurden, wa¨hrend im zweiten Fall ebenfalls (0,1)-Knoten benutzt werden durften.
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Bei beiden Testproblemen erzielten die bisherigen Crossover-Operatoren a¨hnlich gute Resul-
tate. Da sich das erste Testproblem als das schwierigere erwiesen hat, werden nur dessen
Ergebnisse vorgestellt. Die Resultate vom zweiten Problem entsprechen in ihrer Tendenz
den hier vorgestellten und werden ausfu¨hrlich in Abschnitt 6.4 besprochen. Bei kleinen
Graphen mit bis zu 20 Knoten erstellten die Operatoren im ersten Versuch noch in etwa
80 Prozent aller Fa¨lle allen Anforderungen genu¨gende Graphen. Diese Ha¨ufigkeit sank al-
lerdings bei 50 Knoten auf etwa 45 Prozent, bei GP-Graphen mit 150 Knoten sogar auf 20
Prozent.
Das unbefriedigende Verhalten beider Operatoren fu¨hrte zur Entwicklung eines neuen
Crossover-Operators. Da beide bisherigen Operatoren sowohl bei Problemstellungen fu¨r zy-
klische GP-Graphen als auch auf Ba¨umen akzeptable Ergebnisse erzielen, wird der neue
Operator ausschließlich fu¨r azyklische Problemstellungen eingesetzt und kann somit be-
stimmte Eigenschaften dieser Graphen ausnutzen.
6.3.1 Voru¨berlegungen
Der neue Operator acycCrossover unterscheidet sich nur durch seine Kantenzuordnung von
generalCrossover und randomCrossover.
Entscheidend fu¨r den Operator ist, dass in einem azyklische Graphen alle Knoten jeweils
Verbindungen von einem Eingangs- oder (0,1)-Knoten und zu einem Ausgangsknoten ha-
ben. Die Bedingungen 7 und 8 der Definition 3.1 sind somit fu¨r azyklische Graphen, die die
restlichen Bedingungen erfu¨llen, ebenfalls gegeben.
Der neue Operator acycCrossover braucht deshalb bei der Zuordnung der Kanten nur dar-
auf zu achten, dass keine Zyklen erzeugt werden. Ist dies der Fall, liegt automatisch ein
gesuchter GP-Graph vor.
Um die Wahrscheinlichkeit von Zyklen bei der Kantenzuordnung zu verringern, kann die
Lage der Randknoten im Hauptgraphen und die Lage der Ein- und Ausgangskanten im
Teilgraphen beru¨cksichtigt werden. Dies soll an folgendem Beispiel verdeutlicht werden.
Beispiel 6.3
Der Teilgraph T aus Abbildung 6.4 soll in den Hauptgraphen G eingefu¨gt werden. Hierzu
sind die fu¨nf Eingangs- und Ausgangskanten von T den freien Kanten von G zuzuordnen.
Eine Zuordnung, die einen azyklischen Graphen zur Folge hat, ist (a− 1, b− 2, c− 3, d− 4,
e−5). Wird allerdings die vordere freie Kante a der Eingangskante 4 zugeordnet, so la¨sst sich
ein Zyklus nicht mehr vermeiden. Nach den nun erzwungenen Zuordnungen d−1 und e−5
wu¨rde sich durch die Zuordnung der Ausgangskante 2 zu einer der beiden verbliebenden
hinteren freien Kanten b oder c automatisch ein Zyklus ergeben.
Fu¨r den Graphen aus Abbildung 6.4 ist die Zuordnung a− 1 naheliegend. Einer, im Haupt-
graphen sehr weit links liegenden freien Kante eines vorderen Randknotens, wird eine Ein-
gangskante des Teilgraphen zugeordnet, die ebenfalls weit links liegt und sich somit am
Anfang des Teilgraphen befindet. Eine Zuordnung der Kante 1 zur freien Kante d ha¨tte eine
98 Untersuchungen zum Crossover
a







Kante a d b c e
Verbindungen 0 2 1 1 0
Kante 1 4 2 3 5
Verbindungen 3 1 1 1 2
Abbildung 6.4: Einf ¤ugen des Teilgraphen T in den Hauptgraphen G
Verbindung vom linken Knoten des Hauptgraphen bis zum rechten Knoten des Teilgraphen
zur Folge. Zur Zyklenvermeidung mu¨sste nun die Ausgangskante 5 mit einem Knoten des
Hauptgraphen verbunden werden, der rechts vom Randknoten zur freien Kante d liegt.
Algorithmisch la¨sst sich dieses Zuordnungsprinzip am einfachsten formulieren, wenn beim
Hauptgraphen nicht die Lage der freien Kanten zu den Eingangsknoten betrachtet wird,
also wie weit links liegt die Kante in der Abbildung des Graphen, wenn alle Eingangsknoten links
außen liegen, sondern die Position der freien Kanten relativ zueinander. Zyklen entstehen
genau dann, wenn u¨ber den neuen Teilgraph eine Verbindung von einer vorderen freien
Kante des Hauptgraphen zu einer hinteren freien Kante hergestellt wird und diese beiden
Kanten im Hauptgraphen bereits eine Verbindung von der hinteren zur vorderen besitzen.
Wenn zum Beispiel in Abbildung 6.4 von der vorderen freien Kante d u¨ber den Teilgraph
eine Verbindung zur Kante b fu¨hren wu¨rde, erga¨be sich ein Zyklus.
Werden die hinteren freien Kanten absteigend nach der Anzahl ihrer Verbindungen zu vor-
deren freien Kanten sortiert und die vorderen freien Kanten aufsteigend nach der Anzahl
der Verbindungen, die von hinteren freien Kanten zu diesen fu¨hren, so ergibt sich jeweils
eine Reihenfolge, die der Lage der Kanten im Graphen bezogen auf ihre relative Position
zueinander entspricht. In Abbildung 6.4 ist dies in der oberen Tabelle zusammengefasst.
Auf die gleiche Weise werden die Eingangs- bzw. Ausgangskanten des Teilgraphen sor-
tiert. Die Eingangskanten werden nach der Zahl ihrer Verbindungen zu Ausgangskanten
absteigend sortiert und die Ausgangskanten nach der Zahl ihrer Verbindungen von Ein-
gangskanten aufsteigend. Fu¨r das Beispiel stehen die entsprechenden Zahlen in der unteren
Tabelle von Abbildung 6.4.
6.3.2 Die Kantenzuordnung
Die Zuordnung der freien Kanten des Hauptgraphen zu den Eingangs- und Ausgangs-
kanten des Teilgraphen wurde gegenu¨ber dem Algorithmus zu generalCrossover stark ver-
einfacht. Zuerst werden die Ausgangskanten des Teilgraphen den hinteren freien Kanten
zugeordnet. Hierzu wird die hintere freie Kante mit den meisten Verbindungen zu vorde-
ren freien Kanten der Ausgangskante zugewiesen, welche die meisten Verbindungen von
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Eingangskanten hat. Die hintere freie Kante mit den zweitmeisten Verbindungen wird der
Ausgangskante mit den zweitmeisten Verbindungen von Eingangskanten zugeordnet, usw.
Fu¨r die Zuordnung der vorderen Randkanten zu den Eingangskanten des Teilgraphen wer-
den diese beiden Kantenmengen, ebenfalls sortiert. Die vorderen freien Kanten des Haupt-
graphen werden aufsteigend nach der Anzahl der Verbindungen, die von hinteren freien
Kanten zu ihnen fu¨hren sortiert, die Eingangskanten absteigend nach der Anzahl der Ver-
bindungen, die sie jeweils zu Ausgangskanten des Teilgraphen besitzen.
Ausgehend von diesen Reihenfolgen wird jeder vorderen freien Kante des Hauptgraphen
eine Eingangskante des Teilgraphen zugeordnet, indem fu¨r jede freie Kante die erste Ein-
gangskante genommen wird, die noch keiner anderen freien Kante zugeordnet wurde und
durch deren Zuordnung kein Zyklus entsteht.
Beispiel 6.4
In diesem Beispiel wird die Kantenzuordnung zum Graphen aus Abbildung 6.4 durch-
gefu¨hrt.
Zuerst werden die hinteren freien Kanten des Graphen G und die Ausgangskanten von
T sortiert und einander zugeordnet. Somit ergeben sich gema¨ß den rechten Tabellen der
Abbildung nacheinander die Paare (b, 2), (c, 3) und (e, 2).
Im na¨chsten Schritt werden die vorderen freien Kanten von G aufsteigend sortiert. Es ergibt
sich die Reihenfolge Kante a, Kante d. Fu¨r die Eingangskanten ergibt sich Kante 1, Kante 4.
Nun wird nacheinander zu den beiden vorderen freien Kanten eine passende Eingangskan-
te gesucht. Zuna¨chst wird die Zuordnung (a−1) getestet. Da sich durch eine entsprechende
Verbindung zwischen dem Haupt- und dem Teilgraphen kein Zyklus ergibt, wird der frei-
en Kante d die Eingangskante 4 zugeordnet. In diesem Fall entsteht ebenfalls kein Zyklus.
Somit ist der Teilgraph in den Hauptgraphen eingefu¨gt.
Es ergibt sich die Zuordnung (a − 1, b − 2, c − 3, d − 4, e − 5), die bereits in Beispiel 6.3 als
naheliegend betrachtet wurde.
Die U¨berpru¨fung auf Zyklenfreiheit erfolgt auf die gleiche Art wie beim generalCrossover-
Operator. Es wird eine Matrix connect angelegt, in der Verbindungen zwischen den einzel-
nen Randknoten eingetragen werden. Die Matrix hat die Form:
connect(i, j) =
{
1, falls Verbindung von Randknoten i zu Randknoten j existiert
0, sonst
Eine neue Verbindung zwischen den Randknoten i und j fu¨hrt somit zu einem Zyklus, wenn
connect(j, i) = 1 gilt.
Soll eine neue Verbindung in die Matrix eingetragen werden, ist es nicht ausreichend, an
der entsprechenden Stelle der Matrix den Wert von 0 auf 1 zu a¨ndern. Vielmehr mu¨ssen
auch alle Verbindungen eingetragen werden, die durch die Kombination der neuen Verbin-
dung mit der alten entstehen, die bei den beiden Randknoten bereits vorher begannen oder
endeten. Die Aktualisierung erfolgt mit dem Algorithmus aus Abbildung 6.5
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Gegeben:
connect {n× n-Matrix fu¨r n Randknoten}
front {Nummer des vorderen Randknoten, bei dem
die neue Verbindung beginnt}
back {Nummer des hinteren Randknoten, bei dem
die neue Verbindung endet.}
connect(front,back) = 0 ?
Ja Nein
connect(front,back) := 1 Fertig, da die Verbindung bereits
eingetragen ist∅
Fu¨r alle Randknoten j
connect(back,j) > connect(front,j) ?
Ja Nein
connect(front,j) := 1 ∅
Fu¨r alle Randknoten j mit connect(j,front) = 1
Fu¨r alle Randknoten k
connect(front,k) > connect(j,k) ?
Ja Nein
connect(j,k) := 1 ∅
Abbildung 6.5: Algorithmus zur Aktualisierung der Verbindungsmatrix
connect
6.3.3 Ergebnisse des acycCrossover-Operators
Zum Testen des Operators wurden alle azyklischen Testprobleme eingesetzt, die auch bei
den anderen beiden Crossover-Operatoren benutzt wurden. Wa¨hrend die ausfu¨hrliche Ana-
lyse in Abschnitt 6.4 erfolgt, werden hier die wichtigsten Ergebnisse zusammengefasst.
Der neue Operator war randomCrossover und generalCrossover bei allen Benchmarks
bezu¨glich der Erfolgsha¨ufigkeit deutlich u¨berlegen. Fu¨r acycCrossover lag beim urspru¨ng-
lichen Benchmark, bei dem noch nicht auf eine graphbezogene Fitnessfunktion verzich-
tet wurde, der Anteil der im ersten Versuch erfolgreichen Rekombinationsversuche – un-
abha¨ngig von der Graphgro¨ße – bei mindestens 91 Prozent. Dieser Wert betrug bei den
anderen beiden Operatoren ab einer Graphgro¨ße von 50 Knoten maximal 22 Prozent (ran-
domCrossover) bzw. maximal 73 Prozent (generalCrossover). Die Standardabweichung dieser
Zahl, bezogen auf die Unterschiede zwischen verschiedenen GP-La¨ufen, lag hier bei maxi-
mal 6 Prozent, wa¨hrend sie bei den anderen beiden Verfahren bis auf 30 bzw. 15 Prozent
stieg.
Beim neuen Benchmark ohne Einfluss des Graphen auf die Fitnessfunktion, der ohne (0,1)-
Knoten durchgefu¨hrt wurde, lag der Anteil der im ersten Versuch erfolgreichen Rekom-
binationen bei acycCrossover bei mindestens 60 Prozent. Bei den anderen beiden Crossover-
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Operatoren lag der Anteil teilweise unter 25 Prozent.
Das neue Verfahren ist der einzige Crossover-Operator, der bei allen azyklischen Graph-
problemen in mehr als 98 Prozent aller Fa¨lle nach spa¨testens 5 Versuchen einen korrekten
GP-Graphen erzeugen konnte. Diese Zahl liegt fu¨r randomCrossover bei 33 Prozent und fu¨r
generalCrossover bei 29.
Die ho¨here Erfolgsha¨ufigkeit von acycCrossover wird allerdings von einer Verla¨ngerung der
Laufzeit auf bis zu 146 Prozent im Vergleich zu randomCrossover begleitet.
6.4 Analyse der Crossover-Operatoren
Das Ziel eines Crossover-Operators ist, aus zwei vorgegebenen GP-Graphen durch Rekom-
bination einen neuen GP-Graphen zu erstellen. Hierbei sind zusa¨tzlich mehrere Randbe-
dingungen einzuhalten:
• Die Mengen der Eingangs- und Ausgangsknoten mu¨ssen jeweils denen der beiden
Elter-Graphen entsprechen.
Beide GP-Graphen haben die gleiche Anzahl von Eingangs- und Ausgangsknoten.
Diese Zahl muss auch beim neuen GP-Graphen erhalten bleiben. Dies wird bei al-
len verwendeten Crossover-Operatoren dadurch erreicht, dass die auszutauschenden
Teilgraphen nur aus inneren Knoten der GP-Graphen bestehen.
• Die Typisierung der einzelnen Knoten durch die Semantik muss erhalten bleiben.
Durch die Semantik eines GP-Graphen wird jedem Knoten eine Funktion zugeordnet.
Durch diese Funktion ist der Eingangs- und der Ausgangsgrad des Knotens festge-
legt. Beide fu¨r die Rekombination gewa¨hlten Graphen benutzen dieselbe Semantik,
der der neue GP-Graph ebenfalls genu¨gen muss. Das bedeutet, dass Eingangs- und
Ausgangsgrade aller Knoten erhalten bleiben mu¨ssen.
Alle Knoten des neuen Graphen sind in einem der beiden vorgegebenen GP-Graphen
enthalten und der Eingangs- und Ausgangsgrad der Knoten wird durch die Rekom-
bination nicht vera¨ndert. Die Operatoren erfu¨llen diesen Punkt somit implizit.
• Der neue Graph darf eine bestimmte Gro¨ße nicht u¨berschreiten.
Bei der Initialisierung eines GP-Laufs wird eine maximale Gro¨ße fu¨r die einzel-
nen Individuen und somit fu¨r die GP-Graphen vorgegeben. Wird aus einem GP-
Graphen ein Teilgraph entfernt und durch einen gro¨ßeren Teilgraphen des anderen
GP-Graphen ersetzt, ko¨nnte dies dazu beitragen, dass der neu entstandene Graph zu
groß wird.
Dieser Punkt wird bei der Auswahl der auszutauschenden Teilgraphen bereits un-
tersucht, so dass alle drei Crossover-Operatoren bereits zu diesem Zeitpunkt scheitern
ko¨nnen. Diese Fehlerquelle ist bei allen Operatoren gleich groß, da fu¨r alle der gleiche
Auswahlalgorithmus eingesetzt wird.
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• Wenn Probleme azyklische Graphen voraussetzen, muss der neue GP-Graph ebenfalls
azyklisch sein.
Viele Testprobleme setzen azyklische Graphen voraus. Dies trifft hauptsa¨chlich auf
Probleme mit funktionalen Semantiken zu, kann aber auch fu¨r algorithmische Seman-
tiken gefordert werden.
Wa¨hrend die ersten beiden Punkte durch die Algorithmen der Crossover-Operatoren auto-
matisch befolgt werden, mu¨ssen die letzten beiden Punkte sowie die Bedingung, u¨berhaupt
einen GP-Graphen zu erzeugen, nicht erfu¨llt sein.
Um randomCrossover mit den beiden Weiterentwicklungen generalCrossover aus Abschnitt
6.2 und acycCrossover aus Abschnitt 6.3 vergleichen zu ko¨nnen, muss bewertet werden, wie
gut ein Operator ist. Die Gu¨te richtet sich prima¨r danach, wie oft bei einer Rekombination
die oben genannten Bedingungen erfu¨llt sind, also ein weiter verwendbares Individuum
entstanden ist. Weitere Gu¨tekriterien sind die Laufzeit des Crossover-Operators und die
Anzahl verschiedener Nachkommen, die er aus einem Elternpaar erzeugen kann.
Zum Testen eines Operators werden zwei GP-Graphen erzeugt, bei denen die Knoten typi-
siert sind und bei denen somit u¨ber die Typisierung jeweils Eingangs- und Ausgangsgrad
aller Knoten festgelegt ist.
Es wird nun u¨berpru¨ft, ob der Crossover-Operator bei einmaliger Anwendung einen neuen
GP-Graphen erzeugt, bei dem die obigen Bedingungen erfu¨llt sind. Ist dies nicht der Fall,
wird der Operator weitere vier Mal auf dieselben beiden Elter-Graphen angewandt und
jedesmal u¨berpru¨ft, ob ein den Forderungen genu¨gender GP-Graph erzeugt wurde.
Wird dieser Test sehr oft mit unterschiedlichen Graphen wiederholt, kann die Ha¨ufigkeit,
mit der ein Operator im ersten bzw. spa¨testens im fu¨nften Versuch einen geforderten GP-
Graphen erzeugt, als Gu¨tekriterium benutzt werden.
Zur Durchfu¨hrung dieser Tests wurde das GP-System GGP benutzt. Es liegt die U¨berlegung
zu Grunde, dass wa¨hrend eines GP-Laufs viele verschiedene Graphen erzeugt werden, die
als Grundlage fu¨r den Crossovertest dienen ko¨nnen.
Bei der Bewertung wurden zuna¨chst drei Graphklassen unterschieden:
1. zyklische GP-Graphen,
2. azyklische GP-Graphen und
3. GP-Graphen, die Baumform haben.
Diese Klassen sind nicht disjunkt. Die Praxis hat allerdings gezeigt, dass Probleme, die zy-
klische Graphen zulassen, wa¨hrend eines GP-Laufs nur in den seltensten Fa¨llen azykli-
sche Graphen erzeugen und andererseits Probleme mit azyklischen Graphen so gut wie
nie Ba¨ume erzeugen, wenn die entsprechenden Mo¨glichkeiten zu allgemeineren Graphen
gegeben sind.
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Fu¨r jede dieser Graphklassen wurde zuerst ein Testproblem aus Kapitel 5 verwendet. Bei
den zyklischen Graphen wurde das ’Artificial Ant/Santa Fe´ Trail’-Problem und bei den ande-
ren beiden Klassen jeweils das Klassifikations-Problem aus Abschnitt 5.2 mit 500 Testdaten
benutzt.
In Tabelle 6.3 befindet sich die Auswahl der erlaubten Knotentypen fu¨r die drei Testproble-
me, wobei die Zahlen in Klammern Eingangs- und Ausgangsgrad des jeweiligen Knotens
wiedergeben.
Artificial Ant Klassifikation – azyklisch Klassifikation – Baum
IfFoodAhead (1,2) C (0,1) C (0,1)
Left (1,1) Inpv (0,1) Inpv (0,1)
Right (1,1) P (1,1) P (1,1)
Move (1,1) Add (2,1) Add (2,1)
Merge (2,1) Sub (2,1) Sub (2,1)
Mul (2,1) Mul (2,1)
Div (2,1) Div (2,1)
Threshold (1,1) Threshold (1,1)
Sin (1,1) Sin (1,1)
Cos (1,1) Cos (1,1)
Branch (1,2)
Tabelle 6.3: ¤Ubersicht der Funktionen, die in den ersten drei Bench-
marks benutzt wurden
In Tabelle 6.4 sind die Wahrscheinlichkeiten der genetischen Operatoren angegeben, die
wa¨hrend der Benchmarks benutzt werden. Beim Artificial Ant-Problem wird, neben den
u¨blichen Operatoren, auch Zyklus verwendet. Da bei der Initialisierung von GP-Graphen
immer azyklische Graphen erzeugt werden, ist dies fu¨r das GP-System die erste Mo¨glich-
keit zur Erzeugung von Zyklen. Auf der anderen Seite wurde die Nebenbedingung der
Crossover-Operatoren – zyklenfreie Graphen zu erzeugen – an die Wahrscheinlichkeit des
Operators Zyklus gekoppelt. Genau dann, wenn P(Zyklus) 6= 0 durch den Initialisierungs-
wert fu¨r Zyklus erfu¨llt ist, darf der jeweilige Crossover-Operator ebenfalls Zyklen erzeugen.
Tabelle 6.5 gibt eine U¨bersicht u¨ber die restlichen fu¨r einen GP-Lauf beno¨tigten Initiali-
sierungen. Jeder der drei Crossover-Operatoren wurde mit vier verschiedenen maximalen
Graphgro¨ßen getestet, zu jeder dieser Kombinationen wurden 60 La¨ufe durchgefu¨hrt. So-
mit wurden fu¨r jedes der Testprobleme fu¨r alle Graphgro¨ßen jeweils etwa 840000 Crossover-
Versuche berechnet. Der Operator acycCrossover wurde fu¨r das Artificial Ant-Problem nicht
eingesetzt, da er nur fu¨r azyklische Graphen verwendbar ist.
6.4.1 Das azyklische Klassifikations-Problem
Abbildung 6.6 zeigt die Ergebnisse, die sich beim azyklischen Klassifikations-Problem mit
jeweils 60 La¨ufen bei den vier verschiedenen maximalen Graphgro¨ßen ergaben. Jedes Tor-
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Operator Artificial Ant Klassifikation
Knoten mutieren 12 % 14 %
Knoten einfu¨gen 12 % 14 %
Knoten lo¨schen 12 % 14 %
Knoten verschieben 12 % 14 %
Pfad einfu¨gen 12 % 14 %
Pfad lo¨schen 12 % 14 %
Zyklus 12 % 0 %
Crossover 14 % 14 %
Tabelle 6.4: Die Wahrscheinlichkeiten der genetischen Operatoren, die
bei den ersten drei Benchmarks benutzt werden. Die Spalte Klassika-





Graphgro¨ße 20, 50, 100, 150
Crossover random, general, (acyc)
La¨ufe fu¨r jede Kombination 60
Tabelle 6.5: Weitere Initialisierungen zu den ersten drei Benchmarks
tendiagramm steht hierbei fu¨r die u¨ber 60 La¨ufe gemittelten Ha¨ufigkeiten fu¨r einen Crosso-
ver-Operator bei einer Graphgro¨ße. In jedem Diagramm werden die prozentuale Ha¨ufigkeit
des korrekten Grapherzeugens im ersten Versuch sowie das Scheitern in fu¨nf aufeinander-
folgenden Versuchen dargestellt. Der zu vollen 100 Prozent fehlende Teil stellt somit dar,
wie oft ein Operator im zweiten bis fu¨nften Versuch erfolgreich war.
Die Zahlen verdeutlichen, dass der Operator randomCrossover unzureichende Ergebnisse
produziert. Die anderen beiden Operatoren hingegen konnten in den meisten Fa¨llen nach
spa¨testens fu¨nf Versuchen einen GP-Graphen erzeugen, der den Forderungen entspricht.
Die U¨berlegenheit von acycCrossover gegenu¨ber generalCrossover zeigt sich allerdings, wenn
die Erfolge im ersten Versuch betrachtet werden. Wa¨hrend dieser Wert bei generalCrossover –
je nach Graphgro¨ße – bis auf 73 Prozent fa¨llt, bleibt er bei acycCrossover auf u¨ber 90 Prozent.
Die Unterschiede dieser Ergebnisse werden beim Betrachten der Standardabweichungen
bezu¨glich der einzelnen La¨ufe noch deutlicher. Abbildung 6.7 zeigt exemplarisch die
Ha¨ufigkeiten fu¨r das Erhalten korrekter Graphen im ersten Versuch in den einzelnen GP-
La¨ufen bei Graphgro¨ßen von maximal 20 und 50 Knoten. Jeder Punkt in den Graphen steht
fu¨r die genannte Ha¨ufigkeit innerhalb eines GP-Laufs. Zur u¨bersichtlicheren Gestaltung der
Diagramme sind die einzelnen La¨ufe fu¨r jeden der Operatoren nach der Erfolgsha¨ufigkeit
sortiert.





















Klassifikation, azyklisch, 20 Knoten Klassifikation,, azyklisch, 50 Knoten
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Abbildung 6.6: Erfolgsh¤augkeiten der Crossover-Operatoren beim
azyklischen Klassikations-Problem gemittelt ¤uber jeweils 60 L ¤aufe.
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Abbildung 6.7: Ergebnisse der prozentualen Erfolgsh ¤augkeiten im er-
sten Versuch bei den einzelnen GP-L ¤aufen beim azyklischen Klassi-
kations-Problem mit maximal 20 bzw. 50 Knoten im Graphen
Es zeigt sich, dass die Werte fu¨r randomCrossover und generalCrossover fu¨r einzelne La¨ufe
stark variieren, wa¨hrend sie bei acycCrossover relativ nah beieinander liegen. Tabelle 6.6 fasst
die Ergebnisse zusammen und entha¨lt zusa¨tzlich die Werte fu¨r die GP-La¨ufe mit gro¨ßeren
Graphen. Da deren Diagramme qualitativ denen aus Abbildung 6.7 entsprechen, wurde auf
den Abdruck verzichtet.
Sowohl bei randomCrossover als auch bei generalCrossover gibt es La¨ufe, innerhalb derer in
fast jedem Crossover-Versuch direkt ein geforderter GP-Graph erzeugt werden konnte. Al-
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randomCrossover
Size 20 50 100 150
Max. 99.1% 95.2% 73.4% 95.1%
Min. 6.2% 3.6% 3.2% 3.6%
Avg. 43.4% 18.4% 15.1% 21.3%
Sd. 31.9 19.1 16.8 23.7
generalCrossover
Size 20 50 100 150
Max. 99.5% 99.9% 99.6% 99.3%
Min. 66.7% 40.6% 44.6% 41.6%
Avg. 87.9% 74.0% 74.5% 72.9%
Sd. 10.1 13.2 14.8 15.2
acycCrossover
Size 20 50 100 150
Max. 100% 100% 100 % 100 %
Min. 85.6% 84.6% 80.6% 74.3%
Avg. 96.3% 93.8% 92.9% 92.3%







Tabelle 6.6: Die Erfolgsh¤augkeit der Operatoren im ersten Versuch 
bezogen auf einzelne GP-L ¤aufe beim azyklischen Klassikations-
Problem
lerdings gibt es bei randomCrossover auch La¨ufe, in denen so gut wie kein Crossover auf
Anhieb gelingt. In einigen La¨ufen von generalCrossover wurde ebenfalls in etwa 40 Prozent
aller Fa¨lle kein geforderter GP-Graph im ersten Versuch erzeugt. Entsprechend hoch sind
in beiden Fa¨llen die Standardabweichungen.
Bei acycCrossover liegen die Ha¨ufigkeiten immer zwischen 78 und 100 Prozent, die Stan-
dardabweichungen sind demnach relativ klein.
Diese Ergebnisse lassen die Schlussfolgerung zu, dass sowohl der Erfolg von randomCros-
sover als auch der von generalCrossover stark von der Struktur der Graphen abha¨ngt. Durch
den Verlauf der Evolution werden offensichtlich jeweils Graphen erzeugt, die einer be-
stimmten Struktur gehorchen. Diese ko¨nnen dann durch die beiden Operatoren unter-
schiedlich gut verarbeitet werden.
Der Operator acycCrossover hat offensichtlich weniger Probleme, geeignete GP-Graphen zu
erzeugen. Da die Ergebnisse bei allen La¨ufen a¨hnlich ausfielen, scheint der Operator auf
relativ vielen verschiedenen azyklischen Graphstrukturen gute Ergebnisse zu erzielen.
6.4.2 Weitere azyklische Graphprobleme
Die Ergebnisse des vorigen Abschnitts legen einerseits die Vermutung nahe, dass random-
Crossover und generalCrossover auf verschiedenen azyklischen Graphen unterschiedlich gut
funktionieren. Andererseits wird klar, dass durch die Verwendung von den bekannten Test-
problemen innerhalb eines GP-Laufs oft Graphen erzeugt werden, die eine a¨hnliche Struk-
tur haben. Die Vermutung, dass innerhalb eines GP-Laufs mo¨glichst viele unterschiedliche
Graphen erzeugt werden, trifft also nicht zu.
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Aus dieser U¨berlegung heraus wurden zwei weitere Testprobleme fu¨r azyklische Graphen
erzeugt. Dabei wurde ausschließlich Wert darauf gelegt, dass wa¨hrend eines GP-Laufs
mo¨glichst viele verschiedene Graphen erzeugt wurden. Hierzu wurde die Fitness eines
Individuums von der Struktur des Graphen entkoppelt, so dass nicht die Graphen von
Individuen mit einer guten Fitness die gesamte Population beherrschen ko¨nnen.
Die Fitnessfunktion bei beiden Testproblemen lautet:
fitness =
{
Evalsallowed − Evalsused , falls size ≥ 0.75 ×maxsize
2(Evalsallowed − Evalsused) , sonst
(6.1)
mit
Evalsallowed: Anzahl der insgesamt erlaubten Fitnessberechnungen,
Evalsused: Nummer der aktuellen Fitnessberechnung,
size: Anzahl der Knoten im GP-Graphen und
maxsize: Maximal erlaubte Knotenzahl im Graphen.
Je kleiner der Fitnesswert ist, desto besser ist das Individuum. Die Funktion wurde aus
zwei Gru¨nden gewa¨hlt:
1. Ist die Gro¨ße eines GP-Graphen kleiner als 75 Prozent der erlaubten Gro¨ße, wird das
Individuum bestraft. Auf diese Weise soll ausgeschlossen werden, dass eine Drift zu
kleineren Individuen entstehen kann. Dies wu¨rde bedeuten, dass die Graphen we-
sentlich kleiner als die festgelegte maximale Gro¨ße wa¨ren.
2. Die Fitness eines Individuums ist umso besser, je neuer das Individuum ist. So wird
verhindert, dass dasselbe Individuum ha¨ufig zur Rekombination herangezogen wird
und somit mehrere a¨hnliche Graphen erzeugen ko¨nnte.
Fu¨r beide Testprobleme wurde eine funktionale Semantik benutzt, bei der die Grundfunk-
tionen lediglich die Aufgabe haben, den Eingangs- und Ausgangsgrad der assoziierten
Knoten festzulegen. Ansonsten liefern alle Funktionen – unabha¨ngig von den Eingangspa-
rametern – die nach Formel 6.1 berechnete Fitness des Individuums.
Tabelle 6.7 gibt eine U¨bersicht u¨ber die Knotentypen, die durch die Wahl der Grundfunk-
tionen in den beiden neuen Testproblemen benutzt werden. Die Benchmarks heißen Nofit 1
und Nofit 2.
Der einzige Unterschied zwischen den beiden Benchmarks ist die Verwendung des Knoten-
typs ZeroOne bei Nofit 2. Wa¨hrend bei Nofit 1 alle Knoten mit mehreren Ein- oder Ausga¨ngen
potentielle Gefahren fu¨r eine Zyklenentstehung darstellen, kann ein ZeroOne-Knoten nie
Teil eines Zyklus sein. Daher ist das Risiko, bei Nofit 2 einen Zyklus zu erzeugen, geringer
als bei Nofit 1. Es sind somit gro¨ßere Erfolgsha¨ufigkeiten zu erwarten.
In Abbildung 6.8 sind – analog zu Abbildung 6.6 – die Erfolgsha¨ufigkeiten der drei
Crossover-Operatoren beim Testproblem Nofit 1 dargestellt. Fu¨r die La¨ufe wurden diesel-
ben Initialisierungen aus den Tabellen 6.4 und 6.5 benutzt wie fu¨r das azyklische Klassifika-
tions-Problem.
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Funktionsname Knotentyp Nofit 1 Nofit 2
TwoOne (2,1) x x
OneTwo (1,2) x x
OneOne (1,1) x x
ZeroOne (0,1) x
Tabelle 6.7: Die Funktionen f¤ur die Testprobleme Not 1 und Not 2.
wurden nach Eingangs- und Ausgangsgrad benannt. Die Kreuze in den
Spalten geben an, welche Knotentypen f¤ur die Testprobleme benutzt
wurden.
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Abbildung 6.8: Erfolgsh¤augkeiten der Crossover-Operatoren beim
Testproblem Not 1, gemittelt ¤uber jeweils 60 L ¤aufe.
Beim Betrachten der Ergebnisse fa¨llt zuna¨chst auf, dass randomCrossover bei diesem Bench-
mark etwas besser abschneidet als beim azyklischen Klassifikations-Problem. Die Zahlen in
Tabelle 6.8 zeigen auch, dass die Unterschiede zwischen den einzelnen GP-La¨ufen deutlich
kleiner geworden sind. Dies ist ein weiterer Indikator dafu¨r, dass innerhalb eines GP-Laufs
beim azyklischen Klassifikations-Problem jeweils Graphen erzeugt wurden, die sich mitun-
ter sehr a¨hnlich waren und der randomCrossover-Operator mit einigen dieser strukturellen
A¨hnlichkeiten besser zurecht kam als mit anderen.
Die geringere Standardabweichung von 1.2 bis 3.3 fu¨r den randomCrossover-Operator bei
Nofit 1 deutet darauf hin, dass die Ergebnisse dieses Benchmarks die verla¨sslicheren Zah-
len fu¨r die Erfolgsha¨ufigkeiten sind, da die getesteten Graphen innerhalb eines Laufs einer-
seits deutlich unterschiedlicher als beim azyklischen Klassifikations-Problem sind, sich aber
andererseits trotzdem in allen La¨ufen a¨hnliche Erfolgsha¨ufigkeiten einstellen.
Soll randomCrossover allerdings spa¨ter fu¨r ein Optimierungsproblem eingesetzt werden,
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randomCrossover
Size 20 50 100 150
Max. 88.1% 51.2% 29.7% 25.7%
Min. 74.3% 40.8% 24.7% 18.2%
Avg. 80.2% 44.0% 27.5% 20.9%
Sd. 3.3 2.2 1.4 1.2
generalCrossover
Size 20 50 100 150
Max. 88.2% 50.2% 33.5% 25.9%
Min. 72.8% 43.8% 27.9% 21.8%
Avg. 81.0% 45.5% 29.6% 23.4%
Sd. 3.5 1.4 1.2 0.8
acycCrossover
Size 20 50 100 150
Max. 98.7% 87.9% 77.0% 69.4%
Min. 95.0% 79.5% 64.8% 52.3%
Avg. 97.1% 84.6% 70.7% 60.1%







Tabelle 6.8: Die Erfolgsh¤augkeit der Operatoren im ersten Versuch 
bezogen auf einzelne GP-L ¤aufe bei Not 1
kann es passieren, dass durch den Weg der Evolution Graphen erzeugt werden, mit de-
nen randomCrossover nur schlecht umgehen kann.
Abbildung 6.8 zeigt weiterhin, dass sich die Erfolgsha¨ufigkeiten von randomCrossover und
generalCrossover sehr a¨hnlich sind. Die Erfolgsraten im ersten Versuch sind bei generalCrosso-
ver nur um maximal 2.5 Prozent besser, der Unterschied beim Scheitern nach fu¨nf Versuchen
betra¨gt maximal 5 Prozent.
Diese Anna¨herung ist versta¨ndlich, da in Abschnitt 6.3 bereits dargestellt wurde, dass fu¨r
alle azyklischen Graphen die Bedingungen zu den Verbindungen mit Eingangs- und Aus-
gangsknoten (Punkte sieben und acht der GP-Graph-Definition 3.1) automatisch erfu¨llt
sind. Fu¨r azyklische Probleme liegt der Unterschied zwischen den beiden Operatoren al-
so hauptsa¨chlich darin, dass generalCrossover die Mo¨glichkeit hat, vor dem Erzeugen eines
Zyklus durch eine neue Kantenzuordnung auf eine andere Eingangs- oder Ausgangskante
auszuweichen – sofern noch welche zur Verfu¨gung stehen. Dieser Unterschied hat somit
einen sichtbaren, allerdings marginalen Einfluss.
Das eindeutig beste Verfahren fu¨r dieses Benchmark-Problem ist acycCrossover. Die Er-
folgsha¨ufigkeit bei großen GP-Graphen fa¨llt nur auf 60 Prozent und ist somit doppelt so
hoch wie die Ha¨ufigkeit von generalCrossover. Insgesamt fu¨hren nie mehr als 2 Prozent aller
Anwendungen auch nach fu¨nf Versuchen zu keinem Erfolg. Auch diese Zahl demonstriert
gegenu¨ber maximal 29 Prozent bei generalCrossover eine deutliche Verbesserung.
Die Ergebnisse belegen, dass der Hauptgesichtspunkt bei GP-Graphen mit azyklischer
Struktur, deren Komplexita¨t u¨ber der von Ba¨umen liegt, die Zyklenvermeidung die wich-
tigste Aufgabe eines Crossover-Operators ist. Da acycCrossover dieses ausnutzt, sind die
Ergebnisse deutlich besser als die der u¨brigen Operatoren.
Diese Ergebnisse werden von den Zahlen zu dem Benchmark Nofit 2 belegt, die in Abbil-
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dung 6.9 und Tabelle 6.9 aufgefu¨hrt sind.






Nofit 2, 20 Knoten Nofit 2, 50 Knoten
Nofit 2, 100 Knoten Nofit 2, 150 Knoten
random general random general
random general random general










Abbildung 6.9: Erfolgsh¤augkeiten der Crossover-Operatoren beim
Testproblem Not 2, gemittelt ¤uber jeweils 60 L ¤aufe.
randomCrossover
Size 20 50 100 150
Max. 96.7% 79.7% 64.5% 53.0%
Min. 90.4% 68.0% 52.4% 40.7%
Avg. 94.0% 74.0% 57.7% 47.3%
Sd. 1.5 2.2 2.7 3.1
generalCrossover
Size 20 50 100 150
Max. 97.1% 76.2% 63.0% 55.3%
Min. 88.3% 67.6% 52.3% 41.4%
Avg. 93.2% 72.7% 57.1% 49.4%
Sd. 1.8 2.3 2.4 2.8
acycCrossover
Size 20 50 100 150
Max. 99.3% 94.9% 89.7% 85.5%
Min. 97.5% 91.6% 84.7% 77.8%
Avg. 98.5% 93.1% 87.3% 82.4%







Tabelle 6.9: Die Erfolgsh¤augkeit der Operatoren im ersten Versuch 
bezogen auf einzelne GP-L ¤aufe bei Not 2
Eine bisher noch nicht erkla¨rte Beobachtung, ist die, dass die Erfolgsha¨ufigkeiten bei zu-
nehmender Graphgro¨ße abnehmen. Dies gilt bei Nofit 1 und Nofit 2 fu¨r alle Operatoren und
beim azyklischen Klassifikations-Problem fu¨r acycCrossover1 .
1Das unterschiedliche Verhalten der u¨brigen Operatoren bei diesem Benchmark ist wahrscheinlich auf die
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Eine Erkla¨rung fu¨r dieses Verhalten, die zudem noch belegt, bei welcher Art von Teilgra-
















































Abbildung 6.10: Prozentuale Fehlerrate bei verschiedenen Eingangs-
und Ausgangsgraden der einzuf ¤ugenden Teilgraphen beim Crossover
f ¤ur das Not 1-Problem
Wa¨hrend der Ausfu¨hrung der zur Crossover-Untersuchung verwendeten Benchmarks
wurde bei jedem Crossoverversuch mitprotokolliert, wie viele Eingangskanten und Aus-
gangskanten der einzufu¨gende Teilgraph besitzt. Die Abbildungen 6.10 und 6.12 zeigen
exemplarisch fu¨r zwei der Benchmarks die Fehlerha¨ufigkeiten bei acycCrossover und gene-
ralCrossover. Wenn im rechten Graph von Abbildung 6.10 an der Stelle (5,4) der Wert 30
steht, bedeutet dies, dass von allen Crossoverversuchen beim Nofit-1-Benchmark mit einer
maximalen Graphgro¨ße von 100 Knoten, bei denen der mittels acycCrossover einzufu¨gende
Teilgraph fu¨nf Eingangskanten und vier Ausgangskanten hatte, 30 Prozent aller Versuche
zu keinem verwendbaren GP-Graphen fu¨hrten.
Zur Verbesserung der U¨bersichtlichkeit in dieser Abbildung wurden nur Werte an
den Stellen eingezeichnet, an denen genu¨gend Tests durchgefu¨hrt wurden. Alle Ein-
/Ausgangsgrad-Kombinationen, die nicht in mindestens einem Promille aller Crossover-
Versuche dieser Benchmarkserie verwendet wurden, sind wegen mangelnder Aussagekraft
nicht in dem Diagramm verzeichnet.
Abbildung 6.10 zeigt, dass mit steigendem Eingangs- und Ausgangsgrad auch die Fehler-
rate der Crossover-Operatoren ansteigt. Dies ist naheliegend, da infolge einer steigenden
Anzahl von Randknoten des Hauptgraphen auch die Gefahr wa¨chst, beim Einfu¨gen eines
Teilgraphen einen Zyklus zu erzeugen. Qualitativ entsprechen die Diagramme fu¨r ande-
re Graphgro¨ßen und andere Testprobleme den hier gezeigten. Daher werden sie hier nicht
abgebildet.
In Abbildung 6.11 sind die absoluten Ha¨ufigkeiten dargestellt, mit denen verschiede-
ne Eingangs-/Ausgangsgradkombinationen bei den Abbildung 6.10 zugrunde liegenden
großen Unterschiede zwischen den einzelnen La¨ufen zuru¨ckzufu¨hren.
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Testla¨ufen vorkamen. Hierbei zeigt sich, dass die Diagramme fu¨r die beiden unterschied-
lichen Crossover-Varianten qualitativ a¨hnlich sind. Dies war zu erwarten, da fu¨r beide der




















































Abbildung 6.11: Absolute H¤augkeit des Auftretens verschiedener
Eingangs-/Ausgangsgrad-Kombinationen beim Not 1-Problem mit 100
Knoten
Der quantitative Unterschied liegt an der unterschiedlichen Erfolgsha¨ufigkeit der beiden
Operatoren. Da bei generalCrossover wesentlich weniger Crossover-Versuche im ersten Ver-
such glu¨cken als bei acycCrossover und diese bei Misserfolg insgesamt fu¨nf Mal wieder-
holt wurden, ergibt sich somit eine wesentlich ho¨here Gesamtzahl einzelner Crossover-
Versuche als bei acycCrossover. Die Summe aller einzelnen Crossover-Versuche lautet bei
diesem Benchmark zum Beispiel 1206187 fu¨r acycCrossover und 2392815 fu¨r generalCrosso-
ver.
Bei allen Benchmarks hat sich gezeigt, dass die Anzahl der Eingangs- und Ausgangskanten
der ausgewa¨hlten Teilgraphen meistens relativ dicht beieinander liegen. Dies liegt an der
Vorgehensweise des Teilalgorithmus aus Abschnitt 4.2.9.1. Wenn die Menge der mo¨glichen
Teilgraphen aufgebaut wird, die zum Crossover herangezogen werden ko¨nnen, wird von
Teilgraph zu Teilgraph eine Kante, die aus dem Teilgraph herausfu¨hrt, verfolgt und der
daran anschließende Knoten zum Teilgraphen hinzugenommen. Eingangsgrad und Aus-
gangsgrad aller Knoten, die in den hier beschriebenen Benchmarks vorkommen, sind klei-
ner oder gleich zwei. Durch den neuen Knoten kann sich sowohl der Eingangsgrad als
auch der Ausgangsgrad des Teilgraphen um maximal eins a¨ndern (je nach Knotentyp und
ob weitere Kanten von dem bisherigen Teilgraphen zu diesem Knoten fu¨hren). Die klei-
ne Differenz zwischen Eingangsgrad und Ausgangsgrad deutet darauf hin, dass sich die
Anzahl der Eingangskanten und die der Ausgangskanten somit a¨hnlich entwickeln. Dies
ko¨nnte passieren, wenn im Durchschnitt immer abwechselnd eine Eingangskante und eine
Ausgangskante zur Erweiterung des Graphen benutzt werden.
Der Effekt der a¨hnlichen Eingangs- und Ausgangsgrade wird weiterhin dadurch versta¨rkt,
dass von zwei Teilgraphmengen von beiden Eltern jeweils ein Teilgraph ausgewa¨hlt wird.
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Diese beiden ausgewa¨hlten Graphen mu¨ssen in der Anzahl der Eingangskanten und Aus-
gangskanten identisch sein. Wenn nun in beiden Teilgraphmengen die Wahrscheinlichkeit
fu¨r a¨hnliche Eingangs- und Ausgangsgrade relativ hoch ist, multiplizieren sich entspre-

























































Abbildung 6.12: Prozentuale Fehlerrate bei verschiedenen Eingangs-
und Ausgangsgraden der einzuf ¤ugenden Teilgraphen beim Crossover
f ¤ur das azyklische Klassikations-Problem
Die Abbildungen 6.12 und 6.13 zeigen fu¨r das azyklische Klassifikations-Problem mit maxi-
mal 20 Knoten qualitativ a¨hnliche Resultate wie die Abbildungen 6.10 und 6.11 fu¨r Nofit 1






















































Abbildung 6.13: Absolute H¤augkeit des Auftretens verschiedener
Eingangs-/Ausgangsgrad-Kombinationen beim azyklischen Klassika-
tions-Problem mit maximal 20 Knoten
In beiden Beispielen wird deutlich, dass acycCrossover besser als der Operator generalCros-
sover ist. Die Fehlerraten steigen bei acycCrossover durch eine Erho¨hung des Eingangs-
oder Ausgangsgrades bei weitem nicht so steil an wie bei generalCrossover. In Abbildung
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6.12 nimmt die Fehlerrate fu¨r generalCrossover mit 81 Prozent ihren ho¨chsten Wert beim
Eingangs-/Ausgangsgrad (4,3) an, fu¨r acycCrossover mit 25 Prozent bei (3,3).
Bei dem fu¨r beide Operatoren komplizierterem Testproblem Nofit 1 zeigt sich, dass gene-
ralCrossover bereits bei sehr kleinen Eingangs- und Ausgangsgraden der Teilgraphen be-
tra¨chtliche Fehlerraten besitzt, wa¨hrend die Rate bei acycCrossover erst mit steigendem Grad
langsam zunimmt und dann auch nicht den Grad von generalCrossover erreicht.
An diesem Beispiel werden zwei Vorteile von acycCrossover gegenu¨ber generalCrossover
deutlich:
1. Auf der einen Seite hat acycCrossover fu¨r kleine Eingangs- und Ausgangsgrade eine
relativ niedrige Fehlerrate. Da gerade solche Kombinationen vom Algorithmus zur
Auswahl der Teilgraphen pra¨feriert werden (siehe Abbildung 6.11), hat der Operator
insgesamt eine ho¨here Erfolgsrate als generalCrossover.
2. Auch fu¨r gro¨ßere Eingangs- und Ausgangsgrade liegt die Fehlerrate von acycCrosso-
ver in allen untersuchten Benchmarks unter der von generalCrossover. Somit wird der
Abstand zwischen den Erfolgsraten der beiden Operatoren – zusa¨tzlich zu Punkt 1 –
noch weiter vergro¨ßert.
6.4.3 Das Artificial-Ant-Problem
Zur Untersuchung des Verhaltens der verschiedenen Crossover-Operatoren bei Testpro-
blemen mit zyklischen GP-Graphen wurde das Problem Artificial Ant on the Santa Fe´ Trail
verwendet, die verwendeten GP-Parameter wurden bereits in den Tabellen 6.3 bis 6.5 auf-
gefu¨hrt. Da der Operator acycCrossover ausschließlich fu¨r azyklische Graphen ausgelegt ist,
wurde auf eine Untersuchung bezu¨glich dieses Testproblems verzichtet.
Abbildung 6.14 zeigt die Ergebnisse der beiden Operatoren, in Tabelle 6.10 sind die Raten
fu¨r den Erfolg im ersten Crossover-Versuch dargestellt.
Beide Operatoren sind in der Lage, in fast allen Fa¨llen bei allen Graphgro¨ßen nach spa¨te-
stens fu¨nf Versuchen einen den Definitionen gerechten GP-Graphen zu erzeugen.
Die Ergebnisse fu¨r das erfolgreiche Erzeugen eines GP-Graphen im ersten Versuch liegen
deutlich u¨ber den Ergebnissen, die die beiden Operatoren fu¨r die bisher vorgestellten azy-
klischen Benchmarks erzielen konnten. Bei kleinen Graphen mit maximal 20 Knoten ist
randomCrossover geringfu¨gig besser, bei gro¨ßeren Graphen ist generalCrossover um bis zu 5
Prozent besser.
Diese Unterschiede sind allerdings zu gering, um einem der beiden Operatoren eine bessere
Funktionsweise zu bescheinigen.
Die Fehlerraten beider Operatoren fu¨r verschiedene Eingangs-/Ausgangsgrad-
Kombinationen bei maximal 50 Knoten (Abbildung 6.15) liegen deutlich unter denen
der azyklischen Tests. Bei randomCrossover ist eine leichte Erho¨hung der Fehlerrate
bei einer Erho¨hung der Eingangs- oder Ausgangskante zu erkennen, diese fa¨llt aber
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Abbildung 6.14: Erfolgsh¤augkeiten der Crossover-Operatoren beim
Testproblem Articial Ant, gemittelt ¤uber jeweils 60 L ¤aufe.
randomCrossover
Size 20 50 100 150
Max. 93.4% 91.8% 89.9% 89.5%
Min. 71.5% 69.8% 71.2% 66.7%
Avg. 83.3% 81.6% 80.3% 79.5%
Sd. 4.3 4.0 4.1 4.3
generalCrossover
Size 20 50 100 150
Max. 91.5% 91.6% 91.1% 92.1%
Min. 69.1% 68.8% 60.3% 75.6%
Avg. 81.8% 85.4% 85.4% 84.8%







Tabelle 6.10: Die Erfolgsh¤augkeit der Operatoren im ersten Versuch 
bezogen auf einzelne GP-L ¤aufe bei Articial Ant
wesentlich flacher aus als zum Beispiel bei Nofit 1. Selbst bei den gro¨ßten Eingangs-
/Ausgangskombinationen, die wa¨hrend der Testla¨ufe in mindestens einem tausendstel
alle Crossover-Versuche verwendet wurden, stieg die Fehlerrate nie u¨ber 35 Prozent.
Bei generalCrossover sind die Werte noch gu¨nstiger. Die Fehlerraten stiegen hier nie u¨ber 25
Prozent – es ist kein Anwachsen der Fehlerrate bei ho¨heren Eingangs- oder Ausgangsgra-
den zu erkennen.
Auch bei gro¨ßeren GP-Graphen erho¨ht sich die Fehlerrate nur unwesentlich – im Gegensatz
zu dem Verhalten bei den vorgestellten azyklischen Problemen. Abbildung 6.16 entha¨lt die
Fehlerraten fu¨r Graphen mit bis zu 150 Knoten.






















































Abbildung 6.15: Prozentualer Fehler bei verschiedenen Eingangs- und
Ausgangsgraden der einzuf ¤ugenden Teilgraphen beim Crossover f ¤ur




















































Abbildung 6.16: Prozentualer Fehler bei verschiedenen Eingangs- und
Ausgangsgraden der einzuf ¤ugenden Teilgraphen beim Crossover f ¤ur
das Articial Ant-Problem mit maximal 150 Knoten
Beide Operatoren haben auf den getesteten zyklischen Elter-Graphen gute Ergebnisse er-
zielen ko¨nnen, wobei generalCrossover bei etwas gro¨ßeren GP-Graphen geringfu¨gig besser
abschneiden konnte.
Bei randomCrossover sind alle mo¨glichen Anbindungen des Teilgraphen an den Hauptgra-
phen gleichwahrscheinlich. Bei einer entsprechenden Zahl von Einga¨ngen und Ausga¨ngen
des Teilgraphen fu¨hrt eine mehrmalige Ausfu¨hrung des Operators somit in der Regel zu
unterschiedlichen Graphen. Bei generalCrossover hingegen sind die Wahrscheinlichkeiten
fu¨r alle mo¨glichen GP-Graphen, die nach Definition 3.1 und der Typisierung der Knoten in
Frage ka¨men, ungleichma¨ßig verteilt. Einige ko¨nnen in den meisten Fa¨llen sogar gar nicht
erzeugt werden.
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6.4.4 Baumprobleme
Wie zu erwarten war, hatte keiner der drei Crossover-Operatoren Probleme, aus zwei
Ba¨umen einen neuen zu erstellen.
Alle Ba¨ume, die bei einem Crossover-Versuch mit einem der drei Operatoren erstellt wer-
den, genu¨gen einerseits automatisch der GP-Graph-Definition, andererseits ist es durch die
Baumstruktur unmo¨glich, durch das Verbinden von Haupt- und neuem Teilgraphen Zy-
klen zu erzeugen.
Die einzige Mo¨glichkeit fu¨r das Scheitern der Crossover-Operatoren besteht darin, dass
kein Teilgraphpaar gefunden werden kann, das nach dem Einsetzen des Teilgraphen des
einen Elter in den anderen, die maximale Gro¨ße eine Individuums eingehalten ha¨tte.
Tests mit dem 2-Klassifikations-Problem auf Baumstrukturen haben gezeigt, dass dieser Fall
so gut wie nie eintritt und alle drei Algorithmen somit problemlos einsetzbar sind.
Sollen GP-Probleme mit Baum-Strukturen gelo¨st werden, stehen neben den hier beschrie-
benen Crossover-Methoden ebenfalls die traditionellen Varianten zur Verfu¨gung, die aus
KOZAs baumbasierten GP-Ansatz hervorgingen. Die Ba¨ume, die mit KOZAs urspru¨ngliche
Baum-Crossover erzeugt werden, sind allerdings nur eine Untermenge der Ba¨ume, die mit
den drei hier vorgestellten Verfahren erzeugt werden.
Abbildung 6.17: Ein Crossover zweier B¤aume, der erst durch den
graphbasierten Ansatz m¤oglich wird.
Wa¨hrend bei KOZA nur komplette Teilba¨ume ausgetauscht werden ko¨nnen, sind alle drei
hier vorgestellten Operatoren durch den graphbasierten Ansatz in der Lage, auch Teile ei-
nes Teilbaums zu entnehmen und in den anderen Baum einzufu¨gen. Dies wird in Abbil-
dung 6.17 verdeutlicht.
6.4.5 Vergleich der Laufzeiten
Abbildung 6.18 gibt einen Vergleich u¨ber die Laufzeiten der verschiedenen Operatoren.
Alle Benchmarks wurden auf PCs mit AMD Athlon 900Mhz-Prozessoren durchgefu¨hrt,
alle Zahlenangaben stehen fu¨r die durchschnittliche Laufzeit eines GP-Laufs in CPU-
Sekunden.1
1Die Laufzeiten fu¨r die Benchmarks mit maximal 20 Knoten wurden nicht aufgefu¨hrt, da sie tendenziell mit
denen fu¨r 50 Knoten u¨bereinstimmen.
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Abbildung 6.18: Durchschnittliche Laufzeiten der Testl ¤aufe in Sekunden
Bei den drei Benchmarks Klassifikation – azyklisch, Klassifikation – Baumstruktur und Artificial
Ant sind alle drei Operatoren a¨hnlich gut, wobei randomCrossover ha¨ufig etwas schneller ist,
als die beiden anderen.
Bei den beiden ku¨nstlichen Benchmarks Nofit 1 und Nofit 2 ist hingegen der Operator Nofit
2 der mit Abstand schnellste. Dieses, auf den ersten Blick ungewo¨hnliche Verhalten soll im
Folgenden na¨her untersucht werden.
Alle drei Crossover-Operatoren bestehen aus drei Teilen,
1. dem Ermitteln und Auswa¨hlen von Teilgraphen,
2. der Kantenzuordnung und
3. dem Zusammenfu¨gen der zwei Graphen zu einem neuen.
Der erste und der dritte Teil sind bei allen Operatoren identisch. Bei randomCrossover muss
nach dem dritten zusa¨tzlich u¨berpru¨ft werden, ob der erstellte Graph alle Anforderungen
erfu¨llt. Die unterschiedlichen Laufzeiten kommen somit durch die Implementierung der
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Kantenzuordnung und der Anzahl der Crossover-Versuche wa¨hrend eines GP-Laufs zu-
stande.
Die rechenintensivste Komponente aller Operatoren ist das Erzeugen der mo¨glichen Teil-
graphen. Bedingt durch die gewa¨hlten Datenstrukturen wird fu¨r jeden neuen Teilgraphen
in quadratischer Laufzeit jede noch freie Kante des zuletzt ermittelten Teilgraphen mit je-
dem Knoten des Graphen verglichen, wobei die in dieser Schleife liegende Funktion nur
sehr wenig Rechenzeit beno¨tigt. Somit braucht diese Routine bei kleinen Graphen insge-
samt nur sehr wenig Rechenzeit, kann aber bei großen Graphen durch die kubische Laufzeit
sehr langsam werden.
Die Kantenzuordnung bei randomCrossover ist durch die einmalige, zufa¨llige Auswahl der
Kanten die schnellste Zuordnung. Die beiden u¨brigen Verfahren beinhalten Komponenten
mit quadratischer Laufzeit zur Anzahl der Eingangs- und Ausgangskanten des Teilgra-
phen. Hierdurch werden sie bei entsprechender Anzahl von Eingangs- und Ausgangskan-
ten deutlich langsamer als randomCrossover. Allerdings sind sie in diesen Fa¨llen wiederum
deutlich schneller als eine Ermittlung neuer Teilgraphen, wie sie im Falle eines fehlgeschla-
genen Crossover-Versuchs vorgenommen wird.
Es ergeben sich somit folgende Punkte, mit denen die Ergebnisse aus Abbildung 6.18 erkla¨rt
werden ko¨nnen.
• Fu¨r kleine Graphen kann es schneller sein, viele Crossover mit randomCrossover durch-
zufu¨hren, als mit den beiden anderen Verfahren. Diese haben zwar quadratisches
Laufzeitverhalten in der Kantenzuordnung – im Gegensatz zum kubischen in der Teil-
graphbestimmung, sie mu¨ssen aber in den einzelnen Schleifendurchla¨ufen wesentlich
mehr rechnen.
• Fu¨r große Graphen kann ein Operator mit deutlich ho¨heren Erfolgsraten als random-
Crossover besser sein als dieser, da die quadratische Laufzeit in der Kantenzuordnung
in diesem Fall ku¨rzer ist, als die sehr ha¨ufige Ausfu¨hrung der Teilgraphbestimmung
beim randomCrossover
Wie in den Abbildungen 6.8 und 6.9 zu sehen ist, liegt die Erfolgsrate von acycCrossover bei
Nofit 1 und Nofit 2 deutlich ho¨her als die der anderen beiden Verfahren. Dies bedeutet, dass
die Routine zur Teilgraphbestimmung seltener aufgerufen werden muss1. Da die Graphen
relativ groß sind, liegt die Laufzeit von acycCrossover entsprechend unter der der anderen
Operatoren.
Das gute Abschneiden von randomCrossover beim azyklischen Klassifikations-Problem la¨sst
sich dadurch erkla¨ren, dass in diesen Fa¨llen die Graphen deutlich kleiner waren, als durch
das Maximum der erlaubten Knoten pro GP-Graph vorgegeben war. In diesem Fall wirkt
sich eine ha¨ufigere Ausfu¨hrung der Teilgraphbestimmung nicht so schlecht auf die Laufzeit
aus, wie die rechenintensivere Kantenzuordnung der beiden anderen Operatoren.
1Bei einem genauer ausgewerteten Testlauf fu¨r Nofit 2 - 150 Knoten ergaben sich 17576 Aufrufe fu¨r acycCros-
sover, 29488 fu¨r randomCrossover und 28652 fu¨r generalCrossover
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Alle u¨brigen Laufzeitunterschiede sind nicht signifikant und ko¨nnen zudem noch ungenau
sein. Es wurde zwar die Prozessorzeit zur Messung benutzt, trotzdem aber ko¨nnten noch
zusa¨tzliche Ungenauigkeiten durch das Betriebssystem in die Ergebnisse eingeflossen sein.
Eine Verbesserung der Laufzeit der Operatoren kann erreicht werden, indem der Algorith-
mus zur Bestimmung der Teilgraphen so umgeschrieben wird, dass intern andere Daten-
strukturen verwendet werden (Hashtabellen). Auf diese Weise ko¨nnte der kubische Anteil
des Programms durch einen mit quadratischer Laufzeit ersetzt werden.
Des Weiteren gelten alle in Abschnitt 4.2.9.5 angesprochenen Mo¨glichkeiten zur Verbesse-
rung des Laufzeitverhaltens.
6.4.6 Die Anzahl der mo¨glichen Nachkommen
Ein großer Unterschied zwischen den drei Crossover-Operatoren ist die Anzahl der mo¨gli-
chen Nachkommen, die aus zwei Eltern erzeugt werden ko¨nnen.
Alle drei Algorithmen ko¨nnen nur einen kleinen Teil der fu¨r zwei Eltern mit Crossover
denkbaren Nachkommen erzeugen, da nur eine kleine Teilmenge von Teilgraphen pro Elter
u¨berhaupt fu¨r einen Crossover-Versuch herangezogen werden kann (Abschnitt 4.2.9.1).
Die unterschiedlich Anzahl, welche die drei Algorithmen erzeugen ko¨nnen, gehen auf die
verschiedenen Kantenzuordnungsverfahren der Operatoren zuru¨ck.
Die gro¨ßte Anzahl verschiedener Nachkommen ist bei randomCrossover mo¨glich. Wenn der
neue Teilgraph u¨ber n Eingangskanten und m Ausgangskanten verfu¨gt, kann der Opera-
tor n!m! verschiedene Zuordnungen vornehmen, die auch der gro¨ßten mo¨glichen Anzahl
verschiedener Nachkommen fu¨r zwei vorgegebene Teilgraphen entsprechen. Die Zahl ver-
ringert sich zwangsla¨ufig dadurch, dass viele der Zuordnungen in den meisten Fa¨llen nicht
zu GP-Graphen fu¨hren, die Definition 3.1 erfu¨llen und – falls gefordert – zyklenfrei sind.
Bei acycCrossover handelt sich um ein vollsta¨ndig deterministisches Verfahren. Fu¨r zwei
Eltern wird somit immer derselbe Nachkomme erzeugt. Die einzige Ausnahme hierfu¨r ist,
wenn ein Graph in der internen Datenstruktur mehrere Repra¨sentationen hat und diese bei
der Sortierung der Kanten zu Beginn des Algorithmus dafu¨r sorgen, dass Kanten, die die
gleiche Anzahl von Verbindungen zu anderen Kanten aufweisen, in eine unterschiedliche
Reihenfolge gebracht werden (siehe Abschnitt 6.3.1).
Der Operator generalCrossover liegt mit der Anzahl erzeugbarer Individuen zwischen den
beiden u¨brigen Verfahren. Die Eingangs- und Ausgangskanten werden vor Beginn der ei-
gentlichen Zuordnung gemischt, diese erfolgt danach ebenfalls deterministisch.
Bei acycCrossover macht eine solche Randomisierung vor dem eigentlichen Start der Zuord-
nung wenig Sinn, da die Kanten zu Beginn des Algorithmus wieder sortiert wu¨rden. Es
ko¨nnte sich lediglich die Reihenfolge der Kanten a¨ndern, die bezu¨glich der der Sortierung
zugrunde liegenden Ordnung den gleichen Wert ha¨tten.
Bei generalCrossover werden die Kanten zu Beginn des Algorithmus nicht vollsta¨ndig sor-
tiert, sondern nur gema¨ß der Abschnitte 6.2.3 und 6.2.4 in verschiedene Klassen eingeteilt.
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Innerhalb dieser Klassen kann durch die vorangegangene Randomisierung die Reihenfolge
der Kanten bei verschiedenen Versuchen unterschiedlich sein und somit zu verschiedenen
Nachkommen fu¨hren.
Wenn fu¨r ein Testproblem die Erfolgsraten zweier der Crossover-Operatoren gleich sind
und die Laufzeiten sich ebenfalls nur um akzeptable Faktoren unterscheiden, sollte auf je-
den Fall der Operator benutzt werden, der fu¨r ein Teilgraphpaar mehr verschiedene Nach-
kommen generieren kann, also randomCrossover an Stelle von generalCrossover und dieser
wiederum eher als acycCrossover. Auf diese Weise ist eine bessere Durchdringung des Such-
raums mo¨glich.
6.4.7 Zusammenfassung
In diesem Kapitel wurden zwei neue Crossover-Operatoren eingefu¨hrt. Anhand mehrerer
Benchmarks wurde das Verhalten aller drei Crossover-Operatoren untersucht und bewer-
tet.
Es wurde der Operator generalCrossover vorgestellt, ein Crossover-Operator, der auf al-
len Graphstrukturen eingesetzt werden kann und zu etwas besseren Ergebnissen als ran-
domCrossover fu¨hrt. Er erreicht dies, indem vor jeder einzelnen Kantenzuordnung u¨ber-
pru¨ft wird, ob durch sie die Erfu¨llung der geforderten GP-Graph-Eigenschaften unmo¨glich
wu¨rde. Allerdings kommt der Operator mit unterschiedlichen azyklischen Graphen nicht
immer gleichgut zurecht. Des Weiteren skaliert er nur ungenu¨gend, wenn die Anzahl der
Eingangskanten und Ausgangskanten des einzufu¨genden Teilgraphen wa¨chst.
Als dritter Operator wurde acycCrossover vorgestellt. Er funktioniert nur auf azyklischen
Graphstrukturen und ist den anderen Operatoren hier deutlich u¨berlegen. Dies wird
dadurch erreicht, dass ausschließlich auf Zyklenvermeidung geachtet wird und hierbei
zusa¨tzlich zuerst Kantenzuordnungen ausprobiert werden, fu¨r welche die Erzeugung von
Zyklen am unwahrscheinlichsten ist.
Die Laufzeit, die fu¨r einen Crossover beno¨tigt wird, ha¨ngt bei großen Graphen
hauptsa¨chlich von der Bestimmung der Teilgraphen ab, die bei allen Verfahren gleich
realisiert wurde. In diesem Fall werden Operatoren umso schneller, je ho¨her ihre Erfolgsra-
te ist und je seltener sie somit neue Teilgraphen suchen mu¨ssen.
Bei kleinen Graphen liegt die Hauptrechenzeit in der Kantenzuordnung. Hier ist random-
Crossover schneller als die anderen Operatoren und kann durch die in linearer Zeit erfol-
gende Kantenzuordnung, die durch die niedrigere Erfolgsrate bedingte ha¨ufigere Wieder-
holung des Operators teilweise kompensieren.




Zu Beginn eines GP-Laufs werden allen genetischen Operatoren Wahrscheinlichkeiten zu-
geordnet, mit denen sie im Verlauf der Evolution eingesetzt werden. Bei den in Kapitel 5
durchgefu¨hrten Benchmarks wurden sie weitestgehend gleichgesetzt1.
In diesem Kapitel werden verschiedene adaptive Anpassungsverfahren betrachtet, mit de-
nen die Wahrscheinlichkeiten wa¨hrend eines GP-Laufs angepasst werden ko¨nnen. Zusa¨tz-
lich wird ein erweitertes Auswahlverfahren fu¨r die genetischen Operatoren vorgestellt, das
vor der Betrachtung der Wahrscheinlichkeiten untersucht, ob Operatoren mit dem aktuell
betrachteten Individuum u¨berhaupt neue Graphen erzeugen ko¨nnen.
Ein Teil der hier vorgestellten Verfahren wurde bereits in [80] beschrieben. Zur Zeit der
Vero¨ffentlichung verfu¨gte das GP-System u¨ber keinen Crossover-Operator und es wurden
nur zwei Testprobleme betrachtet. Aus diesem Grund sind alle Versuche mit dem jetzt ak-
tuellen GP-System GGP wiederholt. Zusa¨tzlich wurden weitere Fragestellungen in die Un-
tersuchung miteinbezogen.
7.1 Auswahlverfahren der Operatoren wa¨hrend eines GP-Laufs
Die Operatorwahrscheinlichkeiten sind Teil der Initialisierungsparameter des GP-Systems.
Jedem der n Operatoren Opi aus Op1, . . . ,Opn wird bei der Initialisierung des Laufs ein
Wert pi zwischen 0 und 100 zugewiesen. Diese Werte entsprechen den prozentualen Wahr-
scheinlichkeiten, mit denen die einzelnen Operatoren verwendet werden, da bei der Er-
zeugung eines neuen Individuums genau ein Operator beno¨tigt wird. Die Auswahl der
Operatoren bei der Individuenmutation erfolgt nun proportional zu den Werten p i. Es gilt∑n
i=1 pi ≤ 100. Ist die Summe kleiner als 100, so wird der verbliebene Prozentsatz durch Re-
plikation abgedeckt. Bei den im Folgenden vorgestellten Verfahren wird vor einer Mutation
1Ausnahmen waren die Fa¨lle, in denen einzelne Operatoren gar nicht benutzt oder nur fu¨r das einmalige
Beseitigen u¨berflu¨ssiger Knoten beno¨tigt wurden
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ein neuer Parametersatz errechnet, der anstelle der urspru¨nglichen Werte fu¨r die Operator-
wahl herangezogen wird.
7.2 Beschreibung der Adaptationsverfahren
In der Literatur sind verschiedene Arten der Adaptation bekannt. Zur besseren Einordnung
der hier vorgestellten Verfahren wird zuna¨chst in Abschnitt 7.2.1 eine Einordnung der ver-
schiedenen Ansa¨tze geschildert. Ab Abschnitt 7.2.2 werden die Verfahren zur Adaptation
der Operatorwahrscheinlichkeiten vorgestellt und anhand von Abschnitt 7.2.1 eingeordnet.
7.2.1 U¨bersicht
Die hier vorgestellte Einordnung verschiedener Adaptationstechniken wurde von ANGE-
LINE 1995 vero¨ffentlicht. Eine entsprechend ausfu¨hrlichere U¨bersicht befindet sich in [4].
Adaptive Verfahren im Bereich der Evolutiona¨ren Algorithmen lassen sich in drei verschie-
dene Gruppen einteilen. Zuna¨chst ko¨nnen Verfahren Adaptationen auf der Populations-
ebene vornehmen. Dies ko¨nnte eine A¨nderung der Individuenrepra¨sentation sein oder po-
pulationsweite Wahrscheinlichkeitsa¨nderungen fu¨r die Benutzung bestimmter genetischer
Operatoren. Beispiele fu¨r Operatorwahrscheinlichkeitsadaptation sind die 1/5-Erfolgsregel
bei den Evolutionsstrategien [103] oder eine populationsweite Anpassung der Wahrschein-
lichkeiten bei der Genetischen Programmierung [124] sowie, ebenfalls bei GP, der Prozent-
satz mit dem innere Knoten bzw. Bla¨tter beim Crossover ausgewa¨hlt werden [5]. Anpassun-
gen der Individuenrepra¨sentation finden sich fu¨r Genetische Algorithmen unter anderem
in [105, 101, 120]. Bei der Genetischen Programmierung ko¨nnen aus Teilba¨umen, die sich
im Lauf der Evolution als sinnvoll erwiesen haben, neue Funktionen erzeugt werden, die
dann durch einen Knoten repra¨sentiert werden ko¨nnen [94, 3].
Die zweite Gruppe adaptiver Verfahren bezieht sich auf einzelne Individuen. Die anzupas-
senden Parameter sind in diesem Fall genau einem Individuum zugeordnet. Der Vorteil
dieser Methode besteht darin, dass sich einzelne Individuen in unterschiedlichen Berei-
chen des Suchraums befinden ko¨nnen und in diesen fu¨r einen Fortschritt unterschiedliche
Parameterwerte no¨tig sind. Bei den Genetischen Algorithmen kann zum Beispiel fu¨r jedes
Individuum ein Parameter angegeben werden, der die Stelle des na¨chsten Crossover fest-
legt [102]. Bei baumorientierten Verfahren kann der genetische Operator in Abha¨ngigkeit
der Tiefe des Baumes gewa¨hlt werden [54]. Die Adaptation erfolgt somit nicht u¨ber einen
expliziten Parameter, sondern wird implizit durch das Genom des Individuums vorgege-
ben.
Der dritte Ansatzpunkt fu¨r Adaptation ist die Komponentenebene, also ein Teil eines In-
dividuums. Am bekanntesten sind hier die Strategieparameter der Evolutionsstrategien,
die fu¨r jede einzelne Komponente eines Individuums vorhanden sein ko¨nnen [103]. In der
Genetischen Programmierung existieren Crossover-Operatoren, bei denen fu¨r jeden Kno-
ten eines Baumes eine Wahrscheinlichkeit mitgefu¨hrt wird, mit der ein Crossover an genau
dieser Stelle stattfindet [6].
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Ein zweites Kriterium zur Unterscheidung adaptiver Verfahren ist die Art der Parameterbe-
rechnung. Es werden absolute und selbstadaptive Verfahren unterschieden. Die erste Grup-
pe umfasst alle Ansa¨tze, bei denen die Parameter aufgrund fest vorgegebener Regeln va-
riiert werden. In der zweiten Gruppe unterliegen die Parameter selbst wieder einem evo-
lutiona¨ren Prozess. Ein Beispiel fu¨r den Unterschied ist die Anpassung der Schrittweiten
bei Evolutionsstrategien. Dies kann entweder selbstadaptiv [103] oder absolut u¨ber eine
Kovarianzmatrix-Adaptation [39] erfolgen.
7.2.2 Population-Level Dynamic Probabilities (Pdp)
Das erste Adaptationsverfahren, das hier vorgestellt werden soll, beru¨cksichtigt die bishe-
rigen Erfolge aller genetischen Operatoren innerhalb des GP-Laufs. Als Erfolg gilt es, wenn
durch die Variation mit einem genetischen Operator ein Individuum erzeugt wurde, das
eine bessere Fitness hat, als das Individuum, aus dem es hervorgeht. Beim Crossover muss
die Fitness besser sein als die beider Eltern.
Fu¨r jeden Operator i wird ein Quotient aus der Anzahl der Erfolge success i zum Quadrat
und der Anzahl der Anwendungen usedi gebildet1. Anstelle des initialen Werts pi wird die
Operatorwahrscheinlichkeit proportional zu diesen Quotienten bestimmt.
Wu¨rde ausschließlich dieses Verfahren benutzt, wa¨ren zu Beginn eines GP-Laufs alle Quo-
tienten gleich Null. Dies wu¨rde bedeuten, dass kein Operator ausgewa¨hlt werden ko¨nnte.
Wu¨rde außerdem der Quotient eines Operators wa¨hrend eines GP-Laufs durch sta¨ndigen
Misserfolg so klein, dass er nicht mehr ausgewa¨hlt wu¨rde, ko¨nnte der Quotient nicht mehr
vergro¨ßert werden, selbst wenn der Operator zu einem spa¨teren Zeitpunkt deutlich besse-
ren Einfluss auf die Evolution ha¨tte. Aus diesen beiden Gru¨nden wird das oben beschriebe-
ne Verfahren nur in 80 Prozent aller Fa¨lle angewandt. In den verbliebenen 20 Prozent wird
einer der genetischen Operatoren gleichverteilt ausgewa¨hlt.
Bei n Operatoren und Quotienten der Form ri =
success2i
usedi
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Die Anzahl der Erfolge geht quadratisch in den Quotienten ein, da der Unterschied zwi-
schen Erfolgszahl successi und Anwendungszahl usedi eines Operators wesentlich ho¨her ist
als die der Erfolgszahlen verschiedener Operatoren untereinander. Werden alle Operatoren
ungefa¨hr gleich oft angewendet, wu¨rde eine nicht-quadratischer success-Wert im Za¨hler so-
mit zu anna¨hernd gleichen Quotienten bei allen Operatoren fu¨hren.
7.2.3 Fitness Based Dynamic Probabilities (Fbdp)
Dem Fbdp-Adaptationsverfahren liegt die U¨berlegung zu Grunde, dass Operatoren, die sich
bei einem bestimmten Graphen als erfolgreich erwiesen haben, bei demselben oder a¨hnli-
1Um nicht durch null zu teilen, wird usedi immer mit eins initialisiert
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chen Graphen Erfolg versprechender sind als genetische Operatoren, die auf diesem Gra-
phen nur Misserfolge vorzuweisen haben. Zur Realisierung dieser U¨berlegung wird eigent-
lich ein A¨hnlichkeitsmaß auf Graphen, also dem Genotyp eines Individuums beno¨tigt. Da
dieses aber nicht vorliegt, wird statt dessen der Pha¨notyp in Form des Fitnesswerts eines
Individuums verwendet.
Wenn im GP-Lauf ein Operator Erfolg hat, wird die Fitness des Elter-Individuums (beim
Crossover die Fitness des besseren Elter) zusammen mit einem Verweis auf den verwen-
deten Operator in ein nach Fitnesswerten sortiertes Feld geschrieben. Wird nun spa¨ter zur
Bestimmung eines zu verwendenden genetischen Operators ein neuer Parametersatz pˆi ge-
sucht, wird die Fitness des Elterindividuums in dem sortierten Feld gesucht und die 100
Elemente des Feldes betrachtet, die dieser Position bezu¨glich der Fitnessdifferenz zwischen
neuem Individuum und Feldelement am na¨chsten liegen. Aus den Ha¨ufigkeiten der bei
diesen 100 Elementen verwendeten Operatoren ergeben sich die neuen pˆ-Werte.
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Abbildung 7.1: Beispiel zur Berechnung neuer Operatorwahrscheinlich-
keiten nach dem Fbdp-Verfahren
Abbildung 7.1 zeigt ein Beispiel fu¨r dieses Verfahren. Aus Gru¨nden der U¨bersicht werden
statt 100 nur die na¨chsten vier Elemente betrachtet. Die Summe der pˆ-Werte liegt somit nicht
bei 100, sondern ebenfalls bei vier.
Wird das beste Individuum variiert, sind die 100 Fitnesswerte des Feldes alle nicht bes-
ser als der eigene. Es werden zur Auswahl des genetischen Operators demnach nur vor-
angegangene Mutationen betrachtet, die Individuen mit schlechterer Fitness als Elter-
Individuen verwendeten. Fu¨r das neue Individuum ko¨nnte daher ein anderer genetischer
Operator no¨tig sein, als fu¨r die vorigen. Damit dieser benutzt werden kann, obwohl er bei
den 100 na¨chstgelegenen Feldern nicht auftaucht, wird die neue Wahrscheinlichkeitsvertei-
lung fu¨r die genetischen Operatoren – wie im Pdp-Fall auch (Abschnitt 7.2.2) – nur zu 80
Prozent aus den eben berechneten pˆ-Werten gewa¨hlt und zu 20 Prozent gleichverteilt aus
allen Operatoren.
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7.2.4 Individual-Level Dynamic Probabilities (Idp)
Das dritte adaptive Verfahren berechnet die Wahrscheinlichkeiten auf dem Individuen-
Level. was bedeutet, dass die Operatorwahrscheinlichkeiten fu¨r ein Individuum sich aus
diesem zugeordneten Parametern ergeben.
Wurden beim Pdp-Verfahren noch alle wa¨hrend des Laufs durchgefu¨hrten Mutationen fu¨r
die Berechnung der neuen Operatorwahrscheinlichkeiten herangezogen, so berechnen sich
diese jetzt aus den Mutationen, die bereits mit diesem Individuum durchgefu¨hrt wurden.
Zusa¨tzlich gehen die Parametersa¨tze der Vorfahren in abgeschwa¨chter Form ebenfalls in
die Berechnung ein.
Zu jedem Individuum j gibt es fu¨r jeden genetischen Operator i einen Za¨hler cnt ij, der an-
gibt, wie oft hintereinander auf dieses Individuum der Operator j angewendet wurde und
nicht zu einer Fitnessverbesserung fu¨hrte. Sobald eine Anwendung des Operators zu einem
Erfolg fu¨hrt, wird der Za¨hler auf Eins zuru¨ckgesetzt. Die Operatorwahrscheinlichkeiten be-
rechnen sich nun aus den Verha¨ltnissen der Za¨hlersta¨nde der genetischen Operatoren un-
tereinander, wobei gro¨ßere Za¨hler fu¨r geringere Wahrscheinlichkeiten stehen. Ist ein Ope-
rator also schon ha¨ufig gescheitert, ist die Wahrscheinlichkeit fu¨r seine Benutzung geringer
als die eines Operators, der gerade bei demselben Individuum eine Fitnessverbesserung
erzeugt hat.
Um das Aussterben eines Operators fu¨r ein bestimmtes Individuum auszuschließen, wer-
den die Wahrscheinlichkeiten auch in diesem Fall zu 20 Prozent gleichverteilt und nur zu
den verbliebenen 80 Prozent mit dem hier beschriebenen Verfahren bestimmt.
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cntkj .
Der vordere Summand steht hierbei fu¨r die 20 Prozent gleichverteilten Wahrscheinlichkeits-
werte und der Term cmax − cntij sorgt dafu¨r, dass den kleinsten Za¨hlersta¨nden die ho¨chsten
Wahrscheinlichkeiten zugeordnet werden. Der Rest des zweiten Summanden sorgt dafu¨r,
dass die Summe der pˆ-Werte mo¨glichst nahe an 100 liegt1.
Das Erzeugen neuer Individuen erfolgt beim Idp-Verfahren nach folgendem Prinzip:
1. Wenn eine Selektion stattgefunden hat, wird das Sieger-Individuum j an die Stelle des
Verlierer-Individuums k kopiert und es werden die pˆ-Werte des Siegers ermittelt.
2. U¨ber die pˆ-Werte wird ein Operator i zur Variation des kopierten Individuums k aus-
gewa¨hlt und angewendet.
3. Es wird die Fitness des neu erzeugten Nachkommens ermittelt.
1Wie bereits fru¨her erla¨utert, benutzt GGP nur ganze Zahlen als pˆ-Werte.
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4. Der zum verwendeten Operator i des Elter-Individuums j geho¨rende Za¨hler cnt ij wird
angepasst. Hat das neue Individuum eine bessere Fitness als der Vorfahre, wird der
Za¨hler auf eins gesetzt, ansonsten wird er um eins erho¨ht.
5. Der Nachkomme k erbt die Za¨hlersta¨nde des Elter-Individuums j, wobei alle Za¨hler












6. Wird als Operator Crossover ausgewa¨hlt, bei dem das neue Individuum sowohl aus
dem Genom des Turniergewinners als auch des Verlierers besteht, werden trotzdem
nur die Za¨hler des Siegers beru¨cksichtigt.
Die Za¨hlersta¨nde werden nicht unvera¨ndert von Eltern weiter vererbt, da die Nachkom-
men sich von Generation zu Generation mehr vom Urahn unterscheiden und somit Opera-
toren, die bei diesem gut/schlecht waren, sich bei Nachkommen deutlich anders verhalten
ko¨nnen.
7.2.5 Vergleichsparametrisierungen
Zur Beurteilung der drei vorgestellten Verfahren werden zwei weitere Parametrisierungen
zum Vergleich herangezogen und anhand der Testprobleme aus Kapitel 5 untersucht. In
beiden Fa¨llen werden die Wahrscheinlichkeiten zu Beginn eines Laufs einmalig festgelegt
und danach nicht mehr vera¨ndert. Zum einen werden die in Kapitel 5 verwendeten Stan-
dardparametrisierungen fu¨r die Operatorwahrscheinlichkeiten verwendet, die in den fol-
genden Diagrammen als Std bezeichnet werden. Zum anderen wird eine Zufallsparametri-
sierung Rnd vorgenommen, die hier na¨her erla¨utert werden soll:
Wenn in einem GP-Lauf n verschiedene genetische Operatoren eingesetzt werden, jeder
zugeho¨rige pˆi-Wert zwischen 0 und 100 liegen muss und die Summe aller pˆ-Werte 100 sein
soll, so gibt es (n+99)!100!(n−1)! unterschiedliche Parametrisierungen mit ganzen Zahlen. Zu Beginn
eines GP-Laufs wird eine davon ausgewa¨hlt, alle sind dabei gleich wahrscheinlich.
7.3 Ergebnisse der Adaptationsverfahren
Zu jedem der drei adaptiven Verfahren (Pdp, Fbdp und Idp) und den zwei Vergleichsparame-
trisierungen (Std und Rnd) wurden fu¨r alle Testprobleme (Polynom, Two-Boxes, Sinus, Klas-
sifikation, Artificial Ant und Lawnmower) aus Kapitel 5 jeweils 200 La¨ufe durchgefu¨hrt. Die
Parametrisierungen entsprachen denen aus Abschnitt 5, die Operatorwahrscheinlichkeiten
wurden gema¨ß den in diesem Kapitel beschriebenen Verfahren gewa¨hlt. In den Abbildun-
gen 7.2 bis 7.7 sind die jeweils besten Fitnesswerte aller La¨ufe dargestellt. Zur besseren
U¨bersicht wurden die jeweils 200 Werte einer Adaptationsvariante zu einem Testproblem
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der Gro¨ße nach sortiert, so dass Unterschiede zwischen den Verfahren besser zu erkennen
sind.
Die in Abbildung 7.2 dargestellten Vergleichsla¨ufe zum Polynom-Problem zeigen, dass die
drei adaptiven Verfahren in diesen Experimenten im Durchschnitt geringfu¨gig besser sind,
als die zufa¨llige oder gleichverteilte Operatorwahl. Ein Wilcoxon-Rangsummentest konnte
fu¨r ein Konfidenzniveau von 99 Prozent jedoch keine signifikanten Unterschiede zwischen
den Ergebnissen der einzelnen Verfahren feststellen, so dass ein Schluss von den 200 Expe-
rimenten auf den allgemeinen Fall nicht mo¨glich ist. Die in der linken Grafik abgebildeten
Fitnesswerte sind alle relativ nahe am Optimum. Es zeigt sich somit, dass das Testproblem




















Std 0 0.01971 0.00089
Pdp 0 0.00784 0.00079
Fbdp 0 0.01497 0.00085
Idp 0 0.01282 0.00070
Rnd 0 0.0258 0.00110
Abbildung 7.2: Die Ergebnisse der Testl ¤aufe zum Polynom-Problem
Beim Sinus-Problem, dessen Ergebnisse in Abbildung 7.3 zusammengefasst sind, ergibt sich
ebenfalls kein klares Bild. Wa¨hrend die gleichverteilte Operatorwahl (Std) im Durchschnitt
die besten Ergebnisse erzielen konnte, wurde die insgesamt beste Lo¨sung mit dem Pdp-
Verfahren evolviert. Betrachtet man wiederum das jeweils schlechteste Ergebnis der 200
La¨ufe, so war das Ergebnis des Idp-Verfahrens von diesen noch am besten. Ein Wilcoxon-
Rangsummentest konnte auch hier in den meisten Fa¨llen keine signifikanten Unterschiede
zwischen den einzelnen Verfahren feststellen – lediglich Std war signifikant besser als Idp
und Rnd und Fbdp ist signifikant besser als Rnd.
Fu¨r das Lawnmower-Problem ergibt sich ein signifikanter Unterschied zwischen einer
zufa¨lligen Verteilung der Operatorwahrscheinlichkeiten Rnd und allen anderen Verfahren.
In der Tabelle von Abbildung 7.4 steht in der Spalte succ. die Anzahl der La¨ufe, in denen
eine Lo¨sung des Problems gefunden wurde. Der im Vergleich zu den restlichen Verfahren
kleine Wert von 185 beim Rnd-Verfahren ist signifikant schlechter als die anderen Werte.
Dies wird von einem entsprechenden Wilcoxon-Rangsummentest besta¨tigt. Die Spalte impr.
gibt an, wie viele Fitnessauswertungen in den erfolgreichen La¨ufen durchschnittlich no¨tig




















Std 0.00013 0.19124 0.03207
Pdp 0.00008 0.21231 0.04045
Fbdp 0.00045 0.25603 0.03743
Idp 0.00025 0.15318 0.03924
Rnd 0.00042 0.24252 0.04866



















succ. impr. effort (evals)
Std 200 1835 4572 (4572)
Pdp 198 1450 4729 (2417)
Fbdp 200 1790 5382 (4572)
Idp 200 1700 4431 (4041)
Rnd 185 2576 9662 (2358)
Abbildung 7.4: Die Ergebnisse der Testl ¤aufe zum Lawnmower -Problem
waren, bis eine Lo¨sung gefunden wurde. Auch hier zeigt sich ein deutlicher Abstand zwi-
schen Std und den restlichen Verfahren, die alle wiederum recht nahe beieinander liegen.
Die effort-Spalte wird der Vollsta¨ndigkeit halber mit angegeben, sollte aber entsprechend
Abschnitt 5.4 nicht zu stark gewichtet werden.
Beim Artificial Ant-Problem erweisen sich alle adaptiven Verfahren als kontraproduktiv.
Die Tabelle aus Abbildung 7.5 zeigt, dass sowohl mit einer gleichverteilten Operatorwahl
als auch mit einer zufa¨lligen, bessere Ergebnisse erzielt werden ko¨nnen. Ein Wilcoxon-
Rangsummentest belegt, dass Std hierbei auch signifikant besser ist als alle anderen Verfah-

















succ. impr. effort (evals)
Std 85 55389 570720 (30000)
Pdp 67 50657 792887 (45000)
Fbdp 47 47745 1286922 (31000)
Idp 66 58985 854942 (28000)
Rnd 77 57818 743067 (35000)
Abbildung 7.5: Die Ergebnisse der Testl ¤aufe zum Articial Ant-Problem
ren. Eine mo¨gliche Erkla¨rung fu¨r dieses Verhalten liegt in der zerklu¨fteten Fitnesslandschaft
des Problems. In [66] zeigen LANGDON und POLI, dass GP bei diesem Problem nur unwe-
sentlich besser abschneidet als eine Zufallssuche. Beim U¨bergang von einem Graphen zu
einem weiteren mit besserer Fitness ist es offensichtlich eher sto¨rend, Operatoren zu bevor-























succ. impr. effort (evals)
Std 142 25717 61037 (4354)
Pdp 98 32092 76597 (2221)
Fbdp 93 27879 99421 (3893)
Idp 126 27784 60462 (3012)
Rnd 119 29575 78482 (2082)
Abbildung 7.6: Die Ergebnisse der Testl ¤aufe zum Two-Boxes-Problem
Das Two-Boxes-Problem liefert ein a¨hnliches Bild wie Artificial Ant. In diesem Fall kann le-
diglich das Idp-Verfahren mit der Zufallsbelegung mithalten. Die gleichverteilte Operator-
auswahl mit einer empirischen Erfolgsha¨ufigkeit von 71 Prozent ist allen anderen Verfah-
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ren u¨berlegen. Die Unterschiede sind nach einem Wilcoxon-Rangsummentest zwischen Std
und den Verfahren Fbdp, Pdp und Rnd sowie zwischen Idp und den Verfahren Fbdp und Pdp
signifikant.
Die Gemeinsamkeit von Artificial Ant und Two-Boxes liegt darin, dass kleine Vera¨nderun-
gen des Graphen oft zu sehr großen A¨nderungen in der Fitness eines Individuums fu¨hren
ko¨nnen. Bei Two-Boxes wird die vom Graphen dargestellte mathematische Formel durch
die A¨nderung eines Knotens immer stark vera¨ndert, da der Graph einerseits auf maximal
20 Knoten begrenzt ist und andererseits keine parametrisierten Knoten zur Verfu¨gung ste-
hen, die den Einfluss einzelner Knoten abschwa¨chen ko¨nnten. Beim Artificial-Ant-Problem
wiederum fu¨hrt das Einfu¨gen eines einzelnen fu¨r eine Bewegung zusta¨ndigen Knoten zu ei-
nem komplett vera¨nderten Pfad. Diese Zusammenha¨nge deuten darauf hin, dass fu¨r einen
erfolgreichen Einsatz adaptiver Verfahren bei der Operatorwahl ein stark kausaler Zusam-


















Std 0 127 35.5
Pdp 1 128 42.6
Fbdp 1 123 47.5
Idp 0 88 32.6
Rnd 0 140 42.1
Abbildung 7.7: Die Ergebnisse der Testl ¤aufe zum Klassikationspro-
blem. Die Tabelle gibt bereits die Anzahl der Fehlklassikationen an-
stelle von Fitnesswerten an.
Beim Klassifikationsproblem stellt sich bei den durchgefu¨hrten Testreihen das Idp-
Verfahren als das Beste heraus. Die Zahlen in der Tabelle von Abbildung 7.7 stehen
fu¨r die Fehlklassifikationen innerhalb der La¨ufe, im Diagramm sind die Fitnesswerte
abgetragen. Idp ist im Schnitt besser als alle anderen Verfahren, hat bei den 200 La¨ufen
Individuen gefunden, die alle Daten des Problems richtig klassifizieren und die besten
Individuen der schlechtesten La¨ufe waren deutlich besser als bei den restlichen Verfahren.
Ein Wilcoxon-Rangsummentest hat ergeben, dass diese Unterschiede gegenu¨ber Fbdp, Pdp
und Rnd signifikant sind. Dieselben signifikanten Unterschiede gelten fu¨r Std gegenu¨ber
den genannten Verfahren.
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7.4 Kontextsensitive Auswahl der Operatoren
Im vorigen Abschnitt hat sich gezeigt, dass eine Adaptation der Operatorwahrscheinlich-
keiten nur in den wenigsten Fa¨llen Vorteile gegenu¨ber einer gleichverteilten Auswahl der
Operatoren liefert. In diesem Abschnitt wird die Auswahl der genetischen Operatoren
zusa¨tzlich von dem Aufbau der Graphen abha¨ngig gemacht, auf die sie angewandt werden
sollen. Es wird sich zeigen, dass in diesem Fall die zusa¨tzliche adaptive Operatorauswahl
zu besseren Ergebnissen fu¨hren kann.
7.4.1 A¨nderungen der genetischen Operatoren
Der in Abbildung 4.1 vorgestellte Grundalgorithmus des GP-Systems geht nicht weiter auf
die Auswahl eines genetischen Operators ein. In der Grundversion des GP-Systems wurde
einer der genetischen Operatoren ausgewa¨hlt und auf den (oder die) Graphen angewandt.
Wenn der vorgegebene Operator nicht verwendet werden konnte, wurde statt dessen eine
Replikation durchgefu¨hrt.
Dieser Vorgang wird nun so vera¨ndert, dass zuerst u¨berpru¨ft wird, ob ein Operator auf
einen Graphen angewendet werden kann. Kann er nicht verwendet werden, wird statt des-
sen ein anderer Operator mit dem u¨blichen Auswahlverfahren ermittelt. Erst wenn sich
gezeigt hat, dass sa¨mtliche Operatoren nicht anwendbar sind, wird statt dessen eine Repli-
kation durchgefu¨hrt.
Es folgt eine Aufstellung aller Situationen, in denen ein Operator scheitern kann:1
Knoten mutieren: Es ist kein mutierbarer Knoten vorhanden. Dies ist der Fall, wenn der
Graph nur aus Verbindungen der Eingangsknoten mit den Ausgangsknoten besteht
oder alle Knoten unparametrisiert sind und zusa¨tzlich zu keinem Knoten des Gra-
phen eine weitere Grundfunktion mit demselben Ein-/Ausgangsgrad existiert.
Knoten verschieben: Im Graph befindet sich kein (1,1)-Knoten
GP-Pfad lo¨schen: Es kann kein GP-Pfad gelo¨scht werden. Entweder existiert im Graph
kein solcher Pfad oder nach seiner Lo¨schung wu¨rde der Graph gegen Definition 3.1
verstoßen.
GP-Pfad einfu¨gen: Der Graph hat bereits die maximale Knotenzahl erreicht oder bei GP-
La¨ufen, in denen Zyklen verboten sind, wu¨rde das Einfu¨gen zu einem solchen fu¨hren.
Außerdem kann es passieren, dass keine zwei Kanten vorhanden sind, die zum
Einfu¨gen des GP-Pfades no¨tig wa¨ren.
Zyklus: Hat der Graph bereits seine maximale Knotenzahl erreicht, kann ebenfalls kein
Zyklus eingefu¨gt werden. Der Operator scheitert ebenfalls, wenn nur eine Kante im
Graphen vorhanden ist.
1Durch falsche Grundeinstellungen scheiternde Operatoren (z.B. Knoten einfu¨gen, wenn keine (1,1)-
Grundfunktion existiert) werden hier nicht aufgefu¨hrt.
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Knoten einfu¨gen: Der Graph hat bereits die maximale Gro¨ße erreicht.
Knoten lo¨schen: Im Graph befindet sich kein (1,1)-Knoten, der gelo¨scht werden ko¨nnte.
Crossover: Ursachen fu¨r ein Scheitern eines Crossover-Operators sind mannigfaltig und
wurden bereits in Abschnitt 4.2.9 und Kapitel 6 vorgestellt.
7.4.2 Ergebnisse
Der Einfluss der zuvor beschriebenen A¨nderungen des Selektionsverfahrens wurde unter-
sucht, indem fu¨r alle sechs Testprobleme jeweils 200 neue GP-La¨ufe mit der kontextsensiti-
ven Operatorauswahl durchgefu¨hrt wurden. Es wurden hierbei einmal eine gleichverteilte
Operatorwahrscheinlichkeit (Std+) und das verbesserte Idp-Verfahren (hier Idp+ genannt)
untersucht. Die Ergebnisse wurden jeweils mit denen der entsprechenden kontextfreien
Verfahren verglichen und sind in den Abbildungen 7.8 bis 7.13 dargestellt.
Die Ergebnisse, die beim Polynom-Problem erzielt wurden, sind wesentlich besser als die
mit den entsprechenden kontextfreien Verfahren Std und Idp erzielten. In der Grafik von
Abbildung 7.8 ist deutlich zu sehen, dass beide neuen Verfahren auch in den schlechteren
La¨ufen besser waren als die alten. Wilcoxon-Rangsummentests ergeben, dass sowohl Std+
als auch Idp+ signifikant besser sind als sa¨mtliche alte kontextfreie Verfahren. Der Unter-

















Std 0 0.01971 0.00089
Idp 0 0.01282 0.00070
Std+ 0 0.00439 0.00027
Idp+ 0 0.00586 0.00029
Abbildung 7.8: Die Ergebnisse der Testl ¤aufe zum Polynom-Problem
Betrachtet man die Entwicklung der Knotenzahl des jeweils besten Individuums wa¨hrend
eines GP-Laufs, so zeigt sich, dass beim Std-Verfahren die durchschnittliche Gro¨ße bei 77.7
Knoten liegt, die Individuen also immer sehr nahe an die maximal erlaubte Knotenzahl her-
anreichen. Die Erkla¨rung der Verbesserung durch Std+ liegt somit darin, dass bei Std ha¨ufig
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genetische Operatoren nicht ausgefu¨hrt werden ko¨nnen, da die resultierenden Graphen ge-
gen die erlaubte Maximalgro¨ße verstoßen wu¨rden (z.B. Pfad einfu¨gen). Bei sehr vielen der
durchgefu¨hrten Graphvariationen handelt es sich demnach um Reproduktion eines Elter-
Individuums. Diese – in den meisten Fa¨llen u¨berflu¨ssigen Operationen – werden durch
Std+ verhindert, so dass bei insgesamt 200000 Fitnessauswertungen wesentlich mehr un-

















Std 0.00013 0.19124 0.03207
Idp 0.00025 0.15318 0.03924
Std+ 0.00001 0.14506 0.01773
Idp+ 0.00008 0.12816 0.01733
Abbildung 7.9: Die Ergebnisse der Testl ¤aufe zum Sinus-Problem
Beim Sinus-Problem sind die Ergebnisse a¨hnlich. Die kontextsensitiven Erweiterungen ha-
ben im Durchschnitt jeweils fu¨r eine ungefa¨hre Halbierung der Fitnesswerte gesorgt. War
bei den kontextfreien Varianten Std im Durchschnitt noch etwas besser als Idp, so sind die
kontextsensitiven Varianten gleich gut. Die Wilcoxon-Rangsummentests zeigen wiederum
einen signifikanten Unterschied zwischen den kontextsensitiven Varianten und sa¨mtlichen
alten Verfahren.
Das Lawnmower-Problem wurde bereits von den kontextfreien Verfahren gut gelo¨st. Die
kontextsensitiven Varianten beno¨tigten jedoch im Durchschnitt weniger Fitnessauswertun-
gen als ihre kontextfreien Pendants, das Idp+-Verfahren war im Durchschnitt etwas besser
als Std+.
Von allen Testproblemen sind die Auswirkungen der neuen Verfahren beim Artificial Ant-
Problem am gro¨ßten. Das Idp+-Verfahren konnte die Anzahl der erfolgreichen La¨ufe fast
verdoppeln und dabei die Anzahl der beno¨tigten Fitnessauswertungen um ein Viertel re-
duzieren. Waren die 200 Testla¨ufe von Std noch mit einer Erfolgsha¨ufigkeit von 42.5 Prozent
besser als die von Idp mit 33 Prozent, so ist das Verha¨ltnis von Std+ zu Idp mit 51.5 Pro-
zent zu 63 Prozent genau umgekehrt. Dieser Unterschied wird sogar ebenfalls von einem
Wilcoxon-Rangsummentest als signifikant belegt. Das Idp+-Verfahren ist fu¨r das Artificial
Ant-Problem bei der gewa¨hlten Parametrisierung signifikant besser geeignet als sa¨mtliche
andere getestete Verfahren.


















succ. impr. effort (evals)
Std 200 1835 4572 (4572)
Idp 200 1700 4431 (4041)
Std+ 200 1645 4686 (3568)
Idp+ 200 1574 3760 (4326)

















succ. impr. effort (evals)
Std 85 55389 570720 (30000)
Idp 66 58985 854942 (28000)
Std+ 103 49282 378071 (36000)
Idp+ 126 45142 341525 (43000)
Abbildung 7.11: Die Ergebnisse der Testl ¤aufe zum Articial Ant-
Problem
Auch beim Two-Boxes-Problem sind die Ergebnisse durch die kontextsensitive Operatoraus-
wahl deutlich besser geworden. Wiederum sind die beiden neuen Varianten Std+ und Idp+
signifikant besser als alle alten Varianten, die Erfolgsha¨ufigkeit konnte in beiden Fa¨llen
deutlich gesteigert werden. Wa¨hrend der Abstand dieser Ha¨ufigkeiten kleiner geworden
ist, beno¨tigten die erfolgreichen GP-La¨ufe bei Idp+ deutlich weniger Fitnessauswertungen,
um eine Lo¨sung zu finden.

















succ. impr. effort (evals)
Std 142 25717 61037 (4354)
Idp 126 27784 60462 (3012)
Std+ 176 22575 36886 (2687)
Idp+ 165 16075 35225 (2566)

















Std 0 127 35.5
Idp 0 88 32.6
Std+ 0 98 32.5
Idp+ 0 126 37
Abbildung 7.13: Die Ergebnisse der Testl ¤aufe zum Klassikationspro-
blem. Die Tabelle gibt die Anzahl der Fehlklassikationen anstelle von
Fitnesswerten an.
Die einzige Ausnahme von dem bisher gewonnenen Bild liefert das Klassifikations-Problem.
Wa¨hrend sich Std+ verbessern konnte, fa¨llt Idp+ gegenu¨ber der kontextfreien Variante deut-
lich ab. Dies scheint darauf hinzudeuten, dass bei diesem Problem ein ho¨herer Replikati-
onsanteil von Nutzen sein kann.
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7.5 Zusammenfassung
In diesem Kapitel wurde beschrieben, auf welcher Basis wa¨hrend eines GP-Laufs entschie-
den wird, welcher genetische Operator angewendet werden soll. Es wurden drei verschie-
dene Verfahren vorgestellt, mit denen auf unterschiedliche Weise diese Wahl adaptiv vorge-
nommen werden kann. Alle drei Verfahren waren bei den sechs betrachteten Testproblemen
nicht signifikant besser als eine gleichverteilte Operatorauswahl, in einigen Fa¨llen konnten
die Verfahren ebenfalls nicht die Ergebnisse einer zufa¨lligen Initialisierung der Operator-
wahrscheinlichkeiten erreichen.
Dies kann mehrere Ursachen haben:
• Eine sinnvolle Adaptation der Operatorwahrscheinlichkeiten kann nur dann statt-
finden, wenn eine Korrelation zwischen der bisherigen Performanz eines Operators
und seinen zu erwartenden Fitnessvera¨nderungen existiert. Eine Untersuchung die-
ses Zusammenhangs ist extrem schwierig und ließe sich zuna¨chst am Einfachsten fu¨r
ku¨nstlich erzeugte Probleme durchfu¨hren. Bei Problemen ohne Korrelation sind die
Ergebnisse der adaptiven Verfahren schlechter als bei anderen Benchmarks. In diesen
Fa¨llen fu¨hren kleine A¨nderungen am Graphen im Normalfall zu extremen Vera¨nde-
rungen der Fitness (Artificial Ant/Two-Boxes).
• Eine weitere Voraussetzung fu¨r eine Adaptation ist, dass bereits Vergleichswerte vor-
liegen, mit denen sich eine sinnvolle Neubestimmung der Operatorwahrscheinlich-
keiten begru¨nden la¨sst. So lange diese am Anfang eines GP-Laufs noch nicht vor-
liegen, muss ein adaptives Verfahren mit Operatorwahrscheinlichkeiten arbeiten, die
im Zweifelsfall schlechter geeignet sind als die eines nicht-adaptiven Verfahrens. Aus
diesem Grund kann die Fitnessentwicklung bei nicht-adaptiven Verfahren am Anfang
eines GP-Laufs schneller sein als bei einem adaptiven Verfahren. Kann ein Problem
ohne Adaptation gut gelo¨st werden, ist dieser Vorsprung eventuell nicht mehr einhol-
bar.
In Abschnitt 7.4 wurde beschrieben, warum verschiedene genetische Operatoren scheitern
ko¨nnen. Wenn Operatoren ha¨ufiger nicht angewendet werden ko¨nnen, fu¨hrt dies automa-
tisch zu einer Erho¨hung des Replikationsanteils bei den Individuen der Population. Um
diesen Effekt zu vermeiden, wird bei einer kontextsensitiven Auswahl der genetischen
Operatoren vor der Vera¨nderung eines Individuums darauf geachtet, dass nur Operatoren
eingesetzt werden, die tatsa¨chlich ein der Definition eines GP-Graphen (3.1) entsprechen-
des Individuum erzeugen ko¨nnen. Fu¨r die zur Auswahl benutzten Operatorwahrschein-
lichkeiten bedeutet das, dass die Wahrscheinlichkeiten der ungeeigneten Operatoren auf
Null gesetzt und die frei werdenden Anteile auf die verbliebenen Operatoren verteilt wer-
den.
Durch dieses Verfahren konnten die Ergebnisse sowohl von adaptiven als auch von nicht-
adaptiven Verfahren signifikant verbessert werden. Das adaptive Verfahren Idp+ war mit
einer Ausnahme dem Std+-Verfahren u¨berlegen. Die Unterschiede waren in den meisten
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Fa¨llen jedoch nicht signifikant. Die Ergebnisse zeigen, dass eine Wahrscheinlichkeitsadap-
tation zusammen mit einer kontextsensitiven Wahl der Operatoren zu deutlichen Verbesse-
rungen des GP-Grundalgorithmus fu¨hren kann.




Bei der Anwendung der genetischen Operatoren werden zuerst zwei Individuen der Po-
pulation ausgewa¨hlt, von denen das eine durch eine Variation des anderen1 ersetzt wird.
Hierzu wird mit den in Kapitel 7 vorgestellten Methoden genau ein Operator ausgewa¨hlt.
In anderen GP-Systemen, in denen der Crossover-Operator eine exponierte Stellung ein-
nimmt (z.B. [57, 9]), wird oftmals dieser und ein Mutationsoperator gemeinsam angewen-
det. In diesem Kapitel soll untersucht werden, ob die sequenzielle Anwendung mehrerer
Operatoren vor der Fitnessberechnung Einfluss auf den Evolutionsverlauf hat und eventu-
ell ein stark kausaler Zusammenhang zwischen der Anzahl der angewandten Operatoren
und der Fitnessvera¨nderung besteht.
Zuna¨chst wird beschrieben, wie mehrere Operatoren nacheinander auf ein Individuum an-
gewendet werden ko¨nnen. Daran anschließend, folgt die Beschreibung der Experimente,
die die Motivation zur Untersuchung der sequenziellen Anwendung mehrerer Operatoren
liefern. Abschließend werden adaptive und nicht-adaptive Verfahren vorgestellt und mit
Hilfe der bekannten Testprobleme untersucht.
8.1 Sequenzielle Anwendung mehrerer genetischer Operatoren
Nach der Auswahl eines Individuums als Turniergewinner und eines als Turnierverlierer
sollen n Operatoren auf das Siegerindividuum angewendet werden. Der auf diese Wei-
se erzeugte neue Graph u¨berschreibt dann das Verliererindividuum. Eine Sonderstellung
unter den Operatoren nimmt hierbei wiederum der Crossover-Operator ein, da ein neues
Individuum aus dem genetischen Code beider Eltern zusammengesetzt wird. Abbildung
8.1 zeigt den Algorithmus, der zur Variation der Individuen benutzt wird. Die Anzahl der
hintereinander ausgefu¨hrten Operatoren wird als Schrittweite der Variation bezeichnet.
1bzw. durch eine Kombination beider beim Crossover
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Gegeben:
winner {Siegerindividuum}
loser {zu u¨berschreibendes Individuum}
Wa¨hle Anzahl n der nacheinander auszufu¨hrenden genetischen Ope-
ratoren
For i := 1 To n
Wa¨hle einen genetischen Operator aus
Crossover?
Ja Nein
Lo¨sche Teilgraphen von loser und
fu¨ge an die Stelle einen von win-
ner ein.
Wende den Operator auf loser an
∅
Abbildung 8.1: Algorithmus zur sequenziellen Anwendung mehrerer ge-
netischer Operatoren
Zuna¨chst wird untersucht, ob ein stark kausaler Zusammenhang zwischen der Schrittweite
und den Fitnessvera¨nderungen zwischen dem neu erzeugten Individuum und dem bes-
seren Elter existiert. Hierzu werden von jedem der sechs in Kapitel 5 beschriebenen Test-
probleme insgesamt 100 La¨ufe durchgefu¨hrt. Vor jeder Operatorwahl wird per Zufall eine
Schrittweite festgelegt. Es wird hierzu gleichverteilt eine Zahl zwischen 1 und 15 ermittelt,
die als Anzahl der sequenziell anzuwendenden Operatoren verwendet wird. Die Auswahl
der einzelnen genetischen Operatoren erfolgt jeweils gleichverteilt und kontextsensitiv, al-
so gema¨ß dem in Abschnitt 7.4 Std+ genannten Verfahren. Nach jeder erfolgten Fitnessbe-
rechnung wird die Differenz zwischen der neuen Fitness und der besseren der beiden Fit-
nesswerte der Elterindividuen errechnet und gespeichert. Bei 100 La¨ufen mit je 200000 Fit-
nessauswertungen und Startpopulationen von je 100 Individuen ergeben sich somit fu¨r jede
Schrittweite bei jedem Testproblem ungefa¨hr 1.3 Millionen Differenzen.
Abbildung 8.2 zeigt die Anzahl der Verbesserungen und Verschlechterungen der Fit-
nesswerte der Untersuchungen. Zuna¨chst ist offensichtlich, dass es bei allen Testproble-
men immer deutlich mehr Fitnessverschlechterungen als -verbesserungen gibt. Bei einer
Erho¨hung der Schrittweite nimmt dieser Unterschied immer weiter zu. Es zeigt sich, dass
die Abnahme der Verbesserungen bzw. die Zunahme der Verschlechterungen fu¨r gro¨ße-
re Schrittweiten nicht linear ist. Vielmehr findet die sta¨rkste Vera¨nderung zwischen den
Schrittweiten eins und fu¨nf statt. Bei gro¨ßeren Schrittweiten verflachen die Kurven zuse-
hends.
Die Abbildungen 8.3 bis 8.5 zeigen die Verteilungsfunktionen der Fitnessverbesserungen
bei den verschiedenen Testproblemen fu¨r jeweils mehrere Schrittweiten. Wenn fu¨r ein Test-
problem bei einer Schrittweite von k die Fitness insgesamt n-mal verbessert wurde und
die absoluten Betra¨ge der Fitnessverbesserungen {d1, d2, . . . , dn} sind, so steht in dem Dia-
gramm die Kurve SW = k fu¨r die Funktion SWk(x) =
P
i,di≤x 1
n . Die in den Diagrammen



































Abbildung 8.2: Anzahl der Fitnessverbesserungen und -verschlechte-
rungen bei unterschiedlichen Schrittweiten
dargestellten Wertebereiche wurden so gewa¨hlt, dass die Unterschiede zwischen den ein-
zelnen Kurven mo¨glichst deutlich werden. Auf die Abschnitte der Kurven, bei denen der
Funktionswert den Wert Eins annimmt, wurde in den meisten Fa¨llen verzichtet: Die Kur-
ven der einzelnen Schrittweiten liegen einerseits immer sehr nahe beieinander, andererseits
fu¨hrten die zugeho¨rigen sehr hohen Fitnessverbesserungen wa¨hrend der Optimierung nur
in den seltensten Fa¨llen zu einer fu¨r die Population sehr guten Fitness. Vielmehr na¨herten




































Abbildung 8.3: Verteilungsfunktionen der Fitnessverbesserungen bei
unterschiedlichen Schrittweiten f ¤ur Two-Boxes und Sinus
In den Abbildungen wurden nur die Kurven von wenigen Schrittweiten eingetragen. Die
Verbleibenden liegen jedoch alle so ohne U¨berschneidungen zwischen den eingezeichneten,
dass eine Darstellung lediglich der U¨bersichtlichkeit schaden wu¨rde. Einzige Ausnahme ist
die Grafik zum Artificial Ant-Problem. Hier schneiden sich die Kurven bei der Schrittweite
3 und verlaufen dann genau in einer zu den u¨brigen Testproblemen vertauschten Reihen-
folge: Die Kurve der Schrittweite 1 ist die Niedrigste, die Kurve zur Schrittweite 15 die





































Abbildung 8.4: Verteilungsfunktionen der Fitnessverbesserungen
bei unterschiedlichen Schrittweiten f ¤ur Klassikations- und Polynom-
Problem
ho¨chste. Die Treppenform der Kurven entsteht durch die zweigeteilte Fitnessfunktion, die
ganze Zahlen fu¨r die Anzahl der gefundenen Nahrungsstu¨cke und Werte kleiner eins fu¨r
die Anzahl der Schritte, die eine Ameise gemacht hat, benutzt.
Die Kurven machen deutlich, dass kleinere Schrittweiten im Durchschnitt kleinere Fit-
nessverbesserungen zur Folge haben: Je schneller eine Kurve ansteigt, desto mehr Verbesse-
rungen bestehen aus kleinen Fitnessdifferenzen. Werden die Fitnessverbesserungen isoliert
von den restlichen Vera¨nderungen betrachtet, liegt somit ein stark kausaler Zusammenhang




































Abbildung 8.5: Verteilungsfunktionen der Fitnessverbesserungen bei
unterschiedlichen Schrittweiten f ¤ur Articial Ant und Lawnmower
Zusammen mit Abbildung 8.2 ergibt sich jedoch, dass eine Erho¨hung der Schrittweite nicht
unbedingt zu einem gu¨nstigeren Verlauf eines GP-Laufs fu¨hrt. Zwar wu¨rden die durch-
schnittlichen Fitnessverbesserungen bei gro¨ßeren Schrittweiten ebenfalls gro¨ßer, die abso-
lute Zahl der Verbesserungen wu¨rde jedoch so stark abnehmen, dass die somit mehr hin-
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zugekommenen Verschlechterungen der Fitness den Verlauf der Optimierung so ungu¨nstig
beeinflussen, dass das Ergebnis des GP-Laufs insgesamt schlechter als mit kleinen Schritt-
weiten wa¨re.
Bei einigen Testproblemen ist die Abnahme der erzielten Fitnessverbesserungen bereits bei
einer Erho¨hung der Schrittweite von eins auf zwei extrem (Two-Boxes, Polynom), bei anderen
setzt die Reduzierung erst bei einer Schrittweite von zwei oder drei ein (Lawnmower, Arti-
ficial Ant). Fu¨r verschiedene Testprobleme ko¨nnen demnach unterschiedliche Schrittweiten
sinnvoll sein.
Im folgenden Abschnitt wird ein Verfahren fu¨r die Einbindung unterschiedlicher Schritt-
weiten vorgestellt und anhand der Testprobleme aus Kapitel 5 na¨her untersucht.
8.2 Schrittweitensteuerung
Im vorigen Abschnitt wurde betrachtet, wie groß einzelne Fitnessvera¨nderungen bei un-
terschiedlichen Schrittweiten der genetischen Operatoren sind. Hier wird nun untersucht,
wie sich die Fitnessentwicklung wa¨hrend eines vollsta¨ndigen GP-Laufs durch Schrittweiten
vera¨ndert. Es wird also untersucht, ob sich durch den Einsatz unterschiedlicher Schrittwei-
ten bessere Ergebnisse erzielen lassen.
Hierzu wurde der Algorithmus zur Auswahl der Schrittweite aus Abbildung 8.1 in das GP-
System eingebunden. Die Anzahl der maximal erlaubten genetischen Operationen, die se-
quenziell ausgefu¨hrt werden, wurde auf drei beschra¨nkt. Die vor jeder Fitnessberechnung
aus diesen drei Mo¨glichkeiten zu wa¨hlende Schrittweite wird gleichverteilt bestimmt. Eine
gro¨ßere maximal erlaubte Schrittweite ist – zumindest bei den hier verwendeten Testproble-
men – nicht erforderlich, da der Anteil der Fitnessverbesserungen an allen Fitnessvera¨nde-
rungen fu¨r gro¨ßere Werte bereits so klein ist (Abb. 8.2), dass ein positiver Effekt nicht zu
erwarten ist. Diese Annahme wird durch Untersuchungen zur adaptiven Schrittweiten-
steuerung in Abschnitt 8.3 besta¨tigt.
Zu den sechs in Kapitel 5 eingefu¨hrten Testproblemen werden wiederum je 200 GP-La¨ufe
mit den dort ebenfalls beschriebenen Parametrisierungen durchgefu¨hrt. Als Vergleichswer-
te dienen die Ergebnisse, die mit dem kontextsensitiven Operatorwahlverfahren Std+ aus
Abschnitt 7.4 erzielt wurden.1 Das Verfahren mit Schrittweitensteuerung verwendet eben-
falls die kontextsensitive Operatorwahl. Der Grund hierfu¨r ist der Folgende: Die Verbes-
serungen, die durch die Verwendung einer kontextsensitiven Operatorwahl eintreten, be-
ruhen darauf, dass die Zahl der Replikationen von Individuen reduziert wird. Wird ei-
ne Schrittweitensteuerung ohne kontextsensitive Operatorwahl durchgefu¨hrt, wu¨rde als
ein Effekt ebenfalls die Wahrscheinlichkeit fu¨r replizierte Individuen gesenkt, da die aus-
schließliche Verwendung von Replikationen2 bei Schrittweiten gro¨ßer eins gering ist. An
1Es wurden neue La¨ufe mit vera¨nderten Initialisierungen der Zufallszahlengeneratoren durchgefu¨hrt, so
dass es zu Abweichungen zu den Ergebnissen aus Abschnitt 7.4.2 kommt.
2Inklusive der genetischen Operatoren, die keine korrekten GP-Graphen erzeugen ko¨nnen und daher durch
Replikationen ersetzt werden.
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dieser Stelle sollen jedoch nur die Auswirkungen untersucht werden, die unabha¨ngig von
der Anzahl der Replikationen sind.
In den Abbildungen 8.6 bis 8.11 sind die jeweils besten Fitnesswerte aller La¨ufe dargestellt.
Zur besseren U¨bersicht wurden die 200 Werte einer Adaptationsvariante zu einem Test-





















Std+ 0 0.00386 0.00035
Step 0 0.00454 0.00023
Abbildung 8.6: Die Ergebnisse der Testl ¤aufe zum Polynom-Problem
Abbildung 8.6 zeigt die besten Fitnesswerte, die sich beim Polynom-Problem mit und
ohne Schrittweitensteuerung in den je 200 La¨ufen ergeben. Durch die Verwendung der
Schrittweiten konnten die bereits durch die kontextsensitive Operatorwahl gegenu¨ber
den urspru¨nglichen Werten aus Abschnitt 5.1.1 verbesserten Ergebnisse noch einmal (laut
Wilcoxon-Rangsummentest) signifikant verbessert werden.
Die Ergebnisse, die beim Sinus-Problem erzielt wurden, sind zwar immer noch besser als
beim Grundalgorithmus (siehe z.B. Abb. 7.9, Zeile Std), sie sind jedoch signifikant schlechter
als ohne Schrittweitensteuerung. Eine mo¨gliche Ursache hierfu¨r ist der geringe Anteil der
Fitnessverbesserungen an allen Fitnessvera¨nderungen. Aus Abbildung 8.2 wird ersichtlich,
dass von allen sechs untersuchten Problemen das Sinus-Problem fu¨r Schrittweiten gro¨ßer
eins die geringste Anzahl von Fitnessverbesserungen vorweist. U¨bertra¨gt man die Zahlen
aus der Abbildung auf einen vollsta¨ndigen GP-Lauf mit konstanter Schrittweite eins, so
ergibt sich ein Anteil von nur 6.8 Prozent Fitnessverbesserungen. Wenn zu gleichen Teilen
ebenfalls die Schrittweiten zwei und drei benutzt wu¨rden, wu¨rde dieser Wert weiter auf
5.9 Prozent absinken. Mo¨glicherweise wird die globale Fitnessentwicklung durch eine so
geringe Anzahl der Fitnessverbesserungen so verlangsamt, dass die absoluten Werte der


















Std+ 0.00001 0.153124 0.01631
Step 0.00016 0.116115 0.02305
Abbildung 8.7: Die Ergebnisse der Testl ¤aufe zum Sinus-Problem
Auf eine Abbildung der Fitnesswerte der insgesamt 400 GP-La¨ufe beim Lawnmower-
Problem wurde an dieser Stelle verzichtet, da sa¨mtliche La¨ufe eine Lo¨sung finden
konnten und somit den Fitnesswert 0 erreichten. Betrachtet man allerdings die Anzahl
der Fitnessauswertungen, die zum Erreichen dieses Wertes no¨tig waren, so kommt ein
GP-Verfahren mit Schrittweitensteuerung mit weniger Berechnungen aus. Nach einem
Wilcoxon-Rangsummentest ist dieser Unterschied signifikant. Wie auch beim folgenden
Artificial Ant-Problem nimmt die Anzahl der positiven Fitnessvera¨nderungen bei einer
Erho¨hung der Schrittweite zuna¨chst zu (Abb. 8.2). Zusammen mit einer durchschnittlich
gro¨ßeren Fitnessverbesserung bei jeder erfolgreichen Individuenvariation (Abb. 8.5) wird
somit die gesamte Optimierung beschleunigt.
succ. impr. effort (evals)
Std+ 200 1636 4686 (3568)
Step 200 1373 3311 (2314)
Abbildung 8.8: Die Ergebnisse der Testl ¤aufe zum Lawnmower -Problem
Von allen Testproblemen profitiert das Artificial Ant-Problem am deutlichsten von den vari-
ierten Schrittweiten. Die Anzahl der erfolgreichen La¨ufe konnte hier von 103 auf 177 gestei-
gert werden. Eine mo¨gliche Ursache hierfu¨r ko¨nnte die von LANGDON in [66] beschriebene
zerklu¨ftete Fitnesslandschaft darstellen: Erst durch eine gro¨ßere Schrittweite wird das Ver-
lassen eines lokalen Optimums mo¨glich. Soll in einem Individuum zur Verbesserung der
Fitness zum Beispiel ein Programmfragment der Form<If Food then Move> integriert wer-
den, so wa¨ren ohne die Schrittweite zwei insgesamt zwei Einfu¨geoperationen no¨tig (GP-
Pfad einfu¨gen, Knoten einfu¨gen, siehe Abschnitt 5.3.1), von denen die Erste wahrscheinlich zu
einer Verschlechterung der Fitness fu¨hrt und die zweite somit in den meisten Fa¨llen u¨ber-













succ. impr. effort (evals)
Std+ 103 49282 378071 (36000)
Step 177 43955 167804 (10000)
Abbildung 8.9: Die Ergebnisse der Testl ¤aufe zum Articial Ant-Problem
haupt nicht mehr in Frage kommt, da das Individuum die folgenden Selektionsturniere














succ. impr. effort (evals)
Std+ 174 23992 36886 (2687)
Step 190 18489 41636 (5740)
Abbildung 8.10: Die Ergebnisse der Testl ¤aufe zum Two-Boxes-Problem
Das Two-Boxes-Problem konnte ebenfalls von der Einfu¨hrung der Schrittweiten profitieren.
Einerseits wurde die Anzahl der gefundenen Lo¨sungen signifikant von 174 auf 190 erho¨ht,
andererseits beno¨tigten die erfolgreichen GP-La¨ufe im Durchschnitt 23 Prozent weniger
Fitnessauswertungen. An dieser Stelle wird eine weitere Eigenart des Effort-Wertes deut-
lich (vgl. Abschnitt 5.4): Obwohl das Step-Verfahren sowohl mehr Lo¨sungen gefunden hat
als auch im Durchschnitt weniger Fitnessauswertungen dazu beno¨tigt hat, erzielte Std+ den
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deutlich besseren Effort-Wert. Dies liegt daran, dass bei Std+ die Lo¨sungen relativ wenige
oder extrem viele Fitnessauswertungen beno¨tigen. Bei Std+ liegt die Standardabweichung
der Fitnessauswertungszahlen bei 41487.3, bei Step betra¨gt sie 30951.7. Bei Std+ hatten be-
reits 57 GP-La¨ufe nach 2687 Fitnessauswertungen eine Lo¨sung gefunden. Selbst wenn in
allen verbleibenden 117 erfolgreichen La¨ufen die Lo¨sung erst in der 200000. Fitnessauswer-

















Std+ 0 98 32.5
Step 0 90 32.4
Abbildung 8.11: Die Ergebnisse der Testl ¤aufe zum Klassikationspro-
blem. Die Tabelle gibt bereits die Anzahl der Fehlklassikationen an-
stelle von Fitnesswerten an.
Das einzige Testproblem, bei dem sich durch die Einfu¨hrung von Schrittweiten nichts
a¨ndert, ist das Klassifikations-Problem. Die Vorteile, die die im Durchschnitt gro¨ßeren Fit-
nessverbesserungen bei gro¨ßeren Schrittweiten bringen, werden durch den Nachteil der
Verringerung der Anzahl positiver Fitnessa¨nderungen neutralisiert.
8.3 Adaptive Schrittweitensteuerung
Die schnelle Abnahme positiver Fitnessverbesserungen bei gro¨ßeren Schrittweiten deutet
bereits darauf hin, dass – zumindest bei den hier untersuchten Testproblemen – eine Schritt-
weite gro¨ßer drei keine weiteren Vorteile fu¨r einen GP-Lauf bietet. Um diese These zu un-
termauern, wurde ein Verfahren implementiert, mit dem Schrittweiten wa¨hrend eines GP-
Laufs an den jeweils optimalen Wert angepasst werden ko¨nnen.
Hierzu werden zur Schrittweitenwahl drei benachbarte Werte verwendet - zu Beginn ei-
nes GP-Laufs eins, zwei und drei. Aus diesen Werten wird immer einer gleichverteilt aus-
gewa¨hlt und angewendet. Nach 1000 Fitnessauswertungen wird u¨berpru¨ft, welche der drei
Schrittweiten zu den meisten Fitnessverbesserungen fu¨hrte. Ist dieses die gro¨ßte Schritt-
weite, so werden alle drei Werte um eins erho¨ht. Fu¨r die Initialisierungswerte eins, zwei
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und drei wu¨rde dies bedeuten, dass die meisten Fitnessverbesserungen mit einer Schritt-
weite von drei realisiert wurden und somit nach 1000 Fitnessauswertungen die mo¨glichen
Schrittweiten auf zwei, drei und vier gesetzt werden. Analog wird die Anzahl um eins ver-
ringert, wenn die kleinste Schrittweite fu¨r die meisten Fitnessverbesserungen verantwort-
lich ist. Dies geschieht allerdings nur, wenn durch die Dekrementierung alle drei mo¨glichen
Schrittweiten gro¨ßer null bleiben. Dieses Verfahren entspricht HINTERDINGs Methode zur
Adaptation von Populationsgro¨ßen [41].
Zu jedem Testproblem wurden wiederum 200 La¨ufe durchgefu¨hrt. Die Ergebnisse sind in
Tabelle 8.1 zusammengefasst.
Die Ergebnisse entsprechen zu großen Teilen denen des nicht-adaptiven Schrittweitenver-
fahrens. Hervorzuheben ist, dass beim Two-Boxes-Problem sa¨mtliche GP-La¨ufe eine Lo¨sung
finden konnten. Beim Betrachten der einzelnen La¨ufe stellt sich heraus, dass fast immer das
Tripel (1, 2, 3) fu¨r die Schrittweiten benutzt wurde. Nur in den seltensten Fa¨llen wurde die
Schrittweite 4 verwendet.
Problem min max mean
Polynom 0 0.00454 0.00023
Sinus 0 0.150664 0.0230
Klassif. 0 87 30.1
Problem succ. impr. effort (evals)
Mower 200 1351 2509 (2887)
Ant 174 42816 165970 (30000)
Two-Boxes 200 23225 42261 (5740)
Tabelle 8.1: Die Ergebnisse der Testprobleme mit adaptiver Schrittwei-
tensteuerung
8.4 Zusammenfassung
Wie die Ergebnisse des Abschnitts 8.2 zeigen, sind unterschiedliche Schrittweiten bei der
Wahl der genetischen Operatoren sinnvoll. Die Versuchsreihen aus Abschnitt 8.1 legen na-
he, dass ein stark kausaler Zusammenhang zwischen der Anzahl der vor einer Fitnessbe-
rechnung angewandten genetischen Operatoren und dem Absolutwert einer dadurch er-
zielten Fitnessverbesserung besteht. Dieser Zusammenhang kann dadurch ausgenutzt wer-
den, dass anstelle von genau einem genetischen Operator vor einer Fitnessauswertung
mehrere Operatoren hintereinander auf ein Individuum angewendet werden.
Das GP-System GGP wurde so erweitert, dass statt eines genetischen Operators gleichver-
teilt ein bis drei Operatoren angewandt werden. Versuchsreihen mit den Testproblemen aus
Kapitel 5 haben signifikante, zum Teil sehr große Verbesserungen bei den Ergebnissen von
vier der sechs Probleme ergeben.
Eine dynamische Vera¨nderung der erlaubten Schrittweiten wa¨hrend eines GP-Laufs fu¨hrte
zu vergleichbaren Ergebnissen wie bei statisch festgelegten Schrittweiten. Auf die Anwen-




Der Begriff der Diversita¨t einer Populationen bei der Genetischen Programmierung wird in
der Literatur auf mannigfaltige Weise eingefu¨hrt. Allen diesen Erkla¨rungen ist gemein, dass
sie versuchen, die Unterschiede der Individuen innerhalb der Population zu erfassen. Die
Unterschiede ko¨nnen auf verschiedenen Ebenen betrachtet werden. KOZA beurteilte die Di-
versita¨t einer Population zuna¨chst nach der Anzahl der unterschiedlichen Individuen [57],
wa¨hrend u. a. ROSCA [95] und LANGDON [63] die Anzahl unterschiedlicher Fitnesswerte
innerhalb der Population als Hinweis auf die Diversita¨t verwenden. Die Diversita¨t wird
hierbei u¨ber den Pha¨notyp, also die Fitness, bewertet.
Bei anderen Ansa¨tzen werden Genotypen, also die Ba¨ume, miteinander verglichen. Eine
der einfachsten Formen ist der Vergleich auf unterschiedliche Baumgro¨ßen [95]. KEIJZER
u¨berpru¨ft in [52], ob sowohl Ba¨ume als auch einzelne Teilba¨ume in der Population nur
einmal vorkommen.
In weiteren Arbeiten werden Mo¨glichkeiten vorgestellt, wie Ba¨ume miteinander verglichen
werden ko¨nnen. U¨ber die Unterschiede zwischen sa¨mtlichen Ba¨umen lassen sich so Ab-
standsmaße definieren und die Diversita¨t einer Population somit an den Absta¨nden der
Individuen untereinander festmachen. So legt DE JONG zwei Ba¨ume u¨bereinander und be-
rechnet den Abstand aus der Summe der an verschiedenen Stellen des Baumes unterschied-
lichen Knoten. Jeder Unterschied steht fu¨r die Vergro¨ßerung des Abstandes um den Wert
eins. Identische Ba¨ume haben somit den Abstand null [22]. Dieser Ansatz ist am ehesten
vergleichbar mit der bei Genetischen Algorithmen verwendeten Hamming-Distanz [31].
Probleme dieses Verfahrens – wie z.B. variable Baumgro¨ßen, werden von O’REILLY durch
Verwenden der edit tree-Distanz [86] bzw. von IGEL mit der LEVENSHTEIN-Distanz [45, 46]
umgangen (beide werden in [99] vorgestellt). In beiden Verfahren wird der Abstand zwi-
schen zwei Ba¨umen durch die Anzahl von Elementaroperationen bestimmt, die no¨tig sind,
um einen Baum in den anderen zu u¨berfu¨hren. Elementaroperationen sind hierbei u.a. das
Einfu¨gen, Lo¨schen und Mutieren von Knoten. Der Unterschied besteht darin, dass bei der
Levenshtein-Distanz die Ba¨ume zuna¨chst in einen String umgeformt werden und die Opera-
tion dann darauf ausgefu¨hrt werden. Hierdurch ist es mo¨glich, dass wa¨hrend der Berech-
nung Strings entstehen, die keinen gu¨ltigen Baum repra¨sentieren.
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MCPHEE und HOPPER beschreiben die Diversita¨t u¨ber den Ursprung der einzelnen Indivi-
duen bzw. u¨ber die Herkunft einzelner Knoten in den Individuen [77]. Von der ersten Ge-
neration an wird mitverfolgt, welche Individuen aus welcher der Ursprungspopulationen
hervorgehen. Die Diversita¨t ergibt sich daraus, von wie vielen Individuen der Ursprungs-
population die aktuelle Population abstammt bzw. wie viele unterschiedliche Knoten aus
der Ursprungspopulation noch vorhanden sind.
In der Genetischen Programmierung ist allgemein akzeptiert, dass eine gewisse Diversita¨t
in der Population no¨tig ist, um die Evolution voran zu bringen und das Verlassen lokaler
Optima zu ermo¨glichen [9, 77]. BURKE, GUSTAFSON und KENDALL untersuchen hierzu in
[18] den Zusammenhang zwischen Fitnessentwicklung und Diversita¨tsmaßen. Zur Diver-
sita¨tserhaltung gibt es verschiedene Ansa¨tze, wie zum Beispiel die Vera¨nderung des Se-
lektionsdrucks durch unterschiedliche Turniergro¨ßen oder das Einfu¨gen neuer Individuen
wa¨hrend eines GP-Laufs. BERSANO-BEGEY verfolgt, welche Fitness-Cases besonders selten
gelo¨st werden und unterstu¨tzt durch eine ho¨here Gewichtung dieser Fa¨lle das Finden von
Individuen, die eben diese besser lo¨sen ko¨nnen. Die Methode, die im Folgenden na¨her be-
trachtet werden soll, ist die Aufteilung der Population in Teilpopulationen, so genannten
Demes [28]. Dieses Verfahren wurde von den Genetischen Algorithmen u¨bernommen [113]
und bedeutet, dass eine Population in gleich große Teilpopulationen aufgeteilt wird, die
sich zuna¨chst autark entwickeln. Nach einer vorher festgelegten Anzahl von Fitnessauswer-
tungen (bzw. Generationen) migriert ein ebenfalls als Parameter festgelegter Anteil von In-
dividuen in andere Demes. Es kann hierbei eine Topologie fu¨r die Demes festgelegt werden,
so dass Individuen nur in benachbarte Teilpopulationen migrieren ko¨nnen. Das Verfahren
eignet sich gut fu¨r eine Parallelisierung eines GP-Laufs mit mehreren Prozessoren, wobei
auf einem Prozessor jeweils die Evolution in einem Deme vorangetrieben wird [114]. Ein
Nachteil von Demes liegt darin, dass die Diversita¨t durch die Migration sehr schnell wieder
verloren gehen kann: Wenn Migranten eine wesentlich ho¨here Fitness als alle Individuen
einer Zielpopulation haben, ko¨nnen die alten Individuen sehr schnell durch Varianten des
neuen Individuums verdra¨ngt werden. Dieses Problem wird in Abschnitt 9.1.1 na¨her be-
trachtet. Das in diesem Kapitel vorgestellte Verfahren verwendet ebenfalls Demes, kann
diese jedoch bei Bedarf dynamisch erzeugen und auch wieder zusammenlegen.
9.1 Dynamische Demes
In diesem Abschnitt wird ein Verfahren vorgestellt, mit dem eine dynamische Aufteilung
der Population in Teilpopulationen (Demes) mo¨glich ist. Ein Deme kann sich in zwei un-
abha¨ngige Demes aufteilen, und mehrere Demes ko¨nnen unter bestimmten Bedingungen
wieder zu einem zusammengefasst werden. Ziel des Verfahrens ist es, dass innerhalb eines
GP-Laufs in der Gesamtpopulation eine Diversita¨t vorhanden ist, die einerseits das Ver-
lassen lokaler Optima wa¨hrend der Evolution ermo¨glicht, andererseits eine zielgerichtete
Suche noch mo¨glich macht.1
1Die ho¨chste Diversita¨t wu¨rde erzielt, wenn jedes neue Individuum zufa¨llig und ohne Zusammenhang zu
einem Elterindividuum erzeugt wu¨rde. In diesem Fall wa¨re jedoch keine zielgerichtete Suche mehr mo¨glich.
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Hierzu mu¨ssen folgende Fragen beantwortet werden:
1. Unter welchen Bedingungen wird eine Population aufgetrennt?
2. Unter welchen Bedingungen werden Teilpopulationen wieder zusammengefasst?
Die erste Frage wird im folgenden Abschnitt 9.1.1 na¨her untersucht. Die Betrachtung von
Vereinigungen einzelner Teilpopulationen wird in Abschnitt 9.1.2 beschrieben. Der aus die-
sen beiden Abschnitten hervorgehende Algorithmus wird abschließend in 9.1.3 anhand der
Testprobleme aus Kapitel 5 bewertet.
9.1.1 Aufteilen einer Population
Wenn in einer Population die Fitnessentwicklung stagniert, verringert sich mit fortschrei-
tender Anzahl der mutierten Individuen die Diversita¨t. GOLDBERG und DEB beschreiben in
[34] die so genannte Takeover Time fu¨r generationsbasierte Selektionsmethoden. Sie sagt aus,
nach wie vielen Selektionen ohne Fitnessverbesserung die gesamte Population nur noch aus
Kopien des besten Individuums besteht. Derselbe Effekt wurde von RUDOLPH fu¨r turnier-
basierte Selektionsmethoden untersucht [98]. An dieser Stelle soll ein a¨hnliches, bereits von
MCPHEE und HOPPER in [77] beschriebenes Verhalten einer Population untersucht wer-
den: Nach nur wenigen Generationen enthalten alle Individuen nur noch den genetischen
Code desselben Individuums der Ausgangspopulation. Es ist davon auszugehen, dass die-
ses urspru¨ngliche Individuum (oder seine fru¨hen Nachfolger) u¨ber eine relativ gute Fitness
verfu¨gte und mit einem, GOLDBERGs Takeover-Berechnungen a¨hnlichem Effekt die Popula-
tion u¨bernahm.
Dieser Effekt kann ebenfalls beim graphbasierten GP-System GGP beobachtet werden und
wird im Folgenden ebenfalls Takeover-Effekt genannt. Zu jedem Individuum der Popula-
tion wird die Nummer des Individuums der Ursprungspopulation vermerkt, von dem es
abstammt. Ein neu entstandenes Individuum erha¨lt immer die Nummer, mit der das Indi-
viduum markiert war, aus dem es erzeugt wurde. Entsteht ein Individuum durch Crossover
zweier Individuen, wird ebenfalls nur die Nummer des Ursprungindividuums weiterge-
reicht, die dem Besseren der beiden Eltern zugeordnet war.
Die so erfolgte Zuordnung ist aus zwei Gru¨nden ungenau.
1. Das zweite Individuum eines Crossovers gibt ebenfalls genetischen Code weiter.
2. Nach mehreren Mutationen eines Individuums ist es denkbar, dass vom urspru¨ngli-
chen Individuum kein genetischer Code mehr vorhanden ist und sich das Individuum
ausschließlich aus Knoten zusammensetzt, die durch die Mutationen neu entstanden
sind.
Diese Zufallssuche ist im allgemeinen schlechter als bekannte GP-Verfahren.
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Zur Untersuchung des Effekts wurden mit allen sechs Testproblemen des Kapitels 5 zwei-
mal 200 La¨ufe durchgefu¨hrt. Zum einen wurde das urspru¨ngliche Verfahren mit kontext-
sensitiven Operatoren (Std+, Abschnitt 7.4) eingesetzt, zum anderen wurden zusa¨tzlich die
erweiterten Schrittweiten Step (Abschnitt 8.2) verwendet. Die Ergebnisse sind in Abbildung
9.1 zusammengefasst.
Klassif. Ant Mower Polynom Sinus Two-Boxes
Std+ 985 1192 984 2208 1395 1703
Step 1499 2176 1460 3932 2559 3086
Abbildung 9.1: Der Takeover -Effekt bei GP-L ¤aufen mit und ohne Schritt-
weitensteuerung
Die Zahlen geben an, nach wie vielen Fitnessauswertungen durchschnittlich alle Individu-
en der Population vom selben Individuum der Ursprungspopulation abstammen. Selbst
wenn diese Zahlen durch die beiden oben beschriebenen Ungenauigkeiten etwas zu nied-
rig sind, zeigt sich, dass die Diversita¨t einer zufa¨llig erzeugten Ursprungspopulation nach
nur wenigen Fitnessauswertungen vollsta¨ndig verloren gegangen ist. Gleichzeitig ist zu
sehen, dass durch die Wahl des Schrittweitenverfahrens Step die Beschra¨nkung auf den ge-
netischen Code genau eines Individuums der Ursprungspopulation hinausgezo¨gert wird.
Es finden in der Regel 1.5 bis 2 Mal so viele Fitnessauswertungen statt, wie beim Std+-
Verfahren. Definiert man die Diversita¨t einer Population somit nach MCPHEE und HOP-
PER u¨ber die Abstammung einzelner Individuen, so dient die Step-Erweiterung des GP-
Grundalgorithmus der Diversita¨tserhaltung.
Wenn neben der Abstammung aller Individuen von demselben Ursprungsgraphen zusa¨tz-
lich die Fitness stagniert, deutet dies darauf hin, dass sich die Fitness einem lokalen Op-
timum angena¨hert hat. Da sich alle Individuen zu diesem Zeitpunkt relativ a¨hnlich sind,
findet hauptsa¨chlich eine lokale Suche statt, die die Population eher noch na¨her an das lo-
kale Optimum heranfu¨hrt, als dessen Umgebung zu verlassen.
Das hier vorzustellende Verfahren der dynamischen Demes teilt die Population in dieser Si-
tuation in zwei gleich große Demes auf. Die Individuen werden nach ihrer Fitness sortiert
und die erste Ha¨lfte wird dem ersten Deme zugeordnet. Die zweite Ha¨lfte der Individuen
wird durch neue, zufa¨llig erzeugte ersetzt, so dass der zweite Deme aus einer vollsta¨ndig
neuen Population besteht.
Ab diesem Zeitpunkt werden beide Teilpopulationen als autarke GP-La¨ufe betrachtet. Die
Anzahl der Selektionen pro Deme wird proportional zur Anzahl der Individuen innerhalb
des Demes gewa¨hlt. In beiden Teilpopulationen wird nun wiederum auf die Situation von
erfolgtem Takeover-Effekt und stagnierender Fitness gewartet, woraufhin der entsprechende
Deme wiederum aufgeteilt wird.
Zur Vermeidung von zu kleinen eigensta¨ndigen Teilpopulationen wird dieses Verfahren
nur fu¨r Demes mit mehr als acht Individuen angewandt. Kleinere Demes werden weiterhin
als eigensta¨ndige GP-La¨ufe integriert und entsprechend dem im Abschnitt 9.1.2 vorzustel-
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lenden Verfahren wieder mit anderen Demes zusammengefasst, werden aber nicht weiter
aufgeteilt.
Gegeben:
demenr {Anzahl der Teilpopulationen}
demesize {Anzahl der Individuen dieses Demes}
Solange Individuen von mehreren Ursprungsindividuen des Demes
abstammen
Verfahre nach Algorithmus 4.1
demenr = 1 ?
Ja Nein
takeover=Anzahl der Fitnessaus-
wertungen innerhalb des Demes
bis zu diesem Zeitpunkt
takeover=takeover-Wert der Ur-
sprungspopulation
Verfahre nach Algorithmus 4.1
bis takeover-mal hintereinander die beste Fitness des Demes nicht ver-
bessert wurde
demesize > 8 ?
Ja Nein
Sortiere alle Individuen des De-
mes nach ihrer Fitness
Teile Individuen gema¨ß ihrer Fit-
ness in zwei Demes ein
Ersetze alle Individuen im zweiten
Deme durch neu erzeugte
Wende den Algorithmus rekursiv
auf beide Demes an
Verfahre weiter nach Algorithmus
4.1
∅
Abbildung 9.2: Algorithmus zur Aufteilung einer Teilpopulation
Der genaue Zeitpunkt der Aufteilung einer Population berechnet sich nach dem Algorith-
mus aus Abbildung 9.2. Da fu¨r kleinere Teilpopulationen die Anzahl der Fitnessauswer-
tungen bis zur U¨bernahme der Population durch ein Individuum wesentlich geringer ist
als bei der vollsta¨ndigen Anfangspopulation wird die Dauer der Fitnessstagnation vor ei-
ner Demespaltung grundsa¨tzlich von der Takeover-Zeit der Ursprungspopulation abha¨ngig
gemacht. Kleinere Demes treten erst zu einem Zeitpunkt auf, an dem die Geschwindigkeit
der Evolution im Allgemeinen bereits stark zuru¨ckgegangen ist. In dem Deme, der bei ei-
ner Aufspaltung die besseren Individuen der Population erha¨lt, stagniert die Fitness bereits.
Durch die Verwendung der urspru¨nglichen Takeover-Zeit wird eine Weiterentwicklung der
Fitness mo¨glich, ohne dass sich der Deme sofort wieder halbiert.
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9.1.2 Vereinigung mehrerer Teilpopulationen
Der Takeover-Effekt stellt auch fu¨r statische Deme-Implementierungen ein Problem dar, bei
denen die Population von Anfang an in mehrere Teilpopulationen aufgespalten ist und
einzelne Individuen zu festgelegten Zeiten zwischen den Demes migrieren. Sobald ein In-
dividuum in einen anderen Deme u¨berfu¨hrt wird, das eine bessere Fitness hat als alle Indi-
viduen des neuen Demes, so wird sofort der Takeover-Effekt einsetzen und alle Individuen
des neuen Demes durch Mutationen dieses Individuums ersetzen. Somit wird der ganze
Zuwachs an Diversita¨t, der durch die Aufteilung in Teilpopulationen erreicht wird, durch
die Migrationen zunichte gemacht.
Diese statische Form der Demes hat in Bezug auf die Populationsdiversita¨t gegenu¨ber pan-
miktischen Populationen immer noch Vorteile, da oft auch Individuen migrieren, die keinen
vernichtenden Einfluss auf den neuen Deme haben. Durch eine moderate Wahl der Migra-
tionsgeschwindigkeit kann der Effekt weiterhin fu¨r jedes zu lo¨sende Problem individuell
angepasst werden.
Der hier vorgestellte Ansatz fu¨r die Verwendung von Teilpopulationen kommt vollsta¨ndig
ohne Migration aus. Statt dessen ko¨nnen wa¨hrend eines GP-Laufs Teilpopulationen wie-
der zu einer zusammengefasst werden. Es muss darauf geachtet werden, dass keine der
beiden zusammen zu fu¨hrenden Teilpopulationen sofort sa¨mtliche Individuen der anderen
durch Mutationen eigener Individuen u¨berschreibt. Dies wa¨re dann der Fall, wenn die be-
sten Individuen der einen Teilpopulation deutlich bessere Fitnesswerte als die der anderen
ha¨tten.
Gegeben:
demenr {Anzahl der Demes}
actual {Nummer des Demes, in dem als letztes ein In-
dividuum berechnet wurde}
mergelist = ∅
For i = 1 To demenr
Beste Fitness aus Deme actual besser als
viertbeste aus Deme i ?
Ja Nein
Beste Fitness aus Deme i besser als viertbeste
aus Deme actual ?
Ja Nein
i 6= actual ?
Ja Nein
mergelist = mergelist ∪ {deme i} ∅
∅
∅
Vereinige Deme actual mit allen aus mergelist
Abbildung 9.3: Algorithmus zur Vereinigung zweier Teilpopulationen
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Der in GGP verwendete Algorithmus ist in Abbildung 9.3 dargestellt. Er wird immer dann
ausgefu¨hrt, wenn mehrere Demes vorhanden sind und zu einem mutierten Individuum
ein neuer Fitnesswert berechnet wurde. Zwei Demes werden genau dann vereinigt, wenn
der jeweils beste Fitnesswert eines Demes zu den besten vier Werten des anderen Demes
geho¨ren wu¨rde. Auf diese Weise wird sichergestellt, dass die besten Fitnesswerte in bei-
den Teilpopulationen ungefa¨hr gleich sind und der Takeover-Effekt etwas la¨nger dauert, so
dass noch mo¨glichst lange die Mo¨glichkeit besteht, mittels Crossover neue Individuen zu
erzeugen, die Teile des genetischen Codes aus beiden Teilpopulationen in sich vereinen.
9.1.3 Ergebnisse
Das GP-System GGP wurde um die Verfahren zur dynamischen Demeverwaltung aus den
vorigen Abschnitten erweitert und mit Hilfe der sechs Testprobleme aus Kapitel 5 na¨her
untersucht.
Zu jedem der Probleme wurden zweimal 200 La¨ufe durchgefu¨hrt. Bei beiden Varianten
wurde die Parametrierung der La¨ufe entsprechend Kapitel 5 vorgenommen. Zusa¨tzlich
wurden bei allen Testreihen neben der dynamischen Demeverwaltung kontextsensitive ge-
netische Operatoren verwendet (Abschnitt 7.4). Die Testreihen wurden zum einen ohne
Schrittweitensteuerung (im Folgenden als Deme0 bezeichnet), zum anderen mit Schritt-
weitensteuerung (Deme1) durchgefu¨hrt. Die Ergebnisse wurden mit den entsprechenden
Testreihen ohne Verwendung von Demes verglichen (Std+, Abschnitt 7.4.2 und Step, Ab-
schnitt 8.2) und sind in den Abbildungen 9.4 bis 9.9 dargestellt. Außer beim Two-Boxes-
Problem ergibt sich bei allen Testproblemen eine signifikante Verbesserung – sowohl ge-























Std+ 0 0.00439 0.00027
Step 0 0.00454 0.00024
Deme0 0 0.00070 0.00001
Deme1 0 0.00038 0.00001
Abbildung 9.4: Die Ergebnisse der Testl ¤aufe zum Polynom-Problem
Beim Polynom-Problem sind beide Deme-Verfahren signifikant besser als Std+ und Step. Die
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Grafik aus Abbildung 9.4 zeigt, dass sich die Fitnesswerte fu¨r Std+ und Step jeweils in zwei
Gruppen einteilen lassen: Die Werte kleiner 10−6, die in der Grafik nicht von der X-Achse
zu unterscheiden sind und die u¨brigen. Die beiden Verfahren Deme0 ohne und Deme1 mit
Schrittweitensteuerung reduzieren die zweite Gruppe auf jeweils weniger als 30 Werte. Die
hohen Werte der urspru¨nglichen Verfahren beruhen darauf, dass die entsprechenden La¨ufe
lokale Fitnessoptima erreicht hatten und diese nicht mehr verlassen konnten. Durch die dy-
namische Demeverwaltung konnten entsprechende Populationen aufgeteilt werden und in
den zusa¨tzlichen Demes haben sich Individuen gebildet, die entweder direkt besser als
die Individuen des ungeteilten Demes waren oder mit deren Hilfe nach einer Zusammen-




















Std+ 0.00001 0.14506 0.01773
Step 0.00016 0.11612 0.02305
Deme0 0.00014 0.05683 0.00848
Deme1 0.00030 0.09379 0.01643
Abbildung 9.5: Die Ergebnisse der Testl ¤aufe zum Sinus-Problem
Beim Sinus-Problem war das Verfahren ohne Schrittweitenvariation Std+ besser als Step. An
dieser Eigenschaft hat sich durch die Verwendung dynamischer Demes nichts gea¨ndert. Al-
lerdings konnte Deme0 signifikant bessere Ergebnisse erzielen als die drei u¨brigen Verfah-
ren. Die Zahlen der Tabelle zeigen ebenfalls, dass in den Testla¨ufen Deme1 besser zu sein
scheint als das entsprechende Verfahren ohne Demes (Step). Ein Wilcoxon-Rangsummentest
konnte diese Aussage allerdings nicht verallgemeinern.
Beim Lawnmower-Problem hat die Verwendung von Demes zu keinen Vera¨nderungen bei
den Ergebnissen der GP-La¨ufe gefu¨hrt. Wie die Tabelle aus Abbildung 9.6 zeigt, sind die
Ergebnisse fu¨r die beiden Verfahren ohne bzw. fu¨r die Verfahren mit verschiedenen Schritt-
weiten nahezu identisch geblieben. Dieses Resultat war zu erwarten, da Lawnmower ein
fu¨r GP-Verha¨ltnisse extrem einfaches Problem ist. Wie die improv-Spalte der Tabelle zeigt,
werden perfekte Individuen bereits nach durchschnittlich etwa 1370 bzw. 1640 Fitnessaus-
wertungen gefunden. Da fu¨r dieses Problem nach der Abbildung 9.1 der Takeover-Effekt erst
nach durchschnittlich 984/1460 Fitnessauswertungen einsetzt und vor einer Demeteilung
die Fitness noch einmal ebenso lange stagnieren mu¨sste, werden Individuen mit optimaler
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Fitness bereits vor der ersten Demeteilung gefunden.
succ. impr. effort (evals)
Std+ 200 1645 4686 (3568)
Step 200 1373 3311 (2314)
Deme0 200 1637 4686 (3568)
Deme1 200 1374 3311 (2314)
















succ. impr. effort (evals)
Std+ 103 49282 378071 (36000)
Step 177 43955 167804 (10000)
deme0 189 60624 274082 (4000)
deme1 199 29498 102415 (87000)
Abbildung 9.7: Die Ergebnisse der Testl ¤aufe zum Articial Ant-Problem
Eine weitere Verbesserung der Ergebnisse gelang mittels Demes beim Artificial Ant-
Problem. Das Verfahren mit einer Kombination aus Demes und Schrittweiten konnte in 199
von 200 Fa¨llen eine Lo¨sung finden. Dieses Ergebnis ist deutlich besser als aktuell vero¨ffent-
lichte Ergebnisse anderer GP-Systeme (z.B. 16 Lo¨sungen bei 500 La¨ufen in [71] bei LUKE
und PANAIT). LANGDONs Aussage, dass GP bei diesem Problem nur mit einer Zufallssu-
che vergleichbare Ergebnisse erzielt, ist zumindest fu¨r das hier vorgestellte graphbasierte
GP-System GGP ebenfalls nicht mehr gu¨ltig. Wie auch schon im Vergleich zwischen Std+
und Step ist das Verfahren mit verschiedenen Schrittweiten auch beim Einsatz von Demes
signifikant besser als dasselbe Verfahren ohne Schrittweiten.
Bei dem Two-Boxes-Problem ergibt sich ein a¨hnliches Bild. Beide Deme-Verfahren sind signi-
fikant besser als die Vergleichsverfahren und ko¨nnen beide in allen Testla¨ufen eine Lo¨sung
finden. Untereinander sind die beiden Verfahren Deme0 und Deme1 mit einem Wilcoxon-
Rangsummentest nicht signifikant von einander zu unterscheiden.
An diesem Testproblem zeigen sich ebenfalls wieder interessante Eigenschaften der Effort-
Wert Berechnung. Obwohl die Verfahren mit und ohne Demes sich den Ergebnissen nach
signifikant unterscheiden (dies gilt sowohl fu¨r das Paar mit als auch ohne Schrittweiten),
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succ. impr. effort (evals)
Std+ 174 23992 36886 (2687)
Step 190 18489 41636 (5740)
Deme0 200 13661 36839 (3446)
Deme1 200 13091 42702 (6335)
Abbildung 9.8: Die Ergebnisse der Testl ¤aufe zum Two-Boxes-Problem
Beim Klassifikationsproblem waren ohne den Einsatz von Demes die Ergebnisse der bei-
den Vergleichsverfahren relativ a¨hnlich, die Schrittweiten konnten die Fitnessentwicklung
nicht positiv beeinflussen. Dieser Zustand hat sich durch die Hinzunahme von Demes nicht
vera¨ndert. Die Ergebnisse von Deme0 und Deme1 sind sich nach wie vor sehr a¨hnlich. Aller-
dings konnte der Einsatz der Demes die Ergebnisse beider Verfahren wiederum signifikant
verbessern, die Zahl der maximal falsch klassifizierten Testdaten konnte sogar halbiert wer-
den.
9.2 Zusammenfassung
In diesem Kapitel wurden zuna¨chst verschiedene, aus der Literatur bekannte Ansa¨tze vor-
gestellt, wie bei der Genetischen Programmierung die Diversita¨t in einer Population ge-
messen werden kann und welche Verfahren zur Diversita¨tserhaltung eingesetzt werden.
Der Einsatz von so genannten Demes wurde an dieser Stelle gesondert betrachtet.
Anschließend wurde ein Verfahren vorgestellt, das Fitnessstagnation und die Abstammung
sa¨mtlicher Individuen der Population fu¨r Diversita¨tsbetrachtungen heranzieht. Im Fall von
Stagnation wird die Population in mehrere Demes aufgeteilt, wobei neue zufa¨llige Indivi-
duen zur Diversita¨tserho¨hung erzeugt werden. Demes, die sich unabha¨ngig voneinander
auf ein vergleichbares Fitnessniveau entwickelt haben, werden wieder zusammenfu¨hrt.
Anhand der Testprobleme aus Kapitel 5 wurde gezeigt, wie das neue Verfahren zur dynami-
schen Demeverwaltung die Ergebnisse zum Teil deutlich verbessern konnte. Das Verfahren
kann hierbei zusa¨tzlich zum im Abschnitt 8.2 vorgestellten Verfahren zur Verwendung un-





















Std+ 0 98 32.5
Step 0 90 32.4
Deme0 0 45 23.4
Deme1 2 45 24.8
Abbildung 9.9: Die Ergebnisse der Testl ¤aufe zum Klassikationspro-
blem, die Tabelle gibt bereits nicht die Fitnesswerte sondern die Anzahl
der Fehlklassikationen an.
Erweiterungen erreicht werden, sind unabha¨ngig voneinander. Beide Verfahren ko¨nnen zu-
sammen (hier Deme1 genannt) eingesetzt werden. Das Verfahren eignet sich somit dazu, die





Bei vielen Anwendungen der Genetischen Programmierung sind einzelne Fitnessauswer-
tungen noch sehr zeitaufwa¨ndig. Dies kann zum Beispiel am numerischen Lo¨sen von Dif-
ferentialgleichungen oder a¨hnlich rechenintensiven Aufgaben liegen. Beispiele hierfu¨r sind
die Evolution von Schachprogrammen [35], von Laufrobotern [19] oder – allgemeiner – die
Modellierung und Regelung dynamischer Systeme, wie sie in Anhang A vorgestellt wird.
Fu¨r genannte Anwendungsfa¨lle ist es sinnvoll, die Anzahl der beno¨tigten Fitnessauswer-
tungen mo¨glichst gering zu halten. Ein erster Ansatz hierfu¨r ist, den durch eine Repro-
duktion erzeugten Individuen die Fitness des identischen Elter-Individuums zuzuordnen.
Bei diesem und bei allen weiteren Ansa¨tzen des Kapitels ist zu beachten, dass sie nur ver-
wendet werden ko¨nnen, wenn identischen Individuen immer dieselbe Fitness zugeordnet
werden kann. Wird zum Beispiel immer nur eine Teilmenge der zur Verfu¨gung stehenden
Testfa¨lle zur Fitnessberechnung herangezogen, ist die Fitness in den meisten Fa¨llen fu¨r jede
Teilmenge unterschiedlich und muss jedes Mal neu berechnet werden. Ein entsprechender
Fall tritt zum Beispiel bei der in [33] vorgestellten Dynamic Subset Selection oder a¨hnlichen
Verfahren ein. Eine andere Mo¨glichkeit fu¨r unterschiedliche Fitnesswerte bei identischen
Individuen sind sich dynamisch a¨ndernde Fitnesslandschaften, bei denen sich ein Opti-
mum im Laufe eines GP-Laufs verschiebt und es somit Aufgabe des Algorithmus ist, erst
sich dem Optimum anzuna¨hern und diesem dann zu folgen.
Das in dieser Arbeit vorgestellte GP-System GGP weist von vornherein Individuen, die
durch Replikation entstehen, die Fitness des entsprechenden Elter-Individuums zu, ohne
diese neu zu berechnen. Neben dieser Form von identischen Individuen kann es zusa¨tz-
lich vorkommen, dass ein Individuum erzeugt wird, das sich zwar von seinen direkten
Vorga¨ngern unterscheidet, jedoch trotzdem schon einmal wa¨hrend des GP-Laufs aufgetre-
ten ist.
Des Weiteren kann es passieren, dass zwei Graphen zwar gleich sind, dies aber aufgrund
der verwendeten Datenstruktur innerhalb des GP-Systems nicht erkannt wird. So sind
durch die Implementierung des Datentyps Graph alle Knoten eines Individuums durch-
nummeriert. Wenn bei zwei Individuen die Reihenfolge der Knoten unterschiedlich ist,
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die Strukturen aber durch ebenfalls verschobene Kantennummern denselben Graphen re-
pra¨sentieren, ko¨nnen sie nicht durch einen direkten Vergleich der Datenstruktur als iden-
tisch erkannt werden. Knoten, die kommutative Funktionen repra¨sentieren, sind eine wei-
tere Ursache dafu¨r, dass in der Datenstruktur unterschiedliche Individuen denselben GP-
Graphen darstellen ko¨nnen. Alle diese Formen von Graph-Isomorphien werden in diesem
Kapitel na¨her betrachtet und anhand der hierfu¨r geeigneten Testprobleme aus Kapitel 5 auf
ihre Relevanz untersucht. A¨hnliche Untersuchungen wurden bereits von IGEL fu¨r Neuronale
Netze durchgefu¨hrt [48].
10.1 Die Implementierung
Sollen wa¨hrend eines GP-Laufs identische GP-Graphen wieder erkannt werden, mu¨ssen
diese in einer geeigneten Datenstruktur abgelegt und wa¨hrend des GP-Laufs mit weiteren
Graphstrukturen verglichen werden ko¨nnen. Fu¨r die Speicherung sa¨mtlicher GP-Graphen
wa¨hrend eines GP-Laufs kann sich so ein sehr hoher Speicherbedarf einstellen. In den Test-
problemen aus Kapitel 5 werden jeweils 200000 Fitnessauswertungen durchgefu¨hrt – die in
den Beispielen verwendete maximale Graphgro¨ße betra¨gt 80 Knoten. Zusa¨tzlich mu¨ssen zu
jedem einzelnen Knoten noch weitere Informationen abgespeichert werden, zum Beispiel
eventuell vorhandene Parameter und der Funktionstyp, der durch den Knoten repra¨sen-
tiert wird. Des Weiteren muss jeder neu entstandene Graph mit den bereits vorhandenen
verglichen werden.
Um sowohl den Speicherbedarf als auch die Rechenzeit im Rahmen zu halten, wurde fol-
gende Implementierung gewa¨hlt:
• Die Graphen werden in einem bina¨ren Suchbaum [38] abgelegt.
• Zu jedem Graphen wird die Adjazenzmatrix und die Zuordnung der Knoten zu der
entsprechenden Grundfunktion (Definitionen 3.2 und 3.4) gespeichert.
• Die Adjazenzmatrix wird gemeinsam mit den Knotenzuordnungen mittels zlib-
Kompression [24, 25, 26] komprimiert.
• Die komprimierten Graphen werden zusammen mit der komprimierten Gro¨ße und
der Anzahl der zum Graphen geho¨renden Knoten gespeichert. Diese drei Elemente
dienen als Knotenmarkierung des Bina¨rbaums.
• Wird ein neues Element mit einem des Baumes verglichen, wird zuna¨chst mit der
komprimierten Gro¨ße, dann mit Anzahl der Knoten und zuletzt mit den komprimier-
ten Daten verglichen.
10.1.1 Einschra¨nkungen
Die vorgestellten Punkte sorgen zwar zum einen dafu¨r, dass der Ressourcenbedarf des GP-
Systems fu¨r heutige Rechner zu bewa¨ltigen ist, zum anderen verursachen sie mehrere Ein-
schra¨nkungen fu¨r die zu bearbeitenden Probleme:
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1. Bei der gewa¨hlten Datenstruktur werden keine parametrierten Knoten beru¨cksichtigt.
2. In der oben beschriebenen Variante ko¨nnen keine nicht-kommutativen Grundfunk-
tionen verwendet werden.
Wa¨hrend die zweite Einschra¨nkung, wie spa¨ter gezeigt wird, fu¨r die verwendeten Testpro-
bleme aufgehoben werden kann, bleibt die Erste bestehen: Wenn in einem Graph Knoten
vorkommen, die u¨ber eigene Parameter verfu¨gen, ko¨nnen diese nicht in den Knotenmar-
kierungen des Bina¨rbaums beru¨cksichtigt werden. Ein Knoten, der eine Konstante mit dem
Wert 4.6 repra¨sentiert, kann somit nicht von einem mit dem Wert -2 unterschieden werden.
Hierdurch reduzieren sich die geeigneten Testprobleme aus Kapitel 5 auf das Artificial Ant-,
das Lawnmower- und das Two-Boxes-Problem.1
Findet allerdings eine hybride Form der Optimierung statt, bei der die Struktur einzelner
Individuen mit der Genetischen Programmierung und die Parameter einzelner Knoten u¨ber
andere Verfahren, wie zum Beispiel Evolutionsstrategien [93], Simulated Annealing oder Par-
ticle Swarm Optimization [53] ermittelt werden, kann eine Untersuchung auf Isomorphien
eingesetzt werden, um bestimmte Strukturen als bereits untersucht zu kennzeichnen und
sie im weiteren Verlauf der Optimierung nicht mehr zu beru¨cksichtigen.
Zur Komprimierung des GP-Graphen wird eine Adjazenzmatrix fu¨r einen einfachen ge-
richteten Graphen verwendet. Da es sich bei GP-Graphen um Multigraphen handelt, bei
denen nicht nur die Anzahl der Kanten zwischen zwei Knoten gro¨ßer eins sein kann, son-
dern die Kanten eines Knotens auch noch eine bestimmte Reihenfolge haben, ist die Ab-
bildung von den GP-Graphen in die Menge der Adjazenzmatrizen2 nicht injektiv. Die Ver-
wendung von Adjazenzmatrizen la¨sst sich jedoch nicht umgehen, da das zur Isomorphie-
untersuchung verwendete externe Programmpaket nauty (Abschnitt 10.2, [75]) nur diese
unterstu¨tzt.
Um eine injektive Abbildung zwischen den GP-Graphen der Testprobleme und den Adja-
zenzmatrizen herzustellen, mu¨ssen zwei Punkte beachtet werden:
• Was passiert, wenn zwischen zwei Knoten mehrere Kanten parallel verlaufen?
• Was muss bezu¨glich der Reihenfolge der Kanten beachtet werden?
Bei allen verwendeten Testproblemen sind maximaler Eingangs- und Ausgangsgrad aller
Knoten kleiner oder gleich zwei. Wenn in einer Zeile der Adjazenzmatrix, die fu¨r einen Kno-
ten mit Ausgangsgrad zwei steht, nur eine Verbindung angegeben ist, bedeutet dies, dass
beide Kanten zum selben Knoten fu¨hren. Analoges gilt fu¨r die Spalten der Matrix. Proble-
me wu¨rden erst auftreten, wenn mehr als zwei Kanten aus einem Knoten herausfu¨hren. In
solch einem Fall mu¨sste der Graph um Zusatzknoten erweitert werden. Fu¨r jeden mo¨gli-
chen Eingang und Ausgang wird ein neuer (1,1)-Knotentyp Eingang1, Eingang2, Ausgang1
usw. erzeugt. Die diesen Zusatzknoten zugeordnete Funktion ist jeweils die Identita¨tsfunk-
tion. Eine Kante vom I-ten Ausgang von Knoten m zum J-ten Eingang des Knotens n wird
1Bei den beiden letztgenannten mussten Knotentypen weggelassen werden, siehe hierfu¨r Abschnitt 10.3.
2Erweitert um die Zuordnungen der Knoten zu den Grundfunktionen.
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durch einen Teilgraphen (V,E) mit V = {a, e} und E = {(m, a), (a, e), (e,n)} ersetzt, wobei
dem Knoten a die Funktion AusgangI und dem Knoten e die Funktion EingangJ zugeordnet
wird.
Eine Implementierung dieses Ansatzes wu¨rde das Abspeichern entsprechend gro¨ßerer Ad-
jazenzmatrizen nach sich ziehen. Jeder (i,j)-Knoten wu¨rde um i + j Zusatzknoten erweitert,
so dass fu¨r den Knoten alleine 1 + i + j Zeilen/Spalten in der Adjazenzmatrix anfallen
wu¨rden.
Aus den oben genannten Gru¨nden konnte fu¨r die verwendeten Testprobleme auf eine Im-
plementierung der Zusatzknoten verzichtet werden. Die Reihenfolge der Kanten darf je-
doch nur vernachla¨ssigt werden, wenn die einem Knoten zugeordnete Grundfunktion in
den entsprechenden Variablen kommutativ ist. Stellt ein GP-Graph mit drei Knoten zum
Beispiel den Ausdruck 3 − 1 dar, so ist seine Adjazenzmatrix identisch mit der eines GP-
Graphen 1 − 3. Diese Beschra¨nkung auf kommutative Funktionen wird jedoch von den
verwendeten Testproblemen nicht erfu¨llt.
Durch diese Einschra¨nkung ist eine rudimenta¨re Implementierung von Zusatzknoten un-
umga¨nglich: Wenn ein Knoten u¨ber zwei nicht-kommutative Ausgangs-/Eingangskanten
verfu¨gt, wird bei der ersten ein Zusatzknoten vom neuen Typ Knotenausgang/-eingang ein-
gefu¨gt. Die Grundfunktionen, die durch diese beiden neuen Typen repra¨sentiert werden,
sind wiederum die Identita¨t. Somit wird die Semantik des GP-Graphen nicht vera¨ndert,
gleiche GP-Graphen werden aber auf dieselbe Adjazenzmatrix abgebildet. Bei kommuta-
tiven Einga¨ngen/Ausga¨ngen kann auf die Zusatzknoten verzichtet werden, da die GP-
Graphen zwar unterschiedlich, durch die Kommutativita¨t aber semantisch identisch sind.
Die Abbildung auf dieselbe Adjazenzmatrix ist in diesem Fall sogar wu¨nschenswert.
10.2 Isomorphien
Mit der in Abschnitt 10.1 beschriebenen Implementierung ist es mo¨glich, Individuen als
identisch zu identifizieren, die dieselbe Darstellung im Speicher haben. Sobald jedoch zwei
Knoten in der internen Darstellung (trotz gleicher GP-Graphen) vertauscht sind, ist es nicht
mehr mo¨glich, diese Individuen als gleich zu identifizieren. Abbildung 10.1 gibt ein Beispiel
hierfu¨r.
In Definition 10.1 wird der aus der Literatur bekannte Isomorphiebegriff (z.B. [29]) fu¨r GP-
Graphen mit zugeho¨riger Semantik erweitert.
Definition 10.1
Zwei GP-Graphen G1 = (I1,O1,V1,E1) und G2 = (I2,O2,V2,E2) mit den Semantiken
G1,func/G1,par sowie G2,func/G2,par heißen isomorph, wenn folgende Bedingungen erfu¨llt sind:
1. Es gibt drei bijektive Abbildungen fI : I1 → I2, fO : O1 → O2 und fV : V1 → V2
2. Die Ordnungen auf den Mengen I1 und O1 bleiben durch Anwendung der Abbildun-
gen fI und fO auf I2 und O2 erhalten.
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1: Input 2: Left 3: Move 4: Out
1: Input 4: Out2: Move 3: Left
Abbildung 10.1: Zwei isomorphe Graphen zum Articial Ant-Problem
3. Fu¨r alle Elemente v aus V1 gilt G1,func(v) = G2,func(fV(v)) und G1,par(v) = G2,par(fV(v))
4. Zwischen zwei beliebigen Knoten u, v ∈ I1 ∪O1 ∪V1 existiert dieselbe Zahl von Kan-
ten in E1 wie zwischen den beiden, durch die bijektiven Abbildungen aus Punkt (1)
gegebenen Knoten aus I2 ∪O2 ∪ V2 in E2.
5. Die Reihenfolge der Eingangskanten eines Knotens v ∈ V1 muss bei nicht-
kommutativer Funktion G1,func(v) unter der Bijektion fV erhalten bleiben. Dasselbe
gilt fu¨r nicht austauschbare Ausgangskanten.
Mit dem von MCKAY entwickelten Programmpaket nauty ist es mo¨glich, Graphen als iso-
morph zu identifizieren [75]. Das Programm arbeitet mit den Adjazenzmatrizen einfacher,
gerichteter Graphen sowie einer Fa¨rbung der Knoten. Jedem Knotentyp der GP-Graphen
wird hierbei eine Farbe zugeordnet. Nauty unterteilt die Menge aller Graphen bezu¨glich
Adjazenzmatrix und unterschiedlicher Fa¨rbung in Isomorphieklassen. In jeder dieser Klas-
sen gibt es ein ausgezeichnetes Element, das als kanonischer Graph bezeichnet wird. Durch
Anwendung des Programms auf einen Graphen mit Fa¨rbung wird der zugeho¨rige kanoni-
sche Graph ausgegeben. Die genaue Funktionsweise von nauty kann der zugeho¨rigen Lite-
ratur entnommen werden [75, 73, 74, 79]. Die entsprechenden Routinen von nauty wurden
so in das GP-Programm GGP integriert, dass anstelle der Adjazenzmatrix plus Knotentypen
nun die Adjazenzmatrix des kanonischen Graphen mitsamt der Fa¨rbung im bina¨ren Such-
baum gespeichert wird. Auf diese Weise ist es mo¨glich, GP-Graphen, zu denen wa¨hrend
eines Laufs bereits isomorphe Individuen mit entsprechend identischer Fitness berechnet
wurden, ohne Neuberechnung die urspru¨ngliche Fitness zuzuweisen.
Bei der Implementierung mussten zusa¨tzlich folgende Punkte beachtet werden:
• Bei der Umwandlung der einzelnen Knotentypen in Farben muss jedem Eingangs-
und Ausgangsknoten des GP-Graphen eine eigene Farbe zugeordnet werden. Ohne
diese Unterscheidung wu¨rde eine Kommutativita¨t der Ein-/Ausga¨nge unterstellt, die
nicht vorausgesetzt werden kann. Wu¨rden bei einem GP-Graph mit zwei Ausga¨ngen
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und funktionaler Semantik zum Beispiel der erste Ausgang eine Kraft und der zwei-
te einen Winkel repra¨sentieren, ko¨nnte ein weiterer Graph als isomorph angesehen
werden, bei dem beide Ausga¨nge vertauscht wa¨ren.
• Gleiche Farben im kanonischen Graphen mu¨ssen immer denselben Knotentypen des
GP-Graphen repra¨sentieren. Aus diesem Grund mu¨ssen in den GP-Graphen, die
nauty u¨bergeben werden, immer alle Farben/Knotentypen in derselben Reihenfolge
vorkommen. Wa¨re dies nicht der Fall, ko¨nnten zwei Graphen als isomorph angese-
hen werden, bei denen einer an sa¨mtlichen Stellen Multiplikationen repra¨sentierende
Knoten hat, wo sich bei dem anderen Divisionsknoten befinden. Sind bei einer Pro-
blemstellung n verschiedene Knotentypen erlaubt, werden dem eigentlichen Graphen
genauso viele (0,0)-Knoten hinzugefu¨gt, die jeweils eine Farbe/einen Knotentyp re-
pra¨sentieren. Da die Reihenfolge dieser Knoten immer dieselbe ist, verwendet nauty
immer dieselbe Farbe fu¨r einen Knotentyp.
10.3 Ergebnisse
Zur U¨berpru¨fung der Ha¨ufigkeit identischer und isomorpher Individuen bei GP-La¨ufen
wurden die den Voraussetzungen entsprechenden Testprobleme aus Kapitel 5 verwendet:
Das Artificial Ant-Problem konnte ohne A¨nderungen u¨bernommen werden, bei Lawnmower
wurde auf die Grundfunktion Frog, bei Two-Boxes auf Inpv verzichtet, da diese Funktionen
u¨ber eigene Parameter verfu¨gen.
Fu¨r alle drei Testprobleme wurden je vier Serien mit jeweils 200 Testla¨ufen durchgefu¨hrt,
die Parametrierung entsprach wiederum der aus Kapitel 5. Zu jedem Testproblem wurden
die Verfahren Std+ aus Abschnitt 7.4 und Step aus Abschnitt 8.2 je zweimal angewandt.
Einmal wurden in den bina¨ren Suchba¨umen direkt die GP-Graphen mit Knotentyp und
beim zweiten Mal die kanonischen Graphen mit Knotenfa¨rbung gespeichert. In allen Serien
wurde geza¨hlt, wie oft neue Individuen (bzw. deren kanonische Repra¨sentanten) bereits im
Suchbaum abgespeichert waren – wie viele Fitnessauswertungen also eingespart werden
ko¨nnen.
Es werden jeweils die Durchschnittswerte der Individuenzahlen u¨ber alle 200 La¨ufe der
Testserie verglichen. Wie aus den summierten Operatorha¨ufigkeiten der Tabellen 5.3, 5.7
und 5.8 aus Kapitel 5 hervorgeht, liegt die Replikationsrate fu¨r Std+ beim Two-Boxes-
Problem bei zwei und bei den beiden anderen bei je vier Prozent.1 Wenn keine Graphen
zwischengespeichert werden, entspricht dies der Anzahl der Individuen, deren Fitness
nicht berechnet werden muss. Der Unterschied zum Wert der identischen Individuen ist die
Anzahl der Fitnessauswertungen, die durch das Abspeichern sa¨mtlicher Individuen einge-
spart werden kann. Die Differenz zur Zahl der doppelten, kanonischen Graphen wiederum
kann zusa¨tzlich durch die Auswertung der Isomorphien eingespart werden.
1Bei Step liegt die tatsa¨chliche Replikationsrate bei 0.68 bzw. 1.4 Prozent, da die Schrittweiten zwischen eins
und drei variieren und in allen Schritten jeweils eine Replikation stattfinden muss.
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Bei jedem GP-Lauf werden zwei Zeitpunkte genauer betrachtet. Zum einen ist dies der
Punkt, an dem die globale Fitness des Laufs zum letzten Mal verbessert wurde, zum ande-
ren wird der Wert nach der Berechnung aller Fitnessauswertungen angegeben. Beim Arti-
ficial Ant-Problem werden zusa¨tzlich die Werte aufgefu¨hrt, bei denen zum ersten Mal ein
Individuum mit einer Fitness kleiner eins gefunden wurde, bei dem die Ameise also den
kompletten Santa Fe´-Pfad abla¨uft.
Tabelle 10.1 entha¨lt die Ergebnisse beim Two-Boxes-Problem. Der obere Teil der Tabelle zeigt
die Ergebnisse ohne Schrittweitensteuerung (Variante Std+), der untere fasst die Resulta-
te der La¨ufe mit unterschiedlichen Schrittweiten (Step) zusammen. In der Spalte mit der
U¨berschrift 200000 steht jeweils die Zahl der Fitnessauswertungen, die nach den komplet-
ten GP-La¨ufen durchschnittlich redundant berechnet wurden. Die U¨berschrift der letzten
Spalte gibt an, nach wie vielen Fitnessauswertungen durchschnittlich das beste Individu-
um der La¨ufe gefunden wurde. Die Zeile identisch entha¨lt die Anzahl der Individuen, die
bereits im bina¨ren Suchbaum enthalten waren. Die Zeile isomorph entha¨lt die Zahl der Indi-
viduen deren kanonischer Graph bereits im bina¨ren Suchbaum vorhanden war, zu denen
also bereits ein isomorpher GP-Graph gefunden wurde.
Std+ 200000 35133.4 (avg.)
identisch 90805.7 (45.4%) 14095.8 (40.1%)
isomorph 143641.0 (71.8%) 15839.9 (45.1%)
Step 200000 23436.5 (avg.)
identisch 39514.7 (19.7%) 2780.9 (11.9%)
isomorph 74108.2 (37.1%) 3162.8 (13.5%)
Tabelle 10.1: Redundante Fitnessberechnungen beim Two-Boxes-
Problem
Beim Betrachten der beiden Tabellen fa¨llt zuna¨chst auf, dass die Werte zum Std+-Verfahren
mehr als doppelt so hoch sind, wie die zum Step-Verfahren. Dies ist ein weiteres Zeichen
fu¨r die durch Step hervorgerufene Diversita¨tserhaltung. Die Anzahl der mo¨glichen Indivi-
duen, die durch zwei oder drei hintereinander ausgefu¨hrte Variationen eines GP-Graphen
entstehen ko¨nnen, ist ho¨her als die Zahl der Individuen, die durch eine einzige Variation
entstehen ko¨nnen. Selbst wenn die Fitness zu schlecht fu¨r eine Weiterverbreitung des so
entstandenen genetischen Codes ist, ist die Chance mit mehreren Variationen ein bereits
bekanntes Individuum zu erzeugen entsprechend kleiner.
Da es sich bei den Zeilen identisch und isomorph jeweils um dieselben GP-La¨ufe handelt,
ist klar, dass die Redundanzzahlen bei Beru¨cksichtigung der Isomorphien u¨ber denen der
identischen Individuen liegen. Es ist jedoch u¨berraschend, dass wa¨hrend eines GP-Laufs im
Falle von Std+ bei Erreichen des Optimums bereits u¨ber 40 Prozent der Fitnessberechnun-
gen redundant sind. Bei entsprechend langer Laufzeit steigt der Anteil der redundanten
Auswertungen weiter an. Abbildung 10.2 zeigt die Anzahl der redundanten Auswertun-
gen wa¨hrend der Testserien zum Two-Boxes-Problem sowie deren prozentualer Anteil an
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Abbildung 10.2: Redundante Fitnessberechnungen beim Two-Boxes-
Problem
Die Kurven sind jeweils u¨ber die Ergebnisse der 200 Testla¨ufe gemittelt. Die beiden senk-
rechten Linien symbolisieren die Zeitpunkte, zu denen im Durchschnitt die letzte Fit-
nessverbesserung eingetreten ist. Die Diagramme zeigen, dass der Anteil redundanter Fit-
nessauswertungen in allen Fa¨llen zuna¨chst stark ansteigt und sich dann nur noch ge-
ringfu¨gig vera¨ndert. Dies zeigt, dass auch bei La¨ufen mit einer geringen Zahl von Fit-
nessauswertungen bereits sehr schnell viele redundante Berechnungen durchgefu¨hrt wer-
den.
Std+ 200000 2423.7 (avg.)
identisch 48163.7 (24.0%) 189.4 (7.8%)
isomorph 137750.0 (68.8%) 312.6 (12.9%)
Step 200000 1691.7 (avg.)
identisch 19141.6 (9.5%) 50.7 (3.0%)
isomorph 71587.8 (35.8%) 89.5 (5.3%)
Tabelle 10.2: Redundante Fitnessberechnungen beim Lawnmower -
Problem
Die Ergebnisse fu¨r das Lawnmower-Problem in Tabelle 10.2 und Abbildung 10.3 a¨hneln qua-
litativ denen des Two-Boxes-Problems. Durch das fru¨he Finden der gesuchten Lo¨sungen
nach durchschnittlich 1691 (Step) bzw. 2424 Fitnessauswertungen (Std+) ist die Zahl redun-
danter Fitnessberechnungen zu diesen Zeitpunkten noch relativ gering. Wa¨hrend die An-
zahl identischer Individuen bis zum Ende der GP-La¨ufe jedoch relativ klein bleibt, steigt
der Anteil isomorpher Individuen sprunghaft an.
Wa¨hrend die mo¨gliche Zeitersparnis beim Lawnmower-Problem – bedingt durch das fru¨he
Finden einer Lo¨sung – durch das Mitprotokollieren von identischen/isomorphen Individu-











































Abbildung 10.3: Redundante Fitnessberechnungen beim Lawnmower -
Problem
alle Nahrungsstu¨cke eingesammelt werden, – je nach Verfahren – bereits bis zu 47 Prozent
der Fitnessauswertungen vermieden werden. Tabelle 10.3 und Abbildung 10.4 fassen die
Ergebnisse zusammen. Die beiden senkrechten Linien stehen fu¨r die Zeitpunkte, bei denen
die Fitness das letzte Mal verbessert wurde.
Std+ 200000 91757.3 (avg.) 50306.2 (avg.)
identisch 84921.4 (42.5%) 34345.8 (37.4%) 18611.3 (37.0%)
isomorph 112325.0 (56.2%) 45459.3 (49.5%) 23605.7 (46.9%)
Step 200000 106003 (avg.) 38679.3 (avg.)
identisch 29708.8 (14.8%) 12258.6 (11.6%) 3735.4 (9.7%)
isomorph 45329.0 (22.7%) 18697.4 (17.6%) 5337.7 (13.8%)















































Die Ergebnisse der vorangegangenen Abschnitte zeigen, dass bei allen verwendeten Test-
problemen deutlich mehr Individuen doppelt erzeugt wurden, als der durch die Opera-
torwahrscheinlichkeiten implizit vorgegebene Replikationsanteil erwarten ließ. Zusa¨tzlich
waren bei allen Benchmarks isomorphe Individuen vorhanden, so dass der Anteil redun-
dant berechneter Fitnesswerte in einzelnen Testreihen auf bis zu 71 Prozent steigen konnte.
Der Anteil redundanter Fitnessberechnungen (sowohl identischer als auch isomorpher)
steigt in den Testproblemen wa¨hrend der 200000 durchgefu¨hrten Fitnessauswertungen
streng monoton an. Zu Beginn eines GP-Laufs ist die Zunahme sehr hoch, nach einer fu¨r
alle Testserien unterschiedlichen Anzahl von Auswertungen verflacht die entsprechende
Kurve jedoch zusehends.
Der Anteil redundanter Fitnessberechnungen ist beim Std+-Verfahren wesentlich ho¨her als
beim Step-Verfahren. Dies zeigt, dass durch die Ausfu¨hrung mehrerer genetischer Operato-
ren vor einer Fitnessberechnung der Suchraum wesentlich besser ausgenutzt wird als mit
nur einem genetischen Operator. Trotzdem liegt der Anteil redundanter Fitnessberechnun-
gen auch bei diesem Verfahren noch so hoch, dass sich Isomorphiebetrachtungen durchaus
lohnen ko¨nnen.
Beim Einsatz der hier vorgestellten Ansa¨tze sind mehrere Punkte zu beachten:
• Die Untersuchung auf identische und isomorphe Graphstrukturen erfordert sowohl
Speicherplatz als auch Zeitaufwand. Individuen mu¨ssen in einer geeigneten Daten-
struktur wie Hashtabellen oder – wie hier angewandt – bina¨ren Suchba¨umen verwal-
tet werden. Fu¨r eine Zeitabscha¨tzung gilt, dass das Finden von Graphisomorphien
zur Klasse NP-unvollsta¨ndiger Probleme geho¨rt [119] und somit entsprechend Re-
chenzeit beno¨tigt.1
Dieser Aufwand kann nur in Betracht kommen, wenn die Fitnessberechnung des Pro-
blems entsprechend aufwa¨ndig ist, so dass zu erwarten ist, dass sich die Rechenzeit
fu¨r die Redundanzuntersuchungen durch die gesparten Fitnessauswertungen kom-
pensieren la¨sst.
• Bei vielen GP-Ansa¨tzen spielen aus der Natur bekannte [123] Introns und Bloat [67, 10]
eine wichtige Rolle [2, 1, 76, 64, 84]. Fu¨r Individuen, bei denen Teile des Genotyps
keinen Einfluss auf die Fitness haben, sind zwar die Fitnesswerte, die verschiedene
Individuen erzeugen, identisch, die Genotypen unterscheiden sich jedoch. Solche se-
mantischen A¨quivalenzen ko¨nnen mit den hier vorgestellten Methoden nicht erkannt
werden. Das graphbasierte System GGP hat hier den Vorteil, dass durch die Mo¨glich-
keit, kleine Graphstrukturen erfolgreich zu evolvieren, kaum Bloat entsteht. Sollen
1Die zur Isomorphiebestimmung eingesetzte Software [75] verwendet effiziente Heuristiken, so dass sich die
Rechenzeit bei Problemen mit mehrminu¨tigen Fitnessauswertungen und den Testproblemen a¨hnlichen Graph-
gro¨ßen als vermutlich vernachla¨ssigbar ist.
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die hier vorgestellten Isomorphiebetrachtungen auf Bloat-anfa¨llige GP-Systeme ange-
wendet werden, so sollten vor der Betrachtung entsprechende Vorkehrungen getrof-
fen werden [107]. Zum Beispiel ko¨nnen Introns aus dem Genotyp entfernt werden
[108, 15], die Komplexita¨t oder Gro¨ße des Individuums kann, wie bei GGP, in die
Fitnessfunktion eingehen [44, 125] oder es ko¨nnen spezielle Selektionsmethoden Ver-
wendung finden [106, 30].
Die drei Testprobleme sind sicher nicht repra¨sentativ fu¨r alle Problemstellungen, die mit
der Genetischen Programmierung behandelt werden. Die erzielten Ergebnisse geben je-
doch Grund zur Annahme, dass gerade bei Problemen mit aufwa¨ndiger Fitnessberechnung
durch Algorithmen zur Isomorphieerkennung viel Rechenzeit eingespart werden kann.
Diese Vermutung wird ebenfalls durch die von IGEL und STAGGE erzielten Ergebnisse fu¨r




In diesem Kapitel wird gezeigt, wie GGP zum Entwurf paralleler Algorithmen eingesetzt
werden kann. Dies war bisher mit KOZAs baumbasiertem Grundalgorithmus in dieser
Form nicht mo¨glich. In Abschnitt 11.1 wird das Artificial Ant-Problem aus Abschnitt 5.3.1
fu¨r zwei Ameisen verallgemeinert und in Abschnitt 11.2 wird das parallele Invertieren ei-
nes Bitvektores durch zwei Programmthreads behandelt.
Im Rahmen des Artificial Ant-Problems wird ein genauerer Blick auf die entstandenen Indi-
viduen geworfen, wodurch sich weitere Erkenntnisse u¨ber die Fa¨higkeiten zu Generalisie-
rung ergeben.
Die Ergebnisse dieses Kapitels wurden erarbeitet, bevor die GGP-Erweiterungen der Ka-
pitel 7.4 bis 9 existierten. Mit den in diesen Abschnitten vorgestellten GP-Varianten (Std+,
Step,...) wa¨ren die Ergebnisse voraussichtlich noch besser ausgefallen, als sie zum Zeitpunkt
der Erstellung bereits waren.
In Abschnitt 3.5.2 wird beschrieben, wie algorithmische Semantiken zur Darstellung par-
alleler Algorithmen eingesetzt werden ko¨nnen. Am Beispiel zweier unterschiedlicher Pro-
blemstellungen wird in diesem Abschnitt gezeigt, dass die Evolution solcher Algorithmen
mit graphbasiertem GP mo¨glich ist: In Abschnitt 11.1 wird das Problem Artificial Ant on the
Santa Fe´ Trail so verallgemeinert, dass zwei Ameisen gleichzeitig auf demselben Feld nach
Nahrungsstu¨cken suchen. Das zweite Testproblem besteht darin, mit zwei Threads einen
Bitvektor mo¨glichst effizient zu bearbeiten (Abschnitt 11.2).
Die vom GP-System erzeugten Graphen werden im Folgenden als Flussdiagramme darge-
stellt. In Flussdiagrammen beginnen Algorithmen bei einen ausgezeichneten Startknoten
und folgen den Kantenverla¨ufen des Diagramms. Ein Algorithmus terminiert, wenn ein
Endknoten erreicht wird. Die Abarbeitung eines Flussdiagramms entspricht somit der Be-
wertung eines GP-Graphen mit algorithmischer Semantik im sequenziellen Fall. Der Start-
knoten des Flussdiagramms entspricht dem einzigen Eingangsknoten des Graphen und der
Endknoten dem einzigen Ausgangsknoten.
Im Fall paralleler Algorithmen entspricht die Anzahl der Eingangsknoten des GP-Graphen
der Anzahl der Threads des Programms, also der Zahl parallel ablaufender Programm-
flu¨sse. Es ist weiterhin genau ein Ausgangsknoten vorhanden.
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11.1 Der Santa Fe´-Pfad mit zwei Ameisen
Das Artificial Ant-Problem wurde im Rahmen dieser Arbeit bereits mehrfach als Benchmark
eingesetzt. Hier soll untersucht werden, ob es mo¨glich ist, mit einem GP-Lauf parallel ab-
laufende Algorithmen fu¨r zwei Ameisen zu evolvieren. Die Ameisen suchen hierbei die
Nahrung auf dem gleichen Feld und die Algorithmen teilen sich denselben GP-Graphen.
Folgende Fragen sollen na¨her untersucht werden:
• Kann ein paralleler Algorithmus gefunden werden, der das Artificial Ant-Problem
lo¨st? Wie ha¨ufig kann eine Lo¨sung gefunden werden?
• Benutzen die beiden Threads exakt die gleichen Teile des Graphen oder verwenden
sie jeweils eigene Teilgraphen? Wie groß ist der Anteil des von beiden Threads ge-
meinsam benutzten Graphen?
• Lassen sich die Lo¨sungen in unterschiedliche Klassen einteilen, die nach dem Anteil
des gemeinsam verwendeten Codes unterschieden werden?
• Sind die Lo¨sungen beider Threads generalisierend?
• La¨sst sich die Anzahl der Lo¨sungen mit dem sequenziellen Problem vergleichen,
wenn der Pfad der Ameise in zwei Testcases mit jeweils der Ha¨lfte des Weges auf-
geteilt wird?
11.1.1 Problembeschreibung
Das Problem entspricht weitestgehend dem in Abschnitt 5.3.1 vorgestellten, allerdings wer-











Abbildung 11.1: Der Santa F·e-Pfad mit zwei Ameisen. Ein Graph
enth¤alt zwei Eingangsknoten, jeder steht f ¤ur den Startknoten einer
Ameise.
Die Menge der Grundfunktionen umfasst die Funktionen Food, Move, Left, Right und Mer-
ge. Im Unterschied zum sequenziellen Fall mit einer Ameise besitzt ein GP-Graph zur Re-
pra¨sentation eines Ameisenalgorithmus einerseits zwei Eingangsknoten und andererseits
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eine andere Parametermenge fu¨r die Grundfunktionen. In dieser werden zusa¨tzlich die Da-
ten der zweiten Ameise repra¨sentiert.
Die Parametermenge besteht somit aus einem 4-Tupel P = (food, ant1, ant2, cmd). Die Menge
food ⊆ {(0, 0) . . . (0, 31), (1, 0) . . . (1, 31), . . . , (31, 0) . . . (31, 31)} repra¨sentiert die Felder, auf
denen zu Beginn Nahrungsstu¨cke vorhanden sind. Die Menge ist identisch mit der aus Ab-
schnitt 5.3.1. Auch ant1 ist dieselbe Menge geblieben und repra¨sentiert die Startposition der
ersten Ameise. Das Tupel ant2 = ((26, 21), (31, 0)) steht fu¨r Startposition und Blickrichtung
der zweiten Ameise. Die Zahl cmd ∈ N gibt die maximale Befehlszahl an und wurde auf
600 gesetzt.
Somit ergibt sich die Parametermenge P0 und die Funktionenschar F
P0 = ({(0, 1), (0, 2), (0, 3), (1, 3), (2, 3), (3, 3), (4, 3), (5, 3), (5, 4), (5, 5), (5, 6), (5, 8), (5, 9),
(5, 10), (5, 11), (5, 12), (6, 12), (7, 12), (8, 12), (9, 12), (11, 12), (12, 12), (13, 12),
(14, 12), (17, 12), (18, 12), (19, 12), (20, 12), (21, 12), (22, 12), (23, 12), (24, 11),
(24, 10), (24, 9), (24, 8), (24, 7), (24, 4), (24, 3), (25, 1), (26, 1), (27, 1), (28, 1),
(30, 2), (30, 3), (30, 4), (30, 5), (29, 7), (28, 7), (27, 8), (27, 9), (27, 10), (27, 11),
(27, 12), (27, 13), (27, 14), (26, 16), (25, 16), (24, 16), (21, 16), (20, 16), (19, 16),
(18, 16), (15, 17), (14, 20), (13, 20), (10, 20), (9, 20), (8, 20), (7, 20), (5, 21), (5, 22),
(4, 24), (3, 24), (2, 25), (2, 26), (2, 27), (3, 29), (4, 29), (6, 29), (9, 29), (12, 29),
(14, 28), (14, 27), (14, 26), (15, 23), (18, 24), (19, 27), (22, 26), (23, 23)},
((0, 0), (0, 1)), ((26, 21), (31, 0)), 600)
und F = {Food, Move, Left, Right, Merge} mit
Food : P→ P× {1, 2} × {1} × {2}
Left : P→ P× {1} × {1} × {1}
Right : P→ P× {1} × {1} × {1}
Move : P→ P× {1} × {1} × {1}
Merge : P→ P× {1} × {2} × {1}
sowie






2), cmd) 7→ (food, (a11, a21), (a12, a22), cmd)× j× 1× 2
mit j =
{
1 falls((a1k + a
2
k ) mod 32) ∈ food1
2 sonst






2), cmd) 7→ (food, (a11, aˆ21), (a12, aˆ22), ĉmd)× 1× 1× 1
1Die Modulo-Rechnung wird auf beiden Komponenten des Tupels (a1k + a
2
k ) einzeln durchgefu¨hrt
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aˆ2k =

(31, 0) falls a2k = (0, 1)
(0, 31) falls a2k = (31, 0)
(1, 0) falls a2k = (0, 31)
(0, 1) falls a2k = (1, 0)
aˆ23−k = a
2
3−k, ĉmd = cmd− 1






2), cmd) 7→ (food, (a11, aˆ21), (a12, aˆ22), ĉmd)× 1× 1× 1
aˆ2k =

(1, 0) falls a2k = (0, 1)
(0, 1) falls a2k = (31, 0)
(31, 0) falls a2k = (0, 31)
(0, 31) falls a2k = (1, 0)
aˆ23−k = a
2
3−k, ĉmd = cmd− 1
















f̂ood = food \ {(a1k + a2k ) mod 32}, ĉmd = cmd− 1






2), cmd) 7→ (food, (a11, a21), (a12, a22), cmd)× 1× 2× 1
Hierbei bezeichnet k immer die aktuell bearbeitete Ameise.
Tabelle 11.1 zeigt die Initialisierungen der GP-Variablen. Diese Experimente wurden aus-
gefu¨hrt, bevor die genetischen Operatoren kontextsensitiv ausgewa¨hlt werden konnten
(Abschnitt 7.4) und bevor das Konzept der dynamischen Demes aus Abschnitt 9.1 ver-
wirklicht wurde. Fu¨r die genetischen Operatoren in diesem Test wurde deshalb das Idp-













Tabelle 11.1: GP-Variablen f ¤ur das Articial Ant-Problem mit zwei Amei-
sen
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11.1.2 Bewertung des Graphen
Die Auswertung eines GP-Graphen folgt der Beschreibung aus Abschnitt 3.5.2. Der Algo-
rithmus der ersten Ameise beginnt beim Eingangsknoten 1, die zweite Ameise startet beim
Eingangsknoten 2.
Das Artificial-Ant-Problem sieht keine Mo¨glichkeit fu¨r ein Abbruchkriterium nach dem Fin-
den sa¨mtlicher Nahrungsstu¨cke vor. Aus diesem Grund laufen beide Threads des Algorith-
mus so lange, bis die Anzahl zula¨ssiger Move-, Left- und Right-Befehle aufgebraucht wurde.
Erreicht einer der Threads den Ausgangsknoten, fa¨ngt er wieder bei seinem Eingangskno-
ten neu an.
Bei den gewa¨hlten Grundfunktionen ist es mo¨glich, dass sich beide Threads in einer End-
losschleife befinden. In so einem Fall wird die Auswertung des Graphen abgebrochen und
dem Individuum der schlechteste aller mo¨glichen Fitnesswerte zugewiesen. Eine Endlos-
schleife kann entstehen, wenn ein Zyklus im Graphen nur aus Eingangs-, Ausgangs-, Food-
oder Merge-Knoten besteht, da der Befehlsza¨hler cmd bei der Ausfu¨hrung der entsprechen-
den Funktionen nicht reduziert wird. Eine Endlosschleife ist auf folgende Weise leicht zu er-
kennen: Wurden mehr Knoten ohne Vera¨nderung der Ameisenstellung in Folge betrachtet
als der GP-Graph insgesamt Knoten hat, muss ein Zyklus fu¨r den entsprechenden Thread
vorliegen.
Die Fitness eines GP-Graphen setzt sich aus mehreren Kriterien zusammen:
1. die Anzahl der am Ende nicht gefundenen Nahrungsstu¨cke, also die Kardinalita¨t der
Menge food
2. die Anzahl der Befehle, die bis zur letzten Nahrungsaufnahme ausgefu¨hrt wurden
3. die Gro¨ße des GP-Graphen
Die Anzahl der aufgenommenen Nahrungsstu¨cke liegt zwischen 0 und 89. Je mehr Nah-
rungsstu¨cke gefunden wurden, desto kleiner wird diese Zahl. Es spielt hierbei keine Rolle,
welche der Ameisen die Nahrung aufgenommen hat.
Der Wert cmd aus der Parametermenge P der Grundfunktionen wird nach jeder aufge-
nommenen Nahrung gespeichert. Aus dem letzten dieser Werte ergibt sich nach Beendi-
gung des Graphdurchlaufs die Anzahl der Befehle, die bis zum Aufnehmen der letzten
Nahrung beno¨tigt wurden. Je geringer diese Anzahl ist, desto weniger Umwege haben die
Ameisen gemacht. Die Ameisen du¨rfen maximal 600 Move-, Left- oder Right- Anweisungen
durchfu¨hren. Die Anzahl der von beiden Ameisen zusammen ausgefu¨hrten Bewegungen
geht durch 10000 dividiert als zweites Kriterium in die Fitness ein. Haben die Ameisen
beispielsweise 86 Nahrungsstu¨cke aufgenommen – also drei u¨bersehen – und dafu¨r 550
Bewegungen beno¨tigt, ergibt sich eine Fitness von 3 + 550/100000 = 3.055.
Die Gro¨ße eines GP-Graphen wird als sekunda¨res Fitnesskriterium verwendet. Haben in
einem Turnier zwei Individuen die ansonsten gleiche Fitness, gilt das kleinere als das bes-
sere der Individuen. Wie spa¨ter zu sehen sein wird, ko¨nnen so Introns stark reduziert bzw.
komplett beseitigt werden.
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11.1.3 Ergebnisse
Abbildung 11.2 zeigt die Ergebnisse der 200 GP-La¨ufe. In 70 Prozent aller Fa¨lle konnte ein
paralleler Algorithmus gefunden werden, bei dem alle Nahrungsstu¨cke aufgesammelt wur-
den. Im Diagramm ist fu¨r jeden GP-Lauf die Fitness des besten Individuums nach 200000
Fitnessauswertungen aufgetragen. Um die Grafik u¨bersichtlicher zu gestalten, wurden die












Abbildung 11.2: Die Fitnesswerte des jeweils besten Individuums aller
200 GP-L¤aufe beim Santa F·e-Pfad f ¤ur zwei Ameisen.
Die Fitness des jeweils besten Individuums der 140 erfolgreichen GP-La¨ufe liegt zwischen
0.0253 und 0.0478. Der Durchschnitt dieser Werte liegt bei 0.031042. Dies bedeutet, dass die
Ameisen zusammen nach im Schnitt 310.42 Bewegungen alle 89 Nahrungsstu¨cke aufge-
sammelt haben.
Bei den 60 GP-La¨ufen, die zu keiner Lo¨sung fu¨hrten, u¨bersahen die Ameisen zwischen
4 und 24 Nahrungsstu¨cke – im Durchschnitt 10.4. Abbildung 11.3 zeigt exemplarisch die
Ergebnisse von vier gescheiterten GP-La¨ufen.
Food left: 4 Food left: 10 Food left: 15 Food left: 19
Abbildung 11.3: Die Spuren der jeweils besten Ameisenpaare aus vier
gescheiterten GP-L¤aufen
Mit einer Ausnahme verfolgt keine einzige Ameisenpaarung aus der jeweils letzten Gene-
ration der gescheiterten La¨ufe den Santa Fe´-Pfad. Vielmehr laufen alle Ameisen quer u¨ber
das Feld und finden hierbei eher zufa¨llig die Nahrungsstu¨cke. Bei einem Lauf, bei dem sich
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beide Ameisen im besten Individuum an den Pfad halten, ist bei la¨ngerer Laufzeit das Fin-
den einer Lo¨sung zu erwarten. In allen La¨ufen, die zu einer Lo¨sung fu¨hrten, wurde bei einer
a¨hnlichen Situation nach spa¨testens 20000 weiteren Funktionsauswertungen eine korrekte
Lo¨sung gefunden. In den meisten Fa¨llen reichten sogar 2000 weitere Auswertungen aus.
Die Evolution verlief in allen erfolgreichen GP-La¨ufen zweistufig. In der ersten Phase wur-
de eine Lo¨sung gefunden, bei der alle Nahrungsstu¨cke aufgesammelt wurden. Danach
schloss sich eine Phase an, in der die Anzahl der von den Ameisen beno¨tigten Gehbewe-
gungen reduziert wurde.










































Nahrung gefunden     −  Letzte Verbesserung 
Abbildung 11.4: Die Anzahl der Fitnessauswertungen in den 140 erfolg-
reichen L¤aufe, nach denen erstmals ein Individuum gefunden wurde,
das alle 89 Nahrungsst ¤ucke nden konnte sowie die Anzahl der Fit-
nessauswertungen nach denen das jeweils beste Individuum der L ¤aufe
entstand.
Abbildung 11.4 verdeutlicht diese Zweiteilung. Im linken Diagramm sind fu¨r alle 140 er-
folgreichen La¨ufe die Zeitpunkte eingetragen, in denen der U¨bergang von der ersten in
die zweite Phase stattfindet. Fu¨r jeden Lauf sind zwei Markierungen vorhanden. Die un-
tere gibt an, zu welchem Zeitpunkt der erste Algorithmus gefunden wurde, der alle Nah-
rungsstu¨cke findet. Die obere Markierung steht fu¨r den Zeitpunkt, zu dem die letzte Fit-
nessverbesserung des Laufs eingetreten ist. Dies ist also der Zeitpunkt, zu dem sich die
Anzahl der beno¨tigten Ameisenbewegungen zum letzten Mal reduziert hat.
Das rechte Boxplot-Diagramm verdeutlicht, zu welchen Zeitpunkten innerhalb der GP-
La¨ufe die beiden Phasen hauptsa¨chlich stattfanden. Im linken Boxplot sind die Zeitpunkte
der 140 erfolgreichen La¨ufe zusammengefasst, zu denen das erste Mal ein Individuum alle
Nahrungsstu¨cke eingesammelt hat. Die Begrenzungen der Box stehen hierbei fu¨r das unte-
re Quartil, den Meridian und das obere Quartil dieser 140 Werte. Im rechten Boxplot sind
die letzten Fitnessverbesserungen innerhalb der erfolgreichen La¨ufe zusammengefasst.
Die Abbildung verdeutlicht, dass innerhalb der GP-La¨ufe relativ schnell Algorithmen ge-
funden wurden, mit denen sa¨mtliche Nahrungsstu¨cke aufgenommen werden. In der Ha¨lfte
aller erfolgreichen La¨ufe war dies bereits nach 28000 Fitnessauswertungen der Fall.
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Die meiste Zeit der La¨ufe wird fu¨r eine Verku¨rzung der Wege beno¨tigt, die die beiden Amei-
sen zuru¨cklegen. Der rechte Boxplot, der die Zeitpunkte der letzten Wegverku¨rzungen zu-
sammenfasst, macht deutlich, dass diese Optimierung in den meisten La¨ufen noch nicht
abgeschlossen ist, da nur bei wenigen La¨ufen eine Stagnation der letzten erreichten Fitness
u¨ber einen la¨ngeren Zeitraum zu beobachten ist.
Da beide Ameisen insgesamt nur 600 Schritte machen du¨rfen, ist es nicht mo¨glich, alle Nah-
rungsstu¨cke mit einem periodischen Schrittmuster einzusammeln. Die Begrenzung auf 25
Knoten in den Graphen verhindert außerdem ein Auswendiglernen des kompletten Pfades.
Daher ist zu erwarten, dass die Ameisen, die sa¨mtliche Nahrungsstu¨cke finden, alle einer
Variante des Grundalgorithmus aus Abbildung 11.5 folgen: Eine Ameise betrachtet die drei
Felder vor, rechts und links von sich. Liegt auf einem dieser Felder ein Nahrungsstu¨ck,
bewegt sie sich in diese Richtung. Sind alle drei Felder leer, bewegt sie sich ein Feld in die
urspru¨ngliche Richtung vor und beginnt die Nahrungssuche aufs Neue.
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Abbildung 11.5: Eine m¤ogliche graphische Repr ¤asentation des Grund-
algorithmus der Ameisen f¤ur den Santa F ·e-Pfad
Wenn sich beide Ameisen an dieses Grundschema halten, beno¨tigen sie fu¨r das Finden
aller Nahrungsstu¨cke 392 oder 396 Schritte: Im Laufschema der Ameisen ist es ohne Be-
deutung, ob sie sich zuerst nach links oder rechts drehen. In beiden Fa¨llen werden auf dem
Santa Fe´-Pfad alle Nahrungsstu¨cke gefunden. Die Anzahl der Linksdrehungen, die Amei-
se 2 durchfu¨hren muss, unterscheidet sich allerdings von der Zahl ihrer Rechtsdrehungen.
Je nach Reihenfolge der beiden Drehungen im Algorithmus variiert somit die Anzahl der
beno¨tigten Schritte.
Tabelle 11.2 verdeutlicht, aus welchen Bewegungstypen die Pfade der beiden Ameisen be-
stehen. Wenn eine Ameise ein Nahrungsstu¨ck vor sich hat, beno¨tigt sie einen Schritt, um
dieses aufzunehmen. Liegt weder vor noch neben ihr ein Nahrungsstu¨ck, braucht sie fu¨r
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Lu¨cke im Pfad 14 39
Tabelle 11.2: Der Pfad der beiden Ameisen setzt sich aus den hier auf-
gef ¤uhrten einzelnen Bewegungen zusammen. L¤ucke im Pfad bedeutet
hierbei, dass die Ameise, nachdem sie nach rechts und links gesehen
hat, in die urspr¤ungliche Richtung weiterl ¤auft.
die na¨chste Fortbewegung fu¨nf Schritte – vier Drehbewegungen und das abschließende
Vorwa¨rtsbewegen. Liegt entweder zur linken oder zur rechten ein Nahrungsstu¨ck, braucht
die Ameise eine oder drei Bewegungen. Dies ha¨ngt davon ab, ob die Seite, auf der die Nah-
rung liegt, durch den Algorithmus zuerst (eine Drehung) oder als zweites (drei Drehungen)
betrachtet wird.
Bei den gefundenen Lo¨sungsalgorithmen beno¨tigen nur die wenigsten genau 392 oder 396
Schritte. Der erste Grund hierfu¨r ist, dass die Ameise, die zuerst alle ihre Nahrungsstu¨cke
gefunden hat, trotzdem weiterla¨uft, bis auch die langsamere Ameise ebenfalls die Nahrung
vollsta¨ndig aufgesammelt hat. Diese u¨berza¨hligen Schritte werden bei der Fitnessberech-
nung mitgeza¨hlt.
Von den erfolgreichen Individuen beno¨tigen 126 weniger als 390 Schritte. Dies bedeutet,
dass die evolvierten Algorithmen keine exakte Implementierung des oben beschriebenen
allgemeinen Schemas sein ko¨nnen.
Um dies genauer zu untersuchen, wurde etwa ein Drittel aller evolvierten Graphen einge-
hender untersucht. Hierbei ergab sich, dass alle erfolgreichen Algorithmen zwar am Grund-
algorithmus angelehnt sind, die Ameisen jedoch durch den Verzicht auf u¨berflu¨ssige Dre-
hungen beschleunigt werden.
Ein typisches Beispiel hierfu¨r ist in Abbildung 11.6 dargestellt. Es handelt sich um das be-
ste Individuum aus einem der La¨ufe, dessen Ameisen insgesamt 300 Schritte zur Nahrungs-
aufnahme beno¨tigen. Die Grundstruktur bezu¨glich der Drehbefehle und der Food-Abfragen
entspricht der aus Abbildung 11.5. Wird allerdings ein Nahrungsstu¨ck gefunden, werden
mehrere Vorwa¨rtsbewegungen auf einmal durchgefu¨hrt:
• Wird nach eine Linksdrehung Nahrung gefunden, geht die Ameise automatisch zwei
Felder vorwa¨rts.
• Wird nach einer Rechtsdrehung Nahrung gefunden, so geht die Ameise automatisch
vier Felder vorwa¨rts.
• Liegen zwei Nahrungsstu¨cke hintereinander, geht die Ameise automatisch drei Felder
weiter.
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Abbildung 11.6: Ein evolviertes Individuum mit Fitness 0.0300
• Wurde zwar keine Nahrung in einem der benachbarten Feldern gefunden, befindet
sich aber ein Nahrungsstu¨ck auf dem u¨berna¨chsten Feld, geht die Ameise noch ein
Feld u¨ber dieses hinaus.
All diese beschleunigten Vorwa¨rtsbewegungen sind auf dem Santa-Fe´-Pfad mo¨glich, ge-
hen aber u¨ber den erwarteten Grundalgorithmus hinaus. Jedes Mal, wenn durch die zu-
sammenha¨ngenden Move-Anweisungen Felder ohne Nahrung u¨bergangen werden, hat die
Ameise vier Drehbewegungen eingespart.
Ein weiterer Unterschied der meisten evolvierten Individuen zum Grundschema aus Ab-
bildung 11.5 ist der Einstiegspunkt in den Algorithmus. Abbildung 11.7 gibt hierfu¨r ein Bei-
spiel. Es handelt sich hierbei um das beste Individuum aus einem der erfolgreichen La¨ufe.
Um das Problem des verschobenen Einstiegspunktes deutlicher zu machen, wurden sa¨mt-
liche Introns entfernt.
Bei beiden Ameisen wird zuerst u¨berpru¨ft, ob ein Nahrungsstu¨ck im Feld voraus liegt.
Ist dies nicht der Fall, erfolgt eine Rechtsdrehung, gefolgt von einer Vorwa¨rtsbewegung.
Danach befindet sich die Ameise an der Stelle des Algorithmus, die im Grundalgorithmus
aus Abbildung 11.5 am Anfang steht. Der Algorithmus kann deshalb nur funktionieren,
wenn beide Ameisen direkt vor einem Nahrungsstu¨ck starten. Diese Eigenschaft ist beim
Santa Fe´-Pfad erfu¨llt. Von den untersuchten GP-Individuen hatten 53 alle Nahrungsstu¨cke
gefunden. Bei diesen Algorithmen wurde die beschriebene Eigenschaft alleine in 27 Fa¨llen
ausgenutzt. Dies verdeutlicht sehr anschaulich, dass sowohl die Problemstellung als auch
die Fitnessfunktionen fu¨r eine angestrebte Generalisierung exakt definiert werden mu¨ssen.















Abbildung 11.7: Ein von Introns befreites Individuum, bei dem der Start
des Grundalgorithmus nicht am Anfang des Graphen liegt. Die Fitness
betr ¤agt 0.0392.
11.1.4 Gemeinsam genutzter Code
Die Gesamtzahl von 25 Knoten innerhalb eines Graphen zwingt die beiden Ameisen, Tei-
le des Graphen gemeinsam zu nutzen. Es ist zwar denkbar, dass der Grundalgorithmus
oder eine seiner beschleunigten Varianten fu¨r jede Ameise einzeln in den Knoten codiert
ist. Allerdings ist dies sehr unwahrscheinlich und bei den untersuchten Individuen nicht
vorgekommen.
Wenn sich derselbe Algorithmus innerhalb des Graphen parallel zweimal entwickelt, ist
es fu¨r die Fitness des Individuums besser, den einen Teil zu lo¨schen und durch einen Ver-
weis auf die zweite Realisierung zu ersetzen, da kleinere Graphen bei sonst gleicher Fitness
bevorzugt werden. Ist die Fitness der Implementierung einer der beiden Ameisen etwas
besser als die der anderen, wu¨rde das Lo¨schen des schlechteren Teiles ebenfalls zu einer
Fitnessverbesserung fu¨hren.
Somit ergeben sich folgende Fragen, die zumindest qualitativ im Folgenden beantwortet
werden sollen:
1. Wie groß ist der Anteil der Knoten, die exakt einer Ameise zugeordnet werden
ko¨nnen?
2. Benutzen beide Ameisen den gemeinsamen Code auf dieselbe Weise?
Die Analyse von erfolgreichen Individuen ergab, dass sich keine dieser Fragen eindeutig
beantworten la¨sst, da alle denkbaren Kombinationen vertreten waren.
Zur Beantwortung der ersten Frage muss zuna¨chst gekla¨rt werden, welche Knoten einer
Ameise zugeordnet werden ko¨nnen. Dies fu¨hrt direkt zur Frage, welche Knoten als Introns
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aufgefasst werden ko¨nnen. Betrachtet man die Definition aus [9], so sind alle Introns Eigen-
schaften des Genotyps, die keinen Einfluss auf die Fitness eines Individuums haben. Folgt
man dieser Definition und nimmt weiter an, dass der Graph eines Individuums als Geno-
typ aufgefasst wird und der Weg, den eine Ameise abla¨uft, der Pha¨notyp ist, so bleiben als
Introns fu¨r eine Ameise nur die Knoten des Graphen, die wa¨hrend der Ausfu¨hrung des Al-
gorithmus von dieser nicht erreicht werden ko¨nnen.1 Abbildung 11.8 gibt hierfu¨r zwei Bei-
spiele. Im linken Beispiel ist der untere Food-Knoten kein Intron. Ein Entfernen des Knotens
wu¨rde zwar keine direkte Vera¨nderung des Pfades der Ameise bewirken, der nachfolgende
Move-Knoten wu¨rde aber einen Schritt fru¨her ausgefu¨hrt. Durch diesen Schritt ko¨nnte die
eine Ameise ein Nahrungsstu¨ck aufnehmen, das im urspru¨nglichen Fall vorher Ziel einer
Food-Abfrage der anderen Ameise gewesen wa¨re. Somit kann die Entfernung des Knotens















Abbildung 11.8: Zwei Beispiele f ¤ur Introns innerhalb eines Individuums.
Im zweiten Beispiel ist der gekennzeichnete Bereich nur f ¤ur die zwei-
te Ameise ein Intron, da sie diesen Code niemals ausf ¤uhrt. Betrachtet
man den parallelen Algorithmus als Ganzen, so sind diese Knoten kein
Intron, da sie von Ameise 1 benutzt werden.
Somit ko¨nnen alle Knoten, die fu¨r genau eine Ameise Introns darstellen, der jeweils ande-
ren Ameise als exklusive Knoten zugeordnet werden. Introns, die sich auf den kompletten
Algorithmus beziehen, za¨hlen in dieser Betrachtung zum gemeinsamen Teilgraphen beider
Ameisen.
In Abbildung 11.9 sind die Ergebnisse der Analyse von 52 untersuchten erfolgreichen Indi-
viduen dargestellt. Eine Untersuchung von weiteren Individuen ist an dieser Stelle nicht er-
forderlich, da bereits qualitative Aussagen gemacht werden ko¨nnen und quantitative Aus-
sagen nicht ohne weiteres auf andere Probleme u¨bertragbar wa¨ren.
Im Diagramm sind auf der x-Achse die Anzahl der Schritte abgetragen, die ein Ameisen-
paar zum Einsammeln sa¨mtlicher Nahrungsstu¨cke beno¨tigt. Der Wert der y-Achse ist die
Summe der Knoten, die exklusiv einer der beiden Ameise zugeordnet werden ko¨nnen. Da
bei allen Graphen zwei Eingangsknoten vorhanden sind, die den Start der beiden Ameisen
repra¨sentieren, werden diese nicht mitgeza¨hlt.
1Die in [9] als Beispiel fu¨r Introns angegebene Left/Right-Kombination ist in der gewa¨hlten Problemmodel-
lierung kein Intron, da zusa¨tzliche Drehungen eine Vera¨nderung der Fitness zur Folge haben.


















Anzahl der nur von einer Ameise genutzten Knoten
Abbildung 11.9: Die Anzahl der Knoten, die in den untersuchten er-
folgreichen Individuen nur von einer Ameise benutzt werden. Die Ein-
gangsknoten der beiden Ameisen werden nicht mitgez ¤ahlt.
Individuen, die deutlich weniger Schritte als die vom Grundalgorithmus vorgegebenen ma-
chen, haben nur sehr wenige Knoten, die eindeutig einer Ameise zuzuordnen sind. Bei
insgesamt neun der Individuen war der Algorithmus beider Ameisen sogar vom Einstiegs-
punkt an identisch, da die beiden Eingangsknoten der Ameisen durch einen Merge-Knoten
miteinander verbunden waren. Bei Ameisenpaarungen, die mindestens 392 Schritte oder
mehr beno¨tigen, werden in der Tendenz weniger Knoten von beiden Ameisen gleicherma-
ßen benutzt.
Somit la¨sst sich die Frage nach dem Anteil gemeinsam benutzten Codes qualitativ so beant-
worten, dass bei guten Individuen Code eher gemeinsam benutzt wird als bei schlechten.
Fu¨r die Beantwortung der Frage nach der Verwendung des gemeinsamen Codes zerfa¨llt die
analysierte Algorithmenmenge grundsa¨tzlich in zwei Gruppen: die guten Individuen mit
großem gemeinsamen Codeanteil und die schlechteren, bei denen viele Knoten einer ein-
zelnen Ameise zuzuordnen sind. Die wenigen Ausnahmen werden anschließend gesondert
betrachtet, sind aber aufgrund ihrer geringen Anzahl nicht aussagekra¨ftig.
Individuen mit kleinem gemeinsamen Codeanteil Bei diesen Individuen ist es in der
Regel so, dass eine Ameise u¨ber einen Großteil des Graphen verfu¨gt, wa¨hrend die andere
nur relativ wenige Knoten exklusiv benutzt. In diesen Fa¨llen entspricht der Teilalgorith-
mus der einen Ameise dem Grundalgorithmus aus Abbildung 11.5, wa¨hrend die zweite
Ameise am Einsammeln der Nahrungsstu¨cke nicht beteiligt ist. Abbildung 11.10 zeigt ein
entsprechendes Individuum.
Die erste Ameise verfolgt den Grundalgorithmus, der hier durch drei Move-Befehle nach
einer Linksdrehung und vier Move-Befehle nach einer Rechtsdrehung variiert wird. Des
Weiteren fa¨ngt der Algorithmus mit einem Move-Befehl an, so dass eine Ausfu¨hrung auf
einem Pfad scheitern ko¨nnte, bei dem das erste Nahrungsstu¨ck links oder rechts von der
Ameise liegen wu¨rde. Die zweite Ameise dreht sich ausschließlich im Kreis. Das Indivi-
duum beno¨tigt insgesamt 394 Schritte. Die Bewegungen der zweiten Ameise werden ge-
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Abbildung 11.10: Ein Algorithmus, bei dem eine Ameise den gesamten
Pfad abl ¤auft, w¤ahrend sich die zweite im Kreis dreht.
genu¨ber der Standardzahl von 392 bzw. 396 Schritten durch die Kombination mehrerer Mo-
ve-Knoten der ersten Ameise kompensiert. Es ist wichtig, dass die zweite Ameise wa¨hrend
der Ausfu¨hrung des Algorithmus mo¨glichst viele Food- und Merge-Knoten betrachten muss,
durch welche die Anzahl der Schritte nicht erho¨ht wird. Auf diese Weise wird die Anzahl
der Linksdrehungen der Ameise gesenkt, die ausgefu¨hrt werden mu¨ssen, bis die andere
Ameise alle Nahrungsstu¨cke eingesammelt hat. Eine Entfernung eines der beiden Food-
Knoten der zweiten Ameise wu¨rde somit zu einer gro¨ßeren Schrittzahl und einer schlech-
teren Fitness fu¨hren.
Individuen mit großem gemeinsamen Codeanteil. In dieser Kategorie la¨sst sich kein
eindeutiges Schema erkennen. In vielen Fa¨llen wird der gemeinsame Teilgraph auf iden-
tische Weise genutzt, in anderen wiederum werden mehrere aufeinanderfolgende Move-
Anweisungen von den beiden Ameisen an verschiedenen Stellen des Grundalgorithmus
eingefu¨gt. Im Beispiel aus Abbildung 11.11 la¨uft die zweite Ameise bei einem direkt vor ihr
liegenden Nahrungsstu¨ck drei Felder vorwa¨rts, wa¨hrend sich Ameise 1 in einer entspre-
chenden Situation nur ein Feld weiterbewegt. Haben beide Ameisen kein Nahrungsstu¨ck
vor sich, verfolgen sie ansonsten denselben Weg durch den Graphen.
Die initiale Fortbewegung um 3 Felder ist auf dem Santa Fe`-Pfad nur auf dem Teilstu¨ck
der zweiten Ameise mo¨glich. Die erste Ameise wu¨rde nach der zweiten Rechtskurve auf
dem langen senkrechten Teilstu¨ck die na¨chste Abzweigung verpassen. Die Kette von drei
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Abbildung 11.11: Zwei Ameisen benutzen die Knoten eines Graphen
f¤ur unterschiedliche Zwecke
hintereinander liegenden Move-Anweisungen wird zusa¨tzlich von beiden Ameisen noch an
einer weiteren Stelle des Algorithmus zur schnelleren Fortbewegung benutzt.
An diesem Beispiel ist zu sehen, dass GP bereits bei kleinen Graphen den gemeinsamen
Teilgraphen auf die unterschiedlichsten Weisen nutzt. Teile ko¨nnen mehrmals benutzt oder
an unterschiedlichen Stellen des Grundschemas eingesetzt werden. Des Weiteren kann der
Einstieg der beiden Ameisen in den Grundalgorithmus an unterschiedlichen Stellen des
Graphen erfolgen. Diese Beobachtungen ziehen sich durch alle analysierten Individuen.
Es zeigt sich somit, dass GP in der Lage ist, innerhalb der vorgegebenen Randparameter –
wie etwa der Graphgro¨ße – fu¨r beide Ameisen individuelle Algorithmen zu erzeugen, die
gemeinsame Teilgraphen auf unterschiedlichste Weise benutzen ko¨nnen.
11.1.5 Generalisierung
In diesem Abschnitt sollen die Mo¨glichkeiten von GP untersucht werden, eine generalisie-
rende Lo¨sung fu¨r das Artificial Ant-Problem mit zwei Ameisen zu finden. Hierzu ist zuerst
zu kla¨ren, was unter einer generalisierenden Lo¨sung zu verstehen ist.
In den vorigen Abschnitten hat sich bereits gezeigt, dass bei der vorgegebenen Problem-
stellung sehr spezielle Algorithmen erzeugt werden, die besondere Eigenschaften des San-
ta Fe´-Pfades ausnutzen. Es wird daher zusa¨tzlich untersucht, ob eine Modifizierung der
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Aufgabenstellung zu allgemeineren Algorithmen fu¨hren kann.
Generalisierung bezeichnet die Mo¨glichkeit, dass ein GP-Individuum, welches mit einem
bestimmten Testdatensatz trainiert wurde, auch auf anderen Datensa¨tzen gute Lo¨sungen
liefert. Fu¨r das Artificial Ant-Problem bedeutet dies somit, dass die Algorithmen, die mit
Hilfe des Santa Fe´-Pfades erzeugt wurden, in der Lage sind, andere Pfade zu verfolgen.
Der Santa Fe´-Pfad ist nur eine Mo¨glichkeit, Nahrungsstu¨cke auf einem zweidimensionalen
Feld zu verteilen. Die allgemeinste Variante wa¨re es, j Nahrungsstu¨cke auf einem m × n
Felder großen Areal zufa¨llig zu verteilen. Zwischen dem einfachen Ablaufen des Santa Fe´-
Pfades und dem Finden aller zufa¨llig verteilten Nahrungsstu¨cke, muss eine Grenze fest-
gelegt werden, bis zu der ein generalisierendes GP-Individuum alle Nahrungsstu¨cke finden
muss. Abbildung 11.12 gibt hierzu mehrere Beispiele.
Feld d)Feld c)Feld b)Feld a)
der Ameise
Startposition
Abbildung 11.12: Verschiedene Positionierungen von Nah-
rungsst ¤ucken, die so nicht im Santa F ·e-Pfad vorkommen
Alle hier gezeigten Pfadfragmente sind im Santa Fe´-Pfad in dieser Form nicht vorhanden.
• Damit im ersten Beispiel alle vier Nahrungsstu¨cke gefunden werden ko¨nnen, mu¨sste
die Ameise in der Lage sein, auch das u¨berna¨chste Feld zur Rechten kontrollieren zu
ko¨nnen. Dies kommt beim Santa Fe´-Pfad nicht vor und wu¨rde auch vom Grundalgo-
rithmus aus Abbildung 11.5 nicht beru¨cksichtigt.
• Im zweiten Beispiel befindet sich das erste Nahrungsstu¨ck beim Start der Ameise seit-
lich von dieser. Beim Santa Fe´-Pfad hingegen liegt es fu¨r beide Ameisen direkt vor
diesen und viele der gefundenen Lo¨sungen nutzen diese Eigenschaft aus. Die Amei-
sen dieser Lo¨sungen wu¨rden zuna¨chst an dem Pfadanfang vorbeilaufen und, falls der
Pfad noch einmal ihre Bewegungsrichtung kreuzt, an einer falschen Stelle innerhalb
des Pfades mit der Nahrungsaufnahme anfangen.
• Feld c zeigt eine Kombination aus einer Rechtsdrehung, einer Vorwa¨rtsbewegung und
einer Linksdrehung. Mit dem Grundalgorithmus aus Abbildung 11.5 wu¨rde der Weg
korrekt verfolgt. Im Santa Fe´-Pfad kommt diese Kombination allerdings nicht vor.
Nach einer Rechtsdrehung kann sich die Ameise immer mindestens vier Felder ge-
radeaus bewegen, ohne an einer Biegung des Pfades vorbeizulaufen.
• Fu¨r das vierte Beispiel ist die Reihenfolge im Grundalgorithmus wichtig, in der die
Ameise die Felder um sich herum auf Nahrung untersucht. Betrachtet die Ameise zu-
erst das Feld zu ihrer Rechten und danach erst das Feld direkt vor ihr, werden im
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Beispiel alle fu¨nf Nahrungsstu¨cke gefunden. Wird allerdings, wie in Abbildung 11.5
vorgeben, zuerst das Feld vor der Ameise untersucht, la¨uft die Ameise an den bei-
den rechten Nahrungsstu¨cken vorbei und kann diese – je nach weiterem Verlauf des
Pfades – eventuell nicht mehr finden. Das hier vorgestellte Pfadfragment kommt im
Santa Fe´-Pfad nicht vor. Es stellt sich somit die Frage, ob die rechten Nahrungsstu¨cke
von einem als generalisierend bezeichneten Algorithmus fu¨r das Artificial Ant-Problem
gefunden werden mu¨ssen. In diesem Fall wa¨re der Santa Fe´-Pfad als Trainingspfad un-
geeignet, da keine Eigenschaften gelernt werden ko¨nnen, die in den Testdaten nicht
vorkommen.
An diesen Beispielen ist zu erkennen, dass der Begriff der Generalisierung beim Artifici-
al Ant-Problem – je nach Sichtweise – unterschiedlich ausgelegt werden kann. Wenn ein
generalisierendes GP-Individuum auch zufa¨llig verteilte Nahrungsstu¨cke auf einem Feld un-
bekannter Gro¨ße finden sollte, mu¨sste das GP-System einen Algorithmus ermitteln, der das
komplette Feld systematisch absucht. Der Pfad wa¨re hierbei unabha¨ngig von der Verteilung
der Nahrungsstu¨cke. Dies la¨sst sich allerdings nicht mit der Aufgabenstellung des Santa Fe´-
Pfades in Einklang bringen, da die Anzahl der insgesamt zur Verfu¨gung stehenden Move-,
Left- und Right-Anweisungen fu¨r eine solche Strategie nicht ausreichend ist.
Wenn unter Generalisierung hingegen verstanden wird, dass der gefundene Algorithmus
bestimmte Pfadfragmente korrekt abla¨uft, mu¨ssen diese alle im Testpfad vorhanden sein.
Die Generalisierung bestu¨nde dann darin, dass die Pfadfragmente in einer beliebigen Rei-
henfolge auftreten ko¨nnen.
Im Fall des Santa Fe´-Pfades ko¨nnte der Grundalgorithmus aus Abbildung 11.5 als gene-
ralisierende Lo¨sung verstanden werden. Da allerdings das dritte Pfadfragment aus Abbil-
dung 11.12 nicht im Pfad vorkommt, enthalten viele der gefundenen Lo¨sungen mehrere
Move-Befehle hintereinander, wodurch bei der gewa¨hlten Fitnessfunktion die Fitness bes-
ser wird. Die gewu¨nschte, generalisierende Lo¨sung hat somit nicht die beste Fitness und
wird entsprechend selten auftreten.
Zum Erhalt eines GP-Individuums, das den Grundalgorithmus fu¨r beide Ameisen be-
nutzt, muss daher sowohl die Testdatenmenge als auch die Fitnessfunktion genau an die
gewu¨nschte Lo¨sung angepasst werden. Im folgenden Beispiel wird deutlich, dass eine
A¨nderung der Fitnessfunktion unter Beibehaltung des Santa Fe´-Pfades nicht unbedingt zu
mehr GP-Individuen mit dem Algorithmus aus Abbildung 11.5 fu¨hren muss.
Beispiel 11.1
Viele der gefundenen Lo¨sungen benutzen eine Variante des Grundalgorithmus aus Abbil-
dung 11.5. Die zwei Hauptunterschiede zu diesem sind zum einen die Verwendung meh-
rerer Move-Befehle hintereinander, zum anderen die verschobenen Einstiegspunkte in den
Algorithmus. Da beide Ameisen beim Santa Fe´-Pfad direkt vor einem Nahrungsstu¨ck star-
ten, ko¨nnen beide bei allen drei Food-Knoten des Algorithmus in diesen einsteigen. Es ist
sogar mo¨glich, dass der Move-Knoten der erste Befehl ist, den die Ameisen bearbeiten.
In diesem Beispiel soll nur durch eine Vera¨nderung der Fitnessfunktion erreicht werden,
dass die Ameisen vor der ersten Food-Anweisung in den Algorithmus einsteigen. Hierzu
geht die Blickrichtung einer Ameise in die Fitnessbewertung ein:
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• Wenn eine Ameise bei einem Durchlauf durch den Algorithmus kein Nahrungsstu¨ck
aufgenommen hat und beim Erreichen des Out-Knotens in eine andere Richtung zeigt
als bei ihrem Startknoten, wird einmalig ein Strafterm von 4.1 zur restlichen Fitness
hinzuaddiert.
Die Wirkungsweise dieses Strafterms soll am Beispiel des Algorithmus aus Abbildung 11.13
verdeutlicht werden. Der Anfang des Grundalgorithmus liegt bei diesem Individuum beim
markierten Food-Knoten. Die diesem vorgelagerten Food-, Right- und Move- Knoten sind Teil


















Abbildung 11.13: Ein Graph, bei dem der Einstieg in den Grundalgo-
rithmus verschoben ist.
Solange die Ameise in jedem Algorithmendurchlauf ein Nahrungsstu¨ck aufsammelt, wirkt
sich der neue Strafterm nicht auf die Fitness aus. Sobald eine Ameise allerdings die Rich-
tung a¨ndert und danach kein Nahrungsstu¨ck aufnimmt, verletzt das Individuum die neue
Bedingung.
Wenn bei der Ausfu¨hrung des Algorithmus die mit Start bezeichnete Stellung auftritt, wird
sich die Ameise zu Beginn des Algorithmus – aufgrund der vorhandenen Nahrung – mit-
tels Move vorwa¨rts bewegen. Da vor ihr kein weiteres Nahrungsstu¨ck liegt, dreht sich die
Ameise zuna¨chst nach links und dann nach rechts und erreicht den Out-Knoten in der Stel-
lung Iteration 1. Die Ameise zeigt nun zwar in eine andere Richtung als zu Beginn dieses
Durchlaufs, konnte aber ein Nahrungsstu¨ck aufnehmen. Die Fitness wird somit noch nicht
durch den Strafterm beeinflusst.
Im na¨chsten Durchlauf dreht sich die Ameise zuna¨chst nach rechts und geht einen Schritt
vorwa¨rts. Die Ausfu¨hrung des Algorithmus befindet sich nun am markierten Food-Knoten
und somit am eigentlichen Anfang des Grundalgorithmus. Da zur Rechten jetzt ein Nah-
rungsstu¨ck liegt, dreht sich die Ameise in diese Richtung. Als na¨chstes erreicht der Pro-
grammfluss den Out-Knoten, es ergibt sich die Stellung Iteration 2. Da der Move-Befehl zur
Nahrungsaufnahme erst zu Beginn der na¨chsten Iteration folgt, zeigt die Ameise in eine
andere Richtung als am Anfang der Iteration, hat nun aber keine Nahrung aufgenommen.
Somit ist die Bedingung fu¨r den Strafterm erfu¨llt und die Fitness des Individuums ver-
schlechtert sich entsprechend.
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Abgesehen von der gea¨nderten Fitnessfunktion, wurden alle Parameter aus Abschnitt
11.1.1 u¨bernommen. Es wurden wiederum 200 La¨ufe durchgefu¨hrt. Die Quantita¨t der
Lo¨sungen hat sich hierbei nur marginal vera¨ndert. Wurden bei der urspru¨nglichen Pro-
blemstellung aus Abschnitt 11.1.1 in 140 La¨ufen Lo¨sungsalgorithmen gefunden, so sind es



































Nahrung gefunden   −   Letzte Verbesserung
Abbildung 11.14: Die Fitnesswerte der besten Individuen der 200 L ¤aufe
und die beiden Phasen der Evolution bei zwei Ameisen mit ver ¤anderter
Fitnessfunktion
In Abbildung 11.14 sind die Ergebnisse der La¨ufe analog zu den Abbildungen 11.2 und
11.4 dargestellt. Das linke Diagramm zeigt die Fitnesswerte des jeweils besten Individuums
der 200 GP-La¨ufe. Die Unterschiede zum Problem mit der urspru¨nglichen Fitnessfunktion
(Abb. 11.2) sind vernachla¨ssigbar gering. Auch das Boxplot-Diagramm entspricht zu wei-
ten Teilen dem aus Abbildung 11.4. Der linke Boxplot gibt wiederum an, nach wie vielen
Fitnessauswertungen zum ersten Mal ein Individuum alle Nahrungsstu¨cke aufgenommen
hat. Das rechte zeigt den Zeitpunkt, zu dem das beste Individuum eines Laufs entstanden
ist. In beiden Boxplots sind die 141 erfolgreichen La¨ufe eingegangen.
Die Unterschiede der Ergebnisse zu denen mit urspru¨nglicher Fitnessfunktion werden erst
deutlich, wenn die erzeugten GP-Individuen im Einzelnen betrachtet werden. Hierzu wur-
den die Algorithmen von einem Viertel aller gefundenen Lo¨sungen untersucht.
Aus einem Fitnesswert unter eins folgt zwangsla¨ufig, dass alle Lo¨sungsalgorithmen einen
Weg gefunden haben, den neuen Strafterm der Fitnessfunktion zu umgehen. Die urspru¨ng-
liche Intention, dies durch einen korrekten Einstiegspunkt in den Algorithmus zu realisie-
ren, kam allerdings nur in einem Teil der Lo¨sungen vor.
Bei den 35 untersuchten Individuen gab es insgesamt sechs Algorithmen, die – abgese-
hen von Sequenzen aus mehreren Move-Knoten – dem Grundalgorithmus aus Abbildung
11.5 genau entsprachen. Des Weiteren gibt es zusa¨tzlich zwo¨lf Algorithmen, die bei dem
im Grundalgorithmus am Ende des Graphen stehenden Move-Knoten beginnen. Dies setzt
zwar fu¨r den untersuchten Pfad voraus, dass die Ameise das erste Nahrungsstu¨ck direkt
vor sich hat, entspricht aber ansonsten einer Lo¨sung, die bei dem Hinzufu¨gen des Straf-
terms zu erwarten war.
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Bei den restlichen vierzehn Lo¨sungen liegt der Einstiegspunkt in den Grundalgorithmus
jedoch weiterhin an einer falschen Stelle, also zum Beispiel bei der 180-Grad-Drehung der
Ameise. Die Vermeidung des Strafterms erfolgt in all diesen Fa¨llen durch eine Schleife in-
nerhalb des Algorithmus, die kurz vor dem Out-Knoten wieder in die Na¨he des Algorith-
menbeginns verzweigt. Abbildung 11.15 gibt ein Beispiel hierfu¨r. Die Schleife, die sonst
durch die wiederholte Ausfu¨hrung des Graphen vorgegeben ist, wird somit explizit in den
Algorithmus aufgenommen.











Abbildung 11.15: Ein Graph, bei dem der Einstieg in den Grundalgo-
rithmus verschoben ist.
Bei dem abgebildeten Algorithmus handelt es sich um eine von Introns und zusa¨tzlichen
Move-Knoten bereinigte Darstellung einer Lo¨sung. Insgesamt wurden drei Move-, zwei
Food- und zwei Merge-Knoten weggelassen. Der Unterschied zum Grundalgorithmus liegt
in den Einstiegspunkten der beiden Ameisen und in dem im Algorithmus explizit vor-
handenen Zyklus. Beim Folgen des Santa-Fe´-Pfades entsteht fu¨r keine der Ameisen eine
Situation, in der der Ausgangsknoten erreicht wu¨rde und gleichzeitig noch keine Nahrung
aufgenommen wurde. Ab dem zweiten Durchlauf nehmen beide Ameisen beim Erreichen
des Move-Knotens automatisch Nahrung auf, da beim Verlassen des Graphen u¨ber den Out-
Knoten sichergestellt ist, dass sich auf dem folgenden Feld ein Nahrungsstu¨ck befindet.
Am Beispiel wird deutlich, dass sowohl die Testdaten als auch die Fitnessfunktion im Hin-
blick auf eine Generalisierung genauestens ausgewa¨hlt werden mu¨ssen. Denn GP-Systeme
tendieren zu Lo¨sungen, die Aufgrund der Wahl von GP-Operatoren, Fitnessfunktion und
Testdaten wahrscheinlich sind und nicht zu den Lo¨sungen, die der Benutzer zwar gerne
erhalten mo¨chte, die er aber in den Testdaten nicht genau genug spezifiziert hat.
Um eine Generalisierung fu¨r das Artificial Ant Problem des Beispiels 11.1 zu forcieren, ko¨nn-
te ein zweiter Testpfad herangezogen werden. Hier wa¨re wiederum der Santa Fe´-Pfad denk-
bar, allerdings wu¨rden die Ameisen zu Beginn in eine andere Richtung zeigen, so dass sie
sich vor der ersten Nahrungsaufnahme erst drehen mu¨ssten. Dies wu¨rde die Wahrschein-
lichkeit erho¨hen wird, dass beide Ameisen den Grundalgorithmus verwenden und der Ein-
stiegspunkt in diesen korrekt gewa¨hlt wird.
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Die Kombination mehrerer Move-Knoten hintereinander ko¨nnte vermieden werden, indem
deren Vorkommen durch einen Strafterm in die Fitnessfunktion einfließt. Alternativ ko¨nnen
weitere kurze Pfade als Testdatensatz benutzt werden, bei denen die Ameisen Rechts/Links-
Kombinationen ablaufen mu¨ssen.
Zusammenfassend ergeben sich folgende Punkte:
• Generalisierung ist keine Selbstversta¨ndlichkeit, die von einem GP-System ohne wei-
teres Zutun erwartet werden kann.
• Wenn bekannt ist, was eine generalisierende Lo¨sung von einer nicht-
generalisierenden unterscheidet, sollte dieses Wissen in Fitnessfunktion und Testda-
tensa¨tze einfließen.
• Die beste Umschreibung fu¨r Generalisierung beim Artificial Ant-Problem ist das Ab-
laufen von Pfaden, die sich aus beliebig hintereinander angeordneten Pfadfragmenten
ergeben. Diese Fragmente mu¨ssen anhand der Testdaten gelernt werden.
11.2 Parallele Bearbeitung von Bitvektoren
In diesem Abschnitt soll untersucht werden, ob GP in der Lage ist, bei parallelen Algorith-
men einerseits Kontrollstrukturen zu evolvieren, andererseits Arbeit parita¨tisch auf mehre-
re Threads zu verteilen.
11.2.1 Problembeschreibung
Als Testproblem wurde die parallele Bearbeitung eines Bitvektors durch zwei Threads
gewa¨hlt. Aufgabe des Algorithmus ist es, alle Bits, die den Wert 0 repra¨sentieren, auf 1
zu setzen.
Fu¨r beide Threads wurde ein Befehlssatz verwendet, der eine einfachen Registermaschi-
ne darstellt. Beide Prozessoren verfu¨gen u¨ber einen eigenen Akkumulator, in dem die Be-
rechnungen stattfinden sowie u¨ber ein eigenes Hilfsregister local. Zusa¨tzlich haben beide
Threads Zugriff auf ein gemeinsames Hilfsregister shared, auf ein konstantes Register size,
das die La¨nge des Bitvektors entha¨lt, auf Konstanten sowie auf den Bitvektor. Alle Register
sind fu¨r ganze Zahlen ausgelegt.
Rechenoperationen werden immer im Akkumulator ausgefu¨hrt und benutzen zusa¨tzlich
ein Hilfsregister. Es stehen die folgenden Funktionen zur Verfu¨gung: Addition, Subtraktion,
Multiplikation, Laden des Wertes eines Hilfsregister in den Akkumulator, Schreiben des
Akkumulators in ein (beschreibbares) Hilfsregister, Vergleich des Akkumulators mit einem
Hilfsregister auf kleiner als, Vergleich des u¨ber den Akkumulator indizierten Elements des
Bitvektors auf 0 sowie ein Bitflip-Befehl fu¨r ein Bitvektorelement.
Die Auswahl des fu¨r die na¨chsten Befehle zu benutzenden Hilfsregisters erfolgt u¨ber die
Auswahlbefehle Local, Shared, Size und Const. Alle folgenden Rechenoperationen werden –
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bis zum na¨chsten dieser Befehle – mit dem entsprechenden Hilfsregister ausgefu¨hrt. Soll ein
Wert in ein Hilfsregister geschrieben werden, bei dem es sich um eine Konstante oder die
La¨nge des Bitvektors handelt, wird statt dessen in das zuletzt ausgewa¨hlte beschreibbare
Hilfsregister geschrieben.
Beim Start des Algorithmus sind Akkumulator, Local- und Shared-Register mit 0 initialisiert
und das Hilfsregister Local ist fu¨r die folgenden Rechenoperationen aktiv. Fu¨r die Graphen
wird eine algorithmische Semantik verwendet.
Als Testdatensatz wurden lediglich zwei komplementa¨re Bitvektoren der La¨nge 11 verwen-
det, bv1 = {00101110010} und bv2 = {11010001101}.
Die Fitnessfunktion ist multikriteriell. Hauptkriterium ist, dass nach der Ausfu¨hrung des
Algorithmus der Bitvektor nur aus Einsen besteht. Weiter soll sichergestellt werden, dass
beim Zugriff auf Elemente des Bitvektors mit dem Wert des Akkumulators als Index keine
Werte außerhalb des gu¨ltigen Bereichs verwendet werden. Es soll also nicht auf das drei-
zehnte Element des Vektors zugegriffen werden, obwohl dieser nur aus elf Bits besteht.
Ein zweites, schwa¨cher gewichtetes Kriterium besteht darin, dass alle Elemente des Bitvek-
tors nur einmal betrachtet werden sollen. Ziel des Algorithmus muss es sein, beide Threads
so aufeinander abzustimmen, dass sie sich die Arbeit teilen und u¨berflu¨ssige Zugriffe auf
den Bitvektor vermeiden. Hierzu dient als drittes Kriterium der Fitnessfunktion ein Term,
der die Anzahl der Feldelemente in Relation setzt, die beide Threads bearbeitet haben. Ha-
ben beide Threads jeweils die Ha¨lfte der Bits bearbeitet, liegt der Wert bei null,1 wurden
alle Bits von einem Thread bearbeitet, ist der Wert gleich eins.
Fu¨r eine formale Darstellung des Problems ergibt sich somit eine Parametermenge, die aus
folgenden Komponenten besteht: dem Akkumulator, den beschreibbaren Hilfsregistern, ei-
nem der Bitvektoren, Verweisen auf das aktive Hilfsregister und auf das aktive beschreib-
bare Hilfsregister, der Anzahl der Zugriffe auf den Bitvektor, der Anzahl der korrekten Bit-
flips durch die beiden Threads, der Anzahl der Verletzungen der Bitvektorgrenzen sowie
der Konstanten, die durch den letzten Konstantenknoten repra¨sentiert wurde.
P = (bits, accu, local, shared, activereg, activewreg, bitsaccess, okflips, idxfault, cnst)
mit
bits ∈ {bv1, bv2}
accu, local, okflips = (0, 0)
activereg, activewreg = ‘local′
shared, bitsaccess, idxfault, cnst = 0
Die Menge der Grundfunktionen sieht dabei wie folgt aus:
1Der Wert ist nicht gleich null, da die Anzahl der zu flippenden Bits im gewa¨hlten Beispiel ungerade ist.
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F = {Local,Shared,Size,Const,Load,Store,Add, Sub,Mul, Ifzero, Ifless,Toggle,Nop} mit
Local, Shared, Size, Load, Store : P→ P× {1} × {1} × {1}
Const : P× [0, 10[→ P× {1} × {1} × {1}
Toggle, Add, Sub, Mul : P→ P× {1} × {1} × {1}
Ifzero, Ifless : P→ P× {1, 2} × {1} × {2}
Nop : P→ P× {1} × {2} × {1}
Da die Grundfunktionsmenge sehr umfangreich ist, die Funktionen selbst aber relativ ein-
fach, werden hier nur die na¨her aufgefu¨hrt, die zum Herleiten der u¨brigen Funktionen
no¨tig sind. Die Definitionen beziehen sich o.B.d.A. auf den ersten Thread:
Local : (. . . , activereg, activewreg, . . . ) 7→ (. . . , ̂activereg, ̂activewreg, . . . )× 1× 1× 1
mit ̂activereg = ‘local′ und ̂activewreg = ‘local′.
Const : (. . . , activereg, . . . , cnst)× var 7→ (. . . , ̂activereg, . . . , ĉnst)× 1× 1× 1
mit ̂activereg = ‘const′ und ĉnst = var.
Store : (. . . , (local1, local2), shared, . . . ) 7→ (. . . , (l̂ocal1, local2), ŝhared, . . . )× 1× 1× 1
mit
{
l̂ocal1 = accu1 und ŝhared = shared falls activewreg = ‘local′
l̂ocal1 = local1 und ŝhared = accu1 falls activewreg = ‘shared′
Add : (. . . , (accu1, accu2), . . . ) 7→ (. . . , (âccu1, accu2), . . . )× 1× 1× 1
âccu1 =

accu1 + local1 falls activereg = ‘local′
accu1 + shared falls activereg = ‘shared′
accu1 + sizeof (bitvec) falls activereg = ‘size′
accu1 + cnst falls activereg = ‘const′
Toggle : (bits, . . . , bitsaccess, (okflips1 , okflips2), idxfault, . . . ) 7→
(b̂its, . . . , ̂bitsaccess, (ôkflips1, okflips2), ̂idxfault, . . . )× 1× 1× 1
mit
b̂its[accu1] = 1− bits[akku1], ̂idxfault = idxfault falls accu1 ∈ [0, sizeof (bits)[
̂bitsaccess = bitsaccess + 1 ′′
b̂its = bits, ̂bitsaccess = bitsaccess, ̂idxfault = idxfault + 1 sonst{
ôkflips1 = okflips1 + 1 falls ein Bit zum ersten Mal von 0 auf 1 flippt
ôkflips1 = okflips1 sonst
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Ifless : P 7→ P× next× 1× 2
mit

next = 1 falls (activereg = ‘local′ und accu1 < local1)
oder (activereg = ‘shared′ und accu1 < shared)
oder (activereg = ‘const′ und accu1 < cnst)
oder (activereg = ‘size′ und accu1 < sizeof (bitvec))
next = 2 sonst
Ifzero : (. . . , bitsaccess, . . . , idxfault, . . . ) 7→
(. . . , ̂bitsaccess, . . . , ̂idxfault, . . . )× next× 1× 2
mit
{
next = 1 falls accu1 ∈ [0, sizeof (bits)[ und bits[accu1] = 0
next = 2 sonst
und

̂idxfault = idxfault falls accu1 ∈ [0, sizeof (bits)[
̂bitsaccess = bitsaccess + 1
̂idxfault = idxfault + 1 sonst
̂bitsaccess = bitsaccess
Zur Berechnung der Fitness eines Individuums werden fu¨r beide Bitvektoren die Fit-
nesswerte fit1 und fit2 getrennt voneinander berechnet und danach addiert. Hierzu wird
jeweils der entsprechende Bitvektor bv1 oder bv2 als Komponente in die Parametermenge P
eingesetzt. Anschließend wird mit der folgenden Formel die Einzelfitness fu¨r den Bitvektor
berechnet:
fiti = 1000 × zeroes(bits) + 300 × idxfault + (bitsaccess − sizeof (bits)) + proportion(okflips)
Hierbei ist zeroes(bits) die Anzahl der Nullen im Bitvektor nach Terminierung des Algo-
rithmus, sizeof (bits) die La¨nge des Bitvektors und proportion(okflips) das Verha¨ltnis der von
beiden Threads korrekt gesetzten Bits:




× 0.9999 falls okflips1 + okflips2 > 0
0 sonst
Die beste Fitness, die sich fu¨r das Problem ergeben kann, ist 0.19998, da beim zweiten Bit-
vektor eine ungerade Anzahl von Bits geflippt werden muss und somit der Proportional-
term nicht Null werden kann.
Die weiteren Parameter des Testproblems sind in Tabelle 11.3 aufgefu¨hrt. Wie auch die Ex-
perimente fu¨r das Artificial Ant-Problem mit zwei Ameisen, wurden die Testla¨ufe ohne kon-
textsensitive Operatoren (Abschnitt 7.4) und Demes (Abschnitt 9.1) durchgefu¨hrt. Es wur-
de eine Kombination aus dem Idp-Verfahren (Abschnitt 7.2.4) und Schrittweitensteuerung
(Abschnitt 8.2) eingesetzt.












Tabelle 11.3: GP-Variablen f ¤ur das Bitvektor -Problem
11.2.2 Ergebnisse
Abbildung 11.16 zeigt die Ergebnisse der 200 GP-La¨ufe. Im linken Diagramm sind die Fit-
nesswerte der jeweils besten Individuen der einzelnen La¨ufe abgebildet. Die La¨ufe wurden















2 10 0.93324 - 1.6665
3 39 1.9998
4 62 2.86658 - 74.9999
5 14 100.59994 - 308.26654
6 20 1009.39996 - 6002.9998
Abbildung 11.16: Die Fitnesswerte des jeweils besten Individuums aller
200 GP-L¤aufe beim Bitvektor -Problem im Einzelnen und in Gruppen
eingeteilt.
Die Menge der GP-La¨ufe la¨sst sich, basierend auf den Fitnesswerten des jeweils besten In-
dividuums, in sechs Gruppen einteilen. Sie sind in der rechten Tabelle von Abbildung 11.16
dargestellt. In der mit Fitness u¨berschriebenen Spalte befinden sich die Fitnesswerte des be-
sten und schlechtesten Individuums einer Gruppe. Ist nur ein Wert vorhanden, haben alle
Individuen dieselbe Fitness. Die erste Gruppe umfasst 55 La¨ufe. In diesen wurden jeweils
Individuen mit der Fitness 0.19998 gefunden. Der Großteil der Algorithmen dieser Indi-
viduen funktioniert nach demselben Prinzip: Ein Thread betrachtet die geraden Indizes
des Bitvektors, der andere die ungeraden. Als Abbruchkriterium wird die Size-Funktion
benutzt. Diese Algorithmen sind somit generalisierend, sie sind ebenfalls fu¨r Bitvektoren
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beliebiger La¨nge einsetzbar. Abbildung 11.17 zeigt einen fu¨r diese Gruppe typischen Algo-
rithmus.








Abbildung 11.17: Ein Algorithmus f¤ur das Bitvektor -Problem mit zwei
Threads, bei dem jeder die H¤alfte der Bits untersucht.
Lediglich zwei der besten Individuen unterschieden sich im grundsa¨tzlichen Aufbau von
den U¨brigen. Als Abbruchkriterium wurde nicht der Size-Knoten verwendet, sondern eine
Addition aus mehreren Const-Werten. Diese Individuen sind entsprechend nur fu¨r Bitvek-
toren geeignet, die dieselbe La¨nge wie die Testvektoren besitzen.
In der dritten Gruppe befinden sich alle Individuen, die eine Fitness von 1.9998 besitzen.
Diese Fitness bedeutet, dass alle Bits genau einmal betrachtet wurden und alle Nullen ge-
flippt wurden. Allerdings wurde dies ausschließlich von einem der beiden Threads aus-
gefu¨hrt. Wa¨hrend der eine Thread alle Bits nacheinander betrachtete und einen Vergleich
des aktuellen Index mit der Size-Funktion als Abbruchkriterium benutzte, terminierte der
zweite umgehend1.
In fu¨nf Fa¨llen wurde das Abbruchkriterium u¨ber die Addition von Konstanten an Stelle der
Size-Funktion erreicht. Wa¨hrend diese Algorithmen somit auf eine bestimmte La¨nge des
Bitvektors festgelegt sind, ko¨nnen die Restlichen insofern generalisieren, als dass sie ohne
A¨nderung fu¨r Bitvektoren beliebiger La¨nge anwendbar sind. Allerdings konnte die Arbeit
nicht gleichma¨ßig auf zwei Threads verteilt werden. Somit ist bei diesen Algorithmen die
Parallelisierung fehlgeschlagen. Abbildung 11.18 zeigt einen typischen Graphen aus dieser
Gruppe.
In den Gruppen zwei und vier befinden sich Individuen, deren Algorithmus das Testpro-
blem zwar lo¨st, die dies aber durch teilweise – aus algorithmischer Sicht – ,unscho¨ne’ Me-
thoden erreichen. Im besten Fall bearbeitet ein Thread den kompletten Bitvektor abzu¨glich
eines Elementes mittels einer Schleife, die ein Element zu fru¨h terminiert. Dieses Bit wird
dann vom zweiten Thread betrachtet, der nach diesem einen Schritt beendet wird. Im
ungu¨nstigen Fall wird ein Register, das als Index fu¨r den Bitvektor dient, in einer Schleife
um verschiedene Const-Knoten-Werte variiert. Hierbei liegt kein systematisches Vorgehen
vor und Elemente des Bitvektors werden oft mehrfach betrachtet. Auch kann die ergeben-
de Reihe von Indizes von der aktuellen Belegung des Bitvektors abha¨ngen, so dass diese
Individuen bei anderen Bitvektoren gleicher La¨nge das Problem nicht lo¨sen ko¨nnten.
1In zwei Fa¨llen endete einer der Threads in einer Endlosschleife.












Abbildung 11.18: Ein typischer Algorithmus f¤ur Individuen der dritten
Gruppe. Durch die Initialisierung des Akkus und der Register mit dem
Wert Null terminiert der zweite Thread umgehend.
Die Individuen aus den Gruppen fu¨nf und sechs lo¨sen das Testproblem entweder u¨ber-
haupt nicht oder versuchen wa¨hrend des Ablaufs auf nicht existierende Elemente des Bit-
vektors1 zuzugreifen.
Zusammenfassend ergeben sich folgende Resultate:
1. GP ist auch bei diesem Testproblem in der Lage parallele Algorithmen zu evolvieren.
In 53 La¨ufen – also in 26.5 Prozent aller Fa¨lle – wurden Lo¨sungen evolviert, bei denen
beide Threads jeweils die Ha¨lfte des Bitvektors betrachten.
2. Die Lo¨sungen ko¨nnen bezu¨glich ihrer Generalisierungseigenschaften in drei Klassen
unterteilt werden. Die erste Klasse entha¨lt alle Individuen, deren Algorithmus auf
sa¨mtliche Bitvektoren beliebiger La¨nge angewendet werden kann. Dies sind 53 Indi-
viduen aus Gruppe eins, fu¨nf der zweiten Gruppe und 34 aus Gruppe drei – zusam-
men also 46 Prozent aller besten Individuen.
Die zweite Klasse besteht aus den Individuen, deren Algorithmen beliebige Bitvekto-
ren einer bestimmten La¨nge bearbeiten ko¨nnen. Diese schwache Form der Generali-
sierung gilt fu¨r die zwei verbliebenen Individuen der ersten Gruppe, fu¨r ein Indivi-
duum der zweiten und fu¨r vier Individuen der dritten Gruppe – insgesamt also 3.5
Prozent.
Alle u¨brigen Individuen repra¨sentieren entweder keine Lo¨sung oder nur einen Algo-
rithmus, der fu¨r die beiden getesteten Bitvektoren das korrekte Ergebnis liefert, jedoch
im Allgemeinen bei anderen Vektoren versagt.
3. Die Individuen der ersten beiden Generalisierungsklassen enthalten innerhalb
der Graphen Kontrollstrukturen, wie sie sonst in imperativen Programmierspra-
chen u¨blich sind. Die in Abbildung 11.17 zu sehende Knotenkombination Ifze-
ro/Toggle/Merge entspricht einer If/Then-Bedingung und die Kombination aus der
1Zum Beispiel Elemente mit negativem Feldindex
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Addition eines festen Wertes mit folgender Vergleichsoperation entspricht einer
Schleife mit festem Inkrement. Des Weiteren ist zu sehen, dass diese beiden Struk-
turen ineinander geschachtelt sind. Bei nicht generalisierenden Individuen ist diese
Strukturierung in den meisten Fa¨llen nicht vorhanden. Sollten diese Algorithmen di-
rekt in einer Hochsprache wie C implementiert werden, so mu¨ssten Goto-Konstrukte
eingesetzt werden. Die Programme wu¨rden entsprechend unlesbar.
Speziell aus dem dritten Punkt ergibt sich fu¨r zuku¨nftige Untersuchungen die Frage, ob
es einen Zusammenhang zwischen generalisierenden Algorithmen und der Evolution von
Kontrollstrukturen mittels GP gibt. Ist es mo¨glich, durch das Erzwingen von bekannten
Kontrollstrukturen in den Individuengraphen die Wahrscheinlichkeit von generalisieren-
den Algorithmen zu erho¨hen? Sind umgekehrt gut strukturierte Lo¨sungen zu erwarten,
wenn Mo¨glichkeiten zur Verfu¨gung stehen, durch die mit hoher Wahrscheinlichkeit genera-
lisierende Algorithmen evolviert werden? Hieraus ergibt sich direkt die Frage, ob in diesem
Fall ein GP-System nicht nur zum Lo¨sen von Optimierungs- oder Klassifikationsproblemen
herangezogen, sondern auch in der Softwareentwicklung eingesetzt werden kann.
Kapitel 12
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde das GP-System GGP entwickelt, das den Genotyp eines
Individuums als Graph modelliert. Hierdurch unterscheidet es sich von anderen Ansa¨tzen,
bei denen der Genotyp ein Baum [57] oder eine lineare Sequenz von Befehlen [7] ist. Die
Motivation fu¨r die Arbeit war die geplante Entwicklung eines GP-Systems zur Modellie-
rung und Regelung dynamischer Systeme der Regelungstechnik. Schaltungen der Rege-
lungstechnik lassen sich auf natu¨rliche Weise als Graphen darstellen. Somit lag es nahe,
den gewohnten Baumansatz durch einen graphbasierten Ansatz zu ersetzen. Bis zu diesem
Zeitpunkt war es u¨blich, Graphen in Ba¨ume zu u¨berfu¨hren [72, 61] und dabei eine Ein-
schra¨nkung des Suchraums in Kauf zu nehmen [72, 61]. Somit wurden immer potenzielle
Lo¨sungen ausgeschlossen.
Die neue Repra¨sentationsform der Individuen machte es erforderlich, neue genetische Ope-
ratoren zu entwickeln. Diese mu¨ssen die Graphen in geeigneter Weise vera¨ndern ko¨nnen.
Sie sind in Abschnitt 12.1 zusammengefasst.
Die Fa¨higkeiten des neuen GP-Systems wurden anhand von mehreren Benchmarks analy-
siert. Durch genauere Untersuchungen der Lo¨sungen konnten Erweiterungen des Systems
entwickelt werden, die zu einer deutlichen Steigerung der Performanz fu¨hrten. Abschnitt
12.2 fasst alle Ergebnisse zusammen und vergleicht sie mit Werten aus der Literatur.
Im letzten Abschnitt dieses Kapitels wird aufgezeigt, fu¨r welche Anwendungen das GP-
System zuku¨nftig verwendet werden kann. Zusa¨tzlich werden Ideen fu¨r weitere Verbesse-
rungen vorgestellt.
12.1 Das GP-System
Das GP-System GGP benutzt gerichtete Multigraphen als Genotyp der Individuen. Jedem
Knoten wird hierbei eine Funktion zugeordnet. Durch diese Funktion ist die Anzahl der
Eingangs- und Ausgangskanten jedes Knotens eindeutig bestimmt.
204 Zusammenfassung und Ausblick
Das System unterstu¨tzt zwei unterschiedliche Arten von Semantiken fu¨r Graphen, einen
funktionalen und einen algorithmischen Ansatz. Beim funktionalen repra¨sentieren die Kan-
ten des Graphen die Funktionswerte, die von den Funktionen der Knoten berechnet wer-
den. Beim algorithmischen Ansatz wird der Graph als Flussdiagramm interpretiert. Die
Werte, die mit den Funktionen der Knoten berechnet werden, befinden sich in externen
Variablen. Die Kanten repra¨sentieren den Programmfluss.
Baumbasierte GP-Systeme verwenden genetische Operatoren wie Mutation und Crossover.
Diese sind fu¨r GGP nicht ausreichend bzw. nicht anwendbar. Aus diesem Grund mussten
neue Operatoren entwickelt werden. Diese ko¨nnen einen Knoten variieren (Knoten mutie-
ren, Knoten einfu¨gen, Knoten lo¨schen und Knoten verschieben), spezielle Teilgraphen vera¨ndern
(Pfad einfu¨gen, Pfad lo¨schen und Zyklus) oder das Genom zweier Individuen miteinander
rekombinieren (randomCrossover). Graphen im GGP-System mu¨ssen weitere Bedingungen
erfu¨llen, die u¨ber die Definition eines Multigraphen hinausgehen. Der Crossover-Operator
sollte diese beru¨cksichtigen. Somit kann auf sonst no¨tige Reparaturmechanismen verzichtet
werden.
Es wurden drei verschiedene Crossover-Operatoren entwickelt. Bei allen lassen sich Fa¨lle
konstruieren, in denen der Operator keinen geforderten Graphen erzeugen kann. Wenn
jedoch zwischen Testproblemen mit zyklischen und azyklischen Graphen unterschieden
wird, kann fu¨r beide Klassen ein geeigneter Operator angegeben werden (randomCrosso-
ver bzw. acycCrossover). Die Fehlerrate fu¨r diese ist jeweils so gering, dass sie fu¨r GP-La¨ufe
vernachla¨ssigbar ist. Der dritte Crossover-Operator (generalCrossover) erzielt fu¨r beide Pro-
blemklassen akzeptable, jedoch etwas schlechtere Ergebnisse.
Wenn ein neues Individuum erzeugt werden soll, wird genau ein genetischer Operator auf
die Elter-Individuen angewandt. Die Wahrscheinlichkeiten fu¨r die jeweilige Auswahl die-
ses Operators werden beim Programmstart u¨ber Parameter festgelegt. Eine adaptive An-
passung dieser Werte wa¨hrend eines GP-Laufs fu¨hrte zu keinen signifikant besseren Resul-
taten.
Große Ergebnisverbesserungen konnten durch den kontextsensitiven Einsatz der geneti-
schen Operatoren erzielt werden: Abha¨ngig von den Graphen der Elter-Individuen werden
verschiedene Operatoren verboten und zu einem spa¨teren Zeitpunkt des GP-Laufs wieder
zugelassen.
In weiteren Versuchsreihen wurden mehrere Operatoren auf einen Graphen angewendet,
bevor die neue Fitness des Individuums berechnet wurde. Zuna¨chst wurde ein stark kausa-
ler Zusammenhang zwischen der Anzahl hintereinander angewandter Operatoren und der
Gro¨ße der Fitnessvera¨nderung nachgewiesen. Dies galt fu¨r alle Testprobleme. Die Ha¨ufig-
keit der Fitnessverbesserungen nahm jedoch u¨berproportional ab, wenn die Anzahl der se-
quenziell angewandten Operatoren zu groß wurde. Der GP-Algorithmus wurde deshalb so
erweitert, dass bei jeder Graphvariation zwischen ein und drei Operatoren angewandt wer-
den. Auf diese Weise ergaben sich signifikant bessere Ergebnisse bei den Testproblemen. Ei-
ne Adaptation dieser Anzahl wa¨hrend eines GP-Laufs konnte nur bei einigen Benchmarks
die Resultate verbessern. Der hierdurch entstehende Mehraufwand stand jedoch in keinem
Verha¨ltnis zu den (nicht signifikanten) Verbesserungen.
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Des Weiteren wurde die Populationsdiversita¨t untersucht. Es stellte sich heraus, dass be-
reits nach wenigen Fitnessauswertungen alle Graphen von demselben Individuum der Ur-
sprungspopulation abstammen. Zur Diversita¨tserhaltung wurden Demes in das GP-System
integriert. Die Anzahl der Demes kann hierbei wa¨hrend eines GP-Laufs vera¨ndert werden.
Beim Erstellen neuer Demes werden neue Individuen erzeugt. Auf diese Weise steht der
Population wieder neues genetisches Material zur Verfu¨gung, die Diversita¨t steigt. Durch
diesen Ansatz, der als dynamische Demes bezeichnet wird, war insgesamt eine signifikante
Verbesserung der Testergebnisse mo¨glich.
Bei vielen Problemstellungen ko¨nnen Fitnessberechnungen den Großteil der Rechenzeit
ausmachen, die ein GP-Lauf beno¨tigt. In diesen Fa¨llen ist es sinnvoll, doppelte Berechnun-
gen von identischen Graphen zu vermeiden. Das GP-System wurde um eine entsprechende
Funktionalita¨t erweitert. Zusa¨tzlich ko¨nnen isomorphe Graphen erkannt werden und brau-
chen somit ebenfalls nicht erneut berechnet zu werden. Bei der Untersuchung der Testpro-
bleme ergab sich, dass – je nach Problem – zwischen 22 und 72 Prozent aller Fitnessauswer-
tungen u¨berflu¨ssig sind. Gerade im Aufgabenbereich Modellierung und Regelung dynamischer
Systeme kann somit ein großer Teil der Rechenzeit eingespart werden.
In einem abschließenden Anwendungskapitel wurden mit GGP parallele Algorithmen
evolviert. Als Beispiel diente die Erweiterung des Artificial Ant-Problems um eine zweite
Ameise. Der Algorithmus dieser Ameise befindet sich im selben Graphen wie der der ersten
Ameise, jedoch mit einem anderen Startknoten. Die Lo¨sungsindividuen wurden eingehend
auf ihre Fa¨higkeit zur Generalisierung untersucht. Es ergab sich, dass durch den Santa-Fe´-
Pfad Lo¨sungsgraphen bevorzugt werden, die der gewu¨nschten Generalisierungsfa¨higkeit
der Individuen widersprechen.
Zum Abschluss wurden die Ergebnisse aus dem Bereich Modellierung und Regelung dynami-
scher Systeme vorgestellt, die mit dem Vorga¨ngersystem von GGP erzielt wurden.
12.2 Ergebnisse
Wa¨hrend die Resultate dieser Arbeit im Abschnitt 12.1 qualitativ zusammengefasst sind,
werden hier die quantitativen Ergebnisse fu¨r die sechs Testprobleme aufgefu¨hrt. Die Ab-
bildungen 12.1 bis 12.6 zeigen jeweils die Ergebnisse der wichtigsten Testreihen aus je 200
GP-La¨ufen. In den Diagrammen wurden nur selbst durchgefu¨hrte Testreihen beru¨cksich-
tigt. Vergleiche mit anderen, aus der Literatur bekannten Ergebnissen werden gesondert
aufgefu¨hrt, da die Fitnesswerte oft unter anderen Voraussetzungen erzielt wurden. Dies
kann eine andere Anzahl von GP-La¨ufen oder eine abgewandelte Aufgabenstellung sein.
Allen Resultaten ist gemein, dass die Ergebnisse, die mit GGP und den zugeho¨rigen Erwei-
terungen erzielt wurden, deutlich besser sind als die des baumbasierten GP-Systems.
Beim Polynom-Problem (Abbildung 12.1) konnte die durchschnittliche Fitness des besten In-
dividuums eines Laufs auf unter 2 Prozent der Fitness beim baumbasierten GP-System ver-
ringert werden. Ohne die Verbesserungen der Kapitel 7 bis 9 war das graphbasierte System
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schlechter als baumbasierte. Dies lag zu großen Teilen daran, dass anstelle von Graphvaria-
tionen ha¨ufig Reproduktionen der Elter-Individuen durchgefu¨hrt wurden. Dies wurde mit
der kontextsensitiven Operatorwahl Std+ verhindert. Durch die Verwendung von dynami-
schen Demes konnte zusa¨tzlich die Diversita¨t der Populationen so erho¨ht werden, dass das
Verlassen lokaler Optima vereinfacht wurde.








Abbildung 12.1: Die durchschnittlichen Fitnesswerte der Testreihen
zum Polynom-Problem
In der Literatur wird die Fitness beim Polynom-Problem in den meisten Fa¨llen anders be-
rechnet als in dieser Arbeit: Die Fitness eines Individuums entspricht der Anzahl der Stu¨tz-
punkte, bei denen der Wert der ermittelten Funktion um mehr als 0.01 bzw. 0.05 vom
tatsa¨chlichen Wert abweicht [77]. Oft wird sogar nur der Effort-Wert als Resultat einer
Testreihe angegeben. Diese Fitnesseinteilung ist zu grob und wurde deshalb nicht verwen-
det.
















Abbildung 12.2: Die durchschnittlichen Fitnesswerte der Testreihen
zum Sinus-Problem
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Beim Sinus-Problem ist es nicht mo¨glich, die gesuchte trigonometrische Funktion aus den
vorgegebenen arithmetischen exakt zu berechnen. Es kann nur eine Na¨herungslo¨sung evol-
viert werden. Dies unterscheidet die Aufgabenstellung vom Polynom-Problem. Das graph-
basierte System ist von vornherein signifikant besser als das baumbasierte (Abbildung
12.2). Die durchschnittliche Fitness des besten Individuums bei GGP liegt bereits bei nur
einem Fu¨nftel der Fitness vom Baumansatz. Durch gleichzeitige Verwendung der kontext-
sensitiven Operatorwahl und dynamischer Demes (Deme0) kann die Fitness sogar auf etwa ein
zwanzigstel gesenkt werden. Bei diesem Problem ist die Ausfu¨hrung mehrerer Operatoren
vor einer Fitnessberechnung nicht von Nutzen: Die Variationen durch einzelne Operatoren
sind bereits groß genug, um lokale Optima zu verlassen.
In der Literatur wird das Problem auf sehr unterschiedliche Weise definiert. So wird zum
Beispiel, wie beim Polynom-Problem, die Anzahl der nicht gut angena¨herten Stu¨tzpunkte
als Fitness verwendet. In vielen Fa¨llen wird der Sinus auf einem anderen Definitionsin-
tervall betrachtet (z.B. −pi bis pi, [109]). Ein Vergleich kann mit der Vero¨ffentlichung von
KANTSCHIK und BANZHAF erfolgen, wo das Problem auf Linear Tree-GP angewendet wur-
de [49]. Rechnet man die dort aufgefu¨hrten Werte so um, dass die Fitnesswerte vergleichbar
sind, ergibt sich eine durchschnittliche Fitness von 0.062. Dieser Wert ist deutlich besser als
der mit Baum-GP erreichte durchschnittliche Wert, jedoch schlechter als der in dieser Arbeit
erzielte.

















Abbildung 12.3: Die durchschnittlich ben ¤otigte Anzahl von Fitnessaus-
wertungen der Testreihen zum Lawnmower -Problem
Das Lawnmower-Problem erweist sich fu¨r alle GP-Systeme als sehr einfach. Es ko¨nnen in fast
allen La¨ufen Lo¨sungen gefunden werden. Der eigentliche Unterschied der GP-Systeme be-
steht darin, wie viele Fitnessauswertungen durchschnittlich beno¨tigt werden, bis die erste
Lo¨sung gefunden wird. Diese Zahlen werden in Abbildung 12.3 miteinander verglichen.
Das baumbasierte System ist signifikant langsamer als die graphbasierten Varianten. Die
Benutzung von Demes ist u¨berflu¨ssig, da die Lo¨sungen bereits gefunden sind, bevor der
Deme-Mechanismus in den Testla¨ufen zum ersten Mal aktiviert werden kann.
In der Literatur werden Ergebnisse zum Lawnmower-Problem oft nur durch den Effort-Wert
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Effort GP-Typ Quelle
100000 tree Poli [90]
58000 stack based Bruce [16]
11000 tree + ADF Poli [90]
10000 tree + culture Spector & Luke [110]
5000 parallel distributed Poli [90]
3311 GGP (Step) Abschnitt 8.2
Tabelle 12.1: Effort-Werte zum Lawnmower -Problem
dargestellt. Aus Gru¨nden der Vollsta¨ndigkeit sind sie in Tabelle 12.1 zusammengefasst. We-
gen der statistischen Ungenauigkeit des Wertes (Abschnitt 5.4) werden sie jedoch nicht wei-
ter kommentiert.
Das Artificial Ant-Problem galt fu¨r GP-Systeme bisher als sehr schwierig [66]. Dies besta¨tigt
sich mit dem schlechten Ergebnis des baumbasierten Systems (Abbildung 12.4): Nur in 7
Prozent aller La¨ufe wurde eine Lo¨sung gefunden. Der in der Literatur bis jetzt gewa¨hlte
Ausweg bestand darin, das Problem zu vereinfachen. Somit erhielten auch herko¨mmliche
GP-Systeme eine Chance, zumindest eine Variante des Problems zufriedenstellend zu lo¨sen
[65, 62].























Abbildung 12.4: Die Anzahl der erfolgreichen GP-L ¤aufe in den Testrei-
hen zum Articial Ant-Problem
Mit dem graphbasierten System GGP ist es gelungen, das Artificial Ant-Problem mit dem
Santa Fe´-Pfad ohne A¨nderung des Suchpfades zu lo¨sen. Die Aufgabenstellung ist diesel-
be geblieben. Lediglich die Kodierung und Bewertung der gefundenen Lo¨sungen wurde
vera¨ndert:
• Das Genom besteht aus Graphen anstelle von Ba¨umen.
• Durch eine Begrenzung der Graphgro¨ße wird der Suchraum eingeschra¨nkt.
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• Die Fitnessfunktion wurde verscha¨rft: Schnellere Ameisen werden bevorzugt.
Die Ergebnisse in Abbildung 12.4 belegen, dass mit GGP und den Erweiterungen aus den
Kapiteln 7 bis 9 wesentlich ha¨ufiger Lo¨sungen gefunden werden als mit baumbasierten
Ansa¨tzen.
Tabelle 12.2 entha¨lt weitere Ergebnisse aus der Literatur.
Training Technique Solutions Runs
Original 35 200
Strict Hill Climbing [66] 8 50
Evolutionary Programming [20] 47 59
Scalar speed [66] 9 50
1 food ahead [66] 19 50
5 food ahead [66] 71 200
1ptXO, original fitness function [66] 8 100
Grammatical Evolution (100000 Auswertungen) [85] 56 100
GGP mit Deme1 199 200
Tabelle 12.2: Ergebnisse aus der Literatur f ¤ur das Articial Ant-Problem
Das Two-Boxes-Problem stellt fu¨r graphbasiertes GP ebenfalls kein Problem dar. Abbildung
12.5 zeigt, dass die Verfahren Deme0 und Deme1 immer eine Lo¨sung finden konnten. Beim
baumbasierten GP-System lag die Erfolgsquote hingegen bei nur 40 Prozent.























Abbildung 12.5: Die Anzahl der erfolgreichen GP-L ¤aufe in den Testrei-
hen zum Two-Boxes-Problem
Tabelle 12.3 zeigt die Ergebnisse aus zwei anderen aktuellen Vero¨ffentlichungen. In diesen
wurde versucht, das Two-Boxes-Problem mit neuen Methoden fu¨r lineares [40] und baumba-
siertes GP [118] zu lo¨sen. In beiden Vero¨ffentlichungen wurden unterschiedliche Testreihen
mit je 50 GP-La¨ufen durchgefu¨hrt. Die Spalte Solutions der Tabelle gibt an, wie viele der
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La¨ufe in den Testreihen erfolgreich waren. Es zeigt sich, dass nur eine der siebzehn Testrei-
hen mit graphbasiertem GP mithalten kann.
Publication Solutions (in 50 Runs)
M. I. HEYWOOD & A. N. ZINCIR-HEYWOOD [40] 12, 14, 46, 4, 4, 2, 10, 2
M. D. TERRIO & M. I. HEYWOOD [118] 2, 0, 6, 18, 9, 1, 2, 0, 2
GGP mit Deme0 (Abschnitt 9.1.3) 50
Tabelle 12.3: Ergebnisse aus der Literatur f ¤ur das Two-Boxes-Problem
Beim Klassifikations-Problem konnte die Anzahl der durchschnittlichen Fehlklassifizierun-
gen mit Hilfe von graphbasiertem GP auf etwa ein Drittel reduziert werden (Abbildung
12.6). Wie bereits beim Sinus-Problem bringt eine Anwendung der Step-Erweiterung keine
Vorteile. Es sind die beiden einzigen Testprobleme, bei denen die Grundfunktionen loka-
le, reellwertigen Parameter besitzen. Der Einsatz von gro¨ßeren Schrittweiten scheint somit
nicht no¨tig zu sein, wenn im Genom der Individuen reelle Zahlen vorhanden sind, die
durch den Mutations-Operator vera¨ndert werden ko¨nnen. Bei ausschließlich parameterlo-
sen Grundfunktionen fu¨hrt die Verwendung von Step hingegen immer zu besseren Ergeb-
nissen.















Abbildung 12.6: Die durchschnittliche Zahl von Fehlklassikationen in
den Testreihen zum Klassikations-Problem
Das Klassifikations-Problem wurde in der Literatur bisher nur selten verwendet. Die Werte
aus der Vero¨ffentlichung von BRAMEIER und BANZHAF [14] ko¨nnen nicht zum Vergleich
herangezogen werden, da andere Grundfunktionen verwendet wurden. Des Weiteren wa-
ren wesentlich mehr Fitnessauswertungen erlaubt. Vergleichbar sind die Ergebnisse aus
[49] fu¨r Linear Tree GP. Fu¨r dieses Verfahren wurde umgerechnet eine durchschnittliche
Zahl von 19.8 Fehlklassifizierungen ermittelt. Dieses Ergebnis ist etwas besser als das mit
graphbasiertem GP erzielte – allerdings wurden nur 30 Testla¨ufe durchgefu¨hrt.
Abschließend la¨sst sich festhalten, dass alle Testprobleme von der Verwendung von graph-
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basiertem GP gegenu¨ber baumbasiertem profitieren. Neben den besseren Ergebnissen
bezu¨glich der Fitness ist GGP in der Lage, mit sehr kleinen Graphen zu arbeiten. Dadurch
enthalten Individuen nur sehr wenige Introns.
Von den zusa¨tzlichen Erweiterungen des GP-Systems hat sich die Verwendung der kon-
textsensitiven Operatorwahl und dynamischer Demes in allen Fa¨llen als sinnvoll erwiesen1,
die Adaptation von Operatorwahrscheinlichkeiten nur in Einzelfa¨llen. Das sequenzielle
Ausfu¨hren mehrerer genetischer Operatoren erlaubte gro¨ßere Schrittweiten im Suchraum.
Es erwies sich immer dann als sinnvoll, wenn keine der erlaubten Knotenfunktionen u¨ber
eigene reelle Parameter verfu¨gte.
12.3 Ausblick
In dieser Arbeit wurde das graphbasierte GP-System GGP vorgestellt. Bei den verwendeten
Testproblemen erwies es sich als gute Alternative zum baumbasierten GP-Ansatz. Neben
den besseren Fitnesswerten ist hier besonders hervorzuheben, dass das System mit sehr
kleinen Datenstrukturen als Genotyp arbeiten kann. Hieraus ergibt sich zwangsla¨ufig, dass
Introns nur in sehr begrenztem Umfang vorkommen ko¨nnen.
Fu¨r die zuku¨nftige Arbeit an und mit dem System sind zwei Richtungen mo¨glich: Zum
einen sind weitere Verbesserungen des GP-Systems selbst mo¨glich, zum anderen kann das
System nun auf praxisrelevante Probleme angewendet werden.
Systemverbesserungen
• Das System verwendet momentan eine multikriterielle Fitnessfunktion. Neben der
Fitnessbewertung, die sich aus der Semantik eines Graphen ergibt, wird als zweites
Kriterium die Gro¨ße des Genoms betrachtet: Je kleiner ein Graph bei gleichem Fit-
nesswert ist, desto besser. Bei den in dieser Arbeit verwendeten Testproblemen hat
sich dieses Verfahren bewa¨hrt. Es konnten immer gute Lo¨sungen gefunden werden.
Es kann jedoch vorkommen, dass ein GP-Lauf in einem lokalen Optimum verbleibt,
weil der Graph des zugeho¨rigen Individuums sehr klein geworden ist. Oftmals sind
in solchen Situationen Graphen mit besserer Fitness wesentlich gro¨ßer. Wenn durch
einen schnell einsetzenden Takeover-Effekt zusa¨tzlich die Diversita¨t der Population
verloren geht, ist auch der Crossover-Operator meist nicht mehr in der Lage, das
beno¨tigte Individuum mit besserer Fitness zu erzeugen.
Ein Beispiel fu¨r eine entsprechende Situation tritt oftmals beim 5-Parity-Problem auf,
ein BOOLEsches Klassifikationsproblem mit 32 Testcases [91]. In der Regel sind keine
100 Fitnessauswertungen no¨tig, um ein Individuum zu erzeugen, das 17 der 32 Test-
cases richtig klassifiziert. Nach wenigen weiteren Auswertungen entha¨lt das beste
1Beim Lawnmower-Problem waren die Demes nicht erfolgreich, weil die Lo¨sungen bereits vor dem ersten
Einsetzen des Mechanismus gefunden wurden
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Individuum nur noch drei OR und ein AND-Gatter (oder umgekehrt). Dieses lokale
Optimum wird im Normalfall fu¨r den Rest des GP-Laufs nicht mehr verlassen.
Eine adaptive Verwendung der Graphgro¨ße als Fitnesskriterium wa¨re ein Ausweg
aus dieser Situation: Wenn bei stagnierender Fitness die Graphen zu klein wu¨rden,
du¨rfte die Gro¨ße der Individuen nicht mehr in die Fitness eingehen. Um die Chan-
cen auf ein Verlassen des lokalen Optimums zu erho¨hen, ko¨nnten zusa¨tzlich neutrale
Netze [8] zur Steigerung der Diversita¨t eingesetzt werden.
• Bevor fu¨r ein Problem GP-La¨ufe durchgefu¨hrt werden ko¨nnen, mu¨ssen Parameter
wie die Populationsgro¨ße, Turniergro¨ße oder Operatorwahrscheinlichkeiten festge-
legt werden. Diese variieren von Problem zu Problem und mu¨ssen durch Vorunter-
suchungen oder mit Hilfe der eigenen Erfahrung vorgegeben werden. Im Normalfall
ergeben sich somit suboptimale Parametersa¨tze.
Es wa¨re wu¨nschenswert, GP-Parameter adaptiv zur Laufzeit des GP-Systems zu be-
stimmen. Alternativ ko¨nnte nach einer Klassifikation verschiedener Problemtypen ge-
sucht werden. Fu¨r jede dieser Problemklassen ko¨nnten im na¨chsten Schritt Richtlinien
zur Parameterwahl erarbeitet werden.
• Die Isomorphiebetrachtungen aus Kapitel 10 dienen bisher nur zur Vermeidung u¨ber-
flu¨ssiger Fitnessauswertungen. ROSCA schlug bereits 1995 in [96] vor, Isomorphien als
Diversita¨tsmaß zu benutzen. Er meinte jedoch, dass die Berechnungen zu kostenin-
tensiv wa¨ren. Mit der hier vorgestellten Implementierung ist es nun doch mo¨glich,
Untersuchungen in dieser Richtung durchzufu¨hren.
Anwendungsgebiete
Der Fokus der bisherigen Arbeit lag auf der Entwicklung der Grundlagen fu¨r ein graphba-
siertes GP-System. Hierzu wurden ausschließlich Testprobleme eingesetzt, deren Verhalten
in traditionellen GP-Systemen bereits ausreichend bekannt war. Die Ergebnisse lieferten,
aufgrund ihrer geringen Komplexita¨t, Ru¨ckschlu¨sse fu¨r Weiterentwicklungen des Systems.
Das GP-System hat jetzt ein Stadium erreicht, in dem es mit komplexeren Problemstellun-
gen verwendet und weiterentwickelt werden kann. Die Ergebnisse der Testprobleme ha-
ben gezeigt, dass mit dem System fu¨r viele Problemklassen gute Ergebnisse erzielt werden
ko¨nnen. Die Hauptrichtung zuku¨nftiger Forschung sollte jedoch auf Probleme zielen, deren
Lo¨sungen auf natu¨rliche Weise als Graph dargestellt werden ko¨nnen. Die folgende Aufstel-
lung gibt einige Beispiele:
Dynamische Systeme der Regelungstechnik Grundlage und Motivation fu¨r das graph-
basierte System GGP war das Vorga¨ngersystem SCADS (Anhang A, [69]), von dem
mehrere Prinzipien u¨bernommen und weiterentwickelt, andere jedoch nicht weiter
betrachtet wurden.
Die Controller der Regelungstechnik bieten ein gutes Beispiel fu¨r den Einsatz von
GGP: Erstens lassen sich Controller als gerichtete Multigraphen darstellen. Zweitens
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haben Bausteine der Regelungstechnik eine fixe Zahl von Ein- und Ausga¨ngen und
drittens ist das Ziel des Schaltungsentwurfs, kompakte Regelungen mit mo¨glichst we-
nigen Schaltelementen zu entwerfen. Alle diese Kriterien sprechen fu¨r einen Einsatz
von GGP. Es ist einerseits das einzige graphbasierte GP-System, das die Kantenzahlen
einzelner Knoten bei genetischen Operationen konstant ha¨lt und andererseits kleine
Individuen mit wenigen Introns erzeugt.
Es wa¨re weiterhin zu erforschen, ob der Einsatz hybrider Techniken, wie sie bei
SCADS eingesetzt wurden, die Evolution verbessern ko¨nnten: Die lokalen Parame-
ter einzelner Schaltelemente – zum Beispiel die Verzo¨gerungsdauer eines Totzeitglie-
des – ko¨nnen in einem gesonderten Optimierungsschritt mittels anderer Verfahren
zur Parameteroptimierung (Evolutionsstrategien, Simulated Annealing, etc.) berech-
net werden.
Diese Trennung von Struktur- und Parameteroptimierung ko¨nnte durch Verwendung
der Isomorphie-Erweiterungen von GGP (Kapitel 10) unterstu¨tzt werden. Doppelte
Optimierungen derselben Struktur wu¨rden auf diese Weise vermieden.
Analog ko¨nnen Schaltungen aus dem Bereich der Transistortechnik [59] untersucht
werden. Ein Einsatz fu¨r Problemstellungen des Evolvable Computing mit CGP nach
MILLER [78] ist ebenfalls denkbar.
Parallele Algorithmen Mit GGP lassen sich Algorithmen als Flussdiagramm darstellen
und evolvieren. Dies wurde zuna¨chst am Beispiel des Artificial Ant-Problems (Ab-
schnitt 5.3.1) gezeigt. In Kapitel 11 wurde das Verfahren auf parallele Algorithmen
erweitert. Die resultierenden Programme wurden genauer analysiert. Zuku¨nftig kann
dieser Ansatz auf schwerere Probleme angewendet werden oder u¨ber weitere Analy-
sen anhand von Testbenchmarks verbessert werden.
Quantenalgorithmen Das Evolvieren von Quantenalgorithmen mittels Genetischer Pro-
grammierung wurde erstmals von WILLIAMS und GRAY durchgefu¨hrt. Ziel ist es, mit
Qubits in ihrer Superposition logische Operationen auszufu¨hren. Auf diese Weise soll
die Berechnung eines zu lo¨senden Problems durchgefu¨hrt werden [70].
DEUTSCH zeigte in [23], wie sich Quantenalgorithmen analog zu digitalen Schal-
tungen als Schaltkreis aus Quantengattern darstellen lassen. Diese Darstellung ent-
spricht wiederum einem gerichteten Graphen, wie er von GGP benutzt wird. Bisheri-
ge Ansa¨tze verwenden zur Repra¨sentation der Algorithmen Ba¨ume, lineare Genome
(beide [111]) oder Linear-Tree GP [68]. Die Repra¨sentation durch Graphen ko¨nnte der
Suche nach weiteren Quantenalgorithmen neue Impulse verleihen.




Im Rahmen des vom Bundesministerium fu¨r Bildung und Forschung gefo¨rderten Projek-
tes Genetisches Programmieren fu¨r Modellierung und Regelung dynamischer Systeme wurde in
Zusammenarbeit mit der Technischen Universita¨t Berlin und der DaimlerChrysler AG das
GP-System SCADS zur selbstorganisierenden Modellierung dynamischer und nichtlinea-
rer Systeme sowie zur Reglerstrukturierung entworfen. Wa¨hrend die GP-Komponenten die
Grundlage fu¨r das in dieser Arbeit vorgestellte graphbasierte GP-System GGP darstellen,
integrierten die Partner des Fachgebiets Bionik und Evolutionstechnik der TU-Berlin Evo-
lutionsstrategien, mit deren Hilfe die Parameter einer Reglerstruktur parallel zur Struktur-
optimierung ebenfalls optimiert wurden [69].
Das Projekt knu¨pfte an das in einer Kooperation zwischen der TH Darmstadt und der Daim-
ler Benz AG entwickelte System SMOG an [72], welches zur Lo¨sung linearer Probleme der
Regelungstechnik ausgelegt war, bei der internen Darstellung jedoch mit Ba¨umen arbeite-
te. Auf die Unterschiede zwischen dem graphbasierten Ansatz und anderen baumbasierten
wurde bereits in Abschnitt 2.3 eingegangen. Baumbasierte Ansa¨tze finden sich unter ande-
rem in [88, 60, 51, 17].
In SCADS standen zum Zeitpunkt des Verfassens des Endberichtes Knoten
einfu¨gen/mutieren/lo¨schen, Pfad einfu¨gen/lo¨schen und Zyklus als genetische Operatoren zur
Verfu¨gung. Die Semantik der erzeugten Graphen war funktional und als Grundfunktionen
wurden – je nach Problemstellung – aus der Regelungstechnik bekannte lineare und nicht-
lineare Blo¨cke, wie etwa Verzo¨gerungs-, Versta¨rkungs- oder Totzeitglieder sowie statische
Nichtlinearita¨ten verwendet.
An dieser Stelle sollen beispielhaft eine Modellierung und eine Regelung eines dynami-
schen Systems vorgestellt werden, die mit SCADS erzeugt wurden. Die Modellierung wur-
de aus [100] u¨bernommen, die Regelung aus der Diplomarbeit von SEEGATZ [104].
• In [100] zeigen SANTIBA´N˜EZ KOREF et al., wie mit Hilfe von SCADS die harmonischen
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Funktionen
x′(t) = −y(t) mit x(0) = 1
y′(t) = x(t) mit y(0) = 0
evolviert werden ko¨nnen. Hierzu wird eine Rahmenstruktur erzeugt, in der die zu













Abbildung A.1: Der Rahmen, in den das zu evolvierende GP-Individuum
eingebettet wird.
Das beste Individuum, das im Rahmen der Vero¨ffentlichung vorgestellt wurde, ist in

















Abbildung A.2: Das beste Individuum, das die harmonischen Funktio-
nen repr ¤asentiert
• Im Rahmen seiner Diplomarbeit wurde von SEEGATZ versucht, mit Hilfe von SCADS
eine Regelung fu¨r ein Flugzeugtriebwerk zu evolvieren [104]. Das nichtlineare Modell
des Triebwerks wurde von der DaimlerChrysler AG zur Verfu¨gung gestellt. Wegen des
enorm hohen Rechenaufwands konnte allerdings nur ein Szenarium evolviert wer-
den, die Nichtlinearita¨ten der Strecke wurden hierbei nicht weiter beru¨cksichtigt.
Als Fitnesskriterium wurden mehrere Ansa¨tze verfolgt, von denen sich der Entwurf
eines Sollbereichs fu¨r eine Sprungantwort mit aufgepra¨gter Sto¨rung als am gu¨nstig-
sten erwiesen hat. Zusa¨tzlich wurde auf die Ru¨ckkopplung der Regelgro¨ße u¨ber eine
Zufallszahl eine Sto¨rgro¨ße aufgepra¨gt.
Es konnte ein Individuum gefunden werden, das eine fu¨r die Aufgabenstellung opti-
male Fitness hatte. Die Sprungantwort lag wa¨hrend der Regelung im Sollbereich und
erfolgte in weniger als 0.35 Sekunden. Des Weiteren fand kein U¨berschwingen statt.
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Das Fazit der Diplomarbeit war, dass SCADS (und somit der graphbasierte GP-Ansatz, der
in dieser Arbeit mit GGP verfolgt wird) gut zur Identifikation von Modellen geeignet ist,
die Berechnung von nichtlinearen Reglern im Moment aber noch durch zu hohe Simula-
tionsdauer fu¨r einzelne Modelle zu rechenintensiv ist. Ein erster Schritt zur Verku¨rzung
der Simulationsdauer wa¨re die Beru¨cksichtigung der Isomorphie-Betrachtungen aus Kapi-
tel 10.
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