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Abstract 
The increment of the use of electric vehicles leads to a worry about measuring 
its principal source of environmental pollution: electromagnetic emissions. Given 
the complexity of directly measuring vehicular radiated emissions in real traffic, 
the main contribution of this PhD thesis is to propose an indirect solution to 
estimate such type of vehicular emissions. Relating the on-road vehicular radiated 
emissions with the driving profile is a complicated task. This is because it is not 
possible to directly measure the vehicular radiated interferences in real traffic due 
to potential interferences from another electromagnetic wave sources. This thesis 
presents a microscopic artificial intelligence model based on neural networks to 
estimate real traffic radiated emissions of electric vehicles in terms of the driving 
dynamics. Instantaneous values of measured speed and calculated acceleration 
have been used to characterize the driving profile. Experimental electromagnetic 
interference tests have been carried out with a Vectrix electric motorcycle as well 
as Twizy electric cars in semi-anechoic chambers. Both the motorcycle and the car 
have been subjected to different urban and interurban driving profiles. Time 
Domain measurement methodology of electromagnetic radiated emissions has 
been adopted in this work to save the overall measurement time. The relationship 
between the magnetic radiated emissions of the Twizy and the corresponding 
speed has been very noticeable. Maximum magnetic field levels have been 
observed during high speed cruising in extra-urban driving and acceleration in 
urban environments. A comparative study of the prediction performance between 
various static and dynamic neural models has been introduced. The Multilayer 
Perceptron feedforward neural network trained with Extreme Learning Machines 
has achieved the best estimation results of magnetic radiated disturbances as 
function of instantaneous speed and acceleration. In this way, on-road magnetic 
radiated interferences from an electric vehicle equipped with a Global Positioning 
System can be estimated. This research line will allow quantify the pollutant 
electromagnetic emissions of electric vehicles and study new policies to preserve 
the environment. 
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1 INTRODUCTION 
The recent trend to move from internal combustion to electric mobility poses 
many questions concerning Electromagnetic Compatibility (EMC) issues. The effect 
of traffic on vehicular emissions is one aspect that may be employed to reduce the 
vehicular pollution. It is important to know how to manage traffic in order to 
reduce the emissions of any given vehicle. 
This introductory chapter points out the motivation of this PhD thesis and 
reviews the state of the art concerning vehicular emissions, radiated emissions due 
to electric vehicles as well as the driving profile parameters. Then, the thesis 
objectives are explained and its organization is described. 
1.1. MOTIVATION 
This section points out the scientific motivation behind the work documented 
in this PhD thesis by defending the choice of electric vehicles. It also discusses the 
problem of measuring radiated vehicular emissions in real traffic. 
1.1.1. WHY ELECTRIC VEHICLES? 
Electrification of road transport is being widely promoted by many 
governments all over the world. In the near future, the global population is 
expected to increase from 6 billion to 10 billion. Consequently, the number of 
vehicles would increase from 700 million to 2.5 billion approximately as can be 
seen in Figure 1 [1]. If all these vehicles are driven by spark-ignited engines, where 
would the oil come from? And where should the emissions be disseminated? For 
these problems, people have to think in electrification of transportation means for 
the 21st century. Thus, the progress of electric vehicle technology has taken an 
accelerated pace to fulfill the energy conservation as well as the environmental 
protection requirements. With respect to the energy conservation, electric-driven 
vehicles present a secure, economic, and efficient solution by the utilization of 
different types of renewable energy sources unlike the fossil fuel-based road 
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transport means. Concerning the environment protection, electric-propelled 
vehicles can provide exhaust-free urban transportation at least.  
 
FIGURE 1, GROWTH OF POPULATION AND VEHICLES 
The prevalence of electric automobiles in vehicle fleets across the world is 
steadily increasing. For example, in the United States (US), the share of electric 
vehicles is expected to rise from about 0.6% in 2010 to about 3.6% and 11.5% in 
2015 and 2020, respectively. The number of electric vehicles on the road is 
estimated to increase from about 1.6 million in 2010 to about 10 and 34 million in 
2015 and 2020, respectively [2]. Similar growth patterns are expected in other 
countries [3]. 
All electric powertrain vehicles, including fully electric, hybrid, and fuel cell 
vehicles, require significant electrical energy to be routed around the vehicle from 
the power sources (stored or generated) to the electric motors. High currents on 
the cables connecting the power source, power converter, and the electric motor 
generate low frequency magnetic fields. Given the size and space constraints of 
vehicles, the occupants may be in relatively close proximity to the electric 
powertrain. Consequently, during acceleration or regenerative braking, there 
might be large currents of hundreds amperes circulating a few centimeters away 
0,00E+00
2,00E+09
4,00E+09
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from the passengers. Thus this could result in the penetration of the magnetic 
fields in the passenger compartment.  
Bio-electromagnetics Aspect 
Electromagnetic fields (EMF) generated by different sources are a subject of 
public concern because of the reported health problems related to the exposure to 
the fields a long time ago [4]. In April 1953, a conference was held in Bethesda, 
Maryland, to assess the state of scientific knowledge on radiofrequency (RF) and 
microwave (MW) bio-effects [5]. The main sources of exposure for the general 
public are: household electric appliances, transmission power lines, transformer 
stations, wiring of buildings, and electric transportation systems. At present, there 
are no specific standards related to electromagnetic field exposure associated with 
electric vehicle powertrain. Nonetheless, general recommendations for limiting the 
occupational and general public exposure to EMF have been developed by World 
Health Organization (WHO), European Union [6, 7], IEEE (C95.6 standard) [8], and 
the International Commission on Non-ionizing Radiation Protection (ICNIRP) [9-
11], that should be taken into account during vehicle development. These 
standards not only established recommended exposure limits to EMF, but also 
included explanations concerning the ways these fields could affect human health. 
One emerging source of magnetic fields is electrically powered vehicles. 
Several researchers have been addressing the hazards of long-term exposure to 
low frequency magnetic fields in electric/hybrid vehicles. The magnetic fields 
inside a sample of nine different electric vehicles from major US manufacturers 
have been evaluated at different operating conditions on the four seats [12]. This 
study showed that a maximum field intensity of 12 mille Gauss (mG) has been 
registered in the driver’s seat during regenerative braking and maximum 
acceleration. 
Another study of a wide range of transport systems conducted by the US 
department of transportation (Cambridge, MA) included measurement of magnetic 
fields at the head, waist, ankles and knees in conventional and electric cars, trucks 
and buses as well as other conveyances such as escalators and moving walkways, a 
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jetliner and an electric commuter train [13]. Maximum fields of 9–14 μT were 
reported from a variety of conventional vehicles for frequencies in the band 0.05–3 
kHz, and maximum values of the order of 10 μT were reported for the same 
frequency band from the electric vehicle sample. This study also showed that there 
is no discernible evidence of electric fields that could be attributed to vehicular 
systems.  
A study of a sample of fully electric as well as hybrid vehicles measured low 
frequency magnetic fields at 12 points representing various body parts from head 
to foot for each of the occupant locations [14]. A maximum value of around 15% of 
the ICNIRP reference levels for general public exposure has been registered in the 
vicinity of the front occupants’ feet. Maximum exposure measures approaching 
20% have been reported for head height in a hybrid bus [15]. A maximum 
exposure measure of almost 80% for the feet of a rear passenger in a hybrid car 
travelling at 80–100 km/h has been recorded in [16]. Maximum fields of 2.4 μT at 
seat level and 3.5 μT close to the floor in the 0.005–100 kHz frequency band have 
been measured in a hybrid car in [17]. Fields monitored over the entire day show a 
maximum value of 1.8 μT in a car of unspecified type recorded in the 40–800 Hz 
frequency range [18]. Maximum fields of 13.9–14.9 μT in the frequency band 0.01–
5 kHz were recorded in a hybrid bus at the seat located closest to power cables 
during acceleration, deceleration and driving at 25 km/h given that the standard 
limit in this case is 26.6 μT [19]. 
Electromagnetic emissions radiated from DC and AC powered railway 
systems, metro, train, trolleybus, and tram have been analyzed in the 0.03 – 200 Hz 
frequency band [20]. Magnetic field intensities and spectral content have been 
related to the operational regimes of vehicles. Higher frequency components and 
amplitudes have been observed under high speeds. The highest magnetic fields 
have been recorded during maximum acceleration and regenerative braking.  
Recently, a finite element model to evaluate the magnetic field created by a 
power electronics converter has been proposed and validated in [21]. The most 
critical directions regarding the magnetic field levels have been found to be the 
upper and one of the side faces. Consequently, putting the inverter inside an EV 
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under the rear seats as usual would imply that the passenger compartment would 
receive the most of the magnetic radiations. Maximum exposure value of 4.36 % 
has been recorded. A recent pilot study to assess magnetic field levels in the 40-
1000 Hz frequency rang in 8 electric compared to 6 gasoline powered modern 
vehicles has been described in [22]. This study has also shown that the magnetic 
fields measured in electric vehicles were consistently greater than those measured 
in conventional gasoline-powered vehicles. No magnetic field in any vehicle has 
exceeded 1% of the ICNIRP limit in this study. 
Table 1 has been reproduced from [23] giving a general idea about magnetic 
field levels in mG around various kinds of electrical equipment. It is important to 
take into account that different models of the same equipment can give different 
magnetic field intensities. This table says that: in extremely low frequencies, the 
magnetic field levels radiated from electric cars have more or less the same 
intensity as its combustion counterpart, findings similar to those reported in [13]. 
On the contrary, a recent study has revealed the opposite by concluding that 
electrically propelled vehicles emit more electromagnetic emissions than the 
spark-ignited ones [22]. Concerning electric fields, results in Table 2 published by 
the Federal Office for Radiation Safety gives typical electric field strengths 
measured near household appliances at a distance of 30 cm and at 50 Hz. 
TABLE 1, EMF LEVELS DURING A WORKDAY FOR FREQUENCIES BELOW 3 KHZ 
Industry EMF Source Magnetic Field Levels (mG) 
Electrical equipment of 
machine manufacturing 
Electric resistance heater 6.000 – 14.000 
Induction heater 10 – 460 
TV Broadcasting Video cameras 7.2 – 24 
Hospitals Intensive care unit 0.1 – 222 
Transportation Cars, minivans & trucks 0.1 – 125 
Diesel powered bus 0.5 – 146 
Electric cars 0.1 – 81 
Electric buses 0.1 – 88 
Electric train 0.1 – 330 
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TABLE 2, TYPICAL ELECTRIC FIELD STRENGTHS MEASURED NEAR HOUSEHOLD APPLIANCES 
Appliance Electric Field Strength (V/m) 
Iron 120 
Refrigerator 120 
Hair dryer 80 
Vacuum cleaner 8 
Microwave oven <1.5 
ICNIRP reference level at 50 Hz 5000 
 
All results show that the produced electromagnetic fields from electrified 
transport means remained far below the ICNIRP’s reference values [24] for the 
general public for all driving conditions. Several studies have tried to prove the 
relationship between a long-term exposure to electromagnetic fields and different 
pathologies, e.g. cancer and leukemia, without finding evidence. Nevertheless, 
recent studies “suggest” a relationship between transport magnetic fields and 
certain adverse health effects. For example, an excess in male breast cancer among 
Norwegian Municipal Tram workers was reported in [25]. It’s noteworthy that all 
studies determining whether or not the lengthy exposure to EMF from electric 
vehicles could be hazardous to the passengers have been conducted at low 
frequency ranges where the maximum frequency of interest was below 100 kHz. 
EMC Aspect 
On the other hand, serious problems already exist from the EMC point of 
view in electric drive vehicles. The Transport Research Laboratory in the United 
Kingdom has assessed the possible effects of electromagnetic emissions from 
electrically powered public and private transport on radio based services in the 20 
Hz to 18 GHz frequency range. Almost all tests were carried out in accordance with 
the Automotive EMC Directive 95/54/EC with 10 m measuring distance. Results 
from peak level EMI tests in horizontal and vertical polarizations carried out on a 
hybrid vehicle, electric vehicle, heavy goods vehicle fitted with a data 
communications ring, and an electric train have revealed emissions from the 
vehicles exceeding CISPR 12 limits that could affect the radio spectrum [26]. 
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Another study revealed that the results from the emissions testing carried 
out on 7 electric powered vehicles, with one exception, have been found to exceed 
the emission limits specified by 95/54/EC, CISPR 12, and 97/24/EC standards 
[27]. The maximum frequencies for these excessive emissions were 127 MHz for 
broadband and 144 MHz for narrowband. Some of the high frequency emissions 
(above 150 MHz) measured during charging of three electric vehicles have been 
found to exceed the CISPR 11 limits. Some measurements have been already done 
in the 9 KHz – 30 MHz frequency range showing that electric powertrain vehicles 
resulted in some slight increases over ambient levels by 2 to 3 dB. The only 
significant emissions below 30 MHz were observed from one of the hybrid vehicles 
with a reduced measurement distance from 10 to 3 m to obtain reliable signal 
levels. The highest levels detected with the reduced range configuration were a 
horizontal magnetic field of -3 dBuA/m and a vertical electric field of 50 dBuV/m 
at 29 MHz. The same study also showed some evidence for higher emission levels 
during acceleration and deceleration than under steady-state conditions. 
Moreover, two conventional internal combustion cars have been tested also for 
comparison purposes. Neither of them produced broad band emissions that 
exceeded 95/54/EC limits. This is another clear evidence of the logical claim that 
electrically driven vehicles will produce more radiated perturbations than its 
internal combustion counterpart. 
Measured current waveforms from a hybrid vehicle inverter show evidence 
of very rapid current changes, particularly in the transitions between the drive and 
regeneration modes [28]. Current changes of the order of 100 A over about 0.4 ms 
can be seen for the drive mode, and around 150 A over perhaps 0.1 ms during the 
transition to regeneration. Conducted EMI of a power converter and its control as 
well as interface circuitry in the (30 MHz – 1 GHz) frequency range have already 
exceeded the EN-55022 limits [29]. Radiated EMI of a hybrid bus has been 
analyzed in different driving modes, e.g. pulling away, moving at 5 & 25 km/h, and 
regenerative braking,  in the 10 kHz - 1 GHz frequency band using rod, loop, 
biconical, and log-periodic antennas in horizontal and vertical polarizations [19]. 
Below 30 MHz, authors reported that no electric field emissions were 
distinguished from the measured ambient level with a rod antenna.  
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Figures 2 & 3 show that conducted as well as magnetic field radiated 
emissions from a hybrid car have already exceeded the limits established by CISPR 
25 [30]. It is the purpose of this PhD thesis to evaluate the radiated perturbations 
of electric vehicles in terms of the corresponding driving parameters. 
 
FIGURE 2, CURRENT MEASUREMENTS IN THE SHIELDED CABLE TO THE POSITIVE LINE OF THE 
ELECTRIC MOTOR  
 
FIGURE 3, MAGNETIC FIELD MEASURED BY LOOP ANTENNA 1 M IN FRONT OF THE VEHICLE 
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1.1.2. MEASUREMENT OF RADIATED EMI IN REAL TRAFFIC 
Real traffic electromagnetic radiated emissions due to vehicles have not 
been evaluated. Moreover, recent studies on automotive EMC have not adequately 
addressed the question of whether the driving regime affects the on-road radiated 
disturbances levels and frequency content. Furthermore, currently available 
automotive EMC standards, e.g. CISPR 12, SAE J551, 2004/104/EC …etc., don’t 
discuss the impact of the driving profile on the corresponding real world radiated 
interferences. Some EMC standards or directives, e.g. category 507 in the 4th 
edition of AECTP 500 [31],  CISPR 12, and SAE J551, require measuring the 
radiated fields with the vehicle under test running at some constant speeds, i.e. 
steady state conditions. But, there are not standards requiring measurements 
during dynamic conditions like: starting-up, cruising (high constant speed), 
various rates of acceleration/ deceleration, normal braking, and regenerative 
braking. Besides, there are no models capable of accurately correlating the 
vehicular radiated electromagnetic fields in real world with the driving 
characteristics. Recent studies have shown that the frequency content and 
intensity of the magnetic fields inside electric [20, 32] and hybrid [17] vehicles as 
well as due to a DC motor drive [33] are continuously changing with the driving 
modes. 
The problem is that measuring real traffic vehicular radiated fields in a 
direct way is a very complicated task because of the large size of antennas in low 
frequency ranges. Furthermore, such antenna would receive a lot of high level and 
continuously changing radiated waves from various interfering sources like: other 
vehicles, RFID, WiFi, GPS, Bluetooth, television broadcast, radio broadcast, mobile 
networks, satellite networks, and power lines. External magnetic radiated EMI 
from sources unrelated to the transportation system contributed to the measured 
fields along the roadway in this study [13]. It was relatively easy to distinguish the 
power line magnetic fields at 60 Hz. Nevertheless, the authors informed that 
people movers typically had stationary electric drive systems operating from 60 
Hz power. Thus, it was impossible to distinguish its radiated magnetic fields in the 
presence of ambient power line fields from other sources. 
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1.2. STATE OF THE ART 
This section discusses the following points: vehicular emissions, radiated 
interferences due to electric vehicles, Time and Frequency domain EMC 
measurements, and the driving profile parameters 
1.2.1 VEHICULAR EMISSIONS 
The vehicular emissions are being studied since the first cars appeared in 
the transport context. They can be subdivided into: acoustic, exhaust, i.e. gases & 
particles, and Electromagnetic Interferences (EMI). 
Acoustic Emissions 
There are several works analyzing the use of acoustic emissions or audible 
noise of vehicles for a lot of purposes like: classification and identification [34-37], 
speed estimation [38], and fault diagnosis [39]. Vehicle acoustic experiments have 
special test facilities and chambers as shown in Figure 4 exactly like automotive 
EMC tests. 
 
FIGURE 4, ACOUSTIC TEST CHAMBER 
Exhaust Emissions 
Exhaust emissions rates are influenced by the way in which vehicles are 
operated. Several researchers have investigated the correlation of the driving 
behavior with exhaust emissions estimated from emission models or measured on 
a chassis dynamometer as described in Figure 5 rather than measuring in the field 
[40-48]. The effects of the driver behavior on real world exhaust emissions have 
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been characterized using onboard exhaust emission and engine operating data 
analyzers in [49, 50]. Recently, through the MIVECO project, the Electronics 
department at the University of Alcala (UAH) has developed an onboard 
measurement equipment to relate the driver activity, vehicle state and road 
conditions with exhaust emissions in real world conditions [51, 52]. This was the 
starting point of a research line at the UAH concerning the electromagnetic 
emissions of electric vehicles. 
 
FIGURE 5, EXHAUST EMISSIONS MEASUREMENT ON A CHASSIS DYNAMOMETER 
Electromagnetic Emissions 
Electromagnetic disturbances in vehicles can be measured in a screened 
chamber as shown in Figure 6 or in an open area test site (OATS). Vehicular 
electromagnetic emissions can be divided into 2 major types: conducted and 
radiated emissions. This thesis focuses on the radiated emissions part of 
electromagnetic interferences. 
 
FIGURE 6, EMC SEMI-ANECHOIC TEST CHAMBER 
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1.2.2 RADIATED INTERFERENCES DUE TO ELECTRIC VEHICLES 
Nowadays, with new and more stringent EMC regulations, the EMI has 
become a major issue to deal with in every kind of application making use of 
electric and/or electronic devices. Every electric or electronic device should 
operate without introducing significant electromagnetic disturbances to the 
environment. This is particularly true in automotive applications; as today’s 
vehicles are equipped with a large number of sensitive electronic communication 
and control systems for user’s safety and comfort. 
Electric vehicles have already been geared-up into mass production. Thus, 
the EMI issues could become more severe than ever. The developments that 
influence the electromagnetic emissions from modern electric vehicles arise from 
three technological trends in the automotive industry: 
1. The replacement of the traditional mechanical systems with mechatronic 
alternative powertrain solutions. 
2. The use of more sophisticated technologies to deliver existing functions, e.g. 
PWM control for vehicle lamps, stability control systems, and faster processors.  
3. The introduction of new services based on wireless communications operating 
at increasingly high frequencies such as telematics, Bluetooth, and radar for 
adaptive cruise control. 
1.2.2.1 MECHANISM, MEASUREMENT & ESTIMATION 
This section reviews the radiation mechanisms and the previous works 
concerning the measurement, analysis, and estimation of radiated interferences in 
electric vehicles. 
Mechanism 
Power converters in the electric drives are the main source of high level low 
frequency electromagnetic pollution that can harmfully affect onboard small-signal 
devices [30, 53, 54]. This is because power electronic devices operate at high 
frequencies and switch on high voltages as well as currents [55-59]. Apart from 
environmental considerations, an electric driven vehicle may interfere with nearby 
ones in case of traffic jams for example.  
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The high voltage variations in electric drive vehicles can induce common 
mode currents in the parasitic capacitance between the high voltage rate nodes 
and the vehicle body frame as well as the small-signal circuits. On the other hand, 
the high current loops variations can induce inductive couplings to any other 
circuits in the vehicle. Another source of the inductive coupling is the leakage flux 
of magnetic components in power electronics circuits. Due to the huge magnitude 
difference between the power electronics currents and the small-signal currents, a 
very small inductive or capacitive coupling can harmfully influence the small-
signal circuits like microprocessors existing in modern vehicles. Also the fast 
switching of the semiconductor devices causes ripples and current spikes, i.e. 
differential mode noise, in the main power paths. Moreover, digital circuits in 
automotive systems tend to radiated EMI due to their high clock frequency. Thus, 
there are two principal sources of radiated disturbances in automotive systems: 
conducted common mode currents and digital as well as RF circuits [59]. 
Measurement 
Nowadays there are two main methods for measurement of EMI signals: 
traditional frequency domain measurements and its time domain counterpart. 
Drawbacks of the frequency domain measurement approach are: relatively long 
measurement time [60, 61] , missing of phase information for signal reconstruction 
in time domain [62]. Moreover, it is not guaranteed to measure the peak-radiated 
power when dealing with impulsive electromagnetic interferences [60, 63]. 
On the other hand, time domain EMI (TDEMI) measurement systems 
provide some capabilities that could never be achieved using the traditional 
frequency domain system like: improvement of impulsive emissions 
measurements, reduction of the measurement time, noise cancelation capability, as 
well as time domain visualization of the EMI signals. Nevertheless, there are two 
problems of the current time domain EMI measurement approaches: the limited 
dynamic range as well as the limited depth of memory to store a sufficient set of 
time domain data [63, 64]. The first trials of the work in the research line 
presented in this thesis have been done using frequency domain EMC 
measurement techniques [65]. The measurement methodology followed in this 
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thesis has been based on time domain measurements using digital oscilloscopes as 
explained in details in Chapter ‎2 to minimize the overall measurement time, and to 
enable the comparison to the ICNIRP limits as well as to enhance the capture of 
transient emissions. 
Automotive EMC standards have already set the measurement procedure to 
be followed for recording the radiated electromagnetic emissions due to the whole 
conventional internal combustion vehicle, e.g. SAE J551, CISPR 12, 95/54/EC, 
2004/104/EC, 2005/83/EC, and 2006/28/EC, as well as the onboard components, 
e.g. CISPR 25 and 97/24/EC. Several modifications to the currently available 
standards have been proposed concerning the EMC testing of electric vehicles 
expected to become more prevalent in the near future  [26, 30, 66, 67]. Radiated 
emissions due to electrically powered vehicles have been measured and analyzed 
in several works. For example, implementation difficulties of measuring low 
frequency radiated interferences from an experimental electric vehicle were 
described in [55]. Furthermore, several EMI measurement tests have been carried 
out with seven models of different electric vehicles using a chassis dynamometer 
in [66]. Also, radiated electric as well as magnetic fields of a jacked up hybrid car 
have been measured in an anechoic chamber in [30]. Radiated magnetic fields 
inside and outside a hybrid bus have been analyzed in different driving modes in 
the 10 Hz – 1 GHz frequency band [19]. It is noteworthy that all of these works 
have not measured the electromagnetic radiated disturbances in real traffic 
conditions. Furthermore, no model has been developed yet about the relationship 
between the driving dynamics and the corresponding radiated electromagnetic 
fields. 
Estimation 
Several researchers have been interested in forecasting radiated emissions 
given the conductive ones. Equations are available at low frequencies to estimate 
the radiation from conducted emissions for very simple geometries [68]. The 
importance of modeling common mode currents to predict the radiation from 
printed circuit boards has been emphasized in [69]. The utility of finite difference 
time domain (FDTD) modeling for common mode radiation analysis has been 
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shown in [70]. An empirical strategy has been suggested to calculate the radiated 
disturbances in terms of measured common-mode currents in [71]. Moreover, 
prototype hybrid vehicle-level radiated interferences have been estimated using 
component-level conducted emissions and harness radiation coefficients in [72]. 
The transfer function of the full vehicle has been determined using FDTD modeling 
to anticipate the vehicle level radiated emissions from known module-level 
characteristics in [73]. Besides, radiated EMI generated by 42-V vehicle electronic-
driven electrical loads have been predicted using FDTD method in [74]. These 
works haven’t correlated the radiated electromagnetic waves with the 
corresponding driving profile. Moreover, the use of numerical electromagnetic 
techniques requires thorough knowledge of the physical electronic components 
and modules constituting the vehicle under test which is beyond the scope of the 
work presented in this thesis. 
1.2.2.2 MODELING TECHNIQUES 
Developing a model to estimate the radiated interferences of an electric 
vehicle can be accomplished using traditional computational electromagnetic 
(CEM) techniques or artificial neural networks (ANNs). This section analyzes the 
capability of these techniques to accomplish the goal of this PhD work. 
Computational Electromagnetic Techniques 
Usually Radiated emission problems are analyzed through numerical 
electromagnetic algorithms such as: finite element method (FEM) [75], FDTD [70, 
73, 74], imbalance difference method (IDM) [76],…etc. Unfortunately, this 
approach can’t be applied to solve the problem of estimating the real world 
radiated waves in terms of the driving characteristics. This is because all CEM 
solve Maxwell’s equations for a specific configuration. Thus, the driving profile 
can’t be an input for such type of models. Moreover, this solution requires 
thorough knowledge of the electronic systems comprising the vehicle while this 
thesis aims at developing a black-box model. 
Artificial Neural Networks 
Recently ANNs have been widely used in various applications like: 
aerospace [77], automotive [78], banking [79], defense [80], electronics [81], 
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entertainment [82], financial [83], industrial [84], insurance [85], manufacturing 
[86], medical [87], oil and gas [88], robotics [89], speech [90], security [91], 
telecommunications [92], transportation [93]. Thus, the number of neural network 
applications, the effort that has been exerted in neural network software & 
hardware, and the depth as well as breadth of interest in these devices have been 
growing rapidly [94]. 
ANNs have been exploited in different EMC problems such as detection and 
identification of vehicles based on their unintended radiated emissions [95], target 
discrimination [96, 97], calculation of multilayer magnetic shielding [98], 
estimating PCB configuration from EMI measurements [99], characterization and 
modeling of the susceptibility of integrated circuits to conducted electromagnetic 
disturbances [100], recognition and identification of radiated EMI for shielding 
apertures [101], prediction of electromagnetic field in metallic enclosures [102], 
adaptive beamforming [103, 104], integrated circuits pad modeling [105], cross 
talk on PCB & radar cross-section of cylinders with apertures [106], and detection 
of dielectric cylinders buried in a lossy half-space [107]. 
It’s noteworthy that the computational capabilities of ANNs have been 
already utilized to estimate exhaust concentrations in terms of traffic and 
meteorological variables in [108]. Unlike the CEM tools, ANNs can provide time 
varying inputs and deal with the problem as a black box. This thesis takes 
advantage of ANNs to estimate radiated emissions from electric vehicles in terms 
of the corresponding driving variables. Chapter ‎3 presents the details of 
developing the ANN models used in this work. 
Static as well as dynamic neural networks have been assessed in this thesis. 
The linear neuron (LN), multilayer perceptron (MLP), double hidden layers 
Feedforward (DHLF), and cascade feedforward (CF) networks represent the static 
neural models exploited in this thesis. On the other hand, input time delay (ITD), 
distributed time delay (DTD), layer recurrent (LR), nonlinear autoregressive with 
external inputs (NARX) models belong to the dynamic category of ANNs. 
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The MLP network is a modification of the standard linear perceptron and 
can distinguish nonlinearly separable data [109]. MLPs are the standard and most 
popular solution adopted for classification [110] and function approximation 
problems [111]. It has been exploited in diverse fields such as: heart disease 
diagnosis [112], low back pain diagnosis [113], banded chromosomes classification 
[114], bridges damage detection [115], air pollution forecast [116], gas mixture 
analysis [117], time series prediction [118], signal detection [119], cardiovascular 
risk prediction [120], solar radiation maps [121], crack detection in anisotropic 
laminated plates [122], transient stability analysis of power systems [123], speech 
recognition [124], character recognition [125], image recognition [126], data 
communications [127], machine translation software [128], atmospheric science 
[129], numerical solution of partial differential equations [130], and noisy 
fingerprint classification [131]. 
The DHLF neural network has been already employed in wood drying 
modeling [132] and air pollution forecasting [133]. In a complicated pattern 
recognition problem where number of classes exceeds 20, another hidden layer 
has already given more flexibility to the network [134]. The performance of an 
only one hidden layer network may be better than that of two hidden layers. For 
example, single hidden layer feedforward models were better than double hidden 
layer ones in detecting shelf life of kalakand stored at 6ºC [135]. On the contrary, it 
was found that in a bond classification problem, a network with two hidden layers 
outperformed the one with single hidden layer containing comparable number of 
hidden nodes [136]. This was because of the advantage obtained by the use of a 
subsequent hidden layer to provide another representation of useful classification 
information. Moreover, the classification accuracy of double hidden layer network 
was better than that of a single hidden layer one in detection of mammographic 
microcalcifications [137]. 
A recent study revealed that a cascade single hidden layer network gave 
better performance than double hidden layer networks for predicting sensory 
quality of roasted coffee flavored sterilized drink [138]. A cascade neural network 
model has been proposed for trajectory formation based on the minimum torque-
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change criterion [139]. An integrated segmentation and recognition of handwritten 
numerals using a different type of cascade neural models has been proposed in 
[140]. A special training algorithm based on node-decoupled extended Kalman 
filtering for cascade networks has been proposed in [141]. Another interesting 
network growing learning methodology for cascade neural networks has been 
introduced in [142]. 
The ITD network has been utilized in many applications like rainfall 
forecasting [143], short term prediction of ionospheric parameters [144], isolated 
word recognition [145], power amplifier behavioral modeling [146], image 
sequence analysis [147], automated genome annotation [148], image recognition 
[149], character recognition [150], wastewater quality prediction [151]. 
The DTD network was firstly proposed in [152]. This type of dynamic 
networks has been used for time series prediction in [153]. The LR artificial 
intelligence model has been used to analyze the electromagnetic interference EMI 
between high voltage power lines and metallic underground pipelines for different 
problem geometries [154]. 
The computational capabilities of the NARX network have been reviewed in 
[155]. This artificial intelligence model has been extensively used in a lot of 
applications like: time series prediction [156], water resources prediction [157], 
modeling of hydraulic suspension dampers [158], adaptive control [159], 
thermodynamics [160], system identification [161], prediction of temperature and 
humidity [162]. 
1.2.3 DRIVING PROFILE 
Driving behavior has an effect on the output power of the engine and 
consequently its electromagnetic emissions. Driving dynamics and the 
corresponding radiated electromagnetic waves due to a certain vehicle under test 
should be registered simultaneously to study the relationship between them. The 
driving style can be described by a lot of variables such as: vehicle velocity, engine 
speed, linear acceleration, frontal inclination, following distance, relative lane 
position, steering wheel angle, yaw angle, positions of pedals, use of accessories, 
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roadway grades (i.e., uphill or downhill), surface roughness, engine capacity, and 
so on [163]. These variables are related to either the driver activity, vehicle state 
or the traffic conditions. On-road measurement of the majority of these parameters 
is a straightforward task through the onboard diagnostic electronic system of the 
vehicle itself. 
Concerning the driver behavior variables, neural models have been 
developed to estimate the pedals activity in terms of the engine RPM, vehicle 
velocity, linear acceleration, and the frontal inclination in [164]. In addition, the 
minimum set of variables, i.e. frontal inclination and engine RPM, needed to 
estimate the pedal activity has been presented in [165]. Moreover, neural 
estimator [166] and classifier [167] have been proposed to determine the gear 
position in terms of the vehicle speed and the engine RPM. 
Some studies have used the vehicle velocity and acceleration to describe the 
operational modes of the vehicle [46-48, 50]. On the other hand, the driving profile 
has been described by the vehicle specific power [168] which integrates the 
vehicle speed, vehicle acceleration, road grade, aerodynamic drag, and tire rolling 
resistance, and it is generally defined as the instantaneous power per unit mass of 
the vehicle [169]. Whilst other researchers have combined both the velocity as 
well as the product of the velocity and acceleration as a rough estimation to the 
vehicle specific power in order to characterize the driving kinematics [41, 170]. In 
this thesis, the vehicle instantaneous speed and acceleration, calculated by 
differentiating the speed signal, have been considered as explanatory variables to 
represent the driving behavior. 
1.3. THESIS OBJECTIVES 
From the EMC point of view, the expected growth of electric vehicles is 
related to the increase of worry about the associated electromagnetic 
contamination. In this context, the main challenge of this PhD thesis is to present 
the novel proposal shown in Figure 7 to estimate the impact of a vehicle’s 
operating mode on radiated electromagnetic emissions in real traffic using neural 
networks.  
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FIGURE 7, PROCEDURE FOR ESTIMATING REAL TRAFFIC VEHICULAR RADIATED EMISSIONS 
Firstly, tests with the vehicle in a shielded chamber have to be done 
measuring the vehicle speed as well as the corresponding radiated emissions. 
Secondly, artificial neural networks should be exploited to develop the desired 
model using data registered from the previous stage. This model is a black-box 
one; that is the interference sources and the propagation paths in the vehicle under 
test as well as EMI suppression techniques are beyond the scope of this thesis. 
Finally, experiments have to be done in the field registering only the driving 
pattern signals that would be simultaneously applied to the obtained model 
estimating the real traffic radiated emissions. 
The objective of that proposal is to quantify the change in real traffic 
radiated disturbances due to a corresponding perturbation in the driving 
dynamics. This can lead to: 
 Quantifying the effect of environmental pollution of electric vehicles in real 
traffic conditions. 
 Suggesting Eco-driving and Eco-routing guidelines in terms of minimizing the 
radiated electromagnetic fields. This idea can greatly help in the planning of 
highway facilities as well as the design of traffic management systems and 
procedures controlling the vehicle operation parameters. For example, model-
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based traffic control determining the dynamic speed limits to reduce fuel 
consumption and emissions has been presented in [171]. 
 Comparing EMI emissions from trips, e.g. urban, extra-urban, rural, high-ways, 
and conventional roads with different driving parameters. 
 Integrating such type of models into traffic network simulators to better 
understand the impact of traffic policies, including introduction of intelligent 
transport systems (ITS), on the electromagnetic environment. Thus, the 
development of this model attempts to bridge the existing gap between traffic 
simulation models as well as traditional transportation planning models, and 
electromagnetic compatibility impact models. 
1.4. THESIS ORGANIZATION 
This introduction chapter reviewed the state of the art and explained the 
motivation of this PhD dissertation. It also pointed out the theoretical basics 
employed in this thesis. Chapter ‎2 points out the measurement methodology 
followed in this work. Neural models development details are discussed in 
Chapter ‎3. Chapter ‎4 is dedicated to commenting the experimental results obtained 
from analyzing the raw data. Conclusions and future works are explained in 
Chapter 5. 
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2 MEASUREMENT METHODOLOGY 
Vehicle manufacturers must satisfy legislative EMC requirements that include 
electric field narrowband and broadband radiated emissions measurements from 
30 MHz to 1 GHz using an antenna at a fixed point relative to the vehicle. 
Broadband emissions are signals with bandwidth more than the receiver 
bandwidth and have pulse repetition frequencies smaller than the receiver 
bandwidth. On the other hand, narrowband emissions are signals with bandwidths 
smaller than the receiver bandwidth and have pulse repetition frequency greater 
than the receiver bandwidth. Unlike the emissions testing standards used by many 
other industries such as CISPR 22 and ANSI C63.4, there is no requirement for 
height scanning of the antenna and rotation of the test object in order to identify 
the maximum emission levels.  
The most common test configuration is an open area test site or a semi-
anechoic chamber with an antenna mounted 3 m high at a distance of 10 m from 
the side of the vehicle under test aligned with the front axle. Standards also permit 
measurements at a distance of only 3 m with the antenna height reduced to 1.8 m. 
Both narrowband and broadband disturbances are measured with a receiver 
bandwidth of 120 kHz. Broadband measurements are commonly carried out using 
a quasi-peak or peak detector with the engine running at constant speed, e.g. 1500 
rpm, to detect perturbations from the spark ignition system. Narrowband 
measurements are done using a quasi-peak or peak detector with the vehicle’s 
ignition switched on and the engine turned off to detect the emissions from 
onboard electronic modules. 
These test procedures that have historically been applied were developed 
mainly for conventional spark-ignited engine vehicles. These techniques are 
therefore not well suited to electrically powered vehicles. This is because 
successful evaluation of the electromagnetic emissions from electric vehicles is 
likely to require the powertrain components to be exercised dynamically in order 
to mimic real operating conditions. 
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This chapter discusses the measurement methodology followed in the realized 
experimental tests. The first section will present the general ideas over which the 
measurement setup has been built. Next sections explain more details about the 
specifications with which the tests have been carried out with an electric 
motorcycle and an electric car. Additional measurements have been done below 
and above 30 MHz and interesting results have been found in the low frequency 
range below 30 MHz. That is why all the test results presented in this thesis have 
been concentrating on the 150 kHz – 30 MHz. 
2.1. INTRODUCTION 
Standards deemed to be relevant to whole vehicle emissions testing include 
2004/104/EC and CISPR 12. The scope of these standards includes vehicles 
propelled by electrical means. However the emission limits, frequency band, and 
test procedure are the same as the 95/54/EC automotive EMC directive. However, 
the SAE J551-5 standard provides the measurement procedure as well as the 
emission limits for radiated electric and magnetic emissions due to electric 
vehicles in the 150 kHz – 30 MHz frequency range. This standard specifies a 
measurement methodology based on a traditional frequency stepping receiver 
which is not the best solution for measuring and detecting transient radiated EMI. 
As explained earlier, the main aim of this PhD thesis is to develop a model relating 
the driving dynamics with the radiated EMI of electric vehicles. That’s why the EMI 
tests carried out in this thesis have not strictly followed the measurement 
procedure specified in the SAE J551-5 standard. 
This section outlines the approach adopted for measurements in this work 
and comments on the common part between all the realized experiments. The 
basic idea of the proposed measurement methodology for radiated emissions is 
shown in Figure 8. Firstly, the software program executed from the PC triggers the 
digital oscilloscope to start the experiment. The EMI signal of the device under test 
(DUT) is captured by an antenna, filtered by an anti-aliasing low pass filter, 
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sampled as well as quantized by the digital oscilloscope’s ADC, and sent to the PC’s 
USB port to be saved in a database for offline processing. The previous scenario is 
repeated until all the time domain sweeps are saved in the PC’s database.  
DUT
Antenna
OscilloscopeAnti-aliasing Filter
DFT
Off-line Processing
Trigger  
FIGURE 8, BLOCK DIAGRAM OF THE PROPOSED TDEMI MEASUREMENT SYSTEM 
At the end of the experiment, spectrum and spectrogram of the device’s EMI 
signal are computed via the Discrete Fourier Transform (DFT). Thus, the time 
domain evolution of the radiated emissions can be analyzed. 
The following parameters of the oscilloscope should be properly adjusted: 
sampling time Ts (or the sampling frequency Fs), capture time Tc (duration of the 
time domain sweep of the oscilloscope), and sweeping time Tr (or the recording 
frequency). The relation between these times is illustrated in Figure 9. 
…...
time
TC TC
Tr
……. …….
Ts
Sampling Time
Recording Time
Capture Time
 
FIGURE 9, RELATION BETWEEN THE SAMPLING, RECORDING, AND CAPTURE TIMES 
Sampling Time 
According to the sampling theorem, the minimum sampling frequency 
equals twice the wanted maximum frequency, i.e. Nyquist frequency, of the 
calculated spectrum. To avoid aliasing errors, it’s recommended to set the 
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sampling frequency 2 to 4 times higher than Nyquist frequency depending on the 
steepness of the antialiasing filter.  
Capture Time 
Besides, the capture time Tc depends on the distance between two 
neighboring frequency bins (frequency resolution, or frequency step)    which 
depends on the resolution bandwidth Br as follows [61, 172]: 
    
 
  
 
 
      
  EQN 1 
Record Length 
As a result of choosing these two parameters, i.e. Fs & Tc, the time domain 
record length Nr, or number of samples per record is determined as follows: 
          EQN 2 
 
It’s noteworthy that the record length is limited by the oscilloscope’s 
available memory as well as the maximum data transmission speed between the 
oscilloscope and the personal computer. As can be seen from Eqn 2, the record 
length depends on both the sampling frequency and the capture time. The capture 
time is already set by the resolution bandwidth determined by the EMC standards 
as can be seen in  Eqn 1. On the other hand, the sampling frequency can be more 
than twice the maximum measured signal bandwidth. Thus, the lower bound on 
the sampling frequency is already imposed by the sampling theorem. 
Consequently, the upper bound on the sampling frequency is the value at which 
the oscilloscope’s memory saturates or the maximum transmission speed between 
the oscilloscope and the PC is reached. 
Recording Time 
Finally, the recording time Tr (time between the start of two consecutive 
records), or the recording frequency Fr, has to be adjusted based on the driving 
profile signals and the maximum transmission speed between the PC and the 
oscilloscope. In other words the details and changes included in the driving 
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dynamics impose an upper bound on the recording time. That is the maximum 
separation between the starting of consecutive records has to be less than the 
minimum separation between two successive important changes in the driving 
style signals. 
Moreover, the maximum data transmission speed between the oscilloscope 
and the PC controls the lower limit on the recording time. In other words, the 
minimum recording time corresponds to the maximum data transmissions speed 
between the oscilloscope and the PC. 
Spectrogram and Mean Record Intensity 
Samples of electric or magnetic field recorded by a digital oscilloscope are 
measured in Volts. In order to take into account the errors due to the antenna 
factor and the cable losses, FFT is applied to each sweep to convert it from time to 
frequency domain. To calculate the field intensity in dBuV/m, Eqn 3 should be 
considered where V is the FFT point to be corrected, F is the antenna factor and L 
is the cable losses. 
E (dBuV/m) = 20*log(V) + 120 + F (dB/m) + L (dB) EQN 3 
A spectrogram plot can be produced by the matrix of corrected frequency 
domain field intensity points in dBuV/m. This type of figures can visualize the 
temporal progress of the spectral components of the radiated EMI. Then, 
important frequency bands are determined where a clear change of the intensity of 
the spectrum can be observed with the speed profile. Finally the mean value of 
each sweep is calculated and a plot of both speed as well as radiated EMI mean 
sweep power can be plotted versus time. 
2.2. ELECTRIC MOTORCYCLE EMISSIONS 
The key aspects of the methodology to evaluate the effect of the driving 
profile on the radiated electromagnetic emissions based on TDEMI measurement 
in the range 150 kHz – 30 MHz are shown in Figure 10 [173]. EMI Tests have been 
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carried out in the semi-anechoic chamber of the CATECHOM (Center of High 
Technology and Homologation in the UAH) accredited by ENAC (Spanish Entity of 
Accreditation). EMI measurement tests in higher frequency ranges have been 
conducted without detecting discernible levels of electric radiated perturbations. 
Only electric field radiated emissions have been considered here because of the 
lack of instrumentation required to implement the complete setup concerning 
magnetic field measurements. Electric field EMI signals have been captured by 
active biconical antennas, filtered by anti-aliasing low pass filters, sampled as well 
as quantized by a digital oscilloscope, and sent to the PC’s USB port via the 
GPIB/USB converter to be saved in a database for offline processing. The previous 
scenario is repeated until all the time domain records are saved in the PC’s 
database. At the end of the experiment, an adaptive noise cancelation algorithm is 
applied to filter out the electromagnetic noise due to the CAN bus used to measure 
the instantaneous speed of the electric motorcycle. Spectra of the noisy, filtered, 
and CAN bus noise signals are computed via FFT. 
USB
CAN bus EMI
MUT
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PC Program
Oscilloscope
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Filter 2
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FIGURE 10, BLOCK DIAGRAM OF THE MEASUREMENT SETUP 
According to Figure 10, antenna 1 is responsible for receiving the emissions 
of the Motorcycle under Test (MUT) as well as the CAN bus noise, and antenna 2 
captures only the CAN bus noise correlated with the noise component in the signal 
received by antenna 1. Adaptive filtering techniques exploit the correlation 
between the noise component in the noisy EMI signal received by antenna 1 and 
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the reference noise signal received by antenna 2 to extract the EMI signal of the 
MUT. 
Figure 11 shows the schematic diagram of a typical adaptive noise canceller. 
It receives two inputs: primary and reference. The primary input receives a signal s 
from the signal source corrupted by a noise n uncorrelated with the signal. The 
reference input receives a noise no uncorrelated with the signal but correlated with 
the noise n. The noise no passes through a filter to produce an estimate nest of the 
primary input noise. This noise estimate is subtracted from the corrupted signal to 
produce an estimate of the signal (error). The objective of such a system is to 
produce a system output sest that is the best fit in a least squares sense to the signal 
s. This is accomplished by feeding the system output back to the adaptive filter and 
adjusting the filter parameters through an LMS algorithm to minimize the total 
output system power. In other words, the system output serves as the error signal 
for the adaptive process. Assuming that s, no, n are statistically stationary signals 
and have zero means.  
Programmable FIR Filter
Adaptive Algorithm 
(Signal Correlation)
Σ
Noise Signal Estimated Noise
Noisy Signal
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FIGURE 11, ADAPTIVE NOISE CANCELLER 
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The signal power E[s2] will be unaffected as the filter is adjusted to minimize 
E[    
 ] 
    [    
 ]   [  ]     ( (      )
 ) 
Thus when the filter is optimized to minimize the output noise power  [    
 ], the 
output noise power  (      )
  is also minimized. Since the signal in the output 
remains constant, therefore minimizing the total output power maximizes the 
output signal-to-noise ratio. Since (      )  (      ), this is equivalent to 
causing the output sest to be a least squares estimate of the signal s. In this work, a 
frequency domain FIR adaptive filter using the DFT filtering algorithm has been 
used. The filter’s length is 4000 and the step size is 0.01. These parameters gave 
the best performance in terms of noise suppression. 
Figure 12 includes two photos of real test inside the semi-anechoic chamber 
of the UAH in Spain. The overall system has been calibrated against a periodically 
calibrated spectrum analyzer (ESIB26) measuring a square waveform; because a 
square waveform theoretically has many odd harmonics; consequently covering all 
the measurement range. An uncertainty analysis of the EMI measurement system 
has been done according to the CISPR 16-2-4 showing that the measurement 
accuracy of the whole system is ±7 dB (see Appendix A2). 
Isolating Electromagnetic Material
CAN Bus CAN Bus
  
       (a) Isolating material and antenna 2      (b) Motorcycle and antenna 1                
FIGURE 12, REAL PHOTOS OF THE MEASUREMENT SETUP IN THE SEMI-ANECHOIC CHAMBER 
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Two speed profiles have been applied to the MUT: pulses and Urban 
European Driving Cycle (UEDC) as can be seen in Figures 13 & 14 respectively. The 
pulses profile has been considered as a rough approximation of extra-urban 
driving behavior. While the UEDC profile is a standard test cycle used to assess the 
exhaust emissions and fuel consumption of vehicles in urban environments. 
 
FIGURE 13, PULSES SPEED PROFILE 
 
FIGURE 14, REAL UEDC SPEED PROFILE 
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2.3. ELECTRIC CAR EMISSIONS 
The arrangement of the measurement system used in this test is outlined in 
Figure 15. Tests have been done inside a semi-anechoic chamber in Thales in 
Hengelo (the Netherlands) [174] in the 150 kHz – 30 MHz range. Most researchers 
interested in the measurement and analysis of electromagnetic emissions from 
electric driven vehicles concentrated on the magnetic field data [12, 16, 20, 21, 
175, 176]. Because there is a metallic structure between the electric system and 
the passenger compartment on board the vehicle, it is reasonable to assume that at 
least the interior electric field will be minimal. Moreover, recent measurements of 
electromagnetic emissions from a hybrid vehicle showed that the level of the 
electric radiated disturbances has been below the limits established by the CISPR 
25 [30]. Also, measurements below 30 MHz of radiated EMI due to a hybrid bus 
have shown that electric fields in that range are not discernible and can’t be 
distinguished from ambient noise [19]. Furthermore, experimental and 
epidemiological data, as well as theoretical arguments, suggest that the magnetic 
rather than the electric component of the electromagnetic field can be relevant to 
the human organism; because magnetic field can penetrate freely within tissues. 
This is why in this test, only the magnetic field data has been employed for training 
and testing the neural networks. Magnetic radiated EMI has been measured by 
means of a loop antenna as shown in Figure 16. The antenna has been put at a 
distance of 1 m behind the car under test; because in this case, the motor was in 
the rear part of the car. The Agilent technologies DSO-X 3024A digital oscilloscope 
has been employed to register the EMI signals. 
Anti-aliasing filters weren’t needed because the bandwidth of the antenna 
was 9 kHz – 30 MHz. According to the sampling theorem, the sampling frequency 
must be at least twice the maximum signal frequency which is 30 MHz in this case. 
Therefore, EMI signals have been sampled at 125 MHz. The sweep duration 
(capture time) was 100 µs; because this is the reciprocal of the resolution 
bandwidth as explained in [61].  
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Car under Test Oscilloscope 1
LabVIEW-based software
Wheel Speed 
Sensor
Oscilloscope 2
 
FIGURE 15, SCHEMATIC DIAGRAM OF THE MEASUREMENT SETUP 
 
FIGURE 16, ROHDE & SCHWARZ LOOP ANTENNA DURING EXPERIMENTS WITH A RENAULT TWIZY 
The driving profile has been registered by measuring the wheel rotational 
speed. The vehicle has been jacked up some centimeters from the ground by 
means of wood axle stands. So the electric car has been working under “free-
wheeling” conditions. The problem of this condition is that the consumption of the 
electrical engine is very low. In this case, the interference levels measured will be 
lower than the emissions produced by the vehicle in a realistic situation. A rely as 
can be seen in Figure 17 (a) has been used to design the speed measurement 
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system. More details of the wheel speed measurement circuit are illustrated in 
Figure 17 (b). The velocity of the car has been changed manually. Six magnets have 
been fixed along the circumference of one of the rear wheels with a separation of 
60 degrees approximately. This electronic system has been fixed near the wheel 
such that the rely conducts when a magnet passes. Because of different sampling 
times, the wheel speed signal has been registered by another oscilloscope at a rate 
of 10 kHz. It is already much more than twice the maximum frequency of the wheel 
speed signal. The sweep duration was 500 ms, and time between sweeps was also 
1 second. These values for the speed measurement system have been ad-hoc 
adjusted. 
The shielded cable measuring the wheel speed signal connected between 
the rely circuit inside the chamber and the scope outside the chamber didn’t carry 
current because of the high input resistance of the scope channel. Only current 
pulses of 0.5 mA peak have been passing from the DC power supply to the ground 
passing by the pull-up resistor when the rely turns on. After analyzing different 
pulse trains from various speed profiles, the maximum pulse width has been found 
to be 5 ms approximately and the minimum rise/fall time was around 2-3 ms. 
Normally the spectrum of a digital switching waveform has a series of frequency 
components spaced at the reciprocal of the pulse repetition frequency and a first 
null at the reciprocal of the rise/fall time. Consequently, the spectrum of such 
current pulses is limited to 0.5 kHz approximately. The loop antenna used in this 
work usually measures in the 9 kHz – 30 MHz range, and the raw data have been 
analyzed in the 150 kHz – 30 MHz frequency range.  Thus the speed measurement 
system has almost no effect on the measured magnetic emissions of the electric 
car. 
A labVIEW software application has been designed to synchronize and save 
the sweeps of the EMI and speed signals. At the end of each experiment, two 
matrices are available in the database of the PC: EMI matrix and speed matrix. The 
rows represent the time-domain sweeps and the columns represent the samples 
within sweeps (12500 samples). 
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On the other hand, the speed matrix contains samples of the digital signal 
resulting from the sensor. To calculate the sweep instantaneous speed, Eqn 4 
should be considered where D is the wheel diameter in meters, C is the number of 
pulses per sweep, N is the number of pulses per turn, in this case 6, and T is the 
sweep duration in seconds. With the acquired instantaneous speed data, 
instantaneous acceleration has been calculated by forward finite difference 
method. 
     (   ⁄ )  
 
 
 
 
  
    
     
EQN 4 
Three types of velocity profiles have been applied to the Renault Twizy: 
pulse, steps, and UEDC profiles as depicted in Figures 18, 19 & 20 respectively. The 
aim of the pulse profile is to analyze the effect of smooth acceleration and 
deceleration as well as cruising driving modes on the corresponding radiated 
interferences. The car has been also subjected to the steps profile in order to study 
the influence of the sharp accelerations and constant speeds on the corresponding 
radiated disturbances. The maximum velocity of the Renault Twizy is 80 km/h. 
Wood supports
Rely
Magnets
 
(A) MAGNETIC SENSOR (RELY)                       (B) SPEED MEASUREMENT CIRCUIT 
 
FIGURE 17, ELECTRIC CAR WHEEL SPEED MEASUREMENT SYSTEM 
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Both the steps and pulse patterns can simulate different driving behaviors up to 50 
km/h. Moreover, the UEDC profile approximates the standard urban driving 
characteristics. Data of the UEDC style has been employed for training the neural 
network models, while data of the pulses and steps profiles have been used for the 
testing phase. 
 
FIGURE 18, PULSE DRIVING PROFILE 
 
FIGURE 19, STEPS DRIVING PROFILE 
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FIGURE 20, THEORITICAL UEDC DRIVING PROFILE 
2.4. LIMITATIONS OF THE PROPOSED MEASUREMENT METHODOLOGY 
The proposed EMI measurement technique in this thesis has the following 
limitations: 
1. It doesn’t follow a specific automotive EMC standard. This is because there is 
no standard, even SAE J551-5, which describes a procedure for measuring 
radiated disturbances from electric vehicles under transient driving modes. 
2. Since the tests are performed inside shielded EMC chambers, the vehicles are 
tested without loading. Therefore the practical value of the model is limited. 
3. A better approach to modeling should be done from measurements in open 
area test sites with the associated noise cancellation problems. 
4. The vehicles under test were previously fully charged. In this way, the effect of 
the state of charge (SOC) of the power supply was not taken into account. 
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3 ARTIFICIAL NEURAL NETWORKS 
ANNs are considered a kind of statistical modeling techniques offering 
several merits over the traditional CEM tools like: Rapid information processing, 
capability of providing mapping between input and output variables, requiring 
known input dataset without any assumptions, and automatic development of its 
own internal architecture. 
3.1 NETWORK ARCHITECTURE 
In this thesis a single output neural model is utilized to predict the vehicular 
radiated emissions in terms of the speed profile. The network output is the sweep 
mean level of radiated interferences in dBuV/m. Thus, all the networks described 
later will always contain one neuron in the output layer. Each layer of the neural 
models is fully connected to the next one. Different layers can have different 
number of neurons. This section presents the neural network topologies evaluated 
in this thesis. Based on the network layout, ANNs can be divided into two huge 
categories: static and dynamic networks.  
 STATIC NETWORKS 3.1.1
In some applications, the current value of the model output depends only on 
the current state of the inputs. This type of problems is usually called a static 
problem. In this thesis, four types of static networks have been analyzed: linear 
neuron, multilayer perceptron or single hidden layer feedforward, double hidden 
layer feedforward, and cascade. These artificial intelligence models have been 
selected for their wide range of applications as discussed previously in details in 
Section ‎1.2.2.2. The following sections give an overview of each type of these 
network topologies. 
3.1.1.1 LINEAR NEURON (LN) 
This network consists of a single linear neuron with R driving profile input 
variables as shown in Figure 21. The individual inputs p1, p2, …, pR are each 
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weighted by corresponding elements w1,1, w1,2, …, w1,R of the weight matrix W. The 
first index of the elements in the weight matrix indicates the particular neuron 
destination for that weight. The second index indicates the source of the signal fed 
to the neuron. The neuron has a bias b, which is summed with the weighted inputs 
to form a net input n to the linear transfer function as shown in Eqn 5 where ye is 
the model-estimated output. 
                               EQN 5 
 
This expression can also be written in matrix form as described in Eqn 6, 
where p is the driving dynamics input column vector. 
           EQN 6 
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FIGURE 21, LINEAR NEURON NETWORK 
3.1.1.2 MULTILAYER PERCEPTRON (MLP) 
Figure 22 shows the topology of an R-input MLP network. It consists of two 
layers: “log-sig” hidden layer and linear output layer. So; it is also called single 
hidden layer feedforward network. Each layer has its own weight matrix W, bias 
vector b, net input vector n, and an output vector ye. Superscript indices are used to 
distinguish between different layers. The estimated radiated emissions are 
calculated according to  
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In general, multi-layer networks are more powerful than single-layer ones. 
For instance, a network with sigmoid hidden layer and linear output layer can be 
trained to approximate most functions arbitrarily well, universal approximation 
property [177]. 
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FIGURE 22, MLP NETWORK TOPOLOGY 
3.1.1.3 DOUBLE HIDDEN LAYERS FEEDFORWARD (DHLF) 
The internal structure of the DHLF network is illustrated in Figure 23. It is 
similar to the MLP network architecture but includes an additional hidden layer of 
sigmoid (log-sig) transfer function. The predicted radiated disturbances are 
calculated using Eqn 8. In general, one hidden layer is sufficient for the large 
majority of classification as well as regression problems.  
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FIGURE 23, DOUBLE LAYER NETWORK ARCHITECTURE 
3.1.1.4 CASCADE FEEDFORWARD (CF) 
The CF network used in this dissertation is similar to the MLP neural network 
but includes a connection from the inputs to the output neuron as shown in Figure 
24. The predicted magnetic fields are calculated according to Eqn 9. 
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FIGURE 24, CASCADE FEEEDFORWARD NETWORK 
                                                                                                                              
University of Alcala                                                                                                                  Department of Electronics 
41 
 
     
      (      (      ))     EQN 9 
 DYNAMIC NETWORKS 3.1.2
In dynamic applications, the current value of the output variable depends on 
the current and past values of the input and/or output variable(s). In this thesis, 
four types of dynamic ANN models have been evaluated: Input Time Delay 
network (ITD), Distributed Time Delay network (DTD), Layer Recurrent (LR) 
network, Nonlinear Autoregressive with external inputs network (NARX). These 
neural models have been evaluated in this thesis for their various applications as 
explained in details in Section ‎1.2.2.2. This section introduces an overview of each 
neural network topology. 
3.1.2.1 ITD NETWORK 
The ITD neuro-computing model is the most straightforward dynamic neural 
network. It simply consists of a feedforward network with a tapped delay line at its 
inputs as shown in Figure 25. It is also called focused time delay network which is 
a part of a general class of dynamic networks labeled focused networks in which 
the dynamics appear only at the input of a static MLP network. The value of the 
magnetic radiated emissions estimated by this network is given by Eqn 10. 
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FIGURE 25, LAYOUT OF THE ITD NETWORK 
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3.1.2.2 DTD NETWORK 
The ITD network only has delay elements at the input of the hidden layer. 
Tapped delay lines can also be distributed throughout the network as can be seen 
in Figure 26. The behavior of the ITD model can be described by Eqn 11.  
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FIGURE 26, SCHEMATIC DIAGRAM OF THE DTD NETWORK 
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3.1.2.3 LR NETWORK 
Layer recurrent neural networks are similar to feedforward networks, except 
that the hidden layer has a recurrent connection with a tap delay associated with it 
as can be seen in Figure 27. Eqn 12 depicts the behavior of the LR network.  
3.1.2.4 NARX NETWORK 
It is a recurrent dynamic network with feedback connections enclosing the 
hidden layer. The internal structure of this type of neural networks is shown in 
Figure 28. The current value of the output variable depends on its previous values 
as well as the current and previous values of the input signal. The behavior of this 
artificial intelligence model can be described by Eqn 13. 
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Figure 27, Layer recurrent network layout 
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FIGURE 28, SCHEMATIC DIAGRAM OF NARX NETWORK 
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3.2 TRAINING ALGORITHMS 
Couple of reasons can lead to the failure of training a given ANN. Firstly; 
improper initialization can cause the model parameters to fail to converge to the 
proper values. On the other hand, an insufficient number of hidden neurons can 
lead to the inability of the given model to implement the desired function. In this 
work, to avoid the first possibility, each neural model was trained and tested 10 
times. The network architecture with the lowest root mean square error (RMSE) 
on the testing data set has been chosen. The RMSE has been calculated according 
to Eqn 14 where N is the size of the testing dataset, ye is the vector of estimated 
values by the model, ym is the vector of measured values by the measurement 
system. 
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 EQN 14 
 
With respect to the second reason, there is no theory yet to explain how to 
choose the optimal number of hidden neurons to approximate any given function. 
If the hidden neurons are too few, a high training error and high generalization 
error would result due to under-fitting. On the contrary, if the hidden neurons are 
too many, there would be a low training error, but there would still be a high 
generalization error due to over-fitting. In most situations, the best way to 
determine the optimum size of the hidden layer is to train several networks and 
estimate the generalization error of each [178, 179]. In this work, the network 
growing technique [178] has been applied by sequentially adding hidden neurons 
from 1 to 30 in the majority of cases comparing the testing RMSE. 
Three main learning algorithms have been used to train the neural models 
employed in this thesis: Least Mean Square (LMS), backpropagation (BP), and 
Extreme Learning Machine (ELM). This section points out the key points of each 
one of these algorithms. 
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3.2.1. LEAST MEAN SQUARE 
Eqn 15 makes up the LMS algorithm, delta rule, or Widrow-Hoff learning 
algorithm; where W is the network weights matrix, α is the learning rate, P is the 
input vector, e is the error vector, i.e. the difference between the network outputs 
and targets, and k is the iteration index. This algorithm has been used to train the 
linear neuron network discussed in Section ‎3.1.1.1. 
  (   )   ( )     ( ) ( ) EQN 15 
3.2.2. BACKPROPAGATION 
The backpropagation algorithm for multilayer networks is a generalization of 
the LMS algorithm discussed in the previous section. Both algorithms use the same 
performance index or cost function: mean square error. The network parameters 
are updated using the BP algorithm according to Eqn 16 where s is the sensitivity 
matrix. 
   (   )   ( )     (    )  EQN 16 
 
Since the basic back-propagation learning algorithm is too slow for most 
practical applications, there have been extensive research efforts to accelerate its 
convergence. Different gradient-descent variations of the backpropagation 
algorithm have been considered in this work like: Levenberg-Marquardt (LM) 
[180], Scaled Conjugate Gradient (SCG) [181], One Step Secant (OSS) [182], and 
Quasi-Newton BFGS [183]. 
3.2.3. EXTREME LEARNING MACHINES 
ELM is considered a recently emerging learning algorithm that overcomes 
some challenges faced by the conventional backpropagation training such as: slow 
learning speed, trivial human intervene, local minima, and poor computational 
scalability [184]. ELM is designed for single hidden layer feedforward neural 
network topology. The ELM-trained networks have been proven to satisfy the 
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universal approximation property [185]. This learning algorithm has been 
exploited to train the MLP neural network in this paper. 
The ELM is one of the most powerful tools that has been widely used in recent 
years in various fields [186] such as: security assessment [187], data privacy [188], 
EEG and seizure detection [189], image quality assessment [190], implementation 
with FPGAs [191], face recognition [192], and human action recognition [193]. 
Function approximation is one of the basic learning tasks that an ELM can 
accomplish [194]. 
The ELM algorithm is based on an MLP network whose input weights are 
randomly initialized. The output of an MLP neural network is 
     
 (      (      )) EQN 17 
 
To obtain a zero estimation error, the vector of estimated values should be 
equal to the vector of target values. That is: 
     
 (      (      )) EQN 18 
where ym is the measured or target vector. The last equation can be written in the 
matrix form as follows: 
       EQN 19 
where H is the output matrix of the hidden layer, W2 is the weight matrix of the 
output layer, and T is the target matrix. In this way, the training of the MLP 
becomes the solution of minimum squares problem defined by Eqn 19. In other 
words, the optimum weights of the output layer are: 
   
 
      EQN 20 
where H† is the Moore-Penrose pseudo inverse [195]. 
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4 RESULTS & DISCUSSION 
Measurement as well as estimation results of radiated emissions will be 
discussed in this chapter. The first section introduces the results obtained from the 
tests carried out with a Vectrix electric motorcycle. Afterwards, the results 
obtained from tests done with the Renault Twizy electric car are analyzed. The last 
section presents the estimated electromagnetic emissions derived from a Think 
City electric car in real traffic conditions. 
4.1 ELECTRIC MOTORCYCLE 
This section discusses the measurement results, neural model development 
details, and comments on the model-estimated radiated emissions of an electric 
motorcycle.  
4.1.1. MEASUREMENT & ANALYSIS RESULTS 
The results obtained from measuring the electric radiated emissions from 
an electric motorcycle are explained in this section as a result of applying the 
pulses and UEDC speed profiles described in Section ‎2.2. 
4.1.1.1 PULSES PROFILE 
Figure 29 shows the spectrogram of the electric field emissions 
corresponding to the pulses speed profile. The processing steps followed to obtain 
such Figure and the next one have been already explained in details at the end of 
Section ‎2.1. The horizontal axis of this Figure represents the time in seconds while 
the vertical one denotes the frequency components in the EMI signal. The intensity 
of the different spectral components is represented by the color as can be noted in 
the color bar at the right of the Figure. It’s clear that emission levels in the 4 – 8 
MHz range as well as around the 15.4 MHz frequency component change 
correspondingly with the applied speed excitation profile as shown in Figure 30. 
For example, the emissions level was minimum during the idling driving mode, i.e. 
when the speed was zero. On the other hand, emissions mean level reached the 
maximum value during the cruising driving mode at 100 km/h. 
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Emission levels below 3 MHz are significant but independent from the 
instantaneous velocity of the motorcycle. The radiated EMI levels decrease slightly 
when the motorcycle is in idling mode and remain virtually constant when the 
speed is not zero. At 16 MHz approximately, there is a clear constant spectral 
component of the emissions. Also from 23 to 30 MHz, a light radiated emission can 
be detected. In all these cases, it is difficult to relate the motorcycle radiated 
emissions to the applied speed profile. 
 
FIGURE 29, SPECTROGRAM OF THE EMISSIONS DUE TO THE PULSES PROFILE 
Concentrating on the 4 – 8 MHz frequency range, there is a dead zone where 
the emissions can be noted when the speed exceeds 10 km/h approximately as can 
be seen in Figure 30. Then the emissions increase as a result of increasing the 
corresponding speed till 40 km/h where the emissions saturate more or less to the 
maximum level. 
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FIGURE 30, TEMPORAL EVOLUTION OF SPEED & EMISSIONS DUE TO THE PULSES PROFILE 
4.1.1.2 UEDC PROFILE 
The 4 – 8 MHz frequency range and at 15.4 MHz approximately again 
contained the time-varying spectral components of the radiated emissions as 
depicted in Figure 31.  
The mean value of the emissions sweeps is changing with the instantaneous 
value of the motorcycle speed in the 4 - 8 MHz frequency range. Figure 32 shows 
that it is possible to distinguish between idling and cruising driving regimes. On 
the other hand, it’s complicated to observe the difference in emission levels due to 
different cruising levels. Similar to the previous profile, three zones can be 
observed: a dead zone below 10 km/h, linear between 10 and 40 km/h, and a 
saturated one for velocities above 40 km/h. 
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FIGURE 31, SPECTROGRAM OF THE EMISSIONS DUE TO THE UEDC PROFILE 
 
FIGURE 32, TEMPORAL EVOLUTION OF SPEED & EMISSIONS DUE TO THE UEDC PROFILE 
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It is noteworthy that the radiated perturbations of the electric motorcycle 
due to both the pulses and UEDC profiles have approached the limits established 
by the SAE J551-5 standard at 16, 24, and 30 MHz approximately as can be seen in 
Figure 33. It describes the peak detector results for all frequency bins from 150 
kHz to 30 MHz. The peak at 15.4 MHz has also been noticed in the spectrogram in 
Figure 31. Also the same figure shows that the motorcycle emissions have already 
exceeded the limits specified by the MIL-STD-461F standard for ground 
applications. The measurement uncertainty of the electric motorcycle radiated 
disturbances is ±7 dB calculated according to CISPR 16-4-2 with the parameters 
tabulated in Appendix A2.  
 
FIGURE 33, PEAK DETECTOR SPECTRA OF BOTH PROFILES 
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provides limits for electric as well as magnetic radiated emissions below 30 MHz 
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the vehicle under test should be 1m and 3m according to MIL-STD-461F and SAE 
J551-5 respectively. It’s very important to take into account that these results have 
been obtained with a free running motorcycle. This means that with the same 
motorcycle running in real traffic conditions, which can be simulated by a 
dynamometer, the emissions will increase indeed. 
The parameters of the two driving patterns applied to the electric 
motorcycle are illustrated in Table 3. The pulses style shown in Figures 13 & 30 
mimic an interurban driving behavior and the standard UEDC depicted in Figures 
14 & 31 roughly simulate an urban driving cycle as can be concluded from the 
maximum and average speed values recorded in Table 3. Although the maximum 
speeds in both profiles were completely different, i.e. 55 km/h and 102 km/h for 
UEDC as well as pulses driving styles respectively, the corresponding maximum 
level of emissions were approximately the same as can be seen also in Figures 30 & 
32. This saturation of the emissions level although the instantaneous speed was 
changing may be because the level of the electric radiated emissions is more 
related to changes in speed than to the instantaneous speed value. 
TABLE 3, STATISTICS OF THE DRIVING PROFILES 
Driving Metrics Pulses Profile UEDC Profile 
Maximum Speed (km/h) 102 55 
Minimum Speed (km/h) 0 0 
Average Speed (km/h) 59.0675 22.7231 
Speed Standard Deviation 39.1965 20.2682 
Maximum Acceleration (km/h/s) 4   3 
Minimum Acceleration (km/h/s) -3 -2 
Average Acceleration (km/h/s) 0 0 
Acceleration Standard Deviation 1.3946 0.6185 
Maximum Emissions (dBuV/m) 29.1252 28.5492 
Minimum Emissions (dBuV/m) 24.6598 24.5454 
Average Emissions (dBuV/m) 27.2983 27.0594 
Emissions Standard Deviation 1.0832 1.0382 
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4.1.2. MODEL DEVELOPMENT RESULTS 
Concerning the data preparation task, the early stopping technique has 
been employed to improve the generalization performance. In this technique the 
entire normalized data set has been divided randomly into training (80%), 
validation (10%), and testing (10%) subsets. The validation subset is employed 
during the training phase by monitoring the validation set error. It normally 
decreases during the initial phase of the training, as does the training set error. 
However when the network begins to over-fit the data, the validation set error 
begins to rise [179]. When it increases for 10 iterations in this work, training stops 
and the network parameters are returned to the minimum validation set error 
state. The testing subset isn’t used during training but the testing set error helps to 
compare different models based on the generalization performance. 
The UEDC profile data has been utilized to train, validate and test the MLP 
neural model [196]. This type of ANNs has been selected for its simplicity, 
reliability, and wide range of applications. In this thesis, the MLP neural network 
has been trained with the LM numerical optimization method; because it is the 
fastest for function approximation problems of networks containing up to a few 
hundred weights  [180]. The network growing technique has been adopted to 
increase the number of hidden elements from 1 to 30 gradually. Table 4 shows that 
18 hidden neurons have achieved the best generalization performance in terms of 
the testing RMSE. Figure 34 shows the internal structure of the best MLP model. 
Only one type of ANNs has been taken into consideration to evaluate the data of 
the Vectrix; because the developed model has already gave reasonable and 
satisfactory results. 
TABLE 4, GENERALIZATION RMSE CORRESPONDING TO DIFFERENT HIDDEN NEURONS 
Hidden neurons 5 10 15 18 25 30 
Testing RMSE * 1e-11 0.2289 0.2229 0.2763 0.2097 0.2362 0.2266 
 
                                                                                                                              
University of Alcala                                                                                                                  Department of Electronics 
54 
 
Motorcycle 
Velocity
Radiated 
Emissions
Power.
.
Input
Linear layer 
(1 neuron)
Tansig layer 
(18 neurons)
Output
 
FIGURE 34, STRUCTURE OF THE PROPOSED MLP MODEL 
4.1.3. ESTIMATION RESULTS 
Figure 35 shows the spectra of noisy (received by antenna 1, refer to Figure 
10), noise (received by antenna 2), and filtered (estimated by the adaptive noise 
canceller) signals. This figure clearly points out the capability of the proposed 
adaptive filter to cancel out or to reduce the additive CAN bus noise component on 
the motorcycle’s EMI signal. For example, in the frequency ranges (1 - 2) and (7 – 
8) MHz, although the reference CAN bus noise level was strong relative to the noisy 
signal level, the adaptive filter has successfully reduced the additive CAN bus noise. 
 
FIGURE 35, PEAK DETECTOR SPECTRA OF NOISY, NOISE, AND FILTERED (ESTIMATED) SIGNALS 
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Table 5 points out a comparison between the performance of different 
adaptive algorithms in terms of the root mean square difference (RMSD), see Eqn 
14, between the noisy and estimated signals spectra where DFT is Discrete Fourier 
Transform [197], PBFD is Partitioned Block Frequency Domain [178], PBUFD is 
Partitioned Block Unconstrained Frequency Domain [178], NLMS is Normalized 
Least Mean Square [197], SDLMS is Sign Data Least Mean Square [198], SELMS is 
Sign Error Least Mean Square [198], S is the Step-size, and BL is Block Length. The 
more the RMSD, the more the capability of the adaptive noise canceler to reduce 
the additive CAN bus noise; because the RMSD in this case reflects the amount of 
noise suppression. The DFT adaptive algorithm achieved the best noise 
suppression performance in comparison with five different time as well as 
frequency domain adaptive algorithms. 
TABLE 5, COMPARISON BETWEEN DIFFERENT ADAPTIVE ALGORITHMS 
Algorithm & Parameters RMSD 
DFT (S=0.01) 4.3669 
PBFD (S=0.01, BL=100) 3.8493 
PBUFD (S=0.01, BL= 250) 1.0948 
NLMS (S=0.5) 3.9104 
SDLMS (S=0.05) 2.8912 
SELMS (S=0.5) 4.0438 
 
Figure 36 shows the estimated and measured radiated emissions as well as 
the motorcycle instantaneous speed. It clearly shows the nonlinear relationship 
between the motorcycle’s velocity and the corresponding mean power of the 
radiated emissions. The level of the radiated disturbances increases with 
increasing the motorcycle’s velocity. Also, the level of the radiated interferences 
remains at its minimum value when the motorcycle was idle. Moreover, it shows 
that the developed MLP model can successfully estimate the radiated emissions in 
terms of the applied velocity.   
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FIGURE 36, ESTIMATED & MEASURED EMISSIONS POWER 
4.2 ELECTRIC CAR 
The measurement results are analyzed and the neural model development 
details of the electric car are discussed here. Then the estimation accuracy of the 
selected model is described. 
4.2.1. MEASUREMENT & ANALYSIS RESULTS 
This section presents the results obtained from analyzing the data 
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electric car. 
4.2.1.1 PULSE PROFILE 
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of the spectral components of the radiated emissions. The intensity of the low 
frequency components were relatively changing with time.  
 
FIGURE 37, SPECTROGRAM OF THE EMISSIONS DUE TO THE PULSE PROFILE 
A clear relationship between the sweep mean level of the radiated EMI and 
the corresponding speed profile can be noted in Figure 38. As expected, the 
minimum level of electromagnetic emissions has been detected during idling 
driving mode. On the other hand, the maximum emissions intensity has been 
recorded during cruising at 50 km/h. 
The effect of the instantaneous acceleration on the intensity of the 
corresponding magnetic radiated interferences can be observed in Figure 39. 
Emissions have been increasing during acceleration, remaining approximately 
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FIGURE 38, TEMPORAL EVOLUTION OF SPEED & EMISSIONS DUE TO THE PULSE PROFILE 
 
FIGURE 39, ACCELERATION & EMISSIONS VS TIME (PULSE PROFILE) 
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4.2.1.2 STEPS PROFILE 
The aim of this driving cycle is to evaluate the effect of different constant 
speed values on the corresponding radiated electromagnetic fields. The 
spectrogram of the radiated EMI due to this profile is depicted in Figure 40.  It also 
confirms that actually the time-varying spectral components are contained in 
lower frequencies. The higher the speed applied to the electric car, the higher the 
spectral components appearing in the spectrogram. Figure 41 shows that the 
sweep mean intensity of the radiated emissions have been changing increasingly 
and decreasingly with the instantaneous speed. It also shows the nonlinear cause-
effect relationship where the emissions level at 50 km/h is not double times the 
emissions level at 25 km/h for instance. The impact of the instantaneous 
acceleration on the radiated magnetic waves can be seen in Figure 42. It shows 
that positive acceleration values correspond to an increase in radiated field level 
while negative acceleration values resulted in decreasing the intensity of the 
corresponding radiated magnetic fields. 
 
FIGURE 40, SPECTROGRAM OF THE EMISSIONS OF THE STEPS PROFILE 
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FIGURE 41, EMISSIONS & SPEED OF THE STEPS PROFILE 
 
FIGURE 42, EMISSIONS & ACCELERATION OF THE STEPS PROFILE 
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4.2.1.3 UEDC PROFILE 
The objective of applying this standard driving cycle to the Renault Twizy is 
to evaluate the influence of urban driving behavior on magnetic interferences. The 
spectrogram of the radiated magnetic disturbances is illustrated in Figure 43. 
Again, it confirms the fact that most of the time-varying spectral components of the 
radiated magnetic fields lie in lower frequency range. An obvious relationship 
between the record mean level of magnetic disturbances and instantaneous values 
of speed as well as acceleration can be noticed in Figures 44 & 45. 
 
FIGURE 43, SPECTROGRAM OF THE EMISSIONS OF THE UEDC PROFILE 
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FIGURE 44, EMISSIONS & SPEED OF THE UEDC PROFILE 
 
FIGURE 45, EMISSIONS & ACCELERATION OF THE UEDC PROFILE 
0 20 40 60 80 100 120 140 160 180 200
40
50
60
E
m
is
s
io
n
s
 m
e
a
n
 l
e
v
e
l 
(d
B
u
V
/m
)
Time (Sec.)
0
20
40
S
p
e
e
d
 (
k
m
/h
)
0 20 40 60 80 100 120 140 160 180 200
42
44
46
48
50
52
54
Time (Sec.)
E
m
is
s
io
n
s
 m
e
a
n
 l
e
v
e
l 
(d
B
u
V
/m
)
-6
-4
-2
0
2
4
6
A
c
c
e
le
ra
ti
o
n
 (
k
m
/h
/s
e
c
)
                                                                                                                              
University of Alcala                                                                                                                  Department of Electronics 
63 
 
It has been found that the radiated disturbances of the electric vehicle due 
to the three profiles have exceeded the limits specified by the SAE J 551-5 standard 
above 8 MHz as depicted in Figure 46. Limits for electric radiated emissions have 
been adopted as a reference although these are magnetic ones. This is because the 
standard provides reference limits of magnetic radiated emissions in dBuA/m 
while the magnetic emissions in this test has been recorded using a digital 
oscilloscope. A similar approach has been followed in [30] where authors have 
compared the magnetic emissions of a hybrid car in dBuV/m with the electric field 
reference limits provided by the CISPR 25 as shown in Figure 3 in this thesis. High 
background noise has been recorded by the loop antenna especially in the 20 – 30 
MHz range although the noise floor should be at least 6 dB less than the reference 
limits established by the standard. Also the same figure points out that the 
emissions of the electric car are far above the limits set by the MIL-STD-461F for 
ground applications.  
 
FIGURE 46, PEAK DETECTOR SPECTRA OF ALL PROFILES 
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With the expected widespread of the electric vehicles in the near future, 
these clear violations and severe breaches of the automotive EMC standards 
should be taken into account from the early design stage. It is worth mentioning 
that the same electric car running in the field will produce more radiated 
emissions than in the free running or unloaded condition. This can easily be 
simulated by tests done using a dynamometer-equipped EMC chamber. 
The following general conclusions can be drawn after analyzing the results 
of the three driving profiles. Maximum levels of magnetic interferences have been 
detected during high speed driving modes as can be concluded from Figures 47 & 
48. This is because to achieve high velocity, vehicles have to deliver more power 
thus generating more radiated emissions.  
The data distribution in the training as well as testing subsets is depicted in 
Figure 47. It also shows that the idling emissions are the lowest as expected as a 
small amount of power is needed to maintain the engine operation. Mean magnetic 
emissions increased during acceleration, remained quite constant during cruising, 
and decreased during deceleration driving regimes. The testing subset contained 
unseen input values, e.g. speeds more than 35 km/h, during the training phase, 
thus testing the generalization of the proposed ANN models. 
Table 6 shows the statistics related to the data of the three speed profiles 
picked up with the Renault Twizy. The UEDC standard test represents urban 
driving while the pulse & steps profiles can be considered as interurban driving 
profiles taking into consideration that the car maximum speed is 80 km/h.  
As commented in previous paragraphs, the relationship between the 
instantaneous speed and the corresponding mean emission level is nonlinear. This 
could be also an additional justification for the choice of nonlinear ANNs for the 
modeling purpose. 
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FIGURE 47, LEVELS OF MAGNETIC EMISSIONS VERSUS INSTANTANEOUS VEHICLE SPEED 
 
FIGURE 48, LEVELS OF MAGNETIC EMISSIONS VERSUS INSTANTANEOUS VEHICLE ACCELERATION 
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TABLE 6, STATISTICS OF THE DRIVING PROFILES 
Driving Metrics Pulse Profile Steps Profile UEDC Profile 
Maximum Speed (km/h) 50.0456 50.8938 34.7774 
Minimum Speed (km/h) 0 0 0 
Average Speed (km/h) 25.5784 26.4521 10.1788 
Speed Standard Deviation 17.5217 14.6538 10.0849 
Maximum Acceleration (km/h/sec) 4.2412 7.6341 5.0894 
Minimum Acceleration (km/h/sec) -5.0894 -5.0894 -4.2412 
Average Acceleration (km/h/sec) 0.0042 0.0254 0 
Acceleration Standard Deviation 1.3934 1.8745 1.4924 
Maximum Emissions (dBuV/m) 70.9753 70.9343 69.6102 
Minimum Emissions (dBuV/m) 44.6315 45.0104 45.4302 
Average Emissions (dBuV/m) 57.7686 58.0300 53.2129 
Emissions Standard Deviation 6.9086 6.5825 5.9640 
4.2.2. MODEL DEVELOPMENT RESULTS 
Three types of neural models based on number of inputs have been tested. 
All models have only one output that is the level of radiated emissions in dBuV/m. 
The first type of models has only single input: the speed while the second model 
has two inputs: speed and acceleration. Both the instantaneous speed as well as 
the product of speed and acceleration have been considered as inputs for the third 
type of neural models [41]. 
Table 7 demonstrates the best results obtained from testing all the neural 
network topologies discussed in Section ‎3.1. It also points out that the relation 
between the instantaneous vehicle operational variables and the corresponding 
radiated EMI levels is nonlinear. This was observed from the previous analysis and 
now it is confirmed by the failure of the linear layer to map this relationship. 
Moreover, the effectiveness and robustness of the ELM algorithm can be noticed 
comparing the training times needed to achieve similar performance. Thorough 
analysis of the results given in this table suggests that two models can be 
candidates to be used for estimating the radiated emissions in terms of the driving 
                                                                                                                              
University of Alcala                                                                                                                  Department of Electronics 
67 
 
characteristics: the single input NARX model and the double inputs MLP model. 
This result is logical because the problem of interest is a dynamic one. That’s the 
current level of the radiated emissions depends on the corresponding value of the 
speed as well as its history. Consequently, if only the speed signal is considered as 
an input, a dynamic model will give the best estimation results. However, if both 
the speed and its derivative are considered, a static model will give the best results. 
The double-input ELM-trained MLP model shown in Figure 49 is preferred because 
of its short training time relative to the single-input NARX model as can be seen in 
the latest column of Table 7. More detailed results about the performance of 
different neural networks have been included in Appendix A1. 
Speed
Radiated 
EMI
Output layer 
(1 neuron)
Hidden layer 
(9 neurons)
Acceleration
.
.
.
 
Figure 49, Topology of the selected model 
 
TABLE 7, BEST TESTING RESULTS OF THE DIFFERENT NEURAL MODELS 
Inputs 
Network 
Type 
Topology 
Learning 
Function 
Delays (Inp 
/Feedback) 
Neurons 
(h1 / h2) 
RMSE 
Training 
Time 
Speed Static LN LMS  1 8.7245 40 m 
MLP ELM 3 4.822 5 h 35 m 
DHLF SCG 2 2 4.8361 2 d 20 h 
CF BFGS 2 4.8290 2 h 6 m 
Dynamic ITD LM 1 5 4.8499 1 h 7 m 
DTD LM 1 1 3 4.8503 5 d 1 h  
LR SCG 1 2 4.8434 1 d 7 h 
NARX BFGS 2 1 2 4.7934 5 h 56 m 
Speed & 
Acceleration 
Static LN LMS  1 8.8006 45 m 
MLP ELM 9 4.7425 1 h 40 m 
DHLF OSS 2 6 4.8388 19 h 
CF SCG 2 4.8996 8 h 
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Dynamic ITD LM 1 4 4.8463 1 h 28 m 
DTD OSS 1 1 2 4.8574 1 d 15 h 
LR OSS 1 2 4.8481 1 d 22 h 
NARX SCG 2 2 2 4.8625 20 h 35 m 
4.2.3. ESTIMATION RESULTS 
This section introduces the results estimated by the neural model. Firstly, 
the testing dataset of a Twizy electric car has been applied to the model. Then, 
speed information registered by an urban trip with a Think City electric car has 
been employed to predict the real time radiated emissions. 
4.2.3.1. MODEL TESTING RESULTS 
Figure 50 demonstrates the magnetic emission levels estimated by the 
model shown in Figure 49. The model can successfully distinguish between 4 
different speeds as well as it responds reasonably to moderate and sharp 
accelerations. Moreover, the model generalizes very well, that’s it could predict the 
magnetic field emissions associated with the unseen values of the instantaneous 
speed. This is because the pulse and steps profiles used in testing the proposed 
model have not been introduced to the model during the training phase. 
 
FIGURE 50, ESTIMATION RESULTS 
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A linear regression analysis as shown in Figure 51 has been done to study 
the relationship between the output of the network, i.e. estimated emissions, and 
the targets, i.e. measured emissions. The black line represents the perfect result, 
i.e. outputs = targets. The blue line is the optimum fitting linear regression line 
between measured and estimated magnetic field values. The regression coefficient 
(R) reflects the relationship between measured and estimated radiated emissions. 
If R = 1, then this means that there is an exact linear relationship between targets 
and outputs. On the other hand, if R is close to zero, then the relationship is 
nonlinear. The scatter plot is helpful in illustrating that certain data points have 
poor fit. For example, all data points whose measured emissions were above 65 
dBuV/m approximately have corresponding estimated emission value saturated at 
65 dBuV/m approximately. Consequently, samples of this range of magnetic field 
intensities should be considered while the training process. Thus, more data 
samples should be collected for the testing subset. The regression plot shown in 
Figure 51 indicates a good fit of the relationship between measured and estimated 
values the testing dataset. 
 
FIGURE 51, LINEAR REGRESSION ANALYSIS RESULTS 
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4.2.3.2. EXPERIMENTAL VALIDATION 
In order to complete the proposed solution in Figure 7, the urban trip 
illustrated in Figure 52 has been realized with a Think City electric car in Alcala de 
Henares (Madrid) recording only the on-road car speed by means of an on-board 
Differential Global Positioning System (DGPS) device. Then the instantaneous 
speed and the calculated acceleration values during the trip have been applied to 
the proposed model in this work to predict the corresponding magnetic radiated 
emissions in the field as shown in Figure 53. The model responds well to changes 
in velocity as well as idling mode in urban driving mode. The mean value of the 
radiated magnetic interferences of 400 seconds trip is 58.02 dBuV/m (2.667e-5 
mG). 
 
FIGURE 52, MAP IMAGE OF THE TRIP IN ALCALA DE HENARES (MADRID) 
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FIGURE 53, ESTIMATION OF THE THINK CITY RADIATED EMISSIONS 
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5. CONCLUSIONS & FUTURE WORKS 
This chapter summarizes the main conclusions of the PhD work focusing on 
the way in which the objectives of the research work have been achieved. Then 
future research lines as well as recommendations are discussed. 
5.1. CONCLUSIONS 
With the expected growth of electric car and truck fleets across the globe, 
the acquisition of information concerning the electromagnetic environment 
associated with these vehicles is very timely. This thesis has proposed a modeling 
methodology for estimation of radiated emissions from electric vehicles based on 
driving dynamics. This methodology requires three successive steps. Firstly, 
radiated perturbations and the corresponding speed profile have to be recorded in 
a shielded EMC chamber. Then the capabilities of ANNs have to be exploited to 
model the relationship between them. Finally, the developed neural model can be 
employed to estimate the real traffic radiated disturbances if the instantaneous 
vehicle speed is being measured by a GPS for example. In the case of ambient 
electromagnetic noise, incorporating a second antenna enables the application of 
adaptive noise cancellation techniques using signal correlation. Among the 
analyzed ANN solutions, the MLP trained with ELM provided the best estimation 
results in terms of the minimum testing RMSE. The proposed methodology has 
been applied to two types of electrical vehicles: a motorcycle and a car. 
In the motorcycle case, the emissions are not clearly dependent on the 
instantaneous value of the speed. Electric field emissions are produced once the 
speed exceeds a minimum threshold and a saturation effect occurs as can be seen 
in Figure 32. Moreover, the spectral components of the radiated disturbances are 
distributed to different frequency bands. According to Figure 33, the emission 
levels of the electric motorcycle under test have already exceeded the limits of 
MIL-STD-461F for ground applications for all frequencies and approached the 
limits established by the SAE J 551-5 standard at 16, 24, and 30 MHz. 
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In the case of the electric car, the magnetic radiated emissions are more 
linear with the instantaneous speed than the motorcycle case, but a saturation 
effect is also detected. The spectral components of these emissions were 
concentrated in the low frequency band. Higher frequency components appeared 
as a result to increasing the instantaneous velocity. In general, the magnetic 
radiated interference levels have been much more than the electric radiated 
disturbances emitted by the motorcycle for the same speed ranges. The measured 
radiated emissions from the electric vehicle were above the limits set by both MIL-
STD-461F for ground applications for all frequencies and SAE J551-5 in the 8 – 30 
MHz range. 
It’s noteworthy that all tests carried out in this work have been done with 
unloaded electric vehicles. This is because both the electric car and motorcycle 
have been jacked up inside the semi-anechoic chambers during all experiments. Of 
course a loaded electric vehicle is expected to radiate more electromagnetic 
emissions than unloaded one. On the other hand, it should be taken into account 
that the reference limits of the SAE J551-5 has been established for 3 m distance 
while the tests conducted in this thesis have been realized with 1m distance 
between the antenna and the vehicle under test. The MIL-STD-461 limits are 
provided for 1 m measurement distance for non-electric vehicles employed for 
military ground applications. 
5.2. FUTURE WORKS 
This section presents and discusses 10 main points regarding future 
research lines derived from the results of this PhD work. 
1. Realizing a modal analysis of vehicular electromagnetic emissions, i.e. 
classification of emissions in terms of the driving mode [50]. 
2. Taking into account the frequency as an independent variable of the radiated 
electromagnetic waves, i.e. the output of the model. 
3. Doing more urban and extra-urban tests with electric vehicles to produce a 
comprehensive emissions dataset for studying the effect of the average speed 
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as well as its standard deviation on the average emissions. In other words, it is 
important to study the effect of not only the instantaneous speed but also its 
fluctuations on the radiated vehicular emissions.  
4. Realizing experiments in a shielded room equipped with a chassis 
dynamometer to see the effect of a loaded motor instead of a free running one.  
This allows the vehicle powertrain to be exercised under realistic load 
conditions without motion. The problem of such type of equipment is that it 
also introduces its own EMI interferences. 
5. Analyzing whether a model of a vehicle matches the model of another one 
applying the same driving profile, and testing another types of electric vehicles 
such as electric buses, people movers, trams, and trains. 
6. Studying the effect of more car related variables, i.e. motor temperature, 
battery state of health, battery state of charge, and vehicle accessories on the 
electromagnetic interferences. 
7. Training recurrent networks with the reservoir computing algorithms like: 
echo state machine, backpropagation decorrelation, and liquid state machine.  
8. Doing an interference evaluation study by assessing the impact of the 
measured emissions levels on wireless services below 30 MHz such as AM 
radio and RFID [67]. 
9. Thinking about the spatial distribution of the radiated disturbances. This 
provides the field intensities at the passenger seats for in-vehicle 
measurements. This information can be compared with limits established by 
health standards. 
10. Relating the conducted disturbances to the driving profile as well. The 
advantage of this work is that the radiated emissions can be estimated in terms 
of its conductive counterpart later. Also in this case, the ambient interference 
problem will be avoided and thus real traffic tests with a loaded motor can be 
done in a straightforward way.  
 
  
APPENDIX A1: ANNS TRAINING RESULTS  
The following table gives more details about the brief training results 
showed in Table 7. 
TABLE 8, MORE DETAILS ABOUT THE TESTING RESULTS OF DIFFERENT NEURAL MODELS 
Inputs 
Network 
Type 
Topology 
Training 
Function 
Delays 
(Input / 
Feedback) 
Neurons 
(h1 / h2) 
Minimum 
Testing 
RMSE 
Speed 
Static 
Linear layer LMS  1 8.7245 
MLP 
ELM 3 4.822 
LM 5 4.9558 
BFGS 3 4.9290 
SCG 2 4.8773 
OSS 2 4.8511 
Double 
layers 
LM 2 3 4.8389 
BFGS 2 2 4.9143 
SCG 2 2 4.8361 
OSS 2 2 4.8622 
Cascade 
LM 1 4.9117 
BFGS 2 4.8290 
SCG 2 4.8554 
OSS 3 4.8684 
Dynamic 
FTDN 
LM 1 5 4.8499 
BFGS 1 2 4.8923 
SCG 1 6 4.8503 
OSS 2 1 4.8596 
DTDN 
LM 1 1 3 4.8503 
BFGS 1 1 3 4.8507 
SCG 1 1 2 4.8626 
OSS 1 1 2 4.8583 
LRNN 
LM 2 1 4.8449 
BFGS 2 7 4.8662 
SCG 1 2 4.8434 
OSS 1 2 4.8442 
  
NARX 
LM 2 1 3 4.8722 
BFGS 2 1 2 4.7934 
SCG 1 1 2 4.8415 
OSS 2 2 2 4.8539 
Speed & 
Acceleration 
Static 
Linear layer LMS  1 8.8006 
MLP 
ELM 9 4.7425 
LM 3 4.9433 
BFGS 3 4.9345 
SCG 2 4.8876 
OSS 2 4.9039 
Double 
layer 
LM 2 1 4.8657 
BFGS 2 1 4.9633 
SCG 7 2 4.8401 
OSS 2 6 4.8388 
Cascade 
LM 3 4.9827 
BFGS 2 5.1002 
SCG 2 4.8996 
OSS 3 4.9725 
Dynamic 
FTDN 
LM 1 4 4.8463 
BFGS 1 2 4.9221 
SCG 2 2 4.8752 
OSS 1 2 4.8579 
DTDN 
LM 2 2 3 4.8609 
BFGS 1 2 3 4.8950 
SCG 2 1 3 4.8703 
OSS 1 1 2 4.8574 
LRNN 
LM 1 2 4.8635 
BFGS 1 4 4.9136 
SCG 1 2 4.8502 
OSS 1 2 4.8481 
NARX 
LM 1 2 2 4.8783 
BFGS 3 3 2 4.9164 
SCG 2 2 2 4.8625 
OSS 1 1 1 5.1520 
  
Speed & 
(Speed x 
Acceleration) 
Static 
Linear layer LMS  1 8.8848 
MLP 
ELM 7 4.7490 
LM 2 4.8708 
BFGS 2 4.9228 
SCG 2 4.7899 
OSS 5 5.3370 
Double 
layers 
LM 1 7 4.8721 
BFGS 2 1 4.9308 
SCG 2 4 4.8388 
OSS 2 3 4.8355 
Cascade 
LM 4 5.0916 
BFGS 1 5.3908 
SCG 4 5.2144 
OSS 7 5.0966 
Dynamic 
FTDN 
LM 1 2 4.8195 
BFGS 1 2 4.8581 
SCG 1 2 4.8563 
OSS 2 2 4.8318 
DTDN 
LM 1 1 3 4.9133 
BFGS 1 2 2 4.9465 
SCG 1 1 2 4.8800 
OSS 1 1 2 4.8486 
LRNN 
LM 1 2 4.9021 
BFGS 1 2 4.9307 
SCG 2 1 4.8575 
OSS 1 2 4.9512 
NARX 
LM 2 1 2 4.8850 
BFGS 1 1 2 4.8899 
SCG 1 1 2 4.8724 
OSS 2 2 8 4.8675 
 
  
  
APPENDIX A2: UNCERTAINTY OF EMI TESTS 
Magnitude Xi + dB - dB PDF k value u(xi) ci (ci*u(xi))^2 
Receiver reading -0,59 0,55 normal 1 -0,02 -0,02 1 0,001 
Antenna-receiver 
attenuation 
1,65 1,65 normal 2 0,825 0,825 1 0,681 
Biconical antenna factor 1,5 1,5 normal 2 0,75 0,75 1 0,5625 
Oscilloscope Corrections        
Exact voltage reading  3,90 3,90 rectangular 1,73 2,253 2,253 1 5,074 
Measurement resolution 1,19 1,19 rectangular 1,73 0,688 0,688 1 0,473 
Calibration uncertainty 1,19 1,19 normal 2 0,595 0,595 1 0,354 
         
Antenna-receiver 
maladjustment 
0,95 1,07 forma U 1,41 0,716 0,716 1 0,513 
Antenna corrections         
Frequency interpolation of 
AF 
0,3 0,3 rectangular 1,73 0,173 0,173 1 0,030 
AF deviation with height 0,5 0,5 rectangular 1,73 0,289 0,289 1 0,084 
Directivity difference 1 0 rectangular 1,73 0,289 0,289 1 0,084 
Position of the phase 
center 
1 1 rectangular 1,73 0,578 0,578 1 0,334 
Cross polarization 0,9 0,9 rectangular 1,73 0,520 0,520 1 0,271 
Site corrections         
NSA 4,75 4,75 triangular 2,45 1,938 1,939 1 3,759 
Distance variation 0,28 0,28 rectangular 1,73 0,162 0,162 1 0,026 
Table height 0,1 0,1 normal 2 0,05 0,05 1 0,003 
Total         
Typical uncertainty (dB)        3,499 
Expanded uncertainty 
(dB) 
  normal 2    6,999 
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