ABSTRACT With the popularity of handheld devices, the development of wireless communication technology and the proliferation of multimedia resources, mobile video has become the main business in LTE networks with explosive traffic demands. How to improve the quality of experience (QoE) of mobile video in the dynamic and complex network environment has become a research focus. Dynamic adaptive streaming over HTTP technology introduces adaptive bitrate (ABR) requests at the client side to improve video QoE and various rate adaptation algorithms are also constantly proposed. In view of the limitations of the existing heuristic or learning-based ABR methods, we propose redirecting enhanced Deep Q-learning toward DASH video QoE (RDQ), a QoE-oriented rate adaptation framework based on enhanced deep Q-learning. First, we establish a chunkwise subjective QoE model and utilize it as the reward function in reinforcement learning so that the strategy can converge toward the direction of maximizing the subjective QoE score. Then, we apply several effective improvements of deep Q-learning to the RDQ agent's neural network architecture and learning mechanism to achieve faster convergence and higher average reward than other learning-based methods. The proposed RDQ agent has been thoroughly evaluated using trace-based simulation on the realtime LTE network data. For disparate network scenarios and different video contents, the RDQ agent can outperform the existing methods in terms of the QoE score. The breakdown analysis shows that RDQ can suppress the number and the duration of the stalling events to the minimum while maintaining high video bitrate, thus achieving better QoE performance than other methods.
I. INTRODUCTION
With the maturity of LTE wireless communication technology, the bandwidth of wireless networks has been greatly improved and the multimedia services for mobile terminals have been rapidly developed. The multimedia service with the biggest demand and consumption of network resources is mobile video, which will account for over 75% of mobile data traffic by 2020 [1] . The quality of experience (QoE) of the mobile video is affected by many factors such as video quality, fluency and stability [2] , which are primarily determined by video streaming policies over the dynamic LTE network. Poor video streaming policies will lead to a mismatch between video quality of service (QoS) and network QoS, which causes QoE deterioration in dynamic and complex network environment. Therefore, the rate adaptation approach for the streaming video has become a research focus in the field of video transmission. The dynamic adaptive streaming over HTTP (DASH) is a popular technology in this scenario. In DASH technology, the video source at the server side is divided into chunks of equal time length and then each chunk is encoded at a series of bitrate levels. The different levels are characterized by the video quality under the content complexity, resolution and frame rate of the video chunk. When the video playing starts, the player at the client-side adaptively makes a bitrate request according to the previous network bandwidth condition and the buffer occupancy status of the player, thereby ensuring the quality and smoothness of the video playback as much as possible in the dynamic network [3] . The framework of DASH video transmission is illustrated in Fig. 1 .
As the core of DASH technology, the adaptive bitrate (ABR) algorithm can be mainly divided into three categories:
buffer-based, rate-based, and hybrid. The buffer-based (BB) method selects the bitrate based on the buffer occupancy (BO) of the client player. The buffer is differentiated into three phases (i.e., reservoir, cushion and saturation) according to the occupancy size and the piecewise bitrate-BO function is then defined. Improvements and variants of BB have also been proposed in [5] and [6] . The rate-based (RB) method is based on the knowledge of the previously downloaded video chunks to make prediction about the network bandwidth and select the most suitable video bitrate, as is presented in [7] and [8] . The hybrid method comprehensively utilizes the buffer occupancy information and the knowledge of the network bandwidth and then adopts some optimization methods such as model predictive control (MPC) for rate adaptation. Under the hybrid method framework, some conservative algorithms are more inclined to avoid the stalling event, such as that in [9] while some aggressive algorithms are more inclined to increase the bitrate, such as that in [10] . In general, the buffer-based algorithm is more conservative and cannot track the dynamic changes of network bandwidth. The mismatch between service QoS and network QoS (i.e., between the bitrate and the bandwidth) is a significant defect of this method. The rate-based algorithm is more aggressive and it performs well when the network bandwidth is relatively stable [4] . However, when the network bandwidth changes drastically, which is typical of the LTE network, its performance will also drop sharply. The hybrid algorithm requires trade-off between computational complexity and performance viability, otherwise it is impossible to perform dynamic real-time rate adaptation.
As alluded above, performing rate adaptation in the LTE cellular network is more challenging due to the fluctuation of the bandwidth. The bandwidth change patterns in the LTE network can be differentiated into two main categories: constant bandwidth fluctuations and instantaneous bandwidth hopping [11] . It is preferable to adopt a robust rate switching strategy in the case of constant bandwidth fluctuations and to adopt a more aggressive rate switching strategy in the case of instantaneous bandwidth hopping. However, the existing heuristic rate adaptation algorithms fail to intelligently adjust between these two patterns and the performance under dynamic network conditions is often suppressed.
The development of reinforcement learning provides a new efficient and feasible solution for the rate adaptation algorithm. The reinforcement learning agent learns by trialand-error from the past experience and gradually converges to the optimal policy [12] . As far as DASH technology is concerned, the environment for reinforcement learning consists of the dynamics of wireless network bandwidth, the media presentation description (MPD) file at the video server side and the buffer occupancy size of the client player. The agent is based on the Q-value table or the neural network to make the rate selection decision. In terms of DASH, the input state of the agent can be an array composed of the information about the bitrate selections of the previous chunks, the previous network bandwidth and the current buffer occupancy. The output action of the agent is the bitrate to be selected for the next video chunk. The obtained reward is the QoE for the video chunk, which may be impacted by indicators of bitrate level, stalling and rate switching. Reinforcement learning with neural network as the basic framework can extract information from high-dimensional complex state space well and make good decision of rate adaptation. The RL-based ABR methods prove to achieve superior QoE performance compared with the heuristic methods, as long as the rate adaptation agent is well trained [13] . Different reinforcement learning architectures have been used for ABR algorithms such as deep Q-value network (DQN) in [14] and asynchronous advantage actor-critic (A3C) in [15] .
However, the existing ABR methods based on reinforcement learning still has some limitations. First, the reward function in the learning process is based on the objective QoE model, which commonly takes form of a linear combination of quality reward, stalling penalty, and rate switching penalty. The coefficients of each indicator need to be meticulous chosen, otherwise the decision making of the trained agent may be biased, in other words, not QoE oriented. Secondly, the training process may not converge fast enough and not convenient for online learning extension. Besides, the rate adaptation agent trained by the existing methods tends to be severely deficient in some extreme network situations because no special attention has been paid to the experience with the extreme low reward. Finally, the network bandwidth data used in the existing training and testing process is mostly from 3G network and the video data used has only a few bitrate levels. The rate adaptation performance for UHD videos under LTE network environment has not been evaluated.
Hence, we propose Redirecting enhanced Deep Q-learning towards DASH video QoE (RDQ), which aims to speed up the convergence of RL-based ABR methods and to improve the QoE performance under disparate network scenarios. Here, the enhanced one combines several independent improvements to deep Q-learning and has proven to overall outperform naive DQN and A3C in Atari games [16] . The main contributions of the article can be summarized as the following: (1) Using LIVE-NFLX Video QoE Database for chunkwise QoE modeling, and using the established QoE model as the prototype of the reward function for reinforcement learning. (2) Applying the enhanced deep Q-learning to the scenario of DASH video and verifying its advantages from theoretical analysis and experimental simulation. (3) Employing the real-time 4G network traces and multi-ratelevel UHD video traces to evaluate the generalization ability of RDQ and other RL-based ABR methods.
The remainder of the article will be organized as follows: Section II will review the related work, which covers QoE modeling for streaming video, the heuristic ABR method, and the RL-based ABR method. In Section III, the rate adaptation for DASH video will be formulated as a reinforcement learning problem, in which environment, agent, state, action, and reward will be clearly elaborated. In Section IV, we will propose our RDQ framework for DASH and explain the improvements from the perspective of network architecture and learning mechanism. The simulation setup and experimental results will be presented in Section V, as well as the analysis and discussion. Finally, we conclude in Section VI.
II. RELATED WORK
In this section, we will review the related work of QoEoriented DASH, which will be divided into three subsections: QoE modeling for streaming video, heuristic ABR methods and ABR methods based on reinforcement learning.
A. STREAMING VIDEO QoE MODELING
QoE measurement and modeling for adaptive streaming video services has been a research focus in video transmission. The researches in [17] - [19] proposed various video quality assessment (VQA) metrics and published a series of subjective video quality datasets, which provided a basis for the verification of various VQA metrics. With the development of adaptive streaming technologies, research on the quality of experience of video services has introduced more factors related to network status during video playback. In addition to the video quality level itself, the initial delay of video playback, the frequency and duration of the stalling events, and the fluctuations in video quality are all considered to have an impact on QoE of the user's video viewing. In the context of adaptive streaming, research and analysis of various factors affecting the video QoE were provided in [20] and [21] . On this basis, in order to be able to predict the quality of experience of streaming video in actual networks, related datasets have been provided recently, such as that in [22] and [23] . These datasets were obtained by allowing different genres of videos to be played under a variety of network conditions in an adaptive streaming manner, collecting various objective parameters during video playback and recruiting subjects to perform QoE scoring. Thence, QoE prediction can be realized by extracting features from the objective parameters and establishing a model to approximate the mapping relationship between these features and subjective QoE scores [24] . Basically, the objective features of all QoE models focus on the three aspects, i.e., quality, fluency and stability, which are characteristic of rate levels, stalling events and rate switches respectively. The employed model architectures take form of both traditional regression methods and deep learning methods. In [25] , various regression methods as well as ensemble methods have been applied to predict QoE scores and their prediction performance have been evaluated in terms of different features. In [26] , a variety of dynamic recurrent neural networks (RNN) have been proposed to conduct continuous subjective video QoE prediction.
These streaming video QoE models shed light on our chunkwise QoE modeling, even if the QoE scoring in the existing datasets is either retrospective or continuous. Since chunkwise QoE score is equivalent to the user's rating for the fixed-length video clip, we can reasonably assign the objective parameters including rate levels, stalling events and rate switchings to the QoE model. By establishing this QoE model, the evaluation for various ABR methods can be performed more accurately because the chunkwise QoE score corresponding to each rate selection can be predicted. During the training process of the RL-based ABR methods, more importantly, the QoE model can serve as the reward function for each bitrate selection action and drive the rate adaptation policy to converge toward the strategy with the highest subjective QoE score.
B. HEURISTIC ABR METHODS
In order to improve QoE of DASH video, various heuristic ABR methods have been proposed. In [5] , a buffer based rate adaptation algorithm was proposed. The bitrate selection can be determined solely by the buffer occupancy in the steady state, while simple bandwidth estimation is needed in the startup phase. In [6] , BOLA was proposed as an improvement to the classic buffer-based method. BOLA formulated the rate adaptation problem into a utility maximization problem, which was solved by Lyapunov optimization techniques, and hence achieved near-optimal rate adaptation without predicting the network throughput. As a breakthrough in the ratebased approach, Jiang et al. [7] proposed a set of methods called FESTIVE for balancing trade-off between fairness, efficiency, and stability, which utilized harmonic mean estimate for the network throughput, randomized chunk scheduling, stateful bitrate selection and delayed update. Besides, FESTIVE improved the performance of adaptive streaming when multi-users compete for bottleneck links. While most other rate-based methods also used the mean for network throughput estimates, ARBITER proposed in [8] employed the first and second moments of the throughput samples to better accommodate the high variability of the wireless network throughput, and incorporated both video and network dynamics in its adaptation decisions. Therefore, ARBITER achieved the leverage between the separate factors that affect the experience quality of streaming video.
Yin et al. [27] proposed a novel model predictive control (MPC) algorithm combining the throughput and buffer information to make the best adaptive bitrate selection. MPC relied on a throughput predictor to make optimal choices for a finite horizon time of five future chunks and achieved better performance than other heuristic methods. However, there are certain problems with MPC: its throughput predictor cannot adapt to the dramatic changes in network status and the computational complexity of foreseeing the future chunks is too high once the video source has many encode rate levels. Further, Bokani et al. [28] modeled adaptive bitrate selection as a markov decision process (MDP) and utilized dynamic programming to find the best strategy, but were also confronted with the problem of too high computational complexity. The proposal of these hybrid methods also revealed the essence of the DASH ABR problem: how to obtain the best long-term overall reward through a series of decision making in the high-dimensional dynamic state space. To resolve this dynamic knapsack problem, the RL-based ABR method has also been constantly proposed.
C. RL-BASED ABR METHODS
Claeys et al. [29] , [30] proposed two rate adaptation schemes based on Q-learning. The scheme in [29] defined a complex reward function and a fine-grained state space, but the training process of its Q-value table was very time-consuming. The scheme in [30] defined a coarse-grained state space to make Q-value table converge quickly. But the corresponding agent cannot capture appropriately the dynamic characteristics of the system, and the rate selection decision was often not optimal. Therefore, the tabular Q-learning (TQ) approach is faced with a trade-off between Q-value table spatial-temporal complexity and QoE performance. In [31] , the ABR problem was also formulated as MDP and solved by reinforcement learning. The learning algorithms with post decision states (PDSs) were proposed to speed up the learning process and the particular structure of the system was exploited to parallelize the learning.
The development of deep learning has injected new vitality into the RL-based ABR method. Gadaleta et al. [14] proposed D-DASH which combined deep learning and reinforcement learning to optimize the DASH video QoE. In D-DASH, several Q-value network architectures including feed-forward and recurrent were proposed and assessed, and proved to outperform heuristic methods and tabular Q-learning on both real and simulated traces. Compared with other learningbased methods, D-DASH had the advantage of faster convergence and was suitable for online learning implementation. Mao et al. [15] used A3C, the state-of-the-art reinforcement learning method, for DASH bitrate selection, and also achieved better performance than the existing heuristic methods and tabular Q-learning. Furthermore, its asynchronous parallel learning framework was also compatible with the scenarios of multiple users watching DASH video at the same time, thus suitable for real-time online learning.
All of these RL-based ABR methods, however, are faced with the predicament of how to define of the reward function. The reward function mostly considered the information of chunkwise quality, bitrate switching between chunks, and chunkwise stalling, but the impact of each factor on the reward was only represented by the coefficient of the empirically defined linear combination formula. It may lead to the target bias in the learning process and cause the trained agent to fail to optimize subjective QoE in actual application scenarios. In addition, a series of effective extensions for reinforcement learning have not been applied to the ABR problem, which is expected to further push the performance of RL-based ABR methods towards the offline optimal. Therefore, in the following sections, we will elaborate the overall framework and the methodology improvements of the proposed RDQ, and verify its faster convergence during the training and its better QoE performance during the test.
III. THE OVERALL FRAMEWORK OF DASH BASED ON ENHANCED LEARNING
In this section, we will formulate rate adaptation for DASH into a classic reinforcement learning problem. The basic configuration of reinforcement learning is that an agent interacts with the environment. At time t, the agent observes the state s t from the environment, makes an action a t , and gets the reward r t , while the state in the environment transits to s t+1 . The core of reinforcement learning is the policy used by the agent on how to make actions according to the observed state. Reinforcement learning is actually to learn from the experience through the trail-and-error test and to constantly adjust the agent's decision making policy to maximize the expected cumulative discounted reward E[ ∞ t=0 γ t r t ], where γ is the discount factor. In the following, we will elucidate the reward function, environment and agent of reinforcement learning in the scenario of rate adaptation for DASH video.
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A. REWARD FUNCTION: CHUNKWISE SUBJECTIVE QoE MODELING FOR DASH
In the study of the reinforcement learning algorithm for Atari game scenarios, reward is obviously the points the agent obtains in the process of playing the game, so there is no need to define the reward function [32] . However, in other applications of reinforcement learning, the reward value is often not directly available. It is necessary to consider multiple factors that determine reward in the specific application scenario. Only by accurately defining reward can the welltrained agent by the reinforcement learning take advantage in various application scenarios. Specifically, in the scenario of ABR for DASH, strictly speaking, reward should be the subjective QoE score of the video chunk after the agent selects the bitrate of the chunk and the chunk is downloaded and played in the actual network environment. The training process of reinforcement learning is difficult to be conducted in real-time video playback with subjective scoring, because reinforcement learning requires oceans of training data to converge to the optimal policy. If you learn during real-time video playback, you will need unbearable length of time to collect the needed amount of experience. Therefore, reinforcement leaning of the ABR agent is usually trace-based, i.e., using the collected real-time throughput traces or synthetic throughput traces to simulate the network environment and using MPD files of the video source to simulate the video server environment. At this point, reward for reinforcement learning needs to be defined because there is no real-time user scoring in the trace-based simulation environment.
In the existing RL-based ABR methods, the reward function is often defined as a linear combination formula of chunkwise bitrate, bitrate switching between chunks and chunkwise stalling length and the coefficients of each factor need to be set empirically. A significant limitation to this practice is that the resulting reward may have conspicuous bias from the subjective QoE score. Therefore, we need to build a chunkwise subjective QoE model for DASH video and employ it as the reward function of reinforcement learning.
In order to establish such a subjective QoE model for DASH video, a corresponding databset is required. LIVE-NLFX-II presents a dataset of 65 subjects watching 420 videos and giving continuous scores and retrospective scores. These videos are derived from 15 video content streaming under 7 different network conditions with 4 rate adaptation strategies [33] . The dataset also provides the quality metrics and the stalling information of the video chunk of at each scoring time. Therefore, it is very suitable to use this dataset to establish a QoE model for DASH video.
As alluded earlier, we need to build a chunkwise subjective QoE model as the reward function for reinforcement learning. The three predominant factors relevant to the chunkwise QoE for DASH video are quality, fluency and stability. So we extract the relative bitrate R t of each video chunk from the LIVE-NFLX-II dataset as well as that of the previous chunk R t−1 . Besides, we manage to calculate the stalling length ratio for each downloaded and played chunk. The relative bitrate R t is defined as R t = Selected bitrate for t-th chunk / Maximum bitrate, and the stalling length ratio SR t is defined as SR t = Stalling length to play out the t-th chunk / (Stalling length to play out the t-th chunk + Time length of the t-th chunk). We will use (R t−1 , R t , SR t ) as the input to our subjective QoE model and the average continuous QoE score of the video chunk as the output of the QoE model. In this way, we collected approximately 8,000 pieces of training data. Since the subjective QoE scores in the dataset have been processed by per-subject z-scoring, we can directly use the extracted data for training.
We divide the extracted data into training set and validation set, and use support vector regression (SVR) [34] as the prototype of the subjective QoE model to be trained. The relationship between the subjective QoE score and the three input elements can be qualitatively analyzed. The kernel of our SVR is set to the radial basis function (RBF), the gamma is set to 0.1, and other important parameters are determined by cross-validation. On the validation set, we compare the predicted results of the trained SVR with those of the empirical reward function from [15] :
where µ is penalty coefficient for the stalling event. The results of two video episodes from the validation set are shown in Fig. 2 , and the accuracy of the prediction is evaluated by dynamic time warping (DTW). It can be seen that the trained SVR has a much higher prediction accuracy. Actually, the average DTW metric of the established model on the whole validation set is 4.8450, which is much smaller than that of the empirical function (15.6307). We also apply this QoE model in a simulated DASH scenario to predict the chunkwise QoE score. We present the bitrate of each chunk, the buffer occupancy size of the player and the predicted QoE score during a complete session of video playback, as shown in Fig. 3 . Although there is no ground truth subjective scoring for verification, we can find that the SVR-based QoE model can make reasonable prediction and give negative feedback attentively when stalling occurs. In summary, we believe that the established subjective QoE model is suitable as the reward function for the RL-based ABR method.
B. ENVIRONMENT: VIDEO SOURCE, NETWORK THROUGHPUT AND PLAYER BUFFER
In Atari game scenarios, the environment is obviously the context setting of the game, which is generally a combination of fixed rules and certain randomness. The state observed by the agent from the environment is also directly set to the current frame that has been simply preprocessed [16] . In the DASH scenario, however, the environment consists of network bandwidth, video source and video player. The rate request, download and play of the video all follow the basic configuration of DASH technology and the details of the environment will be explained one by one as below. The network bandwidth in the environment is trace-based data, either from synthetic traces or from real time traces. Basically, network bandwidth data only needs to contain two fields, i.e., the timestamp and the corresponding average throughput. In this way, the download time of the video chunk can be calculated and the process of video streaming can be simulated. During the training process, we also introduce 90%-110% fluctuations to the network's throughput to compensate for the limitations of representing the instantaneous throughput with the average throughput between adjacent timestamps.
The DASH video is divided into small chunks of fixed time length chronologically. Each chunk lasts for a few seconds and is encoded with a series of selected compression levels to obtain an adaptive set with several bitrate options. The video server in DASH needs make all video chunks available to the client to achieve adaptive bitrate selection. Therefore, the MPD file, which contains information about each video chunk and download URLs, is provided to the video player at the client side. For RL-based rate adaptation simulation, we only need to generate the MPD file based on the source video and to provide the chunk size at each bitrate. In other words, the MPD file provides a mapping relationship between the chunk size and the bitrate of a certain video, F t (q t ), where t represents the t-th chunk of the video, and q t represents the level of video encoding. The MPD file mechanism allows the request and download of video chunks to be performed in a virtual manner. On the other hand, the mechanism also adds new knowledge to the state that the agent observes from the environment. The size of the following video chunk at each bitrate level can be used as one field of the state, which is also applicable to the real-time environment.
With the trace-based data of the network bandwidth and the MPD file of the source video, the player at the client side can easily simulate a series of actions like rate requesting, downloading and playback. The player sends out the bitrate request over http according to the bitrate selected by the agent for the next video chunk, as shown in Fig. 1 . Here we do not need to actually download the video chunk. Instead, by querying the MPD file, we get the size F t (q t ) of the t-th video chunk under the current bitrate request q t . At the same time, we also have trace-based network bandwidth data. If the average throughput is C t when downloading the t-th video chunk, the download time of the video chunk can be expressed as:
Besides, we have to consider the buffer of the video player.
The function of the buffer is to store video chunks that have VOLUME 7, 2019 been downloaded but not yet played out. According to the technical report of DASH, the video will be divided into a series of chunks with a time length of T . After the video chunk is completely downloaded, it will be queued into the buffer. Then each video chunk is played out from the buffer in chronological order. The influent of the buffer should be chunkwise, while the drain of the buffer is time continuous. Therefore, once the buffer occupancy size becomes 0, the stalling event occurs. The video playback will not resume until the new video chunk is completely downloaded and added to the buffer. Suppose that the buffer occupancy size is B t when the download of the t-th video chunk is just starting, then the buffer occupancy size after the t-th video chunk is downloaded (i.e., the buffer occupancy size when the t+1-th chunk starts downloading) will be as follows:
The stalling length of playing the t-th video will be expressed as:
and the stalling length ratio can be computed as:
It is worth mentioning that the maximum size of the buffer occupancy is also limited. We set a buffer with a total size of B max for the simulated video player. Once the buffer occupancy size reaches a certain threshold, the video download will enter the sleep phase to avoid overflow of the buffer.
C. AGENT: ADAPTIVE BITRATE REQUEST CONTROLLER
The agent in reinforcement learning observes the state from the environment, makes actions and gets the corresponding reward. The state transition in the environment is also triggered by the action. With the different learning methods, the principle of decision making is also different. In the policy-based RL algorithm, the agent is essentially a policy network and the expected cumulative discounted reward is maximized by constantly performing the policy gradient as follows:
where θ is the policy network parameter and α is the learning rate. In the value-based RL algorithm, the agent is essentially a value network, which is employed to approximate the stateaction value function. The training process of the value network parameters θ can be written as:
Based on the well-trained value network, the optimal policy can be derived as follows:
For the enhanced deep Q-learning that will be used in this article, we basically employ a state-action value network as the agent for ABR decision making. The input of the agent is the state extracted from the environment, while the output of the agent is the prediction of the expected cumulative discounted reward for taking different actions in the state. Therefore, we need to define the state that is feed to the agent and the network architecture of the agent. Considering the characteristics of DASH, we define the input state with 6 fields: video bitrate, buffer occupancy, chunk size, delay, remaining chunks, and sizes of the next chunk. We stitch together the information of the past 13 chunks and therefore get a 6*13 array as the state. In this way, the state incorporates the information about network status, player buffer, and video source. We expect that agent with the neural network can extract essential features from the state, give the accurate prediction of the state-action value and then derive the optimal policy. Of course, all elements in the state will undergo normalization to ensure the balance of weights of the neural network.
As for the network architecture, based on the research in [14] and [15] , we choose a 1D convolution layer composed of 128 filters and a fully connected layer containing 128 neurons as the hidden layer. The number of neurons in the output layer is equal to the cardinality of the adaptive bitrate set, as shown in Fig. 4 . The neural network architecture is not the focus of our research on RL-based ABR method. Therefore, we only present a default network architecture design for the simulation experiment. Since the RDQ is essentially deep Q-learning, the learning process of the ABR agent is actually the training process of the state-action value network. By constantly interacting with the environment, the agent collects tuples like (old_state, action, new_state, reward, is_terminal). We employ the time difference (TD) method [35] to perform gradient descent. In this way, the value network can approximate the real state-action value function as closely as possible. With deep Q-learning, the ABR agent can cope with continuous state space and has good generalization ability for unseen points during training [14] . Although deep Q-learning and a3c have proven their effectiveness in DASH, further improvements to the rate adaptation agent have not been thoroughly researched.
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The improved version of deep Q-learning Rainbow proposed by DeepMInd, has proven to outperform DQN and A3C on 57 Atari games. The basic principles of improvement are also compatible with the DASH rate adaptation scenario. We will elaborate the methodology of the proposed RDQ in Section 4, namely how to apply enhanced deep Q-learning to the DASH rate adaptation agent.
IV. METHODOLOGY OF RDQ-DASH
With the development of deep reinforcement learning, various extensions for deep Q-learning have been constantly proposed. Furthermore, it has been confirmed that the improvements of these extensions are complementary and additive [16] when applied to Atari game scenarios. The existing RL-based ABR method has not yet utilized these advancements and the most state-of-the-art methods use DQN and A3C. Taking into account the characteristics of the DASH rate adaptation, these improvements are expected to enable the trained agent to obtain QoE performance gain. In this section, we will address the rate adaptation problem, explain the improvements of RDQ compared with deep Q-learning, and analyze why these improvements may be effective for DASH rate adaptation. In general, we divide these improvements into two categories, i.e., on network architecture and on learning mechanism, and will elaborate them separately.
A. IMPROVEMENTS ON NETWORK STRUCTURE
Two improvements, namely double Q-Learning and dueling network, are introduced to the deep Q-learning network architecture. Double Q-Learning divides the acquisition of the target value into two steps to overcome the overestimation bias. The action a that maximizes the value for state s t+1 is selected using the online network and the target value is then calculated using the target network. The overestimation of the target value is avoided and the deviation of the TD loss function is reduced, which improve the performance of deep Q-learning [35] . The training process of the online network parameters θ can be then written as:
where Q is the online network,Q is the target network and π θ is as defined in equation (8) . In terms of the DASH bitrate adaptation scenario, the introduction of double Q-Learning makes the estimated target value more balanced when using the greedy action to bootstrap for the next chunk's rate. After all, the update frequency of the online network is much higher than the target network, so using the online network to perform bitrate selection first is more reasonable. With double Q-learning, the trained online network of Q-value can better approximate the real state-action value function, and the rate selection policy based on it can also make for better DASH video QoE performance. Dueling network splits Q-value into state value V (s t ) and action advantage A(s t , a t ) to improve the performance of deep Q-learning [36] . The state-action value network can be therefore written as:
where V (s t ) and A(s t , a t ) will share the encoder for the input state, i.e, the 1-D convolution layer of the neural network. In DASH bitrate adaptation, the expected QoE score for the whole episode of video viewing is also dependent on two aspects: one is the current state composed of the player buffer situation, the network bandwidth status, etc.; the other is the bitrate selection for the next chunk. If the current state of the environment is conducive to fluent and stable playback of high definition video, a moderate QoE score baseline can be expected no matter what adaptive strategy is adopted. If the current environment state is very bad (e.g., the rebuffering threshold of the buffer occupancy has been reached and the previous network throughput is low), a lower QoE score baseline can be expected regardless of the adaptive strategy. The rate adaptation strategy determines whether the client can adapt to the dynamic changes of network throughput in real time. The agent with good adaptation strategy can make full use of network resources and choose the highest possible bitrate. What's more, the rebuffering and rate switching events can also be avoided to the agent's best effort. Therefore, the introduction of dueling network will also contribute to the performance improvement.
B. IMPROVEMENTS ON LEARNING MECHANISMS
In addition to improvements on the network architecture, we also apply the improvements on the learning mechanism, i.e., multi-step and prioritized experience replay. Multi-step is an improvement to the experience collection method in Q-learning. When the agent interacts with the environment, it makes actions of several steps and collects the reward of each step to obtain the discounted sum R (n) t as folows:
where n it the num of steps. The old state and the new state after several steps are recorded and training based on TD loss is then performed in a similar way [40] . Therefore, the update of the value network parameters can be written as:
As long as the number of steps n is chosen properly, multistep can lead to faster learning [40] . For RDQ rate adaptation, the introduction of multi-step makes the agent download and play several chunks each time to collect the experience. Compared to downloading and playing one chunk at a time during the training process, the agent with multi-step will practice the finite-time horizon trial instead of relying on the greedy bootstrap at next-step. The agent itself trained with multi-step has certain insight ability. It can not only guarantee VOLUME 7, 2019 a satisfactory QoE score for the current chunk, but also lay a good foundation for video playback in the near future. Different from MPC, the introduction of multi-step does not cause any increase in computational complexity during the test phase. Since it can promote faster convergence during the training phase, it is an important improvement to DQN. In deep Q-Learning, the experience replay method is adopted to overcome the correlation of the empirical data and the problem of non-stationary distribution. By using experience replay, the agent samples randomly and evenly from the previous experience memory and then conduct minibatch stochastic gradient descent. With prioritized experience replay, each experience is further assigned a sampling probability pr t which is proportional to the last encountered time difference error as follows:
in order to facilitate learning more from experiences with greater value prediction errors [39] . Each experience is given the maximum sampling priority when it is first added to the experience memory to ensure that new transitions can be sampled. As mentioned in Section I, the bandwidth of the LTE network fluctuates with different patterns and the service requirements of UHD video are constantly changing, so the DASH agent may encounter extreme states with a high probability, especially in the actual network environment. The introduction of prioritized experience replay can undoubtedly enable the agent to learn from the serendipity with large value prediction error, so that the agent can adapt to the complex changes of the network status and video service requirements. It can be expected that the DASH video QoE will thereby be ameliorated under all kinds of network circumstances.
To address the trade-off between encouraging exploration and collecting reward in the early stage of training, the existing exploratory policies are epsilon-greedy and Boltzman, both of which promote the gradual convergence of the policy by slowly increasing the greediness of the decision making during the training process [37] . In the early stage of training, the decision making needs to maintain large randomness to make the agent experience as many states as possible. Another exploration method is noisy nets, which split the fully connected layer into deterministic stream and noisy stream. In this way state-conditional exploration and a form of self-annealing are implemented during the learning process [38] . Compared to other reinforcement learning applications, the state space of DASH rate adaptation is relatively less complex, so the policy of epsilon-greedy is enough to make the training process achieve convergence in finite iterations. It will be adopted in the training of the RDQ agent.
V. SIMULATION RESULTS
In this part, we will introduce the setup of the simulation experiment and illustrate the simulation results. The proposed RDQ will be compared with heuristic ABR methods as well as RL-based ABR methods.
A. EXPERIMENT SETUP
As mentioned in Section I, the up-to-date simulation experiment is limited to the case of HD video streaming over 3G network. In order to adapt to the development of LTE wireless communication technology and the proliferation of 4K UHD video, it is necessary to upgrade the video data and network data in the DASH experiment. Therefore, we use AVC and HEVC UHD 4K DASH Datasets as our video dataset, which is composed of both AVC (H.264) and HEVC (H.265) encoded video content originated from three ultra-high-definition videos [41] . The video in the dataset is encoded to 13 different representation rates, ranging from 235 kbps to 40 Mbps, and the corresponding MPD files are rigorously provided. We select the 4-second segment group among the full dash profile as our DASH video source and collect the MPD file described before for our trace-based simulation. Therefore, we get 6 MPD files (3 videos in the 2 encode formats), each containing the chunk size information for all 13 representation rates. We chose bbb-x264 as our training video, and the other 5 as our test videos. The specific information of the video source is shown in Table 1 . AS for the real-time network data, we use 4G LTE Dataset with Channel and Context Metrics provided by Raca et al. [42] . This dataset provides 4G network throughput data under 5 mobility patterns acquired with GNetTrack Pro with the granularity of one sample per second, as well as network channel and context information. After preliminary data analysis, we select the data under vendor A as our realtime 4G network traces, in which network throughput varies from 0 to 30 Mbit/s. In this way, we have a total of 100 realtime network traces, which will be used as the testing set to verify the generalization ability of the trained RDQ agent. For the training of the RDQ agent, we use the Markov chain to generate 1000 training traces and 200 validation traces by carefully setting the state transition probability. The network throughput also fluctuates between 0 and 30 Mbit/s. Whether it is real traces or synthetic traces, the fluctuation range of the network throughput and the adaptive bitrate range of the video source can be somewhat comparable to avoid the extreme case where the ABR problem degenerates into a trivial one.
Since we are doing trace-based simulation, the video player is also simulated as explained in Section III. The maximum size of buffer occupancy we set for the player is B max = 60s, which is typical of a DASH video player. The rate request, download and playback of the video chunk are performed in the trace-based network environment and the buffer occupancy size of the player is updated from time to time. We can also conveniently monitor the stalling event during the video playback by probing the buffer. The chunkwise QoE scores for each ABR method are predicted using the established model in Section III. This predicted score is also the reward the agent obtains after each bitrate selection in the RL-based method. The mean of the predicted scores of all the video chunks reflects the current video QoE under a certain trace. The various ABR methods can be then evaluated by averaging the mean scores over multiple traces.
B. TRAINING
We first compare the training process of RDQ with other RL-based ABR methods. The main hyper parameter settings of various methods are shown in Table 2 . During the Get the multi-step experience using the online network (s t , a t , R
t , s t+n , is_terminal) and store it into the replay memory with the maximum priority; 4: Load the experiences of the batch size from the replay memory
Compute the total TD error of the batch:
Update the weights of the online network of Q with gradient decent to minimize the total TD error; 7: Put the sampled experiences back into the replay memory and assign each with the priority proportional to the TD error; 8: The weights ofQ are updated every C times:Q = Q. 9: end while training process, adaptive bitrate streaming is performed for bbb-x264 on 1000 synthetic network traces. By collecting (old_state, action, new_state, reward, is_terminal) tuples, Q-value table or the weights of Q-value network are constantly updated until the policy converges. It is worth mentioning that in the early stages of the training process, in order to enable the agent to explore as many states as possible, the randomness of the bitrate selection policy is ensured using epsilon-greedy, which is adopted by tabular Q-learning and DQN. In A3C, an entropy term is added to the actor's loss function during training to make the actor' bitrate selection in the early stage as diverse as possible. As for the proposed RDQ, we also adopt epsilon-greedy in the training process to strike a balance between exploration and exploitation. The overall training scheme of the proposed RDQ is concluded VOLUME 7, 2019 FIGURE 6. The rate adaptation results of several ABR methods on the validation set. Top row: QoE score, video rate and rate switch times. Bottom row: stalling length and stalling times.
in Algorithm 1. The training algorithm takes the rate selection for a video chunk as a step, collects the multi-step experience and puts it into the prioritized replay memory. By performing the gradient descent based on the TD error of the loaded experiences, the network weights are updated. The algorithm is expected to improve the convergence speed and the performance after convergence.
In order to evaluate the convergence speed of various RLbased ABR methods, we use the number of chunks that the agent has experienced as the horizontal axis and the average mean QoE score on the validation set as the vertical axis to plot the convergence curve, as shown in Fig. 5 . The figure shows that RDQ has a higher convergence speed and a better QoE performance when it converges. The faster convergence of RDQ benefits from the two learning mechanisms, i.e., multi-step and prioritized replay memory. The former makes the agent have a certain insight over the horizon during the training process, while the latter enables the agent to learn more frequently from the experiences with larger TD error. Further comparing the RL-based methods with the heuristic methods on the validation set, the results are shown in Fig. 6 . As can be seen from the figure, the average QoE score of RDQ on the validation set is higher than other RL-based methods as well as heuristic methods. The performance gain of RDQ is mainly due to the reduction in the number and duration of the stalling. At the same time, the bitrate level of RDQ is maintained at a high level. For RDQ, we also try to sweep over its neural network architecture parameters. In the testing simulation, we will use the network architecture that makes RDQ have the best QoE performance on the validation set. The network architecture of DQN and A3C is also consistent with that of RDQ, as shown in the Table 2 . for l in the range of total number of test videos do 3: while the last chunk is not downloaded do 4: Select the bitrate a t according to the collected state using the RDQ agent; 5: Download the chunk with the bitrate level a t of the l − th video under k − th network trace; 6: Get the bitrate, stalling time, rate switch information for the current chunk and calculate the chunkwise QoE score.
7:
end while 8: end for 9: end for
C. TESTING
We will compare RDQ with DQN, A3C, and MPC on the testing set. The results of other methods are no longer displayed due to their poor QoE performance. The throughput data in the testing set is from real-time LTE network in Ireland. The video sources in the testing set are bbb-x265, sin-x264, sin-x265, tos-x264 and tos-x265. Then the testing scheme of the proposed RDQ is given in Algorithm 2. The test algorithm traverses in turn all the throughput traces and test videos, where the trained RDQ agent is employed to select the appropriate rate for the video chunk to be downloaded. The inner loop of the algorithm is constantly executed until all the video chunks under the current trace are downloaded. Due to the different network scenarios in which throughput traces are located, we can test the generalization capabilities of RDQ, i.e., the ability to ameliorate the quality of user experience under different network conditions for different video content.
Since various RL-based agents do not have access to these video sources and the throughput data during the training process, we believe that the comparison with the heuristic method is reasonable and fair. Besides, the simulation is in line with the actual application scenario where the agent needs to cope with various unknown network and video status. The performance of the various methods on the testing set is shown in Fig. 7 . We can find that RDQ obtains QoE performance gain over other methods again thanks to its amelioration in the stalling event while the indicators of bitrate level and rate switching is basically not sacrificed. In other words, the trained RDQ agent can better adapt to the dynamic changes of the network throughput. The RDQ method addresses the playback fluency as the first priority, while making full use of the network bandwidth to ensure the video bitrate.
Furthermore, we show the QoE score of each method under different mobility patterns of the test network data, as shown in Fig. 8 . We can see that the QoE performance of RDQ under various mobility patterns is all superior to other methods, especially in the pedestrian and static patterns in which the average throughput of the network is much lower. It can be seen that RDQ has strong generalization ability and it can still perform bitrate adaptation well under the harsh network conditions to ensure the user's experience of watching mobile video. To facilitate the intuitive understanding of the advantages of RDQ, we give the result of rate adaptation of RDQ and A3C under both good and terrible network conditions for sin-x264, as shown in Fig. 10 . It can be found that RDQ has stronger strategic flexibility than A3C and thereby achieves better QoE performance. RDQ can dynamically adapt to various network conditions to make the best bitrate selection: it can actively improve the bitrate under good network conditions and alertly avoid the stalling event under bad network conditions, thus improving the user experience. Finally, we also give the QoE score distribution of the four methods on the validation set and testing set in Fig. 9 and we can clearly see the QoE performance gain of RDQ. Here the average QoE is the mean value of the subjective QoE scores of all chunks of a certain video under a certain throughput trace and represents the user experience of the complete video under the trace. The distribution curve of the RDQ method has a significant shift towards larger value, whether on the validation set or on the test set.
D. ANALYSIS AND DISCUSSION
When comparing various ABR methods on the validation set, the advantage of BB is fewer times and shorter length of the stalling event, while the advantage of RB is fewer times of bitrate switching. Although MPC can achieve trade-off of bitrate, rate switching and stalling to some extent, the computational complexity is too high to make it implemented. The tabular Q-learning algorithm has large bias in the Q-value table due to the defect of discrete representation of the continuous state space. Therefore, the QoE performance of the derived adaptive strategy lags far behind other methods. The QoE performance of DQN and A3C is close to the proposed RDQ, but there is still a observable gap. By analyzing the various indicators, we found that when using the RDQ agent, the times and the length of the stalling event are suppressed to the lowest, while the video bitrate and rate switching are maintained at a level comparable to other learning-based methods.
RDQ showed similar advantages on the testing set. Under various mobility patterns of real-time network, the QoE performance of RDQ is still superior to other methods, especially in the pattern with lower network bandwidth. This indicates that the trained RDQ agent has strong generalization ability and can flexibly adapt to various network conditions, so that the video service quality can match the network communication quality as well as possible. Besides, the number of operations (i.e., addition and multiplication) required for a single rate selection is as follows:
where N s is the size of the input state, N f the number of 1D filters, N h is the number of hidden neurons, and N o the number of bitrate levels. Compared to the time scale of video chunk download and playback, the time complexity of the rate selection is negligible, so the trained RDQ agent can be applied to real time rate adaptation without causing unpleasant time overhead. In addition, during training, RDQ converges faster than tabular Q, A3C, and DQN and converges to higher average reward, i.e., the RDQ agent can converge to a better bitrate adaptation policy with fewer video chunks experienced. These gains are due to the improvements on the architecture of the Q-value network and on the learning mechanism. Compared to A3C and DQN, RDQ introduces double Q and dueling Q, which increases computational complexity. But the advantages of deep learning make the cost restricted to the training process. Once the RDQ agent is well-trained, it can perform real-time adaptive rate selection at low cost and contribute to a better user experience.
VI. CONCLUSION
In this paper, we propose RDQ, a QoE-oriented DASH rate adaptation framework based on enhanced Deep Q-learning. The proposed framework overcomes the QoE target bias problem that may exist in the existing learning-based methods by constructing a subjective QoE model the reward function in the learning process. In addition, RDQ introduces improvements on the network architecture (double Q and dueling Q) as well as improvements on the learning mechanisms (multistep and prioritized replay experience) so that the agent can quickly converge to the best policy by learning from experience and achieve better DASH video QoE performance. Furthermore, we have applied the multi-bitrate-level ultrahigh-definition video and real-time LTE network data to the comparison of adaptive bitrate algorithms for the first time. The proposed RDQ framework outperforms other effective learning-based methods such as DQN and A3C and is also far superior to heuristic methods such as MPC. Through the breakdown analysis of the results, we find that the proposed RDQ can keep the stalling length and the number of rebufferings during video playback to a minimum while maintaining a high bitrate level and few bitrate switching times. Besides, a certain QoE performance gain has been achieved under all the mobility patterns of the real-time network.
RDQ takes a step forward for the rate adaptation method based on reinforcement learning, and its main advantages can be summarized as faster convergence and better QoE performance by using combined improvements of deep Q-learning. With the evolution of deep reinforcement learning, proposals that obtain improvements in other scenarios can also be applied to the rate adaptation of DASH. The reward function of reinforcement learning in this paper is the subjective QoE model derived from LIVE-NFLX-II QoE Dataset, which ensures that the well-learned rate adaptation strategy is QoEoriented. However, the factors affecting the subjective QoE score of the video are extremely complicated. The chunkwise subjective QoE model has only incorporated the three factors of bitrate level, rate switching and stalling length. The retrospective QoE, however, is also depending on the initial delay, the location of the stalling event etc., so optimizing the mean chunkwise QoE score does not necessarily guarantee the best retrospective QoE score for the whole video viewing episode. Future research can integrate the initial delay and the location of the stalling event into the learning-based method, so that the learned policy can be better in terms of retrospective QoE. What is more, the reinforcement learning algorithm can also be applied to the network resource allocation at the base station for multiple DASH clients, where the decision is made according to the network resource status and the received bitrate requests of multiusers [43] - [45] . The fairness among multiusers and the overall QoE for DASH video viewing are expected to be improved if reinforcement learning is appropriately employed. 
