Abstract. We consider a numerical scheme for a class of degenerate parabolic equations, including both slow and fast diffusion cases. A particular example in this sense is the Richards' equation modeling the flow in porous media. The numerical scheme is based on the mixed finite element method (MFEM) in space, and is of first order implicit in time. The lowest order Raviart-Thomas elements are used. We derive error estimates in terms of the discretization parameters and show the convergence of the scheme. The paper is concluded by numerical examples.
Introduction.
In this paper we analyze a mixed finite element scheme for the nonlinear, possibly degenerate, parabolic equation ∂ t b(u) − ∇ · (∇u + k(b(u)) e z ) = 0, (1.1) where e z denotes the vertical unit vector.
Many porous media models can be brought to the form above. In this sense we mention the equation ∂ t Θ(ψ) − ∇ · (K(Θ(ψ))∇(ψ + z)) = 0, (1. 2) which has been proposed by L.A Richards in 1930 to model the water flow in a porous medium (see e.g. [6] ). In (1.2), ψ denotes the pressure head, Θ the saturation reduced to the standard interval [0, 1], K stands for the hydraulic conductivity of the medium and z for the height against the gravitational direction. Based on experimental results, different curves have been proposed for describing the dependency between K, Θ and ψ (see e. g. [6] ), yielding the nonlinear model (1.2) . In this sense we mention the van Genuchten -Mualem framework, where Θ(ψ) = 1 + (c|ψ|) whenever the flow is unsaturated (ψ < 0). Here K s > 0, c > 0 and m ∈ (0, 1) are medium dependent parameters. For the fully saturated regime (ψ ≥ 0) we have Θ = 1 and K = K s . Notice that in the present setting Richards' equation degenerates whenever ψ goes to −∞, implying that both Θ ′ (ψ) and K(Θ(ψ)) are approaching 0, or in the fully saturated regime (ψ ≥ 0), when Θ ′ (ψ) = 0. The regions of degeneracy depend on the saturation of the medium; therefore these regions are not known a-priori and may vary in time and space.
The Richards' equation is written in the pressure based formulation. In this way all flow regimes up to the case of completely dry soils can be considered: unsaturated, partially saturated and fully (water) saturated. As proven in [2] , the Kirchhoff we can bring equation (1.2) to the form stated in (1.1). Further, for the nonlinearities in (1.3), b ′ (·) vanishes in the fully saturated regime, when u ≥ 0. In this case the equation (1.1) becomes elliptic. This type of degeneracy is commonly called as "fast diffusion". Moreover, in the above setting u approaches a negative value M as the soil is drying, and in this case b ′ (·) is blowing up. This corresponds to a vanishing diffusion in the original form (1.2) , and the equation becomes hyperbolic or ordinary in such a case (the "slow diffusion case").
Another example is the porous medium equation (see [4] ) (1.7)
In the above problem Ω is a d-dimensional domain, where d = 1, 2 or 3. Its boundary is denoted by Γ. Further, T > 0 is a given finite time.
Throughout this paper we make use of the following assumptions: 
For simplicity we assume b(·) continuously differentiable almost everywhere. (A3) k(b(·)) is continuous and bounded and satisfies for all
For the Richards' equation in the Mualem -van Genuchten setting, the assumption (A2) holds with α = 2m/(3m + 2), whereas (A3) is satisfied whenever m ∈ [2/3, 1). For the porous medium equation (A2) is satisfied with α = 1/m. Remark 1.2. In (1.7) we have considered only a vertical convection. The results in this paper can be straightforwardly extended to the more general case, where the convection term is a vector satisfying (A3). Remark 1.3. For the ease of presentation we have only considered homogeneous Dirichlet boundary conditions. The results can be extended to more general ones, as well as for problems involving a reaction term satisfying a condition that is similar to (A3).
We mention [3, 15, 18, 24] for a mixed finite element discretization of (1.1). Specifically, the lowest order Raviart-Thomas finite elements are used, whereas the time discretization is achieved by an Euler implicit scheme. For the spatial discretization, optimal error estimates are obtained in [3, 18] . For proving the convergence of the fully discrete scheme, the solution is assumed sufficiently regular.
Similar results are obtained in [23] for an expanded MFEM. In [15] , the ideas in [3, 18] are combined with the techniques for degenerate parabolic equations that are developed in [10] . The convergence order in [15] is optimal and obtained for a Lipschitz continuous nonlinearity b(·). An essential point of the proof is the equivalence between the mixed and conformal formulations, for both the continuous and the time discrete problems.
All the results mentioned above are obtained for either the slow diffusion case, or the fast diffusion one. As mentioned in the introduction, the Richards' equation (1.2) features both type of degeneracies. This is allowed in [12] , where a conformal scheme is analyzed but only for the saturation based formulation. Therefore the results there do not apply to the fully saturated flow regime.
In the present paper we prove the convergence of the Raviart-Thomas MFEM, Euler implicit discretization in a general framework. By assuming only the Hölder continuity of b(·), both degeneracies mentioned before are allowed. This applies in particular to the Richards' equation (1.2). Furthermore, the error estimates are obtained now directly, in a transparent manner. The equivalence with a conformal formulation remains valid also in this general framework but plays just a secondary role in the proof, precisely to establish the regularity of the solution. Another advantage of the new approach is that the convergence in the nondegenerate case, as well as in the fast diffusion case where b(·) is Lipschitz continuous, can be obtained directly as particular cases of the current results.
The paper is organized as follows. In Section 2 the mixed continuous variational formulation is stated and the regularity of the solution is discussed. The error estimates for the time discrete scheme are obtained in the next section. The fully discrete scheme is considered in Section 4, where error estimates are derived in terms of the discretization parameters. In Section 5 we present some numerical simulations and the conclusions.
The mixed formulation.
In what follows we seek for weak solutions for the problem (1.7), written in the mixed form. We start with the weak conformal formulation, and investigate the equivalence between the mixed and conformal solutions. To define a solution in the weak sense, we make use of common notations in the functional analysis. By ·, · we mean the inner product on L 2 (Ω), or the duality pairing between H 1 0 (Ω) and H −1 (Ω). Further, · , · 1 and · −1 stand for the norms in
The functions in H(div; Ω) are vector valued, having a L 2 divergence. By C we mean a positive constant, not depending on the unknowns or the discretization parameters.
A weak, conformal solution of (1.7) is solving the following problem:
. Existence, uniqueness and essential boundedness for a weak solution of (1.7) is studied in several papers (see, for example, [2] , [11] and the references therein). We also mention [20] for the analysis of an outflow problem in unsaturated media that is based on regularization. In particular, the following regularity is proven in [2] 
In the present paper we have in mind the applications mentioned in the beginning, where b(u) models the water content or the air density. Thus it is physically reasonable to assume
. In this way, by Lemma 9 and Corollary 4 of [21] , we have b(u) ∈ C(0, T ; H −1 (Ω)). As stated in the introduction, our aim is to prove the convergence of a mixed finite element discretization of (1.1). Due to the degeneracy of this equation, its solution lacks regularity. In particular,
, so in the variational formulation of (1.1) the spatial regularity of the test functions should be H 1 . However, the mixed formulation requires test functions that are only L 2 in space. To overcome this difficulty we follow [3] (see also [23] ) and integrate (1.1) in time from 0 to any t ∈ (0, T ]. With q defined in (2.3) this gives
for all t, in the sense of H −1 . By (A4) and (A5), from (2.4) and (2.3) we can conclude that
In fact we also have
for almost every t. In this way, for all ϕ ∈ H 1 0 (Ω) and t ∈ (0, T ] we obtain
2 for almost every t. Since these are defined for all t, by density arguments we conclude that equation (2.6) holds for all ϕ ∈ L 2 (Ω) and all t.
Having in mind the above we can now define the mixed, time integrated variational form of (1.7):
(Ω). The problems P C and P M are equivalent, as follows from Proposition 2.2 in [15] : Proposition 2.1. A function u solves Problem P C if and only if (p, q) defined as
In [15] , b(·) is assumed Lipschitz continuous, which is more restrictive than (A2). However, the regularity of u and q stated above allows us to prove the equivalence in the present setting as well. To do so, we simply have to follow the steps in [15] . The details are omitted here.
3. The time discretization. We now proceed with the time discretization Problem P M , which is achieved by the Euler implicit scheme. Let N > 1 be an integer giving the time step τ = T /N . For a given n ∈ {1, 2, . . . , N }, with t n = nτ we define the time discrete mixed variational problem:
for all w ∈ L 2 (Ω), and v ∈ H(div; Ω). Initially we take p 0 = u I ∈ L 2 (Ω). Assuming b(·) Lipschitz continuous, the convergence of the time discrete numerical scheme is proven in [15] by showing the equivalence between the conformal and mixed forms of the temporal discretization. Then the proof is done for the conformal method. In this section we give a simplified convergence proof, which applies directly to the mixed time discretization given in (3.1) and (3.2). Before doing so, it is worth noticing that the equivalence between the semidiscrete mixed and conformal schemes holds in the present generalized setting as well. To prove this, we simply have to proceed as in the proof of Proposition 2.3 in [15] . Furthermore, this equivalence also provides the existence of a solution for Problem P n M , as well as its uniqueness at least under a mild restriction on τ : τ < 4/C k . This is due to the existence and uniqueness for the conformal problem that is equivalent to Problem P n M . In the case of a Lipschitz continuous nonlinearity b(·), these results are proven for example in [9] , Chapter 4. If b(·) is only Hölder continuous, the existence can be obtained by approximating it in the C 0,α norm by a family of Lipschitz continuous functions b δ (·). The resulting regularized problems have unique solutions that are uniformly bounded in H 1 0 (Ω). The weak limit u of a sequence {u δn } n∈N with δ n ց 0 is solving Problem P n M , and uniqueness follows by standard energy arguments. We omit the details here and only mention that, as a result of this equivalence, p n has a better regularity:
In what follows we will make use of the elementary result below.
To prove the convergence of the semidiscrete scheme (3.1)-(3.2), we use the following stability estimates:
Proof. We test (3.1) with p n and (3.2) with τ q n , add the equalities and sum the resulting up for n = 1, . . . , N . This gives
The three terms in the above are denoted by T 1 , T 2 and T 3 . To estimate T 1 we notice that if b(·) satisfies the assumption (A2), for any reals x and y we have
Together with the Hölder continuity of b(·) this gives
The case α ∈ (0, 1) is solved by applying the inequality of Hölder
with p = 2 1 + α and q = 2 1 − α . We obtain again T 1 ≥ −C for some constant C > 0. T 2 needs no further treatment, while for T 3 we apply the Cauchy inequality, as well as the inequality of means to prove the estimates for q in (3.5). For the H 1 estimates for p we first notice that, by (3.3), (3.2) becomes:
for all v ∈ H(div; Ω). Since both q n and k(b(p n )) are actually L 2 , the above inequality holds for any v ∈ (L 2 (Ω)) d . This, together with the boundedness of k(·), the estimates for q n and the inequality of Poincaré completes the proof of (3.5).
To prove (3.6), one simply has to follow the proof of Proposition 3.5 in [15] . Finally, for obtaining the estimate (3.7), we test (3.1) by ∇ · q n . Applying the Cauchy inequality gives
If the Hölder exponent α in (A2) is 1 (thus if b(·) is Lipschitz continuous), the proof is concluded by the estimate in (3.6). For the case α ∈ (0, 1) we first notice that (A2) and (3.6) immediately imply
Further, with r = 2(1 − α) 1 + α we use the inequality (3.8) to estimate the sum on the right in (3.9) by
With p = α + 1 1 − α and q = α + 1 2α and recalling (3.10) this gives
and the rest of the proof is straightforward.
In what follows we prove the convergence of the mixed time discrete scheme (3.1)-(3.2). This extends the result stated in Theorem 4.6 of [15] to the case of Hölder continuous nonlinearities b(·). As following from below, the present demonstration is simplified by giving up the convergence proof for the conformal scheme, as proceeded in [15] . The error estimates are obtained now in a direct manner, which applies to mixed variational formulations with test functions in L 2 (Ω). For any time dependent function f defined on the interval [0, T ], we first introduce the notations:
This further implies
Now we can proceed by estimating the error for the mixed time discrete scheme (3.1)- (3.2) . In what follows we assume that τ is sufficiently small, so that the discrete Gronwall lemma can be applied.
Lemma 3.3. Assuming (A1)-(A5), for any K = 1, . . . , N we have the estimates
Proof. For any n ∈ {1, . . . , N }, (3.1) immediately implies
for all w ∈ L 2 (Ω). Further, (2.7) and (2.8) can be rewritten as
for all w ∈ L 2 (Ω), respectively v ∈ H(div; Ω). Subtracting now (3.14) from (3.15) and (3.2) from (3.16) and recalling that p(0) = p 0 gives
for all w ∈ L 2 (Ω) and v ∈ H(div; Ω). Taking now w = p n − p n in (3.17) and (3.18) , and adding the resulting yields
Summing the above for n = 1, . . . , K leads to
We denote by T 1 , T 2 and T 3 the terms in the above and estimate them separately. By (3.4), we have
To estimate T 1 , we first split it as
Denoting the terms above by T 11 and T 12 , since b(·) is nondecreasing we immediately get T 12 > 0. For T 11 we use (3.11) and the regularity of ∂ t b(p) and p, and obtain
Finally, the convection term T 3 gives
For T 31 we use (A3) and obtain 
and the result follows by applying the discrete Gronwall lemma. Remark 3.4. As following from the Gronwall lemma, the constant C appearing in the estimates proven above is depending exponentially on T . In the absence of convection there is no need for the Gronwall lemma, and the constant C does not depend on T anymore. In particular we obtain: 
The estimates in Lemma 3.3 can be improved under stronger assumptions on b(u), and by ruling out the fast diffusion case. Specifically, we have the following: Corollary 3.6. Assuming
the estimates in Lemma 3.3 become optimal:
for any K = 1, . . . , N . Proof. The proof follows the ideas in the demonstration of Lemma 3.3. The regularity of ∂ t b(u) allows estimating T 11 as
By (3.27), the first term on the right in the above is bounded by τ C for some C > 0. Further, for dealing with the remaining term we estimate from below the last term in (3.21) as follows
Now the proof can be completed exactly as proceeded for Lemma 3.3. In the following we will make use of the following technical lemma:
with C > 0 not depending on w.
Proof. 
Proof. Subtracting (3.2) from (3.16) and adding the result for n = 1, . . . , K, we end up with
for all v ∈ H(div; Ω). Further, by Lemma 3.7, a v ∈ H(div; Ω) exists such that (3.28)
Taking this v in the above yields
Since v ≤ C w , it follows that
The last term in the above is estimated by
In this way we obtain
The result follows straightforwardly, multiplying the above by τ 2 . Summarizing the estimates in the lemmas 3.3 and 3.8, we obtain the following theorem:
Theorem 3.9. Assuming (A1)-(A5), with (p, q) and (p n , q n ) solving Problem P M , respectively Problem P n M with n = 1, . . . , N , for any K = 1, . . . , N we have
4. The fully discrete mixed discretization. In this section we proceed by estimating the error for the fully discrete approximation. This is done first for the flux variable q, and then for the p unknown. In doing so we let T h be a regular decomposition of Ω ⊂ R d into closed d-simplices; h stands for the mesh-size (see [8] ). Here we assume Ω = ∪ T ∈T h T , hence Ω is polygonal. Thus we neglect the errors caused by an approximation of a nonpolygonal domain and avoid an excess of technicalities (a complete analysis in this sense can be found in [10] ).
The discrete subspaces
So W h denotes the space of piecewise constant functions, while V h is the RT 0 space (see [7] ). Notice that ∇ · q ∈ W h for any q ∈ V h . In what follows we make use of the usual L 2 projector:
for all w h ∈ W h . Furthermore, a projector Π h can be defined on (
for all w h ∈ W h . Following [14] , p. 237, this operator can be extended to H(div, Ω). For the above operators there holds
The following technical lemma is proven in [22] (see also [19, p. 38] ). Lemma 4.1. Assuming (A1) and given a f h ∈ W h , a v h ∈ V h exists such that
with C > 0 being a constant not depending on h, f h , or v h . Further we will make use also of the following stability estimates. Lemma 4.2. Assuming (A1)-(A5), and p n being the first component in the the solution of Problem P n M , with n = 1, . . . , N we have the following estimates
Proof. For α = 1 the proof is straightforward, by using the estimates in (4.4) and (3.5). For α ∈ (0, 1), using the imbedding Theorem 2.8 in [1] , p. 25, the Hölder inequality and (4.4) we obtain
With l = 2 1 + α , s = 2 1 − α and r = 1 l , the first estimate follows by (3.5). The second estimate can be proven similarly. We omit the details here. Let again n = 1, . . . , N . We can now define the fully discrete problems:
taken piecewise constant. Its restriction to any T ∈ T h should satisfy the condition b(p 0 h ) = P h b(u I ). Moreover, with this choice, for all w h ∈ W h , we obtain
M with n = 1, . . . , N , for any K = 1, . . . , N we have
Proof. From (4.7) we immediately obtain
for all w h ∈ W h and for any n = 1, . . . , N . Subtracting (4.10) from (3.14), respectively (4.8) from (3.2), and recalling the definition of the projectors in (4.2) and (4.3), we end up with
, respectively (4.12), adding the resulting and summing up for n = 1, . . . , K with K ≤ N gives
Now we proceed by estimating separately the terms in the above, denoted T 1 , T 2 and T 3 . It is worth mentioning that the estimates for T 2 and T 3 are obtained as in Proposition 4.10, p. 1470 in [15] . However, since b(·) is only Hölder continuous here, and not necessarily Lipschitz, T 1 requires a special attention. We start by writing
The first term above is positive. Moreover, by (A2) we have
For T 12 we use the Hölder inequality and obtain with δ = (4 α C b )
As in Proposition 4.10, p. 1470 in [15] , we use (3.4) and rewrite T 2 as
The first term on the right, denoted T 21 , is estimated by
Using (A3), T 3 gives for any δ > 0
Inserting (4.14)-(4.19) into (4.13) and choosing δ properly leads to
Finally, (4.9) follows applying the discrete Gronwall lemma. The above estimates for the flux error can be completed by estimates in p. To this aim we can proceed as in Proposition 4.12, p. 1472 in [15] . We omit the details here.
Lemma 4.4. Under the assumptions of Lemma 4.3, for any K = 1, . . . , N we have
The error estimates between the time discrete and the fully discrete solution provided in Lemma 4.3 and 4.4 can be comprised in the following theorem.
Theorem 4.5.
M , where n = 1, . . . , N . For any K = 1, . . . , N we have
The last term in the above is bounded, as follows from Lemma 4.2. For the first term on the right we make the following additional assumption
The assumption above is not too restrictive, since it involves a negative exponent of the time step τ . It is suggested by the estimate (3.7), obtained for ∇ · q n . Here we assume a similar bound for all partial derivatives of q n . Notice that (A6) is fulfilled in the case of one spatial dimension, when the spaces H(div, Ω) and H 1 (Ω) coincide. Furthermore, the H 1 regularity for q n in the multi dimensional case is ensured at least for domains Ω with sufficiently smooth boundaries, and whenever k(·) is differentiable and b(·) is Lipschitz (see for example [9] , Chapter 4).
Using now Theorems 3.9 and 4.5, the projection estimates (4.4), as well as the inequality (3.26) and the stability estimates we end up with the error estimates for the fully discrete mixed finite element scheme: Theorem 4.6. Assuming (A1)-(A6), for any K = 1, . . . , N we have 
For τ = h 1 + α 2 this gives a convergence of order h 1+α . 5. Numerical results. We test the considered numerical scheme on the following equation:
and T > 0 the final time. All the computations have been performed in the software package UG (see [5] ). In this setting, assumption (A2) is fulfilled with α = 1/m. The above equation is derived in a straightforward manner from the porous medium equation, a typical slow diffusion model. With appropriate initial and boundary conditions, the equation above admits the similarity solution (see [4] ):
The computations are performed for m = 2, m = 4, L = 1, T = 2 and T = 200, and the errors are given in the tables 5.1 -5.4. The initial grid is uniform, with h = 0.2. This grid is then refined successively by halving h. Correspondingly, the time step is taken τ = h (m+1)/2m , and we compute the errors as given in (4.22). As revealed from the error tables 5.1 -5.4, the numerical results are confirming the theoretically estimated convergence order of τ 2 + h (m+1)/m , since the reduction factor is close to 2 (m+1)/m at each refinement.
In the second numerical example we add a source term to the equation 5.1:
with Ω being the unit square. The source term is given by
with ǫ denoting a small regularization parameter. This parameter has been introduced to overcome the difficulties that are due to the degeneracy. In particular, this choice guarantees the convergence of the Newton method, when applied to the emerging nonlinear fully discrete problems (see [16] ). With appropriate initial and boundary conditions, an explicit solution of the equation ( Notice that by introducing the regularization parameter ε, the solution u is bounded away from 0. In his way, the problem is not degenerate anymore. In this case one would expect better estimates. However, these estimates are altered by ε. A numerical scheme exploiting this idea of perturbing the data for preventing the solution to reach the degeneracy values is analyzed in [13] . We mention here that the elliptic case was also treated in [17] . For the above problem, the final computational time is T = 1. We took ε = 10 −14 . Table 5 .5 presents the results obtained for τ = h, and both being halved successively. Clearly, the computations are confirming the expected convergence order of h. Further, we also performed computations for τ = h 1.2 . According to the estimates of Theorem 4.6, the convergence should be of order h 1.2 . This means a reduction of the error by the factor 2 1.2 ≈ 2.297 at each refinement. The results presented in Table 5 .6 are confirming the expectations again.
Conclusions. We have analyzed a numerical scheme for a class of degenerate parabolic equations, including both slow and fast diffusion cases. In particular, the results apply to the Richards' equation modeling the flow in unsaturated porous media. The spatial discretization is mixed and based on the lowest order Raviart -Thomas finite elements, whereas the time stepping is performed by the Euler implicit method. We have proven the convergence of the scheme by estimating the error in terms of the discretization parameters. The numerical experiments agree with the theoretically derived estimates. 
