Adaptive fusion of new information in a 3D urban scene is an important goal to achieve in computer vision, graphics, and visualization 
Introduction
Construction of 3D urban models is increasingly important in a variety of applications including urban planning, environmental monitoring, emergency relief scenarios, geospatial intelligent information visualization, virtual reality, and augmented reality. Many researchers have constructed 3D urban models from two or more images taken by handheld cameras or a variety of sensors [5, 11, 2, 10, 21] . Typically, these models are constructed at a fixed resolution. In some cases, researchers have also constructed a highly detailed model of interior environments where dense set of im- ages is acquired using mobile robots from various distances [19, 1] . A more likely scenario in outdoor 3D environment reconstruction is the acquisition of data using a variety of sensors during a short period of time to construct a model and then periodically update the model based on newly captured information using inexpensive hand-held sensors by mobile agents in outdoor environments.
In this paper we address one aspect of this adaptive fusion of new information -namely, the problem of enhancing the resolution of urban models by taking additional image sequences for specific sub-scenes. We acquire additional image sequences of a sub-scene from closer distances using a hand-held camera (see Figure 1 ) and extract 3D models at higher resolutions. The left diagram of Figure 2 shows that most of the existing registration approaches for 3D reconstruction of large scenes focus on collecting overlapping models at similar resolutions and mosaic them. The right diagram of Figure 2 shows our approach where the registration is needed at different scales. The challenge is to fuse the higher resolution images and models with the existing coarser level images and models. We achieve our goal through a hierarchical registration technique which utilizes the image properties of the intermediate data.
We have constructed a coarse texture-mapped 3D urban model of a small region of UCSC campus using techniques similar to ones employed by other researchers [10, 21] More specifically, the elevation for the terrain is obtained using Digital Elevation Models (DEMs) freely available from USGS (United States Geological Survey). Elevation of the buildings is determined using LiDAR data, which we obtained using airborne sensors. High resolution aerial imagery obtained from local sources is texture mapped on the terrain. Finally, low resolution imagery for walls is obtained using a hand-held camera and texture mapped on the side walls using standard image processing operations involving image warping and mosaicing. The bottom diagram of Figure 12 shows the results of such a coarse texture-mapped 3D model of Thimann Labs area inside the UCSC campus. We then acquired additional image pairs of a mural embedded inside this model from closer distances using a hand-held camera (see Figure 1 ). The focus of this work is to describe an algorithm to hierarchically register these additional images and extracted 3D models with this coarse model.
Background and previous work
In this section we review previous work on outdoor environments reconstruction, 3D reconstruction from images, registration using image and geometry features including scale-sensitive registration.
Urban scene reconstruction
Large scale urban scene reconstruction has emerged as a very important problem in recent years [21] . Faugeras et al. [8] present a method of constructing 3D Euclidean models of urban scenes from a sequence of aerial images using uncalibrated cameras. Ribarsky et al. [21] describe a semi-automated urban construction approach using aerial or ground images and utilize shadow cues, counting floors and other factors. Fitzgerald et al. [10] have constructed 3D urban models using building footprints and LiDAR height data. Footprints are used to identify building locations and the LiDAR height information associated with points inside the building polygons are used to extrude buildings and assign heights to them. Images of the building walls are captured using digital camera and perspective distortions are corrected before pasting the images on the extruded building walls. As stated before, we have used a similar approach to construct the coarse level 3D model of a region inside the UCSC campus.
There are several efforts underway to construct large scale environments using a variety of sensors including GPS devices, omni-cameras, and range sensors. Bosse et al. [5] describe a system called argus which is a mobile platform fitted with high resolution digital camera, a GPS unit, orientation trackers and and is capable of capturing multiple georeferenced images of the urban scenes from various orientations and distances. Image registration and mosaicing is achieved by fusing complementary GPS, inertial sensors and odometry data through Kalman filtering. The authors also employ offline image-based registration techniques to refine pose estimates [14] . Allen et al. [2] describe an urban modeling system where the data is acquired using a GPSequipped range sensor. Frueh et al. [11] also describe an urban modeling system where the data is acquired using a range sensor and path calibration is done using aerial imagery. Omni-directional sensors have been utilized to capture and create structure of complex indoor environments [19, 1] . None of these projects seem to have utilized scalesensitive image or model registration in their work.
3D reconstruction from images
Extraction of depth information from images is a well known computer vision problem [22] . Figure 3 shows the standard pipeline for extracting 3D information from a pair of images using a calibrated camera. We have utilized this pipeline to generate 3D models from an image pair. We have used the work of Zhang [23] for camera calibration using a fixed pattern. These 3D points are then triangulated and texture-mapped to produce texture-mapped 3D models (see Figure 4 ). 3D reconstruction from multiple images has also been achieved [16] . Our work focuses on registering images and models at different resolutions. We now describe the previous work related to the two main approaches to register images and models -namely using image or geometry. 
Registration using image features
The problem of matching two images where the viewpoints differ by small offsets in position, orientation, and viewing parameters such as focal length has been a well-studied problem for more than two decades. Several authors have also addressed the problem of matching two images gathered from two very different viewpoints but they did not consider a large change in resolution [9, 17, 6, 20] . The low-high resolution image matching task consists in finding a small region in the low resolution image that can be assigned to the high resolution image. Even an assumption of planar projective transformation between the two images leads to a very large search space and the associated non-linear minimization procedure has to deal with a four-parameter cost function [3] . Hansen and Morse [12] describe a method based on point-to-point correspondences where they are able to recover the scale factor between the two images but they cannot deal with camera motions. Our scale-sensitive image-based registration work (described later in Section 3) is perhaps most closely related to the recent work by Dufournaud et al. [7] , where they are able to match images differing in scale by a factor of up to 5. They obtain point-to-point correspondences using a scale-sensitive Harris Corner's detection algorithm. Also in [15] , certain feature points which are invariant to scale, rotation, translation and illumination changes are first detected for an image for indexing it. These scale invariant feature points are then used in the matching process and the results show that this approach works well up to a scale factor of 4. Our work differs from [7, 15] in at least two important ways. First, we introduce a scale-sensitive image registration algorithm, the motivation for which is described further below. Second, we match both images and models at different resolutions. We achieve this by ensuring that features points in 1-1 point correspondences obtained by matching images at different resolutions (say high-res image 1 with low-res image 1) are a subset of the feature points in the 1-1 point correspondences obtained by matching images at same resolutions (say high-res image 1 and 2 and low-res image 1 and 2). Therefore, instead of applying scale-sensitive Harris Corner detection algorithm, we start with already discovered robust 1-1 point correspondences between images at same resolutions (see Figure 5 ) and then look for a subset of these matches using a scale-sensitive image registration to match images at different resolutions. Due to our requirement of subset of matches, we are able to match images at different resolutions that differ by a factor only up to 2, but we are able to boot-strap this method to hierarchically register several layers of both images and models. In Section 4, we present an example where we register 7 layers so that the scale ratio between the lowest and highest resolution images is approximately 1:15. We are able to carry out this hierarchical registration for several layers because the number of robust final matches after subsetting seems to be much higher at ratios of 1:2 than at higher scale ratios such as 1:5.
Registration using geometry
An alternative to image-based registration between images and models is to first register 3D models at different resolutions and then try to match images (reverse process of what we are trying to do in this work). The most popular and successful geometry-based registration approach is the ICP (iterative closest point) algorithm introduced by Besl and Mckay [4] . The ICP algorithm and its variants [18] have primarily been used in alignment of 3D information obtained directly from 3D scanners. It seems that most of the existing literature focuses on registration of 3D point clouds at similar resolution. One of the limitations of this technique is the computation of the initial state vector, which plays a major role in avoiding local minima problem. If the scale between two models is not known a-priori, it is not clear how to extend this algorithm to scale-sensitive model registration. Nevertheless, this approach has some merits and we have explored this venue to a limited extent as described in Section 3.2.
Algorithm
The proposed algorithm for hierarchical registration of texture-mapped models when data is acquired from image pairs at successively higher resolutions can be described in four major steps. The first step is the 3D model reconstruction from images at similar resolution using the standard techniques illustrated in Figure 3 and described briefly in Section 2.2. The second step is the scale-sensitive image registration algorithm described in Section 3.1 and illustrated in Figure 5 . The third step is the registration of 3D models at different resolutions and mesh merging described in Section 3.2. The fourth and the final step is the hierarchical boot-strapping of the first three steps of this algorithm that allows us to register several layers of data on the initial coarse model. Results of applying the hierarchical registration are described in Section 4.
Scale-sensitive image registration algorithm
In order to register images at different resolutions, we have introduced a variation to the well known feature corre- spondence algorithm (presented in Figure 3 and described in Section 2.2) by introducing a scale-sensitive correlation score computation and scale-sensitive match strength computation that we describe below. As shown in Figure 5 , the input to the correlation score computation algorithm is (i) feature points È À found in one (say left) image of a high resolution image, (ii) feature points È Ä found in the same (left) image of a low resolution image. Subsequent steps are performed only on these pairs of feature points.
Correlation score computation: Rather than using the correlation windows of same size, here we introduce a scaling factor × to correlate a window of size ×Ñ by ×Ò centered at´Ù ½ Ú ½ µ with another window of size Ñ by Ò centered at´Ù ¾ Ú ¾ µ, as shown in the top diagram of Figure 6 . Let Ñ ½ and Ñ ¾ are the corresponding feature points located at´Ù ½ Ú ½ µ and´Ù ¾ Ú ¾ µ respectively. The scaling correction factor ×, which is a fractional value between 0.0 to 1.0, is applied to the image at higher resolution.The modified expression for computing the correlation score ×´ µwith the scaling correction × is as 
Match strength computation:
The previous step of correlation score computation may yield many-many correspondences between feature proints. The idea of match strength computation is to select a 1-1 correspondence from the set of candidate matches. In order to deal with images at different resolutions, we scale one of the neighborhoods and modify the distance formula as described below. where¯Ö is the threshold on the relative distance difference.
Consider a match´Ñ
The remaining steps of the algorithm -relaxation strategy, use of epipolar geometry along with a least-squares-ofmedian algorithm to remove outliers, obtain a robust set of matches and compute camera motion parameters -remain the same. In order to find the optimum scale ratio, we discretized the values of × from 0.5 to 1.0 with an increment of 0.1 and maximized the number of robust matches for appropriate correlation thresholds (see Figure 7) . The top row of Figure 8 shows the final outcome of this stage of the algorithm. 
Scale-sensitive 3D Model Registration
The end result of the previous step is a set of robust 1-1 correspondences between 2D feature points of a highresolution and a low-resolution image. Since these feature points are a subset of feature points used in 3D model construction, we use the standard back projection (also known as triangulation) to obtain the correspondences between the 3D points of high and low resolution models (see the bottom row of Figure 8) .
We now need to find the scaling, rotation, and translation vectors in three dimensions to register the two models. We first compute scaling factor (Ë) between the two models as follows. For every possible pair´ µ, we compute the scale factor Ë ´À½ À½ µ ´À¾ À¾ µ . We first use this scale factor to remove the ourliers using a histogrambased approach. We then use the scale computation [13] :
, where Ä and À refer to the centroids of the 3D points in low and high resolution models. Now we use the standard quaternion approach [13] to compute the rotation and translation vector to minimize the least squares error between the 3D points of the two models. We also attempted to improve the registration of 3D models at different resolutions further by applying the ICP (iterative closest point) algorithm. However, we learned that the image based registration was already very accurate and the improvements were very marginal. However, it is possible that ICP algorithm can improve results further in additional scenarios, and we plan to investigate them in future.
Mesh Merging
We now have a high resolution mesh registered and superimposed over the low resolution mesh. We now describe a mesh merging approach in which we merge these two meshes with overlapping region to obtain a single consistent mesh.
vertices
Table 1. Classification of intersections of a triangle from outer low-resolution mesh with the convex hull of the inner mesh
First, the convex hull of the high resolution mesh is computed and superimposed on the outer low resolution mesh (see the top left diagram of Figure 11 ). Next, (i) the triangles in the low resolution mesh which are completely inside the convex hull are eliminated, (ii) the triangles in the low resolution mesh which are completely outside the convex hull are preserved, (iii) the triangles in the high resolution mesh that do not share an edge with the convex hull are also preserved. The main task lies in splitting and retriangulating the triangles belonging to both the low-res and high-res mesh in the overlapping regions (see the top right diagram of Figure 11 ).
Possible intersections of a low-res triangle and the convex hull are summarized in Table 1 . There are three possible scenarios -Tri-1, Tri-2, and Tri-3. The intersecting triangles are then re-triangulated in each of these cases as shown in Figure 10 . This completes the processing of the low resolution mesh.
The above process introduces intersections points of the newly triangulated low resolution mesh with the edges of the convex hull. At these intersection points, we change the depth values of the high resolution mesh to the depth values of the low resolution mesh to avoid any holes in the finally merged single mesh. In addition, the triangles of the high resolution mesh sharing the boundary edge are also retriangulated (Tri-4 scenario shown in the right most diagram of Figure 10 .) 
Results
The proposed algorithm in this paper is tested on real data sets by taking images obtained using a Sony digital camcorder. We used Zhang's easy camera calibration tool [23] to calibrate the camcorder. We have used Matlab for implementing most of our algorithms. We have used OpenGL libraries and C++ programs to render and view the texture-mapped models.
We have conducted experiments with several data sets. Here we present the results for the mural data. We constructed seven models at different resolutions. The coarsest resolution model (H1), which is a part of the coarse 3D texture mapped 3D urban model, was built and registered using the techniques described in Section 1. All intermediate resolution models (H2 to H6) and the highest resolution model (H7) were built using the algorithm described in Section 2.2 (see Figure 12 ). Statistics are summarized in Table 2 . Although the initial reprojection error was very high for H5-model because the two images used in the 3D reconstruction differed by a very small rotation, which is not very good for the working of the 3D reconstruction algorithm using epipolar constraint. However there was a significant improvement after using bundle adjustment algorithm.
Statistics for registering a high resolution image and model with the next lower resolution image and model using the algorithm described in Section 3 are summarized in Table 3 . In our experiments, we found that the image registration algorithm works well for scale ratios of up to .5:1. Although a more fine sampling of the scale ratio × may have an improvement in the number and robustness of the matches, we found that this improvement is not critical in registration vector computation for 3D model registration. Since the texture mapping is perfomed finally on the registered 3D models, it is the accuracy of the registration of 3D models that matter and not the initial estimate of the scale ratios between the images at different resolutions. We can also adaptively enhance or simplify the scene by registering or removing the intermediate models based on the viewpoint and the resolution of the scene. The mesh merging algorithm can jump across the hierarchy so that one can merge only the required models. For example, it is possible to merge and texture map H2, H5, H6 and H2 models only (see bottom row of Figure 13 ).
Conclusion
We have proposed and implemented a hierarchical algorithm for registering images and models at different resolutions. For the case of mural, we have demonstrated that we are able to hierarchically register the data with an approximate scale ratio of 1:15. There is no inherent limitation in the proposed algorithm to carry this further with even higher scale ratios so long as the successive ratios between the two layers is approximately 1:2. We plan to investigate scale-sensitive algorithms further to remove this constraint.
