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Abstract
As part of the IJCAI workshop on Shal-
low Parsing for South Asian Languages,
a contest was held in which the partici-
pants trained and tested their shallow pars-
ing systems for Hindi, Bengali and Tel-
ugu. This paper gives the complete ac-
count of the contest in terms of how the
data for the three languages was released,
the performances of the participating sys-
tems and an overview of the approaches
followed for POS tagging and chunking.
We nally give an analysis of the systems
which gives insights to directions for fu-
ture research on shallow parsing for South
Asian languages.
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1 Introduction
NLPresearch around the world has taken giant leaps
in the last decade with the advent of efcient ma-
chine learning algorithms and the creation of large
annotated corpora for various languages. However,
NLP research in Indian languages has mainly fo-
cused on the development of rule based systems due
to the lack of annotated corpora. These rule based
systems do not perform well for POS tagging and
chunking for Indian languages.
Statistical NLP research in Indian languages can
only be given a push by the creation of annotated
corpus for Indian languages. What better way to
start than POS tagging and chunking? It has been
shown time and again that for any language process-
ing tool, Part Of Speech tagging and chunking are
the fundamental processing steps.
Part-of-speech tagging (POS tagging or POS) is
the process of marking up each word in a text with
a corresponding part of speech like noun, verb, ad-
jective ,adverb etc ... , based both on its denition,
as well as its context. The number of part of speech
tags in a tagger may vary depending on the infor-
mation one wants to capture. For example, in the
sentence below, the POS tags are appended at the
end of each word with an ' '.
Children NNS are VBP watching VBG some DT
programmes NNS on IN telivision NN
Chunking consists of dividing a text in syntacti-
cally correlated parts of words. Common chunk tags
are NP, VP, PP. The chunk tags may also vary de-
pending on the information one wants to capture.[NP Children NNS ] (VP are VBP watch-
ing VBG ) [NP some DT programmes NNS]
[PP on IN telivision NN]
In this paper, we give a complete account of the
contest along with approaches followed by the par-
ticipating teamsand insights into their work. Section
2 in this paper gives an idea of the previous research
in POS tagging and chunking in Indian languages.
Section 3lists the task denition and the data format.
Section 4 gives a performance analysis of the vari-
ous approaches adopted by the participant for POS
tagging and chunking. Finally, Section 5 gives pos-
sible directions for future research.
2 Previous Research
For English, there are many POS taggers , em-
ploying machine learning techniques such as Hid-
den Markov Models (Brants, 2000), transforma-
tion based error driven learning (Brill, 1995), de-
cision trees (Black, 1992), maximum entropy meth-
ods (Ratnaparkhi, 1996), conditional random elds
(Laffertey et al., 2001). Some of the techniques pro-
posed for chunking in English are based on Sup-
port vector machines (Kudoh et al., 2001), Win-
now (Zhang et al., 2002) . The POS taggers reach
anywhere between 92-97 % accuracy and chunkers
have reached approximately 94 % accuracy. How-
ever, these accuracies are aided by the availability of
large annotated corpus for English.
As mentioned above, due to the lack of anno-
tated corpora, previous research in POS tagging and
chunking in Indian languages has mainly focused
on rule based systems utilizing the morphological
analysis of word-forms. A. Bharati et al. (1995) in
their work on computational Paninian POS parser,
described a technique where POS tagging is im-
plicit and is merged with parsing phase. More re-
cently, Smriti et al. (2006) proposed a pos tagger
for Hindi which uses an annotated corpus (15,562
words collected from BBC Hindi News site), ex-
haustive morphological analysis backed by high-
coverage lexicon and a decision tree based learning
algorithm(CN2). They reach an accuracy of 93.45%
for Hindi with a tagset of 23 POS tags.
For Bengali, (Sandipan et al., 2004) developed a
corpus based semi-supervised learning algorithm for
POS tagging based on HMMs. Their system uses
a small tagged corpus (500 sentences) and a large
unannotated corpus along with a Bengali morpho-
logical analyzer. When tested on a corpus of 100
sentences (1003 words), their system obtained an ac-
curacy of 95%.
A. Singh et al. (2005) proposed a HMM based
chunker for Hindi with an accuracy of 91.7 %. They
used HMMs trained on four tag scheme (STRT,
CNT, STP, STRT STP) with POS tag information
and converted it into two tag (STRT, CNT) scheme
while testing for chunk boundary identication.
They however used a rule based system for chunk la-
bel identication. Annotated data of 150,000 words
was used for training and the chunker was tested on
20,000 words with POS tags which were manually
annotated.
To the best of our knowledge, these are the re-
ported works on POS tagging and chunking for In-
dian languages till the NLPAI Machine Learning
Contest (2006) was held in the summer of 2006.
For the contest, participants had to train on a set
of training data for a chosen language provided by
the contest organizers. The systems, thus trained,
weretoautomatically markPOSand chunk informa-
tion on the test data of the chosen language. Chunk
annotated data wasn't released for Bengali and Tel-
ugu. Sandipan and Sudeshna (2006) achieved an
accuracy of 84.34 % for Bengali POS tagging us-
ing semi-supervised learning combined with a Ben-
gali morphological analyzer. A. Dalal et al. (2006)
achieved accuracies of82.22 %and 82.4%for Hindi
POS tagging and chunking respectively using max-
imum entropy models. Karthik et al. (2006) got
81.59 % accuracy for Telugu POS tagging using
HMMs. Sivaji et al. (2006) came up with a rule
based chunker for Bengali which gave an accuracy
of 81.64 %. The training data for all the three lan-
guages contained approximately 20,000 words and
the testing data had approximately 5000 words.
The experiences from organizing the NLPAI ML
Contest prompted us to hold a contest for Shallow
Parsing (POS tagging and chunking) where the par-
ticipants will have to develop systems for POS tag-
ging and chunking across Indian languages using the
same learning technique. The next section formally
denes the task and the data released as part of the
contest.Shakti Standard Format
1 (( NP
1.1 Children NNS
))
2 (( VG
2.1 are VBP
2.2 watching VBG
))
3 (( NP
3.1 some DT
3.2 programmes NNS
))
4 (( PP
4.1 on IN
4.2 (( NP
4.2.1 television NN
))
Table 1: An example sentence in the SSF Format.
3 Task denition and Data
The contest was conducted for three languages
Hindi, Bengali and Telugu. It could not be con-
ducted for other languages due to the lack of anno-
tated data. Participants were provided with 20,000
words of training data, 5,000 words of development
data and 5000 words of test data in all the three three
languages.
Hindi and Bengali data was released in UTF-8 en-
coding whereas Telugu data was released in wx no-
tation. While the training data contained three elds
(address, word/group, tag), testing data only had 2
elds (address and word). Participants' systems pre-
dicted the tags and chunk groups for the words in
each sentence. The evaluation metric for POS tag-
ging is POS-Tagging-Accuracy which isthe percent-
age of tokens with correct POS tag. The evaluation
metric for chunking is Chunking-Accuracy which is
the percentage of tokens with correct chunk bound-
ary (denoted by 'B' for begin of a chunk, 'I' for in-
side a chunk and 'O' for outside a chunk) and the
correct chunk tag.
The data was released in Shakti Standard Format
(A. Bharati et al., 2005). SSF Format is used to rep-
resent the different kinds of linguistic analysis , as
well as different levels of analysis (both constituent
level analysis and feature-structure level analysis).
Table 1 gives the SSF Format for the example sen-
tence in Section 1. As shown in the gure, there
are four columns in SSF format, separated by a tab.
Each line represents a word or a group (except for
lines with '))' which only indicate the end of a group
). For each group, the symbol used is '(('. Each line
has 4 elds. The word or group is in the second
eld, with part of speech tag in the third eld. The
rst eld is mainly for human readability, and stores
the tree or forest address of each word or group. The
fourth eld holds the feature information. Morpho-
logical information, grammatical roles, semantic in-
formation etc.. can be listed as features in the fourth
eld. However, for the current task, the fourth eld
remains empty. Sentences in the corpus are sepa-
rated by a blank line.
All the languages were annotated with the IIIT
POS and chunk tagset. The tagset has a total of 24
POStags namely CC,VRB,NNP,QFNUM,VJJ,RP,
QF, JJ, PRP, NN, VFM, NNPC, INTF, RB, VAUX,
NNC, PREP, SYM, VNN, QW, NEG, UH, NLOC.
Bengali has a few additional tags QT, INF, JJC and
RBC. The chunk tagset has 7 labels namely CCP,
RBP, JJP, VG, BLK, NP and NEGP. The reader is
requested to refer to A. Bharati (2006a) and A.
Bharati (2006b) for additional information regard-
ing the tagsets.
4 Approaches
The training data provided to the participants is
small (20,000 words approx. in each language) con-
sidering the number of tags and the morphological
richness of Indian languages. Table 2 shows the
number of words in training and test data for all the
languages. Note the percentage of unseen words in
the test data for each language. Approximately, one
third of the test words are unseen in Hindi and Ben-
gali whereas it is alarmingly high (almost half) in
Telugu. It is due to the agglutinative nature of the
language where a root can combine with other word
or sufx to form a larger word-form. This accounts
for data sparsity for statistical techniques and is a
major problem. It rightfully deserved the maximum
attention from the participants in their approaches.
Eight teams submitted their systems for evalua-
tion. Most teams used different approaches for the
two tasks, POS tagging and chunking. FollowingLang: Train Test Unseen Percent
Hindi 21470 4924 1532 31.11%
Bengali 20397 5225 1817 34.77%
Telugu 21415 5193 2454 47.26%
Table 2: Number of words in Train and Test data
along with the number of unseen words in the Test
data with percentages.
section has the analysis of the approaches used by
various teams.
4.1 POS Tagging
Participants tried out a wide range of learning tech-
niques starting from Naive Bayes, HMMs, Decision
Trees to Maximum Entropy Model and Conditional
Random Fields. None of the the teams tried rule
based approaches for POStagging. Most teams tried
out a number of learning techniques for comparison
before choosing the best. Table 4 lists the POS tag-
ging accuracies achieved by the teams for Bengali,
Hindi and Telugu.
Team names used in Table 4 and subsequent ta-
bles are the rst three characters of the rst author
of the respective participating team.
(Pattabhi et al., 2007) ! Pat, (Satish and Kishore,
2007) ! Sat , (Rao and Yarowsky, 2007) ! Rao,
(Himanshu, 2007) ! Him , (Asif et al., 2007) !
Asi , (Sandipan, 2007) ! San , (Ravi et al., 2007)
! Rav , (Avinesh and Karthik, 2007) ! Avi
Team Bengali Hindi Telugu Avg
Pat 72.17 76.34 53.17 67.22
Sat 60.08 69.35 77.20 68.88
Rao 69.07 73.90 72.38 71.78
Him 76.00 62.35 77.16 71.84
Asi 73.17 76.87 67.69 72.57
San 77.61 75.69 74.47 75.92
Rav 74.58 78.35 75.27 76.06
Avi 76.08 78.66 77.37 77.37
Avg 72.35 73.93 71.83 72.71
Table 4: POS tagging accuracies of the teams for
Hindi, Bengali and Telugu.
Previous research has shown that HMM based
POS tagging is simple to implement and efcient
too for a variety of languages. Four out of the eight
teams (Pattabhi et al., 2007; Ravi et al., 2007; Rao
and Yarowsky, 2007; Asif et al., 2007) used HMMs
for POS tagging. However, there are variations in
the way these teams handled the data sparsity issues.
Instead of smoothing, Pattabhi et al. (2007) used
linguistic rules to tag words for which the emission
or transition probabilities are low or zero. Asif et
al. (2007) too didn't use smoothing. For unknown
words, the emission probability is replaced by the
probability of the sufx for a specic POS tag. Ad-
ditionally, they also used Named Entity Recogniser
(trained on the same data) and a lexicon with ba-
sic POS information (like noun, verb, adjective etc
...). This lexicon is only used for Bengali. Rao and
Yarowsky (2007) tried four systems, Naive Bayes
Classier, A sufx based Naive Bayes Classier
which uses sufx info for unseen words and HMM
tools Tnt (Brants, 2000) and QTag (Tus and Ma-
son, 1998). They found TnT to be performing the
best among the four approaches. Ravi et al. (2007)
too used TnT for POS tagging. However, there is a
considerable difference in the POS tagging accura-
cies of Ravi et al. (2007) and Rao and Yarowsky
(2007) even though both used TnT.
Sandipan (2007) used Maximum Entropy Model
for POS tagging with contextual features covering a
word window of 1 and sufx (with length  4) and
prex (with length  4) information. For Bengali,
his system is assisted by a morphological analyser
which is used to restrict the output of the tagger to
the set of tags given by the analyser. This system
performs the best for Bengali POS tagging.
Himanshu (2007) developed a CRF based ap-
proach with a feature set including a word window
of 2, sufxes (last chars  4), word length and ag
indicating special symbols. To handle data spar-
sity, he built a knowledge database by picking word
& tag pairs which are tagged with high condence
by the initial model over a raw corpus of 150,000
words. The output of the tagger for a word is then
restricted to the set of tags listed in the knowledge
database and the training data. This is similar to
work done for Bengali by Sandipan (2007) with
the difference being that instead of a manually built
morphological analyzer, a machine built knowledge
database is used to restrict the outcomes of the tag-
ger. This system worked well for Bengli and Telugu.
However, it didn't perform well for Hindi.POS Tagging
Team LearningAlgo LanguageResources Features
Pat HMM and rule based tagging. - Lexical features
Rav HMM based tagging using TnT. - Lexical features
Rao HMM based tagging using TnT. - Lexical features
Avi CRF learning followed by TBL Morphological Analysers word window of 6,
root word, sufx, prex,
all possible tags for the word
length of the word
Asi Hybrid HMMs with P(wijti) Bengali lexicon annotated Lexical features
replaced by P(wijti;ti 1) with basic POS tags
supplemented by sufx info.
Also uses NER.
Him Conditional Random Fields Unannotated corpus word window of 2
last chars  4, word length
San Maximum entropy Model Morphological Analyser word window of 1
for Bengali jsufxj  4 and jprexj  4
San Decision Forests - features based on
Syllables, Phonemes and
Onset-Vowel-Code
Table 3: Summary of the approaches followed by the participants for POS tagging.
Avinesh and Karthik (2007) proposed a two
level training approach where Transformation Based
Learning (TBL) was applied on top of a CRF based
model. The CRF model used exhaustive contextual
information with a window size of 6, 6 and 4 for
Hindi, Bengali and Telugu respectively, morpholog-
ical information like root word, all possible cate-
gories, sufxes and prexes. They even used a ag
to indicate words with length  3 to take into ac-
count the large number of functional words in In-
dian languages. Their system got the highest POS
tagging accuracy for Hindi and Telugu.
Satish and Kishore (2007) used Decision Forests
for POS tagging with some innovative features
based on subwords (syllables, phonemes and Onset-
Vocal-Code for syllables) for Indian Languages.
The novel features they used are interesting and
quite intuitive since in Indian languages, the sub-
words are an important source of information to de-
termine the category of the word. For Telugu, the
system worked with reasonable accuracy whereas
for Hindi and Bengali the results don't look promis-
ing. It would be interesting to know the performance
of CRF based systems using these novel subword
based features rather than using last-n characters as
sufxes.
The average POS tagging accuracy of all the sys-
tems for Bengali, Hindi and Telugu are 72.35 % ,
73.93 % and 71.83 % respectively.
4.2 Chunking
Chunking is comparatively easier for Indian lan-
guages than POStagging. The teams used the output
of their own POS tagger as input to the chunker. So,
the noise from the earlier tagging stage effected the
chunking performance. Table 6 lists the chunking
performance of all the teams for Bengali, Hindi and
Telugu.
For chunking, an even wider variety of learn-
ing techniques were used as compared to POS Tag-
ging. It is interesting to note that none of the teams
used HMMs for chunking. All the teams divided
the chunking task into chunk boundary identica-
tion and chunk labeling. A rule based system was
proposed by Asif et al. (2007). However, no details
of the linguistic rules used in the system are given.
This rule based system worked well for Bengali and
Hindi. Satish and Kishore (2007) used the same De-Chunking
Team LearningAlgo LanguageResources Features
Pat Transformational Based Learning.. - Lexical features
Rav Learning Chunk Pattern Templates - Lexical features
Rao Naive Bayes Classier - Lexical features
Avi HMMs for chunk boundary identication - Word & POS combinations
CRFs for chunk labeling
Asi Rule Based System - -
Him Conditional Random Fields - POS and chunk tags for
a word window of 2
San Maximum entropy Model - POS and chunk tags for
a word window of 2
San Decision Forests - POS tags for a word window of 2
Table 5: Summary of the approches followed by the participants for chunking.
Team Bengali Hindi Telugu Average
Pat 65.28 73.80 50.38 63.15
Rao 65.47 70.67 61.41 65.85
Asi 80.63 71.65 53.15 68.47
Rav 67.52 69.98 68.32 68.60
Sat 70.99 69.92 74.74 71.88
San 80.59 74.92 68.59 74.70
Him 82.72 72.87 79.13 78.24
Avi 82.74 80.97 79.15 80.95
Avg 74.49 73.09 66.85 71.48
Table6: Chunking accuracies oftheteams forHindi,
Bengali and Telugu.
cision Forests for chunking too with features from
words within a window size of 2. They used the two
tag scheme (A. Singh et al., 2005) for training. Pat-
tabhi et al. (2007) used the TBL although they used
HMM based technique for POS tagging. Sandipan
(2007) used the Maximum Entropy Model for POS
tagging and the same he used for chunking. As fea-
tures, he used only contextual POS tags and not the
context words.
Ravi et al. (2007) proposed learning chunk pat-
ter templates based on the 4 parameters Chunk-
POS combinations, Chunk Structure, Chunk Label-
POStag of the following word and POS tag of the
following word. They use CKY algorithm to get
the best Chunk sequence for a sentence. Rao
and Yarowsky (2007) used CRF training with 4 tag
schema (A. Singh et al., 2005). They took a special
note of the punctuations occurring in the sentence
which adds noise and act as a deterrent for the learn-
ing of clear syntactic pattern. So, they purge them
out of the chunk and create a dummy chunk with la-
bel BLK. They are later added to the previous chunk
as a post processing step. This improved the accu-
racy considerably. However, they submitted a Naive
Bayes Classier based chunker for the nal evalua-
tion.
Avinesh and Karthik (2007) used HMMs for
chunk boundary identication and CRFs for chunk
labeling. This is the only team which used differ-
ent learning techniques for the two stages in chunk-
ing. They got the best results for chunking for all the
three languages. Himanshu (2007) divided the task
into three stages. In the rst stage BL (Boundary-
Label) prediction is done. In the second stage the
chunk boundaries are predicted using the chunk la-
bel information from the rst stage. In the nal
stage, the chunk labels are re-predicted. This is a
composite chunking task followed by a two stage
chunking. His system came as a close second to
Avinesh and Karthik (2007)'s systems for Bengali
and Telugu.
The average chunk accuracy of all the systems for
Hindi, Bengali and Telugu are 73.09 % , 74.49 %
and 66.85 % respectively. This also supports the fact
that Telugu is richer and hence harder to learn than
Hindi and Bengali. Table 6 also shows that systems
which have been trained with richer features (Avi-
nesh and Karthik, 2007; Himanshu, 2007; Sandi-pan, 2007) performed better than the ones using only
lexical information (Ravi et al., 2007; Pattabhi et
al., 2007; Rao and Yarowsky, 2007). The only rule
based system (Asif et al., 2007) worked well for
Bengali, since the rules were prepared for Bengali.
The average chunk accuracies on development data
with gold-standard POS tags was greater thatn 90%.
5 Conclusion and Future Work
Participants have come up with efcient POS tag-
ging and chunking algorithms for Bengali, Hindi
and Telugu with limited annotated data. Various
strategies have been proposed to counter the data
sparsity problem. Among these, using morpholog-
ical information proves to be the most effective.
In case of the unavailability of morphological an-
alyzers, sufx and prex information can also be
used with good results. It should also be noted that
TnT which doesn't use any of the above information
performs well enough with better smoothing tech-
niques. Highest POS tagging accuracies of 77.61 %
, 78.66 % and 77.37 % were achieved for Bengali,
Hindi and Telugu respectively. Similarly, highest
chunk accuracies of 82.74 %, 80.97 % and 79.15%
were achieved for Bengali, Hindi and Telugu respec-
tively. This was possible with the use of morpho-
logically rich features coupled with efcient learn-
ing techniques. However, there is a lot of scope for
improvement in the way unseen words are handled.
Due to the agglutinative nature of Indian languages,
morphological analysers play a greater role in POS
taggging as is evident from the results. Developing
automatic morph analysers for Indian languages is
one area where future research can look into.
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