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Xiaoliang Zhou
This research examines an ordered perception rater model, an extension of the equal
perception signal detection theory (SDT) latent class rater model. The expectation-maximization
algorithm and the Newton-Raphson algorithm are used to estimate parameters. Four simulation
studies are conducted to answer three research questions.
Simulation studies 1 and 2 fit correct models to the data. Simulation study 1 generates
one hundred data sets from the equal perception rater model, both with fully-crossed design and
BIB design, and both without and with rater effects, and fits the equal perception model.
Parameter recovery is excellent for fully-crossed design and reasonable for BIB design, and all
rater effects are detected. Simulation study 2 generates one hundred simulated data sets from the
ordered perception model, both with fully-crossed design and BIB design, and both without and
with rater effects, and fits the ordered perception rater model. Although parameter recovery is
biased for some parameters in the BIB design, all rater effects are recovered.
Simulation studies 3 and 4 fit wrong models to the data. Simulation study 3 fits equal
perception models to the fully-crossed and BIB ordered perception data sets generated in
simulation study 2. All rater effects are revealed, although rater effects are distorted to some
extent in the BIB design. Simulation study 4 fits ordered perception models to the fully-crossed
and BIB equal perception data sets generated in study 1. All rater effects are recovered.
Using essay scores from a large-scale language test, an empirical study is conducted.
Both the equal and the ordered perception models are fitted. Information criteria favor the equal
perception model.
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1Chapter I
Introduction
Testing with constructed response (CR) items has a very long history and is still popular
today. The traditional Chinese keju imperial exam lasted for over 1,300 years, where examinees
wrote several essays and were evaluated by one or two official experts. In this period, essays
were the only form of assessment. Today multiple choice (MC) items constitute a large
proportion of tests, however testing with CR items is still acknowledged as a necessary way of
evaluating performance in many modern tests such as the SAT (College Board), ACT (ACT),
GRE (Educational Testing Service), and Advanced Placement Program (AP; College Board).
Besides essays, other types of CR items are open-ended questions and ratings of art works.
Testing institutions include CR items in tests owing to three advantages that they have
over MC items. First, the time an examinee takes to complete a CR item is 16 times longer than
the time to complete an MC item (Lukhele, Thissen, & Wainer, 1994), which means that the
examinee has sufficient time to generate in-depth information (Pollock, Rock & Jenkins, 1992;
Rodriguez, 2002). Therefore, stakeholders such as students, parents, teachers, and principals can
have a better understanding of students’ academic achievements. Second, it is difficult for
examinees to guess on a CR item, and even if they write prepared answers, it is easy for trained
raters to detect such answers. This means that CR items tend to generate more valid information
than MC items on the constructs examiners wish to obtain information about. Statistically, no
guessing parameters are needed releasing more degrees of freedom. Third, CR items can
measure information on test takers of extremely high or low abilities (Ercikan et al., 1998). As
2long as an examinee gives a response to a CR item, raters will always have some information to
give a rating score.
Despite these advantages of CR items over MC items, two characteristics of CR items
make it more difficult to model scores from CR items as compared to those from MC items. First,
whereas MC items can be automatically and objectively scored as right or wrong, coded as 1 or 0,
the quality of CR items needs to be judged by raters using complex cognitive processes. Second,
the cognitive scoring process involves raters evaluating the CR, which means that raters may
have biases or inconsistently score the same CR, and they may do either thing in different
degrees.
A typical model to estimate essay quality is the latent trait model, an IRT-based model
(Linacre, 1989; Muraki, 1992). For example, the FACETS model (Linacre, 1989) is one of the
earliest efforts to model rater effects in addition to item and examinee characteristics. However,
this model has a major problem in its way of accumulating information (Casabianca, Junker, &
Patz, 2012), in that perfect estimation of examinee proficiency is achievable by increasing the
number of ratings while holding the number of items constant (DeCarlo, Kim, & Johnson, 2011;
Mariano, 2002). This way of treating the response data is problematic since this assumes
independence among these ratings but actually the multiple ratings of the same item are
dependent (Casabianca et al., 2012). Raters are also correlated across essays since raters are
rating responses to the same prompt and have received the same training for scoring.
There have been attempts to address rating dependence by applying a hierarchical
structure and combining IRT and generalizability theory (GT; Brennan, 1992, 2001). For
example, researchers have proposed an IRT model for multiple raters (IRT-MMR) that considers
each observed item-examinee combination as representing a latent continuous quality of the
3examinee who responds to an item (Verhelst & Verstralen, 2001). Other researchers have
developed alternative forms of multiple ratings IRT models using “rater bundles” (Wilson &
Hoskens, 2001). Yet other researchers have attempted other forms of utilizing the GT model
(Bock, Brennan, & Muraki, 2002; Briggs & Wilson, 2007). Still other studies have made
attempts to extend the FACETS model (see Hung & Wang, 2012; Mariano & Junker, 2007;
Muckle & Karabatsos, 2009; Wang & Liu, 2007; Wang & Wilson, 2005).
The present study examines essay quality within a hierarchical rater model (HRM;
DeCarlo, Kim, & Johnson, 2011; Patz, 1996; Patz, Junker, Johnson, & Mariano, 2002). Major
advantages of HRM lie with its ability to appropriately model dependence among multiple
ratings of the same essay and it also solves the information accumulation problem that exists in
many IRT-based models.
HRM has been extended in two directions, one by adding covariates of the rating process
such as rater status (e.g., human vs. machine, see Casabianca et al., 2012; Wang, 2012) into the
model, the other by incorporating a discrete latent variable between the examinee’s discrete
latent quality of the CR item and the observed rater scores (DeCarlo, 2002, 2005; DeCarlo et al.,
2011). The first direction of HRM extension (HRMC) comes from Junker and his colleagues
(Casabianca & Junker, 2013; Mariano & Junker, 2007; Patz et al., 2002). This effort makes it
possible to incorporate factors into HRM that may influence rater effects such as bias and
variability. The idea of including covariates in latent class models has a history of over three
decades (Bandeen-Roche, Miglioretti, Zeger, & Rathouz, 1997; Clogg & Goodman, 1984;
Dayton & Macready, 1988a; Dayton & Macready, 1988b; Formann, 1992; Huang & Bandeen-
Roche, 2004; Kamakura, Wedel, & Agrawal, 1994; Melton, Liang, & Pulver, 1994; Yamaguchi,
2000).
4Another approach to HRM comes from DeCarlo and his colleagues who borrow ideas
from signal detection theory (SDT; DeCarlo, 2002, 2005; DeCarlo et al., 2011), leading to an
HRM-SDT model. SDT is a cognitive theory of perception that is consistent with various
differences among raters. Specifically, a latent perception variable is assumed to mediate
between the observed rating scores and the ideal category of the CR item. In addition, a rating is
arrived at by using decision criteria. By varying the location of the decision variable, researchers
can model rater effects of bias, variability, and tendency to favor certain score categories
(DeCarlo, 2008b; Wolfe & McVay, 2012). The inclusion of the perception and decision variables
offers advantages over the original HRM in terms of being able to model rater effects and rater
accuracy.
The present study adopts and extends the HRM-SDT model by adding some flexibility.
The main manipulation is to allow the distance parameter to vary. Allowing flexibility in the
distance parameter may be worth trying since there is no necessary reason, apart from parsimony,
to fix this parameter. We examine parameter recovery for this model and see how it affects the
simplified equal perception model.
Models tend to have better performance as the number of parameters increase and so
relative fit measures recognize this by penalizing for the number of parameters. Researchers
commonly use measures such as Akaike information criterion (AIC; Akaike, 1973), Bayesian
information criterion (BIC; Schwarz, 1978), or deviance information criterion (DIC;
Spiegelhalter, Best, Carlin, & Van der Linde, 2002) to assess relative fit. For these measures,
smaller values mean better model fit.
The present study conducts both simulations and real data analyses to explore the ordered
perception model. In the first and fourth simulation studies, the same equal perception data are
5fitted with both the equal and ordered perception models and results are compared. In the second
and third simulation studies, the same ordered perception data are fitted with both the ordered
and equal perception models and results are compared. Analyses of real data are carried out to
see whether the ordered perception model outperforms the equal perception model. Thus, the
present study addresses the following research questions:
1. To what extent can model parameters be recovered for the ordered perception model?
2. To what extent will fitting wrong models affect parameter recovery?
3. How does model fit compare for the ordered and equal perception models?
Chapter 2 reviews previous models used to model CR items, including the FACETS
model, the HRM, the HRM-SDT, the HRMC, and the LC-SDTC, and introduces the ordered
perception model. This chapter also reviews diagnostic measures for evaluating model
performance, such as AIC, BIC, and DIC, as well as estimation methods such as maximum
likelihood (ML), marginal maximum likelihood (MML), and Markov chain Monte Carlo
(MCMC). Chapter 3 outlines methods of assessing the ordered perception model, including
simulation and empirical studies. Chapter 4 reports results of the simulation and empirical




Unlike MC items, which are objectively scored as right or wrong, usually coded as 1 or 0,
CR items tend to be scored by different raters, or the same rater may rate more than one CR item.
Under this circumstance, it is inevitable that rater effects will affect the scoring of CR items.
Common rater effects include rater severity, rater centrality/extremity, restriction of rating range,
and halo effect (Engelhard Jr, 1994, 1996). To incorporate these rater effects into appropriate
models, researchers have put forward a plethora of rater models. One of the earliest such models
is the FACETS model.
2.1 The FACETS Model
The FACETS model (Linacre, 1989) incorporates rater severity into the modeling process.
It is a Linear Logistic Test Model (LLTM) (Fischer, 1973, 1983) based on item response theory
(IRT). It treats raters, items, and examinees effects on the logit scale, in the same way as does an
ANOVA approach (Patz et al., 2002). Through parameters in its function, the FACETS model
recognizes that score variability is derived from sources or “facets” such as items, examinees,
and raters (Linacre, 1989). The main rater effect incorporated into the model is rater severity,
log
    ᰖ    ݇   ൅    
    ᰖ    ݇    
        ᰖ    ᰖ݇      (1)
where
    ᰖ    ݇   ൅    = probability of rater r giving examinee i score k+1 on item j,
7    ᰖ    ݇    = probability of rater r giving examinee i score k on item j,
   = latent proficiency of examinee i,
 ᰖ = difficulty for item j,
 ᰖ݇ = step parameter for item j,
   = bias or severity for rater r.
So far, there have been a host of studies using the FACETS model and its extensions to explore
various rater effects, such as rater severity and differential rater functioning (Engelhard Jr, 1994,
1996; Jin & Wang, 2017; Myford & Wolfe, 2003, 2004; Wesolowski, Wind, & Engelhard Jr,
2015, 2016; Wu & Tan, 2016). Differential rater functioning occurs when raters demonstrate
differing degrees of severity in rating students from different subgroups, such as gender
subgroups or ethnic subgroups.
Popular as it is, the FACETS model tends to have several disadvantages. First, it may
have made inappropriate assumptions that raters have an equal ability to discriminate among
categories of CR items. However, raters may vary on discrimination, since when scoring CR
items, raters may be influenced by factors such as expertise in scoring CR items and emotional
fluctuations and other factors such as duration of training and environmental stimuluses.
Second, the FACETS model can miss information about rater effects. The FACETS
model only accounts for rater severity/leniency, whereas other effects, such as avoiding end
categories (centrality), are often found in practice. If the FACETS model covers only one rater
effect, then this model will miss other rater effects.
Third, the FACETS model ignores the fact that multiple raters, when rating the same item,
are not independent. Owing to the improper assumption of rater independence, the item difficulty
8estimates shrink toward zero, a problem especially serious for extreme items, and the estimates
for the variance of examinee proficiency distribution are also underestimated (Patz et al., 2002).
Fourth, a fundamental flaw in the FACETS model is that increasing the number of raters
will indefinitely increase the precision of estimating examinee proficiency, even when there is
only one CR item in the test (DeCarlo et al., 2011; Patz et al., 2002). It has also been argued that
increasing the number of ratings can only increase the precision of estimating the latent quality
of the CR item, and not the precision of examinee proficiency (DeCarlo et al., 2011).
2.2 The Hierarchical Rater Model (HRM)
To tackle issues arising from assumptions of rater independence, and to effectively model
rater effects, researchers (Patz, 1996; Patz et al., 2002) modified the traditional IRT model and
proposed the HRM model. As shown by Equation 2, the first level of HRM corresponds to the
process of rater r scoring CR j, linking rater scoring   ᰖ  to latent examinee proficiency
η ᰖ associated with specific constructed item j. The second level corresponds to the process of
examinee i responding to CR item j, connecting latent proficiency η ᰖwith examinee ability   .
   ~ i.i.d. (µ, σ2), for examinee i
(2)η ᰖ ~ IRT model, for examinee i and item j
  ᰖ  ~ SDT model, for examinee i, item j, and rater r.
Patz et al.’s (2002) version of the HRM model is shown in Figure 2.1. As shown in the figure, on
the second level the latent examinee proficiency   is reflected through the latent quality of CR
items η where the nonlinear relationship is realized through parameters a and b. On the first level,
the latent quality of CR items η is in turn evaluated and given scores Y by multiple raters where
the nonlinear relationship is modeled through parameters   and  .
9Figure 2.1. Representation of HRM (Patz et al., 2002)
First level: Simple SDT model
In the HRM designed for polytomous items (Mariano & Junker, 2007; Patz et al., 2002),
the first level employs a simple signal detection theory model where a rater assesses an
examinee’ CR and assigns to it a score reflecting its quality, as defined by a scoring rubric.
The relationship between the ideal ratings and the observed ratings in the first level of the
HRM can be represented in a matrix (Table 2.1). Here, the HRM uses a discrete latent model
with four categories to show the quality of the ratings for the CR. As mentioned above,  η݇ 
means the probability of rater r giving score k given ideal rating η. Ideally, the entries on the
diagonal of the matrix should be close to 1 and the off-diagonal entries should be close to 0,
which means that the rater can accurately capture the ideal latent category of the CR through the
ratings she gives.




0 1 2 3
0  ൅൅   ൅2   ൅3   ൅4 
1  2൅   22   23   24 
2  3൅   32   33   34 
3  4൅   42   43   44 
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The HRM uses a discrete unimodal distribution to model each row of the matrix, or the
probability of the observed rating,  큠  ᰖ    ݇ η ᰖ   η . The mode of the distribution represents
the bias    of the rater  , and the spread of the distribution the variability    of the rater r. This
probability can be modeled with a normal distribution, with  큠  ᰖ    ݇ η ᰖ   η  ~ N( η        ).
So, the first level of HRM can be written as
 η݇     큠  ᰖ    ݇ η j   η    exp    
൅
2  
2 큠݇    η        
2  (3)
where
 η݇  = probability of rater r giving score k given ideal rating η,
   = variability for rater r,
   = bias or severity for rater r.
The inverse of   
2 measures the rater precision. The higher this inverse, the more reliable rater r
is. The parameter    indicates the bias of rater r. A value of zero means that rater r has no bias.
Positive values mean that rater r is likely to be lenient and give scores higher than latent class η,
whereas negative values mean that rater r is likely to be strict and give scores lower than latent
class η.
Though HRM has appropriately relaxed the restricted assumption of rater independence
made in the FACETS model, it is not free from estimation problems. First, raters with small
values of   tend not to have good estimates of   (Patz et al., 2002). For small values of  , the
likelihood function of   is approximately uniform over (-0.5, 0.5), which means that it is
difficult for the parameter estimation algorithm to select a value for   within this interval (Patz et
al., 2002). Beyond this interval, the likelihood drops to nearly zero because the probability of
scores in response categories other than the true category is close to zero (DeCarlo et al., 2011).
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Second and more importantly, while modeling rater severity/leniency, HRM ignores such rater
effects as restriction of rating range or central tendency, which commonly appear in real world
data (DeCarlo et al., 2011).
Second level: IRT model
For an item with polytomous response categories, the second level of HRM uses
polytomous IRT models, such as the partial credit model (PCM) (Masters, 1982) or the
generalized partial credit model (GPCM) (Muraki, 1992), to link the examinee ability to latent
categories of this item. Both models are generalized linear models using adjacent category logits
(Agresti, 2013; Dobson & Barnett, 2008). The GPCM represents the ratio of two adjacent latent
categories on the logit scale and can be written as
log
  ηᰖ   η   ൅   
  ηᰖ   η   
   ᰖ     ᰖ耀 (4)
where
  ηᰖ   η   ൅   = probability of examinee being in latent category η +1,
  ηᰖ   η   = probability of examinee being in latent category η,
ηᰖ = latent category for item j, at 0, 1, …, M–1,
  = examinee proficiency, assumed as N(0, 1),
 ᰖ = item discrimination for item j,
 ᰖ耀 = item step for item j (m= η–1).
Modifying Equation 4 produces other polytomous IRT models (DeCarlo, Kim, & Johnson, 2011).
For example, restricting  ᰖ to be equal for all items gives rise to the PCM, and using cumulative
probabilities leads to the graded response model (GRM) (Samejima, 1969).
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2.3 The Hierarchical Rater Model with a Latent Class Signal Detection Theory (HRM-SDT)
The problems of HRM such as parameter estimation difficulties and the inability to
estimate rater effects other than severity have been addressed (DeCarlo et al., 2011) through
incorporating a latent class SDT into the first level of HRM (DeCarlo, 2002, 2005, 2008a). The
usefulness of applying SDT (Green & Swets, 1988) to understanding the psychological process
of scoring CR items has been shown in previous studies (DeCarlo, 2002, 2005).
Incorporating latent class SDT into the first level of HRM
SDT involves two processes, namely, the perception of an item’s quality and the use of
criteria to score this item, associated with parameters d and c respectively. The use of these two
parameters is illustrated in Figure 2.2. It is assumed that the quality of response to the item is a
latent continuous variable η, and the perceptions   of the response’s quality are based on a
location-family probability distribution, such as logistic or normal (DeCarlo, 1998). For a latent
variable η with four latent categories, the location-family distribution has four locations, each for
one latent category. In the task of detecting an item from latent category m, the rater’s
perceptions   are based on the mth probability distribution. Parameters d and c correspond to
rater precision and response criteria respectively.
Figure 2.2. Representation of SDT (DeCarlo, 2002, 2005)
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Parameter d, the distance between two locations of perceptual distributions, represents
the rater’s ability to distinguish the latent categories of an item, hence an indicator of rater
precision. Although previous research has shown that an equal perception assumption is useful in
parameter estimation (DeCarlo, 2002, 2005), it is also possible to assume that the distances
between the perceptual distributions vary since it is unknown whether data with true ordered
perceptions will be better modeled with ordered perception models or equal perception models.
However, in the HRM-SDT model, equal perception is assumed. The present study examines
effects of ordered perceptions.
On the other hand, parameter c provides reference points that “divide the decision space
into the four response categories” (DeCarlo et al., 2011, p. 338), corresponding to the four scores
of 1 to 4. If the rater perceives that the quality of an item is between the 2nd and 3rd criteria, for
example, then the rater gives the examinee a score of 3. In Figure 2.2, the location of c is located
at the intersection position of distributions which is “optimal” in the sense that it will maximize
proportion correct in certain circumstances (DeCarlo, 2008a; DeCarlo et al., 2011).
Based on the discussion above and the information in Figure 2.2, the latent class SDT
model for the cumulative probability of rater j giving score k to an item can be written as
p(Yj≤k | =) = F(cjk－dj) (5)
where
Yj = score given by rater j, at 0, 1, …, K–1,
 = latent ordinal category for an item,
  = cumulative location-family distribution function,
 jk = response criteria for category k and rater j,
dj = precision for rater j.
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Note that there are two standard assumptions in ordinal response models. First,  jk’s are strictly
ordered, with restriction of  j0 =－∞ and  jK =＋∞. Second, in logistic models,  jk and dj are
scaled by the square root of the variance of the logistic distribution,  2 3.
The use of parameters of  jk makes it possible for the HRM-SDT to model several rater
effects that the HRM (Patz et al., 2002) cannot. For one thing, the HRM-SDT can model raters’
central tendency, i.e., preference to not use end categories, by setting  j0 and  jK far to the end of
the perceptual space (DeCarlo, 2008a; DeCarlo et al., 2011), whereas the HRM (Patz et al., 2002)
cannot model this effect since it only has a severity parameter. For another, the HRM-SDT can
model raters’ preference for specific category scores by a flexible use of  jk. The HRM (Patz et
al., 2002), by contrast, can only model raters’ overall severity.
The full HRM-SDT
The full HRM-SDT including both levels 1 and 2 is shown in Figure 2.3. This is one type
of structural equation model (Bollen, 1989) where the first level is modeled as a latent class SDT
model and the second level as a polytomous IRT model (DeCarlo, 2002, 2005, 2008a, 2008b;
DeCarlo et al., 2011).
Figure 2.3. Representation of HRM-SDT (DeCarlo et al., 2011)
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At the first level, the probability of rater r’s scores  ᰖ  is nonlinearly related to her
perception  ᰖ , this relationship determined by the response criteria parameter c. For the first
time, DeCarlo (2008a; 2008b) used curved arrows to indicate a non-linear relation between
perception and rater scores. In turn, rater r’s perception  ᰖ  is linearly related with the latent
category ηᰖ of item j, this relationship determined by the precision parameter d.
At the second level, items’ latent categories ηᰖ are used to estimate the examinee
proficiency θ via a polytomous IRT model.
2.4 HRM with Covariates (HRMC)
To examine possible influence of factors on rater effects such as bias and variability,
researchers (Mariano & Junker, 2007) have incorporated covariates into the HRM and created
the HRMC model. They designed a V by Q + S matrix X (see Table 2.2) where V is the number
of rows for pseudoraters and Q + S is the number of columns for covariates. Pseudoraters are
defined as unique combinations of raters and covariates. The Q columns are indicators of 1 or 0
for each rater, and the S columns contain values for covariates. In Table 2.2, for example, there
are four rows for the pseudoraters (v = 4); meanwhile, there are four Q columns to indicate which
rater each pseudorater involves as well as two S columns to represent values for the two
covariates. If it is not intended to examine effects from individual raters, only the S columns are
included in the design matrix.
Table 2.2. Design Matrix X for HRMC
Pseudo-rater v Rater1 Rater2 Rater3 Rater4  ൅  2
1 1 0 0 0  ൅൅  ൅2
2 0 1 0 0  2൅  22
3 0 0 1 0  3൅  32
4 0 0 0 1  4൅  42
To model the design matrix, the function of the HRMC model can be represented as
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 η݇     큠  ᰖ    ݇ η ᰖ   η    exp    
൅
2  
2 큠݇    η        
2  (6)
where
 η݇  = probability of pseudorater v giving score k given ideal rating η,
   = variability for pseudorater v,
   = bias or severity for pseudorater v.
For the updated function, the bias effect for pseudorater v can be calculated with a linear
model as
     X    (7)
where
Xv = the vth row of the design matrix for pseudorater v,
  = bias vector for the full rating process.
Specifically, the bias vector   = ( ൅ , … ,    , γ൅ , , … , γ  )T contains two components, with the
first component representing rater bias effects and the second covariate bias effects.
Likewise, the variability effect (in log scale) can be calculated with a linear model as
 s   




2 = rating variance,
 th  = log-scale rater and covariate rater effects.
Specifically, the variability vector  th   = ( s  ൅
2, … ,  s   
2 ,  s  ൅
2 , … ,  s   
2)T contains
two components, with the first component representing rater variability effects and the second
covariate variability effects.
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The HRMC model can be specified in two ways, either as a fixed rating effects model or
as a random rating effects model (Mariano & Junker, 2007).
Fixed rating effects model
For the fixed rating effects model, the function can be represented as
 η݇     큠  ᰖ    ݇ η ᰖ   η    exp    
൅
2  exp X  log 2  
큠݇    η   X  γ  2 . (9)
Comparing Equation 9 with Equation 6, you may find that the original bias    and variance
  
2 have been superseded by the new bias X  γ and the new variance
exp X  log 2 respectively.
Random rating effects model
For the random rating effects model, the bias effect parameter    and variance parameter
  




The variability effect parameter   





Different from the fixed predictors of X  γ and X  log 
2 in Equation 9, the corresponding
random predictors have errors Ɛ    and Ɛ 2   respectively.
2.5 Latent Class Signal Detection Theory with Covariates (LC-SDTC) Model
There have also been studies incorporating covariates into the HRM-SDT model (Wang,
2012), producing the latent class signal detection theory with covariates (LC-SDTC) model.
Compared with the LC-SDT model, the LC-SDTC model incorporates covariates that may
influence the rating process and thus various rater effects.
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The LC-SDTC model is illustrated in Figure 2.4. Covariates X, a vector of variables, are
linearly related to latent perceptual categorical variables  , a relationship that is modeled with
multiple regression approaches (Wang, 2012). Researchers can also introduce covariates to affect
Y, η or θ.
Figure 2.4. Representation of HRM-SDTC (Wang, 2012)
2.6 Extensions of HRM-SDT
The models reviewed so far have studied rater effects from different perspectives and
deepened our understanding of how covariates may influence these rater effects. However, there
has been little effort to study possible effects of various simplifying assumptions. The present
study examines an extension of HRM-SDT where the parameter d is not fixed to be equally
spaced and examines how this modification of the HRM-SDT may influence the model
estimation and fit. This extension makes the latent variable in the new model similar to that in
the ordered cluster model or ordinal latent class model (Johnson & Albert, 2006; Uebersax, 1993;
van Onna, 2004). But the difference is that the ordered perception model, as the name implies,
allows the rater perception rather than the latent essay score variable to be ordinal, whereas the
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ordered cluster model or ordinal latent class model are statistical models making the latent score
variable ordinal.
The flexible HRM-SDT is represented in Figure 2.5, where d is allowed to vary across
categories. Compared to the original model in Figure 2.2, the extensions of HRM-SDT have
more parameters to be estimated. More generally, with k categories, k-1 parameters are included
in the first level of the hierarchical model.
If in reality the true underlying d parameters are unequally spaced, then it seems
reasonable to attempt to estimate unequal d’s. This is equivalent to allowing for different slopes
for each item category in Equation 5, similar to the GPCM model in Muraki (1992). But there is
no interaction between d and c, since this will make the model unidentifiable. In Figure 2.5 it is
easier for raters to tell category 1 from category 2 than from category 2 from category 3. The
present study examines whether or not an extended model can detect this.
Figure 2.5. Representation of Ordered Perception HRM-SDT
Since the d1, d2, d3, and d4 notation is used for the ordered perception model, then
‘unequal’ applies to the differences, d2－d1, and d3－d2 and so on and not the d. In the equal
perception model, these differences are all equal to d.
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Based on the discussion above and the information in Figure 2.5, the latent class SDT
unequal perception model can be written as








m = nominal indicator for latent category m, either 0 or 1,
djm = precision for rater j and category m of latent perception (DeCarlo & Zhou,
2019).
M is the number of latent categories and response categories so M=K. Restrictions are in place
that dj1=0, 1=0, and dj1 ≤ dj2 ... ≤ djM. Equation 12 has the same two standard assumptions as
Equation 5. For a four-class SDT ordered perception rater model, the cumulative probability is
F(cjk－ dj11－ dj22－ dj33－ dj44). The dummy coding for the nominal latent perception variables
are as follows.
1 2 3 4
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
Each row shows the dummy coding for that category. Here, the first category (0 0 0 0) is the
reference category. In terms of implementation, Croon's (1990) approach was used of imposing
ordering through order restrictions on the probabilities (Vermunt & Magidson, 2016).
Restrictions on the probabilities are the same in this case as an order restriction on the d's, so
Croon's approach and LG were used to implement the parameter restriction.
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Equation 12 specifies the cumulative probability model for rater j. The SDT ordered
perception model is a restricted latent class model (Clogg, 1995; Dayton, 1998). Assuming J
raters and M mutually exclusive latent classes , the probabilities of the response patterns Y1－
YJ can be derived by summing over the probability weighted latent classes as









































1)|(  . The last step is based on independence of
responses given the latent class.
The SDT is incorporated into the latent class model by obtaining the conditional
probability of each response which is the difference of the cumulative probabilities in Equation
































dcFkYp  kj=Kj. (14)
So, the full SDT ordered perception rater model is a restricted latent class model having a SDT
probability for each rater.
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2.7 Diagnostic Measures for Model Fit
Researchers need to cope with the fact that models with more parameters will fit better
and can lead to overfitting. The goodness of the fitted model will not generalize to new data. A
commonly used measure that suffers from this problem is model deviance which tends to be used
to compare performance of nested models. Deviance contains the marginal likelihood of the
observed rater scores given model parameter estimates. It can be written as
     2 s       ,
where   is the observed rater scores and   is the model parameter estimates. LR test is a test of
proportional odds. Subtract the D for the fits of the two models and df is the difference in the
number of parameters between the two models. Strictly speaking, it is not an LR test because the
PME with Bayes constants of 1 was used, but it is close enough to be of interest.
To tackle the overfitting problem of D, statisticians have propose various diagnostic
measures such as AIC, BIC, and DIC that not only incorporate D but also use parameter numbers
and/or degree of freedom. One of the earliest information criteria proposed to penalize an
increase in the number of parameters is AIC.
Akaike information criterion (AIC)
Strictly speaking , AIC (Akaike, 1973) is not a Bayesian measure of model evaluation,
but it does penalize for an increased number of parameters. The equation for AIC is
AIC = D + 2k,
where D is the deviance and k is the number of free parameters to be estimated. Since smaller
values of AIC mean better model fit, bigger k increase AIC and thus penalize models with
smaller degrees of freedom.
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Bayesian information criterion (BIC)
Similar to AIC, BIC (Schwarz, 1978) also penalizes increased parameters in the model,
but meanwhile it also penalizes increase number of observations. BIC is a Bayesian approach
since it approximates the Bayes factor (Kass & Raftery, 1995). The equation of BIC is
BIC = D + k log(n),
where D is the deviance, k is the number of free parameters to be estimated, and n is the number
of observations. Since smaller values of BIC mean better model fit, bigger k and/or bigger n
increase BIC and thus penalize models with smaller degrees of freedom or those models built on
more observations.
Deviance information criterion (DIC)
DIC (Spiegelhalter et al., 2002) is a relatively new information criterion for evaluating
model fit. Similar to AIC, DIC only penalizes the degree of freedom. However, different from
AIC or BIC that uses exact number of parameters, DIC uses an effective number of parameters
that is close to the mode of the likelihood function or the posterior distribution function. The
equation of DIC is
DIC   D + 2pD,
where pD is effective number of parameters (Ando, 2011; Gelman & Hill, 2007).
Of course, readers may refer to other means of assessing the fit of a model. To compare
non-nested models, researchers may refer to modified versions of AIC or BIC (Burnham &
Anderson, 2004; Claeskens & Hjort, 2008). To use methods related to the Bayes factor or
marginal likelihood based on MCMC (Chib, 1995; Chib & Jeliazkov, 2001; Gelman & Meng,
1998; Neal, 2001) that have been applied to HRM models, researchers may refer to Mariano
(2002). To assess the fit of a model itself, researchers can use cross-validation methods or
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posterior predictive check methods (Gelman et al., 2014; Levy, Mislevy, & Sinharay, 2009;
Sinharay, Johnson, & Stern, 2006; Zhu & Stone, 2011).
2.8 Estimation Methods
HRM can be estimated via either marginal maximum likelihood (MML; Hombo &
Donoghue, 2001), or Bayesian estimation (MCMC; Johnson, 2012; Junker, Patz, & Vanhoudnos,
2012; Patz et al., 2002) methods. For the HRM-SDT model, a partial Bayesian approach
posterior mode estimation (PME; DeCarlo et al., 2011) methods can be implemented through the
expectation-maximization (EM; Dempster, Laird, & Rubin, 1977; Wu, 1983) algorithm in Latent
Gold (Vermunt & Magidson, 2016). The PME is a maximum a posteriori (MAP) estimator
which picks the estimate with the highest probability. In the current study, all models were fitted
with the PME method.
One advantage of PME is that it can tackle boundary problems. Boundary problems occur
when the maximum likelihood estimates (MLE) of some parameters are close to the boundary,
“such as obtaining an estimate of a latent class size of zero or unity or obtaining a large or
indeterminate estimate of detection (with a large or indeterminate standard error)” (DeCarlo et al.,
2011, p. 343). PME solves boundary problems through adding a prior, which penalizes boundary
solutions, to the log posterior function and maximizing this function (DeCarlo et al., 2011), so in
this sense it is partly Bayesian. The usefulness of PME in dealing with boundary problems has
been studied by many researchers (Galindo-Garre & Vermunt, 2006; Gelman et al., 2014; Maris,




The current study focuses on parameter estimation, using bias, absolute percent bias, and







where θ is the simulated true parameter andˆ the mean of the 100 parameter estimates. Generally
speaking, %bias < 5% is trivial, 5%<%bias<10% moderate, and %bias>10% large (Flora & Curran,
2004). In this study, the absolute percent biases are shown. Note that parameter recovery of large
percent biases may not be an issue practically if the bias itself is not large. Or for some cases, even
large biases are not problematic. For example, that a true d of 6 is estimated as 9 is not practically
problematic since d’s over 5 all mean great precision in perception.
3.1 Simulation Studies
The simulation design was based on the following research questions. Four groups of
simulations, 16 in total, were carried out.
Simulation 1: Generate equal perception model, fit equal perception model
The data were generated from equal perception models and equal perception models were
estimated. This type of simulation was conducted in previous studies and results were similar
(DeCarlo, 2005, 2008b). Table 3.1 shows the parameters for equal perception models without
rater effects where the criteria ware located at the intersection points of adjacent latent perception
variables. The d’s were between 1 and 5.5 and the c’s could be calculated from the formulas in
the note under the table.
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Table 3.1. Parameters for Equal Perception Model Without Rater Effects
Raters (j)
1 2 3 4 5 6 7 8 9 10
dj1 1 2 3 4 5 5.5 4.5 3.5 2.5 1.5
dj2 2 4 6 8 10 11 9 7 5 3
dj3 3 6 9 12 15 16.5 13.5 10.5 7.5 4.5
Raters (j)
1 2 3 4 5 6 7 8 9 10
cj1 0.5 1 1.5 2 2.5 2.75 2.25 1.75 1.25 0.75
cj2 1.5 3 4.5 6 7.5 8.25 6.75 5.25 3.75 2.25
cj3 2.5 5 7.5 10 12.5 13.75 11.25 8.75 6.25 3.75
Note
cj1=1/2dj1; cj2= 3/2dj1; cj3=5/2dj1.
Latent-class sizes
1 2 3 4
0.15 0.35 0.35 0.15
Table 3.2. Parameters for Equal Perception Model with Rater Effects
Raters (j)
1 2 3 4 5 6 7 8 9 10
dj1 1 2 3 4 5 5.5 4.5 3.5 2.5 1.5
dj2 2 4 6 8 10 11 9 7 5 3
dj3 3 6 9 12 15 16.5 13.5 10.5 7.5 4.5
Raters (j)
1 2 3 4 5 6 7 8 9 10
cj1 0.5 0 2.5 3 4.5 0.75 2.25 0.75 -0.75 0.75
cj2 1.5 2 5.5 6 9.5 6.25 6.75 5.25 3.75 2.25
cj3 2.5 4 8.5 9 14.5 11.75 11.25 9.75 8.25 3.75
Note
Strictness: #3 (+1), #5 (+2) ; Leniency: #2 (-1), #6 (-2) ; Centrality: #8 (-1,0,+1), #9 (-2,0,+2);
Extremity: #4 (+1,0,-1).
Latent-class sizes
1 2 3 4
0.15 0.35 0.35 0.15
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Table 3.2 shows the parameters for equal perception models with rater effects where the
criteria were shifted to the right or left producing rater effects such as strictness, leniency,
extremity, and centrality. Rater effects were reflected by adding or subtracting numbers from c’s.
The specific rater effects are illustrated in the note under the table. Results of this simulation
study provide a baseline for comparison with results from other simulation studies and answer
the third research question of how model fit compares for the ordered and equal perception
models.
Figure 3.1 shows the rater effects for the equal perception model. Panel A shows the
situation where the criteria are shifted to the right of the optimal point, this rater has lower
probabilities of assigning higher scores, so this rater is strict. Panel B shows the situation where
the criteria are shifted to the left and so this rater is lenient. Panel C shows the situation where
the lower criterion is shifted to the left whereas the higher criterion is shifted to the right. This
rate has higher probabilities of assigning middle scores, so this rater has centrality effect. Panel
D shows the situation where the lower criterion is shifted to the right whereas the higher criterion
is shifted to the left. This rate has lower probabilities of assigning middle scores, so this rater has
extremity effect.
Simulation 2: Generate ordered perception model, fit ordered perception model
Table 3.3 shows the parameters for ordered perception models without rater effects.
Figure 3.2 shows examples of unequal distances in the ordered perception model where
adjacent distributions at different locations are close together. Panel A shows the situation where
this rater cannot distinguish latent categories 1 and 2. Panel B shows the situation where this
rater cannot distinguish latent categories 2 and 3. Panel C shows the situation where this rater
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Table 3.3. Parameters for Ordered Perception Model Without Rater Effects
Raters (j)
1 2 3 4 5 6 7 8 9 10
dj1 1 1 3 1 5 5.5 1 1 2.5 1.5
dj2 2 3 6 5 6 11 5.5 4.5 3.5 3
dj3 3 5 7 6 11 16.5 6.5 8 6 4
Note
L: #2 (-1,0,0), #8 (-2.5,0,0); M: #5 (0,-4,0), #9 (0,-1.5,0); H: #3 (0,0,-2), #10 (0,0,-0.5);
E: #4 (-3,0,-3), #7 (-3.5,0,-3.5). L, M, H, and E mean low, middle, high, and end locations.
Raters (j)
1 2 3 4 5 6 7 8 9 10
cj1 0.5 0.5 1.5 0.5 2.5 2.75 0.5 0.5 1.25 0.75
cj2 1.5 2 4.5 3 5.5 8.25 3.25 2.75 3 2.25




1 2 3 4
0.15 0.35 0.35 0.15
Table 3.4. Parameters for Ordered Perception Model with Rater Effects
Raters (j)
1 2 3 4 5 6 7 8 9 10
dj1 1 1 3 1 5 5.5 1 1 2.5 1.5
dj2 2 3 6 5 6 11 5.5 4.5 3.5 3
dj3 3 5 7 6 11 16.5 6.5 8 6 4
Note
L: #2 (-1,0,0), #8 (-2.5,0,0); M: #5 (0,-4,0), #9 (0,-1.5,0); H: #3 (0,0,-2), #10 (0,0,-0.5);
E: #4 (-3,0,-3), #7 (-3.5,0,-3.5).
Raters (j)
1 2 3 4 5 6 7 8 9 10
cj1 0.5 -0.5 2.5 1.5 4.5 0.75 0.5 -0.5 -0.75 0.75
cj2 1.5 1 5.5 3 7.5 6.25 3.25 2.75 3 2.25
cj3 2.5 3 7.5 4.5 10.5 11.75 6 7.25 6.75 3.5
Note
Strictness: #3 (+1), #5 (+2) ; Leniency: #2 (-1), #6 (-2) ; Centrality: #8 (-1,0,+1), #9 (-2,0,+2);
Extremity: #4 (+1,0,-1).
Latent-class sizes
1 2 3 4
0.15 0.35 0.35 0.15
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(A) Strictness (B) Leniency
(C) Centrality (D) Extremity
Figure 3.1. Representation of Rater Effects in Equal Perception Models.
(A) Low (B) Middle
(C) High (D) End
Figure 3.2. Representation of Unequal Distances in Ordered Perception Models Without Rater
Effects. One panel respectively represents one place where adjacent distributions are difficult to
distinguish.
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cannot distinguish latent categories 3 and 4. Panel D shows the situation where this rater can
distinguish neither between latent categories 1 and 2 nor between 3 and 4 but can tell 2 from 3.
Table 3.4 shows the parameters for ordered perception model with rater effects. The true
adjacent perception distributions had unequal d’s between 1 and 5.5. Rater effects were added as
in simulation 1. Ordered perception models were fitted. Results answer the first research
question of to what extent model parameters can be recovered for the ordered perception model.
Simulation 3: Generate ordered perception model, fit equal perception model
The data in simulation 2 were fitted with equal perception models. Results answer the
second and third research questions of to what extent fitting wrong models will affect parameter
recovery and how model fit compares for the ordered and equal perception models.
Simulation 4: Generate equal perception model, fit ordered perception model
The data in simulation 1 were fitted with ordered perception models. Results answer the
second and third research questions of to what extent fitting wrong models will affect parameter
recovery and how model fit compares for the ordered and equal perception models.
Complete versus incomplete data
Simulations in this study used a fully-crossed design, where each essay is scored by each
rater, and balanced incomplete block (BIB) design, where each essay is scored by the same
number of raters and each rater rates the same number of essays. Since for 10 raters a strict BIB
design should involve 1,080 students, the current study which had 1,000 students is an
approximate BIB design. As shown in Table 3.5 (DeCarlo, 2010), there are 45 rater pairs, each
pair scores 24 essays, each rater scores 216 essays, and in total 1,080 essays are scored. Every
possible combination of raters is used. For example, the rater pair of 1 and 2 or the rater pair of 2
and 3 scores the same 24 essays. For BIB design, the same 100 corresponding data sets without
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Table 3.5. Balanced Incomplete Block (BIB) Design, 45 Rater Pairs, 24 per Pair
Rater















































Total/Rater 216 216 216 216 216 216 216 216 216 216
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and with rater effects in the fully-crossed design were used, only that scores were randomly
deleted to create the BIB design with 80% of scores missing. Each essay was rated by two raters.
Seven raters rated 199 essays, two raters 200 essays, and one rater 207 essays.
Relative criterion plot
Figure 3.1 is a relative criterion plot for the equal perception model showing the various
rater effects generated in the four simulation studies. For the equal perception model, the relative
response criterion is calculated as each estimated criterion parameter divided by the estimated
distance between the highest and lowest latent perception distributions for each rater, cjk/[(K-
1)×dj] (DeCarlo, 2005). Then, it is possible to compare rater effects among each rater. Raters 1, 7,
and 10 have no rater effects since their estimated criteria are located on the lines. Raters 8 and 9
have centrality effects since their first criteria are below the optimal line and their third criteria
above the line. Since the criteria are thresholds of assigning scores, these two raters will never
give scores of 1 or 4. Rater 4 has extremity effect since her first criteria are above the optimal
line and her third criteria below the line. Raters 2 and 6 are lenient since their three criteria are all
below the lines. Raters 3 and 5 are strict since their three criteria are all above the lines.
Data generation
The data were simulated with modified SAS macros by DeCarlo (2005). 10 raters
discriminated between four latent classes and assigned a score of 1-4. The latent class sizes
followed an approximately normal distribution, in consistency with the results from analyses of
real-world data (DeCarlo, 2008b). The logistic-model values of d from 0.5–5.5 were used, which
means moderate to excellent rater precision (DeCarlo, 2008b). Distance less than 0.5 is small,
over 2 big, and around 1 medium (DeCarlo, 2002, 2005). Without rater effects, the criteria are
located at the interaction of adjacent latent perception distributions. Each condition had a sample
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Figure 3.3. Relative Criteria Parameters for a 4-class Equal Perception Model. The plot shows
relative response criteria for each rater as filled circles and optimal location points as lines.
Names of rater effects are shown on top.
size of 1,000 and 100 datasets. The process of data generation followed three steps as in DeCarlo
(2008b):
1. Generate the values for the latent variable η (0, 1, 2 and 3) with a multinomial
distribution. The probability for each latent category followed the size of each latent
class.
2. Generate cumulative response probabilities for raters and response categories with a
logistic distribution for F. Plug η obtained in step 1 together with population
parameters crkj and drj into Equation 5 or crkj and drkj into Equation 12.
3. Generate an observed response. The probabilities generated in step 2 were compared
to the value of a uniform random variable sampled from 0–1. The response was
assigned 1, if the value of the uniform random variable was smaller than or equal to
the probability of the lowest response category; was assigned 2, if the value was
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greater than the probability of the lowest response category but smaller than or equal
to the probability of the second response category; and so on.
Model estimation
Latent Gold 5.1 (Vermunt & Magidson, 2016) was used to fit the equal and ordered
perception models. First, simulation studies showed that Version 4.5 had good performance for
latent class SDT models (DeCarlo, 2008b). Second, Version 5.1 allows for numerous models and
constraints. Third, for latent discrete variables, the algorithm in Latent Gold converges hundreds
of times faster than Mplus. Latent Gold starts with the EM algorithm and shifts to the Newton-
Raphson algorithm when estimate is in the neighborhood of the ML value (Vermunt & Magidson,
2016). Fourth, Bayes methods can handle missing data and boundary parameters such as large
d's. All models were estimated with the PME method.
Note that label switching (McLachlan & Peel, 2000) is a problem that should be tackled
before summarizing the results from estimation. It is arbitrary to assign latent classes as 0, 1, 2, 3
or 3, 2, 1, 0. Since the order of the estimated latent classes is arbitrary, it is possible to have two
solutions of d that have the same log likelihood values but reversed signs. To address this
problem, a (+) was added before each latent class in the equations of Latent Gold. The plus
imposes a monotonicity constraint on the probability of each latent category so that d1≤d2≤d3.
3.2 Empirical Study
Essay scores of 2,350 test taker from a large-scale language test were analyzed to
compare the ordered perception model to the equal perception model. The essays were scored by





This chapter shows results for the four simulation studies and the real data analysis. The
first five sections discuss results for simulated data both without and with rater effects, both for
the fully-crossed design and the BIB design. Also shown is how information criteria are useful in
picking the correct models. Section 4.6 discusses results for analyses of real data.
4.1 Simulation 1: Equal Perception Data, Fit Equal Perception Model
Without rater effects
Table A1.1 shows parameter recovery of d’s and c’s over 100 replications of the fully-
crossed design without rater effects. The recovery was excellent, with all the percent biases
below 3% and all the MSE’s below 0.3. The recovery of the latent class sizes was also excellent,
with all the percent biases below 1% and all the MSE’s <0.001.
For the equal perception model, the relative response criterion is calculated as each
estimated criterion parameter divided by the estimated distance between the highest and lowest
latent perception distributions for each rater, cjk/[(K-1)×dj] (DeCarlo, 2005). Then, it is possible
to compare rater effects among each rater.
Figure 4.1 shows the distance and relative criteria parameters for the 4-class model. Panel
(A) shows a plot of the estimated discrimination parameters with an error bar for each rater
which is almost too small to see. The error bar is calculated as
100
2
SD . It is easy to compare
the relative discrimination abilities among each rater and to see that the SE’s of all raters were
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negligible. Panel (B) shows relative response criteria for each rater where there were no rater
effects as the SE’s of all points overlapped with the lines or optimal locations.
(A) (B)
Figure 4.1. Fully Crossed Design, Distance and Criteria Parameters for a 4-class Equal
Perception Model Without Rater Effects, Fit Equal Perception Model. Panel (A) shows
discrimination parameters for each rater and SE bars. Panel (B) shows relative response criteria
for each rater and SE bars and optimal location points as lines.
Table B1.1 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design without rater effects. Compared with its fully-crossed counterpart, the quality of
parameter recovery was a little worse. Although the first criteria of c's, e.g., c11, c31, c41, tended to
be underestimated by 10%-30%, the biases of other parameters were mostly trivial and all
MSE’s were below 5. For estimates of latent class sizes, the first and fourth classes were
overestimated by about 15%, whereas the middle classes were underestimated by slightly over
5%. All MSE’s were around 0.001. Therefore, missing data to some extent degraded parameter
estimation.
Figure 4.2 shows the distance and relative criteria parameters. Compared with Figure 4.1,
the SE’s were slightly larger, and most SE’s were negligible. Panel (B) shows that there were no
rater effects as the SE’s of all points overlapped with or were close to the lines or optimal
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locations. Therefore, although missing data increased the percent biases of d’s and c’s and the
SE’s of d’s, they had little effects on detection of rater effects.
(A) (B)
Figure 4.2. BIB Design, Distance and Criteria Parameters for a 4-class Equal Perception Model
Without Rater Effects, Fit Equal Perception Models. Panel (A) shows discrimination parameters
for each rater and SE bars. Panel (B) shows relative response criteria for each rater, SE bars, and
optimal location points as lines.
With rater effects
Table A1.2 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design with rater effects. The recovery of parameters was excellent, similar to that
of the fully-crossed simulation without rater effects, with all the percent biases below 3%. Note
that a dash was used to supersede the infinity percent bias of the estimate of c21 which occurred
because of a 0 true value. Dashes were also used for other percent biases of true values of 0. The
MSE’s were mostly below 0.5, except for the largest c53 which was slightly over 1. The recovery
of the latent class sizes was also excellent, as the percent biases were all below 2% and the
MSE’s were all <0.001. Similar parameter recovery between without and with rater effects
means that adding rater effects in the fully-crossed design had little effect on estimation of model
parameters and latent class sizes.
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Figure 4.3 shows the distance and relative criteria parameters for the 4-class model. Panel
(A) shows that compared with the fully-crossed simulation without rater effects in Figure 4.1, the
SE’s were a little larger. Panel (B) shows that all the generated rater effects were perfectly
caught. For example, either Rater 8’s or Rater 9’s obtained first relative criterion was lower than
the optimal first relative criterion and both of their obtained third relative criteria were high than
the optimal third relative criteria, meaning that those two raters had centrality effects. They were
more likely to assign scores 2 and 3.
(A) (B)
Figure 4.3. Fully Crossed Design, Distance and Criteria Parameters for a 4-class Equal
Perception Model with Rater Effects, Fit Equal Perception Model. Panel (A) shows
discrimination parameters for each rater and SE bars. Panel (B) shows relative response criteria
for each rater and SE bars and optimal location points as lines.
Table B1.2 illustrates the parameter recovery of d’s and c’s over 100 replications of the
BIB design with rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery was a little worse. Although the first criteria of c's, e.g., c11, c41, c51, tended to
be underestimated by 10%-60% and boundary d's tended to be underestimated by around 20%,
the biases of other parameters were mostly trivial. The MSE’s were mostly below 1, except for
the largest parameters. For estimates of latent class sizes, the first and fourth classes were
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overestimated by about 10%-15%, whereas the middle classes were underestimated by about 5%.
The MSE’s were around 0.001. Once again, this comparison shows that missing data somewhat
biased the estimation of parameters.
Figure 4.4 shows the distance and relative criteria parameters for the 4-class model of the
BIB design with rater effects. Panel (A) shows that compared with Figure 4.2, the SE’s were
slightly larger, which means that for BIB design adding rater effects had little effect on SE’s of
parameter estimation. Raters 1 and 10 had the smallest standard errors whereas Raters 3-8 had
the largest. Raters 5 and 6 had large, negative biases for their d’s, and these two raters had the
highest true d’s and relatively large criteria shifts－up 2 for d5 and down 2 for d6. So, large rater
effects can bias the d’s a little. Panel (B) shows that all rater effects were determined. Once again,
it was found that missing data had little effect on detection of rater effects.
(A) (B)
Figure 4.4. BIB Design, Distance and Criteria Parameters for a 4-class Equal Perception Model
with Rater Effects, Fit Equal Perception Models. Panel (A) shows discrimination parameters for
each rater and SE bars. Panel (B) shows relative response criteria for each rater, SE bars, and
optimal location points as lines.
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Summary
This section shows that it was easy to recover equal-perception model parameters for
equal-perception data, with fully-crossed design generating better estimates than BIB design.
Data without rater effects tended to have slightly better parameter recovery and SE than data
with rater effects. Plots were useful to detect rater effects despite simulation design.
4.2 Simulation 2: Ordered Perception Data, Fit Ordered Perception Model
Without rater effects
Table A2.1 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design without rater effects. The recovery was excellent, with all but one of the
percent biases below 5% and the MSE’s almost all below 0.5. The recovery of the latent class
sizes was also excellent, with percent biases all below 2% and the MSE’s all <0.001.
For ordered perception models, the relative response criteria were calculated as each
estimated criterion parameter c divided by the largest estimated d for each rater, cjk/dj(K-1), thus
making it possible to detect and compare the rater effects among each rater. Same as the equal
perception model, the denominator is the distance between the lowest and highest perception
distributions. However, the optimal locations are not on the same line. Each rater has their own
set of locations for their optimal locations.Since the relative criteria in the ordered perception
model do not lie on the same line, open triangles were used to play the same role as that of the
lines in the equal perception plot. The positions of the open triangles were calculated from the
estimated d’s, located at the optimal intersection points of adjacent latent perception distributions,
whereas the filled circles were obtained relative criteria from fitting unequal perception models.
By comparing the positions of the filled circles with those of the open triangles, it is easy to
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detect various rater effects. For example, if for one rater a circle is above the corresponding
triangle, then this rater tends to be strict on assigning this score.
Figure 4.5 shows the relative criteria parameters for each rater. Obviously, there were no
rater effects as all circles overlapped with triangles.
Figure 4.5. Fully Crossed Design, Criteria Parameters for a 4-class Ordered Perception Model
Without Rater Effects, Fit Ordered Perception Model. The plot shows relative response criteria
for each rater and SE bars, with open triangles as predicted relative criteria from d estimates and
filled circles as obtained relative criteria estimates.
Table B2.1 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design without rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery was a little worse. Although some d’s and c’s tended to be underestimated by
10%-50%, the biases of other parameters were mostly trivial. The MSE’s were mostly below 5
except for the largest d’s and c’s. For estimates of latent class sizes, the first and fourth classes
were overestimated by about 20%-30%, whereas the middle classes were underestimated by
slightly over 10%. The MSE’s were around 0.003. Therefore, missing data to some extent biased
the estimation of parameters.
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Figure 4.6 shows the relative criteria parameters for each rater. As illustrated, all circles
overlapped with or were close to the triangles, except that mild artificial centrality effects were
created for Raters 5 and 6.
Figure 4.6. BIB Design, Criteria Parameters for a 4-class Ordered Perception Model Without
Rater Effects, Fit Ordered Perception Models. The plot shows relative response criteria for each
rater and SE bars, with open triangles as predicted relative criteria from d estimates and filled
circles as obtained relative criteria estimates.
With rater effects
Table A2.2 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design with rater effects. Similar to the fully-crossed design without rater effects,
the recovery of parameters was excellent, with all but one percent bias below 5% and the MSE’s
all below 3. The recovery of the latent class sizes was also excellent, as the percent biases were
all below 2% and the MSE’s were all <0.001. Similar parameter recovery between without and
with rater effects mean that adding rater effects in the fully-crossed design did not affect
estimation of parameters and latent class sizes.
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Figure 4.7 shows the relative criteria parameters for the 4-class model. As shown, all the
generated rater effects were determined. For example, Rater 8’s or Rater 9’s obtained first
criteria were lower than their respective optimal first relative criteria, and meanwhile, their
obtained third criteria were higher than their respective optimal third relative criteria, meaning
that those two raters had centrality effects. They were more likely to assign scores 2 and 3. On
the other hand, no artificial rater effects were created for Raters 1, 7, or 10.
Figure 4.7. Fully Crossed Design, Criteria Parameters for a 4-class Ordered Perception Model
with Rater Effects, Fit Ordered Perception Model. The plot shows relative response criteria for
each rater and SE bars, with open triangles as predicted relative criteria from d estimates and
filled circles as obtained relative criteria estimates.
Table B2.2 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design with rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery appeared worse. Most d’s and c's tended to have biases around 30%-40% and
the MSE’s were mostly below 5 except for the largest d’s and c’s. But biases of some d’s
suffered from carry-over effects from biases of dr1. If the parametrization of d is changed to the
distance between adjacent distributions, then most biases would decrease dramatically. For
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estimates of latent class sizes, the first and fourth classes were overestimated by about 30%-50%,
whereas the middle classes were underestimated by about 15%. The MSE’s were between 0.005
and 0.010. So, missing data biased the estimation of parameters, and the degree of bias was much
larger for ordered perception models than for equal perception models.
Figure 4.8 shows the relative criteria parameters for the 4-class model. Nearly all rater
effects were determined. A comparison with Figure 4.7 indicates that missing data had trivial
effects on detection of rater effects.
Figure 4.8. BIB Design, Criteria Parameters for a 4-class Ordered Perception Model with Rater
Effects, Fit Ordered Perception Models. The plot shows relative response criteria for each rater
and SE bars, with open triangles as predicted relative criteria from d estimates and filled circles
as obtained relative criteria estimates.
Summary
This section shows that, for ordered perception models, parameter recovery for fully-
crossed design was much better than for BIB design. Also, data without rater effects had slightly
better parameter recovery than data with rater effects. Plots were useful to detect rater effects
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despite simulation design. Therefore, the large percent biases for some raters were practically not
an issue.
This simulation can answer the first research question: To what extent can model
parameters be recovered for the ordered perception model? Results show that fitting correct
ordered perception models gave excellent parameter recovery and latent class size estimation.
However, the BIB design tended to distort estimates of some parameters in different degrees and
created mild artificial centrality effects for some raters.
4.3 Simulation 3: Ordered Perception Data, Fit Equal Perception Model
Without rater effects
Table A3.1 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design without rater effects. Fitting the wrong model does not expect recovery of
d’s. The recovery of the latent class sizes was excellent, with percent deviations all below 2%.
Figure 4.9 shows little rater effects as all SE bars were close to the three lines.
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Figure 4.9. Fully Crossed Design, Criteria Parameters for a 4-class Ordered Perception Model
Without Rater Effects, Fit Equal Perception Model. The plot shows relative response criteria for
each rater and SE bars.
Table B3.1 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design without rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery was a little worse. Most parameters were deviated by below 50%, with some
first d’s and c’s by 100%-200%. For estimates of latent class sizes, the first and fourth classes
were deviated by about 40%-60%, whereas the middle classes by over 20%. Same as before,
missing data to some extent degraded the estimation of parameters, especially latent class sizes.
Figure 4.10 shows that detection of rater effects was reasonable as most SE bars
overlapped with the three lines. However, some mild centrality effects were created for some
raters, such as Rater 5 and Rater 6. This is consistent with large percent deviations of parameter
estimates of some boundary c’s.
Figure 4.10. BIB Design, Criteria Parameters for a 4-class Ordered Perception Model Without
Rater Effects, Fit Equal Perception Models. The plot shows relative response criteria for each
rater, SE bars, and optimal location points as lines.
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With rater effects
Table A3.2 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design with rater effects. Again, fitting the wrong model does not expect recovery
of d’s. Figure 4.11 shows that all rater effects were determined, which means that fitting wrong
models might not affect detection of rater effects.
Figure 4.11. Fully Crossed Design, Criteria Parameters for a 4-class Ordered Perception Model
with Rater Effects, Fit Equal Perception Models. The plot shows relative response criteria for
each rater and SE bars.
Table B3.2 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design with rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery was a little worse. Most parameters were deviated below 50%, with some
first d’s and c’s by 100%-200%. For estimates of latent class sizes, the first and fourth classes
were overestimated by about 70%-100%, whereas the middle classes were underestimated by
30%-40%. Therefore, missing data to some extent degraded the estimation of parameters,
especially latent class sizes. Figure 4.12 shows that rater effects were reasonably determined.
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Figure 4.12. BIB Design, Criteria Parameters for a 4-class Ordered Perception Model with Rater
Effects, Fit Equal Perception Models. The plot shows relative response criteria for each rater, SE
bars, and optimal location points as lines.
Summary
This section shows that fitting equal perception models to ordered perception data leads
to deviations in estimates, as expected. Fully-crossed design gave slightly better estimates than
BIB design. Plots were useful to detect rater effects despite simulation design. Interestingly, even
though a wrong model was fitted, rater effects were still detected. Therefore, if the main purpose
of using SDT models is to detect rater effects, it may be alright to simply fit the parsimonious
equal perception model yet look at he ordered results as a check.
This simulation can answer the second research question: To what extent will fitting
wrong models affect parameter recovery? Results show that fitting equal perception models to
ordered perception data leads to deviations in estimates, especially for BIB design. However,
rater effects could always be determined and that is the important point.
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4.4 Simulation 4: Equal Perception Data, Fit Ordered Perception Model
Without rater effects
Table A4.1 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design without rater effects. Recovery of d's and c's was excellent, with percent
deviations all below 5%. The recovery of the latent class sizes was also excellent, with percent
deviations all below 1%. Figure 4.13 shows no rater effects as all the circles overlapped with the
triangles.
Figure 4.13. Fully Crossed Design, Criteria Parameters for a 4-class Equal Perception Model
Without Rater Effects, Fit Ordered Perception Model. The plot shows relative response criteria
for each rater and SE bars, with open triangles as predicted relative criteria from d estimates and
filled circles as obtained relative criteria estimates.
Table B4.1 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design without rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery was a little worse but still reasonable. Most parameters were deviated by
below 5%, with a few first d’s and c’s underestimated by 10%-30%. For estimates of latent class
sizes, the first and fourth classes were overestimated by around 15%, whereas the middle ones
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were underestimated by slightly over 5%. Same as in previous simulations, missing data to some
extent degraded the estimation of some parameters, especially the first and fourth latent class
sizes. Figure 4.14 shows that detection of rater effects was reasonable as most circles were close
to the triangles.
Figure 4.14. BIB Design, Criteria Parameters for a 4-class Equal Perception Model Without
Rater Effects, Fit Ordered Perception Model. The plot shows relative response criteria for each
rater, with open triangles as predicted relative criteria from d estimates and filled circles as
obtained relative criteria estimates.
With rater effects
Table A4.2 shows the parameter recovery of d’s and c’s over 100 replications of the
fully-crossed design with rater effects. Recovery of d's and c's was excellent, with percent
deviations almost all below 5%. The recovery of the latent class sizes was also excellent, with
percent deviations all below 2%. Figure 4.15 shows that all the rater effects were determined.
Actually, if the triangles were changed to lines, this figure would look nearly the same as its
counterpart Figure 4.3 Panel (B) where the same data were fitted with the equal perception
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model, which means that detection of rater effects would not be affected if the ordered
perception model is fitted to equal perception data.
Figure 4.15. Fully Crossed Design, Criteria Parameters for a 4-class Equal Perception Model
with Rater Effects, Fit Ordered Perception Model. The plot shows relative response criteria for
each rater and SE bars, with open triangles as predicted relative criteria from d estimates and
filled circles as obtained relative criteria estimates.
Table B4.2 shows the parameter recovery of d’s and c’s over 100 replications of the BIB
design with rater effects. Compared with its fully-crossed design counterpart, the quality of
parameter recovery was worse. Some d’s and c’s were largely deviated from the true value and
most of these large deviations were around 20%. For estimates of latent class sizes, the first and
fourth classes were overestimated by slightly over 15%, whereas the middle ones were
underestimated by slightly over 5%. Again, missing data to some extent degraded the estimation
of some parameters.
Figure 4.16 shows that it was possible to detect all rater effects by comparing the
locations of SE bars to triangles. Compared with its counterpart Figures 4.4 Panel (B), the
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optimal locations in Figure 4.16 were not on a line but this did not affect detection of rater
effects.
Figure 4.16. BIB Design, Criteria Parameters for a 4-class Equal Perception Model with Rater
Effects, Fit Ordered Perception Model. The plot shows relative response criteria for each rater,
with open triangles as predicted relative criteria from d estimates and filled circles as obtained
relative criteria estimates.
Summary
This section shows that fitting ordered perception models to equal perception data leads
to deviations in some parameter estimates in the BIB design, as expected. Fully-crossed design
gave slightly better estimates. Also, data without rater effects tended to have slightly better
parameter recovery than data with rater effects. Plots were useful to detect rater effects despite
simulation design. Same as results in simulation 3, even if a wrong model was fitted, rater effects
were still detected. However, if the main purpose of using SDT models is to detect rater effects,
it may be reasonable to simply fit the parsimonious equal perception model yet check the results
of the ordered model.
This simulation answers the second research question: To what extent will fitting wrong
models affect parameter recovery? Results show that fitting ordered perception models to equal
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perception data gave excellent parameter recovery except for BIB data with rater effects. Rater
effects could always be determined.
4.5 Model Selection
Table 4.1 shows the proportion of times true model was recovered by the LR-like test and
information criteria. For the LR test, the null hypothesis is that the equal and ordered perception
models are equivalent. The difference of -2×Log-likelihood between these two models, which
asymptotically follows the chi-square distribution, is compared to the critical value at p=0.05. If
the difference of -2×Log-likelihood is bigger than the critical value, then the null hypothesis is
rejected, with sufficient evidence to deny the equivalency of the two models. The ordered
perception model is selected. Otherwise, the equivalency hypothesis cannot be rejected and the
equal perception model is selected. Comparing results from fitting both equal and ordered
perception models to the same data in the four simulation studies answers the third research
question: How does model fit compare for the ordered and equal perception models?
Table 4.1. Performance of Fit Indices, N = 1,000
True Model
Experimental Condition LR AIC BIC




No 0.07 0.01 0.00
Yes 0.05 0.01 0.00
BIB
No 0.05 0.00 0.00





No 1.00 1.00 1.00
Yes 1.00 1.00 1.00
BIB
No 0.94 0.63 0.00
Yes 0.54 0.23 0.00
Table 4.1 indicates that the LR-like test could always pick the right model. Both the top
and bottom parts are showing the percent of times the equal model was rejected. The top shows
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the Type I error of the LR test, where the true equal perception model was rejected less than 10%
of times. Since the null hypothesis was ‘equal fits’, the bottom part of the table shows the power
of the LR test, where the false equal perception model was rejected 54% to 100% of times when
the ordered model was true.
For fully-crossed design, AIC and BIC always pick the correct model. For BIB design,
the results were mixed. When the true model was equal perception, AIC and BIC could always
pick the correct model. By contrast, when the true model was ordered perception with rater
effects, AIC and BIC favored the wrong yet parsimonious model. AIC could determine the
correct model when there were no rater effects. Therefore, LR appears to be useful for model
selection.
4.6 Real World Analysis: Language Test
Table 4.2 shows the score frequencies and number of essays scored by each rater. The
total number of essays scored by each rater ranges from 61 to 354, and the median is 155. The
total number of score 5 assigned by each rater ranges from 7 to 88, and the median is 28. The
total number of score 4 ranges from 13 to 88, and the median is 38 .The total number of score 3
ranges from 7 to 62, and the median is 27. The total number of score 2 ranges from 12 to 82, and
the median is 40. The total number of score 1 ranges from 4 to 60, and the median is 22.
Discrimination parameter (d’s) estimates
Table C1 presents parameter estimates for fitting the ordered perception model to a large-
scale language test where 27 raters assigned scores 1-5 to essays of 2,350 students. As shown in
Table C1, some raters such as 6, 9, 10, 14, 15, 16, and 21 had large estimates of d’s, with first d’s
around 5 and last d’s around 20, which means that these raters had excellent performance in
terms of discriminating essays of different qualities.
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5 4 2 3 1
1 46 34 27 37 35 179
2 25 28 14 23 10 100
3 19 45 18 42 22 146
4 36 50 38 48 37 209
5 30 54 48 57 33 222
6 37 51 33 82 42 245
7 38 39 41 56 38 212
8 14 15 25 30 17 101
9 42 56 29 64 38 229
10 9 38 44 51 28 170
11 88 73 40 64 48 313
12 27 47 43 46 21 184
13 68 88 62 76 60 354
14 31 36 14 26 22 129
15 27 40 25 40 23 155
16 39 82 52 77 40 290
17 36 65 48 64 30 243
18 24 29 30 36 16 135
19 34 33 22 19 14 122
20 35 34 24 42 20 155
21 28 30 32 30 19 139
22 14 29 11 23 11 88
23 18 21 9 12 11 71
24 17 24 17 35 4 97
25 12 43 17 35 23 130
26 9 23 7 14 8 61
27 7 13 12 16 17 65
Figure 4.17 shows the djm’s for all the raters. Overall, equal spacing looks reasonable
since the distances between adjacent perception distributions do not diverge for many raters.
Obvious examples are Raters 5, 13, and 21. On the other hand, the plot shows that it is
reasonable to have weaker assumptions of distances between adjacent perception distributions
for other raters. For example, for Rater 2 the distance between latent categories of 4 and 5 is
much smaller than those between other latent categories, meaning that it is difficult for Rater 2 to
distinguish 4 from 5. For Rater 3, it is difficult to distinguish between latent categories of 3 and 4.
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For Rater 8, it is difficult to distinguish between latent categories of 2 and 3. For Rater 26, it is
more difficult to distinguish between latent categories at the end than between those in the
middle. For Rater 23, it is more difficult to distinguish between latent categories of higher scores
than between those of lower scores. In addition, the plot shows that Raters 6, 9, 10, 14, 15, 16,
and 20 had the highest precision of rating since their d estimates were highest in the plot.
Figure 4.17. Distance Parameters for a 5-class Unequal Perception SDT Model, 27 Raters. The
plot shows raw discrimination parameter estimates for each rater.
Criteria parameter (c’s) estimates
In Figure 4.18, a comparison of Panel A to Panel B shows that raters had similar effects
for both equal and ordered perception models. For example, in Panel A, Rater 27 cleanly showed
severity (shifted up) and 17 clearly showed centrality (top and bottom criterion shifted outwards).
In Panel B, although the spacing changed, again 27 showed severity (shifted up) and 17 showed
centrality. Also, in both Panel A and Panel B, Rater 1 showed extremity, Raters 10 and 27 were
strict, and Rater 19 were lenient. On the contrary, many raters like 4, 7, 13, 14, 15, 18, and 21 did




Figure 4.18. Criteria Parameters for 5-class SDT Models, 27 Raters. Panel (A) shows relative
response criteria for each rater for equal perception model, with optimal locations as lines. Panel
(B) shows relative response criteria for each rater for unequal perception model, with open
triangles as predicted relative criteria from d estimates and filled circles as obtained relative
criteria estimates.
Latent class sizes
Table 4.3 shows that the class sizes in the ordered perception model were similar to those
of the fitted equal perception model. The SE’s were small. The estimated sizes of the latent
classes in both models did not follow an approximately normal distribution but appeared slightly
skewed. Specifically, the class sizes of the lower two scores, slightly over 15%, were smaller
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than those of the higher three scores, at around 20%-25%. The distribution of the quality of the
essays in this test was skewed to the right.
Table 4.3. Estimated Sizes of Latent Classes for Equal and Ordered Perception Models for
Language Test Data
Parameter
Equal Perception Model Order Perception Model
Estimate SE Estimate SE
Class 1 0.153 0.010 0.160 0.010
Class 2 0.136 0.013 0.165 0.015
Class 3 0.246 0.015 0.243 0.018
Class 4 0.240 0.016 0.229 0.020
Class 5 0.225 0.014 0.203 0.016
Model selection
Table 4.4 shows how fit indices selected between equal and ordered perception models.
By comparing results from fitting these two models, the third research question can be answered:
How does model fit compare for the ordered and equal perception models?
Table 4.4. Results for Equal and Ordered Perception Models for Language Test Data
Model -2LL AIC BIC
Equal perception model 215658.9 215936.8586 216737.8004
Ordered perception model 215576.4 216016.4147 217284.0923
Difference=LR, df=86 82.5 (p=0.587)
Table 4.4 shows that LR, AIC and BIC all favored the equal perception model. Figure
4.17 shows, for most raters, the distances between adjacent perception distributions tended to be
equal. Thus, the equal SDT model might be adequate in the typical case.
4.7 Summary
This chapter has discussed results of analyzing simulated and real data and several
conclusions can be made. First, the usefulness of plots to detect various rater effects was shown
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in both simulation studies and real data analyses. Especially, a new plot was designed to show
rater effects in ordered perception models, with triangles representing optimal criteria and
supplanting the lines in the equal perception model. By comparing the locations of circles to
triangles, it was easy to detect whether there are rater effects and what types.
Second, although parameter recovery deteriorated for BIB data, with rater effects, or for
wrong models, the estimates were still reasonable and rater effects could always be determined.
If the purpose is to detect rater effects, it may be alright to simply fit the parsimonious equal
perception model yet look at he ordered results as a check.
Third, LR-like test may be the choice to pick the right model. As shown previously, LR-
like tests had high power and low Type I error, rejecting the wrong null hypothesis or failing to
reject the correct null hypothesis for at least more than half of the replications in each simulation
condition. On the other hand, AIC and BIC favored parsimonious models for BIB data,
especially when there were rater effects, even if the data were generated from the complex model.
AIC might work well when there were no rater effects for BIB data although rater effects were
unlikely to be nonexistent in reality. AIC and BIC could pick the correct model for fully-crossed





The purpose of this study was to examine parameter recovery, model performance, and
model fit for the ordered perception SDT rater model. To fulfil this purpose, four simulation
studies were carried out for both fully-crossed and BIB designs, both without and with rater
effects. Simulation 1 fitted correct models to equal perception data to provide a baseline for
comparison with other simulation studies. Simulation 2 fitted correct models to ordered
perception data to answer the first research question about parameter recovery for the ordered
perception model. Simulation 3 fitted equal perception models to the data generated in
simulation 2 to answer the second research question of model performance and the third research
question of model fit. Simulation 4 fitted ordered perception models to the data generated in
simulation 1 to answer the second and third research questions. Real data were analyzed to
answer research Question 3.
Parameter recovery tended to be excellent for the ordered perception model. However,
estimates in the BIB design were poorer. Data without rater effects tended to have slightly better
parameter recovery than data with rater effects. Plots were useful to detect rater effects despite
simulation design.
Fitting equal perception models to ordered perception data or vice versa tended to give
different estimates of dj, as expected, and cj as well, even though the effects were generally small.
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Most importantly, rater effects were still apparent. Fully-crossed design gave slightly better
estimates than BIB design.
An interesting finding was that even though a wrong model was fitted, rater effects were
still detected in the plot. The BIB data might create centrality effects for some raters. If the main
purpose of using SDT models is to detect rater effects, it may be reasonable to always fit the
equal perception model and then use the plot to show rater effects.
Using plots to show rater effects is simple, compared with statistical indexes such as the
outfit statistic and the infit statistic which respectively indicate severity and centrality (Wolfe,
Chiu, & Myford, 2000; Wright & Masters, 1982). The former is the mean of the squared
standardized residuals between the observed response scores and the expected scores, and the
latter is the variance-weighted mean of squared standardized residuals between the observed
response scores and the expected scores. These statistics are designed for the FACETS model.
Plots are also more vivid than statistics of rater accuracy, such as rater agreement indices
(von Eye &Mun, 2005), true ratings based on average ratings (Wolfe & McVay, 2012), distance
between observed and true ratings based on expert judgment (Engelhard, 1996; 2013), and
approaches based on the GT incorporating information from both group and individual levels
(Marcoulides & Drezner, 1993; 1997; 2000).
Overall, compared with statistical measures, a graph seems more effective to show rater
effects (DeCarlo et al., 2011). DeCarlo et al. illustrated such rater effects as severity, centrality,
end effects, and preference of certain scores, all on a single graph. This study also showed all
these effects in the plot for equal perception models, as well as the rater effects for the ordered
perception model with a newly-designed plot. By comparing each rater’s relative estimated
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criteria with the relative optimal locations, it is easy to detect all the rater effects. A graph is
especially appealing to those without training in statistics.
5.2 Practical Implications
This study explores rater effects in evaluation of CR items. With added flexibility to the
discrimination parameter, the ordered perception model makes weaker assumptions. Using the
information provided by the model, testing institutions can offer training to raters identified with
rater effects so that the scores test takers receive are more objective. Meanwhile, reliable
estimation of rater effects requires a sufficient number of CR items scored by each rater. It was
found that if a rater scored fewer than 60 items for scores 1 to 5, estimates of d’s and c’s for this
rater tended to be insignificant. For constructed responses of more than five categories, each rater
should score more than 60 items to generate significant estimates. Considering the high cost of
training raters, it may be advisable for testing companies to maintain long-term contracts with
raters showing little effects.
Also, the ordered perceptional SDT model can help to improve the scoring rubric. If
many raters have the same effects, then the problem may lie in the specifications of the rubric.
For instance, if most raters do not assign the highest score, then the description of that score
should be checked to see whether it is too harsh.
5.3 Limitations and Future Research
For one limitation, this study only attempts to simulate data with specific conditions. To
generalize the results, more conditions may be tried in the future. For instance, CR items of more
than four categories may be studied. Other missing data designs, such as unbalanced, incomplete
block (UIB) or spiral design, are possible directions of study. The effects of small sample sizes
on parameter estimation are also worth trying, where strong priors will probably be needed.
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Another direction of study is comparing rater effects shown in different numbers of latent
categories of CR items. For example, it is not known whether it is easier for raters to show
specific effects, such as centrality, when there are three or four latent categories. Also, when the
number of latent categories is bigger than, say, six, the number of parameters will be too large
for the estimation of the ordered perception model to converge.
There have been little attempt to study the effects of estimating parameters in a model
combing both MC items and covariates, so another possibility in the future is to incorporate MC
items into the HRM-SDT model (Kim, 2009; Mariano & Junker, 2007). With regard to the
relationship between the examinee proficiency θ and scores of MC items, polytomous IRT
models may be used. In addition, both MC items and covariates can be included in the HRM-
SDT model with a single CR item.
The condition where the number of perception distributions is different from that of
scores in the scoring rubric may be studied. For instance, while the rubric specifies 4 scores, 3
perception distributions can be estimated. Then, how this may affect parameter recovery and
detection of rater effects can be examined.
The ordered perception model is a type of ordered clustered model discussed by Croon
(1990) and Vermunt and Magidson, (2016). In the situation with observed Y, equal d across the
categories is proportional odds, same as in the equal perception model (DeCarlo, 1998). A test of
proportional odds compares this against the situation where d varies across the categories, same
for the unequal perception model with latent categories. So comparing the two with, say, a
likelihood ratio test is the same as a test of proportional odds (DeCarlo, 1998). LG was used to
implement the parameter restriction (the ordered d’s) and LG does it using Croon’s (1990)
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approach of restricting the probabilities, as mentioned in the technical manual (Vermunt &
Magidson, 2016). The monotonic restriction was placed on the d parameters using LG.
However, the LR, AIC, and BIC indices used in the current study are not really the usual
statistics based on the -2LL because the PME with Bayes constants of 1 rather than the MLE was
used in model estimation. These indices were LR, AIC, and BIC computed on the -2LL reported
in LG for PME. In the presence of PME, the reported LL’s are more like posteriors which have
been smoothed slightly by the priors on the response probabilities (Vermunt & Magidson, 2016).
There is a huge related literature that we have noted, but it brings up issues in estimation, testing,
and so on, that need closer attention. For example, there is a huge discussion about testing
monotonicity (Vermunt, 2001; Vermunt & Magidson, 2016), so the LR examined here barely
cracks the surface. Basically, the monotone d’s lead to stochastic ordering.
Since the goodness-of-fitness measures do not have asymptotic distributions with
inequality constrains applied, Vermunt (2001) suggested use of parametric bootstrapping to
obtain p values and compare models. However, more research is needed to study how effective
bootstrapping is in evaluating model performance and how it compares with other indices such
as the LR-like test, AIC, BIC, and DIC. In addition, cross-validation methods may be explored in
terms of comparing equal and ordered perception models.
Also, the SDT ordered perception rater model is a type of restricted latent class models
which put both equality and inequality restrictions on sums of conditional probabilities. The
restrictions make the ordered perception model related to both parametric and nonparametric IRT
models (Vermunt, 2001). For example, the monotonicity restriction on the logits of cumulative
probabilities of adjacent latent classes makes the ordered perception model similar to the
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polytomous IRT models, such as the graded response model (GRM) (Samejima, 1969). Both
models are generalized linear models using cumulative category logits (Agresti, 2013; Dobson &
Barnett, 2008). The GRM represents the difference of two cumulative latent categories on the
logit scale. The main difference is that the GRM uses continuous latent classes yet the ordered
perception model discrete latent classes. In a sense, the ordered perception model is a type of
semi-parametric IRT polytomous model.
Another interesting area worthy of further study is to generalize the ordered perception
model to multivariate situations, like analytic scoring. The current study is a univariate case
where one essay of each test taker was analyzed. Yet, in reality some tests, such as GRE and
TOEFL, have two essays, and other tests like SAT and ACT let each rater give four or five
scores for each essay. These conditions need a multivariate ordered perception model to
incorporate the different dimensions.
Another potential direction for future study is to simulate missing patterns from real data.
For example, the missing pattern in the language test can be simulated 100 times with the LG-
estimated parameter values to see how parameters will be recovered and whether the real rater
effects can be determined with the newly designed plot in the current study.
A study having implications for testing companies is how many raters may provide
satisfactory parameter recovery. Now, the common practice by testing companies is that two
raters score the same essay and a third rater will score this essay if the scores by the first two
raters diverge too much, e.g., 1 point in former SAT essay scoring. Results from the simulation
studies in the BIB design show that parameter recovery degenerated compared with that of the
fully-crossed design and that the true ordered perception model with rater effects could not be
recovered by AIC or BIC. One reason may be that two raters cannot provide sufficient
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information for LG to recover either the parameters or the true model. Further research may be
done to find out whether three or more raters can improve the parameter and model recovery.
Another possibility for future research involves estimation methods. To improve
estimation results where the MLE method would not converge for large d’s, the current study
used the PME method for all the models. The PME algorithm converges fast but cannot give the
distribution of the estimates. To tackle this, the Bayesian algorithms such as the MCMC
approach may be used to estimate the parameters. Results may be compared with those of the
PME algorithm.
Unequal scaling/variance may be assumed. However, unequal scaling means that the
rater scores will not be ordered, so stochastic ordering of scores has to be used to make scoring
ordered. Additionally, when scaling is unequal, the likelihood ratio of different categories will
not be monotonic and appears to be counterintuitive. A random parameter d needs to be assumed
and parameters c’s need to be constrained so that one c is always larger than another and will not
cross (DeCarlo et al., 2011).
The Bayesian optimal criteria location may be explored. In medicine, most people do not
have cancer so it seems appropriate to put the criteria location on the side of the distribution of
patients with cancer. Similarly, to increase the accuracy of prediction, it seems proper to put the
location criteria on the side of the distribution that has a smaller proportion or larger frequency.
Finally, cross-validation commonly used in predictive modeling may be attempted in
comparison of the HRM SDT models. The charm of cross-validation is that the model is trained
and tested with different datasets, so the model finally selected tends to avoid overfitting and
have better predictive power.
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Appendix A
Parameter Estimates, Bias/Deviation, Percent Bias/Deviation, and Mean Squared Error for the
Latent Class SDT Model, Fully-Crossed Design
Table A1.1
Equal Perception Model Without Rater Effects, Fit Equal Perception Model, N = 1,000
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d1 1.00 0.993 -0.007 0.690 0.005
d2 2.00 2.005 0.005 0.250 0.008
d3 3.00 3.013 0.013 0.439 0.017
d4 4.00 4.001 0.001 0.021 0.020
d5 5.00 4.977 -0.023 0.455 0.032
d6 5.50 5.476 -0.024 0.443 0.033
d7 4.50 4.506 0.006 0.144 0.032
d8 3.50 3.494 -0.006 0.157 0.016
d9 2.50 2.499 -0.001 0.044 0.010
d10 1.50 1.504 0.004 0.269 0.007
c11 0.50 0.489 -0.011 2.176 0.014
c12 1.50 1.483 -0.017 1.156 0.017
c13 2.50 2.489 -0.011 0.455 0.020
c21 1.00 0.992 -0.008 0.790 0.018
c22 3.00 3.006 0.006 0.191 0.024
c23 5.00 5.002 0.002 0.049 0.042
c31 1.50 1.494 -0.006 0.388 0.027
c32 4.50 4.509 0.009 0.210 0.043
c33 7.50 7.519 0.019 0.252 0.104
c41 2.00 1.980 -0.020 0.991 0.033
c42 6.00 6.003 0.003 0.042 0.053
c43 10.00 10.015 0.015 0.145 0.137
c51 2.50 2.482 -0.018 0.720 0.042
c52 7.50 7.463 -0.037 0.492 0.077
c53 12.50 12.476 -0.024 0.192 0.206
c61 2.75 2.715 -0.035 1.267 0.049
c62 8.25 8.204 -0.046 0.562 0.118
c63 13.75 13.693 -0.057 0.416 0.209
c71 2.25 2.246 -0.004 0.181 0.040
c72 6.75 6.748 -0.002 0.033 0.102
c73 11.25 11.260 0.010 0.093 0.187
c81 1.75 1.754 0.004 0.247 0.029
c82 5.25 5.239 -0.011 0.204 0.037
c83 8.75 8.736 -0.014 0.164 0.071
75
c91 1.25 1.244 -0.006 0.468 0.021
c92 3.75 3.738 -0.012 0.329 0.029
c93 6.25 6.245 -0.005 0.084 0.054
c101 0.75 0.772 0.022 2.953 0.014
c102 2.25 2.275 0.025 1.109 0.019
c103 3.75 3.754 0.004 0.107 0.028
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.151 0.001 0.680 <0.001
Class 2 0.35 0.349 -0.001 0.225 <0.001
Class 3 0.35 0.350 <0.001 0.092 <0.001
Class 4 0.15 0.150 <0.001 0.059 <0.001
Table A1.2
Equal Perception Model With Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d1 1.00 1.000 <0.001 0.023 0.007
d2 2.00 1.989 -0.011 0.538 0.009
d3 3.00 3.017 0.017 0.552 0.016
d4 4.00 3.999 -0.001 0.030 0.027
d5 5.00 5.000 <0.001 0.002 0.120
d6 5.50 5.522 0.022 0.408 0.139
d7 4.50 4.502 0.002 0.034 0.034
d8 3.50 3.496 -0.004 0.117 0.017
d9 2.50 2.496 -0.004 0.145 0.015
d10 1.50 1.493 -0.007 0.469 0.007
c11 0.50 0.492 -0.008 1.623 0.019
c12 1.50 1.499 -0.001 0.038 0.018
c13 2.50 2.502 0.002 0.097 0.022
c21 0.00 -0.004 -0.004 - 0.014
c22 2.00 1.992 -0.008 0.412 0.018
c23 4.00 3.980 -0.020 0.490 0.033
c31 2.50 2.519 0.019 0.747 0.029
c32 5.50 5.541 0.041 0.738 0.065
c33 8.50 8.541 0.041 0.482 0.127
c41 3.00 3.021 0.021 0.690 0.042
c42 6.00 6.017 0.017 0.290 0.086
c43 9.00 8.984 -0.016 0.175 0.115
c51 4.50 4.493 -0.007 0.145 0.137
c52 9.50 9.514 0.014 0.148 0.496
c53 14.50 14.510 0.010 0.067 1.074
c61 0.75 0.753 0.003 0.442 0.035
c62 6.25 6.281 0.031 0.499 0.168
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c63 11.75 11.815 0.065 0.550 0.562
c71 2.25 2.253 0.003 0.112 0.043
c72 6.75 6.763 0.013 0.197 0.095
c73 11.25 11.245 -0.005 0.042 0.193
c81 0.75 0.770 0.020 2.680 0.029
c82 5.25 5.244 -0.006 0.119 0.049
c83 9.75 9.746 -0.004 0.045 0.139
c91 -0.75 -0.753 -0.003 0.362 0.021
c92 3.75 3.770 0.020 0.530 0.043
c93 8.25 8.267 0.017 0.211 0.123
c101 0.75 0.752 0.002 0.249 0.022
c102 2.25 2.244 -0.006 0.268 0.021
c103 3.75 3.743 -0.007 0.178 0.030
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.149 -0.001 0.694 <0.001
Class 2 0.35 0.348 -0.002 0.516 <0.001
Class 3 0.35 0.350 <0.001 0.108 <0.001
Class 4 0.15 0.152 0.002 1.644 <0.001
Table A2.1
Ordered Perception Model Without Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d12 1.00 1.008 0.008 0.755 0.038
d13 2.00 2.018 0.018 0.876 0.035
d14 3.00 3.018 0.018 0.613 0.070
d22 1.00 1.006 0.006 0.624 0.041
d23 3.00 3.032 0.032 1.051 0.051
d24 5.00 5.035 0.035 0.697 0.087
d32 3.00 3.028 0.028 0.926 0.090
d33 6.00 6.033 0.033 0.551 0.096
d34 7.00 7.017 0.017 0.248 0.153
d42 1.00 1.038 0.038 3.843 0.054
d43 5.00 5.009 0.009 0.188 0.072
d44 6.00 6.013 0.013 0.222 0.110
d52 5.00 5.045 0.045 0.900 0.204
d53 6.00 6.022 0.022 0.368 0.189
d54 11.00 11.114 0.114 1.037 0.348
d62 5.50 5.540 0.040 0.732 0.329
d63 11.00 11.044 0.044 0.396 0.468
d64 16.50 16.541 0.041 0.247 0.728
d72 1.00 1.022 0.022 2.156 0.042
d73 5.50 5.526 0.026 0.464 0.110
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d74 6.50 6.503 0.003 0.043 0.137
d82 1.00 0.990 -0.010 1.018 0.035
d83 4.50 4.524 0.024 0.532 0.060
d84 8.00 8.040 0.040 0.505 0.137
d92 2.50 2.539 0.039 1.573 0.067
d93 3.50 3.549 0.049 1.388 0.066
d94 6.00 6.057 0.057 0.949 0.100
d102 1.50 1.486 -0.014 0.952 0.049
d103 3.00 2.991 -0.009 0.295 0.045
d104 4.00 3.993 -0.007 0.171 0.074
c11 0.50 0.516 0.016 3.114 0.025
c12 1.50 1.517 0.017 1.144 0.026
c13 2.50 2.511 0.011 0.438 0.030
c21 0.50 0.504 0.004 0.826 0.030
c22 2.00 2.009 0.009 0.447 0.037
c23 4.00 4.033 0.033 0.833 0.052
c31 1.50 1.493 -0.007 0.465 0.059
c32 4.50 4.531 0.031 0.690 0.097
c33 6.50 6.519 0.019 0.288 0.103
c41 0.50 0.534 0.034 6.802 0.034
c42 3.00 3.034 0.034 1.124 0.052
c43 5.50 5.520 0.020 0.358 0.076
c51 2.50 2.537 0.037 1.464 0.180
c52 5.50 5.548 0.048 0.867 0.196
c53 8.50 8.550 0.050 0.583 0.212
c61 2.75 2.739 -0.011 0.385 0.179
c62 8.25 8.309 0.059 0.711 0.367
c63 13.75 13.824 0.074 0.541 0.535
c71 0.50 0.506 0.006 1.248 0.029
c72 3.25 3.264 0.014 0.418 0.066
c73 6.00 6.007 0.007 0.121 0.099
c81 0.50 0.514 0.014 2.880 0.028
c82 2.75 2.741 -0.009 0.325 0.038
c83 6.25 6.266 0.016 0.249 0.078
c91 1.25 1.284 0.034 2.752 0.049
c92 3.00 3.037 0.037 1.223 0.060
c93 4.75 4.772 0.022 0.470 0.069
c101 0.75 0.736 -0.014 1.801 0.030
c102 2.25 2.239 -0.011 0.502 0.038
c103 3.50 3.495 -0.005 0.143 0.046
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.148 -0.002 1.074 <0.001
Class 2 0.35 0.352 0.002 0.602 <0.001
Class 3 0.35 0.349 -0.001 0.380 <0.001
Class 4 0.15 0.151 0.001 0.555 <0.001
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Table A2.2
Ordered Perception Model With Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d12 1.00 1.023 0.023 2.253 0.040
d13 2.00 2.034 0.034 1.696 0.042
d14 3.00 3.044 0.044 1.475 0.058
d22 1.00 0.969 -0.031 3.114 0.035
d23 3.00 2.960 -0.040 1.339 0.034
d24 5.00 4.978 -0.022 0.450 0.099
d32 3.00 3.079 0.079 2.624 0.150
d33 6.00 6.110 0.110 1.839 0.168
d34 7.00 7.086 0.086 1.232 0.169
d42 1.00 1.007 0.007 0.746 0.084
d43 5.00 4.985 -0.015 0.299 0.095
d44 6.00 6.000 <0.001 0.002 0.171
d52 5.00 5.073 0.073 1.466 1.034
d53 6.00 6.049 0.049 0.824 1.054
d54 11.00 11.124 0.124 1.123 1.356
d62 5.50 5.556 0.056 1.014 0.643
d63 11.00 11.209 0.209 1.897 1.256
d64 16.50 16.900 0.400 2.425 2.486
d72 1.00 1.050 0.050 4.964 0.054
d73 5.50 5.572 0.072 1.309 0.095
d74 6.50 6.587 0.087 1.333 0.140
d82 1.00 1.019 0.019 1.869 0.051
d83 4.50 4.530 0.030 0.671 0.080
d84 8.00 8.004 0.004 0.049 0.195
d92 2.50 2.490 -0.010 0.392 0.056
d93 3.50 3.474 -0.026 0.730 0.067
d94 6.00 6.019 0.019 0.316 0.104
d102 1.50 1.532 0.032 2.144 0.038
d103 3.00 3.033 0.033 1.106 0.047
d104 4.00 4.022 0.022 0.548 0.064
c11 0.50 0.514 0.014 2.711 0.037
c12 1.50 1.533 0.033 2.221 0.034
c13 2.50 2.539 0.039 1.570 0.037
c21 -0.50 -0.539 -0.039 7.820 0.030
c22 1.00 0.967 -0.033 3.347 0.023
c23 3.00 2.959 -0.041 1.375 0.037
c31 2.50 2.580 0.080 3.186 0.134
c32 5.50 5.586 0.086 1.566 0.147
c33 7.50 7.605 0.105 1.397 0.169
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c41 1.50 1.500 <0.001 0.007 0.063
c42 3.00 2.991 -0.009 0.304 0.074
c43 4.50 4.484 -0.016 0.366 0.083
c51 4.50 4.554 0.054 1.199 1.023
c52 7.50 7.546 0.046 0.608 1.087
c53 10.50 10.645 0.145 1.381 1.346
c61 0.75 0.730 -0.020 2.688 0.046
c62 6.25 6.303 0.053 0.844 0.650
c63 11.75 11.947 0.197 1.675 1.258
c71 0.50 0.516 0.016 3.158 0.035
c72 3.25 3.291 0.041 1.267 0.072
c73 6.00 6.079 0.079 1.313 0.102
c81 -0.50 -0.499 0.001 0.226 0.034
c82 2.75 2.762 0.012 0.443 0.060
c83 7.25 7.262 0.012 0.167 0.145
c91 -0.75 -0.784 -0.034 4.521 0.026
c92 3.00 2.965 -0.035 1.157 0.057
c93 6.75 6.780 0.030 0.445 0.095
c101 0.75 0.773 0.023 3.090 0.033
c102 2.25 2.271 0.021 0.935 0.037
c103 3.50 3.530 0.030 0.871 0.038
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.152 0.002 1.512 <0.001
Class 2 0.35 0.349 -0.001 0.217 <0.001
Class 3 0.35 0.349 -0.001 0.201 <0.001
Class 4 0.15 0.149 -0.001 0.539 <0.001
Table A3.1
Ordered Perception Model Without Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 1.008 0.008 0.807
d13 2.00 2.016 0.016 0.807
d14 3.00 3.024 0.024 0.807
d22 1.00 1.745 0.745 74.524
d23 3.00 3.490 0.490 16.349
d24 5.00 5.236 0.236 4.714
d32 3.00 2.379 -0.621 20.696
d33 6.00 4.758 -1.242 20.696
d34 7.00 7.137 0.137 1.962
d42 1.00 2.231 1.231 123.078
d43 5.00 4.462 -0.538 10.769
d44 6.00 6.692 0.692 11.539
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d52 5.00 2.516 -2.484 49.687
d53 6.00 5.031 -0.969 16.145
d54 11.00 7.547 -3.453 31.392
d62 5.50 5.548 0.048 0.881
d63 11.00 11.097 0.097 0.881
d64 16.50 16.645 0.145 0.881
d72 1.00 2.358 1.358 135.769
d73 5.50 4.715 -0.785 14.266
d74 6.50 7.073 0.573 8.816
d82 1.00 2.711 1.711 171.132
d83 4.50 5.423 0.923 20.503
d84 8.00 8.134 0.134 1.675
d92 2.50 1.707 -0.793 31.737
d93 3.50 3.413 -0.087 2.482
d94 6.00 5.120 -0.880 14.672
d102 1.50 1.368 -0.132 8.816
d103 3.00 2.736 -0.264 8.816
d104 4.00 4.103 0.103 2.582
c11 0.50 0.519 0.019 3.772
c12 1.50 1.519 0.019 1.284
c13 2.50 2.512 0.012 0.488
c21 0.50 1.009 0.509 101.758
c22 2.00 2.520 0.520 26.013
c23 4.00 4.467 0.467 11.670
c31 1.50 0.989 -0.511 34.081
c32 4.50 3.704 -0.796 17.696
c33 6.50 5.681 -0.819 12.594
c41 0.50 1.236 0.736 147.136
c42 3.00 3.364 0.364 12.117
c43 5.50 5.490 -0.010 0.175
c51 2.50 1.041 -1.459 58.373
c52 5.50 3.786 -1.714 31.165
c53 8.50 6.511 -1.989 23.396
c61 2.75 2.783 0.033 1.212
c62 8.25 8.335 0.085 1.035
c63 13.75 13.930 0.180 1.311
c71 0.50 1.302 0.802 160.466
c72 3.25 3.542 0.292 8.976
c73 6.00 5.766 -0.234 3.900
c81 0.50 1.739 1.239 247.879
c82 2.75 3.925 1.175 42.739
c83 6.25 6.982 0.732 11.717
c91 1.25 0.820 -0.430 34.413
c92 3.00 2.556 -0.444 14.802
c93 4.75 4.282 -0.468 9.847
c101 0.75 0.627 -0.123 16.413
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c102 2.25 2.107 -0.143 6.365
c103 3.50 3.366 -0.134 3.824
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.147 -0.003 1.989
Class 2 0.35 0.354 0.004 1.076
Class 3 0.35 0.348 -0.002 0.675
Class 4 0.15 0.152 0.002 1.054
Table A3.2
Ordered Perception Model With Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 1.011 0.011 1.088
d13 2.00 2.022 0.022 1.088
d14 3.00 3.033 0.033 1.088
d22 1.00 1.664 0.664 66.355
d23 3.00 3.327 0.327 10.903
d24 5.00 4.991 -0.009 0.187
d32 3.00 2.263 -0.737 24.570
d33 6.00 4.526 -1.474 24.570
d34 7.00 6.789 -0.211 3.019
d42 1.00 2.641 1.641 164.081
d43 5.00 5.282 0.282 5.632
d44 6.00 7.922 1.922 32.040
d52 5.00 2.238 -2.762 55.238
d53 6.00 4.476 -1.524 25.397
d54 11.00 6.714 -4.286 38.961
d62 5.50 5.380 -0.120 2.187
d63 11.00 10.759 -0.241 2.187
d64 16.50 16.139 -0.361 2.187
d72 1.00 2.426 1.426 142.645
d73 5.50 4.853 -0.647 11.766
d74 6.50 7.279 0.779 11.990
d82 1.00 2.673 1.673 167.325
d83 4.50 5.347 0.847 18.811
d84 8.00 8.020 0.020 0.247
d92 2.50 1.630 -0.870 34.796
d93 3.50 3.260 -0.240 6.851
d94 6.00 4.890 -1.110 18.495
d102 1.50 1.372 -0.128 8.557
d103 3.00 2.743 -0.257 8.557
d104 4.00 4.115 0.115 2.874
c11 0.50 0.501 0.001 0.177
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c12 1.50 1.519 0.019 1.290
c13 2.50 2.525 0.025 0.986
c21 -0.50 -0.155 0.345 69.070
c22 1.00 1.407 0.407 40.724
c23 3.00 3.349 0.349 11.633
c31 2.50 1.747 -0.753 30.111
c32 5.50 4.411 -1.089 19.795
c33 7.50 6.599 -0.901 12.018
c41 1.50 2.673 1.173 78.174
c42 3.00 3.944 0.944 31.453
c43 4.50 5.216 0.716 15.906
c51 4.50 2.210 -2.290 50.887
c52 7.50 5.240 -2.260 30.137
c53 10.50 6.944 -3.556 33.865
c61 0.75 0.704 -0.046 6.148
c62 6.25 6.096 -0.154 2.459
c63 11.75 11.498 -0.252 2.144
c71 0.50 1.326 0.826 165.112
c72 3.25 3.622 0.372 11.438
c73 6.00 5.913 -0.087 1.443
c81 -0.50 0.336 0.836 167.229
c82 2.75 3.860 1.110 40.372
c83 7.25 7.652 0.402 5.547
c91 -0.75 -1.073 -0.323 43.004
c92 3.00 2.419 -0.581 19.376
c93 6.75 5.951 -0.799 11.835
c101 0.75 0.625 -0.125 16.708
c102 2.25 2.099 -0.151 6.710
c103 3.50 3.363 -0.137 3.915
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.154 0.004 2.970
Class 2 0.35 0.348 -0.002 0.566
Class 3 0.35 0.349 -0.001 0.320
Class 4 0.15 0.149 -0.001 0.903
Table A4.1
Equal Perception Model Without Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 0.986 -0.014 1.421
d13 2.00 1.983 -0.017 0.829
d14 3.00 2.981 -0.019 0.632
d22 2.00 2.023 0.023 1.125
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d23 4.00 4.019 0.019 0.487
d24 6.00 6.036 0.036 0.597
d32 3.00 3.034 0.034 1.140
d33 6.00 6.043 0.043 0.713
d34 9.00 9.066 0.066 0.736
d42 4.00 4.029 0.029 0.725
d43 8.00 8.040 0.040 0.495
d44 12.00 12.037 0.037 0.311
d52 5.00 5.074 0.074 1.486
d53 10.00 10.019 0.019 0.191
d54 15.00 15.042 0.042 0.278
d62 5.50 5.494 -0.006 0.100
d63 11.00 10.971 -0.029 0.265
d64 16.50 16.528 0.028 0.169
d72 4.50 4.538 0.038 0.834
d73 9.00 9.051 0.051 0.571
d74 13.50 13.568 0.068 0.504
d82 3.50 3.479 -0.021 0.612
d83 7.00 6.980 -0.020 0.284
d84 10.50 10.520 0.020 0.192
d92 2.50 2.536 0.036 1.451
d93 5.00 5.026 0.026 0.517
d94 7.50 7.526 0.026 0.352
d102 1.50 1.519 0.019 1.295
d103 3.00 3.016 0.016 0.541
d104 4.50 4.529 0.029 0.638
c11 0.50 0.485 -0.015 3.079
c12 1.50 1.479 -0.021 1.382
c13 2.50 2.487 -0.013 0.535
c21 1.00 1.003 0.003 0.312
c22 3.00 3.019 0.019 0.636
c23 5.00 5.017 0.017 0.335
c31 1.50 1.509 0.009 0.628
c32 4.50 4.528 0.028 0.629
c33 7.50 7.539 0.039 0.521
c41 2.00 2.002 0.002 0.099
c42 6.00 6.036 0.036 0.593
c43 10.00 10.049 0.049 0.488
c51 2.50 2.553 0.053 2.107
c52 7.50 7.545 0.045 0.606
c53 12.50 12.549 0.049 0.394
c61 2.75 2.735 -0.015 0.548
c62 8.25 8.222 -0.028 0.338
c63 13.75 13.728 -0.022 0.158
c71 2.25 2.271 0.021 0.948
c72 6.75 6.784 0.034 0.498
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c73 11.25 11.302 0.052 0.460
c81 1.75 1.745 -0.005 0.302
c82 5.25 5.229 -0.021 0.397
c83 8.75 8.737 -0.013 0.151
c91 1.25 1.270 0.020 1.615
c92 3.75 3.769 0.019 0.500
c93 6.25 6.274 0.024 0.390
c101 0.75 0.782 0.032 4.249
c102 2.25 2.286 0.036 1.613
c103 3.75 3.767 0.017 0.441
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.151 0.001 0.663
Class 2 0.35 0.349 -0.001 0.225
Class 3 0.35 0.350 <0.001 0.088
Class 4 0.15 0.150 <0.001 0.067
Table A4.2
Equal Perception Model With Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 1.016 0.016 1.570
d13 2.00 2.005 0.005 0.236
d14 3.00 3.019 0.019 0.632
d22 2.00 1.934 -0.066 3.309
d23 4.00 3.958 -0.042 1.061
d24 6.00 5.968 -0.032 0.538
d32 3.00 3.017 0.017 0.579
d33 6.00 6.030 0.030 0.499
d34 9.00 9.086 0.086 0.953
d42 4.00 4.141 0.141 3.529
d43 8.00 8.154 0.154 1.922
d44 12.00 12.128 0.128 1.068
d52 5.00 5.081 0.081 1.628
d53 10.00 10.163 0.163 1.630
d54 15.00 15.267 0.267 1.781
d62 5.50 5.590 0.090 1.645
d63 11.00 11.262 0.262 2.381
d64 16.50 17.153 0.653 3.960
d72 4.50 4.546 0.046 1.023
d73 9.00 9.012 0.012 0.135
d74 13.50 13.608 0.108 0.797
d82 3.50 3.541 0.041 1.180
d83 7.00 7.048 0.048 0.686
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d84 10.50 10.515 0.015 0.146
d92 2.50 2.470 -0.030 1.184
d93 5.00 4.984 -0.016 0.322
d94 7.50 7.504 0.004 0.056
d102 1.50 1.520 0.020 1.354
d103 3.00 3.015 0.015 0.491
d104 4.50 4.493 -0.007 0.165
c11 0.50 0.501 0.001 0.102
c12 1.50 1.509 0.009 0.609
c13 2.50 2.513 0.013 0.525
c21 0.00 -0.032 -0.032 -
c22 2.00 1.956 -0.044 2.198
c23 4.00 3.953 -0.047 1.171
c31 2.50 2.522 0.022 0.890
c32 5.50 5.542 0.042 0.769
c33 8.50 8.564 0.064 0.748
c41 3.00 3.159 0.159 5.292
c42 6.00 6.165 0.165 2.744
c43 9.00 9.134 0.134 1.484
c51 4.50 4.579 0.079 1.761
c52 9.50 9.676 0.176 1.857
c53 14.50 14.773 0.273 1.883
c61 0.75 0.751 0.001 0.084
c62 6.25 6.351 0.101 1.615
c63 11.75 12.031 0.281 2.388
c71 2.25 2.289 0.039 1.716
c72 6.75 6.793 0.043 0.638
c73 11.25 11.280 0.030 0.271
c81 0.75 0.783 0.033 4.393
c82 5.25 5.292 0.042 0.793
c83 9.75 9.787 0.037 0.383
c91 -0.75 -0.769 -0.019 2.496
c92 3.75 3.756 0.006 0.151
c93 8.25 8.280 0.030 0.367
c101 0.75 0.772 0.022 2.943
c102 2.25 2.268 0.018 0.786
c103 3.75 3.768 0.018 0.475
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.149 -0.001 0.688
Class 2 0.35 0.348 -0.002 0.510
Class 3 0.35 0.350 <0.001 0.083
Class 4 0.15 0.153 0.003 1.686
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Appendix B
Parameter Estimates, Bias/Deviation, Percent Bias/Deviation, and Mean Squared Error for the
Latent Class SDT Model, BIB Design
Table B1.1
Equal Perception Model Without Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d1 1.00 0.959 -0.041 4.126 0.041
d2 2.00 1.986 -0.014 0.699 0.135
d3 3.00 2.962 -0.038 1.272 0.296
d4 4.00 3.905 -0.095 2.387 0.606
d5 5.00 4.740 -0.260 5.210 0.643
d6 5.50 5.173 -0.327 5.951 0.772
d7 4.50 4.488 -0.012 0.274 0.749
d8 3.50 3.661 0.161 4.601 0.394
d9 2.50 2.477 -0.023 0.914 0.162
d10 1.50 1.436 -0.064 4.267 0.067
c11 0.50 0.394 -0.106 21.155 0.112
c12 1.50 1.415 -0.085 5.656 0.127
c13 2.50 2.434 -0.066 2.625 0.150
c21 1.00 0.922 -0.078 7.761 0.179
c22 3.00 2.961 -0.039 1.310 0.339
c23 5.00 5.028 0.028 0.555 0.629
c31 1.50 1.239 -0.261 17.373 0.366
c32 4.50 4.367 -0.133 2.965 0.739
c33 7.50 7.522 0.022 0.293 1.663
c41 2.00 1.631 -0.369 18.436 0.537
c42 6.00 5.887 -0.113 1.887 1.784
c43 10.00 10.094 0.094 0.939 3.758
c51 2.50 1.853 -0.647 25.877 0.885
c52 7.50 7.008 -0.492 6.561 1.586
c53 12.50 12.345 -0.155 1.237 3.756
c61 2.75 1.968 -0.782 28.419 1.291
c62 8.25 7.740 -0.510 6.176 2.177
c63 13.75 13.499 -0.251 1.828 4.292
c71 2.25 1.880 -0.370 16.437 0.847
c72 6.75 6.655 -0.095 1.414 1.861
c73 11.25 11.563 0.313 2.784 4.193
c81 1.75 1.640 -0.110 6.276 0.385
c82 5.25 5.415 0.165 3.142 0.880
c83 8.75 9.335 0.585 6.684 2.418
87
c91 1.25 1.036 -0.214 17.141 0.298
c92 3.75 3.696 -0.054 1.440 0.479
c93 6.25 6.281 0.031 0.502 0.921
c101 0.75 0.654 -0.096 12.774 0.125
c102 2.25 2.159 -0.091 4.064 0.183
c103 3.75 3.674 -0.076 2.024 0.337
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.173 0.023 15.459 0.001
Class 2 0.35 0.332 -0.018 5.158 0.001
Class 3 0.35 0.325 -0.025 7.201 0.002
Class 4 0.15 0.170 0.020 13.379 0.001
Table B1.2
Equal Perception Model With Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d1 1.00 0.958 -0.042 4.203 0.055
d2 2.00 1.978 -0.022 1.080 0.166
d3 3.00 2.944 -0.056 1.876 0.366
d4 4.00 3.819 -0.181 4.534 0.535
d5 5.00 4.111 -0.889 17.785 1.221
d6 5.50 4.246 -1.254 22.799 2.009
d7 4.50 4.526 0.026 0.575 0.639
d8 3.50 3.623 0.123 3.519 0.612
d9 2.50 2.464 -0.036 1.432 0.289
d10 1.50 1.457 -0.043 2.897 0.071
c11 0.50 0.413 -0.087 17.347 0.136
c12 1.50 1.415 -0.085 5.655 0.152
c13 2.50 2.408 -0.092 3.662 0.196
c21 0.00 -0.124 -0.124 - 0.169
c22 2.00 1.945 -0.055 2.750 0.319
c23 4.00 3.970 -0.030 0.753 0.556
c31 2.50 2.324 -0.176 7.036 0.569
c32 5.50 5.432 -0.068 1.237 1.347
c33 8.50 8.542 0.042 0.497 2.395
c41 3.00 2.619 -0.381 12.705 0.741
c42 6.00 5.583 -0.417 6.954 1.390
c43 9.00 8.734 -0.266 2.960 2.474
c51 4.50 3.315 -1.185 26.339 1.980
c52 9.50 7.733 -1.767 18.601 4.616
c53 14.50 12.066 -2.434 16.787 8.824
c61 0.75 0.333 -0.417 55.561 0.492
c62 6.25 4.848 -1.402 22.429 2.877
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c63 11.75 9.431 -2.319 19.734 7.497
c71 2.25 1.789 -0.461 20.473 0.910
c72 6.75 6.728 -0.022 0.328 1.999
c73 11.25 11.563 0.313 2.779 4.437
c81 0.75 0.539 -0.211 28.126 0.384
c82 5.25 5.332 0.082 1.558 1.482
c83 9.75 10.207 0.457 4.692 3.960
c91 -0.75 -0.968 -0.218 29.130 0.236
c92 3.75 3.680 -0.070 1.861 0.783
c93 8.25 8.246 -0.004 0.046 2.081
c101 0.75 0.640 -0.110 14.629 0.149
c102 2.25 2.167 -0.083 3.684 0.192
c103 3.75 3.682 -0.068 1.804 0.268
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.172 0.022 14.881 0.001
Class 2 0.35 0.333 -0.017 4.825 0.002
Class 3 0.35 0.327 -0.023 6.604 0.002
Class 4 0.15 0.168 0.018 11.787 0.001
Table B2.1
Ordered Perception Model Without Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d12 1.00 1.110 0.110 11.033 0.790
d13 2.00 1.977 -0.023 1.160 0.652
d14 3.00 3.068 0.068 2.272 1.277
d22 1.00 1.199 0.199 19.857 1.196
d23 3.00 3.057 0.057 1.883 0.965
d24 5.00 5.214 0.214 4.284 1.974
d32 3.00 3.320 0.320 10.654 2.316
d33 6.00 6.252 0.252 4.205 2.643
d34 7.00 7.464 0.464 6.625 3.295
d42 1.00 1.163 0.163 16.274 1.092
d43 5.00 5.135 0.135 2.700 2.175
d44 6.00 6.206 0.206 3.429 2.327
d52 5.00 4.509 -0.491 9.814 2.413
d53 6.00 5.087 -0.913 15.210 3.548
d54 11.00 9.946 -1.054 9.586 6.623
d62 5.50 4.541 -0.959 17.442 3.361
d63 11.00 9.305 -1.695 15.409 7.338
d64 16.50 13.905 -2.595 15.727 12.494
d72 1.00 1.318 0.318 31.823 1.120
d73 5.50 5.738 0.238 4.336 2.051
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d74 6.50 6.819 0.319 4.913 2.630
d82 1.00 1.089 0.089 8.938 1.163
d83 4.50 4.668 0.168 3.743 1.284
d84 8.00 8.226 0.226 2.821 3.961
d92 2.50 2.445 -0.055 2.216 1.768
d93 3.50 3.274 -0.226 6.468 1.539
d94 6.00 6.145 0.145 2.421 2.915
d102 1.50 1.778 0.278 18.516 1.444
d103 3.00 3.137 0.137 4.562 1.067
d104 4.00 4.201 0.201 5.023 1.587
c11 0.50 0.493 -0.007 1.365 0.437
c12 1.50 1.549 0.049 3.269 0.487
c13 2.50 2.581 0.081 3.236 0.516
c21 0.50 0.466 -0.034 6.756 0.421
c22 2.00 2.080 0.080 3.996 0.693
c23 4.00 4.298 0.298 7.442 0.917
c31 1.50 1.227 -0.273 18.233 0.978
c32 4.50 4.727 0.227 5.051 2.036
c33 6.50 6.913 0.413 6.350 2.656
c41 0.50 0.425 -0.075 15.032 0.338
c42 3.00 3.077 0.077 2.552 0.979
c43 5.50 5.731 0.231 4.205 1.887
c51 2.50 1.534 -0.966 38.637 2.267
c52 5.50 4.802 -0.698 12.695 2.919
c53 8.50 8.245 -0.255 2.997 3.383
c61 2.75 1.367 -1.383 50.287 2.945
c62 8.25 6.973 -1.277 15.482 5.280
c63 13.75 12.404 -1.346 9.787 6.304
c71 0.50 0.468 -0.032 6.462 0.394
c72 3.25 3.395 0.145 4.473 1.116
c73 6.00 6.286 0.286 4.769 1.960
c81 0.50 0.459 -0.041 8.245 0.390
c82 2.75 2.882 0.132 4.817 0.791
c83 6.25 6.880 0.630 10.079 2.275
c91 1.25 1.000 -0.250 19.996 1.056
c92 3.00 2.855 -0.145 4.833 1.454
c93 4.75 4.749 -0.001 0.028 1.679
c101 0.75 0.750 <0.001 0.053 0.616
c102 2.25 2.412 0.162 7.179 0.893
c103 3.50 3.730 0.230 6.578 1.066
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.195 0.045 30.218 0.004
Class 2 0.35 0.310 -0.040 11.570 0.004
Class 3 0.35 0.310 -0.040 11.510 0.003
Class 4 0.15 0.185 0.035 23.636 0.002
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Table B2.2
Ordered Perception Model With Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Bias %Bias MSE
d12 1.00 1.317 0.317 31.651 1.315
d13 2.00 2.121 0.121 6.055 0.896
d14 3.00 3.270 0.270 9.004 1.746
d22 1.00 1.228 0.228 22.845 1.619
d23 3.00 3.319 0.319 10.633 1.697
d24 5.00 5.207 0.207 4.141 2.074
d32 3.00 2.547 -0.453 15.109 2.274
d33 6.00 5.537 -0.463 7.715 2.327
d34 7.00 6.741 -0.259 3.699 2.951
d42 1.00 1.466 0.466 46.626 2.352
d43 5.00 5.195 0.195 3.895 2.416
d44 6.00 6.372 0.372 6.192 3.082
d52 5.00 2.862 -2.138 42.757 7.439
d53 6.00 3.577 -2.423 40.387 7.863
d54 11.00 7.768 -3.232 29.386 15.039
d62 5.50 4.031 -1.469 26.702 4.811
d63 11.00 7.431 -3.569 32.445 16.635
d64 16.50 10.990 -5.510 33.395 36.072
d72 1.00 1.761 0.761 76.063 2.808
d73 5.50 5.999 0.499 9.079 2.167
d74 6.50 7.475 0.975 14.997 3.795
d82 1.00 1.614 0.614 61.367 2.288
d83 4.50 4.973 0.473 10.509 2.798
d84 8.00 8.422 0.422 5.273 4.670
d92 2.50 2.974 0.474 18.975 2.666
d93 3.50 3.640 0.140 4.002 2.236
d94 6.00 6.527 0.527 8.788 3.940
d102 1.50 1.975 0.475 31.648 2.244
d103 3.00 3.128 0.128 4.251 1.614
d104 4.00 4.278 0.278 6.948 2.275
c11 0.50 0.602 0.102 20.332 0.696
c12 1.50 1.678 0.178 11.866 0.781
c13 2.50 2.737 0.237 9.470 0.840
c21 -0.50 -0.598 -0.098 19.554 0.365
c22 1.00 1.037 0.037 3.715 0.676
c23 3.00 3.302 0.302 10.076 1.082
c31 2.50 1.788 -0.712 28.466 1.834
c32 5.50 5.050 -0.450 8.181 2.038
c33 7.50 7.313 -0.187 2.492 2.141
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c41 1.50 1.613 0.113 7.550 0.959
c42 3.00 3.202 0.202 6.722 1.435
c43 4.50 4.796 0.296 6.568 1.983
c51 4.50 2.115 -2.385 52.998 7.319
c52 7.50 5.428 -2.072 27.627 6.545
c53 10.50 7.925 -2.575 24.527 10.117
c61 0.75 0.047 -0.703 93.763 1.434
c62 6.25 4.338 -1.912 30.595 6.807
c63 11.75 8.668 -3.082 26.228 14.099
c71 0.50 0.654 0.154 30.837 0.775
c72 3.25 3.790 0.540 16.628 1.731
c73 6.00 6.849 0.849 14.142 2.810
c81 -0.50 -0.537 -0.037 7.479 0.359
c82 2.75 3.244 0.494 17.961 1.776
c83 7.25 8.141 0.891 12.290 4.029
c91 -0.75 -1.089 -0.339 45.161 0.667
c92 3.00 3.232 0.232 7.735 2.226
c93 6.75 7.595 0.845 12.521 3.667
c101 0.75 0.795 0.045 6.004 0.897
c102 2.25 2.447 0.197 8.739 1.371
c103 3.50 3.767 0.267 7.643 1.519
Latent Class Size
Parameter Value Estimate Bias %Bias MSE
Class 1 0.15 0.219 0.069 46.298 0.010
Class 2 0.35 0.288 -0.062 17.695 0.008
Class 3 0.35 0.296 -0.054 15.312 0.005
Class 4 0.15 0.196 0.046 30.719 0.005
Table B3.1
Ordered Perception Model Without Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 0.850 -0.150 15.014
d13 2.00 1.700 -0.300 15.014
d14 3.00 2.550 -0.450 15.014
d22 1.00 1.546 0.546 54.590
d23 3.00 3.092 0.092 3.060
d24 5.00 4.638 -0.362 7.246
d32 3.00 2.230 -0.770 25.663
d33 6.00 4.460 -1.540 25.663
d34 7.00 6.690 -0.310 4.423
d42 1.00 2.208 1.208 120.831
d43 5.00 4.417 -0.583 11.668
d44 6.00 6.625 0.625 10.416
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d52 5.00 2.007 -2.993 59.867
d53 6.00 4.013 -1.987 33.111
d54 11.00 6.020 -4.980 45.273
d62 5.50 3.972 -1.528 27.778
d63 11.00 7.944 -3.056 27.778
d64 16.50 11.917 -4.583 27.778
d72 1.00 2.417 1.417 141.736
d73 5.50 4.835 -0.665 12.096
d74 6.50 7.252 0.752 11.571
d82 1.00 2.548 1.548 154.835
d83 4.50 5.097 0.597 13.260
d84 8.00 7.645 -0.355 4.437
d92 2.50 1.439 -1.061 42.424
d93 3.50 2.879 -0.621 17.748
d94 6.00 4.318 -1.682 28.030
d102 1.50 1.221 -0.279 18.619
d103 3.00 2.441 -0.559 18.619
d104 4.00 3.662 -0.338 8.447
c11 0.50 0.250 -0.250 49.913
c12 1.50 1.270 -0.230 15.334
c13 2.50 2.262 -0.238 9.520
c21 0.50 0.560 0.060 12.051
c22 2.00 2.130 0.130 6.523
c23 4.00 4.162 0.162 4.052
c31 1.50 0.473 -1.027 68.434
c32 4.50 3.394 -1.106 24.576
c33 6.50 5.574 -0.926 14.240
c41 0.50 0.791 0.291 58.214
c42 3.00 3.204 0.204 6.803
c43 5.50 5.598 0.098 1.789
c51 2.50 0.224 -2.276 91.041
c52 5.50 2.878 -2.622 47.675
c53 8.50 5.619 -2.881 33.897
c61 2.75 0.693 -2.057 74.785
c62 8.25 5.852 -2.398 29.067
c63 13.75 10.859 -2.891 21.023
c71 0.50 0.778 0.278 55.575
c72 3.25 3.464 0.214 6.596
c73 6.00 6.083 0.083 1.379
c81 0.50 1.061 0.561 112.207
c82 2.75 3.518 0.768 27.913
c83 6.25 6.924 0.674 10.779
c91 1.25 0.326 -0.924 73.956
c92 3.00 2.065 -0.935 31.162
c93 4.75 3.803 -0.947 19.938
c101 0.75 0.302 -0.448 59.784
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c102 2.25 1.837 -0.413 18.334
c103 3.50 3.125 -0.375 10.712
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.248 0.098 65.250
Class 2 0.35 0.268 -0.082 23.534
Class 3 0.35 0.268 -0.082 23.434
Class 4 0.15 0.217 0.067 44.341
Table B3.2
Ordered Perception Model With Rater Effects, Fit Equal Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 0.797 -0.203 20.258
d13 2.00 1.595 -0.405 20.258
d14 3.00 2.392 -0.608 20.258
d22 1.00 1.436 0.436 43.567
d23 3.00 2.871 -0.129 4.288
d24 5.00 4.307 -0.693 13.860
d32 3.00 1.913 -1.087 36.238
d33 6.00 3.826 -2.174 36.238
d34 7.00 5.739 -1.261 18.020
d42 1.00 2.047 1.047 104.733
d43 5.00 4.095 -0.905 18.107
d44 6.00 6.142 0.142 2.367
d52 5.00 1.570 -3.430 68.605
d53 6.00 3.139 -2.861 47.676
d54 11.00 4.709 -6.291 57.189
d62 5.50 2.920 -2.580 46.906
d63 11.00 5.840 -5.160 46.906
d64 16.50 8.761 -7.739 46.906
d72 1.00 2.319 1.319 131.937
d73 5.50 4.639 -0.861 15.659
d74 6.50 6.958 0.458 7.048
d82 1.00 2.321 1.321 132.071
d83 4.50 4.641 0.141 3.143
d84 8.00 6.962 -1.038 12.973
d92 2.50 1.229 -1.271 50.858
d93 3.50 2.457 -1.043 29.797
d94 6.00 3.686 -2.314 38.573
d102 1.50 1.081 -0.419 27.953
d103 3.00 2.161 -0.839 27.953
d104 4.00 3.242 -0.758 18.947
c11 0.50 0.163 -0.337 67.358
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c12 1.50 1.187 -0.313 20.849
c13 2.50 2.193 -0.307 12.281
c21 -0.50 -0.651 -0.151 30.170
c22 1.00 0.904 -0.096 9.594
c23 3.00 3.022 0.022 0.731
c31 2.50 0.985 -1.515 60.583
c32 5.50 3.930 -1.570 28.546
c33 7.50 6.205 -1.295 17.269
c41 1.50 1.581 0.081 5.370
c42 3.00 2.972 -0.028 0.922
c43 4.50 4.395 -0.105 2.331
c51 4.50 1.094 -3.406 75.693
c52 7.50 4.197 -3.303 44.037
c53 10.50 5.670 -4.830 46.000
c61 0.75 -0.555 -1.305 173.978
c62 6.25 2.892 -3.358 53.733
c63 11.75 7.312 -4.438 37.766
c71 0.50 0.582 0.082 16.325
c72 3.25 3.385 0.135 4.163
c73 6.00 6.193 0.193 3.212
c81 -0.50 -0.540 -0.040 8.036
c82 2.75 3.254 0.504 18.309
c83 7.25 7.300 0.050 0.695
c91 -0.75 -1.627 -0.877 116.936
c92 3.00 1.762 -1.238 41.263
c93 6.75 5.244 -1.506 22.315
c101 0.75 0.145 -0.605 80.708
c102 2.25 1.619 -0.631 28.031
c103 3.50 2.892 -0.608 17.376
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.302 0.152 101.039
Class 2 0.35 0.205 -0.145 41.305
Class 3 0.35 0.226 -0.124 35.343
Class 4 0.15 0.267 0.117 77.807
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Table B4.1
Equal Perception Model Without Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 1.061 0.061 6.116
d13 2.00 2.026 0.026 1.276
d14 3.00 3.032 0.032 1.074
d22 2.00 2.237 0.237 11.827
d23 4.00 4.169 0.169 4.227
d24 6.00 6.306 0.306 5.107
d32 3.00 3.128 0.128 4.259
d33 6.00 6.120 0.120 1.994
d34 9.00 9.299 0.299 3.324
d42 4.00 4.213 0.213 5.319
d43 8.00 8.112 0.112 1.397
d44 12.00 12.255 0.255 2.123
d52 5.00 5.150 0.150 2.990
d53 10.00 9.743 -0.257 2.569
d54 15.00 14.594 -0.406 2.704
d62 5.50 5.337 -0.163 2.958
d63 11.00 10.376 -0.624 5.675
d64 16.50 15.724 -0.776 4.701
d72 4.50 4.706 0.206 4.567
d73 9.00 9.177 0.177 1.972
d74 13.50 13.710 0.210 1.552
d82 3.50 3.670 0.170 4.848
d83 7.00 7.480 0.480 6.860
d84 10.50 11.451 0.951 9.059
d92 2.50 2.421 -0.079 3.165
d93 5.00 5.032 0.032 0.642
d94 7.50 7.691 0.191 2.544
d102 1.50 1.396 -0.104 6.920
d103 3.00 2.855 -0.145 4.825
d104 4.50 4.449 -0.051 1.127
c11 0.50 0.463 -0.037 7.398
c12 1.50 1.517 0.017 1.140
c13 2.50 2.564 0.064 2.555
c21 1.00 1.075 0.075 7.481
c22 3.00 3.174 0.174 5.795
c23 5.00 5.311 0.311 6.210
c31 1.50 1.301 -0.199 13.261
c32 4.50 4.542 0.042 0.935
c33 7.50 7.847 0.347 4.623
c41 2.00 1.781 -0.219 10.969
c42 6.00 6.181 0.181 3.009
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c43 10.00 10.541 0.541 5.409
c51 2.50 1.941 -0.559 22.371
c52 7.50 7.381 -0.119 1.584
c53 12.50 12.765 0.265 2.117
c61 2.75 1.986 -0.764 27.769
c62 8.25 7.829 -0.421 5.097
c63 13.75 13.710 -0.040 0.289
c71 2.25 1.867 -0.383 17.043
c72 6.75 6.877 0.127 1.888
c73 11.25 11.869 0.619 5.502
c81 1.75 1.627 -0.123 7.012
c82 5.25 5.508 0.258 4.923
c83 8.75 9.672 0.922 10.537
c91 1.25 0.993 -0.257 20.549
c92 3.75 3.720 -0.030 0.800
c93 6.25 6.423 0.173 2.771
c101 0.75 0.614 -0.136 18.183
c102 2.25 2.156 -0.094 4.175
c103 3.75 3.729 -0.021 0.548
Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.175 0.025 16.853
Class 2 0.35 0.329 -0.021 6.082
Class 3 0.35 0.324 -0.026 7.320
Class 4 0.15 0.172 0.022 14.420
Table B4.2
Equal Perception Model With Rater Effects, Fit Ordered Perception Model
Parameter Estimates
Parameter Value Estimate Deviation %Deviation
d12 1.00 1.036 0.036 3.582
d13 2.00 1.932 -0.068 3.420
d14 3.00 3.048 0.048 1.614
d22 2.00 2.043 0.043 2.146
d23 4.00 4.136 0.136 3.389
d24 6.00 6.283 0.283 4.723
d32 3.00 2.871 -0.129 4.311
d33 6.00 5.852 -0.148 2.468
d34 9.00 9.323 0.323 3.587
d42 4.00 3.715 -0.285 7.113
d43 8.00 7.744 -0.256 3.196
d44 12.00 11.441 -0.559 4.661
d52 5.00 3.787 -1.213 24.269
d53 10.00 7.641 -2.359 23.585
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d54 15.00 12.141 -2.859 19.057
d62 5.50 4.839 -0.661 12.023
d63 11.00 8.876 -2.124 19.310
d64 16.50 12.882 -3.618 21.926
d72 4.50 4.746 0.246 5.461
d73 9.00 9.431 0.431 4.790
d74 13.50 14.132 0.632 4.680
d82 3.50 4.268 0.768 21.954
d83 7.00 7.779 0.779 11.123
d84 10.50 11.873 1.373 13.077
d92 2.50 2.941 0.441 17.655
d93 5.00 5.424 0.424 8.477
d94 7.50 8.091 0.591 7.877
d102 1.50 1.639 0.139 9.233
d103 3.00 3.083 0.083 2.770
d104 4.50 4.683 0.183 4.063
c11 0.50 0.450 -0.050 10.030
c12 1.50 1.478 -0.022 1.488
c13 2.50 2.500 <0.001 0.005
c21 0.00 -0.168 -0.168 -
c22 2.00 2.013 0.013 0.672
c23 4.00 4.152 0.152 3.808
c31 2.50 2.245 -0.255 10.189
c32 5.50 5.476 -0.024 0.436
c33 8.50 8.998 0.498 5.860
c41 3.00 2.516 -0.484 16.149
c42 6.00 5.597 -0.403 6.708
c43 9.00 8.894 -0.106 1.173
c51 4.50 2.970 -1.530 34.005
c52 9.50 7.254 -2.246 23.644
c53 14.50 11.922 -2.578 17.777
c61 0.75 0.365 -0.385 51.361
c62 6.25 5.406 -0.844 13.499
c63 11.75 9.918 -1.832 15.591
c71 2.25 1.806 -0.444 19.728
c72 6.75 7.042 0.292 4.325
c73 11.25 12.158 0.908 8.070
c81 0.75 0.690 -0.060 7.993
c82 5.25 5.966 0.716 13.632
c83 9.75 11.214 1.464 15.012
c91 -0.75 -0.987 -0.237 31.652
c92 3.75 4.168 0.418 11.144
c93 8.25 9.042 0.792 9.599
c101 0.75 0.755 0.005 0.723
c102 2.25 2.343 0.093 4.132
c103 3.75 3.915 0.165 4.408
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Latent Class Size
Parameter Value Estimate Deviation %Deviation
Class 1 0.15 0.177 0.027 17.920
Class 2 0.35 0.325 -0.025 7.088
Class 3 0.35 0.322 -0.028 7.880
Class 4 0.15 0.176 0.026 17.007
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Appendix C
Parameter Estimates and Standard Error for the Ordered Perception Latent Class SDT Model,
Real Data
Table C1.
Results for Ordered Perception SDT Model, One Essay, Language Test
Parameter Estimates
Parameter Estimate SE z-value p-value
d12 6.412 2.679 2.394 0.017
d13 9.438 2.760 3.420 0.001
d14 12.513 2.897 4.320 0.000
d15 17.272 3.648 4.735 0.000
d22 4.109 2.162 1.901 0.057
d23 8.507 2.734 3.112 0.002
d23 14.077 3.324 4.235 0.000
d25 15.613 3.427 4.555 0.000
d32 3.957 1.241 3.188 0.001
d33 8.407 2.054 4.093 0.000
d34 10.361 2.108 4.914 0.000
d35 13.739 2.376 5.782 0.000
d42 3.241 0.967 3.353 0.001
d43 7.831 1.696 4.618 0.000
d44 11.332 1.910 5.932 0.000
d45 13.141 1.980 6.636 0.000
d52 5.296 1.478 3.583 0.000
d53 8.126 1.748 4.649 0.000
d54 11.754 2.025 5.804 0.000
d55 16.755 2.874 5.830 0.000
d62 6.608 2.540 2.602 0.009
d63 10.466 2.712 3.859 0.000
d64 15.439 3.237 4.770 0.000
d65 19.150 3.408 5.620 0.000
d72 4.181 1.438 2.907 0.004
d73 7.082 1.528 4.634 0.000
d74 9.114 1.565 5.825 0.000
d75 12.877 1.816 7.092 0.000
d82 3.825 1.203 3.180 0.002
d83 4.701 1.143 4.111 0.000
d84 8.768 2.071 4.233 0.000
d85 13.080 3.433 3.810 0.000
d92 5.825 2.027 2.874 0.004
d93 10.344 2.685 3.852 0.000
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d94 17.815 3.466 5.140 0.000
d95 20.210 3.558 5.680 0.000
d102 6.144 2.411 2.548 0.011
d103 9.383 2.782 3.373 0.001
d104 13.477 3.257 4.137 0.000
d105 18.779 3.946 4.759 0.000
d112 4.986 1.426 3.497 0.000
d113 8.999 1.863 4.829 0.000
d114 12.937 2.184 5.924 0.000
d115 15.721 2.190 7.179 0.000
d122 2.686 0.925 2.903 0.004
d123 5.096 1.101 4.630 0.000
d124 10.302 1.910 5.394 0.000
d125 13.715 2.329 5.889 0.000
d132 4.746 1.077 4.404 0.000
d133 8.106 1.368 5.927 0.000
d134 11.600 1.528 7.590 0.000
d135 15.505 1.738 8.920 0.000
d142 7.522 3.043 2.472 0.013
d143 10.543 3.232 3.262 0.001
d144 14.296 3.363 4.251 0.000
d145 19.586 4.112 4.762 0.000
d152 3.687 1.274 2.894 0.004
d153 10.499 2.643 3.973 0.000
d154 14.423 2.841 5.077 0.000
d155 20.336 3.779 5.382 0.000
d162 7.106 2.172 3.272 0.001
d163 10.829 2.358 4.592 0.000
d164 15.234 2.602 5.854 0.000
d165 21.232 3.434 6.183 0.000
d172 4.848 1.792 2.706 0.007
d173 10.997 2.508 4.385 0.000
d174 14.656 2.719 5.390 0.000
d175 18.265 3.098 5.895 0.000
d182 5.220 2.471 2.112 0.035
d183 7.289 2.556 2.852 0.004
d184 10.174 2.634 3.862 0.000
d185 15.691 3.648 4.301 0.000
d192 5.348 2.149 2.489 0.013
d193 9.600 2.723 3.525 0.000
d194 13.651 3.169 4.308 0.000
d195 15.745 3.234 4.869 0.000
d202 5.981 2.179 2.745 0.006
d203 9.709 2.584 3.757 0.000
d204 12.981 2.905 4.468 0.000
d205 20.230 3.927 5.152 0.000
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d212 4.556 2.057 2.215 0.027
d213 9.010 2.532 3.558 0.000
d214 13.524 2.947 4.590 0.000
d215 19.865 4.188 4.744 0.000
d222 4.451 2.540 1.752 0.080
d223 7.602 2.882 2.638 0.008
d224 14.074 3.634 3.873 0.000
d225 15.998 3.716 4.305 0.000
d232 5.194 2.733 1.901 0.057
d233 7.868 2.812 2.798 0.005
d233 9.305 2.872 3.240 0.001
d235 11.050 2.891 3.822 0.000
d242 4.500 2.442 1.843 0.065
d243 9.845 3.107 3.169 0.002
d244 13.291 3.369 3.945 0.000
d245 16.618 3.529 4.710 0.000
d252 5.510 2.285 2.411 0.016
d253 11.729 3.273 3.584 0.000
d253 14.384 3.416 4.211 0.000
d254 17.500 3.598 4.864 0.000
d262 2.424 1.568 1.546 0.120
d263 3.970 1.571 2.527 0.012
d264 7.543 2.318 3.254 0.001
d265 9.002 2.293 3.926 0.000
d272 4.630 2.736 1.693 0.091
d273 9.142 3.207 2.851 0.004
d274 11.948 3.346 3.571 0.000
d275 14.155 3.518 4.024 0.000
c11 4.425 2.447 -1.809 0.071
c12 8.032 2.694 -2.981 0.003
c13 10.873 2.777 -3.916 0.000
c14 13.730 2.892 -4.747 0.000
c21 0.419 0.573 -0.731 0.460
c22 4.496 2.127 -2.114 0.035
c23 9.885 2.814 -3.513 0.000
c24 14.865 3.362 -4.422 0.000
c31 1.312 0.587 -2.233 0.026
c32 4.397 1.198 -3.670 0.000
c33 9.217 2.012 -4.581 0.000
c34 13.236 2.248 -5.887 0.000
c41 1.729 0.646 -2.678 0.007
c42 5.793 1.403 -4.128 0.000
c43 9.865 1.803 -5.472 0.000
c44 12.695 1.914 -6.634 0.000
c51 2.373 1.014 -2.339 0.019
c52 6.980 1.605 -4.349 0.000
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c53 10.904 1.911 -5.706 0.000
c54 16.256 2.816 -5.774 0.000
c61 4.904 2.443 -2.007 0.045
c62 8.501 2.615 -3.250 0.001
c63 14.787 3.173 -4.660 0.000
c64 18.342 3.349 -5.477 0.000
c71 1.422 0.462 -3.081 0.002
c72 5.150 1.306 -3.942 0.000
c73 8.370 1.471 -5.690 0.000
c74 11.177 1.615 -6.919 0.000
c81 1.615 0.729 -2.215 0.027
c82 4.801 1.039 -4.619 0.000
c83 9.002 1.934 -4.655 0.000
c84 12.112 2.938 -4.123 0.000
c91 2.315 0.789 -2.934 0.003
c92 6.888 2.049 -3.362 0.001
c93 13.588 2.996 -4.535 0.000
c94 19.372 3.517 -5.508 0.000
c101 3.650 2.233 -1.634 0.100
c102 8.684 2.675 -3.247 0.001
c103 14.018 3.192 -4.392 0.000
c104 19.817 3.939 -5.031 0.000
c111 2.796 1.141 -2.450 0.014
c112 6.403 1.539 -4.161 0.000
c113 10.083 1.849 -5.453 0.000
c114 13.746 2.099 -6.547 0.000
c121 0.349 0.417 -0.838 0.400
c122 3.859 0.876 -4.404 0.000
c123 8.616 1.726 -4.992 0.000
c124 13.162 2.222 -5.923 0.000
c131 2.262 0.710 -3.186 0.001
c132 6.411 1.184 -5.414 0.000
c133 9.793 1.379 -7.100 0.000
c134 13.996 1.604 -8.723 0.000
c141 4.418 2.446 -1.806 0.071
c142 8.390 3.030 -2.769 0.006
c143 12.181 3.231 -3.770 0.000
c144 16.863 3.572 -4.721 0.000
c151 1.824 0.832 -2.193 0.028
c152 7.361 2.041 -3.606 0.000
c153 12.665 2.688 -4.712 0.000
c154 17.926 3.336 -5.373 0.000
c161 2.161 0.763 -2.831 0.005
c162 8.456 2.239 -3.776 0.000
c163 12.890 2.443 -5.277 0.000
c164 19.967 3.328 -5.999 0.000
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c171 1.364 0.537 -2.540 0.011
c172 6.797 1.830 -3.713 0.000
c173 12.750 2.554 -4.992 0.000
c174 17.707 3.008 -5.886 0.000
c181 1.897 1.077 -1.761 0.078
c182 6.117 2.435 -2.513 0.012
c183 9.029 2.537 -3.558 0.000
c184 13.136 3.013 -4.360 0.000
c191 0.657 0.506 -1.297 0.190
c192 6.060 2.168 -2.795 0.005
c193 9.703 2.680 -3.620 0.000
c194 14.062 3.150 -4.464 0.000
c201 1.688 0.768 -2.196 0.028
c202 6.964 2.230 -3.123 0.002
c203 11.523 2.655 -4.341 0.000
c204 15.384 2.952 -5.212 0.000
c211 0.913 0.512 -1.783 0.075
c212 6.830 2.183 -3.129 0.002
c213 11.453 2.686 -4.263 0.000
c214 16.249 3.192 -5.090 0.000
c221 3.372 2.417 -1.395 0.160
c222 5.943 2.648 -2.244 0.025
c223 11.374 3.254 -3.495 0.000
c224 15.763 3.604 -4.374 0.000
c231 3.738 2.468 -1.515 0.130
c232 5.947 2.644 -2.249 0.025
c233 7.763 2.720 -2.854 0.004
c234 10.132 2.790 -3.632 0.000
c241 -0.129 0.792 0.163 0.870
c242 5.419 2.491 -2.176 0.030
c243 11.588 3.182 -3.642 0.000
c244 15.266 3.409 -4.478 0.000
c251 3.444 2.035 -1.692 0.091
c252 8.377 2.780 -3.013 0.003
c253 13.028 3.286 -3.964 0.000
c254 17.602 3.531 -4.985 0.000
c261 0.880 1.077 -0.817 0.410
c262 2.301 1.340 -1.718 0.086
c263 4.538 1.490 -3.046 0.002
c264 9.003 2.173 -4.143 0.000
c271 3.742 2.511 -1.490 0.140
c272 7.936 3.096 -2.563 0.010
c273 11.178 3.250 -3.440 0.001
c274 13.864 3.377 -4.106 0.000
