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Abstract
We study the q-Clifford algebras Clq2(N, c
2), called FRT–Clifford al-
gebras, introduced by Faddeev, Reshetikhin and Takhtajan. It is shown
that Clq2(N, c
2) acts on the q-exterior algebra Λ(ONq2). Moreover, explicit
formulas for the embedding of Uq2(soN ) into Clq2(N, c
2) and its relation
to the vector and spin representations of Uq2(soN ) are given and proved.
MSC 2000: 81R50, 15A66
Key Words: q-Clifford algebra, Drinfeld-Jimbo algebra, spin represen-
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1 Introduction
The theory of spinors gives one of the most powerful structures in differential
geometry and theoretical physics. Its origin can be traced back to works of Car-
tan, Dirac, Brauer and Weyl. On the other hand, quantum groups and quantum
spaces appeared in the eighties as quantized algebras of functions on complex
manifolds. Because of their close relation to Lie groups and homogeneous spaces
one can ask whether one can develop a spin geometry of quantum spaces. In the
last years there were made several attempts in this direction. Quantum Clifford
algebras are introduced and studied for instance in [11], [4], [10], [1], [9].
In [19] Woronowicz presented a theory of covariant differential calculus over
Hopf algebras. Using this or related theories quantum Clifford algebras and
∗both authors are supported by the Deutsche Forschungsgemeinschaft
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spinors are defined and investigated by many authors, see [8], [6], [7], [2], [14].
The approach of Woronowicz causes two important facts which are absent in the
classical situation. First, in general there exists no canonical differential calcu-
lus on a given quantum space. Given a differential calculus, the corresponding
external algebra of differential forms depends extremely on the algebra of func-
tions and on the first order calculus. Secondly, because of the noncommutative
structure defining properties of a metric tensor are much more restrictive than in
the commutative situation. Hence the varieties of Clifford algebras and spinors
in the classical and quantum setting are very different.
Exterior algebras Λ(ONq2) of the quantum Euclidean space Oq2(N) are intro-
duced in [8], [17] and [12]. They naturally appeared in [5] and [18] where the
higher order calculi of the coordinate algebra of the quantum Euclidean space
and the quantum Euclidean sphere, respectively, were examined. The corre-
sponding quantum Clifford algebras, called FRT–Clifford algebras, are defined
in [8] and analyzed in [6]. The aim of this paper is to prove further results on
FRT–Clifford algebras and to present elementary methods for the dealing with
these objects. We construct spin representations of Uq2(soN) using FRT–Clifford
algebras. Related quantum spin bundles on quantum spaces will be examined in
a forthcoming paper.
In Section 2 the definition of the FRT–Clifford algebra Clq2(N, c
2) is recalled.
In Theorem 1 we prove that the algebra Clq2(N, c
2) has a representation over
the quantum exterior algebra Λ(ONq2). Elementary proofs of the semisimplicity
of the algebras Clq2(N, c
2) are given. Canonical minimal left- and right-ideals of
Clq2(N, c
2) are introduced. In Section 3 we formulate and give the proof of two
theorems. In Theorem 8 an algebra map π from Uq2(soN) to Clq2(N, c
2) is given.
In Theorem 9 invariance of the vector space of generators of Clq2(N, c
2) under
the adjoint action of π(Uq2(soN)) is proved. Further, the spin representations of
Uq2(soN) are realized on the canonical left ideal of Clq2(N, c
2).
For the set of nonzero real and complex numbers we take the symbols R× and
C×, respectively. Throughout we use Einsteins convention to sum over repeated
indices. We write δij = δij for Kronecker’s symbol. For integer numbers j,
1 ≤ j ≤ N , the symbol j′ means the number N + 1 − j. For m, p ∈ N0 we
set
[[m]] =
1− q−4m
1− q−4
, [[m]]! =
m∏
k=1
[[k]], [[0]]! = 1,
[[
m
p
]]
=
[[m]]!
[[p]]![[m − p]]!
. (1)
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We use the definition of the Birman–Wenzl–Murakami algebra BWM(qN−1, q)k
with 2k − 2 generators gi, ei, i = 1, 2, . . . , k − 1, given in [3], in the notation of
[15]. The vector space of intertwiners of corepresentations v, v′ of the coordinate
Hopf algebra O(Oq2(N)) of the quantum group Oq2(N) is denoted by Mor(v, v
′).
Let u denote the fundamental (vector) corepresentation of O(Oq2(N)). For the
generators of Mor(u ⊗ u, u ⊗ u), Mor(1, u ⊗ u) and Mor(u ⊗ u, 1) we use the
following symbols in the graphical calculus (see [5]):
Rˆ = Rˆ−1 = K = C ij = Cij =
2 The FRT–Clifford algebras
Let q be a nonzero complex number, qm 6= 1 for all m ∈ N. We set [2] = q + q−1
and qˆ = q− q−1. Let N ∈ N, N ≥ 3, and n ∈ N such that N = 2n+ ǫ, ǫ ∈ {0, 1}.
In the sequel we frequently use the following standard notation for Rˆ-matrices
corresponding to orthogonal quantum groups Oq2(N), cf. [8, Subsect. 1.4].
Rˆijkl = q
2δij−2δ
i
j′δilδ
j
k + (q
2 − q−2)δi<l(δ
i
kδ
j
l −K
ij
kl),
C ij = Cij = q
−2ρiδij′, K
ij
kl = C
ijCkl, ρi = δi<i′(N/2− i)− δi′<i(N/2− i
′),
P+ =
1
q2 + q−2
(
q−2 id + Rˆ−
[2]qˆ
q2N − 1
K
)
,
P− =
1
q2 + q−2
(
q2 id− Rˆ −
[2]qˆ
q2N−4 + 1
K
)
,
(2)
where δi<l = 1 if i < l and δi<l = 0 otherwise.
Let c2 ∈ R×. By Definition 13 in [8] the quantum Clifford algebra Clq2(N, c
2)
is the complex unital algebra generated by the elements γi, i = 1, . . . , N , and
relations
P+
kl
ijγkγl = 0, i, j = 1, 2, . . . , N, C
ijγiγj = c
2 q
2N − 1
q2 − 1
. (3)
The factor in the last relation is choosen in such a way that formulas in the
sequel become more simple. The explicit form of the relations of Clq2(N, c
2) can
3
be computed similarly to the proof of Proposition 9.14 in [16]. We obtain
γiγi = 0, i 6= i
′, γjγi = −q
2γiγj , j > i, j 6= i
′,
γi′γi = −γiγi′ + (q
2 − q−2)
i−1∑
j=1
q2j−2i+2γjγj′ + c
2qN−2i+1[2], i < i′,
ǫγn+1γn+1 = ǫ
(
qˆ
n∑
j=1
q2j−2nγjγj′ + c
2
)
.
(4)
It is easy to see that the mapping γi 7→ cγi defines an algebra isomorphism
Clq2(N, c
2) → Clq2(N, 1). In contrast, the choice c = 0 leads to the q-exterior
algebra Λ(ONq2) which has been studied for instance in [8], [17] or [12, Sect. 5].
The algebra Clq2(N, c
2) obeys a Z2-grading ∂0 given by ∂0(γi) = 1 for all
i = 1, . . . , N . The components of even and odd degree are denoted by Cl+q2(N, c
2)
and Cl−q2(N, c
2), respectively. There exists also a Zn-grading ∂ = (∂1, ∂2, . . . , ∂n)
of Clq2(N, c
2) which is determined by ∂i(γj) = δ
i
j − δ
i
j′ for i = 1, . . . , n and
j = 1, . . . , N . For N = 2n + 1 the mapping ∂n+1 : γj 7→ δ
j
n+1, j = 1, 2, . . . , N ,
defines another Z2-grading of Clq2(2n+ 1, c
2).
Let αi, i = 1, . . . , N , be nonzero complex numbers such that αiαi′ = 1. From
(4) it follows that the mapping γi 7→ αiγi defines an algebra isomorphism of
Clq2(N, c
2). Moreover, there exists an algebra antiautomorphism τ of Clq2(N, c
2)
given by τ(γi) = γi′. This antiautomorphism as well as its compose with any of
the above automorphisms has order two.
Let V denote the complex vector space with basis {γi | i = 1, . . . , N} and
let V ⊗k, k ≥ 1, be the k-fold tensor product V ⊗ V ⊗ · · · ⊗ V . We write
V ⊗ for
⊕∞
k=0 V
⊗k, where V ⊗0 = C1. The mapping ϕ : BWM(q2N−2, q2)k+1 →
End(V ⊗k+1), given by ϕ(gi) = Rˆi,i+1, ϕ(ei) = Ki,i+1, i = 1, . . . , k, is a represen-
tation of BWM(q2N−2, q2)k+1. If no confusion can arise we will identify elements
of the algebra BWM(q2N−2, q2)k+1 with their images under the representation ϕ.
In [15], formulas (19) and (20), the elements d′−k+1,i and b
−
1,k, k = 0, 1, . . . , N−
1, i = 1, . . . , k, of the Birman–Wenzl–Murakami algebra BWM(q2N−2, q2)k+1
were introduced.
d′−k+1,i = K12K23 · · ·Kk−i+1,k−i+2
i−1∑
j=0
(−q−2)j
j∏
l=1
Rˆk−i+1+l,k−i+2+l,
b−1,k =
k∑
i=0
(−q−2)iRˆ12Rˆ23 · · · Rˆi,i+1 −
[2]qˆ
1 + q2N−4k
k∑
i=1
q4i−4k−2d′−k+1,i.
(5)
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Using (5) the unique antisymmetrizer Ak+1 of BWM(q
2N−2, q2)k+1 is constructed.
Recall that A1 = id, A2 = P− and Ai+1 = (id ⊗ Ai)b
−
1,i/[[i + 1]] for i > 2.
Further, from Am+1 = Am+1(id⊗Am), Rˆi,i+1Am+1 = −q
−2Am+1, Ki,i+1Am+1 = 0
(i = 1, 2, . . . , m) and (5) we conclude that
Am+1 =
1
[[m+ 1]]
(id⊗ Am)b
−
1,m =
1
[[m+ 1]]
(id⊗Am)b
−
1,m(id⊗ Am)
=
1
[[m+ 1]]
(id⊗ Am)
(
id− q−2[[m]]Rˆ12 −
1− q−4m
1 + q2N−4m
K12
)
(id⊗ Am).
(6)
We use the symbol V ∧k for the vector space V ⊗k/ kerAk. Then Λ(O
N
q2) =⊕N
k=0 V
∧k as vector spaces and the multiplication ∧ corresponds to the tensor
product in V ⊗.
Let g : V ⊗V → C denote the linear mapping given by the formula g(γi⊗γj) =
c2q2N−3[2]Cij/(q
2N−4+1). From C ijCij = q
−2N+2(q2N−1)(q2N−4+1)/(q2−q−2) we
then get aijγiγj = g(aijγi ⊗ γj) in Clq2(N, c
2) whenever aijγi∧γj = 0 in Λ(O
N
q2).
Inspired by the methods presented in [13] and [2], let us define contraction map-
pings
〈
〈·, ·〉
〉
: V ⊗k ⊗ V ⊗l → V ⊗max{0,l−k} by
〈
〈ρk, ρ
′
l〉
〉
= 0 for k > l and〈
〈ρ, ρ′l〉
〉
= g12(ρ⊗ b
−
1,l−1(ρ
′
l)),
〈
〈ρ⊗ ρk, ρ
′
l〉
〉
=
〈
〈ρ,
〈
〈ρk, ρ
′
l〉
〉
〉
〉
(7)
for ρ ∈ V , ρi, ρ
′
i ∈ V
⊗i. Now let l ≥ k, ρ′l ∈ V
⊗l, ρk := aJγj1γj2 · · · γjk ∈ V
⊗k,
aJ ∈ C for J = (j1, . . . , jk), 1 ≤ jm ≤ N for allm. We show that Al−k
〈
〈ρk, ρ
′
l〉
〉
= 0
provided Al(ρ
′
l) = 0 or Ak(ρk) = 0. Indeed, by the definition of the contraction
mapping we get
Al−k
〈
〈ρk, ρ
′
l〉
〉
= aJAl−k
〈
〈γj1,
〈
〈γj2, · · ·
〈
〈γjk , ρ
′
l〉
〉
〉
〉
〉
〉
= aJg12(γj1 ⊗ [[l − k + 1]]Al−k+1(
〈
〈γj2, · · ·
〈
〈γjk , ρ
′
l〉
〉
〉
〉
)) = · · ·
=
[[l]]!
[[l − k]]!
aJg12(γj1 ⊗ g12(γj2 ⊗ · · · g12(γjk ⊗Al(ρ
′
l)))).
Hence
〈
〈·, ·〉
〉
maps V ⊗k ⊗ V ∧l, l ≥ k, to V ∧l−k. On the other hand, the last line
of the above equation can also be written in the form
Al−k
〈
〈ρk, ρ
′
l〉
〉
=
[[l]]!
[[l − k]]!
g12g23 · · · gk,k+1(ρk ⊗ Al(ρ
′
l)).
Suppose now that Akρk = 0. Then ρk is a linear combination of elements ξ0 :=
ξ′i ⊗ ξ ⊗ ξ
′′
k−i−2, ξ
′
i ∈ V
⊗i, ξ′′k−i−2 ∈ V
⊗k−i−2, ξ ∈ V ⊗ V , A2(ξ) = 0. Without
loss of generality we can assume that Rˆξ = rξ with r = q2 or r = q−2N+2. This
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means that ξ is an element of the image of the projector P+ or P0, respectively.
For such elements we easily obtain
Al−k
〈
〈ξ0, ρ
′
l〉
〉
= Al−k
〈
〈r−1Rˆi+1,i+2ξ0, ρ
′
l〉
〉
=
r−1[[l]]!
[[l − k]]!
g12g23 · · · gk,k+1(Rˆi+1,i+2ξ0 ⊗ Al(ρ
′
l))
=
r−1[[l]]!
[[l − k]]!
g12g23 · · · gk,k+1(ξ0 ⊗ Rˆk−i−1,k−iAl(ρ
′
l))
=
−q−2r−1[[l]]!
[[l − k]]!
g12g23 · · · gk,k+1(ξ0 ⊗Al(ρ
′
l)) = −q
−2r−1Al−k
〈
〈ξ0, ρ
′
l〉
〉
.
Since q is not a root of unity, we obtain Al−k
〈
〈ξ0, ρ
′
l〉
〉
= 0 and hence Al−k
〈
〈ρk, ρ
′
l〉
〉
=
0. This means that
〈
〈·, ·〉
〉
is a well-defined mapping from V ∧k ⊗ V ∧l, k ≤ l, to
V ∧l−k.
Theorem 1. There exists a representation ⊲ of Clq2(N, c
2) on Λ(ONq2) such
that
γi ⊲ ρm = γi∧ρm +
1 + q2N−4
1 + q2N−4m
〈
〈γi, ρm〉
〉
(8)
for ρm ∈ V
∧m, m ∈ {0, 1, . . . , N}, i = 1, 2, . . . , N .
Proof. Since
〈
〈·, ·〉
〉
is a well-defined mapping from V ⊗ V ∧m to V ∧m−1, we
only have to show that the definition (8) is compatible with the relations (3) of
Clq2(N, c
2). Suppose that m = 0. Then
γiγj ⊲ 1 = γi ⊲ γj = γi∧γj +
〈
〈γi, γj〉
〉
for i, j = 1, . . . , N . Since g(P+
kl
ijγk ⊗ γl) = 0 we obtain P+
kl
ijγkγl ⊲ 1 = 0. From
C ijCij = q
−2N+2(q2N − 1)(q2N−4 + 1)/(q2 − q−2) we conclude that
C ijγiγj ⊲ 1 = C
ijg(γi ⊗ γj) = C
ij c
2q2N−3[2]
q2N−4 + 1
Cij =
c2q−1(q2N − 1)
qˆ
which proves the compatibility with the second equation of (3) for m = 0.
Now consider the case m ≥ 1. Then we get
aijγiγj ⊲ ρm = aijγi ⊲
(
γj∧ρm +
1 + q2N−4
1 + q2N−4m
〈
〈γj, ρm〉
〉)
= aijγi∧γj∧ρm +
(1 + q2N−4)2
(1 + q2N−4m)(1 + q2N−4m+4)
〈
〈aijγi ⊗ γj , ρm〉
〉
+
1 + q2N−4
1 + q2N−4m
aijγi∧
〈
〈γj, ρm〉
〉
+
1 + q2N−4
1 + q2N−4m−4
aij
〈
〈γi, γj ⊗ ρm〉
〉
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for ρm ∈ V
∧m, i, j = 1, . . . , N , aij ∈ C. If aijγi ⊗ γj ∈ kerA2 then the first
two summands of the last equation vanish and we get an element in V ∧m. More
precisely, for ρm = γk1∧γk2∧ · · · γkm the expression Am(aijγiγj ⊲ρm) takes the form
a
ij

2
q
2N 3
[2℄
1+q
2N 4
 
1+q
2N 4
1+q
2N 4m
l
1
l
2
l
m
  
A
m
  
b
 
1;m 1
  
i j k
1
k
2
k
m
+
1+q
2N 4
1+q
2N 4m 4
l
1
l
2
l
m
  
A
m
  
b
 
1;m
  
i j k
1
k
2
k
m
!

l
1
^
l
2
^    ^
l
m
:
Using Am = Am(id⊗Am−1) and (id⊗Am−1)b
−
1,m−1 = [[m]]Am in the first summand
and (id⊗ Am)b
−
1,m = [[m+ 1]]Am+1 in the second one the coefficient in the above
expression becomes
a
ij
 

2
q
2N 3
[2℄[[m℄℄
1 + q
2N 4m
  
A
m
  
A
m
  
i j
+

2
q
2N 3
[2℄[[m + 1℄℄
1 + q
2N 4m 4
  
A
m+1
  
i j
!
:
(∗)
Now in the second summand we replace Am+1 by the second line of (6). Then
for aij = C
ij the expression (∗) becomes(
c2q2N−3[2][[m]]
q2N−4m + 1
+
c2q2N−3[2]
q2N−4m−4 + 1
(
q−2N+2(q2N − 1)(q2N−4 + 1)
[2]qˆ
−
− q−2[[m]]q2N−2 −
1− q−4m
1 + q2N−4m
))
Am =
c2(q2N − 1)
q2 − 1
Am
which proves the compatibility of ⊲ with the last relation in (3). Setting aij =
P+
ij
rs, r, s = 1, . . . , N , (∗) results in(
c2q2N−3[2][[m]]
q2N−4m + 1
+
c2q2N−3[2]
q2N−4m−4 + 1
(
0− q−2[[m]]q−2 −
1− q−4m
1 + q2N−4m
))
M+,m = 0,
where
M
+;m
=
  
A
m
  
P
+
A
m
  
r s
:
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Let IN = (i1, i2, . . . , iN) and Jn = (j1, j2, . . . , jn), ik, jk ∈ {0, 1} for all k. We
use the abbreviation γIN = γi11 γ
i2
2 · · ·γ
iN
N . Set ℓ(IN ) =
∑N
k=1 ik, ℓ(Jn) =
∑n
k=1 jk,
and L(Jn) =
∑n
k=1 kjk.
Proposition 2. The set {γi11 γ
i2
2 · · · γ
iN
N | ik ∈ {0, 1}, k = 1, . . . , N} forms a
vector space basis of Clq2(N, c
2).
Proof. From the explicit form (4) of the generating relations of the algebra
Clq2(N, c
2) we conclude that the elements γIN span the vector space Clq2(N, c
2).
To prove that they form a basis we use Theorem 1. Suppose that there is an
element ρ =
∑
IN
λINγ
IN = 0 in Clq2(N, c
2). Then ρ ⊲ 1 = 0. Let jmax =
max{ℓ(IN) | λIN 6= 0}. Then we have
ρ ⊲ 1 =
∑
JN ,ℓ(JN )=jmax
λJNγ
j1
1 ∧γ
j2
2 ∧ · · · ∧γ
jN
N + ρ
′,
where ρ′ ∈
⊕jmax−1
k=0 V
∧k. Since ρ ⊲ 1 = 0, we conclude that λJN = 0 for all JN
with ℓ(JN) = jmax. This is a contradiction to the definition of jmax.
Corollary 3. The representation ⊲ of Clq2(N, c
2) on Λ(ONq2) is faithful.
Let Ĉlq2(N, c
2) denote the subalgebra of Clq2(N, c
2) defined by
Ĉlq2(N, c
2) = {z ∈ Clq2(N, c
2) | ∂k(z) = 0 for all k = 1, 2, . . . , n}. (9)
Proposition 4. The algebra Ĉlq2(N, c
2) is commutative.
Proof. By Proposition 2 the set
{γi11 γ
i2
2 · · ·γ
in
n γ
in+1
n+1 γ
in
n′ · · · γ
i2
N−1γ
i1
N | il ∈ {0, 1}, l = 1, 2, . . . , n+ 1, in+1 ≤ ǫ} (10)
forms a vector space basis of the algebra Ĉlq2(2n+ ǫ, c
2). From this fact and the
first line in (4) we conclude that Ĉlq2(N, c
2) is generated as an algebra by the set
of its elements
{γiγi′ | i = 1, 2, . . . , n} for N = 2n,
{γn+1, γiγi′ | i = 1, 2, . . . , n} for N = 2n+ 1.
Now the commutativity of these generators follows immediately from the equa-
tions in the first line of (4).
The following proposition, as well as Proposition 6 was proved in [6] using
representation theory of Uq2(soN). Here we give an elementary proof.
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Proposition 5. The algebra Clq2(2n, c
2) is simple.
Proof. Let I 6= {0} be a two-sided ideal of Clq2(2n, c
2). We prove that
I = Clq2(2n, c
2). First it will be shown by induction that
(∗) for all j ∈ {1, 2, . . . , n} there exists ρj =
∑
IN
λINγ
IN ∈ I such that λIN 6= 0
implies ik = 1 for all k < j.
For j = 1 this only means that there exists a nonzero ρ1 ∈ I. Further, from (4)
we obtain
γjρj =
∑
IN ,ij=0
(−q2)j−1λINγ1γ2 · · · γjγ
ij+1
j+1 · · · γ
iN
N .
If γjρj = 0 then Proposition 2 gives λIN = 0 for all IN with ij = 0. Hence
ρj+1 := ρj fulfills our hypothesis (∗) for j + 1. Otherwise γjρj 6= 0 and the
element ρj+1 := γjρj satisfies (∗) for j + 1. By induction it follows that (∗) is
valid for j = n+ 1.
Now we prove by induction that
(∗∗) for all j ∈ {1, 2, . . . , n} there exists ρj =
∑
IN
λINγ
IN ∈ I such that λIN 6= 0
implies ik = 1 for k ≤ n and for k > j
′.
By (∗) this is true for j = 1. Further, we obtain
ρjγj′ =
∑
IN ,ij′=0
(−q2)j−1λINγ
i1
1 · · · γ
ij′−1
j′−1 γj′γj′+1 · · · γN .
If ρjγj′ = 0 then Proposition 2 implies λIN = 0 whenever ij′ = 0. Hence ρj+1 := ρj
satisfies (∗∗). Otherwise ρj+1 := ρjγj′ 6= 0 and it fulfills (∗∗). By induction we
get (∗∗) for j = n+ 1. This means that γ1γ2 · · · γN ∈ I.
Now we prove by induction that γ1γ2 · · · γj′ ∈ I for j ≤ n+ 1. Indeed, this is
true for j = 1. Further, from (4) and j ≤ n we get
γ1γ2 · · ·γj′γj = γ1γ2 · · · γj′−1
(
−γjγj′ + [2]qˆ
j−1∑
k=1
q2k−2j+2γkγk′ + c
2qN−2j+1[2]
)
= c2qN−2j+1[2]γ1γ2 · · · γj′−1.
This means that γ1γ2 · · · γn ∈ I. Finally, we prove by inverse induction on j that
ρj := γ1γ2 · · · γj ∈ I for j = n, n − 1, . . . , 0. This is true for j = n. Of course,
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then ρjγj′ ∈ I. On the other hand,
γj′ρj = (−q
2)j−1γ1γ2 · · · γj−1γj′γj
= (−q2)j−1γ1 · · · γj−1
(
−γjγj′ + [2]qˆ
j−1∑
k=1
q2k−2j+2γkγk′ + c
2qN−2j+1[2]
)
= −(−q2)j−1ρjγj′ + (−1)
j−1c2qN−1[2]γ1γ2 · · · γj−1.
Hence ρj−1 ∈ I. For j = 0 we get ρ0 = 1 ∈ I and hence I = Clq2(N, c
2).
For N = 2n + 1 let I+ and I− denote the two-sided ideal of Clq2(N, c
2)
generated by the element ρ+ and ρ−, respectively, where
ρ± = γ1 · · · γn(±c + γn+1)γn+2 · · · γN . (11)
Proposition 6. The algebra Clq2(2n+1, c
2) is semisimple and splits into the
direct sum of the two simple ideals I+ and I−. Further, dim I+ = dim I−.
Proof. Let I 6= {0} be a two-sided ideal of Clq2(2n+ 1, c
2). Similarly to the
first part of the proof of Proposition 5 one can show that there exist complex num-
bers α1, α2, |α1|+|α2| > 0, such that ρ := γ1γ2 · · ·γn(α1+α2γn+1)γn+2 · · · γN ∈ I.
Multiplying ρ by (−q−2)nγn+1 from the left we obtain that
ρ′ := γ1 · · ·γnγn+1(α1 + α2γn+1)γn+2 · · · γN = γ1 · · · γn(c
2α2 + α1γn+1)γn+2 · · · γN
belongs to I. If ρ and ρ′ are linearly independent then I contains both I+ and
I−. Otherwise α
2
1 = c
2α22 and I contains at least one of the ideals I+ and I−.
Assume Iη ⊂ I with η = + or η = −. Since Clq2(2n+1, c
2) is a finite dimensional
algebra over C, its radical is nilpotent. Suppose that Iη is contained in the radical
of Clq2(2n + 1, c
2). Then ρη has to be nilpotent. Let us determine ρ
2
η. First, for
j = 1, . . . , n we compute
γ1 · · · γn(ηc+ γn+1)γn+2 · · · γj′ · γjγj+1 · · · γn(ηc+ γn+1) =
= γ1 · · · γn(ηc+ γn+1)γn+2 · · · γj′−1
(
−γjγ
′
j + [2]qˆ
j−1∑
k=1
q2k−2j+2γkγk′
+ c2qN−2j+1[2]
)
γj+1 · · · γn(ηc+ γn+1)
= c2qN−2j+1[2]γ1 · · · γn(ηc+ γn+1)γn+2 · · ·γj′−1 · γj+1 · · · γn(ηc+ γn+1).
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Further,
γ1 · · · γn(ηc+ γn+1)
2 = γ1 · · · γn
(
c2 + 2ηcγn+1 + qˆ
n∑
k=1
q2k−2nγkγk′ + c
2
)
= 2ηcγ1 · · · γn(ηc+ γn+1).
This yields
ρηγ1γ2 · · · γn(ηc+ γn+1) = 2ηc
2n+1qn(n+1)[2]nγ1γ2 · · · γn(ηc+ γn+1) (12)
and hence ρ2η = 2ηc
2n+1qn(n+1)[2]nρη. Therefore ρη is not nilpotent. The only
possibility is that the radical is {0} and hence Clq2(N, c
2) is semisimple.
Since dimClq2(2n + 1, c
2) = 22n+1 6= k2 for all k ∈ N, Clq2(2n + 1, c
2) is not
simple and Iη 6= Clq2(2n + 1, c
2) for η = + or η = −. Then the complement
ideal Clq2(N, c
2)⊖Iη contains I−η and we get Clq2(2n+1, c
2)⊖ (I+⊕I−) = {0}.
Hence Clq2(2n + 1, c
2) = I+ ⊕ I−. Then the fact that each nontrivial simple
ideal contains I+ or I− in turn implies that both I+ and I− are simple ideals.
Moreover, since the mapping γi 7→ γi, i 6= n+1, γn+1 7→ −γn+1 defines an algebra
isomorphism of Clq2(2n + 1, c
2) and maps I+ to I−, both ideals have the same
dimension.
For N = 2n + 1 let ν ∈ {1,−1} and for N = 2n let ν = 1. Let ϕνN ∈
Clq2(N, c
2) denote the element ϕνN = (νc + γn+1)γn+2γn+3 · · · γN for N = 2n + 1
and ϕ1N = γn+1γn+2 · · · γN for N = 2n.
Proposition 7. The left ideals IνL := Clq2(N, c
2)ϕνN of Clq2(N, c
2) are mini-
mal. For all ν the set {γi11 γ
i2
2 · · · γ
in
n ϕ
ν
N | ij ∈ {0, 1}, j = 1, . . . , n} forms a vector
space basis of IνL.
Proof. By definition the given elements belong to the left ideal IνL. On the
other hand, the equations (4) imply that γkϕ
ν
N = 0 for k > k
′ and γn+1ϕ
ν
2n+1 =
νcϕν2n+1. Hence each expression γ
i1
1 γ
i2
2 · · · γ
iN
N ϕ
ν
N , il ∈ {0, 1} for l = 1, 2, . . . , N ,
is a scalar multiple of γi11 γ
i2
2 · · · γ
in
n ϕ
ν
N . The linear independence of the given set
follows immediately from Proposition 2. Finally, the dimension of the ideal IνL
is 2n. By Propositions 5 and 6 and from dimClq2(N, c
2) = 2N it follows that
minimal left ideals have dimension 2n. Hence IνL is minimal.
Similarly there exist canonical minimal right ideals IνR of Clq2(N, c
2) generated
by ψ12n = γ1γ2 · · · γn and ψ
ν
2n+1 = γ1γ2 · · · γn(νc+ γn+1), respectively.
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3 Spin representations of Uq2(soN)
Let N ∈ N, N ≥ 3, N = 2n + ǫ, where n ∈ N and ǫ ∈ {0, 1}. If not otherwise
stated we use the conventions in [16]. However we set qi = q
di, i = 1, 2, . . . , n,
where di = 2 for i < n and dn = 2− ǫ. In [16] the algebra Uq2(soN) is defined by
the generators Ei, Fi, Ki and K
−1
i , i = 1, 2, . . . , n, and relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1, (13)
KiEjK
−1
i = q
aij
i Ej, KiFjK
−1
i = q
−aij
i Fj, (14)
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
, (15)
1−aij∑
r=0
(−1)rq
r(n−r)
i
[[
1− aij
r
]]
qi
E
1−aij−r
i EjE
r
i = 0, i 6= j, (16)
1−aij∑
r=0
(−1)rq
r(n−r)
i
[[
1− aij
r
]]
qi
F
1−aij−r
i FjF
r
i = 0, i 6= j, (17)
i, j = 1, 2, . . . , n, where
[
m
p
]
q2
=
[
m
p
]
, and
[
m
p
]
q
is defined in the same way as[
m
p
]
but everywhere q2 has to be replaced by q.
By [16, Proposition 6.5] there exists a unique Hopf algebra structure on
Uq2(soN) with coproduct ∆, counit ε and antipode S such that
∆(Ki) = Ki ⊗Ki, ∆(K
−1
i ) = K
−1
i ⊗K
−1
i , (18)
∆(Ei) = 1⊗ Ei + Ei ⊗Ki, ∆(Fi) = K
−1
i ⊗ Fi + Fi ⊗ 1, (19)
ε(Ki) = ε(K
−1
i ) = 1, ε(Ei) = ε(Fi) = 0, (20)
S(Ki) = K
−1
i , S(K
−1
i ) = Ki, S(Ei) = −EiK
−1
i , S(Fi) = −KiFi (21)
for i = 1, 2, . . . , n.
For i = 1, 2, . . . , n and j = 1, 2, . . . , N set
λi,j :=

q−2δ
j
i
+2δj
i+1
−2δj
i′−1
+2δj
i′ , i = 1, 2, . . . , n− 1,
q−2δ
j
n+2δ
j
n+2 , N = 2n+ 1, i = n,
q−2δ
j
n−1−2δ
j
n+2δ
j
n+1+2δ
j
n+2 , N = 2n, i = n.
(22)
Observe that λi,jλi,j′ = 1 for all i, j and
q
aij
i =
λi,j+1λi,j′, i ≤ n, j < n,λi,n+1λi,n+2, i ≤ n, j = n. (23)
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From [16, Section 8.4.1] we recall the formulas for the vector representation T1
of Uq2(soN) with highest weight (1 + δN3, 0, . . . , 0) and highest weight vector
eN = γN with respect to the simple roots α1, α2, . . . , αn.
T1(EiK
−1
i ) = q
2Ei+1,i − q
2Ei′,i′−1, T1(Fi) = Ei,i+1 − Ei′−1,i′,
T1(Ki) = D
−1
i Di+1D
−1
i′−1Di′ for N = 2n+ ǫ, i = 1, 2, . . . , n− 1,
T1(EnK
−1
n ) = q
′(q2En+1,n − qEn+2,n+1), T1(Fn) = q
′(q2En,n+1 − q
−1En+1,n+2),
T1(Kn) = D
−1
n Dn+2 for N = 2n+ 1,
T1(EnK
−1
n ) = q
2En+1,n−1 − q
2En+2,n, T1(Fn) = En−1,n+1 − En,n+2,
T1(Kn) = D
−1
n−1D
−1
n Dn+1Dn+2 for N = 2n.
(24)
Here we used the notation q′ = [2]1/2 and Dj =
∑N
k=1 q
2δkjEk,k, j = 1, 2, . . . , n,
and Ek,l, k, l = 1, 2, . . . , N , are the matrix units. The aim of this section is to
prove the following theorems.
Theorem 8. There exists an algebra map π : Uq2(soN) → Clq2(N, c
2), N =
2n+ ǫ, such that
π(Ki) =
i+1∑
l=0
∑
1≤j1<j2<
···<jl≤i+1
(
l∏
r=1
λi,jr − q
4l−4r
c2[2]qN+1−2jr
)
γj1γj2 · · · γjlγj′l · · ·γj′1, (25)
π(K−1i ) =
i+1∑
l=0
∑
1≤j1<j2<
···<jl≤i+1
(
l∏
r=1
λ−1i,jr − q
4l−4r
c2[2]qN+1−2jr
)
γj1γj2 · · · γjlγj′l · · ·γj′1, (26)
π(EiK
−1
i ) =
q2i+1−N
c2[2]
i−1∑
l=0
∑
1≤j1<j2<
···<jl≤i−1
(
l∏
r=1
1− q4r
c2[2]qN+1−2jr
)
γj1 · · · γjlγi+1γi′γj′l · · · γj′1,
(27)
π(Fi) =
q2i+1−N
c2[2]
i−1∑
l=0
∑
1≤j1<j2<
···<jl≤i−1
(
l∏
r=1
1− q4r
c2[2]qN+1−2jr
)
γj1 · · · γjlγiγi′−1γj′l · · · γj′1
(28)
for i = 1, 2, . . . , n− 1,
π(Kn) = q
2−ǫ
n∑
l=0
∑
1≤j1<j2<
···<jl≤n
(
l∏
r=1
λn,jr − q
4l−4r
c2[2]qN+1−2jr
)
γj1γj2 · · · γjlγj′l · · ·γj′1, (29)
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π(K−1n ) = q
−2+ǫ
n∑
l=0
∑
1≤j1<j2<
···<jl≤n
(
l∏
r=1
λ−1n,jr − q
4l−4r
c2[2]qN+1−2jr
)
γj1γj2 · · · γjlγj′l · · · γj′1 (30)
for N = 2n + ǫ,
π(EnK
−1
n ) =
q′
c2[2]
n−1∑
l=0
∑
1≤j1<j2<
···<jl≤n−1
(
l∏
r=1
1− q4r
c2[2]qN+1−2jr
)
γj1 · · · γjlγn+1γn+2γj′l · · · γj′1,
(31)
π(Fn) =
q−1q′
c2[2]
n−1∑
l=0
∑
1≤j1<j2<
···<jl≤n−1
(
l∏
r=1
1− q4r
c2[2]qN+1−2jr
)
γj1 · · · γjlγnγn+1γj′l · · ·γj′1
(32)
for N = 2n + 1 and
π(EnK
−1
n ) =
q−1
c2[2]
n−2∑
l=0
∑
1≤j1<j2<
···<jl≤n−2
(
l∏
r=1
1− q4r
c2[2]qN+1−2jr
)
γj1 · · · γjlγn+1γn+2γj′l · · · γj′1,
(33)
π(Fn) =
q−1
c2[2]
n−2∑
l=0
∑
1≤j1<j2<
···<jl≤n−2
(
l∏
r=1
1− q4r
c2[2]qN+1−2jr
)
γj1 · · · γjlγn−1γnγj′l · · ·γj′1,
(34)
for N = 2n.
Theorem 9. (i) The vector space V = C{γi | i = 1, 2, . . . , N} ⊂ Clq2(N, c
2)
is invariant under the left adjoint action πad : Uq2(soN) → End(Clq2(N, c
2)) of
Uq2(soN), where
(πadf)(v) = π(f(1)) v π(S(f(2))), f ∈ Uq2(soN), v ∈ Clq2(N, c
2). (35)
The representation πad : Uq2(soN) → End(V ) of Uq2(soN) is isomorphic to the
vector representation with highest weight (1 + δN3, 0, . . . , 0) and highest weight
vector γN .
(ii) For N = 2n + 1 both mappings πν : Uq2(so2n+1) → End(I
ν
L), ν = −1, 1,
(πνf)(ψ) := π(f)ψ for f ∈ Uq2(so2n+1), ψ ∈ I
ν
L, are isomorphic to the spin rep-
resentation of Uq2(so2n+1) with highest weight (0, 0, . . . , 0, 1) and highest weight
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vector ϕν2n+1.
(iii) For N = 2n the mapping πν : Uq2(so2n) → End(Cl
ν
q2(2n, c
2)ϕ12n), where
ν = +,−, (πνf)(ψ) := π(f)ψ for f ∈ Uq2(so2n), ψ ∈ Cl
ν
q2(2n, c
2)ϕ12n, is isomor-
phic to the spin representation of Uq2(so2n) with highest weight (0, 0, . . . , 0, 0, 1)
and (0, 0, . . . , 0, 1, 0) and highest weight vector ϕ12n and γnϕ
1
2n for ν = + and
ν = −, respectively.
Remark. In Proposition 3.1.3 and Theorem 3.1.2 in [6] the existence of a
homomorphism from the algebra Uq(L
±) (which is closely related to Uq2(soN),
see [16, Sect. 8.5]) to Clq2(N, c
2) was proved. Theorem 8 gives explicit formulas
in terms of the generators of Uq2(soN).
In order to prove these assertions we have to study the structure of Clq2(N, c
2)
in more detail.
Lemma 10. Let µi ∈ C, i = 1, 2, . . . , N , and let µj = 0 for some j ∈
{1, 2, . . . , N}.Then there exists no z ∈ Clq2(N, c
2), z 6= 0, such that zγi = µiγiz
for all i.
Proof. Suppose that z ∈ Clq2(N, c
2), z 6= 0, such that zγi = µiγiz for
i = 1, 2, . . . , N . This yields in turn zClq2(N, c
2) ⊂ Clq2(N, c
2)z. Further, µj = 0
gives zγj = 0 and Clq2(N, c
2)zγj = 0. Hence J γj = 0, where J denotes the
two-sided ideal of Clq2(N, c
2) generated by z. Since z ∈ J , we have J 6= {0}.
Further, γj 6= 0 and J γj = 0 imply 1 /∈ J and therefore J 6= Clq2(N, c
2). By
Propositions 5 and 6 we conclude that N = 2n + 1 and J = Iη, η ∈ {+,−}.
The relation ρη ∈ J and equation (12) give ρ := γ1γ2 · · · γn(ηc + γn+1) ∈ J .
Hence ργj = 0 implies j ≤ n. Applying the algebra antiautomorphism τ to (12),
from τ(ρη) = ρη, τ(Iη) = Iη we get ρ
′ := (ηc + γn+1)γn+2γn+3 · · · γN ∈ J . Now
ρ′γj = 0 is fulfilled only for j ≥ n+ 2. This is a contradiction.
Lemma 11. Let k ∈ N, k ≤ n, and let µ, µ′ ∈ C×. If z ∈ Clq2(N, c
2), z 6= 0,
satisfies zγk = µγkz and zγk′ = µ
′γk′z, then z is homogeneous with respect to ∂k
and we have ∂k(z) = 0.
Proof. There exist unique elements z(r) ∈ Clq2(N, c
2), r = −1, 0, 1, such that
∂k(z
(r)) = r and z = z(−1) + z(0) + z(1). The action of the algebra automorphism
γi 7→ q
δi
k
−δi
k′γi, i = 1, 2, . . . , N , and its square on the equation zγk − µγkz = 0
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give
(q−1z(−1) + z(0) + qz(1))γk = µγk(q
−1z(−1) + z(0) + qz(1)), (36)
(q−2z(−1) + z(0) + q2z(1))γk = µγk(q
−2z(−1) + z(0) + q2z(1)). (37)
Together with zγk = µγkz we obtain z
(r)γk = µγkz
(r) for r = −1, 0, 1. Similarly,
z(r)γk′ = µ
′γk′z
(r) for r = −1, 0, 1. We will show that z(−1) = z(1) = 0.
By Proposition 2, z(−1) can uniquely be written as z(−1) =
∑
IN
λINγ
IN . Since
∂k(z
(−1)) = −1, for all multiindices IN with λIN 6= 0 we have ik = 0, ik′ = 1.
Let us fix a multiindex JN in the set of those IN for which λIN 6= 0 and the sum
j1 + · · ·+ jk−1 is minimal, say m. Consider the element
γ1−j11 γ
1−j2
2 · · · γ
1−jk−1
k−1 γk(z
(−1)γk − µγkz
(−1)).
Since γ2k = 0, the second summand vanishes. Using the relations (4) the first
summand becomes
γ1−j11 γ
1−j2
2 · · · γ
1−jk−1
k−1 γkz
(−1)γk =
= γ1−j11 γ
1−j2
2 · · · γ
1−jk−1
k−1 γk
∑
IN
λINγ
i1
1 γ
i2
2 · · · γ
iN
N γk =
= γ1−j11 γ
1−j2
2 · · · γ
1−jk−1
k−1 γk
∑
IN
δik0 δ
ik′
1 (−q
2)ik′+1+···+iNλINγ
i1
1 γ
i2
2 · · · γ
ik′−1
k′−1 ×
×
(
−γkγk′ + qˆ[2]
k−1∑
l=1
q2l−2k+2γlγl′ + c
2qN−2k+1[2]
)
γ
ik′+1
k′+1 · · · γ
iN
N .
Since γ2k = 0, the first summand inside the large brackets vanishes for all IN .
Recall that if ik = 0 and ik′ = 1 then i1 + i2 + . . . + ik−1 ≥ m. Hence for the
number of factors γt, 1 ≤ t < k, in the second expression inside of the brackets
we obtain
(1− j1) + (1− j2) + . . .+ (1− jk−1) + i1 + i2 + · · ·+ ik−1 + 1 ≥
≥ k − 1− j1 − j2 − · · · − jk−1 +m+ 1 = k − 1−m+m+ 1 = k.
This means that these summands are zero as well. Therefore we are left with
γ1−j11 γ
1−j2
2 · · · γ
1−jk−1
k−1 γkz
(−1)γk = c
2qN−2k+1[2]
∑
IN
δik0 δ
ik′
1 (−q
2)n(IN ,JN )λIN ×
× γ1−j1+i11 γ
1−j2+i2
2 · · · γ
1−jk−1+ik−1
k−1 γkγ
ik+1
k+1 · · · γ
ik′−1
k′−1 γ
ik′+1
k′+1 · · · γ
iN
N
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with well-defined integer numbers n(IN , JN). The appearing nonzero summands
are linearly independent because of Proposition 2. Then z(−1)γk − µγkz
(−1) = 0
implies that the above sum must be zero. In particular the summand for IN = JN
is zero if and only if λJN = 0 which is a contradiction. Hence z
(−1) = 0.
Observe that ∂k(τ(z
(r))) = −r and
τ(z)γk = (µ
′)−1γkτ(z). (38)
Replacing µ by (µ′)−1 and z(−1) by τ(z(1)) in the above proof, we obtain τ(z(1)) = 0
and hence z(1) = 0. Therefore z = z(0).
Lemma 12. Let µi ∈ C
×, i = 1, 2, . . . , N , and let z 6= 0 be an element in
Clq2(N, c
2) such that zγi = µiγiz for all i = 1, 2, . . . , N . Then µiµi′ = 1 and
µj = 1 for j = j
′.
Proof. From Lemma 11 we conclude that ∂k(z) = 0 for all k = 1, 2, . . . , n.
Hence τ(z) = z. The equations µkγkz − zγk = 0 and (38) give
0 = µkγkz − µkγkτ(z) = zγk − µkµk′τ(z)γk = (1− µkµk′)zγk. (39)
Since zγk 6= 0 by Lemma 10, we get µkµk′ = 1. Finally, if N = 2n + 1 then the
elements z and γn+1 commute by Proposition 4.
Lemma 13. Let µ = (µ1, µ2, . . . , µk) ∈ (C
×)k, 1 ≤ k ≤ n. Then the following
assertions are equivalent:
(i) zγi = µiγiz, τ(z)γi = µiγiτ(z) for i = 1, 2, . . . , k,
(ii) ∂i(z) = 0 and
zγ1γ2 · · · γi = µ1µ2 · · ·µiγ1γ2 · · · γiz, τ(z)γ1γ2 · · · γi = µ1µ2 · · ·µiγ1γ2 · · ·γiτ(z)
for i = 1, 2, . . . , k,
(iii) ∂i(z) = 0 and γ1γ2 · · · γi−1(zγi−µiγiz) = γ1γ2 · · · γi−1(τ(z)γi−µiγiτ(z)) = 0
for i = 1, 2, . . . , k.
Proof. Applying the algebra antiautomorphism τ of Clq2(N, c
2) to the second
equation of (i) and using τ 2 = id the conclusion (i)→(iii) follows immediately from
Lemma 11. For the proof of (iii)→(ii) we take the sequence of equations
µ1µ2 · · ·µjγ1γ2 · · · γjz
′ = µ1µ2 · · ·µj−1(γ1γ2 · · · γj−1z
′γj) =
= µ1 · · ·µj−2(γ1 · · ·γj−2z
′γj−1)γj = · · · = µ1γ1z
′γ2 · · ·γj = z
′γ1γ2 · · · γj,
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where the equations of (iii) for i = j, j − 1, . . . , 2, 1 and z′ = z, τ(z) are used.
We have to prove (ii)→(i). Suppose that z ∈ Clq2(N, c
2), z 6= 0, fulfills (ii).
We prove by induction that zγi = µiγiz and τ(z)γi = µiγiτ(z) for i = 1, 2, . . . , k.
Our induction assumptions are the equations in (ii) for fixed i := m < k and the
equations zγj = µjγjz, zγj′ = µ
−1
j γj′z for all j = 1, 2, . . . , m − 1. Observe that
the last requirements are empty at the beginning m = 1 of the induction. We
have to prove zγm = µmγmz and τ(z)γm = µmγmτ(z). Applying τ to the last
equation we then obtain zγm′ = µ
−1
m γm′z which is needed for the next induction
step.
Now we prove not only zγm = µmγmz but all equations
zγ1γ2 · · ·γjγm = µ1µ2 · · ·µjµmγ1γ2 · · · γjγmz, (40)
j = 0, 1, 2, . . . , m−1 by inverse induction on j. For j = m−1 this is the induction
hypothesis and for j = 0 the equation we want to prove. For the induction step
we use the formula zγj′ = µ
−1
j γj′z which is known since j < m. By (4) we
compute
zγ1γ2 · · · γj−1γm = z
(
−q2j+1−N
[2]c2
γ1γ2 · · · γjγmγj′ − (−1)
j q
1−N
[2]c2
γj′γ1γ2 · · · γjγm
)
= µ1µ2 · · ·µjµmµ
−1
j
(
−q2j+1−N
[2]c2
γ1γ2 · · ·γjγmγj′ − (−1)
j q
1−N
[2]c2
γj′γ1γ2 · · · γjγm
)
z
= µ1µ2 · · ·µj−1µmγ1γ2 · · ·γj−1γmz.
Changing the role of z and τ(z) the remaining assertion τ(z)γm = µmγmτ(z) can
be shown in the same way.
Taking Lemma 10 and Lemma 12 into account we define complex vector spaces
ZµN for µ = (µ1, µ2, . . . , µn) ∈ (C
×)n. Set µi′ = µ
−1
i for i ∈ {1, 2, . . . , N}, i > i
′,
and µi = 1 for i = i
′. Then we define
ZµN = {z ∈ Clq2(N, c
2) | zγi = µiγiz, i = 1, 2, . . . , N}. (41)
Similarly to the proof of Lemma 11 one can show that ZµN splits into the direct
sum Zµ,0N ⊕Z
µ,1
N of ∂0-homogeneous components of even and odd degree, respec-
tively. Since there are no nonzero elements z of Cl−q2(2n, c
2) such that ∂k(z) = 0
for all k = 1, 2, . . . , n, we have Zµ,12n = {0}.
Lemma 14. Let µ = (µ1, µ2, . . . , µn) ∈ (C
×)n. Then z ∈ ZµN if and only if
∂k(z) = 0 and γ1γ2 · · ·γk−1(zγk − µkγkz) = 0 for all k = 1, 2, . . . , n.
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Proof. The only if part of the lemma follows from Lemma 11 and the defi-
nition of ZµN . On the other hand, suppose that ∂k(z) = 0 and γ1γ2 · · ·γk−1(zγk −
µkγkz) = 0 for all k = 1, 2, . . . , n. Then τ(z) = z and hence we can apply
Lemma 13(iii)→(i) with k = n. This means zγi = µiγiz and zγi′ = µ
−1
i γi′z. The
remaining assertion zγn+1 = γn+1z follows from {z, γn+1} ⊂ Ĉlq2(2n + 1, c
2) and
Proposition 4.
Proposition 15. Let µ = (µ1, µ2, . . . , µn) ∈ (C
×)n. The vector spaces
Zµ,02n ,Z
µ,0
2n+1 and Z
µ,1
2n+1 are one-dimensional and generated by the element
zµ,ηˆ =
n∑
k=0
∑
1≤i1<i2<
···<ik≤n
(
k∏
r=1
µir − (−q
2)ηˆq4k−4r
c2[2]qN+1−2ir
)
γi1γi2 · · · γikγ
ηˆ
n+1γi′k · · · γi′2γi′1 ,
where ηˆ = 0 for Zµ,02n and Z
µ,0
2n+1, and ηˆ = 1 for Z
µ,1
2n+1.
Corollary 16. The elements z0 ∈ Clq2(2n, c
2) and z1 ∈ Cl
−
q2(2n+1, c
2), given
by
z0 =
n∑
k=0
(−1)k
k∏
l=1
q2l−2 + q−2l+2
q[2]c2
∑
Jn
ℓ(Jn)=k
q2L(Jn)−k(2n−k+1)γj11 γ
j2
2 · · ·γ
jn
n γ
jn
n+1 · · · γ
j1
N ,
(42)
z1 =
1
c
n∑
k=0
k∏
l=1
q2l−1 + q−2l+1
q[2]c2
∑
Jn
ℓ(Jn)=k
q2L(Jn)−k(2n−k+1)γj11 γ
j2
2 · · · γ
jn
n γn+1γ
jn
n′ · · ·γ
j1
N ,
(43)
satisfy the equations z0γi = −γiz0 and z1γi = γiz1, respectively, for all i =
1, 2, . . . , N . Moreover, they are unique with this property up to a scalar factor.
Proof of the proposition. Let z ∈ Zµ,ηˆN , z 6= 0. We use Lemma 14 to
determine the explicit form of z. The requirement ∂k(z) = 0 for all k = 1, 2, . . . , n
is equivalent to the fact that z takes the form
z =
∑
In
λInγ
i1
1 γ
i2
2 · · · γ
in
n γ
ηˆ
n+1γ
in
n′ · · · γ
i1
N .
If In is a multiindex with ik = 0 for some k ∈ {1, 2, . . . , n}, then let I
k
n denote the
multiindex (j1, j2, . . . , jn) such that jl = il + δlk, l = 1, 2, . . . , n. Let us compute
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the left hand side of the remaining equations in Lemma 14. By (4) we obtain
γ1γ2 · · · γk−1(zγk − µkγkz) = (44)
=
∑
In,il=0 for l<k
λInγ1γ2 · · ·γk−1(γ
ik
k γ
ik+1
k+1 · · · γ
in
n γ
ηˆ
n+1γ
in
n′ · · ·γ
ik
k′γk
− µkγkγ
ik
k γ
ik+1
k+1 · · · γ
in
n γ
ηˆ
n+1γ
in
n′ · · · γ
ik
k′ )
=
∑
In,il=0 for l≤k
γ1γ2 · · · γk−1(λIknγkγ
ik+1
k+1 · · · γ
ik+1
k′−1γk′γk + λInγ
ik+1
k+1 · · ·γ
ik+1
k′−1γk
− µkλInγkγ
ik+1
k+1 · · · γ
ik+1
k′−1)
=
∑
In,il=0 for l≤k
γ1γ2 · · · γk−1(λIknc
2qN−2k+1[2] + λIn(−q
2)2ik+1+2ik+2+···+2in+ηˆ
− µkλIn)γkγ
ik+1
k+1 · · · γ
ik+1
k′−1.
By Proposition 2 the summands with nonzero coefficient in the last expression
are linearly independent. Hence γ1γ2 · · · γk−1(zγk − µkγkz) = 0 if and only if
λIkn =
µk − (−q
2)2ik+1+2ik+2+···+2in+ηˆ
c2qN−2k+1[2]
λIn (45)
for all k = 1, 2, . . . , n. This yields z ∈ Czµ,ηˆ.
Recall the definition of z0 and z1 in Corollary 16.
Corollary 17. We have z20 = 1 in Clq2(2n, c
2) and z21 = 1 in Clq2(2n+1, c
2).
Proof. By definition zǫ is a ∂0-homogeneous element in Clq2(2n+ǫ, c
2). Hence
z2ǫ ∈ Cl
+
q2(2n+ǫ, c
2) and by Corollary 16 it belongs to the center of Clq2(2n+ǫ, c
2).
By Proposition 15 with µ := (1, 1, . . . , 1), this implies z2ǫ = λ1 for some λ ∈ C.
Multiplying this equation by ϕ1N from the right and taking into account the
formula zǫϕ
1
N = ϕ
1
N we conclude that λ = 1.
Corollary 18. The element z1 acts (by multiplication) with the factor η
on the left ideal IηL of Clq2(2n + 1, c
2). The element z0 acts with the factor +1
and −1 on the subspaces Cl+q2(2n, c
2)ϕ12n and Cl
−
q2(2n, c
2)ϕ12n of the left ideal I
1
L
of Clq2(2n, c
2), respectively.
Now we turn to the proofs of Theorem 8 and Theorem 9. Therein the following
lemma plays a crucial role.
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Lemma 19. For f = Ki, K
−1
i , EiK
−1
i , Fi, i = 1, 2, . . . , n, let f˜ denote the
element of Clq2(N, c
2) given by the expression at the right of π(f) in Theorem 8.
Then the elements f˜ satisfy the following equations in Clq2(N, c
2):
K˜iγj = λi,jγjK˜i, K˜
−1
i γj = λ
−1
i,j γjK˜
−1
i , (46)
E˜kK
−1
k γj =

γjE˜kK
−1
k for j /∈ {k, k + 1, k
′ − 1, k′},
q−2γjE˜kK
−1
k for j = k + 1, k
′,
q2γjE˜kK
−1
k + q
2γj+1 for j = k,
q2γjE˜kK
−1
k − q
2γj+1 for j = k
′ − 1,
(47)
F˜kγj =

γjF˜k for j /∈ {k, k + 1, k
′ − 1, k′},
q2γjF˜k for j = k, k
′ − 1,
q−2γjF˜k + γj−1 for j = k + 1,
q−2γjF˜k − γj−1 for j = k
′,
(48)
E˜nK−1n γj =

γjE˜nK−1n for j /∈ {n− 1, n, n+ 1, n+ 2},
γjE˜nK−1n for j = n− 1, N = 2n+ 1,
q2γjE˜nK−1n + q
2q′γj+1 for j = n, N = 2n + 1,
γjE˜nK−1n − qq
′γj+1 for j = n+ 1, N = 2n+ 1,
q−2γjE˜nK−1n for j = n+ 2, N = 2n+ 1,
q2γjE˜nK−1n + q
2γj+2 for j = n− 1, N = 2n,
q2γjE˜nK−1n − q
2γj+2 for j = n, N = 2n,
q−2γjE˜nK−1n for j = n+ 1, n+ 2, N = 2n,
(49)
F˜nγj =

γjF˜n for j /∈ {n− 1, n, n+ 1, n+ 2},
γjF˜n for j = n− 1, N = 2n+ 1,
q2γjF˜n for j = n, N = 2n+ 1,
γjF˜n + q
′γj−1 for j = n+ 1, N = 2n+ 1,
q−2γjF˜n − q
−1q′γj−1 for j = n+ 2, N = 2n+ 1,
q2γjF˜n for j = n− 1, n, N = 2n,
q−2γjF˜n + γj−2 for j = n+ 1, N = 2n,
q−2γjF˜n − γj−2 for j = n+ 2, N = 2n,
(50)
for all i = 1, 2, . . . , n and k = 1, 2, . . . , n− 1, where q′ = [2]1/2.
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Proof. Equation (46) follows in turn from Proposition 15. Observe that by
definition E˜iK
−1
i = q
δǫ1δinτ(F˜i) for all i = 1, 2, . . . , n. Moreover, applying τ to
the equations (47), (48), (49) and (50) we obtain the formulas (48), (47), (50)
and (49), respectively, for j′ instead of j. Therefore it suffices to show (47)–(50)
for j ≤ j′. Let us prove (47) and (48). The proof of the equations (49) and (50)
can be treated similarly.
If j ∈ {k + 2, k + 3, . . . , n + ǫ} then F˜kγj = γjF˜k and E˜kK
−1
k γj = γjE˜kK
−1
k .
Indeed, in both F˜k and E˜kK
−1
k there are no summands containing factors γl,
k + 1 < l < k′ − 1. Moreover, in each summand there are as many factors γl,
l ≤ k + 1, as factors γl, l ≥ k
′ − 1. From this and the first line of (4) it follows
that each summand of F˜k and of E˜kK
−1
k commutes with γj.
If j < k then we use Lemma 13(i)⇔(iii) with (µ1, µ2, . . . , µj) = (1, 1, . . . , 1).
Obviously, ∂i(E˜kK
−1
k ) = ∂i(F˜k) = 0 for i ≤ j. Moreover,
γ1γ2 · · · γj−1(F˜kγj − γjF˜k) =
= γ1γ2 · · · γj−1
∑
In,il=0 for l<j
λIn(γ
ij
j γ
ij+1
j+1 · · · γ
ik−1
k−1 γkγk′−1γ
ik−1
k′+1 · · · γ
ij+1
j′−1γ
ij
j′γj
− γjγ
ij
j γ
ij+1
j+1 · · · γ
ik−1
k−1 γkγk′−1γ
ik−1
k′+1 · · ·γ
ij+1
j′−1γ
ij
j′ )
= γ1γ2 · · · γj−1
∑
In,il=0 for l≤j
(λIjnγjγ
ij+1
j+1 · · · γ
ik−1
k−1 γkγk′−1γ
ik−1
k′+1 · · · γ
ij+1
j′−1γj′γj
+ λInγ
ij+1
j+1 · · · γ
ik−1
k−1 γkγk′−1γ
ik−1
k′+1 · · · γ
ij+1
j′−1γj
− λInγjγ
ij+1
j+1 · · · γ
ik−1
k−1 γkγk′−1γ
ik−1
k′+1 · · · γ
ij+1
j′−1)
=
∑
In,il=0 for l≤j
γ1γ2 · · · γj−1(λIjnc
2qN−2j+1[2] + λIn(−q
2)2ij+1+···+2ik−1+2
− λIn)γjγ
ij+1
j+1 · · · γ
ik−1
k−1 γkγk′−1γ
ik−1
k′+1 · · · γ
ij+1
j′−1.
The last expression vanishes because of λIjn =
1− q4ℓ(In)+4
c2qN+1−2j[2]
for those coefficients
λIn of F˜k for which il = 0 for l ≤ j and l ≥ k. Hence γ1γ2 · · · γj−1(F˜kγj−γjF˜k) = 0.
Similarly one proves γ1γ2 · · · γj−1(E˜kK
−1
k γj − γjE˜kK
−1
k ) = 0. Hence, by Lemma
13 we get (47) and (48) for j < k.
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In a completely similar way one checks that
γ1γ2 · · · γk−1(E˜kK
−1
k γk − q
2γkE˜kK
−1
k − q
2γk+1) = 0,
γ1γ2 · · · γk−1(F˜kγk+1 − q
−2γk+1F˜k − γk) = 0.
(51)
Multiplying these equations from the left and from the right by γj′, j = k−1, k−
2, . . . , 1, respectively, using (47) and (48) for j > k′, and taking the appropriate
linear combination of the resulting expressions, one can successively cancel the
leading factors γj, j = k− 1, k− 2, . . . , 1 in (51). This proves (47) for j = k and
(48) for j = k + 1.
Finally, by definition we have ∂k+1(E˜kK
−1
k ) = ∂k(F˜k) = 1. Hence
∂k+1(E˜kK
−1
k γk+1 − q
−2γk+1E˜kK
−1
k ) = ∂k(F˜kγk − q
2γkF˜k) = 2.
This and Proposition 2 imply that (47) and (48) are fulfilled for j = k + 1 and
j = k, respectively.
Proof of Theorem 8. We have to check that π maps all relations (13)–(17)
of Uq2(soN) to zero. Instead of this we prove that the corresponding equivalent
relations, where the elements Ki, K
−1
i , EiK
−1
i and Fi are involved, are mapped
to zero by π.
Since π(Ki) and π(K
−1
j ), i, j = 1, 2, . . . , n are elements of Ĉlq2(N, c
2), by
Proposition 4 they commute. Moreover, z := π(Ki)π(K
−1
i ) − 1 and z
′ :=
π(K−1i )π(Ki) − 1 are even elements of Clq2(N, c
2) commuting with all γk, k =
1, 2, . . . , N by (46). From Proposition 15 we get z = λzµ,0 = λ1 and z
′ = λ′zµ,0 =
λ′1, where µ = (1, 1, . . . , 1), λ, λ′ ∈ C. Hence (z − λ)ϕ1N = (z
′ − λ′)ϕ1N = 0. On
the other hand, π(Ki)ϕ
1
N = q
(2−ǫ)δinϕ1N and π(K
−1
i )ϕ
1
N = q
(ǫ−2)δinϕ1N and there-
fore λϕ1N = λ
′ϕ1N = 0. This means λ = λ
′ = 0 and hence equation (13) is
compatible with π.
The compatibility of equations (14) (the first has to be multiplied by K−1j )
with π follows from (46) and (23).
Since ∂i(π(Ei)) = ∂i(π(EiK
−1
i )) = −1, we have ∂i(π(Ei)
2) = −2 for all i =
1, 2, . . . , n. By Proposition 2 this means that π(Ei)
2 = 0 for all i = 1, 2, . . . , n.
Further, ∂i+1(π(Ei)) = 1 for i ≤ n − 1 and ∂i(π(Ei+1)) = ∂i+2(π(Ei)) = 0 for
i ≤ n−2. Hence ∂i(π(Ei)π(Ei+1)π(Ei)) = −2 and ∂i+2(π(Ei+1)π(Ei)π(Ei+1)) = 2
for i ≤ n − 2. Therefore π(Ei)π(Ei+1)π(Ei) = π(Ei+1)π(Ei)π(Ei+1) = 0 for
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i ≤ n− 2. Similarly,
π(En−2)π(En)π(En−2) = π(En)π(En−2)π(En) = 0, N = 2n,
π(En−1)π(En)π(En−1) = 0, N = 2n + 1.
This proves that (16) is compatible with π for aij < 0. By similar arguments we
obtain the same for (17).
Finally we have to prove compatibility of the relations (15) for all i, j =
1, 2, . . . , n and (16), (17) for aij = 0 with π. In order to do this we recall from
equations (47)–(50) that there exist complex numbers aˆlkj, bˆ
l
kj , k = 1, 2, . . . , n,
j, l = 1, 2, . . . , N , such that
π(EkK
−1
k )γj = λ
−1
k,jγjπ(EkK
−1
k ) + aˆ
l
kjγl, π(Fk)γj = λ
−1
k,jγjπ(Fk) + bˆ
l
kjγl
for all k = 1, 2, . . . , n, j = 1, 2, . . . , N . Then(
q−aiki π(EiK
−1
i )π(Fk)− π(Fk)π(EiK
−1
i )− δik
1− π(K−1i )
2
qi − q
−1
i
)
γj =
= q−aiki π(EiK
−1
i )(λ
−1
k,jγjπ(Fk) + bˆ
l
kjγl)− π(Fk)(λ
−1
i,j γjπ(EiK
−1
i ) + aˆ
l
ijγl)
− δikγj
1− λ−2i,j π(K
−1
i )
2
qi − q
−1
i
= λ−1i,j λ
−1
k,jγj
(
q−aiki π(EiK
−1
i )π(Fk)− π(Fk)π(EiK
−1
i )− δik
1− π(K−1i )
2
qi − q
−1
i
)
+ (q−aiki λ
−1
i,l bˆ
l
kj − λ
−1
i,j bˆ
l
kj)γlπ(EiK
−1
i ) + (q
−aik
i λ
−1
k,jaˆ
l
ij − λ
−1
k,l aˆ
l
ij)γlπ(Fk)
+
(
q−aiki bˆ
l
kj aˆ
m
il − aˆ
l
ij bˆ
m
kl + δikδjm
λ−1i,j λ
−1
k,j − 1
qi − q
−1
i
)
γm
for all i, k = 1, 2, . . . , n and j = 1, 2, . . . , N . Observe that T1(EiK
−1
i )γj =
aˆlijγl, T1(Fk)γj = bˆ
l
kjγl and T1(Kk)γj = λk,jγj for all i, k = 1, 2, . . . , n and j =
1, 2, . . . , N . Since
T1(q
−aik
i K
−1
i Fk − FkK
−1
i )γj = 0, T1(q
−diaikEiK
−1
i K
−1
k −K
−1
k EiK
−1
i )γj = 0,
T1(q
−aik
i EiK
−1
i Fk − FkEiK
−1
i + δik(K
−2
i − 1)/(qi − q
−1
i ))γj = 0,
the last two lines in the above expression vanish. Together with im π ⊂ Cl+q2(N, c
2)
we obtain
zik := q
−aik
i π(EiK
−1
i )π(Fk)− π(Fk)π(EiK
−1
i )− δik
1− π(K−2i )
qi − q
−1
i
∈ Zµ,0N ,
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where µ = µ(i,k) = (µ1, µ2, . . . , µn), µl = λ
−1
i,l λ
−1
k,l . Similarly one can prove that
z′ik := π(EiK
−1
i )π(EkK
−1
k )− π(EkK
−1
k )π(EiK
−1
i ) ∈ Z
µ,0
N ,
z′′ik := π(Fi)π(Fk)− π(Fk)π(Fi) ∈ Z
µ,0
N
for aik = 0 and the same µ = µ(i,k). Since τ(zik) = zki and τ(z
′
ik) = z
′′
ki, it suffices
to show that zik = 0 for i ≤ k and z
′
ik = 0 for i, k = 1, 2, . . . , n, aik = 0. By
Proposition 15 we obtain zik, z
′
ik ∈ Czµ,0, µ = µ(i,k). Obviously, zµ,0ϕ
1
N = 1.
Hence we only have to prove that zikϕ
1
N = 0 for i ≤ k and z
′
ikϕ
1
N = 0 for
i, k = 1, 2, . . . , n, aik = 0. Since π(EiK
−1
i )ϕ
1
N = 0 for all i = 1, 2, . . . , n, we
get z′ikϕ
1
N = 0. If i ≤ k < n then π(K
−1
i )ϕ
1
N = ϕ
1
N and π(Fk) = 0. Hence
zikϕ
1
N = 0. If i < k = n then ∂i(π(EiK
−1
i )π(Fn)) = −1 + δ
i
n−1δǫ0. Moreover,
for i = n − 1, k = n we get ∂n(π(En−1K
−1
n−1)π(Fn)) = 2. Hence for i < k = n
all summands of zik vanish after multiplication by ϕ
1
N . We are left with the case
i = k = n, N = 2n + ǫ. Then π(EnK
−1
n )ϕ
1
N = 0 and π(K
−1
n )ϕ
1
N = q
ǫ−2ϕ1N . For
N = 2n we compute
znnϕ
1
2n =
(
q−4π(EnK
−1
n )
q−1
c2[2]
γn−1γn −
1− q−4
q2 − q−2
)
ϕ12n
=
(
q−5
c2[2]
q−1
c2[2]
γn+1γn+2γn−1γn − q
−2
)
ϕ12n
=
(
q−6
c4[2]2
γn+1c
2qN−2n+3[2]γn − q
−2
)
ϕ12n
=
(
q−3
c2[2]
c2qN−2n+1[2]− q−2
)
ϕ12n = 0.
Similarly, for N = 2n+ 1 we obtain
znnϕ
1
2n+1 =
(
q−2π(EnK
−1
n )
q−1q′
c2[2]
γnγn+1 −
1− q−2
q − q−1
)
ϕ12n+1
=
(
q−3
cq′
π(EnK
−1
n )γn − q
−1
)
ϕ12n+1 =
(
q−3
cq′
q′
c2[2]
γn+1γn+2γn − q
−1
)
ϕ12n+1
=
(
q−3
c3[2]
γn+1c
2qN−2n+1[2]− q−1
)
ϕ12n+1 =
(
q−1
c
γn+1 − q
−1
)
ϕ12n+1 = 0.
Proof of Theorem 9. First let us prove (i). Since πad is a representation
of Uq2(soN) on Clq2(N, c
2), it is sufficient to check the invariance of V under the
action of the generators f = Ki, K
−1
i , EiK
−1
i , Fi of Uq2(soN). By the definition
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of Uq2(soN), formula (35) for these f takes the form
(πadKi)(γj) = π(Ki)γjπ(K
−1
i ), (πadK
−1
i )(γj) = π(K
−1
i )γjπ(Ki),
(πadEiK
−1
i )(γj) = π(EiK
−1
i )γj − π(K
−1
i )γjπ(Ki)π(EiK
−1
i ),
(πadFi)(γj) = π(Fi)γj − π(K
−1
i )γjπ(Ki)π(Fi)
for i = 1, 2, . . . , n and j = 1, 2, . . . , N . From this and Lemma 19 the invariance
of V under the action πad of Uq2(soN ) immediately follows. Moreover,
(πadKi)(γN) = λi,NγN = q
2δi1γN ,
(πadEi)(γN) = (πadEiK
−1
i )((πadKi)(γN)) = q
2δi1(πadEiK
−1
i )(γN) = 0,
and therefore the N -dimensional representation πad of Uq2(soN) is isomorphic to
the vector representation of Uq2(soN) with higest weight (1+ δN3, 0, 0, . . . , 0) and
highest weight vector γN .
Now we turn to (ii). Since IνL, ν ∈ {+,−}, is a left ideal of Clq2(2n+1, c
2),
the mapping πν gives a representation of Uq2(so2n+1). The dimension of this
representation is dim IνL = 2
n by Proposition 7. On the other hand, from
π(EiK
−1
i )ϕ
ν
2n+1 = 0 and π(Ki)ϕ
ν
2n+1 = q
δin for all i = 1, 2, . . . , n we obtain that
the 2n-dimensional representation of Uq2(so2n+1) with highest weight (0, 0, . . . , 0, 1)
and highest weight vector ϕν2n+1 is a subrepresentation of π
ν . From this the as-
sertion follows.
Finally we prove (iii). Since π(f) ∈ Cl+q2(2n, c
2) for all f = Ki, K
−1
i , EiK
−1
i , Fi,
we have π(Uq2(so2n)) ⊂ Cl
+
q2(2n, c
2). Moreover, ϕ12n is homogeneous with re-
spect to the Z2-grading ∂0 of Clq2(2n, c
2), and hence Clνq2(2n, c
2)ϕ12n, ν = +,−,
is an invariant subspace under left multiplication by Cl+q2(2n, c
2), and there-
fore by Uq2(so2n) as well. By Proposition 7 the dimension of the vector space
Clνq2(2n, c
2)ϕ12n, ν = +,−, is 2
n−1. Again we obtain
(π+Ki)(ϕ
1
2n) = q
2δinϕ12n, (π
+Ei)(ϕ
1
2n) = π(Ei)ϕ
1
2n = π(EiK
−1
i )q
2δinϕ12n = 0
for i = 1, 2, . . . , n. Hence π+ contains as a subrepresentation the 2n−1-dimensional
highest weight representation with highest weight (0, . . . , 0, 1) and highest weight
26
vector ϕ12n. Further,
(π−Ki)(γnϕ
1
2n) = q
2δin
(
1 +
λi,n − 1
c2[2]qN+1−2n
γnγn+1
)
γnϕ
1
2n
= q2δinγn
(
1 +
λi,n − 1
c2[2]qN+1−2n
c2qN−2n+1[2]
)
ϕ12n
= q2δinλi,nγnϕ
1
2n = q
2δin−1γnϕ
1
2n,
(π−EiK
−1
i )(γnϕ
1
2n) = π(EiK
−1
i )γnϕ
1
2n = δin
q−1
c2[2]
γn+1γn+2γnϕ
1
2n = 0
for i = 1, 2, . . . , n. Hence π− contains as a subrepresentation the 2n−1-dimensional
highest weight representation with highest weight (0, 0, . . . , 0, 1, 0) and highest
weight vector γnϕ
1
2n. This proves the theorem.
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