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We consider differential equations which describe pseudospherical
surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i 3. We
characterize all such equations of type ut = uxxxxx + G(u,ux, . . . ,
uxxxx) whose associated 1-forms satisfy f p1 = μp f11 + ηp ,
μp, ηp ∈ R, 2 p  3, in addition to a generic technical assump-
tion. We also classify all of these equations which are indepen-
dent of any of the real parameters μp , ηp , obtaining as particular
cases the ﬁfth-order Korteweg–de Vries, the Sawada–Kotera and
the Kaup–Kupershmidt equations. We determine huge classes of
equations describing pseudospherical surfaces and their respective
linear problems in which particular cases are obtained by merely
specifying certain functions which depend on u and its derivatives
with respect to x.
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1. Introduction
A differential equation for a real-valued function u(x, t) describes pseudospherical surfaces if there
exist 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, where the f i j, 1 i  3, 1 j  2, are functions of u and
a ﬁnite number of its derivatives, such that the structure equations of a surface of constant curvature
K = −1, namely,
dω1 = ω3 ∧ ω2, dω2 = ω1 ∧ ω3, dω3 = ω1 ∧ ω2,
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scribes pseudospherical surfaces may also be characterized as being the integrability condition of a
linear problem of the form
(
dv1
dv2
)
= 1
2
(
ω2 ω1 − ω3
ω1 + ω3 −ω2
)(
v1
v2
)
. (1)
The notion of a differential equation which describes pseudospherical surfaces was introduced by
Chern and Tenenblat [1], who also performed a complete classiﬁcation of the evolution equations
ut = F (u,ux, . . . , ∂ku∂xk ) which describe pseudospherical surfaces, under the assumption that f21 = η.
This classiﬁcation included a constructive procedure to obtain the linear problem associated to each of
these differential equations. A similar study for different classes of differential equations was carried
out by Jorge and Tenenblat [2], Rabelo [3] and Rabelo and Tenenblat [4]. Examples of the classes
mentioned so far are given by the Korteweg–de Vries, modiﬁed Korteweg–de Vries, sine-Gordon, sinh-
Gordon, Burgers and Liouville equations.
The results in [1] were generalized by Kamran and Tenenblat [5], by suppressing the a priori
assumption on f21. Reyes [6] was able to further extend the theory to the case in which F de-
pends explicitly on x, t. Also the notion of a system of equations which describes a pseudospherical
surface was introduced and investigated by Ding and Tenenblat [7]. The concept of equations describ-
ing pseudospherical surfaces provides geometrical means of studying important structures associated
to these equations, such as Darboux transformations (see [8] and the references therein), Bäcklund
transformations [1,6,9–11], conservation laws [1,12–16], generalized symmetries [8,11,17] and nonlo-
cal symmetries [8,15,16,18].
If f21 = η is a parameter, and the functions f11 and f31 do not depend on η, the problem (1)
reduces to the inverse scattering problem considered by Ablowitz et al. [19] with η corresponding
to the spectral parameter. Equations of this kind are said to be of AKNS type. Whenever one is able
to associate a one-parameter family of linear problems to a nonlinear differential equation, there is
the possibility of applying the inverse scattering method in search of determining solutions, and not
only to equations of AKNS type. Such a use of the inverse scattering method was accomplished, for
example, in [10] and, in the case of some differential equations with u depending on an arbitrary
number of variables, in [9,20].
Results associating a one-parameter family of linear problems with f21 = η to a certain differential
equation were obtained by Rabelo [3] for some equations of the form uxt = F (u,ux, . . . , ∂ku∂xk ), with 2
k 3, and by Rabelo and Tenenblat [4] for all equations of the form uxt = F (u,ux). Rabelo’s work [3]
has recently been reconsidered by A. Sakovich and S. Sakovich [21–23] in connection with physics,
showing that the Chern–Tenenblat theory can successfully isolate equations of physical relevance.
An important problem is to determine all evolution equations with f21 = η which are independent
of η. In the case of ut = uxxx + G(u,ux,uxx), this problem was solved by Rabelo and Tenenblat [24].
We address a problem along these lines, working with ﬁfth-order evolution equations
ut = uxxxxx + G(u,ux, . . . ,uxxxx). (2)
Equations of the form (2) which describe pseudospherical surfaces include the ﬁfth-order KdV equa-
tion
ut = uxxxxx + 10uuxxx + 20uxuxx + 30u2ux,
the Sawada–Kotera equation
ut = uxxxxx + 5uuxxx + 5uxuxx + 5u2ux,
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ut = uxxxxx + 5uuxxx + 25
2
uxuxx + 5u2ux.
The fact that Eq. (2) is of considerably high order makes its study in full generality very diﬃcult,
demanding that we include some further assumption on the associated linear problem. In attempting
to determine which such an assumption should be, we were essentially motivated by the fact that
ﬁfth-order KdV equation
ut = uxxxxx + 10uuxxx + 20uxuxx + 30u2ux (3)
describes pseudospherical equations with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
f11 = 1− u, f21 = η, f31 = −1− u,
f12 = −uxxxx + ηuxxx − 8uuxx +
(
2− η2)uxx − 6u2x + 6ηuux + η3ux − 6u3 + (6− 2η2)u2
+ (2η2 − η4)u + η4,
f22 = −2uxxx + 2ηuxx − 12uux − 2η2ux + 6ηu2 + 2η3u + η5,
f32 = −uxxxx + ηuxxx − 8uuxx +
(−2− η2)uxx − 6u2x + 6ηuux + η3ux − 6u3 + (−6− 2η2)u2
+ (−2η2 − η4)u − η4,
which one computes by following the procedure described in [11]. The crucial observation is that
these 1-forms satisfy the fairly general condition
f p1 = μp f11 + ηp, μp, ηp ∈R, 2 p  3, (4)
which we adopted throughout our work.
Our main result classiﬁes all equations of the form (2) describing pseudospherical surfaces which
are independent of the parameter η2 and whose linear problem satisﬁes, in addition to (4), a certain
generic condition. The choice of this particular parameter among the four is made, for the most part,
in order to simplify the exposition, since, as we explain in Section 5, even though such a choice
may affect the form of the linear problem, it is immaterial as concerns the form of the equation. In
Section 5, we consider independence with respect to a generic parameter τ . The importance of such
a generality is that it allows, in a given speciﬁc situation, to assign particular values to the other
parameters so that we obtain a linear problem which enables the application of the inverse scattering
method.
In Section 2, we state our main result and illustrate it with many simple particular cases. In Sec-
tion 3, we consider the basic concepts and facts relevant to the proof of our results. In Section 4, we
make use of Theorem 5 in [5] (see Theorem 3.1) to characterize, in Theorem 4.3, all equations of the
form (2) which describe pseudospherical surfaces and whose linear problem satisﬁes (4), in addition
to a generic assumption. In order to do so, we establish, in Lemma 4.1, necessary conditions on the
recursive functions which appear in Theorem 3.1, and on the functions f i2, 1  i  3. Lemma 4.1
holds for any evolution equation satisfying (4), and some generic conditions, without any assumption
on the order k. This suggests that many other classes of evolution equations describing pseudospher-
ical surfaces with (4), may be found by applying the method. In Section 5, we prove Theorems 5.1
through 5.4, from which our main result is a direct consequence. Theorems 5.1 through 5.4 classify all
equations of the form (2) describing pseudospherical surfaces, which are independent of one of the
parameters μp, ηp, 2 p  3, and whose linear problem satisﬁes, in addition to (4), a generic condi-
tion. In Section 6, we use Theorems 5.1 and 5.2 to obtain new associated 1-forms for the ﬁfth-order
KdV, the Sawada–Kotera and the Kaup–Kupershmidt equations.
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In this section, we state our main result and illustrate it with many simple particular cases. For the
derivatives of u we write z0 = u, zi = ∂ i u∂xi , 1 i  k. Let f = f (z0, . . . , zk) be a differentiable function.
We denote its derivatives by f ′ = ∂ f
∂z0
, f,zi = ∂ f∂zi , 0 i  k. Always working in the situation in which
f p1 = μp f11 + ηp, μp, ηp ∈R, 2 p  3, (5)
we introduce the notation
α =
3∑
p=2
(−1)pμpηp, β =
3∑
p=2
(−1)pμpη5−p, γ =
3∑
p=2
(−1)pμ2p + 1,
ξp = μpα − ηpγ , δ =
3∑
p=2
(−1)pηpξp,
v = f 211 + f 221 − f 231, g = f11, b = γ g + α, g˜ =
1
b
(
bg′
)′
. (6)
The main result is actually divided into four theorems, corresponding to the cases in which
vη2 = 0, γ = 0, vη2 = 0, γ = 0, vη2 = 0, γ = 0, vη2 = 0, γ = 0.
We stress that the choice of the particular parameter η2 among μp, ηp, 2  p  3, is made, for
the most part, in order to simplify the exposition, since, as we explain more thoroughly in Section 5,
even though such a choice may affect the form of the linear problem, it is immaterial as concerns the
form of the equation.
Theorem 2.1. An evolution equation z0,t = z5 + G(z0, . . . , z4) describes pseudospherical surfaces, with G
independent of η2, and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3, satisfying (5), vη2 = 0, δ = 0,
γ = 0, if, and only if,
G = 1
h′
(
q,z1 + 3h′′z1
)
z4 + 1
h′
(
3q,z1z1 + 4h′′
)
z2z3 +
[
1
h′
(
3q,z1z0 z1 + 3h′′′z21 + q′
)− 2h]z3
+ 1
h′
q,z1z1z1 z
3
2 +
3
h′
(
(q,z1z0 z1),z1 +h′′′z1
)
z22
+
{
1
h′
[
3
(
q′′z1
)
,z1 z1 − 2h
(
q,z1 + h′′z1
)+ h′′′′z31]− h′z1
}
z2 + 1
h′
(
q′′′z31 − 2hq′z1
)− qz1,
where h = h(z0), q = q(z0, z1) are differentiable functions with h′ = 0. The functions fi j are given by
f11 = h + 1− η
2
2
2
, f21 = η2, f31 = h − 1+ η
2
2
2
,
f12 = h′z4 +
(
q,z1 + 2h′′z1 − η2h′
)
z3 +
(
q,z1z1 + h′′
)
z22
+
(
2q,z1z0 z1 + q′ + h′′′z21 − η2q,z1 − η2h′′z1 − hh′ −
1− η22
2
h′
)
z2
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1− η22
2
q,
f22 = h′z3 +
(
q,z1 + h′′z1
)
z2 + q′z1 − η2
(
h′z2 + q
)
, f32 = f12 + h′z2 + q. (7)
Theorem 2.2. An evolution equation z0,t = z5 + G(z0, . . . , z4) describes pseudospherical surfaces, with G
independent of η2 , and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3, satisfying (5), vη2 = 0, δ = 0,
γ = 0, if, and only if,
G = 1
h′
(
q,z1 + 5h′′z1
)
z4 + 1
h′
(
3q,z1z1 + 10h′′
)
z2z3
+
[
1
h′
(
2q,z1z0 z1 + 10h′′′z21 +
(hqz1),z1z0
h
)
− h2 + 1
]
z3
+ 1
h′
q,z1z1z1 z
3
2 +
1
h′
(
(hqz1),z1z1z0
h
+ 2q,z1z1z0 z1 + q,z1z0 + 15h′′′z1
)
z22
+
{
1
h′
[
2
(
(hq),z1z0
h
)′
z21 + 3
(
(hq)′
h
)′
z1 + 10h′′′′z31 + q,z1z0z0 z21
− (h2 − 1)(q,z1 + 3h′′z1)
]
− hh′z1
}
z2
+ 1
h′
[(
(hq)′
h
)′′
z31 + h′′′′′z51 −
(
h2 − 1)( (hq)′
h
z1 + h′′′z31
)]
− hqz1 − hh′′z31 +
1
2
(
h′
)2
z31,
where h = h(z0), q = q(z0, z1) are differentiable functions with h′ = 0. The functions fi j are given by
f11 = h, f21 = η2, f31 =
√
1+ η22,
f12 = h′z4 +
(
q,z1 + 4h′′z1
)
z3 +
(
q,z1z1 + 3h′′
)
z22 +
(
(hqz1),z1z0
h
+ q,z1z0 z1 + 6h′′′z21 − h2h′
)
z2
+
(
(hq)′
h
)′
z21 + h′′′′z41 − h
(
hq + hh′′z21 −
1
2
(
h′
)2
z21
)
,
f22 = −
√
1+ η22
(
h′z3 +
(
q,z1 + 3h′′z1
)
z2 + (hq)
′
h
z1 + h′′′z31
)
− η2
(
hh′z2 + hq + hh′′z21 −
1
2
(
h′
)2
z21
)
,
f32 = −η2
(
h′z3 +
(
q,z1 + 3h′′z1
)
z2 + (hq)
′
h
z1 + h′′′z31
)
−
√
1+ η22
(
hh′z2 + hq + hh′′z21 −
1
2
(
h′
)2
z21
)
. (8)
Theorem 2.3. An evolution equation z0,t = z5 + G(z0, . . . , z4) describes pseudospherical surfaces, with G
independent of η2, and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3, satisfying (5), vη2 = 0, δ = 0,
γ = 0, if, and only if,
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′′
h′
z1z4 + 10h
′′
h′
z2z3 +
(
10
h′′′
h′
z21 − 5h
)
z3 + 15h
′′′
h′
z1z
2
2
+
(
10
h′′′′
h′
z31 − 10h′z1 − 15
hh′′
h′
z1
)
z2 + h
′′′′′
h′
z51 +
(
−10h′′ − 5hh
′′′
h′
)
z31 +
15
2
h2z1,
where h = h(z0) is a differentiable function with h′ = 0. The functions fi j are given by
f11 = h
2
+ 1, f21 = η2, f31 = h
2
− 1,
f12 = 1
2
[
h′z4 +
(
4h′′z1 − η2h′
)
z3 + 3h′′z22 +
(
6h′′′z21 − 4hh′ + η22h′ − 3η2h′′z1 − 2h′
)
z2
+ h′′′′z41 − η2h′′′z31 +
(−3(h′)2 − 4hh′′ + η22h′′ − 2h′′)z21 − η2(−3hh′ + η22h′)z1
− 2
(
h
2
+ 1
)(
−3
2
h2 + η22h − η42
)]
,
f22 = h′z3 + 3h′′z1z2 + h′′′z31 − 3hh′z1 + η22h′z1 − η2
(
h′z2 + h′′z21 −
3
2
h2 + η22h − η42
)
,
f32 = f12 + 2h′z2 + 2h′′z21 − 3h2 + 2η22h − 2η42, (9)
where η2 = 0.
Theorem 2.4. An evolution equation z0,t = z5 + G(z0, . . . , z4) describes pseudospherical surfaces, with G
independent of η2 and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3, satisfying (5), vη2 = 0, δ = 0,
γ = 0, if, and only if,
G = 5h
′′
h′
z1z4 + 10h
′′
h′
z2z3 +
(
10
h′′′
h′
z21 −
5
2
h2
)
z3 + 15h
′′′
h′
z1z
2
2
+
(
10
h′′′′
h′
z31 − 10hh′z1 −
15
2
h2h′′
h′
z1
)
z2 + h
′′′′′
h′
z51
+
(
−5
2
(
h′
)2 − 10hh′′ − 5
2
h2h′′′
h′
)
z31 +
15
8
h4z1,
where h = h(z0) is a differentiable function with h′ = 0. The functions fi j are given by
f11 = h, f21 = η2, f31 = 2η2,
f12 = h′z4 + 4h′′z1z3 + 3h′′z22 +
(
6h′′′z21 −
3
2
h2h′ − 3η22h′ − h2h′
)
z2 + h′′′′z41
+
[
−3h(h′)2 − 3
2
h2h′′ − 3η22h′′ − h
(
hh′′ − 1
2
(
h′
)2)]
z21 − h
(
−3
8
h4 − 3
2
η22h
2 − 9η42
)
,
f22 = −η2
(
2h′z3 + 6h′′z1z2 + 2h′′′z31 − 3h2h′z1 − 6η22h′z1 + hh′z2 + hh′′z21
− 1
2
(
h′
)2
z21 −
3
8
h4 − 3
2
η22h
2 − 9η42
)
,
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(
h′z3 + 3h′′z1z2 + h′′′z31 −
3
2
h2h′z1 − 3η22h′z1 + 2hh′z2 + 2hh′′z21
− (h′)2z21 − 34h4 − 3η22h2 − 18η42
)
, (10)
where η2 = 0.
Example 2.5. The ﬁfth-order KdV, the Sawada–Kotera and the Kaup–Kupershmidt equations are par-
ticular cases of the class of equations described in Theorems 2.1 and 2.3.
Setting h = −2z0 in the class of equations described in Theorem 2.3, we obtain that the ﬁfth-order
KdV equation
ut = uxxxxx + 10uuxxx + 20uxuxx + 30u2ux
describes pseudospherical surfaces, with the associated 1-forms referred to in the Introduction with
η = 0.
Putting h = − 12 z0, q = −z20 in the class of equations described in Theorem 2.1, we obtain that the
Kaup–Kupershmidt equation
ut = uxxxxx + 5uuxxx + 25
2
uxuxx + 5u2ux
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
f11 = −1
2
z0 + 1− η
2
2
2
, f21 = η2, f31 = −1
2
z0 − 1+ η
2
2
2
,
f12 = −1
2
z4 + η2
2
z3 +
(
−9
4
z0 + 1− η
2
2
4
)
z2 − 2z21 + 2η2z0z1 −
1
2
z30 +
1− η22
2
z20,
f22 = −1
2
z3 − 2z0z1 − η2
(
−1
2
z2 − z20
)
, f32 = f12 − 1
2
z2 − z20.
If we take h = −2z0, q = −z20 in the class of equations described in Theorem 2.1, we obtain that
the Sawada–Kotera equation
ut = uxxxxx + 5uuxxx + 5uxuxx + 5u2ux
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
f11 = −2z0 + 1− η
2
2
2
, f21 = η2, f p1 = −2z0 − 1+ η
2
2
2
,
f12 = −2z4 + 2η2z3 +
(−6z0 + 1− η22)z2 − 2z21 + 2η2z0z1 − 2z30 + 1− η222 z20,
f22 = −2z3 − 2z0z1 − η2
(−2z2 − z20), f32 = f12 − 2z2 − z20.
In Examples 6.1, 6.3, we obtain more general expressions for the 1-forms associated to these three
equations. Instead of the parameter η2, all parameters μp, ηp, 2 p  3, appear in the 1-forms. That
is possible in view of the approach adopted in Section 5, of considering independence with respect
to a generic parameter τ . The importance of such a generality is that it allows, in a given speciﬁc
situation, to assign particular values to the other parameters so that we obtain a linear problem
which enables the application of the inverse scattering method.
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we obtain that the evolution equation
ut = uxxxxx +
(
eux + 3ux
)
uxxxx +
(
3eux + 4)uxxuxxx + (3euxux + 3u2x + eux − 2)uxxx + euxu3xx
+ 3[eux(ux + 1) + ux]u2xx + [3eux(ux + 1)ux − 2eu+ux − 3euux + u3x]uxx + euxu3x − 3eu+uxux
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
f11 = ez0 + 1− η
2
2
2
, f21 = η2, f31 = ez0 − 1+ η
2
2
2
,
f12 = ez0 z4 + ez0
(
ez1 + 2z1 − η2
)
z3 + ez0
(
ez1 + 1)z22
+ ez0
(
2ez1 z1 + ez1 + z21 − η2ez1 − η2z1 − ez0 −
1− η22
2
)
z2
+ ez0+z1 z21 − η2ez0+z1 z1 − e2z0+z1 −
1− η22
2
ez0+z1 ,
f22 = ez0 z3 + ez0
(
ez1 + z1
)
z2 + ez0+z1 z1 − η2ez0
(
z2 + ez1
)
, f32 = f12 + ez0 z2 + ez0+z1 .
Example 2.7. In the class of equations described in Theorem 2.2, we obtain, by putting h(z0) = z0,
q(z0, z1) = 1z0z1 , that the evolution equation
ut = uxxxxx − 1
uu2x
uxxxx + 6
uu3x
uxxuxxx +
(
2
u2ux
− u2 + 1
)
uxxx − 6
uu4x
u3xx −
3
u2u2x
u2xx
+
(
u
u2x
− 1
uu2x
− uux − 2
u3
)
uxx + 1
2
u3x − 1
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
f11 = z0, f21 = η2, f31 =
√
1+ η22,
f12 = z4 − 1
z0z21
z3 + 2
z0z31
z22 +
(
1
z20z1
− z20
)
z2 − z0
z1
+ 1
2
z0z
2
1,
f22 = −
√
1+ η22
(
z3 − 1
z0z21
z2
)
− η2
(
z0z2 + 1
z1
− 1
2
z21
)
,
f32 = −η2
(
z3 − 1
z0z21
z2
)
−
√
1+ η22
(
z0z2 + 1
z1
− 1
2
z21
)
.
Example 2.8. If we put h(z0) = z0 in the class of equations described in Theorem 2.3, we obtain that
the evolution equation
ut = uxxxxx − 5uuxxx − 10uxuxx + 15
2
u2ux
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
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2
+ 1, f21 = η2 = 0, f31 = z0
2
− 1,
f12 = 1
2
[
z4 − η2z3 +
(−4z0 + η22 − 2)z2 − 3z21 − η2(−3z0 + η22)z1
− 2
(
z0
2
+ 1
)(
−3
2
z20 + η22z0 − η42
)]
,
f22 = z3 − 3z0z1 + η22z1 − η2
(
z2 − 3
2
z20 + η22z0 − η42
)
,
f32 = f12 + 2z2 − 3z20 + 2η22z0 − 2η42.
Example 2.9. By setting h(z0) = z0 in the class of equations described in Theorem 2.4, we obtain that
the evolution equation
ut = uxxxxx − 5
2
u2uxxx − 10uuxuxx − 5
2
u3x +
15
8
u4ux
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, given by
f11 = z0, f21 = η2 = 0, f31 = 2η2,
f12 = z4 +
(
−3
2
z20 − 3η22 − z20
)
z2 − 5
2
z0z
2
1 +
3
8
z50 +
3
2
η22z
3
0 + 9η42z0,
f22 = −η2
(
2z3 − 3z20z1 − 6η22z1 + z0z2 −
1
2
z21 −
3
8
z40 −
3
2
η22z
2
0 − 9η42
)
,
f32 = −η2
(
z3 − 3
2
z20z1 − 3η22z1 + 2z0z2 − z21 −
3
4
z40 − 3η22z20 − 18η42
)
.
3. Basic theory
Let M2 be a two-dimensional Riemannian manifold with local coordinates x, t . A differential equa-
tion for a real-valued function u(x, t) is said to describe pseudospherical surfaces if there exist 1-forms
ωi = f i1 dx + f i2 dt, 1  i  3, where the f i j, 1  i  3, 1  j  2, are functions of z0, . . . , zk , such
that dω1 = ω3 ∧ ω2, dω2 = ω1 ∧ ω3, dω3 = ω1 ∧ ω2, are satisﬁed whenever u is a solution of the
differential equation. To each solution u for which ω1 ∧ ω2 = 0, one can associate a two-dimensional
metric of constant Gaussian curvature equal to −1, namely ds2 = ω21 + ω22, with connection 1-form
given by ω3.
Lemma 4 in [5] gives necessary and suﬃcient conditions on the functions f i j for an evolution
equation z0,t = F (z0, . . . , zk) to describe pseudospherical surfaces, namely,
f i1,z j = 0, f i2,zk = 0, 1 i  3, 1 j  k, (11)
f ′11 = 0 or f ′21 = 0 or f ′31 = 0, (12)
− f ′11F +
k−1∑
j=0
f12,z j z j+1 + f21 f32 − f31 f22 = 0, (13)
− f ′p1F +
k−1∑
j=0
f p2,z j z j+1 − f11 f(5−p)2 + f(5−p) f12 = 0, 2 p  3.
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faces is given by Theorem 5 in [5]. We rewrite this theorem here in a form which will prove more
convenient for our purposes.
Theorem 3.1. Let f i j, 1  i  3, 1  j  2, be differentiable functions of z0, . . . , zk, k  1, satisfying (11),
and let v be given by (6). We assume that f ′11 = 0, v ′ = 0. Then an evolution equation z0,t = F (z0, . . . , zk)
describes pseudospherical surfaces, with associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3, if, and only if,
f p2, 2 p  3, are deﬁned in terms of f12 and fi1, 1 i  3, by
f p2 = f p1
f11
f12 + 2
v ′
k−1∑
j=0
(
f p1
f11
3∑
q=2
(−1)q f ′q1C (5−q) j + f ′11C (5−p) j − f ′(5−p)1 f12,z j
)
z j+1, (14)
the functions f12, f i1 satisfy the differential equations
f p2,zr = C pr, 0 r  k − 1, (15)
with f p2 given by (14), and the functions C pr are deﬁned recursively by
C p(k−1) = f
′
p1
f ′11
f12,zk−1 , (16)
C p(r−1) = f
′
p1
f ′11
(
f12,zr−1 +
3∑
q=2
(−1)q fq1C (5−q)r
)
+ f11C (5−p)r − f(5−p)1 f12,zr
−
k−1∑
j=0
(
C pr,z j −
f ′p1
f ′11
f12,zr z j
)
z j+1. (17)
Starting from the expressions in Theorem 5 in [5], it is easy to obtain the relations (14), (16) and
(17) by putting C2r = Cr and C3r = J r . The original version of this theorem appearing in [5] includes
a formula for F in terms of the functions f i j and C pr . Such an expression has not been written down
since it will be easily obtained from relation (13) where necessary.
4. Equations z0,t = z5 + G(z0, . . . , z4) with f p1 = μp f11 + ηp
In this section, we obtain all equations z0,t = z5 + G(z0, . . . , z4) which describe pseudospherical
surfaces and whose associated 1-forms satisfy
f p1 = μp f11 + ηp, μp, ηp ∈R, 2 p  3, (18)
plus the generic assumption δ = 0, with δ given by (6). This is the subject of Theorem 4.3. In order to
prove it, we establish, in Lemma 4.1, necessary conditions on the recursive functions C pr which appear
in Theorem 3.1, and on the functions f i2, 1 i  3, in the special case in which (18) holds. We stress
that Lemma 4.1 holds for all evolution equations, suggesting that the method of Theorem 4.3 may
be extended to obtaining further classes of equations. We also prove, in Theorem 4.3, that a generic
solution to the class of equations obtained satisﬁes ω1 ∧ ω2 = 0.
Before proceeding, we observe that substituting (18) into (12) yields g′ = 0.
Lemma 4.1. We assume an evolution equation z0,t = F (z0, . . . , zk), k  2, describes pseudospherical sur-
faces, with associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3. Let μp, ηp, 2 p  3, be real numbers, and
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we have that the functions C pr from Theorem 3.1 are given by
C pr = μp f12,zr + ξ5−psr + ηptr, (19)
where the functions sr, tr are deﬁned recursively by
sk−1 = tk−1 = 0, (20)
and, for 1 r  k − 1,
sr−1 = −
k−1∑
j=0
sr,z j z j+1 + f12,zr − βsr − gtr, tr−1 = −
k−1∑
j=0
tr,z j z j+1 − bsr . (21)
Furthermore, for 2 p  3,
f p2 = μp f12 − ξ5−p
b
k−2∑
j=0
t j z j+1 + ηp
g
[
f12 +
k−2∑
j=0
(
β
b
t j − s j
)
z j+1
]
. (22)
Whenever δ = 0, the functions sr, tr satisfy, for 1 r  k − 1,
k−2∑
j=0
sr,z j zr z j+1 + 2sr,zr−1 − f12,zr zr + βsr,zr + gtr,zr = 0,
k−2∑
j=0
tr,z j zr z j+1 + 2tr,zr−1 + bsr,zr = 0. (23)
Proof. Since g′ = 0 and v ′ = 0, we are in fact in the situation considered in Theorem 3.1. Using
(18) into (16), we obtain C p(k−1) = μp g′g′ f12,zk−1 = μp f12,zk−1 , which, in view of (20), proves (19) for
r = k − 1. It remains to establish (19) for 0 r  k − 2. In order to do so, we recursively admit that
(19) holds for 1 r  k − 1. Substituting (18), (19) into (17) yields
C p(r−1) = μp
(
f12,zr−1 +
3∑
q=2
(−1)q fq1C (5−q)r
)
+ gC (5−p)r − f(5−p)1 f12,zr
−
k−1∑
j=0
(
C pr,z j − μp f12,zr z j
)
z j+1
= μp f12,zr−1 + Rp f12,zr + Spsr + T ptr − ξ5−p
k−1∑
j=0
sr,z j z j+1 − ηp
k−1∑
j=0
tr,z j z j+1, (24)
where, for 2 p  3,
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3∑
q=2
(−1)qμ5−q fq1 + μ5−p g − f(5−p)1, Sp = μp
3∑
q=2
(−1)qξq fq1 + ξp g,
T p = μp
3∑
q=2
(−1)qη5−q fq1 + η5−p g.
Using (6), (18) into these relations, we compute
Rp = μp
3∑
q=2
(−1)qμ5−q(μq g + ηq) + μ5−p g − μ5−p g − η5−p = μp
3∑
q=2
(−1)qμ5−qηq − η5−p
= −(−1)pμ2pη5−p + (−1)pμpμ5−pηp + (−1)5−pμ25−pη5−p − (−1)5−pμ25−pη5−p − η5−p
= μ5−pα − η5−pγ = ξ5−p,
Sp = μp
(
3∑
q=2
(−1)qμq(μqα − ηqγ )g + (−1)5−pη5−pξ5−p + (−1)pηp(μpα − ηpγ )
)
+ (μpα − ηpγ )g
= μp
[
α
(
3∑
q=2
(−1)qμ2q + 1
)
− γ
3∑
q=2
(−1)qμqηq
]
g − (−1)pμpη5−pξ5−p
+ (−1)pηp
(
μ2pα − μpηpγ
)− ηpγ g
= μp(γ α − αγ )g − (−1)pμpη5−pξ5−p + ηp
(
(−1)pμ2pα + α − (−1)pμpηpγ
)− ηp(γ g + α)
= −(−1)pμpη5−pξ5−p + ηp
(
γ α − (−1)5−pμ25−pα − (−1)pμpηpγ
)− ηpb
= −(−1)pμpη5−pξ5−p + ηp
(−(−1)5−pμ25−pα + (−1)5−pμ5−pη5−pγ )− ηpb
= −(−1)pμpη5−pξ5−p − (−1)5−pμ5−pηpξ5−p − ηpb = −βξ5−p − ηpb,
T p = μp
3∑
q=2
(−1)qη5−q(μq g + ηq) + η5−p g = −
(
−μp
3∑
q=2
(−1)qμqη5−q − η5−p
)
g
= −((−1)pμ5−pμpηp + (−1)5−pμ25−pη5−p − (−1)5−pμ25−pη5−p − (−1)pμ2pη5−p − η5−p)g
= −(μ5−pα − η5−pγ )g = −ξ5−p g.
Substituting these expressions into (24), we obtain
C p(r−1) = μp f12,zr−1 + ξ5−p
(
f12,zr − βsr − gtr −
k−1∑
j=0
sr,z j z j+1
)
+ ηp
(
−bsr −
k−1∑
j=0
tr,z j z j+1
)
,
which, considering (21), proves (19) for 0 r  k − 2.
In order to prove (22), we must ﬁrst establish some relations. Substituting (18) into (6), we obtain
the convenient expression for v given by
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= γ g2 + 2αg + η22 − η23, (25)
so, by using (6) again,
v ′ = 2bg′. (26)
It follows from (6) that
3∑
q=2
(−1)qμqξq = α
3∑
q=2
(−1)qμ2q − γ
3∑
q=2
(−1)qμqηq = α(γ − 1) − γ α = −α. (27)
As a result of (18), (6), we obtain
β f p1 + η5−p g = (μpβ + η5−p)g + ηpβ =
(−(−1)pμpμ5−pηp − (−1)5−pμ25−pη5−p
+ (−1)5−pμ25−pη5−p + (−1)pμ2pη5−p + η5−p
)
g + ηpβ
= −(μ5−pα − η5−pγ )g + ηpβ = −ξ5−p g + ηpβ. (28)
Successively using (18), (26), (19), (20), (27), (6), (28) into (14) yields
f p2 =
(
μp + ηp
g
)
f12 + 1
g′b
k−1∑
j=0
(
f p1
g
3∑
q=2
(−1)qμq g′C (5−q) j + g′C (5−p) j − μ(5−p)g′ f12,z j
)
z j+1
= μp f12 + ηp
g
f12
+ 1
gb
k−1∑
j=0
(
f p1s j
3∑
q=2
(−1)qμqξq + f p1t j
3∑
q=2
(−1)qμqη5−q + g(ξps j + η5−pt j)
)
z j+1
= μp f12 + ηp
g
f12 + 1
gb
k−2∑
j=0
{[−α(μp g + ηp) + (μpα − ηpγ )g]s j + (β f p1 + η5−p g)t j}z j+1
= μp f12 + ηp
g
f12 + 1
gb
k−2∑
j=0
[−ηpbs j + (−ξ5−p g + ηpβ)t j]z j+1,
which gives (22) at once.
Finally, we assume that δ = 0. On account of (15), we have, for 0 j  k − 1, 1 r  k − 1, that
C pj,zr = f p2,z j zr = f p2,zr z j = C pr,z j , which, together with (19), gives
μp f12,z j zr + ξ5−ps j,zr + ηpt j,zr = μp f12,zr z j + ξ5−psr,z j + ηptr,z j .
Hence we have a homogeneous linear system of type
ξ5−p X + ηpY = 0, 2 p  3, (29)
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system has only the null solution, so
s j,zr = sr,z j , t j,zr = tr,z j . (30)
As a result of (30) for j = k − 1 and (20), we obtain
sr,zk−1 = tr,zk−1 = 0. (31)
Differentiating (21) with respect to zr, for 1 r  k − 1, and using (30), (31), we obtain
0 = sr−1,zr −
(
−
k−2∑
j=0
sr,z j z j+1 + f12,zr − βsr − gtr
)
,zr
=
k−2∑
j=0
sr,z j zr z j+1 + 2sr,zr−1 − f12,zr zr + βsr,zr + gtr,zr ,
0 = tr−1,zr −
(
−
k−2∑
j=0
tr,z j z j+1 − bsr
)
,zr =
k−2∑
j=0
tr,z j zr z j+1 + 2tr,zr−1 + bsr,zr ,
thus proving (23). 
Example 4.2. We have that the inﬁnite family of evolution equations known as the Korteweg–de
Vries hierarchy (see [11]) has associated functions satisfying f11 = 1− z0, f21 = η, f31 = −1− z0, so
α = −2, γ = 0, δ = 4, and, by (26), v ′ = 4. Hence the hypotheses of Lemma 4.1 are fulﬁlled.
Theorem 4.3. Let f i j, 1  i  3, 1  j  2, be differentiable functions of z0, . . . , z5 satisfying (11). Let
μp, ηp, 2 p  3, be real numbers, and α,β,γ , ξp, δ, v, g,b, g˜ be given by (6). We assume that
f p1 = μp g + ηp, 2 p  3, (32)
and δ = 0. Then an evolution equation z0,t = z5 + G(z0, . . . , z4) describes pseudospherical surfaces, with
associated 1-forms ωi = f i1 dx+ f i2 dt, 1 i  3, if, and only if,
G = 1
g′
(
m,z1 + 2g′′z1
)
z4 + 1
g′
(
3m,z1z1 + g′′
)
z2z3 +
[
1
g′
(
2m,z1z0 z1 + g′′′z21 + m˚,z1
)− v]z3
+ 1
g′
m,z1z1z1 z
3
2 +
1
g′
(2m,z1z1z0 z1 +m,z1z0 + m˚,z1z1)z22
+
[
1
g′
(
2m˚,z1z0 z1 + m˚′ +m,z1z0z0 z21 − vm,z1
)− bg′z1
]
z2
+ 1
g′
(
m˚′′z21 − vm˚
)− b(mz1 − 1
2
g˜z31
)
, (33)
where m =m(z0, z1) is a differentiable function,
m˚ = 1
b
[
b
(
mz1 − 1
2
g˜z31
)]′
, (34)
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f12 = g′z4 +
(
m,z1 + g′′z1 + βg′
)
z3 +m,z1z1 z22 +
(
m˚,z1 +m,z1z0 z1 + βm,z1 − bg′g
)
z2 + m˚′z1
+ βm˚ − gb
(
m − 1
2
g˜z21
)
, (35)
f p2 = μp f12 + ξ5−p
(
g′z3 +m,z1 z2 + m˚
)− ηpb
(
g′z2 +m − 1
2
g˜z21
)
, 2 p  3. (36)
Furthermore, a generic solution u = z0 satisﬁes ω1 ∧ ω2 = 0.
Proof. In view of (6), we have
δ =
3∑
p=2
(−1)pηp(μpα − ηpγ ) = α2 − γ
(
η22 − η23
)
. (37)
It follows from this and δ = 0, that α = 0 or γ = 0. Now, on account of (6), we conclude that
b = 0. This and g′ = 0 fed back into (26) yield v ′ = 0. Since g′ = 0 and v ′ = 0, we are in fact in the
situation considered in Theorem 3.1, which we apply to determine the 1-forms ωi . In order to do
so, we ﬁrst make use of Lemma 4.1 to compute the functions C pr, f12, f p2, 0 r  4, 2 p  3. On
account of (20), we have
s4 = t4 = 0. (38)
Setting F = z5 + G in (13), k = 5, we have
−g′z5 − g′G + f12,z4 z5 +
3∑
j=0
f12,z j z j+1 + f21 f32 − f31 f22 = 0, (39)
which, differentiating with respect to z5, gives f12,z4 = g′. Integrating with respect to z4 yields
f12 = g′z4 + l1(z0, z1, z2, z3). (40)
Substituting (38), (40), into (21), r = 4 yields
s3 = g′, t3 = 0. (41)
If we now substitute (40), (41) into the ﬁrst relation in (23), r = 3, we obtain l1,z3z3 = 0. Integrating
twice with respect to z3 we obtain functions li = li(z0, z1, z2), i = 2,3, such that l1 = l2z3 + l3, and
then (40) becomes
f12 = g′z4 + l2z3 + l3. (42)
Using (41), (42) into (21), r = 3, we obtain
s2 = −g′′z1 + l2 − βg′, t2 = −bg′. (43)
Substituting into the second relation in (23), r = 2, yields, recalling b = 0, that l2,z2 = 0. Hence l2 =
l2(z0, z1), so from (43), s2 = s2(z0, z1), and there exists l = l(z0, z1) such that
l,z1 = s2. (44)
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we obtain 2l,z1z1 − l3,z2z2 = 0. Integrating twice with respect to z2, we obtain functions li = li(z0, z1),
i = 4,5, such that
l3 = l,z1z1 z22 + l4z2 + l5. (45)
Comparing (44) with (43), one determines l2 in terms of l. Using this and (45) into (42), we obtain
f12 = g′z4 +
(
l,z1 + g′′z1 + βg′
)
z3 + l,z1z1 z22 + l4z2 + l5. (46)
Now (43), (44) and (46) substituted into (21), r = 2, and using (6), give
s1 = −l,z1z0 z1 − l,z1z1 z2 + 2l,z1z1 z2 + l4 − βl,z1 + gbg′
= −l,z1z0 z1 + l,z1z1 z2 + l4 − βl,z1 + gbg′, (47)
t1 = b(g˜z1 − l,z1) =
[
b
(
1
2
g˜z21 − l
)]
,z1 . (48)
A straightforward computation shows that any differentiable function f satisﬁes the differential
relation
( f zi),zi zi = f,zi zi zi + 2 f,zi . (49)
If we use (47), (48) into the second relation in (23), r = 1, and apply (49), we obtain
0 =
[
b
(
1
2
g˜z21 − l
)]
,z1z1z0 z1 − bl1,z1z1z1 z2 + 2
[
b
(
1
2
g˜z21 − l
)]
,z1z0
+ b(−l,z1z0 z1 + l,z1z1 z2 + l4 − βl,z1),z1
=
[
b
(
1
2
g˜z21 − l
)
z1
]
,z1z1z0 +b(−l,z1z0 z1 + l4 − βl,z1),z1 .
Dividing by b and integrating with respect to z1, we obtain an arbitrary function of z0, which may
be written as h1 − gbg′, such that
l4 =
{
1
b
[
b
(
l − 1
2
g˜z21
)]′
z1
}
,z1 + l,z1z0 z1 + βl,z1 + h1 − gbg′. (50)
If we denote
k = 1
b
[
b
(
l − 1
2
g˜z21
)]′
z1 + h1z1, (51)
then we obtain, from (48), (50), that
t′1 = −b
{
1
b
[
b
(
l − 1
2
g˜z21
)]′}
,z1 = −b
(
k
z1
)
,z1 , (52)
l4 = k,z1 + l,z1z0 z1 + βl,z1 − gbg′, (53)
which, fed into (47), give
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= (l,z1 z2 + k),z1 . (54)
Substituting (46), (48), (54) into the ﬁrst relation in (23), r = 1, and using (49), (53), we obtain
0 = (l,z1 z2 + k),z1z1z0 z1 + (l,z1 z2 + k),z1z1z1 z2 + l,z1z1z1 z3 + 2(l,z1 z2 + k),z1z0
− (l,z1 z3 + l,z1z1 z22 + l4z2 + l5),z1z1 +β(l,z1 z2 + k),z1z1 + g
[
b
(
1
2
g˜z21 − l
)]
,z1z1
= (l,z1 z2z1 + kz1),z1z1z0 +k,z1z1z1 z2 − (k,z1 + l,z1z0 z1 + βl,z1),z1z1 z2 − l5,z1z1 + β(l,z1 z2 + k),z1z1
+ gb
(
1
2
g˜z21 − l
)
,z1z1
= (kz1),z1z1z0 − l5,z1z1 + βk,z1z1 + gb
(
1
2
g˜z21 − l
)
,z1z1 .
Integrating twice with respect to z1, we obtain functions hi = hi(z0), i = 2,3, such that
l5 = k′z1 + βk + gb
(
1
2
g˜z21 − l
)
+ h2z1 + h3. (55)
Now (46), (47), (48), (54) substituted into the ﬁrst relation in (21), r = 1, yield, also using (55),
s0 = −l,z1z1z0 z2z1 − k,z1z0 z1 + l,z1z1z0 z1z2 + l,z1z0 z2 − l,z1z1z1 z22 − l4,z1 z2 + βl,z1z1 z2 − l,z1z1 z3
+ (l,z1z1 + g′′)z3 + l,z1z1z1 z22 + l4,z1 z2 + l5,z1 − β(l,z1z1 z2 + k,z1) − gb(g˜z1 − l,z1)
= −k,z1z0 z1 + l,z1z0 z2 + g′′z3 + k,z1z0 z1 + k′ + βk,z1 + gb(g˜z1 − l,z1)
+ h2 − βk,z1 − gb(g˜z1 − l,z1)
= l,z1z0 z2 + g′′z3 + k′ + h2. (56)
Substituting (48), (52), (54) into the second relation in (21), r = 1, we obtain
t0 = b
(
k
z1
)
,z1
z1 − b(g˜ − l,z1z1)z2 − b(l,z1z1 z2 + k,z1) = −b
(
k
z1
+ g˜z2
)
. (57)
We now compute f p2, 2 p  3, by making use of (22). As a result of (41), (43), (48), (57), one
has
3∑
j=0
t j z j+1 = −bg′z3 + b(g˜z1 − l,z1)z2 − b
(
k
z1
+ g˜z2
)
z1 = −b
(
g′z3 + l,z1 z2 + k
)
. (58)
If we substitute (41), (43), (44), (47), (48) into
∑3
j=0(
β
b t j − s j)z j+1 and use (46), (55), (56), (57), we
obtain
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j=0
(
β
b
t j − s j
)
z j+1 = −g′z4 +
(−βg′ + l,z1)z3 + (β g˜z1 − βl,z1 + l,z1z0 z1
− l,z1z1 z2 − l4 + βl,z1 − gbg′
)
z2 + (βt0 − s0)z1
= − f12 + g′′z1z3 + l5 +
(
β g˜z1 + l,z1z0 z1 − gbg′
)
z2 + (βt0 − s0)z1
= − f12 + g′′z1z3 + k′z1 + βk + gb
(
1
2
g˜z21 − l
)
+ h2z1 + h3 +
(
β g˜z1 + l,z1z0 z1 − gbg′
)
z2
− βk − β g˜z2z1 − l,z1z0 z2z1 − g′′z3z1 − k′z1 − h2z1
= − f12 + gb
(
1
2
g˜z21 − l
)
+ h3 − gbg′z2. (59)
Using (58), (59) into (22), one obtains, for 2 p  3,
f p2 = μp f12 + ξ5−p
(
g′z3 + l,z1 z2 + k
)+ ηp
[
b
(
1
2
g˜z21 − l
)
+ h3
g
− bg′z2
]
. (60)
Expressions (38), (41), (43), (44), (48), (54) successively replaced into (19) give, for 2 p  3,
C p4 = μp f12,z4 , C p3 = μp f12,z3 + ξ5−p g′, C p2 = μp f12,z2 + ξ5−pl,z1 − ηpbg′,
C p1 = μp f12,z1 + ξ5−p(l,z1 z2 + k),z1 +ηp
[
b
(
1
2
g˜z21 − l
)]
,z1 .
From this and (60), the relations (15) promptly become identities for 1 r  4. For r = 0, we differ-
entiate (60) with respect to z0, and substitute (56), (57) into (19), so (15) gives
μp f
′
12 + ξ5−p
(
g′′z3 + l,z1z0 z2 + k′
)+ ηp
{[
b
(
1
2
g˜z21 − l
)]′
+
(
h3
g
)′
− (bg′)′z2
}
= μp f ′12 + ξ5−p
(
l,z1z0 z2 + g′′z3 + k′ + h2
)+ ηpb
(
− k
z1
− g˜z2
)
.
Canceling out some terms, and using (6), (51), we obtain ξ5−ph2 + ηp(−( h3g )′ − bh1) = 0. This is a
linear system of type (29), which has only the null solution. We conclude that
h1 = −1
b
(
h3
g
)′
, h2 = 0. (61)
We denote
m = l − h3
gb
. (62)
Since l2 is an arbitrary function of z0, z1, so is l from (43), (44). Hence, in view of (62), m is an
arbitrary function of z0, z1. Feeding (61) into (51), and using (34), (62), we have
k = 1
b
[
b
(
l − 1
2
g˜z21
)
− h3
g
]′
z1 = m˚. (63)
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we obtain
l4 = m˚,z1 +m,z1z0 z1 + βm,z1 − bg′g, l5 = m˚′z1 + βm˚ − gb
(
m − 1
2
g˜z21
)
,
which together with (62) into (46) yield (35).
We now compute G by noting that, in view of (39), (40), we have
g′G =
3∑
j=0
f12,z j z j+1 + f21 f32 − f31 f22. (64)
Substituting (35) into
∑3
j=0 f12,z j z j+1, and using (6), (34), we obtain
3∑
j=0
f12,z j z j+1 =
{
g′′z4 +
(
m,z1z0 + g′′′z1 + βg′′
)
z3 +m,z1z1z0 z22
+ (m˚,z1z0 +m,z1z0z0 z1 + βm,z1z0 − b(g′)2 − bg˜g)z2
+ m˚′′z1 + βm˚′ − g′b
(
m − 1
2
g˜z21
)
− g
[
b
(
m − 1
2
g˜z21
)]′}
z1 +
[(
m,z1z1 + g′′
)
z3
+m,z1z1z1 z22 + m˚,z1z1 z2 + (m,z1z0 z1),z1 z2 + βm,z1z1 z2 + m˚,z1z0 z1 + m˚′ + βm˚,z1
− gb(m,z1 − g˜z1)
]
z2 +
(
2m,z1z1 z2 + m˚,z1 +m,z1z0 z1 + βm,z1 − bg′g
)
z3
+ (m,z1 + g′′z1 + βg′)z4
= (m,z1 + 2g′′z1 + βg′)z4 + (3m,z1z1 + g′′)z3z2
+ (2m,z1z0 z1 + g′′′z21 + βg′′z1 + m˚,z1 + βm,z1 − bg′g)z3 +m,z1z1z1 z32
+ (m,z1z1z0 z1 + m˚,z1z1 + (m,z1z0 z1),z1 +βm,z1z1)z22
+ [2m˚,z1z0 z1 + m˚′ +m,z1z0z0 z21 + βm,z1z0 z1 − b((g′)2z1 + gm,z1)+ βm˚,z1]z2
+ m˚′′z21 + βm˚′z1 − g′b
(
m − 1
2
g˜z21
)
z1 − gbm˚. (65)
Using (6) and (32), we obtain
μ3 f21 − μ2 f31 = −β, −η3 f21 + η2 f31 = −βg,
ξ2 f21 − ξ3 f31 =
[
μ2(μ2α − η2γ ) − μ3(μ3α − η3γ )
]
g + η2ξ2 − η3ξ3
= (μ22 − μ23)αg − αγ g + δ = −αg + δ,
which, together with (35), (36), give
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(
g′z3 +m,z1 z2 + m˚
)− βgb(g′z2 +m − 1
2
g˜z21
)
= −βg′z4 +
(−βm,z1 − βg′′z1 − β2g′)z3 − βm,z1z1 z22
+ (−βm˚,z1 − βm,z1z0 z1 − β2m,z1 + βbg′g)z2
− βm˚′z1 − β2m˚ + βgb
(
m − 1
2
g˜z21
)
+ (−αg + δ)(g′z3 +m,z1 z2 + m˚)
− βgb
(
g′z2 +m − 1
2
g˜z21
)
= −βg′z4 +
[−βm,z1 − βg′′z1 + (−αg + δ − β2)g′]z3 − βm,z1z1 z22
+ [−βm˚,z1 − βm,z1z0 z1 + (−αg + δ − β2)m,z1]z2
− βm˚′z1 +
(−αg + δ − β2)m˚. (66)
Now we use (65), (66) into (64), obtaining
g′G = (m,z1 + 2g′′z1 + βg′)z4 + (3m,z1z1 + g′′)z3z2 + [2m,z1z0 z1 + g′′′z21 + βg′′z1 + m˚,z1
+ βm,z1 − bg′g
]
z3 +m,z1z1z1 z32 +
[
m,z1z1z0 z1 + m˚,z1z1 + (m,z1z0 z1),z1 +βm,z1z1
]
z22
+ [2m˚,z1z0 z1 + m˚′z1 +m,z1z0z0 z21 + βm,z1z0 z1 − b((g′)2z1 + gm,z1)+ βm˚,z1]z2
+ m˚′′z21 + βm˚′z1 − g′b
(
m − 1
2
g˜z21
)
z1 − gbm˚ − βg′z4
+ [−βm,z1 − βg′′z1 + (−αg + δ − β2)g′]z3 − βm,z1z1 z22
+ [−βm˚,z1 − βm,z1z0 z1 + (−αg + δ − β2)m,z1]z2 − βm˚′z1 + (−αg + δ − β2)m˚
= (m,z1 + 2g′′z1)z4 + (3m,z1z1 + g′′)z3z2 + [2m,z1z0 z1 + g′′′z21 + m˚,z1
+ (−γ g2 − 2αg + δ − β2)g′]z3 +m,z1z1z1 z32 + [m,z1z1z0 z1 + m˚,z1z1 + (m,z1z0 z1),z1 ]z22
+ [2m˚,z1z0 z1 + m˚′ +m,z1z0z0 z21 − b(g′)2z1 + (−γ g2 − 2αg + δ − β2)m,z1]z2 + m˚′′z21
− g′b
(
m − 1
2
g˜z21
)
z1 +
(−γ g2 − 2αg + δ − β2)m˚. (67)
In order to obtain (33), it suﬃces to show, on account of (25) and (67), that
δ − β2 = −η22 + η23. (68)
But it follows from (6) that
δ − β2 =
3∑
q=2
(−1)qηqξq − β
3∑
q=2
(−1)5−qμ5−qηq =
3∑
q=2
ηq
(
(−1)qξq − (−1)5−qμ5−qβ
)
, (69)
where, again using (6), we compute (−1)qξq − (−1)5−qμ5−qβ as
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= (−1)qμq
(
(−1)qμqηq + (−1)5−qμ5−qη5−q
)− (−1)qηq((−1)qμ2q + (−1)5−qμ25−q + 1)
− (−1)5−qμ5−q
(
(−1)qμqη5−q + (−1)5−qμ5−qηq
)
= −(−1)qηq,
which, fed back into (69), yields (68).
Finally, we prove that a generic solution u = z0 satisﬁes ω1 ∧ ω2 = 0. We have, in view of (36),
A = A(z0, z1, z2) such that
f11 f22 − f12 f21 = g
(
μ2 f12 + ξ3g′z3 + A
)− (μ2g + η2) f12 = g(ξ3g′z3 + A)− η2 f12.
Hence, if η2 = 0, we have, from (35), that the coeﬃcient of z4 is −η2g′ = 0, so ω1 ∧ ω2 = 0. If
η2 = 0, we have, from (6), 0 = δ = −η3ξ3, so ξ3 = 0. Thus the coeﬃcient of z3 is ξ3g′g = 0, and we
have ω1 ∧ ω2 = 0 again. 
5. Proof of the main result
The main result, stated in Section 2, is a corollary of the following theorem, which classiﬁes all
evolution equations z0,t = z5 + G(z0, . . . , z4) which describe pseudospherical surfaces, whose linear
problem satisﬁes
f p1 = μp f11 + ηp, μp, ηp ∈R, 2 p  3, (70)
and δ = 0, with δ given by (6), and which are independent of one of the parameters μp, ηp, 2 
p  3. In other words, we describe all equations from Theorem 4.3 such that G is independent of
a parameter. To be precise, in half the cases there are only three free parameters, with μ3 given in
terms of μ2.
In place of selecting each of the free parameters and reasoning with it one by one, we ﬁnd that the
same argument holds if we simply denote any of them generically by τ and work with τ instead. The
form of the associated linear problem may change considerably according to the parameter selected
as τ , and to the values we set for the others. We may either assign numerical values to the other
parameters or take them as certain functions of τ (see, to this effect, the proof of the main result at
the end of this section). Such procedure may be useful when applying the inverse scattering method
to some speciﬁc situation. Therefore it is interesting to have at our disposal the general situation from
which we may extract particular cases in accordance with the special conditions at hand. Actually the
generic parameter τ may be taken as any real parameter, associated or not with the parameters
μp , ηp . An interesting question to pose here is whether the result below would apply if one changed
the functions f i j via some parameter-dependent transformation such as a gauge transformation.
Four classes of equations are obtained, according to whether
vτ = 0, γ = 0, vτ = 0, γ = 0, vτ = 0, γ = 0, or vτ = 0, γ = 0.
These cases are considered in Theorems 5.1 through 5.4, respectively.
Theorem 5.1. Let μp, ηp, 2  p  3, be real numbers, and let τ denote any of the parameters μ2, ηp,
2  p  3. Let α,β,γ , ξp, δ, v be given by (6). An evolution equation z0,t = z5 + G(z0, . . . , z4) describes
pseudospherical surfaces, with G independent of τ , and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3,
satisfying (70), δ = 0, vτ = 0, γ = 0, if, and only if,
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h′
(
q,z1 + 3h′′z1
)
z4 + 1
h′
(
3q,z1z1 + 4h′′
)
z2z3
+
[
1
h′
(
3q,z1z0 z1 + 3h′′′z21 + q′
)− 2h]z3 + 1
h′
q,z1z1z1 z
3
2 +
3
h′
(
(q,z1z0 z1),z1 +h′′′z1
)
z22
+
{
1
h′
[
3
(
q′′z1
)
,z1 z1 − 2h
(
q,z1 + h′′z1
)+ h′′′′z31]− h′z1
}
z2
+ 1
h′
(
q′′′z31 − 2hq′z1
)− qz1, (71)
where h = h(z0), q = q(z0, z1) are differentiable functions with h′ = 0, and, for 2 p  3,
f11 = 1
α
(
h + η
2
3 − η22
2
)
, f p1 = μp
α
(
h + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
h′z4 +
(
q,z1 + 2h′′z1 + βh′
)
z3 +
(
q,z1z1 + h′′
)
z22 +
(
2q,z1z0 z1 + q′
+ h′′′z21 + βq,z1 + βh′′z1 − αh′ f11
)
z2 + q′′z21 + βq′z1 − α f11q
]
,
f p2 = μp f12 + μ5−p
[
h′z3 +
(
q,z1 + h′′z1
)
z2 + q′z1
]− ηp(h′z2 + q), (72)
where μp, ηp satisfy μ3 = ±
√
1+ μ22, α = 0.
Theorem 5.2. Let μp, ηp, 2  p  3, be real numbers, and let τ denote any of the parameters μp, ηp,
2  p  3. Let α,β,γ , ξp, δ, v be given by (6). An evolution equation z0,t = z5 + G(z0, . . . , z4) describes
pseudospherical surfaces, with G independent of τ , and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3,
satisfying (70), δ = 0, vτ = 0, γ = 0, if, and only if,
G = 1
h′
(
q,z1 + 5h′′z1
)
z4 + 1
h′
(
3q,z1z1 + 10h′′
)
z2z3
+
[
1
h′
(
2q,z1z0 z1 + 10h′′′z21 +
(hqz1),z1z0
h
)
− ζh2 + θ
]
z3
+ 1
h′
q,z1z1z1 z
3
2 +
1
h′
(
(hqz1),z1z1z0
h
+ 2q,z1z1z0 z1 + q,z1z0 + 15h′′′z1
)
z22
+
{
1
h′
[
2
(
(hq),z1z0
h
)′
z21 + 3
(
(hq)′
h
)′
z1 + 10h′′′′z31 + q,z1z0z0 z21
− (ζh2 − θ)(q,z1 + 3h′′z1)
]
− ζhh′z1
}
z2
+ 1
h′
[(
(hq)′
h
)′′
z31 + h′′′′′z51 −
(
ζh2 − θ)( (hq)′
h
z1 + h′′′z31
)]
− ζhqz1 − ζhh′′z31 +
1
2
ζ
(
h′
)2
z31, (73)
where ζ, θ are non-null real numbers such that ζ has the same sign as γ , h = h(z0), q = q(z0, z1) are differ-
entiable functions with h′ = 0, and, for 2 p  3,
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√
ζ
γ
h − α
γ
, f p1 = μp
√
ζ
γ
h − μp α
γ
+ ηp,
f12 =
√
ζ
γ
{
h′z4 +
(
q,z1 + 4h′′z1 + βh′
)
z3 +
(
q,z1z1 + 3h′′
)
z22 +
(
(hqz1),z1z0
h
+ q,z1z0 z1 + 6h′′′z21
+ β(q,z1 + 3h′′z1)− γ
√
ζ
γ
hh′ f11
)
z2 +
(
(hq)′
h
)′
z21 + h′′′′z41 + β
(
(hq)′
h
z1 + h′′′z31
)
− γ
√
ζ
γ
f11
(
hq + hh′′z21 −
1
2
(
h′
)2
z21
)}
,
f p2 = μp f12 + ξ5−p
√
ζ
γ
(
h′z3 +
(
q,z1 + 3h′′z1
)
z2 + (hq)
′
h
z1 + h′′′z31
)
− ηpζ
(
hh′z2 + hq + hh′′z21 −
1
2
(
h′
)2
z21
)
, (74)
where μp, ηp fulﬁll γ = 0, δ = 0.
Theorem 5.3. Let μp, ηp, 2  p  3, be real numbers, and let τ denote any of the parameters μ2, ηp,
2  p  3. Let α,β,γ , ξp, δ, v be given by (6). An evolution equation z0,t = z5 + G(z0, . . . , z4) describes
pseudospherical surfaces, with G independent of τ , and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3,
satisfying (70), δ = 0, vτ = 0, γ = 0, if, and only if,
G = 5h
′′
h′
z1z4 + 10h
′′
h′
z2z3 +
(
10
h′′′
h′
z21 − 5h
)
z3 + 15h
′′′
h′
z1z
2
2 +
(
10
h′′′′
h′
z31 − 10h′z1 − 15
hh′′
h′
z1
)
z2
+ h
′′′′′
h′
z51 +
(
−10h′′ − 5hh
′′′
h′
)
z31 +
(
15
2
h2 − ζ
)
z1, (75)
where ζ is a non-null real number, h = h(z0) is a differentiable function with h′ = 0, and, for 2 p  3,
f11 = 1
α
(
h + c + η
2
3 − η22
2
)
, f p1 = μp
α
(
h + c + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
h′z4 +
(
4h′′z1 + βh′
)
z3 + 3h′′z22
+
(
6h′′′z21 − 4hh′ + ch′ + 3βh′′z1 +
η22 − η23
2
h′
)
z2
+ h′′′′z41 + βh′′′z31 +
(
−3(h′)2 − 4hh′′ + ch′′ + η22 − η23
2
h′′
)
z21 + β
(−3hh′ + 2ch′)z1
− α f11
(
−3
2
h2 + 2ch − 4c2 + ζ
)]
,
f p2 = μp f12 + μ5−p
(
h′z3 + 3h′′z1z2 + h′′′z31 − 3hh′z1 + 2ch′z1
)
− ηp
(
h′z2 + h′′z21 −
3
2
h2 + 2ch − 4c2 + ζ
)
, (76)
where μp, ηp satisfy μ3 = ±
√
1+ μ22, α = 0, and c = c(τ ) is a differentiable function with cτ = 0.
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2  p  3. Let α,β,γ , ξp, δ, v be given by (6). An evolution equation z0,t = z5 + G(z0, . . . , z4) describes
pseudospherical surfaces, with G independent of τ , and associated 1-forms ωi = f i1 dx + f i2 dt, 1  i  3,
satisfying (70), δ = 0, vτ = 0, γ = 0, if, and only if,
G = 5h
′′
h′
z1z4 + 10h
′′
h′
z2z3 +
(
10
h′′′
h′
z21 −
5
2
k
)
z3 + 15h
′′′
h′
z1z
2
2
+
(
10
h′′′′
h′
z31 − 10ζhh′z1 −
15
2
k
h′′
h′
z1
)
z2
+ h
′′′′′
h′
z51 +
(
−5
2
ζ
(
h′
)2 − 10ζhh′′ − 5
2
k
h′′′
h′
)
z31 +
15
8
k2z1 − σ z1, (77)
where ζ, θ,σ are real numbers such that ζ = 0 has the same sign as γ , h = h(z0) is a differentiable function
with h′ = 0, k = ζh2 − θ , and, for 2 p  3,
f11 =
√
ζ
γ
h − α
γ
, f p1 = μp
√
ζ
γ
h − μp α
γ
+ ηp,
f12 =
√
ζ
γ
{
h′z4 +
(
4h′′z1 + βh′
)
z3 + 3h′′z22 +
(
6h′′′z21 + 3βh′′z1 −
3
2
kh′ + ch′ − γ
√
ζ
γ
hh′ f11
)
z2
+ h′′′′z41 + βh′′′z31 +
[
−3ζh(h′)2 − 3
2
kh′′ + ch′′ − γ
√
ζ
γ
f11
(
hh′′ − 1
2
(
h′
)2)]
z21
+ β
(
−3
2
k + c
)
h′z1 −
√
γ
ζ
f11
(
−3
8
k2 + c
2
k − c2 + σ
)}
,
f p2 = μp f12 + ξ5−p
√
ζ
γ
(
h′z3 + 3h′′z1z2 + h′′′z31 −
3
2
kh′z1 + ch′z1
)
− ηpζ
[
hh′z2 + hh′′z21 −
1
2
(
h′
)2
z21 +
1
ζ
(
−3
8
k2 + c
2
k − c2 + σ
)]
, (78)
where μp, ηp fulﬁll γ = 0, δ = 0, and c = θ − δγ satisﬁes cτ = 0.
Before we proceed to the proof of each theorem, we settle some facts which will be useful in the
proof of all results. We write (33) as
G = k1z4 + k2z2z3 + k3z3 + k4z32 + k5z22 + k6z2 + k7, (79)
where
k1 = 1
g′
(
m,z1 + 2g′′z1
)
, k2 = 1
g′
(
3m,z1z1 + g′′
)
,
k3 = 1
g′
(
2m,z1z0 z1 + g′′′z21 + m˚,z1
)− v, (80)
k4 = 1′m,z1z1z1 , k5 =
1
′ (2m,z1z1z0 z1 +m,z1z0 + m˚,z1z1), (81)g g
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k6 = 1
g′
(
2m˚,z1z0 z1 + m˚′ +m,z1z0z0 z21 − vm,z1
)− v ′
2
z1, (82)
k7 = 1
g′
(
m˚′′z21 − vm˚ −
v ′
2
mz1
)
+ v
′′
4
z31. (83)
We have that Gτ = 0 is equivalent to ki,τ = 0, 1 i  7.
We indicate variable dependence by the choice of letters
ζi ∈R, ci = ci(τ ), ri = ri(z0), si = si(z0, τ ), t = t(z0, z1), (84)
where all functions are differentiable.
On account of ki,τ = 0, 1 i  2, we have 0 = (3k1,z1 −k2)τ = 5( g
′′
g′ )τ , so there exists r1 such that
g′′
g′ = r1 = (e
r2 )′
er2 , where r
′
2 = r1. Hence ( g
′
er2 )
′ = 0, so there exists c1 such that g′ = c1er2 . Integrating
this with respect to z0, we obtain r3, c2 such that
g = c1r3 + c2. (85)
Since g′ = 0, we obtain c1 = 0, r′3 = 0. Now (85) replaced into k1,τ = 0 yields
0 =
[
1
c1
(
m,z1 + 2c1r′′3 z1
)]
τ
=
(
m
c1
)
,τ z1
+ (2r′′3 z1)τ =
(
m
c1
)
,τ z1 . (86)
Hence mc1 may be written as the sum of s1 and an arbitrary function of z0, z1, which may be written
as t + 32 r′′3 z21, so
m
c1
= t + 3
2
r′′3 z21 + s1. (87)
Using (6), (87) into (34), and also using (85), we obtain
m˚
c1
= 1
b
[
b
(
t + 3
2
r′′3 z21 + s1
)
z1 − 1
2c1
(
bg′
)′
z31
]′
= (b(t + s1))
′
b
z1 + 1
2
(3br′′3 − γ c1(r′3)2 − br′′3)′z31
b
= (b(t + s1))
′
b
z1 + 1
b
(
br′′3 −
1
2
γ c1
(
r′3
)2)′
z31 =
(b(t + s1))′
b
z1 + r′′′3 z31. (88)
If we use (85), (87) into k3,τ = 0, we obtain
0 =
[
1
c1
(
2c1t,z1z0 z1 + 6c1r′′′3 z21 + c1r′′′3 z21 + m˚,z1
)− vr′3
]
τ
= (2t,z1z0 z1 + 7r′′′3 z21)τ +
(
m˚,z1
c1
− vr′3
)
τ
=
[(
m˚
c1
)
τ
− vτ r′3z1
]
,z1 .
Integrating with respect to z1, we obtain s2 such that(
m˚
c
)
= vτ r′3z1 + s2. (89)1 τ
V.P. Gomes Neto / J. Differential Equations 249 (2010) 2822–2865 2847As a result of (85), (87), (89), we have that k7,τ = 0, multiplied by r′3, yields
0 =
[
1
c1
(
m˚′′z21 − vm˚ −
v ′
2
mz1
)
+ r′3
v ′′
4
z31
]
τ
=
(
m˚
c1
)
,τ z0z0
z21 −
(
v
m˚
c1
)
τ
−
(
v ′
2
m
c1
)
τ
z1 + r′3
v ′′τ
4
z31
= (vτ r′3z1 + s2)′′z21 −
(
v
m˚
c1
)
τ
−
[
v ′
2
(
t + 3
2
r′′3 z21 + s1
)]
τ
z1 + r′3
v ′′τ
4
z31
= (v ′′τ r′3 + 2v ′τ r′′3 + vτ r′′′3 )z31 + s′′2z21 −
(
v
m˚
c1
)
τ
−
(
v ′
2
(t + s1)
)
τ
z1 − 3
4
v ′τ r′′3 z31 + r′3
v ′′τ
4
z31
= 5
4
v ′′τ r′3z31 +
5
4
v ′τ r′′3 z31 + vτ r′′′3 z31 + s′′2z21 −
(
v
m˚
c1
)
τ
−
(
v ′
2
(t + s1)
)
τ
z1. (90)
We will see that we always have
v ′τ = 0, (91)
whether vτ = 0 holds or not. Hence, it is convenient to establish some general properties which stem
solely from (91). It follows from (6), (85) that
b = γ c1r3 + γ c2 + α. (92)
It follows from (26), (92) and v ′τ = 0 that
0 = v
′
τ
2r′3
= (c1b)τ =
(
γ c21
)
τ
r3 +
(
c1(γ c2 + α)
)
τ
. (93)
Differentiating with respect to z0, and in view of r′3 = 0, we obtain ζ1 such that
γ c21 = ζ1. (94)
On account of (94) and c21 > 0, we have that ζ1, γ are either both null or have the same sign. Feeding
(94) back into (93) gives ζ2 such that
c1(γ c2 + α) = ζ2. (95)
In addition to (91), we now admit for a moment that γ = 0. Then we obtain, in view of (94),
c1 = ±
√
ζ1
γ
. (96)
Substituting (94), (95) into (92), and also using (96), we obtain
b = 1
c1
(ζ1r3 + ζ2) = ±
√
γ
ζ1
(ζ1r3 + ζ2). (97)
As a result of γ = 0, (37), (6), (25), (97), we obtain
v = γ v
γ
= γ
2g2 + 2γ αg + α2 − α2 + γ (η22 − η23)
γ
= b
2
γ
− δ
γ
= (ζ1r3 + ζ2)
2
ζ
− δ
γ
. (98)1
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α = 0. Then we obtain, in view of (95),
c1 = ζ2
α
. (99)
Since c1 = 0, we have ζ2 = 0. If we substitute γ = 0, (85) into (25), we obtain, also using (99),
v = 2αc1r3 + 2αc2 + η22 − η23 = 2ζ2r3 + 2αc2 + η22 − η23. (100)
Proof of Theorem 5.1. We have that γ = 0 and
vτ = 0 (101)
hold. We ﬁrst establish some facts which do not depend on γ = 0. Substituting (89), (101) into (90),
we obtain
s′′2z21 − vs2 −
v ′
2
s1,τ z1 = 0. (102)
Since the coeﬃcient of z1 is null, and v ′ = 0, we obtain s1,τ = 0. Hence there exists r4 such that
s1 = r4. (103)
We now start making use of γ = 0. Differentiating (100) with respect to τ , and using (101), we
obtain ζ3 such that 2αc2 + η22 − η23 = ζ3, that is,
c2 = ζ3 + η
2
3 − η22
2α
. (104)
We deﬁne h = h(z0), q = q(z0, z1) by
h = ζ2r3 + ζ3
2
, q = ζ2
(
t + r4 + r′′3 z21
)
. (105)
On account of ζ2 = 0 and the fact that r3, t are arbitrary, we have that h,q are arbitrary. In view of
r′3 = 0, we have h′ = 0. Substituting (99), (104) into (85), and using (105), we obtain
g = ζ2
α
r3 + ζ3 + η
2
3 − η22
2α
= 1
α
(
h + η
2
3 − η22
2
)
. (106)
Now (104) replaced into (100) yields, also using (105),
v = 2ζ2r3 + ζ3 = 2h. (107)
Since γ = 0, we have from (6) that b = α. If we substitute this, (99), (103) into (88), we obtain, also
using (105),
m˚ = ζ2 ((t′ + r′4)z1 + r′′′3 z31)= q′ z1. (108)α α
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m = ζ2
α
(
t + 3
2
r′′3 z21 + r4
)
= 1
α
(
q + h
′′
2
z21
)
. (109)
Using (106) through (109) into (80) through (83) gives
k1 = α
h′
(
1
α
(
q,z1 + h′′z1
)+ 2h′′
α
z1
)
= 1
h′
(
q,z1 + 3h′′z1
)
,
k2 = α
h′
(
3
α
(
q,z1z1 + h′′
)+ h′′
α
)
= 1
h′
(
3q,z1z1 + 4h′′
)
,
k3 = α
h′
(
2
α
(
q,z1z0 + h′′′z1
)
z1 + h
′′′
α
z21 +
1
α
(
q,z1z0 z1 + q′
))− 2h
= 1
h′
(
3q,z1z0 z1 + 3h′′′z21 + q′
)− 2h,
k4 = α
h′
q,z1z1z1
α
= 1
h′
q,z1z1z1 ,
k5 = α
h′
(
2
α
(
q,z1z1z0 + h′′′
)
z1 + 1
α
(
q,z1z0 + h′′′z1
)+ 1
α
(q,z1z1z0 z1 + 2q,z1z0)
)
= 3
h′
(
(q,z1z0 z1),z1 + h′′′z1
)
,
k6 = α
h′
[
2
α
(
q,z1z0z0 z1 + q′′
)
z1 + q
′′
α
z1 + 1
α
(
q,z1z0z0 + h′′′′z1
)
z21 −
2h
α
(
q,z1 + h′′z1
)]− h′z1
= 1
h′
[
3
(
q′′z1
)
,z1 z1 + h′′′′z31 − 2h
(
q,z1 + h′′z1
)]− h′z1,
k7 = α
h′
(
q′′′
α
z31 − 2h
q′
α
z1 − h
′
α
(
q + h
′′
2
z21
)
z1
)
+ h
′′
2
z31 =
1
h′
(
q′′′z31 − 2hq′z1
)− qz1.
These expressions replaced into (79) give (71). It follows from b = α, (6), (106), that g˜ = g′′ = h′′α , so,
in view of (109),
m − 1
2
g˜z21 =
q
α
. (110)
The fact that μ3 = ±
√
1+ μ22 is a consequence of γ = 0 and (6). Taking that into account along with
γ = 0, (106) through (110) into (6), (32), (35), (36), we obtain (72). 
Proof of Theorem 5.2. We have that (101), γ = 0 hold. Consequently, we have (96) through (98).
Differentiating (98) with respect to τ and using (101), we obtain ( δγ )τ = 0, so we can deﬁne ζ, θ ∈R,
h = h(z0), q = q(z0, z1), by
ζ = ζ1 = 0, θ = δ
γ
= 0, h = ±
(
r3 + ζ2
ζ
)
, q = ±(t + r4), (111)1
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have h′ = 0. Feeding (111) back into (97) yields
b =
√
γ
ζ
ζh =
√
ζ
γ
γ h, (112)
so, in view of (6),
g =
√
ζ
γ
h − α
γ
. (113)
Expressions (111) substituted into (98) yield
v = (±ζ1h)
2
ζ1
− θ = ζh2 − θ. (114)
Substituting (96), (103) into (87), and using (111), we obtain
m = ±
√
ζ
γ
(t + r4) ± 3
2
√
ζ
γ
r′′3 z21 =
√
ζ
γ
(
q + 3
2
h′′z21
)
. (115)
If we now substitute (96), (103), (112) into (88), we obtain, also using (111),
m˚ = ±
√
ζ
γ
( (√ ζγ γ h(t + r4))′√
ζ
γ γ h
z1 + r′′′3 z31
)
=
√
ζ
γ
(
(hq)′
h
z1 + h′′′z31
)
. (116)
Using (113) through (116) into (80) through (83), we obtain
k1 =
√
γ
ζ
1
h′
(√
ζ
γ
(
q,z1 + 3h′′z1
)+ 2
√
ζ
γ
h′′z1
)
= 1
h′
(
q,z1 + 5h′′z1
)
,
k2 =
√
γ
ζ
1
h′
(
3
√
ζ
γ
(
q,z1z1 + 3h′′
)+
√
ζ
γ
h′′
)
= 1
h′
(
3q,z1z1 + 10h′′
)
,
k3 =
√
γ
ζ
1
h′
[
2
√
ζ
γ
(
q,z1z0 + 3h′′′z1
)
z1 +
√
ζ
γ
h′′′z21 +
√
ζ
γ
(
(hqz1),z1z0
h
+ 3h′′′z21
)]
− ζh2 + θ
= 1
h′
(
2q,z1z0 z1 + 10h′′′z21 +
(hqz1),z1z0
h
)
− ζh2 + θ,
k4 =
√
γ
ζ
1
h′
√
ζ
γ
q,z1z1z1 =
1
h′
q,z1z1z1 ,
k5 =
√
γ
ζ
1
h′
[
2
√
ζ
γ
(
q,z1z1z0 + 3h′′′
)
z1 +
√
ζ
γ
(
q,z1z0 + 3h′′′z1
)+
√
ζ
γ
(
(hqz1),z1z1z0
h
+ 6h′′′z1
)]
= 1
h′
(
(hqz1),z1z1z0
h
+ 2q,z1z1z0 z1 + q,z1z0 + 15h′′′z1
)
,
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√
γ
ζ
1
h′
[
2
√
ζ
γ
((
(hq)′
h
)
,z1z0 z1 +
(
(hq)′
h
)′
+ 3h′′′′z21
)
z1 +
√
ζ
γ
((
(hq)′
h
)′
z1 + h′′′′z31
)
+
√
ζ
γ
(
q,z1z0z0 + 3h′′′′z1
)
z21 −
(
ζh2 − θ)
√
ζ
γ
(
q,z1 + 3h′′z1
)]− 2ζhh′
2
z1
= 1
h′
[
2
(
(hq),z1z0
h
)′
z21 + 3
(
(hq)′
h
)′
z1 + 10h′′′′z31 + q,z1z0z0 z21
− (ζh2 − θ)(q,z1 + 3h′′z1)
]
− ζhh′z1,
k7 =
√
γ
ζ
1
h′
[√
ζ
γ
((
(hq)′
h
)′′
z1 + h′′′′′z31
)
z21 −
(
ζh2 − θ)
√
ζ
γ
(
(hq)′
h
z1 + h′′′z31
)
− 2ζhh
′
2
√
ζ
γ
(
q + 3
2
h′′z21
)
z1
]
+ 2ζ(hh
′)′
4
z31
= 1
h′
[(
(hq)′
h
)′′
z31 + h′′′′′z51 −
(
ζh2 − θ)( (hq)′
h
z1 + h′′′z31
)]
− ζhqz1 − ζhh′′z31 +
1
2
ζ
(
h′
)2
z31.
These expressions replaced into (79) give (73). Feeding (112), (113) back into (6), we obtain
g˜ =
(
√
ζ
γ γ h
√
ζ
γ h
′)′√
ζ
γ γ h
=
√
ζ
γ
(hh′)′
h
, (117)
so, on account of (115),
m − 1
2
g˜z21 =
√
ζ
γ
(
q + 3
2
h′′z21 −
1
2
(hh′)′
h
z21
)
=
√
ζ
γ
(
q + h′′z21 −
1
2
(h′)2
h
z21
)
. (118)
In order to obtain (74), we substitute (112) through (118) into (6), (32), (35), (36). 
Proof of Theorem 5.3. We have that γ = 0 and
vτ = 0 (119)
hold. First we establish some facts which do not depend on γ = 0. As a result of (82), (85), (86), (87),
(89), we have that k6,τ = 0, multiplied by r
′
3
vτ
, yields
0 = 1
vτ
[
1
c1
(
2m˚,z1z0 z1 + m˚′ +m,z1z0z0 z21 − vm,z1
)− v ′
2
r′3z1
]
τ
= 1
vτ
[
2
(
m˚
c1
)
,τ z1z0 z1 +
(
m˚
c1
)
,τ z0
+
(
m
c1
)
,τ z1z0z0
z21 − vτ
(
m
c1
)
,z1
− v
(
m
c1
)
,τ z1
− v
′
τ
2
r′3z1
]
= 1
vτ
(
2
(
vτ r
′
3z1 + s2
)
,z1z0 z1 +
(
vτ r
′
3z1 + s2
)′ − vτ t,z1 − 3vτ r′′3 z1 − v ′τ r′32 z1
)
= 1
v
(
3
(
vτ r
′
3
)′
z1 − 3vτ r′′3 z1 − v ′τ
r′3
2
z1 + s′2 − vτ t,z1
)
= 5
2
v ′τ
v
r′3z1 +
s′2
v
− t,z1 .
τ τ τ
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t = 5
4
v ′τ
vτ
r′3z21 +
s′2
vτ
z1 + s4. (120)
Differentiating with respect to τ , we obtain
5
4
(
v ′τ
vτ
)
τ
r′3z21 +
(
s′2
vτ
)
τ
z1 + s4,τ = 0,
which is a polynomial in z1 of degree 2. Since the coeﬃcient of z1 and the independent term are
null, we obtain, in view of r′3 = 0, (
v ′τ
vτ
)
τ
= 0, s4,τ = 0. (121)
It follows from (120), (121) that there exists r5 such that
t = 5
4
v ′τ
vτ
r′3z21 +
s′2
vτ
z1 + r5. (122)
Equating the expressions of ( m˚c1 )τ given by (88) and (89), also using (122), and deﬁning
s3 = s1 + r5, (123)
we obtain
vτ r
′
3z1 + s2 =
{
1
b
[
b
(
5
4
v ′τ
vτ
r′3z21 +
s′2
vτ
z1 + s3
)]′
z1
}
τ
,
which is a polynomial in z1 of degree 3. Since the coeﬃcient of z1 and the independent term are
null, we obtain
(
(bs3)′
b
)
τ
− vτ r′3 = 0, s2 = 0. (124)
Integrating the ﬁrst relation with respect to τ , and using r′3 = 0, we obtain r6 such that
(bs3)′
b
− vr′3 = r6r′3. (125)
Substituting (88) into (90), and using (122), (124) into the result, we obtain
5
4
(
v ′τ r′3
)′
z31 + vτ r′′′3 z31 −
{
v
b
[
b
(
5
4
v ′τ
vτ
r′3z21 + s3
)]′
z1 + vr′′′3 z31
}
τ
−
[
v ′
2
(
5
4
v ′τ
vτ
r′3z21 + s3
)]
τ
z1 = 0,
which is a polynomial in z1 of degree 3. Since the coeﬃcient of z1 is null, we obtain, using (125),
(26), (85),
0 =
(
v
(bs3)′
b
+ v
′
2
s3
)
= (vr′3(v + r6) + c1r′3bs3)τ .τ
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v(v + r6) + c1bs3 = r7. (126)
Differentiating with respect to z0, we obtain, using (125), (26), (85),
r′7 = v ′(v + r6) + v
(
v ′ + r′6
)+ c1r′3b(v + r6) = 2v ′v + v ′r6 + vr′6 + v ′2 (v + r6)
= 5
2
vv ′ + 3
2
r6v
′ + vr′6. (127)
On account of (121), there exists r8 such that v ′τ = r8vτ . Integrating this with respect to τ , we obtain
r9 such that
v ′ = r8v + r9. (128)
Substituting this into (127), we obtain
r′7 =
5
2
v(r8v + r9) + 3
2
r6(r8v + r9) + vr′6 =
5
2
r8v
2 + v
(
5
2
r9 + 3
2
r6r8 + r′6
)
+ 3
2
r6r9, (129)
which, differentiating with respect to τ , yields
5r8vvτ + vτ
(
5
2
r9 + 3
2
r6r8 + r′6
)
= 0. (130)
We divide by vτ , which is possible owing to (119), and differentiate with respect to τ , obtaining
5r8vτ = 0. This, in turn, yields, again in view of (119),
r8 = 0, (131)
which, substituting into (128), gives
r9 = v ′. (132)
Substituting (131), (132) into (130), and using (119), we obtain
5
2
v ′ + r′6 = 0. (133)
Integrating with respect to z0, we obtain c3 such that
v = −2
5
r6 + c3. (134)
Feeding (131), (132), (133) back into (129), we obtain
r′7 = v
(
5
2
v ′ + r′6
)
+ 3
2
r6v
′ = 3
2
r6
(
−2
5
r′6
)
= −3
5
r6r
′
6.
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r7 = − 3
10
r26 + ζ4. (135)
Isolating s3 in (126), and using (26), (85), we obtain
s3 = 2r
′
3
v ′
(−v(v + r6) + r7),
so, on account of (135), (134),
s3 = 2r
′
3
v ′
(
−v(v + r6) − 3
10
r26 + ζ4
)
= −5
2
2r′3
r′6
[
−
(
−2
5
r6 + c3
)(
3
5
r6 + c3
)
− 3
10
r26 + ζ4
]
= −5 r
′
3
r′6
(
− 3
50
r26 −
1
5
c3r6 − c23 + ζ4
)
. (136)
If we use (124) and (132) into (122), and use (123), we obtain
t + s1 = s3. (137)
We admit that γ = 0 holds from this point on. We recall that, in this case, α = 0. In view of (132)
we have that (91) holds. As a result of (100), (134), we obtain
2ζ2r3 + 2αc2 + η22 − η23 = −
2
5
r6 + c3. (138)
Differentiating with respect to τ , we conclude that there exists ζ5 such that
c3 = 2αc2 + η22 − η23 + ζ5. (139)
We deﬁne ζ ∈R, c = c(τ ), h = h(z0), by
ζ = ζ4, c = c3
2
, h = ζ2r3 − ζ5
2
. (140)
In view of ζ2 = 0 and the fact that r3 is arbitrary, we have that h is arbitrary. It follows from this,
α = 0 and (139) and the fact that c2 is arbitrary, that c is arbitrary. In view of (119), (134) and (140),
we have cτ = 0. In view of r′3 = 0 and (140), we have h′ = 0. Expressions (99), (139), (140) used into
(85) give
g = ζ2
α
1
ζ2
(
h + ζ5
2
)
+ 1
α
c3 − η22 + η23 − ζ5
2
= 1
α
(
h + c + η
2
3 − η22
2
)
. (141)
Using (138), (139), (140), we obtain
r6 = −5
2
(
2ζ2r3 + 2αc2 + η22 − η23 − c3
)= −5
2
(2ζ2r3 − ζ5) = −5h. (142)
Substituting (140), (142) into (134), we obtain
v = −2 (−5h) + 2c3 = 2(h + c). (143)
5 2
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ζ2s3 = −5 h
′
−5h′
(
− 3
50
25h2 − 1
5
2c(−5h) − 4c2 + ζ
)
= −3
2
h2 + 2ch − 4c2 + ζ. (144)
If we use (99), (137), (140), (144) into (87), we obtain
m = ζ2
α
(
3
2
r′′3 z21 + s3
)
= 1
α
(
3
2
h′′z21 −
3
2
h2 + 2ch − 4c2 + ζ
)
. (145)
Since γ = 0, we have from (6) that b = α. If we substitute this, (99), (137), (144) into (88), we obtain
m˚ = ζ2
α
(
r′′′3 z31 + s′3z1
)= 1
α
(
h′′′z31 − 3hh′z1 + 2ch′z1
)
,
m˚′ = 1
α
(
h′′′′z31 − 3
(
h′
)2
z1 − 3hh′′z1 + 2ch′′z1
)
,
m˚′′ = 1
α
(
h′′′′′z31 − 9h′h′′z1 − 3hh′′′z1 + 2ch′′′z1
)
. (146)
Substituting (141), (143) and (145) through (146) into (80) through (83), we obtain
k1 = α
h′
(
3
α
h′′z1 + 2h
′′
α
z1
)
= 5h
′′
h′
z1, k2 = α
h′
(
3
3
α
h′′ + h
′′
α
)
= 10h
′′
h′
,
k3 = α
h′
[
2
(
3
α
h′′′z1
)
z1 + h
′′′
α
z21 +
1
α
(
3h′′′z21 − 3hh′ + 2ch′
)]− 2(h + c) = 10h′′′
h′
z21 − 5h,
k4 = 0, k5 = α
h′
[
2
(
3
α
h′′′
)
z1 + 3
α
h′′′z1 + 6
α
h′′′z1
]
= 15h
′′′
h′
z1,
k6 = α
h′
[
2
α
(
3h′′′′z21 − 3
(
h′
)2 − 3hh′′ + 2ch′′)z1 + 1
α
(
h′′′′z31 − 3
(
h′
)2
z1 − 3hh′′z1 + 2ch′′z1
)
+ 3
α
h′′′′z31 − 2(h + c)
(
3
α
h′′z1
)]
− h′z1 = 10h
′′′′
h′
z31 − 10h′z1 − 15
hh′′
h′
z1,
k7 = α
h′
[
1
α
(
h′′′′′z31 − 9h′h′′z1 − 3hh′′′z1 + 2ch′′′z1
)
z21 −
2(h + c)
α
(
h′′′z31 − 3hh′z1 + 2ch′z1
)
− h
′
α
(
3
2
h′′z21 −
3
2
h2 + 2ch − 4c2 + ζ
)
z1
]
+ h
′′
2
z31
= h
′′′′′
h′
z51 +
(
−9− 3
2
+ 1
2
)
h′′z31 + (−3− 2)
hh′′′
h′
z31 + (2− 2)
ch′′′
h′
z31 +
(
6+ 3
2
)
h2z1
+ (−4+ 6− 2)chz1 + (−4+ 4)c2z1 − ζ z1
= h
′′′′′
h′
z51 +
(
−10h′′ − 5hh
′′′
h′
)
z31 +
(
15
2
h2 − ζ
)
z1.
These expressions replaced into (79) give (75). In view of b = α, (6), (141), we have g˜ = g′′ = h′′α , so,
it follows from (145) that
m − 1
2
g˜z21 =
1
α
(
h′′z21 −
3
2
h2 + 2ch − 4c2 + ζ
)
. (147)
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√
1+ μ22 is a consequence of γ = 0 and (6). Taking that into account along with
γ = 0, (141), (143) and (145) through (147), into (6), (32), (35), (36), we obtain (76). In particular, in
order to obtain f12, we must compute
f12 = 1
α
[
h′z4 +
(
3h′′z1 + h′′z1 + βh′
)
z3 + 3h′′z22 +
(
3h′′′z21 − 3hh′ + 2ch′ + 3h′′′z21
+ 3βh′′z1 − αh′ f11
)
z2 +
(
h′′′′z31 − 3
(
h′
)2
z1 − 3hh′′z1 + 2ch′′z1
)
z1
+ β(h′′′z31 − 3hh′z1 + 2ch′z1)− α f11
(
h′′z21 −
3
2
h2 + 2ch − 4c2 + ζ
)]
= 1
α
[
h′z4 +
(
4h′′z1 + βh′
)
z3 + 3h′′z22 +
(
6h′′′z21 − 3hh′ + 2ch′ + 3βh′′z1 − α f11h′
)
z2 + h′′′′z41
+ βh′′′z31 +
(−3(h′)2 − 3hh′′ + 2ch′′ − α f11h′′)z21 + β(−3hh′ + 2ch′)z1
− α f11
(
−3
2
h2 + 2ch − 4c2 + ζ
)]
. 
Proof of Theorem 5.4. We have that (119), γ = 0 hold. In view of (132) we have that (91) holds. As
a result of (98), (134), we obtain
(ζ1r3 + ζ2)2
ζ1
− δ
γ
= −2
5
r6 + c3.
Differentiating with respect to τ , we conclude that there exists θ ∈R such that
c3 = θ − δ
γ
. (148)
We deﬁne ζ,σ ∈R, c = c(τ ), h = h(z0), by
ζ = ζ1 = 0, σ = ζ4, c = c3, h = ±
(
r3 + ζ2
ζ1
)
, k = ζh2 − θ, (149)
where ± gives the sign of c1 in (96). We recall that ζ has the same sign as γ . In view of (98), (119),
(148) and (149), we have cτ = 0. In view of r′3 = 0 and (149), we have h′ = 0. As above, we obtain
(112), (113). Using (148), (149) into (98), we obtain
v = (±ζ1h)
2
ζ1
− δ
γ
= ζh2 − θ + c = k + c. (150)
Substituting (150), (149) into (134), we obtain
r6 = −5
2
(k + c − c3) = −5
2
k. (151)
In view of (149), (151), we obtain
r′3
r′6
= ±h−5ζhh′ = ∓ 15ζh′ , which substituting into (136), along with
(149), (151), gives
s3 = ± 1
ζh
[
− 3
50
(
5
2
k
)2
− 1
5
c
(
−5
2
k
)
− c2 + σ
]
= ± 1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)
. (152)
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m = ±
√
ζ
γ
[
3
2
r′′3 z21 ±
1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)]
=
√
ζ
γ
[
3
2
h′′z21 +
1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)]
. (153)
Feeding (96), (112), (137), (149), (152) into (88), we successively obtain
m˚ = ±
√
ζ
γ
( {√ ζγ γ h[± 1ζh (− 38k2 + c2k − c2 + σ)]}′√
ζ
γ γ h
z1 + r′′′3 z31
)
=
√
ζ
γ
(
(− 38k2 + c2k − c2 + σ)′
ζh
z1 + h′′′z31
)
=
√
ζ
γ
(
h′′′z31 +
− 382k(2ζhh′) + c22ζhh′
ζh
z1
)
=
√
ζ
γ
(
h′′′z31 −
3
2
kh′z1 + ch′z1
)
,
m˚′ =
√
ζ
γ
(
h′′′′z31 − 3ζh
(
h′
)2
z1 − 3
2
kh′′z1 + ch′′z1
)
,
m˚′′ =
√
ζ
γ
(
h′′′′′z31 − 3ζ
(
h′
)3
z1 − 9ζhh′h′′z1 − 3
2
kh′′′z1 + ch′′′z1
)
. (154)
Substituting (113), (150), and (153) through (154) into (80) through (83), we obtain
k1 =
√
γ
ζ
1
h′
√
ζ
γ
(
3h′′z1 + 2h′′z1
)= 5h′′
h′
z1, k2 =
√
γ
ζ
1
h′
√
ζ
γ
(
9h′′ + h′′)= 10h′′
h′
,
k3 =
√
γ
ζ
1
h′
√
ζ
γ
(
2
(
3h′′′z1
)
z1 + h′′′z21 + 3h′′′z21 −
3
2
kh′ + ch′
)
− k − c = 10h
′′′
h′
z21 −
5
2
k,
k4 = 0, k5 =
√
γ
ζ
1
h′
√
ζ
γ
(
2
(
3h′′′
)
z1 + 3h′′′z1 + 6h′′′z1
)= 15h′′′
h′
z1,
k6 =
√
γ
ζ
1
h′
√
ζ
γ
[
2
(
3h′′′′z21 − 3ζh
(
h′
)2 − 3
2
kh′′ + ch′′
)
z1 + h′′′′z31 − 3ζh
(
h′
)2
z1 − 3
2
kh′′z1 + ch′′z1
+ 3h′′′′z31 − (k + c)3h′′z1
]
− 2ζhh
′
2
z1 = 10h
′′′′
h′
z31 − 10ζhh′z1 −
15
2
k
h′′
h′
z1,
k7 =
√
γ
ζ
1
h′
√
ζ
γ
{(
h′′′′′z31 − 3ζ
(
h′
)3
z1 − 9ζhh′h′′z1 − 3
2
kh′′′z1 + ch′′′z1
)
z21
− (k + c)
(
h′′′z31 −
3
2
kh′z1 + ch′z1
)
− 2ζhh
′
2
[
3
2
h′′z21 +
1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)]
z1
}
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4
z31
= 1
h′
{
h′′′′′z51 − 3ζ
(
h′
)3
z31 − 9ζhh′h′′z31 −
3
2
kh′′′z31 + ch′′′z31 − kh′′′z31 +
3
2
k2h′z1 − ckh′z1
− ch′′′z31 +
3
2
ckh′z1 − c2h′z1 − 3
2
ζhh′h′′z31 +
3
8
h′k2z1 − c
2
h′kz1 + c2h′z1 − σh′z1
}
+ 1
2
ζ
(
h′
)2
z31 +
1
2
ζhh′′z31
= h
′′′′′
h′
z51 −
5
2
ζ
(
h′
)2
z31 − 10ζhh′′z31 −
5
2
k
h′′′
h′
z31 +
15
8
k2z1 − σ z1.
These expressions replaced into (79) yield (77). As before, we obtain (117), which, along with (153),
gives
m − 1
2
g˜z21 =
√
ζ
γ
[
3
2
h′′z21 +
1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)
− 1
2
(hh′)′
h
z21
]
=
√
ζ
γ
[
h′′z21 −
1
2
(h′)2
h
z21 +
1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)]
. (155)
Substituting (112), (113) and (153) through (155) into (6), (32), (35), (36), we obtain (78). In particu-
lar, in order to obtain f12, we start from
f12 =
√
ζ
γ
{
h′z4 +
(
3h′′z1 + h′′z1 + βh′
)
z3 + 3h′′z22
+
(
3h′′′z21 −
3
2
kh′ + ch′ + 3h′′′z21 + β
(
3h′′z1
)− γ
√
ζ
γ
hh′ f11
)
z2
+
(
h′′′′z31 − 3ζh
(
h′
)2
z1 − 3
2
kh′′z1 + ch′′z1
)
z1 + β
(
h′′′z31 −
3
2
kh′z1 + ch′z1
)
− γ
√
ζ
γ
f11h
[
h′′z21 −
1
2
(h′)2
h
z21 +
1
ζh
(
−3
8
k2 + c
2
k − c2 + σ
)]}
. 
Observation 5.5. In some situations, it is convenient to take the free parameters distinct from τ as
certain functions of τ , whereas in other cases it is interesting to assign them numerical values (see,
to this effect, the proof of the main result below). In the later case, all quantities in (84) may depend
on the free parameters distinct from τ in any way.
We are ﬁnally in a position to prove the main result from Section 2:
Proof of the main result from Section 2. In all four cases, we select the parameter τ to be η2. First
we obtain (7). In order to have α = 0 and γ = 0, we take, for the sake of simplicity, μ2 = 0, μ3 = 1,
η3 = −1, so, by (6), we obtain α = 1, β = −η2. It now suﬃces to substitute these values into (72).
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ζ = θ = 1. Since γ and ζ have the same sign, we must have γ > 0. If we take μ2 = μ3 = 0, then,
by (6), we have α = β = 0, γ = 1. Hence, by (6), (111),
1 = θ = δ
γ
= η23 − η22,
so we may choose η3 =
√
1+ η22. It then follows from (6) that ξ2 = −η2, ξ3 = −
√
1+ η22. We now
substitute these values into (74).
We now prove (9). In order to have α = 0 and γ = 0, it will be convenient to set μ2 = 0, μ3 = 1,
η3 = −2, so, by (6), it follows that α = 2, β = −η2. Finally, we put ζ = 0 and c(η2) = η
2
2
2 , which
satisﬁes cη2 = 0, as long as η2 = 0. It remains to substitute all of these into (76).
Finally we obtain (10). We note we must have γ = 0 and δ = 0. We take, in particular, ζ = 1,
θ = σ = 0. If we take μ2 = μ3 = 0, then, by (6), we have α = β = 0, γ = 1. Hence, by (6), (148),
(149), we obtain c = −δ = η22 −η23. In order to fulﬁll cη2 = 0, we put η3 = 2η2, η2 = 0. It follows that
c = −3η22. From (6) we get ξ2 = −η2, ξ3 = −2η2. Then we substitute these values into (78). 
6. All occurrences of three important evolution equations
In this section, we use Theorems 5.1 and 5.2 to obtain new associated 1-forms for the ﬁfth-order
KdV, the Sawada–Kotera and the Kaup–Kupershmidt equations. Precisely as in Section 5, we do not
specify the parameter τ with respect to which we consider independence. Assigning numerical val-
ues to some parameters, or taking them as functions of τ , may be useful when applying the inverse
scattering method to some speciﬁc situation. Therefore it is interesting to have at our disposal the
general situation from which we may extract particular cases in accordance with the special condi-
tions at hand. A particular choice of the parameters for the 1-forms associated to the equations has
already been shown in Example 2.5.
Example 6.1. We determine all occurrences in (71) of the equation
z0,t = z5 + θ1z0z3 + θ2z1z2 + θ3z20z1, (156)
in the cases of the ﬁfth-order KdV equation, for which
θ1 = 10, θ2 = 20, θ3 = 30, (157)
the Kaup–Kupershmidt equation, for which
θ1 = 5, θ2 = 25
2
, θ3 = 5, (158)
and the Sawada–Kotera equation, for which
θ1 = 5, θ2 = 5, θ3 = 5. (159)
Since the coeﬃcients of z4 and z2z3 are null, we have
q,z1z1 + 3h′′ = 3q,z1z1 + 4h′′ = 0,
which is a linear system with non-null determinant having the unique solution q11 = h′′ = 0. Hence,
we have
h = ϕ1z0 + ϕ2, q = k1z1 + k2, ϕi ∈R, ϕ1 = 0, ki = ki(z0). (160)
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′
1 = 0, so k1 ∈R. Equating
the terms which depend only on z0 and z1 we obtain
1
h′
(
q′′′z21 − 2hq′
)− q = θ3z20,
where, substituting the values of h,q found so far, yields
1
ϕ1
[
k′′′2 z21 − 2(ϕ1z0 + ϕ2)k′2
]− k1z1 − k2 = θ3z20,
so
k′′′2 = 0, k1 = 0, −
[
2
ϕ1
(ϕ1z0 + ϕ2)k′2 + k2
]
= θ3z20. (161)
Substituting the ﬁrst and second relations into (160), it follows that
q = k2 = ψ1z20 + ψ2z0 + ψ3, ψi ∈R, (162)
which, substituting into (161), gives
θ3z
2
0 = −
(
5ψ1z
2
0 + 3ψ2z0 + 4
ϕ2ψ1
ϕ1
z0 + 2ϕ2ψ2
ϕ1
+ ψ3
)
,
so
ψ1 = −θ3
5
, 3ψ2 + 4ϕ2ψ1
ϕ1
= 0, 2ϕ2ψ2
ϕ1
+ ψ3 = 0. (163)
Equating the coeﬃcients of z2 in (71) and (156), and using (160), (162), we have (6
ψ1
ϕ1
−ϕ1)z1 = θ2z1,
which, in view of (163), yields
6
5
θ3
ϕ1
+ ϕ1 = −θ2. (164)
Equating the coeﬃcients of z3, and using (160), (162), we obtain
2
(
ψ1
ϕ1
− ϕ1
)
z0 + ψ2
ϕ1
− 2ϕ2 = θ1z0,
so, by using the ﬁrst relation in (163),
1
5
θ3
ϕ1
+ ϕ1 = −θ1
2
,
ψ2
ϕ1
= 2ϕ2. (165)
From (164), and the ﬁrst relation in (165), we obtain
ϕ1 = θ2 − 3θ1 . (166)
5
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6ϕ1 + 4ψ1
ϕ1
)
ϕ2 = 0. (167)
We ﬁrst assume that the ﬁrst factor is null. Then ψ1 = − 32ϕ21 , which, in view of the ﬁrst relation in
(163), (166), implies
θ3 = 3
10
(θ2 − 3θ1)2. (168)
Among (157), (158), (159), only (157) fulﬁlls this condition. Substituting (157) into the ﬁrst relation
in (163), (166), and then using the second and third relations in (163), we obtain that the ﬁfth-order
KdV equation is given by putting
ϕ1 = −2, ϕ2 ∈R, ψ1 = −6, ψ2 = −4ϕ2, ψ3 = −4ϕ22 . (169)
We now assume that the ﬁrst factor in (167) is non-null and that ϕ2 = 0. This implies that (168) does
not hold. Only (158) and (159) fulﬁll this condition. Substituting (158), (159) into the ﬁrst relation
in (163), (166), and ϕ2 = 0 into the third relation in (163) and into the second relation in (165), we
obtain that the Kaup–Kupershmidt equation is given by
ϕ1 = −1
2
, ψ1 = −1, ϕ2 = ψ2 = ψ3 = 0, (170)
and that the Sawada–Kotera equation is given by
ϕ1 = −2, ψ1 = −1, ϕ2 = ψ2 = ψ3 = 0. (171)
Substituting (160), (162) into (72) we obtain the associated 1-forms given, for 2 p  3, by
f11 = 1
α
(
ϕ1z0 + ϕ2 + η
2
3 − η22
2
)
, f p1 = μp
α
(
ϕ1z0 + ϕ2 + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
ϕ1z4 + βϕ1z3 + (2ψ1z0 + ψ2 − αϕ1 f11)z2 + 2ψ1z21 + β(2ψ1z0 + ψ2)z1
− α f11
(
ψ1z
2
0 + ψ2z0 + ψ3
)]
,
f p2 = μp f12 + μ5−p
[
ϕ1z3 + (2ψ1z0 + ψ2)z1
]− ηp(ϕ1z2 + ψ1z20 + ψ2z0 + ψ3),
where μp, ηp satisfy α = 0, γ = 0.
For the ﬁfth-order KdV equation, we substitute (169) and obtain the new associated 1-forms given,
for 2 p  3, by
f11 = 1
α
(
−2z0 + ϕ2 + η
2
3 − η22
2
)
, f p1 = μp
α
(
−2z0 + ϕ2 + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
−2z4 − 2βz3 +
(−16z0 − 2ϕ2 + η23 − η22)z2 − 12z21
+ β(−12z0 − 4ϕ2)z1 −
(
−2z0 + ϕ2 + η
2
3 − η22
2
)(−6z20 − 4ϕ2z0 − 4ϕ22)
]
,
f p2 = μp f12 + μ5−p
[−2z3 + (−12z0 − 4ϕ2)z1]− ηp(−2z2 − 6z20 − 4ϕ2z0 − 4ϕ22), (172)
where μp, ηp satisfy α = 0, γ = 0.
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given, for 2 p  3, by
f11 = 1
α
(
−1
2
z0 + η
2
3 − η22
2
)
, f p1 = μp
α
(
−1
2
z0 + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
−1
2
z4 − β
2
z3 +
(
−9
4
z0 + η
2
3 − η22
4
)
z2 − 2z21 − 2βz0z1 −
1
2
z30 +
η23 − η22
2
z20
]
,
f p2 = μp f12 + μ5−p
(
−1
2
z3 − 2z0z1
)
− ηp
(
−1
2
z2 − z20
)
,
where μp, ηp satisfy α = 0, γ = 0. Putting μ2 = 0, μ3 = 1, η3 = −1, we obtain the associated 1-
forms referred to in Example 2.5.
For the Sawada–Kotera equation, we substitute (171) and obtain the new associated 1-forms given,
for 2 p  3, by
f11 = 1
α
(
−2z0 + η
2
3 − η22
2
)
, f p1 = μp
α
(
−2z0 + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
−2z4 − 2βz3 +
(−6z0 + η23 − η22)z2 − 2z21 − 2βz0z1 − 2z30 + η23 − η222 z20
]
,
f p2 = μp f12 + μ5−p(−2z3 − 2z0z1) − ηp
(−2z2 − z20),
where μp, ηp satisfy α = 0, γ = 0. Putting μ2 = 0, μ3 = 1, η3 = −1, we obtain the associated 1-
forms referred to in Example 2.5.
Example 6.2. We obtain the linear problems associated to the Kaup–Kupershmidt and the Sawada–
Kotera equations in an important particular case, investigated by Nucci [25]. The linear problem may
be written in the form
vx = Av, vt = Bv,
where v = (v1, v2) depends on u and its derivatives, and
A = 1
2
[
f21
(
1 0
0 −1
)
+ f11
(
0 1
1 0
)
+ f31
(
0 −1
1 0
)]
,
B = 1
2
[
f22
(
1 0
0 −1
)
+ f12
(
0 1
1 0
)
+ f32
(
0 −1
1 0
)]
.
In the case of the Kaup–Kupershmidt equation, by putting
μ2 = 0, μ3 = 1, η3 = −1/2λ2, η2 = 0,
we obtain
A =
(
0 1/4λ2
−λ2z0 0
)
,
B =
( −z3/4− z0z1 (z2/2+ z20)/4λ2
−λ2(z4 + 9z0z2/2+ 4z21 + z30) z3/4+ z0z1
)
,
which is the linear problem given by Nucci.
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μ2 = 0, μ3 = 1, η3 = −2/λ2, η2 = 0,
gives
A =
(
0 1/λ2
−λ2z0 0
)
,
B =
( −z3 − z0z1 (2z2 + z20)/λ2
−λ2(z4 + 3z0z2 + z21 + z30) z3 + z0z1
)
,
which is the linear problem obtained by Nucci.
Example 6.3. We determine all occurrences of Eq. (156) in (75), in the cases of the ﬁfth-order KdV,
the Kaup–Kupershmidt and the Sawada–Kotera equations. Since the coeﬃcient of z4 is null, we have
h′′ = 0. Hence, we have
h = ϕ1z0 + ϕ2, ϕi ∈R, ϕ1 = 0. (173)
Equating the coeﬃcients of z3 in (156) and (75) we have, from (173), that −5(ϕ1z0 + ϕ2) = θ1z0, so
ϕ1 = −θ1
5
, ϕ2 = 0. (174)
Hence, h = − θ15 z0, which substituting into (75) yields
G = θ1z0z3 + 2θ1z1z2 +
(
15
50
θ21 − ζ
)
z1,
so θ2 = 2θ1, θ3 = 1550 θ21 − ζ. Among (157), (158), (159), only (157) fulﬁlls this condition, with θ1 = 10,
ζ = 0. Substituting this into (174), we obtain that the ﬁfth-order KdV equation is given by putting
ϕ1 = −2, ϕ2 = 0, ζ = 0. Substituting this into (76) we obtain, for the ﬁfth-order KdV equation, the
new associated 1-forms given, for 2 p  3, by
f11 = 1
α
(
−2z0 + c + η
2
3 − η22
2
)
, f p1 = μp
α
(
−2z0 + c + η
2
3 − η22
2
)
+ ηp,
f12 = 1
α
[
−2z4 − 2βz3 +
(−16z0 − 2c + η23 − η22)z2 − 12z21
+ β(−12z0 − 4c)z1 −
(
−2z0 + c + η
2
3 − η22
2
)(−6z20 − 4cz0 − 4c2)
]
,
f p2 = μp f12 + μ5−p(−2z3 − 12z0z1 − 4cz1) − ηp
(−2z2 − 6z20 − 4cz0 − 4c2),
where α = 0, γ = 0. In (76), we have cτ = 0, but we may drop this restriction since the case cτ = 0
is considered in (172). Putting μ2 = 0, μ3 = 1, η3 = −2, c = η
2
2
2 , we obtain the associated 1-forms
referred to in the Introduction.
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The remaining cases of evolution equations z0,t = z5 + G(z0, . . . , z4) describing pseudospherical
surfaces satisfying
f p1 = μp f11 + ηp, μp, ηp ∈R, 2 p  3,
will be dealt with in a subsequent paper. More precisely, we will consider the nongeneric cases in
which
v ′ = 0, δ = 0, η2 = 0, v ′ = 0, δ = 0, η2 = 0, v ′ = 0, δ = 0,
where v and δ are given by (6).
Rabelo and Tenenblat [24] classify third-order nonlinear evolution equations of the form ut =
uxxx + G , and show that in fact their equations reduce via (nonobvious) transformations to KdV,
mKdV and a linear equation. In a similar fashion we could ask here whether the equations in
Theorems 2.1 through 2.4 are really different from the ﬁfth-order KdV, the Sawada–Kotera and the
Kaup–Kupershmidt equations. Another interesting issue is the investigation of whether the parameter-
independent equations in Theorems 2.1 through 2.4 can be investigated via scattering/inverse scatter-
ing. In particular, it would be important to know if the parameters appearing in the corresponding
associated linear problems are “intrinsic” or if they can be removed via gauge transformations, as it
happens in [8].
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