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Abstract—This paper proposes a new approach based on op-
timal transport theory to model network topologies for purpose
of strategic planning and optimal design. We study the SINR
mobile association game: we determine the cells corresponding
to each base station, i.e., the locations at which mobile terminals
prefer to connect to a given base station rather than to others.
The Signal to Interference plus Noise Ratio (SINR) is used as
the performance metric that determines the association. We
also solve explicitly the global optimal solution of the mobile
association problem.
I. INTRODUCTION
We consider the case where intelligent mobile terminals
capable of accessing multiple radio access technologies will
decide for themselves the wireless access technology to use
and the access point to which to connect. We consider that
these capabilities should be taken into account in the design
and strategic planning of wireless networks. We also consider
the global optimization problem to minimize the total power
of the network in the downlink and in the uplink context.
We propose a new framework for mobile association prob-
lems using optimal transport theory, a theory that has prove
to be useful on many economical context [10], [11], [12], as
well as in the road trafﬁc community [4]. There is a number of
papers on “optimal transport” (see [13], and reference therein)
however the authors in [13] consider an optimal selection of
routes but do not use the rich theory of optimal transport. To
the best of the authors knowledge optimal transport theory has
never been used in the telecommunication community.
The remaining of this paper is organized as follows. Sec-
tion II presents the formulation of the problem of minimizing
the power under quality of service constraint from different
perspectives. In Section III we give some basics in optimal
transport theory. We then address the problem
• for the downlink case where we considered two different
policies: round robin scheduling policy (also known as
time fair allocation policy) and rate fair allocation policy
which are deﬁned in section II and studied precisely in
sections IV and VI as well as the fairness problem (de-
tailed in section V) with uniform and non-homogeneous
distribution of users, and
• for uplink case where we study the optimal cell associa-
tion with uniform and non-homogeneous distribution of
users.
In Section VIII we give numerical examples in both one
dimensional and two-dimensional mobile distribution. Sec-
tion IX concludes the paper. Due to the space limit the proofs
can be found in [1].
II. THE MODEL
Consider a grid area network D with large number of mo-
bile terminals distributed with a square integrable distribution
of λ(x,y) scaled so that
  
D λ(x,y)dxdy = 1. Then the
number of users in an area A will be N
   
A λ(x,y)
 
where
N is the total number of mobile terminals.
Examples of the distribution of users λ(x,y):
1) If the users are distributed uniformly in the network,
then λ(x,y) = 1/ ¯ D where ¯ D is the total area of the
network.
2) If the users are distributed according to different levels
of population density, then
λ(x,y) =



λHD if (x,y) is at a High Density region,
λND if (x,y) is at a Normal Density region,
λLD if (x,y) is at a Low Density region.
where λHD, λND, and λHD are deﬁned similarly to 1).
3) If the distribution of the users is radial with more mobile
terminals in the center and less mobile terminals in the
suburban areas then λ(x,y) =
R
2
D−(x
2+y
2)
KD , where RD
is the radius of the network and KD is a coefﬁcient of
normalization.
4) If the distribution of users is a Poisson process with
intensity ν, then
λ(x,y) = e−νπr
2
where r is the polar coordinate representation of (x,y).
This particular case has been examinated in [15].
Notice that the distribution of users λ(x,y) considered in our
work is more general than all the examples mentioned above.
We assume that in this grid area network there are
K base stations BS1,BS2,...,BSK located at positions2
(x1,y1),(x2,y2)...,(xK,yK). For the uplink case (trans-
mission from mobile terminals to base stations) we consider
the SINR (Signal to Interference plus Noise Ratio). However,
we assume for the downlink case (transmission from base
stations to mobile terminals) that between neighboring base
stations, they transmit in orthogonal channels (such as in
OFDMA), and the interference between base stations that are
far from each other is negligible, so instead of considering the
SINR (Signal to Interference plus Noise Ratio) we consider
the SNR (Signal to Noise Ratio).
Our objective is to determine the optimal mobile association
to each base station in order to minimize the total power
of the network needed to maintain an average throughput
of ¯ θ(x,y) > 0 for each mobile of the network located at
position (x,y). We also determine the equilibrium situation
where the mobile terminals decide for themselves with which
base station to connect in order to maximize their rate.
A. Downlink case
Consider in the downlink case that when the base sta-
tion BSi transmits to a mobile terminal located at posi-
tion (x,y), it uses power Pi(x,y). Each base station BSi is
going to transmit to the mobiles distributed within its cell Ci
(the mobile terminals associated to BSi) to be determined.
Denote by Ni the quantity of mobiles that are assigned to
base station BSi. If the quantity of mobiles is greater than
some M (for example, the number of possible carriers in Wi-
Max is around 2048, so in this case M = 2048) then we
consider a penalization cost function given by
 
0 if Ni ≤ M,
h(Ni − M) if Ni > M.
We will assume that h is a non-decreasing and convex
function. We analyze the case Ni ≤ M but for the resolution
in section IV we will remove this assumption (see Penalization
functionin section IV). As each cell Ci of the network contain
a large number of mobiles continuously distributed with a
distribution of λ(x,y) then the quantity of mobiles assigned
to base station BSi will be
Ni = N
  
Ci
λ(x,y)dxdy. (1)
Notice that
 K
i=1 Ni = N so each mobile terminal is
associated to one base station in the network. The power
received at a mobile terminal located at position (x,y) from
base station BSi is given by Pi(x,y)hi(x,y) where hi(x,y) is
the channel gain. We shall further assume that it corresponds
to the path loss given by
hi(x,y) = (R2 + di(x,y)2)−ξ/2 (2)
where ξ is the path loss exponent [6], R is the high of the
base station, and di(x,y) is the Euclidean distance between
a mobile located at position (x,y) and the base station BSi
located at (xi,yi), i.e., di(x,y) =
 
(xi − x)2 + (yi − y)2.
The SNR received at mobile terminals located at posi-
tion (x,y) in cell Ci to be determined is given by
SNRi(x,y) =
Pi(x,y)hi(x,y)
σ2 , (3)
where σ2 is the noise power.
We assume that the instantaneous mobile throughput is
given by the following expression, which is based on Shan-
non’s capacity theorem [7]:
θi(x,y) = log(1 + SNRi(x,y)).
Suppose that we want to satisfy an average through-
put for mobile terminals located at position (x,y) given
by ¯ θ(x,y) > 0.
We shall consider two different policies:
1) the policy that each base station BSi devotes an equal
fraction of time for transmission to each of its mobile
terminals located within its cell Ci. We denote this
policy as round robin scheduling policy.
2) the policy where each base station BSi will maintain a
constant power Pi sent to the mobile terminals within its
cell. However, each base station will modify the fraction
of time allowed to mobile terminals with different
channel gains, in order that the average SNR of ¯ θ(x,y)
is satisﬁed for each mobile located at position (x,y).
We denote this policy as rate fair allocation policy
For more information about this type of policies in the one
dimensional case see [9].
1) Round robin scheduling policy:
• Global Optimization
Following this policy each base station BSi devotes an equal
fraction of time for transmission to each mobile terminal
located within its cell Ci. From equation (1) we have that
the number of mobiles located in cell Ci is Ni(Ci). As we
are dividing our time of service proportional to the quantity
of users Ni inside cell Ci then the throughput following the
round robin scheduling policy will be given by:
θRR
i (x,y) =
1
Ni
log(1 + SNRi(x,y)).
From equation (3) we obtain that the power needed to
satisfy a throughput ¯ θ(x,y) will be θRR(x,y) ≥ ¯ θ(x,y), i.e.,
Pi(x,y) ≥
σ2
hi(x,y)
(2Ni¯ θ(x,y) − 1). (4)
As our objective function is to minimize the total power of the
network, the constraint will be reached, and from equation (2)
we obtain
Pi(x,y) = σ2(2Ni¯ θ(x,y) − 1)(R2 + d2
i(x,y))ξ/2. (5)
From last equation (5) we can observe that:
• If the quantity of mobile terminals increases inside the
cell, it will need to transmit more power to each of the
mobile terminals. The reason is that the base station is3
dividing each time-slot into mini-slots with respect to the
number of the mobiles within its cell.
• The function (R2 + d2
i(x,y))ξ/2 on the right hand side
give us the dependence of the power with respect to the
distance between the base station and the mobile terminal
located at position (x,y).
The problem that we are trying to solve deals with the
optimal mobile association in order to minimize the total
power of the network. Then the problem,that we denote (RR),
reads
(RR) Min
Ci
K  
i=1
  
Ci
Pi(x,y)λ(x,y)dxdy.
where λ(x,y) is the function of distribution of the users. From
equation (5) we obtain that in order to minimize the total
power of the network using the round robin scheduling policy
the problem, that we denote (RR), reads
Min
Ci
K  
i=1
  
Ci
σ2(R2+di(x,y)2)ξ/2(2Ni¯ θ(x,y)−1)λ(x,y)dxdy.
We will solve this problem in section IV.
2) Formulation for the fairness problem: The general for-
mulation for the problem of maximization of a function of the
throughput given the constraint on the maximal power used
admits a generalized α-fairness formulation given by:
Max
K  
i=1
  
Ci
1
1 − α
[f(θi(x,y))1−α − 1]λ(x,y)dxdy
where we can identify different problems for different values
of α:
• α = 0 maximization of throughput problem
• α → 1 proportional fairness (a uniform case of Nash
bargaining)
• α = 2 delay minimization
• α → +∞ maxmin fairness (maximize the minimum
throughput that a user can have).
Since in our setting the problem is different since we
are minimizing the total power on the network given the
constraint of a minimum level of throughput we deﬁne the
following formulation, that we call generalized γ-fairness,
denoted as (FP):
Min
K  
i=1
  
Ci
1
γ − 1
[f(Pi(x,y)γ−1 − 1]λ(x,y)dxdy
where we can also identify different problems for different
values of γ:
• γ = 0 maximization of the inverse of power (energy
efﬁciency maximization)
• γ → 1 proportional fairness
• γ = 2 minimization of total power
• γ → +∞ minmax fairness1 (to minimize the maximum
power per BS).
This problem is studied in section V.
3) Rate fair allocation policy:
• User optimization
In the round robin scheduling policy each base station BSi
modiﬁes the power sent to mobile terminals with different
channel gains in order to satisfy a throughput of Θ(x,y) for
each mobile located at position (x,y). Instead, in the rate
fair allocation policy each base station BSi will maintain a
constant power Pi sent to mobile terminals within its cell,
i.e.,
Pi(x,y) = Pi for each (x,y) ∈ Ci, (6)
but it will modify the fraction of time allotted to the mobile
terminals set in a way such that the average transmission rate
to each mobile terminal with different channel gain is the
same Θ(x,y) for each mobile located at position (x,y).
Let ri be the ﬁxed rate of mobile terminals located inside
cell Ci. Following the rate fair allocation policy, the fraction
of time that a mobile terminal at position (x,y) ∈ Ci receives
positive throughput will be
ri
SNRi(x,y)
.
Then the ﬁxed rate ri is the solution to the equation
  
Ci
ri
SNRi(x0,y0)
λ(x,y)dxdy = Θ := 2
¯ θ − 1,
where ¯ θ is the throughput to be satisﬁed. Then the rate
ri =
   
Ci
1
SNRi(x,y)
λ(x,y)dxdy
 −1
Θ.
From equations (3) and (6) replacing the SNR we obtain
ri =
   
Ci
σ2
Pihi(x,y)
λ(x,y)dxdy
 −1
Θ,
and from equation (2) we obtain
ri = ΘPi
   
Ci
σ2(R2 + di(x,y))ξ/2λ(x,y)dxdy
 −1
, (7)
We seek for an equilibrium in the game in which each
mobile terminal chooses to which base station is going to be
served. Similar notion of equilibrium has been studied in the
context of large number of small players in transportation by
Wardrop [14].
Deﬁnition.- The Wardrop equilibrium is given by:
If
  
Ci
λ(x,y)dxdy > 0, then ri = max
1≤j≤K
rj(Cj), (8a)
1The minmax fairness is not well studied in the literature but one can map
the maxmin fairness studies into the minmax fairness for minimization prob-
lem. The convexity properties required becomes concavity, Schur convexity,
sub-stochastic ordering, etc.4
and if
  
Ci
λ(x,y)dxdy = 0, then ri ≤ max
1≤j≤K
rj(Cj).
As in our case we consider that the area of each cell is non-
zero and the distribution of the mobile terminals within each
cell is positive, then the equilibrium situation will be given
by
r1 = r2 = ... = rK.
To understand this equilibrium situation, consider as an exam-
ple the case of two base stations BSi and BSj. Assume that
one of the base stations BSi offer more rate than the other
base station BSj, then the mobiles served by BSj will have
an incentive to be served by base station BSi. Notice that the
terms inside the integral of equation (7) are all positive. Then
the rate transmitted from base station depends inversely on the
quantity of mobiles inside the cell. It depends on the quantity
of mobiles through the size of the cell Ci and through the
density of mobiles inside the cell λ(x,y). As more mobile
terminals will try to connect to the base station BSi the rate
will diminish until arrive to the equilibrium where both base
stations will offer the same rate.
Let us denote by r to the rate offered by the base station
at equilibrium, i.e.,
r := r1 = r2 = ... = rK.
Then from equation (7)
Pi(Ci) =
r
Θ
  
Ci
σ2(R2 + d2
i(x,y))ξ/2λ(x,y)dxdy. (9)
We want to choose the optimal mobile assignment in order
to minimize the total power of the network under the con-
straint that the mobile terminals have an average throughput
of θ, i.e.,
Min
Ci
K  
i=1
Pi(Ci) (10)
Then our problem reads
(RF) Min
Ci
K  
i=1
  
Ci
σ
2(R
2 + d
2
i(x,y))
ξ/2λ(x,y)dxdy.
We will solve this problem in section VI.
B. Uplink Case
Consider the SINR density given by base station BSi
located at y as in Altman et al. [8]
SINRi(x) =
[R2 + (y − x)2]−ξ/2
 
D(R2 + (y − x)2)−ξ/2 + σ2
In this case, the authors of [8] considered a uniform
distribution of mobile terminals and a constant power. We
generalize their setting by considering a density of mobile
terminals λ(x) and a power given by Pi(x) in the one
dimensional case. Then the problem reads
SINRi(x) =
Pi(x)[R2 + (y − x)2]−ξ/2
 
D Pi(z)(R2 + (y − z)2)−ξ/2λ(z)dz + σ2 dx
This can be generalized to the two dimensional case
SINRi(x,y) =
Pi(x,y)(R2 + di(x,y)2)−ξ/2
Ptotal + σ2 dx,
where
Ptotal :=
  
D
(R
2 + di(x,y)
2)
−ξ/2λ(x,y)dxdy.
As we want to guarantee an average SNR of Θ(x,y) to a
mobile located at position (x,y) this condition is written as
Pi(x,y)(R2 + di(x,y)2)−ξ/2
Ptotal + σ2 dx ≥ Θ(x,y).
Then as the constraint will be reached it follows that
Pi(x,y) = Θ(x,y)(Ptotal + σ2)(R2 + di(x,y)2)+ξ/2.
And then our problem reads
Min
Ci
K  
i=1
  
Ci
Pi(x,y)λ(x,y)Θ(x,y)dxdy
We denote this problem as (UL) and replacing the power is
written as
Min
Ci
K X
i=1
ZZ
Ci
(Ptotal+σ
2)(R
2+di(x,y)
2)
ξ/2λ(x,y)Θ(x,y)dxdy
which is similar except by a constant to our problem (RF).
In order to solve the problem of the round robin scheduling
policy (RR), the fairness problem (FP), the rate fair allocation
policy (RF), and the uplink case (UL), we will make use of
Optimal Transport Theory. This theory has proven to be useful
on many economical context [10], [11], [12], as well as in
the road trafﬁc community [4], but to the best of the authors
knowledge it has never been used in the telecommunication
community.
III. BASICS IN OPTIMAL TRANSPORT THEORY
The theory of mass transportation, also called optimal
transport theory, goes back to the original works by Monge in
1781 [2], and later in 1942 by Kantorovich [3]. The original
problem of Monge can be interpreted as the question: “How
do you best move given piles of sand to ﬁll up given holes of
the same total volume?”. The general mathematical framework
to deal with this problem is a little technical but we encourage
to jump the details and to focus on the main ideas.
We ﬁrst consider a grid area network D in the one-
dimensional case. As an example, the function f(t) will
represent the proportion of how much sand is located at t
and we denote
dµ(t) := f(t)dt.5
The function g(s) will represent the proportion of how much
sand can be piled at location s and we denote
dν(s) := g(s)ds.
The function T (called transport map) is the function that
transfers sand from location s to location t. The condition
of conservation that the sand transfered is equal to the sand
received gives
 
A
g(y)dy =
 
{x:T(x)∈A}
f(x)dx
and we denote this condition T#µ = ν.
The original problem was to move piles of sand to holes,
Monge considered that the cost of moving sand ¯ c( , ) from
position x to position y depends on the distance, i.e., ¯ c(x,y) =
c(|x−y|). Then the cost of moving sand ¯ c( , ) from position x
through T to its image position T(x) will be ¯ c(x,T(x)) =
c(|x − T(x)|). We consider the total cost over D. Then
Monge’s problem is
Min
 
D
c(|x − T(x)|)f(x)dx such that T#µ = ν.
The main difﬁculty in solving Monge’s problem is the
highly non-linear structure of the objective function. As an
example, consider the domain D = [0,2], the throughput from
the base stations located at position 1 to the mobile terminals
denoted µ = δ1 and the throughput of two mobile terminals
demanded to the base stations located at positions 0 and 2
denoted ν = 1
2δ0 + 1
2δ2. According to the formulation given
by Monge, there is no splitting of throughput so this problem
doesn’t have a transport map (see Fig. 1). We pointed out the
limitations of Monge’s problem that motivated Kantorovich
to consider another modelling of this problem in [3].
0 1 2
Fig. 1. Monge’s problem can not model a simple scenario of two mobile
terminals and one base station. Kantorovich’s problem however can model
very general scenarios.
Kantorovich noticed that the problem of transportation from
one location to another can be seen as “graphs” (called
transport plans) of functions in the product space (See Fig. 2).
Then Kantorovich’s problem is
Min
ψ∈Π(µ,ν)
  
D×D
c(x,y)dψ(x,y)
a b
c d
c
c
d
d
a
a
b
b
Fig. 2. Kantorovich considered “graphs” where the projection in the ﬁrst
axis coincide with the mobile terminal position (MT1 = 3.5, MT2 = 5 and
MT3 = 6.5) and the second axis coincides with the base station position
(BS1 = 4 and BS2 = 6).
where Π(µ,ν) = {ψ : π1#ψ = µ and π2#ψ = ν} is
denoted the ensemble of transport plans ψ, π1(x,y) stands
for the projection on the ﬁrst axis x, and π2(x,y) stands for
the projection on the second axis y.
The relationship between Monge and Kantorovich problems
is that every transport map T of Monge’s problem determines
a transport plan ψ = (Id × T) in Kantorovich’s problem
with the same cost (Id denotes the identity). However, Kan-
torovich’s problem consider more functions than the ones
coming from Monge’s problem, so we can choose from a
bigger set Π(µ,ν). Then every solution of Kantorovich’s
problem is a lower bound to Monge’s problem, i.e.,
Min
ψ∈Π(µ,ν)
  
D×D
c(x,y)dψ(x,y) ≤
≤ Min
T#µ=ν
 
D
c(|x − T(x)|)f(x)dx.
We denote when it exists
Mp(µ,ν) :=
 
Min
T#µ=ν
 
D
|x − T(x)|p f(x)dx
 1/p
and Wp(µ,ν) :=
 
Min
ψ∈Π(µ,ν)
  
D×D
|x − y|p dψ(x,y)
 1/p
.
We are now ready to give a result on existence and uniqueness
of the transport plan.
Theorem 3.1 (Existence and uniqueness): Consider the
cost function c(|x−y|) = |x−y|p. Let µ and ν be probability
measures in D and ﬁx p ≥ 1. We assume that µ can be
written2 as dµ = f(x)dx. Then the optimal value of Monge’s
problem coincides with the optimal value of Kantorovich’s
problem, i.e., Mp(µ,ν) = Wp(µ,ν) and there exists an
optimal transport map from µ to ν, which is also unique
almost everywhere if p > 1.
Since the problem is a linear optimization problem under
linear constraints we look at the dual formulation of Kan-
torovich’s relaxation problem:
2The exact condition is that µ is absolutely continuous with respect to the
Lebesgue measure Ld where d is the dimension of the space.6
Theorem 3.2 (Dual formulation): For µ and ν probability
measures in D, the following equality holds:
W p
p (µ,ν) = sup
  
D
u dµ +
 
D
v dν
 
such that
 
u ∈ L1
µ,v ∈ L1
ν
u(x) + v(y) ≤ |x − y|p µ and ν almost everywhere
where u ∈ L
1
µ means that
 
D
u(x)f(x)dx < +∞
and similarly for v ∈ L1
ν. Moreover, there exists an optimal
pair (u,v) for this dual formulation.
Remark 3.1: In the particular case when ν =
 
i∈N biδyi
is a sum of dirac measure the dual formulation reads
W
p
p
 
µ,
 
i∈N
biδyi
 
= sup
  
D
udµ +
 
i∈N
biv(yi)
 
 
u ∈ L1
µ(D),v ∈ L1
ν(D)
u(x) + v(yi) ≤ |x − yi|p for µ-a.e. x and every i ∈ N.
Remark 3.2: In the particular case when µ can be written
as dµ = f(x)dx and ν =
 
i∈N biδyi any transport map T is
associated to a partition (Bi)i∈N of D satisfying µ(Bi) = bi.
As (Bi)i∈N is a partition, x belongs to some element of the
partition Bj and then we associate it to yj, i.e., T(x) = yj.
Thanks to optimal transport theory we are able to charac-
terize the partitions on very general settings. For doing so,
consider locations (x1,y1)...,(xK,yK), the Euclidean dis-
tance di(x,y) =
 
(x − xi)2 + (y − yi)2, and F a continuous
function.
Theorem 3.3: Consider the problem (P1)
Min
Ci
K X
i=1
ZZ
Ci
»
F(di(x,y)) + si
„ZZ
Ci
λ(ω,z)dω dz
«–
λ(x,y)dx dy,
where Ci is the cell partition of D. Suppose that si are contin-
uously differentiable, non-decreasing, and convex functions.
The problem (P1) admits a solution that veriﬁes
(S1)



Ci = {x : F(di(x,y)) + si(Ni) + Ni   s′
i(Ni) ≤
≤ F(dj(x,y)) + sj(Nj) + Nj   s′
j(Nj)}
Ni =
  
Ci λ(ω,z)dωdz.
Theorem 3.4: Consider the problem (P2)
Min
Ci
K X
i=1
ZZ
Ci
»
F(di(x,y)) · mi
„ZZ
Ci
λ(ω,z)dω dz
«–
λ(x,y)dxdy
where Ci is the cell partition of D. Suppose that mi are
derivable. The problem (P2) admits a solution that veriﬁes
(S2)

  
  
Ci = {x : mi(Ni)F(di(x,y))λ(x,y) + Ui(x,y) ≤
≤ mj(Nj)F(dj(x,y))λ(x,y) + Uj(x,y)}
Ui = m′
i(Ni)
  
Ci F(di(x,y))λ(x,y)dxdy
Ni =
  
Ci λ(ω,z)dω dz.
Notice that in problem (P1) if the functions si ≡ 0 the
solution of the system (S1) becomes the well known Voronoi
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Fig. 3. Interference as a function of location of mobile
terminals when BS1 is at position 0 (solid line) and BS2
at −10 (dashed line).
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Fig. 4. SINR as a function of location of mobile terminals
when BS1 is at position 0 (solid line) and BS2 at −10
(dashed line).
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Fig. 5. Zoom of the SINR as a function of the location of mobile terminals
when BS1 is at position 0 (solid line) and BS2 is at position −10 (dashed
line). The best equilibria is eq1 = −4.68 with SINR value of 0.0025.
cells. In problem (P2) if we have that the functions hi ≡ 1
we ﬁnd again the Voronoi cells. However in all the other cases
the Voronoi conﬁguration is not optimal.
IV. ROUND ROBIN SCHEDULING POLICY
We assume that a service provider wants to minimize the
total power of the network while maintaining a certain average
throughput of θ to each mobile terminal of the system using
the round robin scheduling policy given by problem (RR)
Min
Ci
K  
i=1
  
Ci
σ
2(R
2 + di(x,y)
2)
ξ/2(2
Niθ − 1)λ(x,y)dxdy.
We see that this problem is an optimal transportation7
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BE : Cell Boundaries when BS1 is at 0 vs position of BS2
Fig. 6. Best Equilibrium: Thresholds determining the cell
boundaries (vertical axis) as a function of the location of BS2
for BS1 at position 0.
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WE : Cell Boundaries when BS1 is at 0 vs position of BS2
Fig. 7. Worst Equilibrium: Thresholds determining the cell
boundaries (vertical axis) that give the worst equilibrium in
terms of the SINR as a function of the location of BS2 for
BS1 at position 0.
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BE : Cell Boundaries when BS1 is at 0 vs position of BS2
Fig. 8. Non-Homogeneous case: Thresholds determining
the cell boundaries (vertical axis) of the best equilibrium in
terms of the SINR as a function of the location of BS2 for
BS1 at position 0 when we consider a distribution given by
λ(x) = (L − x)/2L2.
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Cell Boundaries with uniform distribution
Fig. 9. Several BSs: Threshold determining the cell bound-
aries as a function of the location of BS3 for BS1 = −10
and BS2 = 10
Fig. 10. 2D case: Cell boundaries of the best equilibrium
with uniform distribution of users.
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Fig. 11. 2D case: Cell contours of the best equilibrium with
uniform distribution of users.
Fig. 12. 2D Non-Homogeneous case: Cell boundaries of the
best equilibrium with non-homogeneous distribution of users.
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Fig. 13. 2D Non-Homogeneous : Cell contours of the best
equilibrium with non-homogeneous distribution of users.8
problem (P1) with cost function given by
F(di(x,y)) = σ2(R2 + di(x,y)2)ξ/2
mi(x,y) = (2Niθ − 1)
Proposition.- There exist a unique optimum given by
Ci =
 
x ∈ D : di(x0,y0)p + hi(Ni) + Nih′
i(Ni)
≤ d[(x0,y0),(xj,yj)]
p + kj(Nj) + Njk
′
j(Nj) ∀j  = i
 
Ni =
  
Ci
λ(x0,y0)dx0 dy0
Proof.- See Appendix A.
Example.- Consider a network of N = 2500 mobile
terminals distributed according to λ(x) in [0,L] (for example,
with L = 5.6 miles for WiMaX radius cell). We consider two
base stations at position BS1 = 0 and BS2 = L and the high
of the base stations is scaled to be R = 1. Then the system
of equations is reduced to ﬁnd x such that:
(2N1θ − 1)(1 + x2)λ(x) + 2N1θθlog2
 
x +
x3
3
 
= (2
N2θ − 1)(1 + (1 − x)
2)λ(x)+
2N2θθ log2
 
4
3
− 2x + x2 −
x3
3
 
This is a ﬁxed point equation on x since N1, N2 and λ depend
on x. When mobile terminals are distributed uniformly, the
optimal solution is given by [0,1/2) and [1/2,1], which is
the case of Voronoi cells and the number of mobile terminals
connected to each base station is equal and given by N1 =
N2 = 1250. However when the distribution of mobile termi-
nals is increasingly more concentrated at location L, given
by λ(x) = 2x, the optimal solution is given by [0,q) and
[q,1] with q = 0.6027 and the quantity of mobile terminals
connecting to BS1 is equal to N1 = 908 and the quantity of
mobile terminals connecting to BS2 is equal to N2 = 1592
(See Fig. 14).
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Fig. 14. Example: equilibrium when then distribution of mobile terminals
is given by λ(x) = 2x in the interval [0,L]. and the positions of the base
stations are BS1 = 0 and BS2 = L.
Penalization function As an illustration example, suppose
that on the network D = [0,1] there are two base stations
at coordinates x1 = 1/4 and x2 = 3/4. Assume that mobile
terminals are uniformly distributed, and consider the case
when ξ = 2.
Suppose the ﬁrst base station can handle more downlink
demand than the second one, as for example the ﬁrst base
station uses a IEEE 802.16 (WiMaX) technology while the
second one uses UMTS technology, so that the penalization
cost are
h1(t) = t and h2(t) = (1 + ε)t.
Then the optimum cell conﬁguration (C∗
1,C∗
2) is given by
C∗
1 = [0,λ∗
ε[, C∗
2 =]λ∗
ε,1] with λ∗
ε =
1
2
+
ε
5 + 2ε
,
whereas the equilibrium cell conﬁguration (CE
1 ,CE
2 ) will be
CE
1 = [0,λE
ε [, CE
2 =]λE
ε ,1] with
λE
ε =
1
2
+
ε
6 + 2ε
≤ λ∗
ε.
V. FAIRNESS PROBLEM
As we mention in section II the solution given by previous
section IV is optimal but may not be fair to all the mobile
terminals since it will give higher throughput to the mobile
terminals that are near the base stations.
To deal with this problem we considered the fairness
problem given by
Min
K  
i=1
  
Ci
1
γ − 1
 
σ2(R2 + di(x,y)2)ξ/2
 γ−1
(2Niθ − 1)γ−1λ(x,y)dxdy.
As we can see this is also an optimal transportation prob-
lem (P1) where the functions considered in this setting are
given by
F(di(x,y)) =
1
γ − 1
 
σ
2(R
2 + di(x,y)
2)
ξ/2
 γ−1
mi(x,y) = (2
Niθ − 1)
γ−1
Using Theorem 3.3 we are able to characterize the optimal
cells for any γ considered.
VI. RATE FAIR ALLOCATION POLICY
In this framework we give the possibility to mobile ter-
minals to connect to the base station they prefer in order
to minimize their power cost function while maintaining an
average throughput of θ. This is the reason why we denote
this type of network as hybrid network.
As we saw this problem is equivalent to
(RF) Min
Ci
K  
i=1
  
Ci
σ2(R2 + d2
i(x,y))ξ/2λ(x,y)dxdy.
Notice that this problem is equivalent to (P1) where the
functions si ≡ 1 The problem has then a solution given by9
Proposition.- There exist a unique optimum given by
Ci =
 
x ∈ D : σ2(R2 + d2
i(x0,y0))ξ/2
≤ σ2(R2 + d2
j(x0,y0))ξ/2 ∀j  = i
 
Ni =
  
Ci
λ(x0,y0)dx0 dy0
which is the Voronoi cells.
VII. UPLINK CASE
As we examinate in section II this is the same problem that
was analyzed in section VI except by a constant. Here the
problem will be just replacing (R2 +d2
i(x,y))ξ/2 by (Ptot +
σ2)(R2 + d2
i(x,y))ξ/2θ and the solution follows.
VIII. VALIDATION OF OUR THEORETICAL MODEL
A. One-dimensional case: Uniform distribution of users
We ﬁrst consider the one-dimensional case and we consider
a uniform distribution of users in the interval [−L,L]. We
set L = 10 and the noise parameter σ = 0.3. We ﬁx one
base station BS2 at position 0 and we move the other base
station BS1. We consider the path loss exponent of ξ = 2.
In the SINR-association game we found two pure equilib-
ria: the best equilibria at position eq1 = −4.68 with SINR
value of 2.5×10−3 and the worst equilibria at position eq2 =
78.69 with SINR value of 1.4769×10−9. It is known than any
other mixed equilibria will give lower values of SINR. From
now on we will only be interested in the best equilibrium. See
Fig. 6 and Fig. 7.
We found that even in the one-dimensional case, the results
of [8] are not-valid, the cells are convex and monotone inside
the network.
B. One-dimensional case: Non-uniform distribution of users
In this case we consider a non-uniform distribution of users
λ(x) = (L − x)/L2 under the same setting as in VIII-A. we
found again that the cells are convex and monotone inside the
network.
C. Two-dimensional case: Uniform distribution of users
We consider the two-dimensional case and we consider a
uniform distribution of users in the square [−L,L]×[−L,L].
We set L = 10 and the noise parameter σ = 0.3. We set ﬁve
base stations at positions BS1 = (−L + 1,−L + 1), BS2 =
(L−1,−L+1), BS3 = (−L+1,L−1), BS4 = (L−1,L−1),
and BS5 = 0. Numerically we observe again that the cells are
convex and monotone inside the domain. See Fig. 11
D. Two-dimensional case: Non-uniform distribution of users
We consider the two-dimensional case and this
time we consider a non-uniform distribution of
users in the square [−L,L] × [−L,L] given by
λ(x,y) = (L2 − (x2 + y2))/K where K is a normalization
factor. This situation can be interpreted as the situation when
mobile terminals are more concentrated in the center and
less concentrated in suburban areas as in Paris, New York or
London. We observe that the cell size of the base station BS5
at the center is smaller than the others at the suburban areas.
This can be explained by the fact that as the density of users
is more concentrated in the center the interference is greater
in the center than in the suburban areas and then the SINR
is smaller in the center. However the quantity of users is
greater than in the suburban areas (See Fig. 13).
IX. CONCLUSIONS
We have proposed a new approach using optimal transport
theory for mobile association and we have been able to
completely characterize this mobile association under different
policies in both uplink and downlink cases.
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