Abstract. The degree of convergence of best approximation by piecewise polynomial and spline functions of fixed degree is analyzed via certain /"-spaces Ng'" (introduced for this purpose in [2]). We obtain two o-results and use pairs of inequalities of Bernstein-and Jackson-type to prove several direct and converse theorems. For/in Ng'" we define a derivative D"-'f in V, a = (n + p~l)~x, which agrees with D"ffot smooth/, and prove several properties of D"'".
1. Introduction and summary of results. In this paper we prove direct and converse theorems for piecewise polynomial and spline approximation, of fixed degree, on optimal meshes in the Lp-norm, 1 < p < oo. There exists an intimate relationship between this problem and certain /"-spaces Ng,n. These were first introduced, in this connection, by Burchard and Hale [2] , who established direct theorems of the 0(k~")-)and. Here, k is the order of the mesh, and n -1 the degree of the polynomial segments. In the present paper, we further analyze the spaces Ng,n. We obtain two direct "o" theorems (o(k~n) and o(k~n+x) resp.), as well as other direct and converse theorems, some of which give necessary and sufficient conditions for the degree of convergence 0(k~e) with 0 < 0 < n (the suboptimal case) or n -1 < 0 (n > 2). For 9 = n = 1 (the optimal case) direct and converse theorems do not yet match up, except forp = oo, a problem solved by J. P. Kahane.
We mention that the o(fc-n+I)-result amounts to a significant weakening of the hypothesis in a theorem of Freud and Popov, which in turn is an improved extension of a theorem of Korneicuk [9] . Our o(k~")-theoxem shows, roughly speaking, if D"~xf EB\ and D"~xf is a singular function, then/ can be approximated more rapidly by piecewise solutions s of D"s = 0 than / with D"~xf E AC, D"f^ 0 (for o < 1, a = (n + p-')"1) in 1/ on a bounded interval. The converse, with accompanying direct, theorems depend on pairs of inequalities of the Bernstein-and Jackson-types. Our results are analogous to the general approximation theorems proved by Butzer and Scherer [4] for the case of linear approximation in £-spaces, cf. their paper for the history of these methods. We obtain characterizations of Steckin-type and in terms of the Peetre £-functional, the latter result being analogous to the classical Bernstein theorem. However, a Zamansky-type characterization seems to fail, due to the nonlinearity of the approximating classes. Finally, we prove a thoerem on asymptotically optimal knot distributions.
Taking together the results of [2] and of the present paper the significance of the spaces Ng'" for our problem appears to be established. It remains to learn more about the local properties of the functions in these spaces. We can define a derivative D"-°f for / in Ng,n ( §5). This agrees with D"f if Dn~xf E AC, and in general is an element of L°, a < 1. Only for a = 1 (p = oo, n -1) is the relationship clear: D '•'/ = £»/and N^0,1 = AC. In this case also N^-1 c N00,1 = C n BV. This case was solved by J. P. Kahane [10] . We conjecture that Ng,n c W in general. However (see below for the definition of £,,"(/, *)),1>y [2] f E W+x=>supk'>+xEp,n+x(f, k) < oo, k while for 9 > 0 we show in this paper sup k"+%,n+x(f, *) < oo =*/ G Ng-".
In particular, then, N^""1"1 c Ng'", so there are no "large" gaps. Actually our result ( §4) is slightly sharper: 2*-I|>"3v.+i (/, *)]"< oo =>/ G Ng'", k while ( §2) fE^^limknEPtn+x(f,k) = 0.
k We prove that this persists for approximation by splines with simple knots. This in conjunction with our result that D"~xf E BV implies / G Ng'" for a < 1 ( §3) gives our improvement of the Korneicuk-Freud-Popov theorem. Next we list the principal notations and definitions as well as those results of [2] that are needed in this paper. For further details, cf. [2] , which also contains more about the history of the problem.
Notation. By "interval" we (usually) mean a bounded open interval. Let (a, b) be an interval. A mesh u on (a, b) is of the form u -(«0,..., uk), a = m0 < • • • < uk = b. If the inequalities are strict, « is apartition.
It is convenient to also consider a mesh as a collection of intervals. Thus, I Eu will always mean that / is one of the intervals (u¡_x, u¡), i = 1,... ,k. We write #u = k for the order, X(ü) = max¡(u¡ -«,_,) for the mesh-size of u. Let «bea positive integer. P"(u) (resp. S"(u)) is the collection of (real) piecewise polynomials (resp. splines) of degree (at most) n -1 on the mesh u. More precisely, s E P"(u) iff D"(s\i) = 0 when I E u, while í G S"(u) iff s E P"(u) and D"~m~xs is continuous near u¡, if u¡ is repeated exactly m times in u. For a given interval (a, b) let ttk (resp. 77¿) denote the collection of all meshes (resp. partitions) of order k on (a, A). Let Pk = Uue"kPn(u), Sk " U ,eflS"(«) and S£-x = U "^"(w).
The members of S£x are splines with simple knots. Observe that Sk' CS/C /"* C S^(jt_i)+iC S"k. (If j G P"(w) is usually does not matter which values are assigned to s(u¡). But it should be clear what is meant by "s is continuous at the knots" etc.)
Henceforth, fix an interval (a, A). If there is a need to vary (a, b) we shall say so. By V, or V(a, A) if necessary, denote the usual (real) Lebesgue spaces on the interval (a, A) for 0 < p < oo. It will be convenient to write X*", or Xp(a, A), for 1/ when 1 < p < oo, and to let Xo0 = C[a, A]. If/ G I/, u a mesh on (a, A) and k a positive integer let Epn(f, u) (resp. Epn(f, k), Ep\"(f, k)) denote the IAdistance of/from P"(u) (resp. /£, S£-x). In particular, Epn(f, I) is simply the 1/(Z)-distance of/from the polynomials of degree n -I. For 0 < t < oo and u ranging over all meshes on (a, b) let
In the last equation it clearly suffices to consider partitions. Let o = o{p,n) = {n + p-1)"1. We abbreviate B"<J, u) = B,"(J, ")> *,,"(/) -*",",. 1.1 Definition [2] . Let Np-" denote the collection of elements f of \p such that Npn(f) < oo. We equip W with the norm
So equipped W is an F-space.
For basic facts regarding /-spaces see [8, pp. 51 ff]. One verifies without difficulty that W'" is a linear subspace of X', p(/, g) = \f -g\ps defines an invariant metric on N*" under which N*" is a complete metric topological vector space. In fact for t < 1, in particular for r = o, all the functionals Bp,nA'>u\ Bp,nA')> NpA') satisfy the triangle inequality. They are also (positively) homogeneous of degree t (resp. <j).
1.2 Remark. The topology on N',B is stronger than the relative topology inherited from X'.
Given an open interval / (bounded or not) denote by LUoc (resp. AC, BV, BV|0C, W"'1, W-Uoc) the collection of real Borel functions on / which are locally (i.e. on each compact subinterval) integrable (resp. absolutely continuous, of bounded variation, locally in BV, possess an absolutely continuous (n -l)st derivative, are locally in W"'1). We use freely the symbol D"f to denote the «th distribution derivative of /; thus, / G W"-1 iff D"f E V;
f E BV iff Df is a bounded Radon measure; etc. Functions which agree a.e.
are usually identified. It is shown in [2] that W"-1 c N''". Accordingly, we make the following definition.
1.3 Definition [2] . Let Ng-" denote the closure ofW-x in Np-n. Thus, Ng-" is an F-space under the norm \ • \pn.
We do not know if Ng,n is a proper subspace of N*'" (except when 0=1, i.e., p = oo, n = 1, see below). By 3.3 Ng'" is not locally convex for a < 1. The following summarizes the main results of [2] .
If either f E W"'1 or f E X' with f E W"'Uoc and \D"f\ has a locally integrable majorant in L° which is monotone near a and near b then f E Ng'" and h,n (/) -CIWII-» <*. = Ep.n ( t£ » (0. I))-For f to be in W>" it is sufficient that D"~xf G BV n X'.
It is shown below ( §3), if o < 1 and Dn~xf E BV then/ G Ng'". For o = 1, however, Ng0'1 = W1'1 c N00'1 = X" n BV. We shall frequently need the following basic lemma, which is essentially Lemma 2.6 of [2] . We may omit the proof.
1.5 Lemma. For every f in Ng'" and positive e there is a positive 8 such that for all partitions u on (a, b) with X(u) < 8 there is s in S"+X(u) with \f -s\pn < e.
We conclude this section by giving a sharper form to some remarks in [2] on the relationship between the asymptotic behavior of Ep"(f, k) as k -* oo and that of corresponding quantities for spline approximation, of which the most interesting one is Epn(f, k). The result, apparently part of the folklore, is that these agree, essentially. The method of proof is that of "pulling apart knots", based on a result of de Boor [5] , of which we need the following slight extension.
1.6 Theorem. For x, t G R let g(x, t) = (x -OV1-For a mesn w = (w0, . . . ,wn) with w0 < wn on R we define the normalized B-spline vn(w; t) = g(wx, ...,wn;t)-g(wty>..., *■"_,; /) in terms of divided differences (well-defined via the familiar integral formula). Ifwo < wn-i and wi < w"> then v" is a jointly continuous function of its n + 2 arguments in a neighborhood of w [5] . On the set of those w for which w0 < w" the map w \-* vn(w; • ) is still a continuous map into If (a, A), 1 < p < oo.
Proof. For the first part of the theorem, see [5] . Proof. Suppose j g P"(u), #u = k, l<p<co (the proof forp = oo is similar). Construct a mesh v = (vx,..., vK), such that each distinct interior knot of u occurs n times in v. In addition, let v have n knots to the left of a and « knots to the right of A. Let ^,(0 = vn(v¡, p,+1,..., v¡+"; t), i = 0,..., K -n. Then it is known that s has a unique representation s = -ü\vn,¡ [13] . Select a sequence of partitions wm = (w?,..., w%) such that 2. In this section we show that EPt"+x(f, k) = a(k~n) iff E Ng-". By 1.9 the same result follows for Ep\n+X(f, k). Freud and Popov [9] showed this under the much stronger hypothesis that / G W"-1 with D"~lf satisfying an X'-Zygmund condition. More on this in §3. 2.1 Remark. We are interested in properties of Bp"T(f). As a function of the interval (a, b), Bp"tT(f)(ab) is additive in this sense: If a < ß < y and / G Xp(a, y) then Bp,n,rU)(a,y) ~ Bp,n,rU\a,ß) + ^.«.t(/)(/S,y).
Let us again consider a fixed interval (a, b) and let 1 < p < oo. Trivially, Bp,nj)(f) = 0 for/ in X'. Also, for 1 < p < oo, Bp"T(f) is a nonincreasing function of t. This follows from [ If BP,n,Áf) < °°> tnen> using (2.1)' it follows that Bpnj¡if) = 0. We have shown
This makes it an interesting problem to seek to determine rpn(f). If / G W,n then obviously rpn(f) < o(p, n) < 1. One might conjecture that this holds for all/in X'. If/' G P£ n X* then rpn(f) = 0:
Proof. If / is an interval, u a mesh we abbreviate The lemma follows now from (2.1). □ The next result has several interesting consequences, cf. 2.9, 5.6. Proof. Since o < 1, the functional Bpn+Xa(-) is a seminorm ( §1), which is trivially majorized by Bpn(-) = Bpna(-). By 1.5 we can find a sequence (sm)m where sm G S£+w such'that Np"(f -im)->0 (w -» oo). By 2.2 Bpn+Xa(sm) = 0 (all m). Thus for m = 1, 2,.'. .,
N^"4"1 (shown to be contained in Nfr" in §4).
Next, we see how BpnT(f) relates to the asymptotic behavior of Ep"(f, k). [2] . // u is any mesh on (a, b), or a subinterval, let
Definition
If no confusion can arise we let p(u) = Ppn(u,f). We say u is Ep "-balanced for fin X" ///£","(/, /) = p(u)for all I E u.
Given p and n, it was shown in [2] that for each / in X' and each positive integer k there is an ^"-balanced mesh uk with #uk = k and that lim^,,,, p(uk) = 0. This is used frequently in the sequel. 
with equality iffu is Ep "-balanced for f
The proof is an application of Holder's inequality. The special case t = a(p,ri), 9 = n, is in [2] .
2.6 Theorem. Letf E Xp. Then for p, n, t, 9 as in 2.5 lims*pkeEp>n(f,k)<Bp^U)X/r. 
In particular Bp¡n(f) = hxn^^B^if, u)forf E Ng-n. Korneicuk's theorem asserts (2.5) for/ G Lip,, p = oo, n = 1. Freud and Popov proved (2.5) for general p, n, f E W1,1 with Z)"-1/ satisfying an X'-Zygmund condition [9] . By 1.3 W"-1 c Ng-n (" = " forp = oo, n = 1) hence the Zygmund condition can be removed. For o < 1 it is clear from 1.4 that Ng'n is much larger than W1,1. In the next section this becomes more evident, cf. 3.4f.
We remark that a different and slightly more constructive proof of 2.9 can be given by first approximating/in the metric of N*" by suitable 5 in S/1"1"1,1, I = [(k + l)/2], and then finding an ^"-balanced approximation s in P," for f -s (in the X^-metric). After that one "pulls apart" the knots of s + s, considered as element of Sk¿l X). For the proof we need the following result. This has to do with "relative completion", cf. Butzer and Nessel [3] for this concept and for similar results. Our statement makes explicit reference to approximation via convolution with an approximate identity since this is convenient for the application to be made. We may omit the proof which is along standard lines. V(f)¡ denotes the total variation of /on the interval £ We conjecture that no such result can hold for all /in Ng'". In this connection the following result is of interest. This also depends on Proposition 5.1 below. /// G Nfrn(T), the map f-»/, = f(--t) is continuous fromTtoNp'"(T),and f * <t> -f /,<*>(') dt JT exists as an Xp(T)-valued Riemann integral. Yet, for some f in Ng,n(7'), / * <f> does not exist as an Ng'" ( T)-valued Riemann integral, no sequence of Riemann sums for f * <b with mesh-size tending to zero converges in Ng,n(7") and F = {/,: t E T), though compact, does not have a relatively compact convex hull in Ng,n(7'). It follows that Ng,n(r) is not locally convex. which is impossible since the distribution derivative (D"f) * <p is a positive measure (in fact C00) on (-n-+ 0.1, -0.1). The special Riemann-sums R(u) with t, so chosen that í¡<j>(t) dt = <b(tj)X(I) axe in the convex hull c\(F) of /, and therefore cv(F) cannot be relatively compact. It follows that Ng,n(r) is not locally convex [8] . □ It is remarkable that the preceding proof does not depend on the failure of L° to be locally convex. This fact does imply, however, that Dn'° does not have a continuous linear right inverse, i.e., ker D"° = {/ G Ng,n: Bpn(f) = 0} is not complemented in Ng'". It follows from the Baire category theorem that the map fr^f*<b is continuous from LX(T) to Ng,n(r), hence from Ng'"(7) to Ng^r). This follows immediately from 1.9, 2.9 and the preceding result. Corollary 3.4 lends further emphasis to the fact that 2.9 is a considerable improvement of the Korneicuk-Freud-Popov theorem, cf. remarks following 2.9. The result in 3. We omit the proof. The result corresponding to (3.6) in [2] had only " > ", but in fact " = " can be shown. and then V*(f) < oo implies / is constant, or (3.9) is false; but then V*(f)< oo iff V(f) < oo, for/in X00. Finally, it is clear from (3.7) that N00'1 = BV n X00 and N^'1 = AC If this case is typical we conjecture that W is the relative completion of Ng'" in X', cf. 3.2 and the remark preceding it (however, for o < 1, Ng'" is not a £-space). It is easy to see that the relative completion of Ng'" in Xp is included in N*". 4 . In this section we prove degree of approximation theorems of the type established by Butzer and Scherer [4] in the context of linear approximation in Banach spaces, and analogous to classical results of Jackson, Bernstein and Steckin. A Zamansky-type result, as contained in [4] , appears to fail due to the nonlinearity of the approximating classes Pk. The proofs depend on pairs of inequalities of the Bernstein-and Jackson-types, as in [4] . The method of "pulling apart knots," cf. 1.7 and 1.8, and a Bernstein-type inequality also give the result that for/ to be an element of Ng-" it suffices that/ G Ng'" (7) for each interval / of a partition on (a, b), and that/ G Xe0 in casep = oo.
The next three lemmas establish inequalities of the Bernstein-type. Here N''" acts as the "smooth" space. By hypothesis, this shows that / is the W'"-limit of the sequence (s1),. It suffices, therefore, to show that s' E Ng-", / = 1, 2 .... Since s'\¡ -sj 6 W"''(^), this reduces the proof of the theorem to the case that/ G Pk + X n X*, for some *. Let us assume this is so. By 1.7 we can find a sequence (f")m in S;(:i-!) C Ng-" such that limffl^J|/ -f"\\p = 0. Notice that
Hence by 4.3 NpMm-f) < 2[2*(/t + I)]!/"1 -/'|£.
We have shown that (/m)m is Cauchy in Ng'". By 1.2 this implies that /is the limit in Ng-" of the sequence (f")m, thus/ G Ng-". □ It is natural to expect that Ng'" should possess the property expressed in 4.5 in view of its relationship to piecewise polynomial approximation. If fact 4.5 enters in an essential way into the proof of the next result.
4.6 Remark. Lemmas 4.1, 4.2, 4.3 have the form of Bernstein's inequality, if we consider Np"(s), or ||£"j||0, as a measure of smoothness of s. In complete analogy with the framework described by Butzer and Scherer [4] , the inequalities of 4.1 and 4.3 (not 4.2) can be paired with inequalities of Jackson's type.
These follow from 1.4:
for / in Np,n, the second inequality following trivially from the first. Next we obtain a characterization of Steckin-type from inequalities 4.3 and (4.3).
Existence of best approximations in P£+l for /in X' is shown in [2] (* = 1, 2,...). Given p and n with 1 < p < oo we select sk(f) in £*"+1 (c X') such that (4.4) Ep¡n+X(f, k) = ||/-sk(f)\\p, K p < oo. Forp = oo we choose sk(f) in P/t"+I n Xo0 by 1.8 such that (4) (5) ¿Wi(/,*) < II/" **(/)IL < 2*Wh(/,*)•
In either case we observe that í¿(/) G Ng'" by 4.5. For a real sequence (cA)A we employ the notation ||cj|(i)? for the /'-norm and we let for 1 < q < oo
kl«.f-(21ïl%lfJ .
while ||cJw.M = ||cA||Woo.
4.7 Theorem. Lei 0 = o(p, ri), 1 < q < ao, 9 > no. Iff E \p, the following are equivalent:
(4.6) \\k"Ep,n+x(f,k)\k).q<co, (4.7) / G Ng-" and \\k9-"°NpAf -**(/))«(«.,< 00, (i.e., (4.6) wjïA ? = 1, 9 = /ia), aw¿ (4.9) is sufficient for f to be in Ng,n.
Proof. Throughout the proof we write sk = sk(f). (4.6) => (4.8): Assume (4.6) holds. We first show this implies (4.9). By Holder's inequality, if l/q + l/q' = 1, then for ck = k»°Ep¡n+x(f, k)°2
TCk<\\k9-n°ck\\lkUq\\k"°-9\\lkU<.
Since \\k"a~9\\(k),q. < 00, this proves (4.9). We leave it to the reader to verify that for 1 < q < "00, 9 > 0 (and letting Ma denote, here and below, various relative constants) (4.10) ¡|2%fl+I(/, 2*n|(fc)?< Mo\k%,n+x(f, k)\kU.
For q = 1,9 = no this and (4.9) give This and 4.3 imply (observing s2*+i -skE P%ïA):
Npt"(s2^ -sk) < 2(2^2f\\s2^ -sk\\p <M22*"»{\\s2^-f\\;+\\sk-jX} < M32m""Ep<n+x(f,2m)''< M4NPt"(f-s2m.,).
From this we obtain (4. [4] in several details. The main difference is that in our case there does not appear to be an analog of inequality [4, (3.12) ]. We overcome this in part by our inequality (4.13), no analog of which occurs in [4] . However, it is for this reason that we are unable to prove a Zamanskytype characterization.
4.9 Remark. (4.14), and hence (4.15), is correct whenever sk E P£+x n Xp. This shows that (4.7) is also equivalent to (4.16): (4.16) for some sequence (sk)k, sk G P£+x n X*.
Next, we obtain several interesting corollaries. The proof of the last part is as in 4.9, noting that V(f) = \\Df\\x for/ in AC. We point out that 4.12 reduces the case of p = oo to that of p = 1. We can directly relate (4.26) to (4.6) for q = oo (not for 1 < q < oo). We thus obtain the following result. The proof follows from 4.7 and 4.12 (q = oo), noting o(oo, «) = l/n = a(l,n-1). We observe that Neo,n(f)<NXt".x(Df) for/G AC Thus, the implication (4.29) => (4.30) follows directly.
Next, we use the Peetre ^-functional to obtain a characterization analogous to the classical Bernstein theorem.
4.14 Definition. Let 1 < p < oo and n be a positive integer, o = o(p, n). If f EXp, 0 < t < oo, let £","(/,/) = inf{\\f-g\\p + tNp>n(g):gEW-"}.
This functional, if not a special case, is at least closely analogous to the .^-functional introduced by Peetre in the context of Banach spaces, cf. [4] for references.
We state the following theorem, omitting the proof, which is based on the Bernstein-type inequality 4.1 and the Jackson-type inequality (4.2), and which does not present any novel problems. We only consider the case q = oo. We add the following comments. Kpn(t,f) is analogous to a higher modulus of continuity. It is not hard to see that the following are equivalent for/ in X': (i) / is a polynomial of degree n -1 or less; (ii) Np^(f) = 0; (iii) Kpn(t,f) = 0 for some t in (0, oo); (iv) limt_0+t~xKPi"(t,f) = 0. Furthermore, if (4.32) holds with 9=1, then / G N*" (and conversely) and thus (4.31) holds with 9=1. The latter property implies, as in Bernstein's theorem, sup [t\logt\]~XK (t,f)< co, 0</<2-" which is, of course, weaker than (4.32) with 9=1.
4.16 Remark. Examples of functions in Xp\Np,n axe most easily constructed using (3.6), since it is shown in [2] that / G Np,n iff /EX' and BpAf) < °°-Thus> an example in [1] which is in W1>Uoc n L1 but has Il ¿/Il 1/2 = oo is in L1 \ N1'1. As shown in [7] , /(/) = |log(0|_I, belonging to X°°(0, i), has ||Z)2/||I/2 = oo hence is in Xo0 \ N00,2. The latter example has a monotone and negative second derivative.
5. In this section we consider the dependence of Bpn(f)(ab) on the interval (a, A). This quantity is of interest because of 1.4. Besides, it was shown in [2] that if/ G X', then/ G N*" iff Bpn(f) < oo. We now obtain a much sharper statement than Lemma 5.3. BpAsu(f) -*"(/*). ") < Bp,n+xAf «) + ^,+i,(/*, u) +»pAf-fk)-Combining these inequalities, vanish at a and take the value 1 at b. Furthermore Ppt"(uk,f) tends to zero, * -» oo, c/. 2.4, and as shown in [2] YxmJp,"{fiuk) = Bp,"(f)laM. 
