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Abstract 
Man is by nature a political animal. 
- Aristotle 
There are many examples of rare events in telecommunications systems , including 
buffer overflows in queueing systems , cycle slipping in phase-locked loops and the escape 
of adaptive equalizers from local (possibly incorrect) equilibria. In many cases, factors such 
as the high cost of the occurrence of these events mean that their statistics are of interest 
in spite of their rarity. The estimation of the statistics of these rare events via direct 
simulation is very time consuming, simply because of their rarity. In fact, the required 
simulation time can be so high as to make simulation not just difficult, but impossible. 
One technique that can be used to speed up simulations of rare events is importance 
sampling, in which the statistics of the event in which we are interested are inferred from 
the statistics (obtained by simulation) of some (less rare) event in a different system. 
Because the events are less rare, the simulation time is reduced. However, there remains 
the problem of maximizing the speedup to ensure that the simulation time is minimized. 
It has been shown previously that as the rarity of the events increases, large deviations 
theory can be used to create a simulation system that is optimal in the sense of minimizing 
the variance of a probability estimator in the simulation of a rare event. In this thesis, 
we extend these results , and also apply them to a number of specific applications for 
which we obtain analytic expressions for an asymptotically optimal simulation system. 
Examples studied include multiple-priority data streams and a number of queues with 
deterministic servers, which can be used in the modeling of asynchronous transfer mode 
(ATM) switches . In the case of buffer overflows in queueing systems, it will be shown that 
the required simulation time is reduced from being exponential in the buffer size for direct 
simulation , to being linear in the buffer size using the asymptotically optimal simulation 
III 
system, and that this holds even for relatively small buffer sizes. 
While much of the previous work on fast simulation of rare events has concentrated 
on the use of large deviations and expon-ential changes of measure, we look beyond this 
class, and show that it is possible to obtain larger increases in simulation speed, using, 
for example, the reverse-time model of the system being studied. In fact , it is possible to 
obtain an infinite speedup. However, doing this may require omniscience, i.e. effectively 
knowing the answer before we start. 
In addition to the investigation of methods for performing fast simulation, the rela-
tionship between optimal control, large deviations and reverse-time modeling is explored, 
with particular reference to rare events . It is shown that, in addition to the previously 
known relationship between optimal control and large deviations, a similar relationship 
exists between optimal control and reverse-time modeling, in which the trajectory defining 
the solution of the optimal control problem in which control energy is minimized defines 
the mean path of the reverse-time model of the process. 
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Preface 
Mankind always sets itself only such problems as it can solve; 
since, on looking at the matter more closely, it will always be found 
that the task itself arises only when the material conditions for its 
solution already exist or are at least in the process of formulation . 
- Karl Marx [2] . 
The estimation of the statistics of rare events via direct simulation is very costly, 
simply because of their rarity. In this thesis, we explore the use of importance sampling to 
perform fast simulations of such events, with particular reference to data communications 
systems. To a large extent, the work described follows on from that of Cottrell et al [3], 
and Parekh and Walrand [4] . The tools that will be applied include large deviations, 
optimal control and reverse-time modeling. The aim is to find a simulation system that 
will give the best estimate of the probability of a rare event for a given length simulation 
run , i.e. an "optimal" simulation system, or at least an approximation to this system. In 
most cases, we will in fact find a system that is asymptotically optimal in the limit as the 
events in question become infinitely rare. In addition to the results that relate directly to 
fast simulation, there will be some discussion of the relationship between the various tools 
used. 
After a brief motivation for the work described, Chapter 1 introduces the idea of 
importance sampling, and the general techniques used to estimate the statistics of rare 
events via simulation. This is followed in Chapter 2 by a summary of the large deviations 
theory used in the rest of the thesis, leading on to the principal results relating to rare 
event simulation and large deviations in Chapter 3. 
Later sections of Chapter 3 describe the first of the new results to be presented. The 
basic idea is that the Cramer transform of the jump distribution associated with a Markov 
VB 
chain can be used as the cost function in an optimal control problem whose solution 
describes the mean trajectory of a system that is asymptotically optimal for the simulation 
of rare events. This result is applied to a ~ariety of queueing systems, including a number 
with deterministic servers. 
In Chapter 4, we summarize the main results of Parekh and Walrand [4), which look at 
the distribution of the times between arrivals and services in queueing systems, rather than 
the jump distribution of an associated Markov chain. This is followed in Chapter 5 by a 
number of original extensions to this work. These include a more rigorous justification of a 
heuristic due to Borovkov used in the above work, and analytic expressions for the optimal 
simulation systems for a tandem network of GI/GI/l queues and Jackson network. 
Chapter 6 examines the use of reverse-time models in the simulation of rare events. 
It is shown that it is possible to obtain a larger speedup factor using reverse-time models 
than using large deviations. However, in many practical examples, this may require a 
certain degree of omniscience, to be characterized later. Finally, in Chaper 7, the relation-
ship between reverse-time models, optimal control and large deviations is discussed, with 
particular reference to diffusion processes and queueing networks. 
A number of simulations are presented in this thesis. Where this is done, we have' 
tried to do more than simply verify already-proved theorems, which would convey no 
information. Instead, we aim to use simulations to illuminate further these results, and to 
point towards possible further work. 
Summary of Original Contributions 
The following summarizes the original contributions of this thesis (the citations refer to 
places in which the author 's results described are published): 
• a new approach to the generation of asymptotically optimal simulation systems using 
optimal control [5, 6, 7]; 
• the extension of previous results for GI/GI/l queues to tandem networks of GI/GI/l 
queues [6, 8]; 
• the development of analytic formulae for a number of asymptotically optimal simu-
lation systems. Systems considered include [7, 8]: 
Jackson networks; 
a number of types of queue with deterministic servers; 
viii 
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queues with Markov-modulated arrival processes; 
queues with multiple-priority arrival processes; 
• the use of reverse-time models to create a fast simulation system with infinite 
speedup [9]; 
• the connection between the trajectories of reverse-time models and optimal con-
trol/large deviations [10]; 
While the quotations placed at the beginnings of chapters are often relevant to the 
contents of those chapters, and are hopefully illuminating in some way, their inclusion 
should not be taken as implying any endorsement of the views expressed therein by the 
present author. 
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Chapter 1 
Introduction 
Three hours a day will produce as much as a man ought to write. 
- Anthony Trollope [l1J. 
1.1 Motivation 
Rare events in data communications systems are typically of interest because they have 
some other property, such as a very high cost of occurrence, which makes them important in 
spite of their rarity. As will be seen later, some rare events are associated with undesirable 
behaviour , while others are associated with desirable behaviour. However, there are two 
factors that make the estimation of the statistics of rare events via direct simulation on a 
digital computer extremely costly: 
1. Simply because of their rarity, a large number of simulation steps will be required . 
2. The clock rate of a typical modern digital communications system is of the order of 
1010 operations per second. When simulating such a system, the effective clock rate 
of even a very fast digital computer is only of the order of 105 operations per second. 
The difficulty of estimating the statistics of rare events via simulation can be seen 
from the following simple example. Let A be a rare event , and P(A) be the probability 
that A occurs in a given one hour simulation run. An unbiased estimate for P(A) from N 
independent one hour runs is: 
1 N 
PtA) = - L: lAi 
N ;=1 
1 
(1.1) 
where lAi takes value 1 if A occurs in run number i, and 0 otherwise. The standard 
deviation a of this estimator is given by (see e.g. [3]): 
a= 
(1 - P(A)) P( A) 
N 
(1.2) 
Let us say that we wish to estimate P(A) to within 20%, with 95% confidence. If P(A) 
is 10-4 , then 106 hours of simulation time will be required. One million hours is approx-
imately 114 years and one month; in other words, if Mr Bell had started the simulation 
running when he invented his telephone in 1876, we would only just be getting the result 
now in 1990. If P( A) is 10-6 , 108 hours will be required. Now, 108 hours is approximately 
10,000 years, so if Moses had started the simulation on Mt Sinai , it would only be half 
finished. 
With these required simulation times, it is fair to say that simulation is not just difficult, 
but impossible. In digital computers , the effects of pseudo-random number generators can 
make simulation unreliable where a large number of calls to the pseudo-random number 
generator are in volved , even for simulations that may be feasible in terms of computer 
time, (see e.g. [12, 13].) In fact, the main conclusion of [13] is that the period of the 
pseudo-random number generatOl must be at least some multiple of the square of the 
number of samples required. It is not difficult to construct examples of, for example, 
queueing networks where this criterion requires periods in excess of 1030 . 
1.2 Rare Events 
The rare events studied in this project can be characterized by four properties: 
1. the recurrence times of the events are very large, i.e. they are "rare"; 
2. the events will occur at some time with probability 1; 
3. the events are caused by "malicious sequences" of events, rather than single ex-
tremely unlikely events l ; 
4. they have some other property, such as a very high cost, that causes their statistics 
to be of interest in spite of their rarity. 
1 For example, the event that an evenly weighted coin tosses 100 consecutive heads would qualify, but 
the event that a weighted coin, where the probability of throwing a head is 10-6 , comes up heads would 
not. 
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Examples of rare events in telecommunications include: 
• In a well-tuned phase-locked loop, cycle slipping (also known as "clicking") occurs 
only occasionally (see e.g. [14)) , i.e. the average frequency of such slips is much less 
than the loop bandwidth. Cycle slipping occurs when "adverse" noise sequences 
cause an unusually large error in the phase estimation . 
• In decision directed equalization, it is known [15] that an adaptive equalizer can 
stick at an incorrect equilibrium. The motion of the equalizer taps is such that they 
move around, driven by noise, in the vicinity of the incorrect equilibrium, i.e. it is 
to all intents and purposes a noisy equilibrium. Generally, after a very long time, 
the random tap motions will lead to the tap settings being sufficiently far from the 
incorrect equilibrium that they are captured by another equilibrium . 
• Because of the likelihood of multi-modal error surfaces in IIR adaptive parame-
ter estimators , it is not guaranteed that a gradient-descent algorithm will make the 
parameter estimates converge correctly for all initial conditions [16, 17, 18,19]. How-
ever, if the parameter estimates have converged to an incorrect value, corresponding 
to a stable equilibrium point on the error surface, escape is possible either due to 
the jiggling of parameters caused by the fact that the error is non-zero, or due to 
the presence of noise. Unfortunately, the expected escape time will, in general , be 
very large . 
• In a queueing system with finite buffers, some proportion of customers arriving at any 
queue is lost due to buffer overflows. While this number will be small in a properly 
dimensioned system, it is of interest because there is often a large cost associated 
with such a loss. However, the very rarity of the event of losing a customer makes 
direct simulation very costly in terms of computer time, if not impossible. For some 
simple systems , such as the MIMl1 queue, it is possible to calculate analytically 
the mean time between overflows, and simulation is unnecessary. However, for more 
complex systems , it is not generally possible to calculate the recurrence times of 
buffer overflows, and simulation is often used to estimate their statistics. It is this 
problem that provides the primary motivation for much of the work described in this 
thesis. 
The problem of buffer overflows in queueing networks is also useful as an example of 
the high cost of rare events . Let us say that the queueing system in question is being used 
3 
to model a computer network. In this case, a "customer" may be a packet of data, and 
the system must arrange for retransmission of lost packets. Under many protocols, for 
each lost packet, a whole frame of packets will have to be retransmitted, often involving as 
many as 1000 packets. In this case, if one packet in 106 is lost, approximately one packet 
in 1000 must be retransmitted. 
There are three basic approaches used for estimating the statistics of rare events: 
1. simulation, possibly using "tricks" to decrease the cost in simulation time (see e.g. [3, 
4, 20, 21, 22, 23]); 
2. calculation, such as the method of [24], in which the recurrence times of the rare 
events are evaluated numerically, using linear algebraic techniques for distributions of 
Phase Type [24]. The computational burden of this latter method, while potentially 
superior to direct simulation , could still be overwhelming for certain problems; 
3. hybrid techniques , such as [25], utilizing both calculation and simulation. 
The work described here is based on the use of importance sampling to speed up rare 
event simulations. This fits into the first category above, but displays some features of the 
third. 
1.3 Importance Sampling 
The idea in importance sampling is as follows. Suppose that we are interested in certain 
(rare) events in a system S that we can simulate on a digital computer. Instead of 
simulating S, we simulate a second system 5, which has the property that the events in S 
and 5 correspond in some way. In particular, to the rare events A in S correspond events 
A in 5 (which may be the same as the events A). The correspondence is such that 
1. the events A in 5 are more frequent that the events A in S, and 
2. the connection between Sand 5 allows one to infer peA) if one knows PCA). (P(A) 
is the probability of the event A in 5.) 
The problem of finding the best system to use in importance sampling can be posed 
as an optimization problem as follows. Let A be a rare event for a system S, with a = 
peA) ~ 1. For a direct Monte Carlo simulation involving n independent experiments, we 
could estimate a via: 
(1.3) 
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where the Wi are the i.i.d. outcomes of the experiments. The variance of Qn is easily 
computed as 
(1.4) 
Alternatively, consider a probability measure P associated with a system S, with P 
absolutely continuous with respect to P, such that the same event spaces apply for Sand 
S. Using S we can obtain a second estimate 
(1.5) 
where L = ~ and the Wi are the i.i.d. outcomes of n experiments using S. The quantity 
:~ is known as the likelihood ratio, or Radon-Nikodym derivative. The variance of ft is 
different to (1.4), and is obtainable as 
(1.6) 
We want the estimate of ft to be as accurate as possible. Therefore, we want to adjust all 
the probabilities in S to new ones in S so that the variance 
(1.7) 
is minimized [3]. 
Let Vk = 1 {the event A occurs in trial k}· Then in our original system S we have: 
(1.8) 
Let Lk denote the likelihood ratio ~ during trial k, i.e. the ratio of the probabilities of 
the trajectories under the measures P and Pin Sand S. We observe that the Lk are i.i.d. 
and 
(1.9) 
Hence, if we simulate the system S for p trials, from (1.1) and (1.9), it is clear that we 
can estimate the probability of the event A, a via: 
(1.10) 
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Given a system S minimizing (a* )2 , we can use (1.10) to find the estimate of Q for the 
original system 5 from (much faster) simulation performed on S. 
Now we have not yet suggested how the system S might be chosen in order to ensure 
that a good speedup is obtained , or better still, to maximize this speedup, i.e. minimiz-
ing (a* )2 in (1.7) . In many ways, we have replaced one difficult problem (finding the 
probability of overflow) with another. 
Before addressing these issues , we will look at a simple illustrative example. 
Example 1.1 Tossing dice As a very simple example of the use of im-
portance sampling, we will look at the problem of finding the probability that 
a total of three is obtained when two ordinary dice are tossed [1]. This prob-
lem can be solved analytically. There are two possible ways that three can be 
thrown: either a one and a two, or a two and a one. Therefore, the resulting 
probability is 1/18. 
In a direct Monte-Carlo simulation, we would toss the dice N times , and 
count the number n of "successes" , i.e. the number of times that the sum of 
the numbers on the upwards faces was three. We would then estimate the 
probability (p) of a success by: 
~ n p= -N 
The standard deviation a of this estimate is given by 
and the percentage error by: 
100a = 100Jl -P 
P Np 
(1.11) 
(1.12) 
(1.13) 
Now, from (1.13), it can be seen that if we can increase the value of p by some 
means, then the percentage error for a given number of trials N will decrease. 
We could do this by loading the dice such that we increase the likelihood of 
one's and two 's being thrown. Say that this was done so that the probability 
of throwing a one was 1/3, and the probability of throwing a two was also 1/3. 
Then the probability of throwing a three in this new system is four times as 
great, that is 2/9, and the percentage error (1.13) is reduced by approximately 
a factor offour. However , (1.11) can no longer be used for estimating the value 
6 
of p because of the bias that we have introduced. Instead, we would use 
~ 1 n 
p=--.~ 4N (1.14) 
When talking about the speedup obtained using importance sampling, the amount of 
computer time required to generate the system 5 must be taken into account, as well as 
the simulation times for the systems Sand S. Hence, in some circumstances, we may be 
better off using an 5 that is suboptimal, if it is much .quicker to generate than a simulation 
system that is actually optimal. 
We have discussed above the use of importance sampling for the fast estimation of rare 
event probabilities. However, in many cases, the recurrence time , rather than the proba-
bility, of a rare event will be of interest. In this work, we have used a slight modification of 
previous techniques, replacing an approximate method with an exact one. The techniques 
used to apply importance sampling to the estimation of recurrence times will be described 
in Chapter 3. 
1.4 Applications of Importance Sampling 
Several authors have described methods of using importance sampling to improve the effi-
ciency of simulations in telecommunications systems, and some have also been concerned 
with the problem of ma.x.imizing the speedup obtained. For example, a criterion for opti-
mality of the simulation system is derived in [1]; however, it is also noted that, because of 
its analytic complexity, it is probably not possible to use this criterion to obtain analytic 
solutions for the optimal simulation system in practical situations. A similar approach 
is taken in [21], where the optimal simulation system associated with a gaussian random 
variable is derived . However, as in the previous case, analytic complexity is a problem 
for other distributions . Importance sampling is discussed in the context of determining 
the bit-error rate in digital communications in [22]. In none of these papers is there a 
systematic method presented for finding an optimal simulation system for a system with 
an arbitrary noise distribution. 
All of the above applications of importance sampling are in systems that are either 
memoryless or have very short memories, and it is well known that it is more difficult to 
obtain large speedup factors in systems with long memory. This problem is dealt with 
by [23], in which it is shown that, by correlating the input samples to the simulation system 
in a particular way, it is possible to reduce the increase in variance caused by memory 
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length. 
1.5 Importance Sampling -and Large Deviations 
Recently, large deviations theory has been applied in conjunction with importance sam-
pling [3,4, 20]. Such simulations are optimal in the sense that they minimize the variance 
of a probability estimator for a given simulation time, or equivalently, minimize the sim-
ulation time required to achieve a given variance for the estimate. Although analytic 
complexity can still be a problem in the calculation of the parameters of the simulation 
system, the application of large deviations theory may pose less problems in this area than 
previous approaches. 
The particular problem of buffer overflows in queueing networks is addressed by [4, 20]. 
A heuristic approach for dealing with independent service times and interarrival times with 
arbitrary distributions is given in [4]. In this project, we have worked on both the analyt-
ically simple case of exponentially distributed service times, and also on the analytically 
more difficult case of queues with deterministic service times. In practical configurations, 
such as asynchronous transfer mode (ATM) switches in ISDN networks, it is usual to have 
systems whose service time is both deterministic and constant. Another feature of past 
work in this area is that it tends to stop short of providing analytic expressions for the 
optimal simulation system. In this thesis, as far as is possible, we have provided explicit 
analytic solutions to this problem. A more detailed treatment of this work will be given 
in Chapters 2 and 4. 
The work described above applying large deviations to the optimization of importance-
sampling simulations assumes that the change of measure is parametric. This means that 
the change of measure is restricted to a family of probability density functions, and that 
a particular function from this family is selected by specifying the value of a parameter. 
The application of large deviations to non-parametric changes of measure has also been 
described [26, 27]. The asymptotic speedup that is achieved by this approach is the same 
as that achieved by the parametric approaches described above. However, in dealing with 
applications such as queueing systems , the non-parametric change of measure has the 
disadvantage of not preserving the inherent structure of the system. Such non-parametric 
changes of measure will not be considered further in this thesis. 
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Figure 1-1: An M/M/l queue. 
1.6 Queueing Systems 
Much of the work described in this thesis relates to various types of queueing systems, 
and it is therefore appropriate that a brief introduction be given to the queueing models 
used . 
The MIMI 1 queue is the simplest type of queue. An MIMII queue with arrival rate 
>. and virtual service rate J.L is shown in Figure 1-1. Customers arrive from the left of 
the queue, and are held in a buffer until they are served, after which they depart to the 
right . The arrival process of an MIMII queue is Poisson , i.e. the interarrival times are 
exponentially distributed. The virtual service times are exponentially distributed. In 
practice , if there is a sufficiently large number of un correlated arrival processes feeding 
the input to a queue, the arrival stream seen by the queue will be very nearly Poisson, 
irrespective of the actual interarrival time distributions of the individual streams. In the 
context of a packet network , the exponentially distributed virtual service time can be 
interpreted as corresponding to a system with exponentially distributed packet lengths. 
In modern fast packet networks , it is more realistic to consider packets with a deter-
ministic and constant length. A better queueing model for such a system is the MIDI 1 
queue. The arrival process of an MID II queue is still Poisson, but the service time is 
deterministic and constant. The MIDII queue is much more complicated analytically 
than the MIMI 1 queue. 
The most general queueing model that will be considered is the GI/GI/I queue. Here, 
both arrival and service processes are essentially arbitrary, except that successive inter-
arrival times are independent , as are successive service times. The arrival and service 
processes are also independent of each other. 
We will also consider networks of queues. A tandem network is one where a number of 
queues are strung together such that the output of one queue feeds the input of the next, 
and there is a single external input. A Jackson network is an arbitrary interconnection of 
MIMI 1 queues with probabilistic routing. This will be explained further in Chapter 5. 
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Conclusion 
We have seen that, for a variety of reasons_, the statistics of rare events are often of interest 
in telecommunications systems , in spite of their rarity. We have seen also that it is very 
difficult, if not impossible, to estimate these statistics via direct simulation using a digital 
computer. In the remainder of this thesis, we will show how importance sampling can 
be used to make rare event simulations feasible, and how the speedup obtained using 
importance sampling can be maximized, using both large deviations theory and reverse-
time models. 
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Chapter 2 
Large Deviations Theory 
He uses statistics the way that a drunk uses a lamppost - [or 
support rather than illumination . 
_ Andrew Lang (1844-1912), Scottish poet , histo-
rian , anthropologist and classicist. 
In studying rare events , we are often interested in examining behaviour of a stochas-
tic process that deviates from its usual , or average, behaviour. The following examples 
illustrate this idea: 
• In an asymptotically stable diffusion process, the average behaviour of the system 
has the state always decaying towards an equilibrium point. However, the state 
occasionally wanders a long way from this equilibrium point . 
• In well-dimensioned queueing networks, buffers are normally filled to only a small 
proportion of their capacity. Nevertheless, buffer overflows will always occur occa-
sionally. 
Large deviations theory can be used to obtain certain information relating to this rare 
behaviour of dynamical systems. Typically, two types of information can be obtained: 
1. information about the likely trajectories leading up to rare events; 
2. information about the recurrence time of rare events. It is not normally possible 
to actually calculate recurrence times, but only to see how they will vary as the 
magnitude of the exciting noise is varied . 
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In this chapter, following a brief discussion of some limit theorems associated with 
stochastic processes, some of the principle ideas of large deviations theory are introduced. 
In later chapters, these ideas will be applied to the problem of creating a system that will 
make possible optimally efficient simulation of rare events via importance sampling. This 
chapter is intended to provide only a brief introduction to large deviations theory, and a 
summary of the important results that will be used in later chapters. Much more complete 
treatments can be found in [28, 29, 30]. 
2.1 Limit Theorems 
Before introducing the results of large deviations that will be used later in this thesis, we 
state three limit theorems that describe different aspects of the behaviour of a stochastic 
process. We begin with the law of large numbers, which describes the average behaviour 
of a process. 
Theorem 2.1 Law of Large Numbers. Given a sequence [Xi] that is 
i.i.d. and has finite variance, 
1 ~ a.s. E[ J 
- L-Xi- X 
n i=l 
(2.1) 
as n -+ 00 . 
While the Law of Large Numbers describes the average behaviour of the sequence, it 
provides information about neither how this convergence occurs, nor about the divergence 
from this behaviour that is possible in random processes. The Central Limit theorem tells 
us something about how the convergence occurs: 
Theorem 2.2 Central Limit Theorem. Given an i.i.d. sequence [Xi], 
with E[XiJ = x, and E[Xi - xF = (12, as n -+ 00: 
1 ~ W 2 ;:;;- L- (Xi - x) ~ N(O,(1 ) 
V n i=l 
(2.2) 
where N(O, (12) is the normal distribution with zero mean and variance (12. 
The symbol ~ denotes weak con vergence1 . 
Even though we know that con vergence to the mean must occur eventually (from 
the Law of Large Numbers), in the short term, significant deviations from the average 
ITwo random sequences [a;] and [b;] converge weakly if P(ai < x) -+ P(bi < x) as i -+ 00 for all finite 
x . 
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behaviour are possible. These deviations can occur because of the fact that the convergence 
associated with the Central Limit Theorem is weak, and therefore does not take into 
account the tails of distributions. The above- results do not describe this transient response 
of the process . An upper limit on the probability of deviations from the average behaviour 
is given by the Chernoff Bound. 
Theorem 2.3 Chernoff Bound. Given a sequence [Xi], which is LLd. 
with E[Xi ] = x, and Ao solving 
= f, (2 .3) 
we have the following: 
(2.4) 
In terms of trajectories of systems , these theorems correspond to: 
1. average behaviour ; 
2. diffusion approximation (weak convergence); 
3. large deviations analysis, talking about the probability that a long sequence will 
diverge from the average behaviour. It is this type of behaviour that is important 
to the study of rare event statistics . 
2.2 The Cramer Transform 
In studying rare events , we are often interested in finding not just bounds on their prob-
abilities, but also in obtaining specific information about exit times and trajectories. In 
this section , we define the Cramer transform, which will be used in later sections, III 
conjunction with optimal control techniques, to provide such details. 
Definition 2.1 Let 6 . .. ~n be i.i.d random variables in }Rd. Let F(.) be 
the distribution function of the {~d and m its mean. The moment generating 
function (or Laplace transform) of F(.) is defined by: 
M(s) = r exp < s, z > dF(z) JRd 
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(2.5) 
where < ',' > denotes the inner product. 
Definition 2.2 Assume that th~ moment generating function of F(.) is 
finite in a neighbourhood of O. Then the Cramer (or Legendre) transform he-) 
is defined as [3 ,4, 20]: 
hey) = sup [< s , y > -logM(s)] (2.6) 
sERd 
The following properties of the Cramer transform will be used in this work: 
1. h(.) is strictly convex, i.e. h"e-) > OJ 
2. h(.) is non-negative; 
3. hey) = 0, if and only if y = m , where m is the mean of the distribution function F; 
4. h'(m) = 0 
Before examining the application of the Cramer transform to the study of rare events, 
we show a number of examples of its calculation, and demonstrate some of its properties 
for these examples. 
Example 2.1 Gaussian distribution. The probability density of a zero-
mea.n , unit-variance, gaussian distribution is: 
The moment generating function is , therefore 
M(s) 
and hence its Cramer transform is 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
For this example, it is extremely easy to verify all of the above properties: 
1. h"(y) = t, which is clearly positive for all y, and hence h(.) is strictly 
convex. 
2. h(y) = h 2 is obviously greater than or equal to zero for all y. 
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3. The only point at which h(y) = h 2 is zero is at y = 0, which is the mean 
of the distribution. 
4. h'(y) = y, so it is clear that the derivative of h(.) vanishes at y = O. 
Example 2.2 Exponential distribution. The Cramer transform of an 
exponential distribution with parameter A is 
{
AU -log(Au) - 1 
h>.(u) = 
00 
U>o (2.11) 
otherwise 
Example 2.3 Bernoulli distribution. The Cramer transform of a dis-
tribution that takes value +1 with probability A and value -1 with probability 
fL , with A + fL = 1, is 
-1 ~ Y ~ 1 (2.12) 
otherwise 
2.3 Cramer's Theorem 
The following large deviations result is the crucial theorem on which much of the work 
described in this thesis rests. More detailed information on this theorem can be found 
in [29, 30]. 
Theorem 2.4 Cramer's Theorem Let 6 . .. ~n be i.i.d random variables 
with ~i E Rd. Let FC) be the distribution of the ~i, with mean m . Then we 
have the following: 
1. for each closed subset C C Rd 
1· 1 {6 + ... + ~n C} . f h ( ) 1m sup -log P E ~ - III F x 
n -+ oo n n x EG 
(2.13) 
2. for each open subset G C Rd 
1· . f 1 {6 + ... + ~n G} . f h ( ) 1m III - log P E 2: - III F x 
n-oo n n xEG 
(2.14 ) 
where hFO is the Cramer transform of the distribution F( ·) . 
Let d = 1. Then (1) and (2) above can be simplified to the following form: 
1 {6 + ... + ~n } h ( ) lim - log P ~ a = - F a 
n-+oo n n 
(2.15) 
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It is important to note that Cramer 's theorem does not allow us to evaluate the probability 
p{6+ .~+Sn ~ a} for any finite n. The information provided by this theorem is about the 
asymptotic exponential rate at which the p-robability goes to zero as n -+ 00 . Hence, we 
will sometimes wri te: 
p {€I + .~ . + ~d ~ a} = e-nh(a) (UTLE) (2.16) 
where UTLE is an abbreviation for "up to logarithmic equivalence" . This can also be 
expressed as an approximation for the expected recurrence time T of the point a: 
T = enh(a) (UTLE) (2.17) 
2.4 Large Deviations and Optimal Control 
Our task is to study probabilistic dynamics relating to the occurrence of rare events. 
This will be related to the behaviour of stochastic differential equations and stochastic 
difference equations, rather than the simple additive processes of the previous section. 
The exact evolution of the distribution of the solution of these equations is governed by a 
Fokker-Planck equation [31], or a discrete-time equivalent. However, for slow dynamics , it 
is possible to approximate the solution distribution or at least characterize it by appealing 
to some classical probabilistic convergence theorems relating to additive processes , as 
described above . Here , we will see how they are varied and applied outside the context of 
additive processes in which they were described previously. In this section, based on the 
results of Zabczyk [28], we will see how the solution of an optimal control problem can be 
used to obtain information about both exit trajectories and the exit time. 
Let D be a bounded region containing the origin with boundary aD . Define a stochastic 
process by: 
dx = f(x)dt + y'Eg(x)dw, (2.18) 
where 
z = fe z ) (2.19) 
is asymptotically stable and attracted to the origin from any point in D, D is invariant 
for (2.19), w is a vector Wiener process, and x(O) = Xo E D . Denote the solution of (2.18) 
at any time t by xxo·«t), and the first time for xU to reach the boundary aD by T X O.<. 
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Then we have: 
TXO,~ = inf {t > O} 
x::~ . «t)E IW -
(2.20) 
We now introduce a deterministic system, which is related to 2.18: 
z = fez) + g(z)u, (2.21) 
for which properties, amounting to nonlinear generalizations of controllability, are re-
quired [28] . For trajectories starting at x and ending at y, we define a performance index 
Vex, y, uC), T), which is to be minimized: 
1 (T 
V(x , y,u(.),T) = '2Jo lu(s)1 2 ds 
The optimal value V* of the performance index VO is given by 
and also 
Then for all ." > 0: 
V* = inf V(O,y,u( .),T) 
yE8D . 
u( -).T 
y = {y E aD: inf V(O , y,u(.),T) = v*}, 
,.( -),T 
lim P (inf 1 xXo ,~ (TXO'~) - y 1< .,,) = 1 
<10 yEY 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
Equation (2.25) says that trajectories of the diffusion process beginning at arbitrary Xo E D 
(not just the origin) tend to exit at a point of least cost as E ~ O. It is also true that 
exiting trajectories of the diffusion process tend to follow trajectories of least cost of the 
deterministic system [3] . Thus , if V has a unique minimum with respect to y, there is a 
unique trajectory around which all exit trajectories will cluster given small input noise, 
and a unique point around which all escaping trajectories will tend to exit. 
In addition to this information relating to the exit states, we have some knowledge of 
the exit time, given by [28 , 29, 30]: 
(2.26) 
This latter equation relates the optimal value of the performance index to the expected 
time for an exit to occur, and can be seen as a generalization of Cramer's theorem. 
Often we will be interested in obtaining information relating to rare events in discrete-
17 
time systems, rather than the continuous systems described above. A typical example of 
such a system is one obeying the difference equation: 
(2.27) 
where w is a discrete, zero mean, white noise process. This is the type of system that is 
described in [3]. It is possible to obtain asymptotic results for the exit time and trajectories 
of these discrete-time systems that are analogous to those described above for continuous-
time processes . 
Conclusion 
In this chapter, we have seen a very brief summary of the large deviations theory that 
will be used in the remainder of this thesis . From this point of view, the most important 
result by far is Cramer's theorem (Theorem 2.4), which will be used extensively in later 
chapters. 
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Chapter 3 
Fast Simulation via Jump 
Distributions 
There are three kinds of lies: lies , damned lies, and statistics. 
_ Benjamin Disraeli, quoted in [32] . 
It has been shown previously that in the simulation of rare events, the change of 
measure associated with large deviations t heory is asymptotically optimal (in the sense 
of estimator variance) within the class of exponential changes of measure [3]. In this 
chapter, we summarize the main result of [3], and demonstrate that this change of mea-
sure also results from the solution of a discrete-time optimal control problem in which 
the cost function is related to the jump distribution of the system being studied. After 
summarizing the solution of this optimal control problem, we obtain a general result for 
the optimal simulation system for a GI/G!/1 queue, and find analytic expressions for the 
optimal simulation systems associated with a number of different types of queue. While 
the connection between large deviations and optimal control has been known for a num-
ber of years, as far as we know, the direct discrete-time connection demonstrated here 
has not been reported previously. The results presented in this chapter deal almost exclu-
sively with scalar systems, since the examples that are presented are all of scalar systems. 
However, the extension of these results to vector processes should be possible. 
The results of a number of simulations are also presented. Some of these demonstrate 
that the simulation system found via large deviations theory is extremely close to optimal, 
even in situations that appear to be far from the asymptotic case. Others will verify that 
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Figure 3-1: Typical trajectory of a queue . 
the probability estimates inferred by the use importance sampling are accurate. 
3.1 Probabilities and Recurrence Times 
We assume that the system in which we are interested is a Markov chain defined by 
x(O) = Xo for some Xo E Rd 
x(k + 1) = x(k) + w(X(k),Wk) 
(3.1) 
(3.2) 
where w(.,.) is a function of the state vector x, and of Wk, a discrete-time, i.i.d. process. 
Let V(x(k)) = E[wlx(k)], and w be defined such that a system obeying the difference 
equation 
z( k + 1) = z( k) + V (z( k )) (3.3) 
is asymptotically stable. We assume that there is an appropriate boundary condition 
on the distribution of 10(-, .) that prevents the system from entering non-existent states. 
For example, if the system is a queue, and the state represents the number of customers 
residen t in the queue, then there is a boundary condition on w(., .) that prevents the state 
from becoming negative. 
Let D be a region surrounding the equilibrium point of (3.3). We assume that the 
initial state of the system is close to this equilibrium point. We define a cycle as a piece of 
trajectory starting at the zero state, and terminating the first time that the state is again 
zero (a cycle of the first kind , or type-l cycle), or the state exits the region D (a cycle of 
the second kind , or type-2 cycle.) Let a be the probability that a cycle is of the second 
kind, i.e. that the cycle ends in an escape from D, and let T be the total time taken for 
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this to occur from when the system is first started. A typical trajectory for the system 
is shown in Figure 3-1. Using the fact that the process is Markovian, and that successive 
cycles are therefore independent, we can write: 
(3.4) 
where nl is the number of cycles of the first kind occurring before a cycle of the second 
kind, and Tl is the length of a cycle of the first kind, and T2 is the length of a cycle of the 
second kind. Now, it is clear that E[nl] + 1 = ~, and therefore, 
Hence, we can write 
1-0 
E[nl] =--
a 
1-0 
E[r] = --E[Tl] + E[T2] 
a 
(3.5) 
(3.6) 
Previously, it has been the practice (see e.g. [3,4)) to assume that the expected length of a 
cycle of the second kind is very small with respect to the expected exit time, and that the 
escape probability a is small. Then we could approximate the expectation of the escape 
time by: 
E[r] ~ E[T1] 
a 
(3.7) 
While we do not believe that it unreasonable to make these claims, we prefer to use a 
different, but similar, approach that (to the best of our knowledge) does not appear in the 
literature, and which does not involve any approximation. From (3.6), we observe 
E[r] 
(3.8) 
where h is the length of cycle k. In general, E[h] is of moderate size, and is easily 
estimated via direct simulation. It is certainly true that, when a is small, E[h] will be 
no more difficult to estimate via direct simulation than E[Tl]' The remaining problem 
is to estimate the (small) probability a that a cycle is of the second kind. The ideas of 
importance sampling, as set out in Chapter 1 are easily applied to this latter problem. 
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Application to Queues 
In queueing systems , we can associate the state of the system with the number of customers 
in the queue. This works well for single server queues, where the expected length of a cycle 
(E[JkD is of moderate size. Hence, this quantity is estimated easily via direct simulation. 
However, the probability Q that a cycle ends in an overflow will be very small when 
overflows are rare. We will use importance sampling to create a system from which Q can 
be estimated much more quickly than is possible via direct simulation. 
In multi-server queues , several servers operate in parallel, fed by a single buffer. Im-
mediately a server is free, a customer is moved from the buffer to this server, unless the 
queue is empty. The most obvious definition for the state would be the sum of the number 
of customers in the queue and the number of customers currently being served. However, 
with this definition , the recurrence time of the zero state may be very large, and hence 
the above approach will not prove useful for performing fast simulation. This problem can 
be avoided by a minor redefinition of the state: let n(k) be the number of customers in 
the queue and ns( k) be the number of customers being served at time k, and let m be the 
total number of servers (i.e. it is an MjDjm queue). Then we define the state x(·) by 
x(k) = n(k) + ns(k) - m (3.9) 
Typically, the recurrence time of the zero state (where the buffer is empty but all the 
servers are occupied) will be of moderate size, and therefore easily estimated via direct 
simulation. The probability Q that a cycle ends in an overflow can be estimated using 
importance sampling, as we will describe in following sections . An illustration of an 
optimal simulation system for an MjDjm system is given in Section 3.5.2. 
3.2 Theorem of Cottrell et al 
The application of large deviations theory to importance sampling for generating simula-
tion systems that maximize the speedup obtained has been demonstrated previously [3]. 
Their result says that no simulation system can provide a speedup that is exponentially 
greater than that provided by the change of measure associated with large deviations the-
ory. For a family of queueing systems parameterized by a buffer size N, this means that 
there does not exist 6 > 0 such that the speedup provided by a different simulation system 
is greater than that found via large deviations theory by a factor e6N . 
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We now state this theorem. Following this, a new connection between the simulation 
system of [3] and optimal control will be demonstrated. 
Definition 3.1 Given a system (as defined in Section 3.1) with 
x(O) 
x(k + 1) 
Xo for some Xo E Rd 
x(k) + w(X(k),Wk) (3.10) 
where w(·,·) is a function of the state vector x, and of Wk, a discrete-time, i.i.d. 
process, and the conditional distribution of w (X(k),Wk) is Fx ( ' )' we can define 
a new system 
x(O) Xo 
x(k + 1) x(k) + w(X(k),Wk) (3.11) 
where F; (·) is the distribution of w (X(k) ,Wk)' If 
(3.12) 
where 
(3.13) 
is the moment generating function of Fx ( ' )' then we call F;O the exponential 
change of measure with parameter Ox with respect to Fx(')' 
Theorem 3.1 Cottrell et aI . For the system defined in Section 3.1, we 
assume that the distribution FxO satisfies the following assumptions: 
• The moment generating function of FxO is finite for all x . 
• d(Fx, Fy) ::; Glly - xii for some G ~ 0, where d(.,·) is the Prohorov 
distance [33] . This is equivalent to saying that Fx (') is a Lipschitz function 
of x . 
The exponential change of measure (3.12) that, in the limit as the expectation 
of the noise term w goes to zero1 , is asymptotically optimal for estimating a, 
in the sense of minimizing the variance 
2 = J (~)2 dF* 
(J dF* ' 
(3.14) 
IThis is equivalent to having a constant noise term, and allowing the boundary of D to approach infinity. 
In the applications described later in this chapter, we will use this latter approach . 
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is that for which Ox is the unique positive solution of 
(3.15) 
We will denote this value of Ox by O~ [3] . 
We note that where the distribution of w does not depend on the state x, by choosing 
M(B) = 1, the likelihood ratio tf,; for a trajectory depends only on the end points of the 
trajectory, and not on the path taken. This is because the value of the likelihood ratio for 
any piece of trajectory starting a state a and terminating at state b (say (a, Xl, ... , X n , b)) 
is given by: 
dF 
dF* 
e(a-bjll* 
(3.16) 
(3.17) 
since for a Markov process , the likelihood ratio for a trajectory is the product of the 
likelihood ratios for the steps making up the trajectory. It is also true that in the case 
where w depends on x, the likelihood ratio depends only on the end points of a trajectory 
for scalar processes where the only transitions allowed are ±l. Generally, the likelihood 
ratio will depend on the trajectory as well as the end points . 
3.3 General Result - State-Independent Noise 
We will now demonstrate how the above optimal simulation system can be thought of as 
resulting from the solution of a discrete-time optimal control problem. In this section , we 
will deal only wi th a scalar process for a number of reasons. These include the fact that 
greater clarity is possible in the derivations in the scalar case, and that the applications 
that will be examined later are all scalar systems. 
Let x(k) be the state of a Markov chain formed by sampling the system for which we 
wish to evaluate the probability Q that a cycle ends with the state leaving the region D. 
We assume that the state-transition equation for x(.) can be written in the form 
x(k + 1) = x(k) + w(k) (3.18) 
where w(.) is some random process . We assume that the distribution of w(·) is independent 
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of the state2 x(.) and time k, and that w obeys the conditions relating to stability and 
boundary conditions described in Section 3.1. The precise details of the sampling will 
vary with the arrival and service distributro'ns, and will be outlined separately later in the 
text. We will use optimal control and large deviations theory to create a system S that 
is asymptotically optimal for simulating buffer overflows, i.e. the events where x(.) grows 
beyond some prescribed value, say N . 
Let FC) be the distribution of w, the jump distribution of the Markov chain x(.) . Its 
Cramer transform (see Definition 2.2, page 14) hey) is given by: 
hey) = sup [Sy -log Joo eSZdF(z)) . 
sER -00 
(3.19) 
We now define a new deterministic process, whose state z is governed by the following 
transition equation: 
z( k + 1) = z( k) + y( k ) (3.20) 
where y(k) is a control input, to be chosen to minimize the performance index: 
T-l 
V(T,y(0), ... ,y(T-1)) = L h(y(k)) (3.21 ) 
k=O 
where h(.) is the Cramer transform of FO (3.19). We wish to minimize the performance 
index V with respect to T and the y(k), subject to the constraints: 
z(O) = 0 
z(T) N 
(3.22) 
(3.23) 
We now state and prove the two original theorems that will be used for creating optimal 
simulation systems. 
Theorem 3.2 The solution to the optimal control problem set out above 
(i.e. minimizing the performance index V) is as follows: 
1. The optimal value of the y(k) is independent of k, (i.e. the input control 
is constant.) 
2. Let the optimal value of the y(k) be y*. Then y* is the unique positive 
2 A more general result, in which this restriction is removed , will be presented later in this chapter. 
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solution of: 
h(y*) = y* dd h(Y)\ 
y y=y" 
(3.24) 
Theorem 3.3 The simulation system associated with the change of mea-
sure with parameter ()* defined by Theorem 3.1 is the same as the simulation 
system with mean rate of increase y* defined by Theorem 3.2. In other words, 
the two approaches produce the same fast simulation system. Thus, the op-
timal control problem also defines a change of measure that is asymptotically 
optimal. 
It is Theorem 3.2 that will be used in the following sections to find the parameters of 
the optimal simulation system for a number of types of queue with deterministic service 
times. 
Pro of of Theorem 3.2 
1) The constraints (3.22) and (3.23) can be rewritten in terms of y(k): 
T-l 2:: y(k) = N (3.25) 
k=O 
We will use the method of Lagrange multipliers to minimize V(·, .) subject to the constraint 
(3.25). The lagrangian is given by: 
T-l [T-l ] 
£= Eh(y(k))-g Ey(k)-N (3.26) 
where g is the Lagrange multiplier. 
We temporarily fix T . Differentiating £ with respect to y(k), and equating this to 
zero, we obtain: 
8~fk) = h' (y(k)) - g = ° (3 .27) 
Because F(.) is time and state invariant, and because h(·) is strictly convex3, there is a 
unique value of y(k) satisfying (3 .27) . Let y(k)* be this optimal value of y(k). So long as 
h"(.) > 0, (3.27) implies: 
y*(k) = y" Vk E [O,T -1] (3.28) 
for some unique y*, yet to be identified. 
3The properties of the Cramer transform used here are listed in Chapter 2, p 14. 
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2) Using the above, the equation for the lagrangian (3.26) can be rewritten: 
e = Th (Y~1- - gTy* + gN 
and its derivative with respect to the escape time T: 
oe 
oT h (y*) - gy* 
o 
(3.29) 
(3.30) 
(3.31 ) 
Substituting for 9 using (3.27), at the optimal value of y, the cost function h( .) and its 
derivative are related by: 
h(y*) = y* dd h(Y)\ 
y y=y* 
(3.32) 
i.e., the line tangent to h(.) at y* passes through the origin. 
As was stated above, the Cramer transform hO is strictly convex (property 1). Hence, 
there are exactly two solutions to (3.32). This can be seen from the plot in Figure 3-2. The 
first is negative, corresponding to a stable system, in the sense that the state tends towards 
zero in the mean. This solution is at the mean of the distribution F(·) , by property 3 of 
the Cramer transform. The average rate of descent of this system is .the same as that of 
the original system. This solution does not satisfy the constraint (3.25), and therefore will 
be discarded . The other solution, for which y* is positive, is the solution that we seek. 
o 
Proof of Theorem 3.3 
Having derived the solution of the optimal control problem, we now show that this solu-
tion describes the same exponential change of measure as that of Theorem 3.1. In more 
mathematical terms, we will show that the average rate of increase y* of the simulation 
system defined by this change of measure satisfies Theorem 3.2 if and only if the parameter 
(J* of the associated exponential change of measure satisfies Theorem 3.1. 
Let a function h(· , .) be defined by 
h(s, y) = sy -log M(s) (3.33) 
where M( s) is the moment generating function of F( .), the distribution of the jumps w( .). 
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Figure 3-2: The behaviour of the cost function at the point minimizing the performance 
index subject to the constraints . 
Then, from the definition of the Cramer transform (Chapter 2, p 14), it is clear that 
h(y) = sup k(s, y) (3.34) 
s 
Then s* , y* are the values of s, y satisfying (3.24) and (3.34) (Le. Theorem 3.2) if and 
only if 
Okl = 0 
os .=.* 
(3.35) 
and 
s*y* - log M(s*) h(y*) by definition 
= s*y* (3.36) 
The last line follows by(3.33) and (3.34) . Evidently, (3.36) holds if and only if 
M(s*) = 1, (3.37) 
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and (from (3.35)) 
y* = · -.~M(S)I 
ds .=.* 
(3.38) 
1 ze'*ZdF(z) (3.39) 
But this is true if and only if s* is the parameter of the exponential change of measure 
which defines the simulation system of which y* is the mean rate of increase; and, as we 
saw above, s* satisfies the requirement M( s*) = 1 of Theorem 3.l. 
Hence, it can be seen that the simulation systems described by the results of Theo-
rems 3.1 and 3.2 are identical. 
D 
It has been shown above (in (3.39)) that the value of y* defined in (3.24) is the average 
rate of increase of the asymptotically optimal simulation system of S. That is , if we denote 
the state of the optimal simulation system by x and its state-transition equation is: 
x(k + 1) = x(k) + w(k) (3.40) 
then 
E[w] = y* (3.41) 
Note that because y* > 0, the simulation system is unstable, in the sense that its state 
will , on average , increase with time. 
Before proceeding to look at specific examples, we will show how the value of the 
optimal performance index V* is related to the likelihood ratio Lk in the kth cycle. Let 
us say that we are interested in a scalar system where cycles begin in the zero state, and 
end when the state grows beyond some given value N. Then from (3.17) we have: 
dF 
dF* 
= e-N .* 
for the kth cycle (3.42) 
(3.43) 
since s* is the parameter of the optimal exponential change of measure. Because M( s) = 1, 
h(y) = s*y* (3.44) 
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and therefore 
V* ---= Th(y) 
Ns* 
Hence, we can write 
(3.45) 
(3.46) 
(3.47) 
Having solved the optimal control problem, and related its solution to the theory of 
Cottrell et aI, we will now show a simple example of the application of this theory, and 
then examine in more detail its application to a number of different queueing systems. 
Example 3.1 Let 
1 1 2 dF( z) = rn= exp -- (z - m) dz 
y27r 2 
(3.48) 
i.e. F( ·) is the unit-variance gaussian distribution with mean m < O. The 
Cramer transform of F(.) is 
h(y)=~(y_m)2 
Applying Theorem 3.2, we have: 
1 2 
-(y* - m) = y*(y* - m) 
2 
whence, taking the unique positive solution, it is clear that 
and therefore that 
y* = m 
112 dF*(z) = rn= exp -- (z + m) dz 
y27r 2 
(3.49) 
(3.50) 
(3.51 ) 
(3.52) 
i.e. the distribution of the noise term in the optimal simulation system (3.40) 
is a gaussian whose mean is -m, and with unit variance. 
In this example, we have examined only how the above theory is applied 
to find the distribution F*(·). In later sections, we will see how this is applied 
to the problem of fast simulation using importance sampling. 
These results are stated only for the scalar case and the examples to be dealt with 
later in this chapter are also scalar systems. However, because all the tools used, such as 
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the Cramer transform and optimal control theory, are well defined for vector systems it 
should be possible in principle to extend these results to vector processes . 
3.4 M/M/1 Queue 
Given an M/M/1 queue, with Poisson arrival stream at average rate). and exponentially 
distributed service times with parameter JL , we wish to find a new system that we can use 
to find the probability of overflow C\' with the least cost in simulation time. We assume 
without loss of generality that). + JL = 1. We form a Markov chain by sampling the state 
of the buffer immediately after each arrival or service takes place. Ignoring the boundary 
condition at x = 0, the transition function of this Markov chain can be written: 
x(k + 1) = x(k) + { 1 
-1 
probability). 
probability JL 
(3.53) 
The Cramer transform of the Bernoulli jump distribution associated with this queue 
is [4] (from (2.12)): 
1 [ 1 + Y 1 - Y] h(y) = 2: (1+y)10g~+(1-y)10g2;- (3.54) 
Substituting for hC) in (3.24) , and rejecting the solution with y < 0, it turns out that: 
y* = JL - ). (3.55) 
Now, if our optimal simulation queue has arrival rate ).* and service rate JL*, the average 
rate of increase of this system is y = ).* - JL*. If we assume, without loss of generality, 
that ).* + JL* = 1, then we have, on account of (3.55): 
).* (3.56) 
(3.57) 
which corresponds to swapping the arrival and service rates in passing from the original 
system to the optimal simulation system. This is well known as the optimal simulation 
system for simulating buffer overflows in an M/M/1 queue, see [4] . We can write the 
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transition equation of this optimal simulation system as: 
x( k + 1) = x( k) :; { 1 
-1 
probability J.L 
probabili ty>. 
For an M/M/1 queue , the likelihood ratio for the kth cycle is given by 
(3.58) 
(3.59) 
Tills follows by an easy calculation set out in [4), which also contains a number of simulation 
results for optimal simulation of buffer overflows in an M/M/1 queue. 
Tills particular problem has been dealt with previously by other methods, and is 
included here only as an introductory example. We now go on to show how this approach 
can be used to generate optimal simulation systems for other types of queue which have 
not been dealt with previously by other methods. 
3.5 Application to Queues with Deterministic Servers 
While the MIMI] queue is the most analytically tractable queueing model, it has a number 
of disadvantages relating to its use as a model for practical systems. One of the biggest 
problems is the fact that the service times are exponentially distributed. In the modeling 
of asynchronous transfer mode (A.T.M.) switches in modern fast packet networks, where 
the packet length is deterministic and constant, queues with constant, deterministic service 
times are more useful. In this section, we will show how optimal simulation systems can 
be found for a number of different types of queue with deterministic servers, using the 
above results. As far as we are aware, these results are the first published relating to the 
optimal simulation of queues with deterministic servers. 
3.5.1 MIDl1 Queue 
The first example of a queue with a deterministic server that we will examine is the MID II 
queue, which has a Poisson arrival stream. If we sample the output of an M/D/1 queue, 
having Poisson arrival stream with rate>' and deterministic service rate 1, immediately 
after each service, the probability that the state of the queue has increased by z is (for 
z ~ -1): 
(3.60) 
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The associated jump distribution is evidently: 
00 1 
dF( z) = L Az+le-\5(z - i)dz 
;=-1 (Z + 1)! 
(3.61) 
The Cramer transform hC) of the distribution F is given by 
y+1 
hey) = (y + 1)log-A- + A - (y+ 1) (3.62) 
and hence the derivative of h( .) is: 
'( ) y + 1 h y = log--A 
(3.63) 
Therefore, the average rate of increase of the state of the optimal simulation system (i.e. 
y*, the optimal value of y) is the unique positive solution of: 
*+1 log -y - + A - (y* + 1) = 0 
A 
(3.64) 
Now, we can choose the deterministic service rate in the simulation system as we please, 
provided that we do it in such a way that (3.64) has a solution. For convenience, we will 
make the service rate in the simulation system the same as that in the original system, 
i.e. 1. Hence, the optimal value of the arrival rate in the simulation system is A* = y* + 1, 
and y* > 0 requires A* > 1. Replacing (y* + 1) by A* in (3.64), it can be seen from the 
plots in Figure 3-3 that there is exactly one solution for A* for which the arrival rate is 
greater than the service rate. Given the general result (3.24), this is , of course, not at all 
surprising. From this figure , it can also be seen that as A is increased, the optimal arrival 
rate in the simulation system A* decreases. 
If we take a second order Taylor series expansion of the logarithm terms in (3.64), we 
can find an approximate explicit equation for y*: 
y* = 1 - A (3.65) 
for y* close to zer04 • Recall that for the M/M/1 queue, y* = J.L - A, and that the service 
rate of the M/D/1 queue is 1. It can be seen that, to a second order approximation, the 
mean rates of increase y* of the optimal simulation systems for the M/M/1 and M/D/1 
{If y* is close to zero. then the original system is heavily loaded , i.e. A is close to 1 
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Figure 3-3: Plots of log>.* and >'* - (>. -log>.) . 
queues are the same, given the same average arrival and service rates. 
For an MIDll queue , the optimal value of the performance index V* is: 
V* ~h(Y* ) 
). 
= -Nlog-).* 
(3.66) 
The likelihood ratio for the kth cycle is readily found by making use of the relationship 
between the optimal performance index V* and the likelihood ratio, 
(3.6'7) 
Alternatively, we can find the likelihood ratio directly from the distribution functions. Let 
lk be the length of the kth cycle. Then, it is clear from (3.60) that the likelihood ratio is 
given by: 
(3.68) 
where the state changes by Zi in the ith time interval. In the kth cycle, there must be 
N + lk arrivals and lk services . Hence, we can write 
(3.69) 
substituting using (3.64). 
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Example 3.2 For an MID 11 queue with arrival rate A = 0.1 and service 
rate 1, the optimal simulation system is an MIDl1 queue with arrival rate 
3.714, and a service rate 1. If the b-uffer size is 10, then the optimal value of 
the performance index is V* = 36.1, and the likelihood ratio for cycles that 
end in a buffer overflow is Lk = 2.00 X 10-16 . 
Example 3.3 For an MIDl1 queue with arrival rate A = 0.5 and service 
rate 1, the optimal simulation system is an MID 11 queue with arrival rate 
1.756, and a service rate 1. If the buffer size is 10, then the optimal value of 
the performance index is V* = 12.56, and the likelihood ratio for cycles that 
end in a buffer overflow is Lk = 3.49 X 10-6 . 
A number of interesting properties of both direct and fast simulation will now be 
demonstrated via some example simulations. 
Simulation Results 
Method 
As before, we use the term cycle to denote a piece of trajectory starting with the state 
x = 0 and ending at the first time that the state x exceeds some predefined value N or is 
again zero. As was stated in Section 3.1, fast simulation is used to find the probability Q 
that a cycle ends in an overflows. The recurrence time r of overflows can then be estimated 
from 
E[r] = E[h] 
Q 
(3.70) 
where h is the length of cycle k. Since E[Jk] is of moderate size, it is easily determined 
by direct simulation, and is not of interest here. 
At each simulation step , we evaluate the likelihood ratio (i.e. the value of fh) for the 
step. The likelihood ratio for a cycle is then given by the product of the likelihood ratios 
for the steps making up the cycle. From a run of p cycles, we estimate Q from 
(3.71) 
where Lk is the likelihood ratio in the kth cycle and Vk = 1 if the cycle ends in an overflow, 
5 As stated previously, we will call a cycle that ends in the zero state a type-l cycle, and one that ends 
with large state a type-2 cycle . 
35 
and Vk = 0 if a cycle ends at state zero. The empirical variance (72 of the estimate a is 
given by: 
(72 E(a - a]2 (3.72) 
p L (VkLk)2 - pa2 
k=l (3.73) 
p 
A variance of 0.01a2 , or standard deviation of O.la, corresponds to a 95% confidence that 
the simulation error is less than 20%. The error is proportional to the standard deviation, 
so, for example, an error of less than 2% with 95% confidence can be obtained by running 
the simulation until the standard deviation drops to O.Ola. 
Obviously, much of this calculation is redundant when simulating using the optimal 
change of measure, since the likelihood ratio does not depend on the path taken. However, 
many of the simulations performed here use importance sampling on systems other than 
the optimal simulation system, and for these, there appears to be little alternative to the 
tedium of using (3.71) and (3.72). 
The results of these simulations will sometimes be used to reinforce theoretical results, 
so the question of what constitutes "good agreement" is relevant. We will say that there 
is good agreement if the result of each simulation is within the 95% confidence interval of 
the other. In fact, it will be seen that in most cases, much better agreement than this is 
achieved. 
Comparison of Results from Fast and Direct Simulation 
A comparison of the results of direct and fast simulation is shown in Table 3.1. It can 
be seen from this table that there is good agreement, to well within the simulation error, 
between the two forms of simulation. It should also be noted how quickly the time required 
for direct simulation rises to an unreasonable level as >. becomes small. A similar very fast 
increase in the required simulation time occurs as N is increased. This is to be expected, 
since for a given length simulation, the variance of the estimate of a will increase as a 
becomes smaller. We observe that there is good agreement between the results obtained 
by fast simulation and those obtained by direct simulation
6
• 
6There is , of course, absolutely nothing surprising about this . 
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Table 3.1: Comparison of simulation results for direct and fast simulation. The buffer size 
is 10 in all cases, and the standard deviation 0.1. This implies that there is a probability 
of 95 % that the simulation error is less than 20 %. 
t\ t\* a Simulation Times Speedup 
Direct Fast Direct Fast 
0.1 3.71 ? 3.7 X 10 -II ~ lOll 37 ~ 107 
0.3 2.36 ? 3.2 X 10-10 ~ 109 80 ~ 107 
0.5 1.76 2.1 X 10-6 2.5 X 10-6 130630807 142 9.2 X 105 
0.7 1.38 5.2 X 10-4 4.4 X 10-4 760922 1466 520 
0.9 1.11 2.4 X 10-2 2.5 X 10-2 2842 403 7.1 
Order of Simulation Time in N 
The time required for direct and fast simulation can be compared using Figures 3-
4 and 3-5. It can be seen that the time required for direct simulation is very close to 
exponential in the buffer size (N), while that required for fast simulation is approximately 
linear in the buffer size. These claims can be justified analytically as follows: 
Direct Simulation The time required for direct simulation will be the expected length 
of a cycle, multiplied by the expected number of cycles that must be simulated in 
order that the variance have some predetermined value. Because a is very small, the 
expected length of a cycle will be very close to the expected length of a type-1 cycle, 
and hence essentially independent of N . Therefore, the dependence of the required 
simulation time on N will be essentially the same as that of the expected number of 
cycles that we must simulate. It is well known that: 
7f= ~ V~ (3.74) 
where n is the number of cycles for which the simulation is run, and 7f is the normal-
ized standard deviation of a, (i .e. 7f = ~.) Hence, for small a, i.e. small probability 
that a cycle ends in an overflow, it can be seen that the simulation time is inversely 
proportional to a. But we know that [4, 8], asymptotically, a grows exponentially 
with N. Hence, the time required for direct simulation Td grows exponentially with 
N also, with the same exponential rate at which a decreases with N, i.e. 
(3.75) 
Fast Simulation Let a s be the probability that a cycle of the simulation system ends in 
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a buffer overflow. Then we have: 
a 
as =-L 
(3.76) 
where L is the likelihood ratio (which we have already seen does not depend on 
the path taken7 .) In the case of fast simulation, as (the probability that a given 
cycle ends in a buffer overflow in the simulation system) does not vary significantly 
with N. Therefore, the number of cycles for which simulation must be perfonned in 
order to obtain a particular variance does not vary with N. Hence, in this case, the 
simulation time is directly proportional to the expected length of a cycle. The 'drift' 
in the simulation system is away from the zero state, towards overflow. Hence, 
it can be seen that, even for moderate N, the expected length of a cycle will be 
approximately proportional to N. Therefore, the required simulation time for fast 
simulation Tf is linear in N, and has form 
(3.77) 
where Tas is the expected length of a type 1 cycle in the fast simulation system. 
An important addition to the above results is an analysis of the variance of our estimate 
for the expected simulation time. This can be done as follows. Let A be the event that a 
cycle ends in a buffer overflow. We rewrite (3.74): 
T _ (1 - peA)) 
- P(A)0'2 
(3.78) 
where 0'2 is the normalized variance of peA) . In the case of fast simulation , peA) 
corresponds8 to as. In the case of direct simulation, peA) corresponds to o. Hence, 
the relative error in our estimate of T is the sum of the relative errors associated with our 
estimates of peA) and (1 - peA)). 
From this analysis we can make a number of conclusions about the error in our estimate 
of the simulation time: 
• for very small probability of overflow, (small a or as,) the normalized variance 0' of 
the estimate for the simulation time is the same as the variance of the estimate for 
the overflow probability; 
7This assumes that we are using the change of measure associated with large deviations for simulation. 
8The application of this analysis to the fast simulation system implicitly assumes that the likelihood 
ratio does not enter into the variance calculation, i.e. that the likelihood ratio does not depend on the 
path . 
39 
• for moderate overflow probability, (i.e. close to 0.5,) the normalized variance 7f of f 
is approximately twice that of aj 
• for large overflow probability, i.e. close to 1, the normalized variance 7f of f becomes 
large very rapidly, since a small relative error on as can translate to a large error on 
(1 - as)· 
The example shown in Figure 3-5 was carefully chosen so that as was close to 0.5. There-
fore, with a simulation variance of 0.01, there is 95% confidence that the estimation error 
of as is less than 2%. The corresponding error for the estimate of the required simulation 
time is therefore 4%. 
Optimality of Large Deviations Change of Measure 
The large deviations results stated above for fast simulation all relate to the case where the 
buffer size N goes to infinity. It is fair to ask how well the simulation systems generated 
via these results fare for moderate buffer sizes. In order to examine this question, we took 
an M/D /1 queue, with arrival rate), = 0.5, service rate 1 and buffer size N = 30. We then 
performed a number of importance sampling simulations using systems with service rate 
1, buffer size 30, and with arrival rates spread around the asymptotically optimal figure 
found via large deviations theory. 
The results of these simulations are shown in Figure 3-6. The data points found from 
simulation are shown as an "X". The curve is a parabola, fitted to minimize the mean-
squared error. The simulation error associated with each point is approximately 4 %. (It 
should be noted that for systems other than the optimal simulation system, the likelihood 
ratio depends on the trajectory, and hence it is necessary to calculate its value for each 
cycle that is simulated.) 
Before proceeding, there are a number of interesting observations that can be made 
about Figure 3-6: 
1. It is clear from the concavity of the graph that the value of ),* (1.76) found from 
large deviations theory is in fact a minimum, or close to a minimum, even for quite 
small buffer sizes. (By small, we mean small compared to those used in practi-
cal telecommunications networks, where a buffer would typically hold thousands of 
packets.) 
2. From the shape of the fitted curve around the minimum, it can be seen that there 
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0.5 and 
is no catastrophic increase in the required simulation time if we choose a simulation 
system that is not quite optimal. Likewise, from the symmetry of the plot, it does 
not appear to matter whether we choose a simulation system whose arrival rate is 
slightly greater than or slightly less than the actual optimum. Both of these points 
may be important in practical applications. 
3. Given the large range of arrival rates that were simulated, the quality of the parabolic 
fit is surprising, even given the fact that we know that we are looking at a collection 
of points around a minimum. 
4. Given that it is clear that the change of measure associated with large deviations 
theory is not actually optimal in the sense of variance for small N , is there a simple, 
direct way of finding a change of measure that is optimal, or even of perturbing the 
system derived via large deviations to make it closer to the optimum?9 
5. We stated earlier that the time taken to compute the parameters of a fast simulation 
system must be taken into account when evaluating the speedup obtained. One 
way that we could save time in finding the fast simulation system for an MID 11 
queue would be to use an approximation for>. *, e.g. the second-order Taylor series 
approximation discussed earlier. However, it was found that the simulation time 
grew very quickly as soon as the parameters of the simulation system were moved 
away from the minimum, so quickly that the second-order Taylor series expansion 
for y* (3.65) is of no practical use for creating fast simulation systems for>. '" 0.5. 
This eliminates one potential short cut for computing fast simulation systems. We 
note also that the computational effort necessary to solve (3.64) numerically is small. 
In order to examine the behaviour of the minimum of the parabola wi th buffer size, the 
above experiment was repeated for a number of different buffer sizes between 10 and 150. 
For each buffer size , a least squares parabolic fit was performed, and the value of >.' for 
which the variance is minimized found. These results are plotted in Figure 3-7, where 
it can be seen that, for small N, there is a significant difference between the value of >.* 
obtained from large deviations and the actual minimum obtained via simulation. However, 
as the buffer size grows , the large deviations result approaches the actual optimum rapidly. 
9It is important that any such method be simple, because if it is not , it is likely that the calculation 
time involved will be greater than the additional saving in simulation time. 
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Figure 3-7: Optimal ,X* (in the sense of variance) vs N 
The fitted curve in Figure 3-7 is the hyperbola: 
y* = 0.7530 + 0.4420N-1 (3.79) 
The constant term in this equation can be interpreted as the value of y* derived via large 
deviations (0.756 in this case) , i.e. the value that is in fact optimal as N -+ 00 . The 
meaning of the first order term in N-1 is not known. Further study of this problem may 
make it possi bie to generate systems that are closer to optimal for small N . However, in 
actually performing simulations, this is probably not worth the effort , since simulation is 
quite fast for small N anyway. 
3.5.2 MID 1m Queue. 
We have discussed above examples of how an optimal simulation system can be found 
for an M/D/1 queue. In practical networks, it is common to use a number of servers in 
parallel, each fed from a common buffer. In this section, we use the ideas of Section 3.1 
relating to multi-server queues to find an optimal simulation system for an MID 1m queue, 
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i.e. a queue with a Poisson arrival process and m parallel deterministic servers. 
Let us say that we wish to simulate to find the recurrence time of buffer overflows in 
an M/D/m queue (with m ~ 1), whose (Poisson) arrival has rate>' and each of whose 
servers has virtual rate 1. We define the state x of the queue to be the sum of the number 
of customers in the queue and the number of customers currently being served, less the 
total number of servers. If we sample the state of the queue at unit time intervals, then 
(if we ignore the boundary conditions around x = -m) the probability that the state has 
increased by z is (for z ~ -m): 
(3.80) 
This is simply the probability that there are (z + m) arrivals in unit time. 
Applying the same arguments as used above for the M/D/1 queue in Section 3.5.1 , the 
average rate of increase y* of the optimal simulation system for the M/D/m queue is the 
unique positive solution of: 
y*+m 
mlog >. +>.-(y* +m)=O (3.81 ) 
Hence, we can estimate the overflow probability a via importance sampling using an 
MID /m queue with m servers of virtual rate 1, and a Poisson arrival process with rate >.* 
that is the unique10 solution of 
>.* >. - >.* 
log- +-- =0 
>. m 
(3.82) 
with >.* > m. 
We note that (3.82) is simply a time scaling of (3.64). In other words, the pieces 
of trajectory making up cycles that end in an overflow are simply a time scaling of the 
corresponding trajectories for the MID /1 queue. 
Example 3.4 For an M/D/3 queue with arrival rate>. = 0.3 and virtual 
service rate 1 on each of the three servers, the optimal simulation system is an 
M/D/3 queue with arrival rate 11.124, and a service rate 1 at each of the three 
servers. If the buffer size is 10, then the optimal value of the performance index 
is V * = 36.1 , and the likelihood ratio for cycles that end in a buffer overflow 
lOWe have uniqueness from Theorem 3.2. 
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is Lk = 2.00 X 10-16 • 
Simulation Results 
A number of simulations were performed for an M/D/5 queue, with arrival rate>. = 2.5 , 
and a variety of different buffer sizes. Figure 3-8 shows the behaviour of the simulation 
time in the fast simulation system as the buffer size is increased for a fixed variance. The 
normalized variance of the estimates for the simulation time is 4 %. 
The linear relationship between the buffer size and the required simulation time in-
dicates that we are achieving "asymptotic efficiency", i.e. that an exponentia.lly greater 
speedup cannot be obtained by any other method. 
There does not appear to be any simple relationship between the required simulation 
time observed here , and that observed for the corresponding MID 11 queue. The reason 
for this is that even though there is a simple time scaling that applies during cycles that 
end in a buffer overflow , there is different behaviour around the zero state because of the 
different boundary conditions. 
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3.5.3 Poisson-Batch Arrival Process 
If we take an M/D/l queue, as described in previous sections, with Poisson arrival stream 
with rate >., but allow each arrival to be a batch, whose length (i.e. the number of 
customers in the batch) is distributed according to some distribution, say FaO, we have 
what is called a 'batch-Poisson' arrival process. We will proceed with the analysis as in the 
previous section, firstly for a completely general batch-length distribution FaO, and then 
for the case where FaO is an exponential distribution. For convenience, we will assume 
that the whole of a batch arrives at the one time, rather than spread out in time as would 
be the normal case. This assumption avoids the need to analyze overlapping batches, and 
is justified provided that the batch lengths are small compared to the maximum length of 
the queue (N). 
As before, we sample the state of the queue immediately after each service, and use 
the resulting Markov chain for our analysis. In anyone second, the state of the queue will 
change by: 
Xl + .. . + XJ - 1 (3.83) 
where the Xi are the batch lengths , distributed according to FaC), and J , which has a , 
Poisson distribution with average rate >. , is the number of batches arriving in this second. 
(It should be noted that the Xi are i.i.d.) The Cramer transform of this jump distribution 
can be written: 
h(y) 
where 
( 
00 >.k Bk(S)) 
sup sy - log e- S - A L k' 
sER k=O· 
= sup (sy + s + >. - >'B(s)) 
sER 
(3.84) 
(3.85) 
(3.86) 
is the expectation of eSx with respect to FaC). The subscript on the expectation denotes 
the distribution on which the expectation is based. The Cramer transform of the jump 
distribution associated with the MID 11 queue corresponds to the degenerate case where 
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B(s) = eS. 
Given the distribution Fa(.) of the batch lengths, in principle, we can use (3.85) to 
find the Cramer transform of the jump distribution of the Markov chain, and hence to 
solve (3 .24) for the optimal rate of increase of the simulation system. However, in our 
experience, even for simple distributions, the algebra is complicated , and in practice it is 
likely that we will only be able to find direct solutions in a few special cases. 
The special case presented here is where the batch lengths are exponentially dis-
tributed. No justification is offered for this choice, except that it appears to be the easiest 
to analyze. In practical terms , it has several disadvantages, including the fact that it allows 
batch lengths of zero, and also non-integer batch lengths. However, the use of continuous 
batch length distributions as a tool for approximation is not completely unknown in the 
literature, (see e.g. [34]. ) 
Where Fa (-) is an exponential distri bu tion with parameter a, the mean of Fa (.) will 
be !. and the mean arrival rate will be ~ , which must be less than 1 for the queue to be 
a a 
asymptotically stable , and overflows to be rare events. The expectation of e3X for this 
distribution , B(s), is given by: 
a 
B(s) =-
a- s 
for s < a 
Therefore, 
h(y) = sup [Sy + s + A - ~] 
S a - s 
(Ja(y + 1) - v'Ar 
and substituting for h(. ) in (3.24) yields two possible solutions: 
{
X - 1 
y* = 
~-1 
a 
(which is greater than zero) 
(w hich is less than zero) 
(3.87) 
(3.88) 
(3.89) 
If A * and a* are the parameters of the arrival process in the simulation system correspond-
ing to A and a in the original system, then the mean rate of customers arriving in the 
simulation system will be ~: . Taking the service rate in the optimal simulation system to 
be 1, as before , we have: 
A* 
y* = --1 
a* 
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(3.90) 
and hence, noting that we require y* > 0, we have: 
.~* a 
a* >. 
(3.91 ) 
Even though we know the value of ~:, we have no way of finding either >'* or a* 
separately from the L~rge Deviations analysis. In other words, we can find the total 
average arrival rate for the simulation system, but cannot separate this into the optimal 
average rate of arrival of batches and the optimal average batch length. This may seem 
to be a problem, in that the batch length will certainly affect tail probabilities, and hence 
one would expect that the speedup would depend on the relative choice of >'* and a*. 
However, we have assumed that the mean batch length ~ is much less than the buffer size, 
i.e. that this mean is small. Under these circumstances, the tail probabilities for long 
sample lengths should be very similar. Hence , we can choose >'* and a* as we like within 
the constraint of (3.91) , without affecting the asymptotic speedup. However, smaller 
additional speedup factors may possibly be obtained by adjusting the relative values of 
>. * and a* . By this , we mean that the additional speedup will not be exponential in the 
buffer size, and hence does not show up in the large deviations analysis presented above. 
From (3.88) and (3.91) , we can write: 
V* = N(a - >.) (3.92) 
and hence the likelihood ratio Lk in cycle k is (from (3.47)) : 
L e-v* k 
(3.93) 
As we observed above, there are a number of shortcomings in the modeling of the 
batch-length distribution by an exponential distribution, including the fact that non-
integer batch lengths are allowed. Because of these, we will not proceed further with 
the analysis of this example, and do not present any simulation results. 
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3.6 General Result - State-Dependent Noise 
Previous sections of this chapter have beeJJ. devoted to finding optimal simulation systems 
for processes that can be modeled by an equation of the form: 
x(k + 1) = x(k) + w(k), (3.94) 
i.e. systems where the distribution of the noise does not depend on the state of the process. 
We will now generalize Theorems 3.2 and 3.3 to systems with noise distributions that are 
state-dependent. 
As before, we will use two processes , one stochastic x(.) and the other deterministic 
z( .), defined as follows : 
x(k + 1) 
z(k+ 1) 
x(k) + w(X(k),Wk) 
z(k) + y(k) 
(3.95) 
(3.96) 
where y(k) is a control input , to be chosen to minimize a certain performance index. 
As was done in Section 3.1 above, we assume that the random process w is such that 
x( .) tends to zero on average, i.e. E[w I xl < 0 for all x > 0, and that there is an 
appropriate boundary condition that prevents x(.) becoming from entering non-existent 
states. However, in this case, the conditional distribution of w is a deterministic function 
of the state of the system. We will use the solution of an optimal control problem on 
(3.96) to find an optimally efficient system for simulating overflows in (3.95). 
Let hi(') to be the Cramer transform of the distribution of w when xU takes value i, 
i.e. there are i customers in the queue. We now define the cost function V(·, .): 
T-l 
V(T,y(O), ... ,y(T -1)) = E hLz(k)J (y(k)) , (3 .97) 
k=O 
where LzJ is the integer part of z . We wish to minimize this cost function , subject to the 
same constraints as were used previously: 
z(O) 
z(T) 
o 
N 
(3.98) 
(3.99) 
Since the average rate of arrivals is a deterministic function of the instantaneous state 
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of the queue, we can rewrite the cost function: 
T-l 
V (T, y(O), . .. ,y(T - '1)) L hLz(k)J (y( k)) (3.100) 
k=O 
N Tj-l L L hj(y(k)) (3.101) 
j=Ok=Tj_l 
N 
LV} (3.102) 
j=O 
where Tj is the time that the integer part of the state z(.) is first j, starting at z = 0, 
and Vj is the least cost required to move the system z(-) from state z(Tj) to another state 
greater than or equal to l z(Tj)J + 1, which is j + 1. Because the value of l·J is discrete, 
it is possible that the discretized optimal trajectory l z J will not in fact pass through all 
integer values between 0 and N, if, for example, the optimal values of some y(k) are greater 
than 1. For convenience, we define Vj = 0 for states j that are skipped by the discretized 
optimal trajectory, and also Tj = Tj-l. 
It is clear that V(.,.) is minimized by individually minimizing the V;. Each of these 
minimization problems is the same as the problem treated in previous sections for the . 
M/M/1 and M/D/1 queues , with the buffer size set to 1, and can be solved using (3.24), 
as shown previously. Therefore, at each state x, the average rate of increase of the optimal 
simulation system y; is the unique positive solution of: 
(3.103) 
The connection to the theory of Cottrell is trivial. All that is required is to apply the 
proof of Theorem 3.3 to each state x between 0 and N, whence it is clear that (3.103) is 
equivalent to the optimality condition Mx(Ox) = 1. 
3.7 n-Priority Arrival Process 
A multiple-priority process may be used in a network to reduce greatly the loss rate for 
some classes of customer, such as those corresponding to signaling traffic within the net-
work, at the expense of greater losses in other classes, where the loss is not so important. 
In the telecommunications literature, a commonly quoted example of a class of customer 
where such losses are easily tolerated is voice traffic. The basic idea is that when the num-
ber of customers in a queue exceeds a certain level, lower-priority customers are discarded, 
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Figure 3-9: M/M/1 queue with two-priority arrival process 
even though the buffer does not overflow. By discarding these customers, the effective ar-
rival rate at the queue is reduced when the buffer is near overflow, and therefore the actual 
rate of loss of the higher priority customers is lowered. 
As a simple example of the application of the result of Section 3.6, we will show how 
to generate the optimal simulation system for an M/M/1 queue with a two-priority arrival 
process , as shown in Figure 3-9. The higher priority process has rate >'1. The lower priority 
arrival process , which has rate >'2 , is blocked whenever the state of the queue exceeds some 
value, say N p • As before, the service process has rate J.L. 
The result above says that we can deal separately with the two different arrival rates 
seen by the queue. For a simple MIMl1 queue with constant average arrival rate, we gen-
erate its optimal simulation system by exchanging the arrival and service rates. Therefore, 
for the two priority process, we do the same. Hence, in the optimal simulation for the 
two-priority arrival process , the arrival rate is always J.L. When the state of the queue is 
less than or equal to Np , the service rate is >'1 + >'2. When the state of the queue is greater 
than Np , the service rate is >'1. This system is shown in Figure 3-10. 
We note that a queue with an n-priority arrival process violates the smoothness as-
sumption of Theorem 3.1. It is possible therefore that the use of the fast simulation system 
described above would not provide asymptotic optimality. However, the simulation results 
presented below suggest that asymptotic optimality may be retained in spite of the dis-
continuities in the jump distribution as a function of the state xC). In the light of this 
observation, further work to investigate whether these restrictions in Theorem 3.1 can be 
weakened would be of great interest. 
The same technique could be applied to an arbitrary GI/GI/1 queue with an n-priority 
arrival process . 
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Figure 3-10: Optimal simulation system for M/M/1 queue with two-priority arrival pro-
cess 
Simulation Results 
Two different series of simulations were done for an MID II queue with a 2-priority arrival 
process, and Al = 0.7 and A2 = 0.07. In the first, shown in Figure 3-11, the value of Np 
was held constant at 10, and N varied. In the second, shown in Figure 3-12, Np was set to 
(N - 10) . In both cases, the variance associated with the estimate of the simulation time 
is approximately 3 %. In these plots, it appears that the simulation time is very close to 
linear in the buffer size. Therefore, even though a queue with an n-priority arrival process 
violates the smoothness assumption of Theorem 3.1, it appears that the fast simulation 
system still achieves "exponential efficiency", in that it is not possible to find a simulation 
system that is exponentially faster , (in the sense defined at the beginning of this chapter.) 
3.8 Markov Modulation 
The Markov-modulated Poisson arrival process is a generalization of the Poisson, in which 
at any given time the arrival stream is Poisson, but where the average rate of the stream 
varies with time according the state of some finite-state Markov process. This arrival 
process is sometimes used for modeling packet-video. While it has been possible to obtain 
directly solutions to the optimization problem for the Poisson arrival process, the case 
of a Markov-modulated Poisson arrival process presents significantly greater difficulties. 
In this section, a general sub-optimal heuristic approach , which should still provide good 
speedup, will be discussed. 
While global optimality appears to be difficult to achieve, at any given time the input 
stream is Poisson. Therefore, we can easily achieve a form of local optimality by tak-
ing the solution of (3.103) for the simulation system, i.e. at each time step, we behave 
as if the average arrival rate is constant, and hence pretend that we are simulating an 
GI/GI/1 queue with unchanging arrival distribution. The following assumptions appear 
to be implicit in claiming that this is a 'good' thing to do globally: 
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Figure 3-11 : Simulation time vs buffer size for 2-priority arrival process, with Np = 10 . 
• that the state of the modulating process varies slowly compared to the rate at which 
customers arrive; 
• that overflows occur due to "malicious noise sequences" in the Poisson arrival stream, 
rather than due to the behaviour of the modulating Markov process. 
There is no reason to suspect that this approach will provide asymptotic optimality in 
general , but it is to be expected that significant speedup over direct simulation would be 
obtained. 
We note that where the average rate of the arrival process is controlled by an external 
process, that the interarrival times are no longer i.i.d. 
Simulation Results 
We consider a queue with a deterministic server , with rate 1, and a Poisson arrival process 
whose rate depends on the state of an external process. This process has two states, with 
the following properties: 
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Table 3.2: Simulation results for heuristic approach to Markov modulation . In all cases, 
the simulation was run until the normalized variance of a was less than 0.01. 
Buffer Size a Fast Simulation Time Speedup 
N 
10 1.3e-08 14385589 1.5e+09 
15 1Ae-11 39583318 1.5e+12 
20 1.4e-14 94995389 1.4e+15 
25 1.4e-17 221992871 1.4e+18 
30 1.5e-20 482163116 1Ae+21 
State 1. In state 1, the average rate of the Poisson arrival process is 0.9. The residence 
time of this state is exponentially distributed, with mean 10. On leaving this state, 
the modulating process always enters state 2. 
State 2. In state 2, the average rate of the Poisson arrival process is 0.1. The residence 
time of this state is exponentially distributed, with mean 40. On leaving this state, 
the modulating process always enters state 1. 
Applying the above heuristic to this example, we will simulate using a queue with a 
deterministic server and Poisson arrival process controlled by the same modulating process 
as the original system, but with the average arrival rate of the Poisson arrival process 
taking the following values: 
State 1. 1.11 
State 2. 3.71 
Some simulation results for a number of different buffer sizes are shown in Table 3.2. 
There are a number of interesting points that come out of these simulation results: 
• The order of the required simulation time is quite clearly exponential in the buffer 
size N. Therefore, the heuristic does not allow us to create an asymptotically optimal 
simulation system . 
• We attempted to perform a number of direct simulations to verify these arguments. 
Unfortunately, even for the N = 10 case, after using a full week of CPU time on 
a SPARCstation, the simulation had not completed. This confirms at least that 
simulation of buffer overflows in queues with Markov-modulated arrival processes is 
not feasible using direct Monte-Carlo simulation, but that the heuristic approach to 
fast simulation offered here does indeed make such simulation feasible. 
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• Even though direct simulation is not possible, we would still like to know something 
about the speedup obtained using this heuristic. In order to make some quantitative 
estimate for the speedup, we assume that the variance of the estimate of a comes 
from two sources: 
1. The changing arrival rate caused by the external modulating process 
2. The distribution of cycles of the first and second kind (Le. those ending in 
overflow and those not.) 
For the purposes of calculating the speedup, we assume that the contribution of 
the external modulating process to the variance is the same in both direct and fast 
simulationsll . Using this assumption, the speedup shown in Table 3.2 was calculated 
based on the estimates for the probabilities that a cycle ends in an overflow in the 
direct and fast simulation systems. From these results, it is not at all surprising that 
performing a direct simulation turned out to be impossible. 
Conclusion 
It has been known for some time that large deviations can be used to create a simulation 
system for rare events that is asymptotically optimal as the rarity of the events approaches 
infinity [3). In this chapter, we have extended the previously known theory as follows: 
• We have shown that the solution of a discrete-time optimal control problem can be 
used to obtain directly this same optimal simulation system. 
• The solution of this optimal control problem has been applied to obtain a general 
result for the optimal simulation system associated with a GI/GI/l queue. 
• This result was applied to a number of different types of queue, with emphasis on 
queues with deterministic servers. 
• An heuristic approach to the creation of an importance-sampling system for a queue 
with a Markov-modulated arrival process was presented. 
llGiven the connection between the optimal simulation system and the reverse-time model which we 
demonstrate in later chapters, this assumption is probably quite reasonable. 
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Chapter 4 
Parekh and Walrand Approach 
At one point while working on this book we even considered adopt-
ing a special abbreviation for "It is a remarkable fact that" , since 
this phrase seemed to occur so often . But in fact we have tried 
to avoid such phrases and to maintain a scholarly decorum of 
language. 
- J. H. Conway and N. J. A. Sloane [35] . 
In the previous chapter, we presented a method, based on the application of large 
deviations theory to the jump distribution of a Markov chain, for finding an asymptotically 
optimal simulation system for a GI/GI/l queue. An alternative to this approach has been 
suggested by Parekh and Walrand [4). In their approach to simulating buffer overflows 
in queueing networks , large deviations theory is used once again. However , instead of 
analyzing the jump distribution on an embedded Markov chain, the distributions of the 
interarrival times and virtual service times are used to create a performance index, which , 
when minimized , provides the parameters of an asymptotically optimal simulation system. 
The purpose of this chapter is to summarize the main results of [4], relating to the 
optimal simulation of GI/GI/l queues and networks of GI/GI/l queues . The heuristic 
derivations presented are essentially the same as [4], and yield a minimization problem 
in terms of the parameters of the simulation system. The values of the parameters that 
achieve the minimum are those of the optimal simulation system. In the following chapter, 
we show rigorously that this heuristic method is exactly equivalent to the jump distribution 
approach of the previous chapter for GI/GI/l queues. We will then also show that a simple 
analytic solution exists to the minimization problem for tandem networks of GI/GI/l 
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queues and Jackson networks . 
In this chapter, as we have done previously, we will assume that we are seeking to use 
importance sampling to estimate an escape probability, and that there exists some other 
means (such as was described in Section 3.1) for inferring the recurrence time given this 
escape probability. 
4.1 Heuristic of Borovkov and the GI/GI/1 Queue 
We will now present the heuristic derivation [4] for the optimal simulation system of a 
GI/GI/1 queue. This derivation is based on a heuristic due to Borovkov, Ruget and 
others. The basic idea behind this derivation is that for fast simulation we should use a 
system whose average path is the same as the average path that is followed in the original 
system immediately leading up to an escape. In the next chapter, we will see that the 
optimal simulation system obtained using this heuristic is identical to that obtained by 
the methods of the previous chapter. 
We consider a GI/GI/1 queue with interarrival time distribution A, and virtual service 
time distribution B . Let t be the mean of A, and hA (-) its Cramer transform. Similarly) 
let;; be the mean of B , and hB(-) its Cramer transform. We assume that A < J-L for 
stability. As usual , we wish to find by simulation the probability a that a cycle ends in 
an overflow. Let xt denote the ith interarrival time and X? the ith virtual service time. 
We define a cycle as a piece of trajectory starting with the buffer empty, and terminat-
ing the first time that the buffer is empty again, or an overflow occurs. We will consider 
only those cycles that terminate in an overflow. Let the average interarrival time in these 
cycles of the second kind be f,-, and the average virtual service time be~ . Then by 
Cramer's theorem (Theorem 2.4), over a time T , 
{
X f + ... + X f,T '" ~} 
P NT - N 
exp ( -A'ThA (;,)) (UTLE) (4.1) 
P {xf + ... + X:'T ~ T} P ~-{ X f + ... + X:'T 1 } J-L'T J-L' 
exp ( -J-L'ThB (:,) ) (UTLE) (4.2) 
where "UTLE" is an abbreviation for "up to logarithmic equivalence". 
Since we examine only the one cycle immediately before an overflow occurs, all vir-
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tual services are actual services, and T = N Because the arrivals and services are v::;r ' 
independent , it can be claimed that [4] (using the notation of [4]): 
(4.3) 
Hence, for large N 
a:= exp {-N inf _1_ (A'hA (2-) + J.L'hB (2-))} 
>">/l'>O >..' - J.L' >..' J.L' 
(UTLE) (4.4) 
By performing the minimization, it can be shown that the minimum satisfies [4]: 
( 4.5) 
( 4.6) 
The values of >..' and J.L' satisfying these equations are the average arrival and service rates 
for the optimal simulation system. 
In the next chapter, we will show that this result is exactly equivalent to that obtained 
for a GI/GI/1 queue in Chapter 3 (Theorem 3.2) . 
4.2 Extension to Networks of GI/GI/l Queues 
We consider a general open network of GI/GI/1 queues. For a network of queues, call a 
cycle a piece of a trajectory starting at the zero state and terminating on the first occasion 
when either the total number of customers in the network exceeds some value (say N), 
or the state equals zero again. Call a cycle that terminates with the system in the empty 
state a cycle of the first kind , and one that terminates with the number of customers in 
the network greater than N a cycle of the second kind l . Let d be the number of queues in 
the network , Ai be the rate of external arrivals at queue i, Ii be the total arrival rate at 
queue i, J.Li be the virtual service rate at queue i, Pi; be the routing probability from queue 
i to queue j and PiO be the probability that a customer leaving queue i leaves the network. 
We will assume that all queues are stable in the sense that Ii < J.Li, 'Vi. All the parameters 
1 A cycle could also be defined as terminating when the number of customers in anyone queue exceeded 
some predetermined level or is again zero [4J . 
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of the system S (i .e. 7i, Ai, l1-i and Pij) are assumed constant. These parameters of the 
system satisfy the traffic equations: 
d 
,i = 2: Pji/j + Ai, 
j=l 
and the routing probabilities satisfy: 
d 
2:Pij = 1 
j=O 
(4.7) 
( 4.8) 
Suppose 0 is the probability that a cycle ends in a buffer overflow, i.e. that it is of the 
second kind. There is a relation between 0 and a system S( Ai, l1-i, ,i, pij), which is obtained 
from S by varying its parameters, and which is used for estimating 0 by simulation. Using 
a similar heuristic justification to that presented in the previous section, it is argued in (4) 
that the parameters for a system S (Ai, l1-i, ,i. pij) can be found as the arguments achieving 
minimization in the following large-deviations approximation2 for 0: 
where 
d I 
[(i 2: I I Pij ( 4.10) Pi ' og-
J p" j=O 'J 
R 
1 ( 4.11) = 
2:hi - I1-DI-Y/>J!( 
. . 
where h)..;(.) is the Cramer transform of the distribution of the external interarrival times 
at queue i, and hJ!i(') is the Cramer transform of the distribution of the virtual service 
times at queue ,i. 
The infimum is subject to the following constraints: 
A:, 11-:, ,i > 0 
O~ I Pij ~ 1 
I 
'i > I l1-i for at least one i 
( 4.12a) 
(4.12b) 
(4.12c) 
2This approximation is quite crude, and is not of practical use for estimating cr. However, arguments 
associated with the minimization (i .e. Ai , I'i, ri, pij) will be useful in estimating the statistics via simulation, 
even though the system generated will only be approximately optimal. 
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j 
d 
2:(>-i + 1Li) 1 (4.12d) 
i=1 
d 
LP~j 1 (4.12e) 
j=O 
d 
Ii = L I . (' ') )..' Pji rrun Ij,lLj + i ( 4.12f) 
j=1 
It has been argued [3 , 4] that if the system S defined by the parameters I:, )..i, lLi 
and pij is used to perform simulation, then this simulation is asymptotically optimal as N 
becomes large. In the next chapter, we will perform the minimization using the method 
of Lagrange multipliers to satisfy the equality constraints. 
Conclusion 
In this chapter , we have presented the heuristic arguments of [4] , which lead to a min-
imization problem, the solution of which specifies the parameters of an asymptotically 
optimal simulation system for simulating buffer overflows in a network of GI/Gi/1 queues. 
In the next chapter, we will provide a lllore rigorous justification for the case of a GI/GI/1 
queue, and also solve the minimization problem for a number of cases. 
61 
Chapter 5 
Fast Simulation of Networks of 
Queues 
When a man points at the stars, only a fool looks at his finger. 
- Anonymous . 
The previous c.hapter summarized the major results of [4], showing how we can generate 
an optimal simulation system for a network of GI/GI/l queues with probabilistic routing. 
This chapter is concerned with examining two open questions left by this previous work: 
1. providing a more rigorous justification for the derivation of the optimal simulation 
system for a GI/GI/l queue; 
2. the previous work leaves a complicated minimization problem to be solved before 
the results can be applied. There is a suggestion in [4] that this could be done 
numerically. However, an analytic minimization is obviously preferable where this is 
possible. In this chapter, an analytic solution to the minimization problem is given 
for Jackson networks and tandem networks of GI/GI/l queues. 
5.1 Connection between Borovkov and Cottrell 
Let X A be a random variable whose value denotes the interarrival time at a GI/GI/l 
queue, with distribution A, and let hA(-) be the Cramer transform of the distribution 
A. Similarly, let X B be a random variable whose value denotes the virtual service time 
at a GI/GI/l queue, with distribution B, and let hBC) be the Cramer transform of the 
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distribution B. We will call the number of customers in the queue at anyone time the 
state. Let hje-) denote the Cramer transform of the distribution of jumps ~i in the state 
occurring in unit time . 
We introduce first and prove a lemma relating the Cramer transform of the distribution 
of jumps to the Cramer transforms of the distributions of interarrival and virtual service 
times. After this lemma, we will state and prove the main theorem, which shows that the 
optimal simulation systems of Chapter 3 and Chapter 4 are the same. 
Lemma 5.1 The Cramer transform of the distribution of jumps and the 
Cramer transforms of the distributions of interarrival and virtual service times 
are related by: 
(5.1) 
Proof: 
Let T be a long time interval. If there are >.'T arrivals and J.L'T arrivals in this time, then 
the number of customers in the queue changes by v'T = >..'T - J.L'T. Hence, it is clear that: 
P {6 + ... + ~T ~ v'T} = I: P {xf + ... + Xt.T ~ T} P {xf + ... + X:'T ~ T} 
>.'-j.L'=,,' (5.2) 
l.e. 
~ logP {~l + . ~. + ~T ~ v'} = (5.3) 
.!..l '" p{Xf+ ... +Xt.T~~}p{ Xf+ ... +X:'T~~} 
T og ~ NT N J.L'T J.L' 
>.'-j.L'=,,' 
Now, from Cramer 's theorem (Theorem 2.4), we know that 
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In other words , as the time T becomes large, the asymptotic behaviour of the probability 
of their being )..1 arrivals and p.1 services in time Tis: 
Therefore, it is clear that in the limit as T - 00, the term associated with the smallest 
value of 
(5.6) 
satisfying)..' - p.1 = Vi in the right-hand side of (5.3) dominates , and hence: 
1· 1 I P {6 + ... + ~T I} 1m - og ~ v (5.7) 
T-oo T T 
_ 1. IlL { X f + ... + X fiT I} { X f + ... + X ~T 1 } 
- 1m - og P '" - P '" -T-oo T NT - )..1 "IT - "l >.' _ ~/=//' r- r-
_ 1. 1 I P { X f + ... + X fiT 1 } P { X f + ... + X ~T 1 } 
_ 1m - max og ~ - ~ -
T-oo T >.'_~/=//' NT N p.IT p.1 
Therefore, 
(5.8) 
as required . 
o 
We note also that the minimum in 95.8) is unique. This can be seen from the fact that 
there is a unique solution to the unconstrained minimization , and that the constraint is 
linear, which means that its second derivative is zero. 
Theorem 5.2 The two optimal simulation systems defined by v* satisfy-
ing: 
hj(v*) = v* -;h(vl )\ 
dv //'=//* 
(5.9) 
and ()..*, p.*) satisfying 
(5.10) 
are equivalent for v* = )..* - p.* . 
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Proof: 
This theorem will be proved as follows: 
1. That if ()..*,p,*) satisfies (5.10), then (5.9) is satisfied by v* = )..* - p,*. 
2. Given v* satisfying (5.9), then the solution ()..*, p,*) to the minimization problem in 
Lemma 5.1 is the same as the solution of (5.10) with v' = v*. 
1. Let v* = )..* - p,*. We can minimize the quantity on the right-hand side of (5.1) 
using the method of Lagrange multipliers. We define the lagrangian: 
(5.11) 
where k is the lagrange multiplier. Let 'X, Ii be the solution. Then we have: 
hA (~) - ~h~ (~) + k 0 (5.12a) 
hB (4) -4h8 (4) - k = 0 (5.12b) 
'X-p: v* (5.12c) 
It is straightforward to check that choosing 'X = )..* and Ii = p,* satisfies the 
above equations. This solution is unique, since, as we saw above, the solution to the 
minimization problem of Lemma 5.1 is unique. Then we have 
Now, the sensitivity theorem shows that 
dhj(v*) = -k 
dv* 
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(5.13) 
(5.14) 
(5.15) 
by (5.10)(5.16) 
(5.17) 
(5.18) 
[] 
2. Finally, suppose that (5.9) holds. Then we solve the optimization problem (5.1). 
Let :X, 11 be the minimizing value. Then (5.12a) through (5.12c) hold for some k. By 
the sensitivity theorem, (5.14) holds~' Thus, using (5.9), (5.12a) and (5.12b), we can 
write 
(5.19) 
(5.20) 
These two equations yield (5.10), with :x replaced by >'* and 11 replaced by J.L*. 
o 
Therefore, it is clear that the two methods of analysis , the first based on the jump dis-
tribution of an embedded Markov chain , and the second on the distribution of interarrival 
and virtual service times , are exactly equivalent. 
Because these two different techniques generate the same change of measure, it is clear 
that when they are used for simulation, the probability of any trajectory occurring in 
either system is the same, and therefore that the likelihood ratios associated with their 
use in importance sampling are the same. Hence, it can be seen that, where the arrival 
and service rates do not depend on the state, the likelihood ratio for the system generated 
via analysis of the distribution of interarrival and virtual service times does depend only 
on the end points of a trajectory, not on the path taken between these point , just as for 
the system generated via analysis of the jump distribution. 
5.2 Heuristic Motivation 
Before showing how the minimization problem remaining from the results of [4] is solved , 
we present a brief heuristic motivation for the solution that will be obtained. 
It has been shown previously that the optimal simulation system for an MIMl1 queue 
is another MIMl1 queue with arrival and service rates reversed, as shown in Figures 5-1 
and 5-2 [4, 6]. 
Consider the case of two queues in tandem, as shown in Figure 5-3. Assume>. < J.Ll 
and>' < J.L2. If, for example, the service rates satisfy J.Ll > J.L2, and if the size of the 
buffers is large , then the overflow statistics ought to be dominated by the second buffer's 
behaviour , and J.Ll should be of little importance, i.e. from the point of view of buffer 
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Figure 5-1: M/M/1 queue 
A 
---.(·01---
Figure 5-2 : Optimal simulation for buffer overflows in an M/M/1 queue 
Figure 5-3: A pair of queues in tandem 
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overflows, the system should behave essentially as a single buffer with arrival rate>. and 
service rate Jl2' Hence, it is reasonable to suspect that for large buffer sizes, the optimal 
simulation system will behave very like a single buffer with arrival rate Jl2 and service rate 
>., even if the difference between Jll and Jl2 is small. Similarly, if we have a network of 
queues , and large buffer sizes, it is reasonable to suspect that the queue with the largest 
load (i .e. the largest ratio of arrival to service rate) will dominate the overflow statistics, 
and that the behaviour of the simulation system will be similarly affected. Let us now 
see how this conclusion can be rigorously established, using methods that will apply to 
arbitrary Jackson networks , and also to some classes of more general queueing networks. 
5.3 Tandem Network of M/M/1 Queues 
As defined previously, a cycle is a piece of a trajectory starting at the zero state and 
terminating on the first occasion when either the the sum of the contents of the two 
buffers equals N or again equals zero. If Q is the probability that a cycle reaches N, then 
for a pair of buffers in tandem, we can rewrite the optimization problem associated with 
creating an optimally efficient simulation system (4.9) as: 
Q = exp-N 
where 
min R[>"hA (;,) +Jl~h~! (/~'l) +Jl;h~2 (/~'2)] A/>O,#A~ 1 #-'~2:0 , A r r 
A/>#A~ or>.I>j4~ 
}o./+I';+I';=! 
R={ 1 >.'-~; 1 
Ai_~~ 
>.' > Jl~ and Jl~ < Jl~ 
otherwise 
(5.21) 
(5.22) 
As argued in above, (and in [4],) the values of >" etc achieving the minimization are the 
parameters of the optimal simulation system. 
This approximation for Q does not give good numerical results, but should provide 
a good asymptotic approximation for the parameters of S for large N because the large 
deviations approximation considers only that component of Q that behaves exponentially 
in the limit of large exit time. This exponential part should dominate over other multi-
plicative components of Q in the determination of this minimum. The quantity R is the 
average time for the sum of the contents of the two buffers in the system S to increase by 
one. 
The quantity in the exponent of (5.21) is to be minimized subject to the constraint 
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>.' + J.L~ + J.L~ = 1. This minimization has been carried out numerically previously, and 
the results presented here demonstrated for certain specific cases. Here, an alternative 
analytic minimization that makes possible an extension to tandem networks of arbitrary 
length is shown. This can be done using the method of Lagrange multipliers: 
e = R [>"h >. (;,) +J.L~h/Ll (:J +J.L~h/L2 (J.L~)] +g(>" +J.L~ +J.L~ -1 ) (5.23) 
Because of the symmetry of the problem with respect to J.Ll and J.L2, we assume, without 
loss of generality, that>.' > IA and J.L~ < J.L~. 
Then we have: 
ae 
a>.' 
ae 
aJ.L~ 
ae 
aJ.L~ 
where 
J( 1 >. 
- ( \' ')2 + \' , log \' + 9 = 0 
1\ - J.Ll 1\ - J.Ll 1\ 
J( 1 J.Ll 
(>.' ' )2 + >.' ' log I + 9 = 0 
- J.Ll - J.Ll J.Ll 
1 J.L2 
>.' ' log I + 9 = 0 
- J.Ll J.L2 
J( >.'h>. (;,) +J.L~h/Ll (:J +J.L~h/L2 (:J 
(5.24a) 
(5.24b) 
(5.24c) 
Since 9 is the rate of change of e with the sum of the arrival and service rates , and 
we do not expect the probability that a cycle exits rather than returns to zero to depend 
on the scaling of time, we require 9 = O. Hence, it can be seen that there is a unique 
minim urn of e where >.' = J.Li , J.Li = >. and J.L~ = fL2, i.e. >. is exchanged wi th the smaller of 
J.Ll and J.L2· 
This idea can be generalized to networks of d queues in tandem. In this case, the 
Lagrangian is differentiated with respect to >.' and the J.Li, and we obtain a similar set of 
equations to that obtained for the pair of tandem queues above: 
ae 
a>.' 
ae 
aJ.Li 
ae 
aJ.L j 
where 
J( 1 >. 
-(>.' ')2+>.' ,log\,+g=O 
- J.Li - J.Li 1\ 
J( 1 1 J.Li - 0 
( \' ')2 + \' ,og,+g-1\ - J.Li 1\ - fLi J.Li 
1 J.L' ~log~+g=O 
1\ - J.L i J.Lj 
f( >"h, G) + ~ pjh.i UJ 
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(5.25a) 
(5.25b) 
(5.25c) 
0 . 3 0.5 
0 .2 
Figure 5-4: A (0 .2, 0.3 , 0.5) tandem network 
0.2 0.5 
0.3 
Figure 5-5: The optimal simulation system associated with the system of Figure 5-4 
Equation (5.25c) is repeated for all the JLj except for that one which dominates the 
overflow statistics (i). This set of equations has a unique solution that corresponds to 
swapping>. with the smallest of the JLi, and leaving all the other JLi unchanged . The 
argument is virtually the same as that for the case of a pair of tandem queues. 
Example 5.1 Figure 5-5 shows the asymptotically optimal simulation sys-
tem for a (0.2,0.3,0.5) tandem pair of queues, (shown in Figure 5-4.) The sim-
ulation system has been formed by exchanging the smallest service rate (0 .3) 
in the original system with the external arrival rate (0.2) . 
5.4 Jackson Networks 
A Jackson network is a network of M/M/l queues, interconnected with probabilistic rout-
ing (i.e. we assume that all the external arrival streams are poisson , and that the service 
times are exponentially distributed.) In this section, a direct analytic solution is given to 
the minimization problem described above for Jackson networks. After the mathematical 
details of the solution , some comments on interpretation are made, followed by a proof of 
optimality. 
5.4.1 Evaluation of Optimal Simulation System 
In order to find the optimal simulation system, the arguments achieving the infimum in 
the exponent of (4.9) must be found, subject to the constraints listed. In order to do this, 
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we define a Lagrangian as follows, with Lagrange multipliers g, bi and Ci: 
(5.26) 
Each of the equality constraints (4.12d) through (4.12f) is associated with a Lagrange 
multiplier. We will assume without real loss of generality that queue 1 has the largest 
load, (i.e. PI > Pi for all i # 1, where Pi = ~.) 
Define Ti as the expected number of times that a customer arriving at queue i will 
pass subsequently through queue 1 before leaving the network.1 Because the routing is 
Markovian , Ti does not depend in any way on the previous history of a customer, e.g. 
whether the customer enters that network at queue i, or comes to queue i from within the 
network. Thus Ti is also the expected number of visits to queue 1 of a customer entering 
the network at queue i . Then: 
d 
LTi)..i =,1 
i=1 
(5.27) 
We note that T; = 0 implies that customers arriving at queue i can never be routed through 
queue 1 before leaving the network. Also, since all customers arriving at queue 1 must 
pass through this queue before leaving the network, we must have Tl 2: l. 
When the derivatives of the Lagrangian with respect to the parameters of the system 
5 are evaluated (see Section 5.4.3), it can be shown that the following values of the 
parameters of the system 5 correspond to a turning point of the Lagrangian, and are in 
fact the required infimum. 
[ 
_T ,_' ; 1-£,-1_-_,,-1] ,i 1 + 
Tl ,I 
= 
I 
)..i'; 
,i 
(which implies ,~ = I-£d (5.28a) 
(5.28b) 
1 Ti is easily calculated as the value of 1'1 when the values Ai = 1 and Aj = 0 for j :/: i are substituted 
into the traffic equations (4.7) . This is possible because the Ti depend only on the routing in the network, 
and therefore do not change when the external arrival rates are changed. 
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, 
I-Li 
, 
PiQ 
, 
Pij 
{
'V + (rJ-l)(JLI-'Y1) 
,1 TI 
/-Li 
Ii 
PiQ . (' ') mm/i,/-Li 
, 
Ii I; 
Pi; . ( ' ') mm li,/-Li I; 
for i = 1 
for i > 1 
for j > 0 
The Lagrange multipliers take values 
g 0 
bi 
I' 
-Rlog.....!. 
Ii 
Ci R minC/L /-LD [log min~}, /-LD - 1) 
(5.28c) 
(5.28d) 
(5.28e) 
(5.29a) 
(5.29b) 
(5.29c) 
In the simulation system defined here, we can show that queue 1 becomes unstable in 
5, and that all other queues remain stable in 5. From (5.28a) and (5 .28c), we can see that 
Ii > /-L~ if and only if: 
(5.30) 
which is true if and only if 11 < 1, which is given. Hence, queue 1 is unstable in 5. 
Next, we show that no other queues are unstable in 5. It has been assumed that 
PI > pj'<lj =I 1. Also, we must have Tl ~ Tj, because all customers arriving at queue 1 
are counted in rt, a.nd it is not possible to have more of these customers counted in rj. 
Therefore, for all j =I 1: 
-1 1 -1 1 PI - < Pj - (5.31) 
Hence, 
(5.32) 
for all j =I 1, and simple manipulation yields: 
,. [1 + r j /-Ll - 11 ) < W 
J rl 11 J 
'<Ij =I 1 (5.33) 
i.e., substituting from (5.28a) and (5.28c), we must have 
, , 
I; < /-Lj for j =I 1 (5.34) 
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In other words , all queues are stable in the optimal simulation system except for queue 1. 
This instabili ty of queue 1 satisfies the last of the inequality constraints (that ,i > J-Li 
for some i). 
5.4.2 Interpretation 
While no physical understanding is necessary to generate an asymptotically optimal sim-
ulation system using the above equations , it is nonetheless useful to see the meaning of 
this transformation. 
• Only the dominating queue, (i .e. the queue with the largest load,) becomes unstable 
in the simulation system, as was shown above. 
• Ti = 0 implies that no customers passing through queue i reach queue 1, and, 
from (5.28a) , that ~/i = ,i. Hence, (5.28b) implies that Ai = Ai , i.e. arrival rates 
are changed only at external inputs from which customers may be routed to the 
dominating queue. 
• The arrival rate at the dominating queue in the simulation system is always the same 
as the service rate of this same queue in the original system. 
• The rate of customers leaving the network at external outputs remains unchanged 
in the simulation system (5.28d). This can be seen in (5.28d), where it is clear that 
pio minCli , J-LD = PiO'i· 
• Only those parts of the network that can contribute to overflows in the original 
system contribute to overflows in the simulation system. That is, it is possible for 
customers to be routed from one queue to another in the simulation system if and 
only if it is possible in the original system. This can be seen from (5.28e), where it 
is clear that pij > 0 if and only if Pij > O. 
• We note that the solution obtained conforms to the heuristic ideas set out in Section 
5.2. 
It should also be noted (perhaps surprisingly) that the distributions of service times for 
queues other than that dominating the overflow statistics are not required to be exponen-
tial, and the external arrival processes at queues from which there is no direct path to the 
input of queue 1 (i.e. Tj = 0) need not be poisson. Both of these facts are demonstrated 
in the following section. 
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5.4.3 Proof of Optimality 
In this section, it is shown that the set ot~quations given in Section S.4.1 defines a global 
solution for the constrained minimization problem with lagrangian (S.26). First, it will be 
shown that these equations correspond to a turning point, and then that this point is in 
fact the required minimum. As in the previous text, we will use the symbol S to represent 
the original system, and S to represent the importance-sampling system generated by 
Large Deviations. 
Evaluation of Derivatives of Lagrangian 
Let 
(5.3S) 
where Rand /(i are as defined previously. Then the extrema of H subject to the equality 
constraints (4.12d) through (4.12f) are found by setting the partial derivatives of the 
lagrangian to zero; the relevant equations are: 
ac )..,' (S.36) , aA~ = R log )..,: + 9 + bi = 0 
t 
ac { RH + R [log;f + LJ=o pij log ~] + 9 + LJ=1 bjpij ,i > JLi (5.37) aJLi Rlog;f + 9 otherwise 
0 
ac [ p~ ] (S.38) 
apio 
Rmin(,:,JLD 1+log....!2. +Ci=O 
PiO 
ac 
R minbL JLD [1 + log Pij ] + bj min(,:' JLD + Ci = 0 for j ~ 1 (S.39) ap~ . 
'J Pij 
ac { -RH - bi ,i > JLi (S.40) a,i d , pi · d , R L j=o Pij log i7 + Lj=l bjPij - bi otherwise 
0 
ac d 
.L: (Ai + JLi) - 1 = 0 (5.41) 
ag i=1 
ac d )..,' .L: . (' ')' '0 (S.42) 
abi i + mm 'j,JLj Pji -'i = j=l 
ac d 
aCi = .L:pij - 1 = 0 (5.43) j =O 
It can be shown by direct substitution of (5.28a) through (S .28e) and (S.29a) through 
(S.29c) that these equations are satisfied by the solution outlined in Section S.4.1. There-
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fore, it is clear that these equations define at least a turning point of H, under the equality 
constraints in (4.12d) through (4.12f) . It will be shown later that this solution also sat-
isfies the inequality constraints (4.12a) through (4.12c) and that this solution is in fact a 
global minimum. 
Evaluation of Optimal Simulation System 
Given a system 5( Ai, J.Li, ")'i, pij) whose parameters define a turning point of H, we assume 
without loss of generality that f queues are unstable in 5, and that (after renumbering 
if necessary) the queues are numbered such that queues 1 through f are unstable and all 
others are stable. For the moment, we do not suppose that under this numbering, queue 
1 is the most heavily loaded. 
Let Tij be the expected number of times that a customer arriving at queue i will pass 
through queue j before leaving the network, and let r = (Tij) and p = (Pij) for i,j E [I,d], 
(i .e. p and r are square matrices of dimension d.) 
Just as in the main text , where Ti was the value of ")'1 when Ai = 1 and Aj = 0 for 
j =I- 0, here we have that Tij is the value of ")'j when Ai = 1 and Ak = 0 for k =I- i. Hence, 
d 
")'j = L TijAi (5.44) 
i=l 
and 
r = 1 + pr (5.45) 
Therefore, 
(I - p ) r = 1 (5.46) 
As has been argued previously for tandem networks of queues [6], physical constraints 
require that g = O. The reason for this is that g is the rate of change of .c with the sum of 
the arrival and service rates, i.e. the scaling of time, and we do not expect the probability 
that a cycle exits rather than returns to zero to depend on the scaling of time. Therefore, 
we require g = O. Then (5.37) yields J.Li = J.Li for i > f . 
Using (5 .36) to substitute for bi in (5.39), and using also (5.38), we have for i,j E [I,d]: 
, A" Pij j PiQ 
-P" = ~P 'Q 1J J 1 (5.47) 
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Now consider the first equation of (5.37). Recognize from (5.40) that 
)..' 
RH = ~-bi = R log --.!. ).. . , (5.48) 
for i E [1,1]. Substitute also for ~P:. using (5.47). There results the first equation of (5.49) 
I} 
below, after simplifying. In a similar way, using the second equation of (5.40), and sub-
stituting for bi and ~, the second equation of (5.49) results in: P,} 
Hence from (5.47), for j ~ 1: 
P~Q = { 
PiQ 
i 5, I 
i > I 
, {1.>' .W ' <I p .. >.. ~-+ t_ 2 _ }, 1', 
- \I p .' ~>. . . I 
'J >'j 1; t > 
(5.49) 
(5.50) 
(We observe that these equations are consistent with the solution of the minimization 
problem set out in the main text, where I = 1.) Replacing 'P'ij in (5.43) with the expansion 
available in (5.49) and (5.50) gives: 
Also, from (4.8), we have: 
/ 
PIQ 
P2Q 
PdQ) 
= (I - p) 
/ 1 \ 
1 
1 / 
(5.51) 
(5.52) 
Eliminating the PiQ terms from (5.51), using (5.52), and substituting r for (I - p)-l, we 
obtain: 
(5.53) 
76 
-
.... 
From (5.37), for queues with index i ::; I, we obtain: 
o RH + R log 11~ + 2: P~j log ~ + 9 + L bjp~j 
[ 
I d p' ] d 
11. j=O P'J j=l 
[
.x' I I d ( I \ )] i l1i I PiO I Pij /lj R log - + log - + PiO log - + L Pi . log --
.xi l1i PiO i=l J Pii .xj 
[ 
d ( I \ )] I Pij /lj R L Pi; log - .. .x'. 
J=l P'J J 
from (5.49) 
I 
= R( 1 - pio) log PiO 
PiO 
from (5.43) and (5.47) 
(5.54) 
(5.55) 
(5.56) 
(5.57) 
i.e. since R cannot be zero, for i E [1,1], p~o = PiO, or pio = 1. Clearly, it is the first 
solution in which we are interested, since pio = 1 implies pij = 0 for all j > 0, and hence 
from (5.47), that .xj = 0 for all queues to which customers can be routed in one step from 
queue i . Therefore, from (5.49) , we have: 
l1i.xi W • I 
- = " = constant v t ::; 
l1i /Ii 
(5.58) 
- I 
i.e. for all queues that are unstable in 5, the ratio ~ takes the same value. 
Now, in order for (5.41) to hold, we must have: 
d 
o L (.xi + I1D - 1 
i=l 
(5.59) 
With a small amount of manipulation, in particular using the fact that ~ = ;r is constant 
for i ::; I, it can be shown that: 
Ai = .xi (111 + ... + Ill) 
11 + ... + II 
for i ::; I (5.60) 
Therefore, assuming that a solution exists for which there are I unstable queues in fl, as 
postulated above, and substituting for bi from (5.36) in (5.40) for i ::; I, we have: 
H = log (111 + ... + Ill) 
11 + ... + II 
(5.61) 
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The postulate that there are a particular I unstable queues in S corresponding to a 
turning point of H has led to the conclusion that only one set of values (>..'. /I' . ...,! p~ . ) l' r", 11' 1) 
apparently gives a turning point; note however that for these values to actually give a 
turning point, there would have to be satisfied at the solution point the conditions Ii > J-L; 
for 1 ~ i ~ I, as well as the other inequality conditions. If these conditions are not 
satisfied, the postulate that a particular I queues are unstable is inconsistent with there 
being an associated turning point of H. 
Now consider all possible values of I, and all possible selections of I queues. With each 
such selection, there is a potential turning point for H , (which will actually be a turning 
point only if the postulated instability condition is actually fulfilled at the solution point.) 
The set of associated values of H has a minimum element , obtained by choosing only the 
queue with the highest load in 5 to be unstable in S, since if ! > ~ for all i "# 1, 
I J-L1 I (J-Lil + .. . + J-Li1) og- < og 
11 Iii + ... + li1 
unless i1 = 1 and i2 ... i[ are empty. 
(5.62) 
The solution point obtained above for the assumption that queue 1 is the most heavily, 
loaded turns out to always lead to queue 1, and no other queue, being unstable in S; 
as shown earlier in this chapter. Further, t he other inequality constraints hold; this is 
established in the next section. Hence, the minimum of the set of possible values of H is 
actually attained . 
Satisfaction of Inequality Constraints 
The use of the method of Lagrange multipliers ensures that the equality constraints are 
satisfied. We have already shown that the third of the inequality constraints, requiring 
that at least one queue in the simulation system becomes unstable, is satisfied by the 
solution presented here. (In fact , we showed that just one queue is unstable.) It remains 
to be shown that Ai, J-Li, Ii ~ 0 and 0 ~ pij ~ 1. 
Firstly, it is clear from (5.28a) that Ii > 0 'Vi, since we know that all queues in 5 are 
stable (i.e. It i > Ii.) Hence, (5.28b) shows that Ai > 0 'Vi. From (5.28c), because T1 ~ 1, 
it is clear that we must have J-Li > 0 'Vi . 
Given the above, (5.28d) and (5.28e) imply pij ~ O. The requirement pij ~ 1 is 
enforced by the equality constraint Lj pij = 1. Hence, all the inequality constraints are 
satisfied. 
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5.5 Tandem Network of GI/GI/l Queues 
For a tandem network of d GI/GI/l queues , the cost function H that we must minimize 
to find the optimal simulation system is: 
H = R [>"h >. (~,) + tILih~i (~)] 
.=1 IL. 
(5.63) 
where 
R = 1 
"(-y~ - ILi) L/ > ~' w ..
(5.64) 
• 
and>' is the external arrival rate at queue 1. In the simulation system, the arrival rate at 
all other queues is equal to the minimum of the arrival and service rates of the previous 
queue, i.e. 
(5.65) 
for i > 1. Therefore, if queue i is unstable in the simulation system, IJ > I-£i, and we can 
write: 
( ' ') (' ') , , Ii - I-£i + li+1 - l-£i+1 = Ii - l-£i+1 (5.66) 
Clearly, the total arrival rate at queue 1 is just the external arrival rate >.': 
I~ = >.' (5.67) 
These facts allow us to simplify the equation for R to 
(5.68) 
where M is the unstable queue in 5 with the highest index (i.e. the rightmost unstable 
queue in 5 when customers flow through the network from left to right2.) 
The minimization is to be performed subject to the constraints 
d 
>.' + 2: I-£i 1 
i=1 
for at least one i 
2The symbol S is used to denote the optimal simulation system. 
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(5.70) 
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Using 9 to denote the lagrange multiplier , the we can write the lagrangian as : 
(5.71) 
As before, the minimum will be achieved where the partial derivatives of the lagrangian 
are zero: 
a£, 
aN -RH + '\'h~ (;,) + h,\ (;,) + 9 
o 
{ 
o 
RH + Jlih~i (~) + hILi (~) + 9 
Jlih~i (~) + hILi (~) + 9 
(5.72a) 
i= M 
otherwise 
(5. 72b) 
Now, as was argued above (in Sections 5.3 and 5.4.3), we must have 9 = O. This is because 
9 represents the rate of change of £, with the sum of the arrival and service rates. Since 
(5.73) 
and we do not expect the probability that a cycle exits to depend on the time scaling, we 
must have 9 = O. Therefore, (5. 72b) implies that for i f M, Jli = Jli. We are now left 
with two problems that must be solved to find the optimal simulation system: 
1. to find the value of M that is optimal; 
2. given M, to find the values of A' and JlM. 
In fact , we carry out these steps in the opposite order to that which they are listed above. 
We note first that for i = M, (5.72a) and (5.72b) are the same as the equations given 
in the last chapter for finding the optimal simulation system associated with an isolated 
CI/CI/I queue. We can easily find the optimal simulation system for an isolated CI/CI/I 
queue with arrival rate ,\ and virtual service rate Jli using the result of [4] presented in the 
previous chapter, and use the arrival rate in this simulation system for '\' for the network 
and the service rate for Jli. 
If we carry out this process for each i, we can then test to see whether or not there 
would be unstable queues to the right of queue i . If so, then clearly this value of i is not a 
candidate for M by definition . From the (finite) set of candidates selected, we then choose 
that which minimizes the value of the performance index H. 
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Conclusion 
In this chapter, we have extended the result.s of [4] in several ways. Firstly, we have given a 
rigorous justification for some of the heuristic arguments presented in the previous chapter. 
Following from this , we have solved analytically the minimization problem left by [4] for 
two important cases: Jackson networks , and tandem networks of GI/GI/1 queues . 
We have not presented any simulation results in this chapter. However, a number 
examples of fast simulations of Jackson networks can be found in [4], where the parameters 
of the optimal simulation system were evaluated numerically. 
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Chapter 6 
Fast Simulation Using 
Reverse-Time Models 
We 've been backwards and forwards through time and ended up 
here, two million years behind where we started. But that doesn't 
change the future, because we've seen it . I mean , wise up kid. 
There 's nothing you can do to change it, because it 's already hap-
pened. 
- Ford Prefect , in (36). 
As stated above, it has been shown previously that the exponential change of mea,-
sure associated with large deviations provides an asymptotically optimal l simulation for 
rare events associated with the state of an asymptotically stable system exiting a re-
gion containing its equilibrium point. In Chapter 3, we quantified this optimal speedup. 
Specifically, we showed that , in scalar systems , the simulation time required is reduced 
from being exponential in the size of the region being escaped to linear in this quantity. 
While the large deviations approach is not guaranteed to generate a simulation system 
that is the fastest possible amongst the class of all possible changes of measure, it is not 
possible to create a simulation system for which the speedup is exponentially greater than 
that provided by large deviations. Let N be the largest state allowed before an overflow 
occurs. Then, for a family of scalar systems parameterized by N, the speedup factor 
obtained by any other method cannot be greater than that obtained via large deviations 
I Asymptotic here refers to the behaviour with increasing rarity of the event, and optimal refers to the 
estimate variance amongst the class of simulation systems under an exponential change of measure. 
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by a factor of exp(<5N) for any <5 > O. However, this does not rule out the possibility of 
obtaining smaller additional speedup factors by a different method. The order of these 
smaller speedup factors will be at most polynomial in N. The use of reverse-time models 
can, in fact, provide such an additional speedup in some circumstances. In these examples, 
it is sometimes possible to reduce the necessary simulation time to a constant. This means 
that we are effectively performing a direct calculation of the exit probability, and that the 
variance is immediately zero. In the importance-sampling literature, this is sometimes 
referred to as an "infinite speedup". For a fixed variance, we can summarize the required 
simulation time as: 
Tsimulation = { ~ t: a, N) 
o (ac ) 
direct simulation 
large deviations 
reverse-time (in at least some examples) 
(6.1) 
for some parameters a, aQ, al and ac . An example of a system for which the reverse-
time model can be used to obtain "infinite" speedup is the uncontrolled ALOHA process. 
However, we note here that the construction of the reverse- time model may require om-
niscience in many cases. Therefore, simulation using reverse-time models may not be 
feasible in many examples. This difficulty with the use of importance sampling to provide 
an infinite speedup in simulation was foreseen in [1]. 
6.1 Calculation of Reverse-Time Model 
Given a stationary finite-state Markov process with transition probabilities 
% = P (x(t + 1) = j I x(t) = i), (6.2) 
its stationary reverse-time model has transition probabilities defined by ([37] p 28) 
qji = P(x(t) = i I x(t + 1) = j) (6.3) 
where: 
_ 7l"( i) 
qji = 7l"(j) % (6.4) 
and 7l"0 is the invariant probability of a state. (Some readers may simply recognize (6.4) 
as Bayes Rule , given stationarity.) The natural direction of time flow for the reverse-time 
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model is backwards (i.e. with the time index t decrementing), under which it has the same 
invariant probability as the forwards-time system (whose time index t increases.) 
In the reverse system, any given finite-fength trajectory occurs with the same proba-
bility as in the forward system. However, in the reverse system, the trajectory is traced 
out backwards in time. Hence, the expected time to travel from A to B in the forward 
system is the same as the expected time to travel from B to A in the reverse system. 
A system is said to be reversible if qji = qji [37]. 
6.2 Invariant Measures and the Reverse-Time Model 
A useful property of the reverse-time model of a stationary finite-state Markov process is 
that the ratio of the probability of a fixed but arbitrary trajectory in the forward-time 
system conditioned on the initial point x(O) = a, to the probability of the same trajectory 
in the reverse-time system, conditioned on the final point x(T) = b, depends only on the 
end points of the trajectory; i.e. if q is the product of the transition probabilities for a 
trajectory of length T, starting at a and ending at b, in the forward-time system, and q the 
product of the transition probabilities of the same trajectory in the reverse-time system, 
the value of (q/ii) for the trajectory does not depend on the path taken, but is equal to 
:f~~. For all of Xl, X2,'" XT-I and T we have. using (6.4) : 
q P(x(l) = Xl I x(O) = a)P(x(2) = X2 I x(l) = Xl)'" 
P(x(T) = b I x(T - 1) = xT-d 
:~~~P(x(O) = a I x(l) = xI)P(x(l) = Xl I x(2) = X2) ... 
P(x(T - 1) = XT-I I x(T) = b) (6.5) 
7r( b) _ 
-q 7r(a) 
In general, in order to find the reverse-time model of a stationary finite-state Markov 
process, we first find the invariant probabilities of the states. It is easy to show that the 
recurrence time of a state X is just the reciprocal of the invariant probability of the state 
7f(x) [38, 39]. Hence, if the escape time that we are to estimate can be expressed as the 
recurrence time of some state or set of states simulation is redundant. 
However, other methods for finding the reverse-time model based on optimal control, 
not requiring explicit knowledge of the invariant probabilities, exist for some types of sys-
tems [10]. For example, the construction of reverse-time models of reversible systems is 
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trivial [37]. If such methods, or even approximate methods, are used to find the reverse-
time model of a certain finite-state Markov process, then the reverse-time model could 
be of use in finding recurrence times of states. Also, as will be shown in the next sec-
tion, there are exit problems where the quantity of interest is not simply expressible as 
a recurrence time and for these problems simulation using reverse-time models (whether 
or not invariant probabilities of the states are known) can be used to provide significant 
acceleration in the simulation. 
6.3 ALOHA System 
ALOHA is a packet radio system, shared between many users. It is assumed that packets 
are of constant duration, which is approximately 10-4 seconds in practice. The channel 
time is divided into slots whose length is the same as the packet length, and it is assumed 
that all packets start at the beginning of a slot. If more than one user attempts to transmit 
a packet in the same slot, there is a clash, and both users are said to be blocked. They 
wait for a random amount of time before attempting to retransmit. In the uncontrolled 
ALOHA system examined here, a blocked user tosses a weighted coin2 to decide whether 
or not to retransmit in a given slot. The probability of retransmission is p. The global 
arrival process is assumed to be Poisson with parameter a, and the state of the system at 
time t, denoted x(t), is the number of blocked users. 
The transition probabilities for the ALOHA system starting at state i to go to state j 
are [3]: 
Pij P(x(t + 1) = j I x(t) = i) (6.6) 
0 for j ::; i - 2 
ip(1 _ p)i-le-a for j = i - 1 
(1- p)iae-a 
+[1- ip(1- p)i-l]e-a for j = i 
ae-a [1 - (1 - p)i] for j = i + 1 
ai -; e-a 
\PI! for j 2:: i + 2 
The uncontrolled ALOHA system has two equilibrium states.3 The lower, no, is stable, 
2U nweighted coins were tried , but failed to return from the toss. 
3 An equilibrium state occurs where the expected value of the next state given the current state equals 
the current state. 
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while the upper, nc , is unstable. Thus, when the number of blocked users exceeds n
c
, the 
expectation of the next state is even greater, and all users rapidly become blocked. This 
event is certain to happen at some time, and the problem treated by [3] is to estimate via 
simulation the expected time for an ALOHA system to become unstable, starting with no 
users blocked. 
6.4 Fast Simulation Using Reverse-Time Models 
Having defined the reverse-time model of a Markov process, and introduced the ALOHA 
system, we will now describe the use of reverse-time models for fast simulation, using 
ALOHA as an example of its application. We will use the same notation as was previously 
used in the discussion of importance sampling. Thus, A is the rare event in which we are 
interested, Vk = lA k , where lAk is the value of the indicator function of the event A in 
the kth cycle, and Lk is the likelihood ratio in the kth cycle4 • We will use the symbol 
P* to denote a probability measure on the reverse-time model, in the same way that P 
was used previously (in Chapter 1) to denote a probability measure on the importance 
sampling system. The difference here is that in the reverse-time model, the trajectories 
run backwards in time. 
We will discuss separately the methods used to apply the reverse-time model to the 
simulation of rare events where the initial condition is fixed, and where the initial condition 
is distribution on a set of points . 
6.4.1 Fixed Initial Condition 
The basic idea is as follows. The original process is modified so that it "resets" in an ap-
propriate fashion as soon as an overflow occurs. In other words, to estimate the transition 
time to the (effectively) absorbing state i > nc , we construct a recurrent Markov chain by 
forcing states i > nc to transit to no deterministically. When this is done the states i < nc 
are no longer transient, and the expected time to exit is very nearly the recurrence time of 
nco We then find the stationary reverse-time model of this new system. This reverse-time 
system is simulated , and importance sampling is used to infer the probability of the es-
cape in the original system. Because the reverse system is always run backwards in time, 
and because we are simulating exactly those trajectories that end in an overflow state, its 
initial condition is always the overflow state nco Therefore, Vk = lA always has value 1. 
4The terms used here are explained more fully in Section 1.3 . 
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Also, the likelihood ratio * is equal to the ratio of the invariant probabilities of the final 
and initial points , and does not depend on the path taken. Therefore, where the state at 
the other end of the trajectory is fixed, say at no as in [3], the likelihood ratio takes the 
constant value :f~~~. Because Vk = 1, and because the likelihood ratio Lk depends only on 
the end points of a trajectory, and does not on the path taken in traveling between these 
points, in the case where there is a unique exit state we can directly calculate the escape 
time, without having to simulate. This is what is referred to as an infinite simulation 
speedup. 
The problem examined in [3] is to find the expected time for the ALOHA system to 
become unstable (i.e. have more than nc users blocked) starting with no users blocked. 
As was stated in Section 6.3, if we replace all transitions starting in unstable states (i.e. 
those greater than nc) with deterministic transitions to no, then the expected exit time 
becomes very nearly the recurrence time of n co 
6.4.2 Initial Distribution over a Set 
The second exit-time problem is to find the expected time for the system to become unsta-
ble, starting in some set F , not identified with a single state, with the relative probabilities 
of states within this set the same as those defined by the invariant distribution. In other 
words, for any state y in F , the probability of starting in state y is :t}lj' In the example 
used here, F = {x I x < 2no}. The expected exit time does not directly correspond to the 
recurrence time of a state, in contrast to the problem examined in [3], and therefore is not 
found trivially from the invariant probabilities. In many ways , this is a more interesting 
problem to consider, since the exit time that we will obtain is that for the system when it 
is running in something close to the steady state, rather than starting from some (very) 
arbitrary initial condition. Simulation using the reverse-time model can be carried out as 
follows. 
Consider the event that the system follows a trajectory with x(O) = i for some i E F, 
x(T) = nc, and x(t) rt F U {nc} for 0 < t < T. Let Ai be the event that we follow such a 
trajectory, given x(O) = i for some particular i E F. Then we have 
(6.7) 
The reverse-time model is run, starting at n c , until it hits the set F. The reverse-time 
probability of the trajectory P*(A) are determined by the "strike rate" in this system, 
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l:A(Wj), and the Radon-Nikodym derivative is given by (6.5): 
( dP ) ( _ 7r( nc) . dP* Ai) = 7r(i) , "It E F. (6.8) 
Either (~) for the trajectory is found from (6.8), or, by noting that with the transition 
probabilities in the reverse and forward time models known, the Radon-Nikodym derivative 
is computable as a ratio of products of these transition probabilities. (Hence the invariant 
probabilities do not have to be used for its evaluation.) In general, it is not possible 
to calculate the reverse-time model without knowing the invariant probabilities, at least 
implicitly. It is for this reason that we say that some omniscience may be required in the 
general application of this technique, since once we know the invariant probabilities , they 
can be used to calculate the quantities in which we are interested. 
Finally, P(A) is estimated from 
P(A) = Ll VI + L 2V2 + ... + LpVp 
p 
where the Li and V; are as defined above, and which is the same as (1.10). 
(6.9) 
As for the fast simulation method of [3] , we will find separately P(A) , as defined above, 
and the recurrence time (TF) of the starting set F (through simulation of the forward-time 
model). Let f3R be the estimate of P(A) . (f3 is the estimate used in [3], and is determined 
with a single initial state no, in contrast to the determination of f3R.) Then , with identical 
argument to [3], the expected exit time f (where we begin in F and end in nc) is given by: 
provided that f is large. The variance of the estimator f3R is found from: 
&2 = E[(P(A) _ p(A))2] 
_1 2~o (dP)2 N- _ p 2(A) 
N2 ~ dp· . ' 
,=0 ' 
(6.10) 
(6.11) 
where N is the number of trajectories run , and Ni is the number of these trajectories that 
ended at state i. 
Using the reverse-time model for simulation allows us to examine exactly the trajec-
tories of the original system that exit, because the initial condition that is used is the exit 
state, and all trajectories a.re run backwards from this state. Also, the probability of a 
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trajectory is the same in the forward and reverse models, since from (6.4) 
(6.12) 
Hence, simulation using the reverse-time model allows us to examine exactly those trajec-
tories of the forward system which terminate in the rare event in which we are interested, 
while preserving the relative frequency of these trajectories. 
In some ways, this is analogous to the ideas of Cottrell et aI, where large deviations 
is applied to find a system whose mean path is the same as the mean exit trajectory, 
and whose trajectories lie tend to lie in a narrow tube around this mean trajectory. We 
will see in the next chapter that there is further significance in this relationship to large 
deviations. 
6.5 Speed Up Factor of Simulation 
Given an event A, and n independent experiments from which we wish to estimate the 
probability of A, as described in Chapter 1, we could use the unbiased estimator: 
~ 1 n 
P(A) = - I: lAi 
n i=l 
(6.13) 
where l Ai takes value 1 if A occurs in the ith experiment, and 0 otherwise. The standard 
deviation (7 of this estimate is given by: 
P(A)(l - P(A)) 
(7= 
n 
and the normalized standard deviation 7J by 
7J= 
)1- P(A) 
~ 
(6.14) 
(6.15) 
For example, to have 95 % confidence that the error in P(A) is less than 20 % requires 
7J::; O.l. 
Now, n can be expressed as n = tAltA, where tA is the number of simulation steps run 
for n tests, and fA the average number of simulation steps per test. 
Therefore, we can write: 
(6.16) 
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In calculating the speed up factor afforded by simulating using the reverse-time model, we 
are interested in the ratio of the number of simulation steps required in a direct simulation 
to give a specified variance to that required in the reverse-time model. This is calculated 
by running a simulation using the reverse-time model. Equation (6.11) is used to calculate 
the variance, and the simulation is stopped when this has reached some predefined value. 
Let tA be the number of steps required to yield the required variance in the simulation 
using the reverse-time model; then the speed up factor s is given by: 
(6.17) 
where tA is calculated from (6.16); the values of (J and peA) in (6.16) are those obtained 
using the reverse-time model , and lA, as already described, is obtained by simulation (of 
the forward model) or as :;[Fy if the invariant probabilities are known. 
6.6 Simulation Results 
The reverse-time model was U' d to estimate the probability (3R of overflow of the uncon-
trolled ALOHA system for a, Humber of ALOHA systems (parameterized by Q and p, see ' 
(6.6)). All simulations were run until the normalized standard deviation was less than 5 %. 
The speed up over simulation of the original ALOHA model obtained for each system was 
then averaged over 10 such runs . The reverse-time model was found numerically, using 
the invariant probability of the recurrent Markov chain described above. This invariant 
probability was found by solving 
(I - P)1r = 0 (6.18) 
where P is the probability transition matrix of the recurrence chain. 
The results are shown in Table 6.1. To find the expected time to reach instability from 
these results, we would simulate the forward system to find TF, and then apply (6.10). 
Table 6.2 compares the results obtained here with those obtained in [3]. As we noted above, 
(3 and (3R are different probabilities: (3 is the exit probability given an initial condition 
no, while (3R is the exit probability given an initial distribution over a set of states around 
no. From a practical point of view, we can argue that (3R is a more interesting quantity to 
estimate, since it tells us about the escape probability when the system is running, rather 
than the escape probability when the system is started running at a particular initial state. 
There is absolutely no reason that the two quantities (3 and (3R should have the same 
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value. 
Table 6.1: Speed up factors obtaineq}or a number of different ALOHA systems. 
Parameters Reverse-Time 
Q p !3R Speed Up 
0.3 0.049 8.8 10 -'1 171 
0.3 0.039 7.1 10-5 322 
0.3 0.032 2.8 10-5 482 
0.3 0.028 5.7 10-6 1232 
0.3 0.024 5.9 10-6 2190 
0.3 0.019 2.7 10-7 10643 
0.27 0.049 4.8 10-6 7913 
0.27 0.032 3.5 10-8 58834 
The reason that the reverse-time model is able to provide greater acceleration of simu-
lations than the Large Deviations method appears to be twofold. Firstly, because it allows 
us to start at the rare event in which we are interested, we only simulate exactly those 
trajectories that end at this event. In the method of [3], many trajectories return to the 
initial state before reaching the exit state. Secondly, in deriving the Large Deviations re-
sults, it is assumed that in the simulation system, we follow trajectories in the same time 
direction as in the original system, but alter the relative probabilities of the trajectories. 
The reverse time model selects only those trajectories whose final state is that of interest, 
but leaves the relative probabilities of these trajectories unchanged. 
Table 6.2: Comparison of speed up factors obtained for a number of different ALOHA 
systems between reverse-time and [3] . 
Parameters Reverse-Time Cottrell et al. 
Q p !3R Speed Up !3 Speed Up 
0.3 0.049 8.8 10 -'1 171 1.8 10 ·4 18 
0.3 0.039 7.1 10-5 322 6.0 10-5 48 
0.3 0.028 5.7 10- 6 2232 6.0 10-6 403 
0.27 0.049 4.8 10-6 7913 4.3 10-6 744 
While the use of large deviations theory for generating our simulation system gives the 
largest possible asymptotic speedup, it is clear from the above that other systems exist 
that can provide even better speedup factors. We have seen earlier how large deviations 
can be applied to reduce the simulation time for buffer overflows in queueing systems 
from being exponential in the buffer size N to being linear in the buffer size. The use of 
reverse-time modeling makes it possible to decrease this time further , although the latter 
approach has the disadvantage of requiring omniscience in many situations. However, 
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the use of reverse-time models can be good for systems where the application of large 
deviations is difficult , but whose transition matrices are not too large, and can be inverted 
relati vely easily. 
Conclusion 
In this chapter, we have seen that it is possible to create simulation systems that provide 
greater speedup than those generated via the large deviations approach described in pre-
vious chapters . In some cases, it has even been possible to create a simulation system that 
provides "infinite speedup", in the sense that the simulation reduces to an exact calcula-
tion of the exit probability. However, the additional speedup factor obtained is at most 
of polynomial order, and, in general , a larger effort in computation is required that for 
the large deviations approach , quite possibly much larger than the simulation effort saved. 
There are a number of types of processes, including reversible systems, where calculation 
of the reverse-time model is easy, and where simulation using the reverse-time model may 
be useful. 
The availability of different techniques permits us to choose whichever is the most 
appropriate for a particular application. For example, if we are attempting to estimate 
rare event statistics in a reversible system (such as an MIMII queue), then we might 
choose to use the reverse-time model for simulation. On the other hand , if we wish to 
estimate the statistics of buffer overflows in an MID II queue, for which no closed form 
solution is known for the reverse-time model , then we would most likely choose the large 
deviations approach . 
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Chapter 7 
Reverse-Time Modeling, Optimal 
Control and Large Deviations 
Who can control his own [ate? 
- William Shakespeare [41] . 
The use of optimal control techniques for obtaining large deviations results on the 
statistics of rare events in diffusion processes has been under development for a number of 
years (see e.g. [28 , 29, 30]). Consider a stationary diffusion process with the property that, 
when the noise excitation is removed , all trajectories decay to the origin. Consider also 
a region surrounding the origin, and an initial condition for the diffusion process lying in 
this region. Large deviations results are concerned with identifying the expected time to 
exit from the region , and the most likely exit trajectory when the noise is small. It turns 
out that the solution of a deterministic optimal control problem for a system related to 
the diffusion process , where the task is to minimize control energy, provides information 
on the most likely path to be taken by a trajectory leaving some region containing the 
origin , and the expected time for this exit to occur. In fact , the trajectory of the controlled 
system defines the most likely exit path for the diffusion, in the limit as the noise tends to 
zero. The expected time to exit can be found from the optimal value of the performance 
index. 
In this chapter, we describe a further connection to reverse-time modeling. Specifically, 
it will be shown that for linear stationary diffusions and linear stationary discrete-time 
Gauss-Markov processes the trajectory defining the solution of the optimal control prob-
93 
..... 
I .... 
lem associated with large deviations defines the mean path of the reverse-time model of 
the process . Further, we will show that for general stationary diffusions , if the input noise 
is small, then the solution of the optimal control control problem defines approximately 
the mean path of the reverse-time model. In addition, it will be shown that the same re-
lationship between large deviations and reverse-time modeling holds for Jackson networks 
with constant parameters . 
In a sense, this chapter is not so much about fast simulation and importance sampling, 
as about exploring more deeply the relationship between the tools that we have used: large 
deviations , optimal control and reverse-time modeling. 
7.1 Diffusion Processes 
In this section, we demonstrate first that the construction of the reverse-time model of a 
linear stationary diffusion process corresponds exactly to solving a linear quadratic optimal 
control problem with the input energy as the performance index to be minimized. Later, 
we extend this result to a more general class of time-invariant diffusion processes. 
Linear Diffusions 
Consider a system whose evolution is controlled by the linear time-invariant stochastic 
differential equation: 
dx = Axdt + Bdw , (7.1) 
where ReAi(A) < 0 for all i (i.e. all eigenvalues of the matrix A have negative real part , 
or the system z = Az is asymptotically stable), [A, B] is controllable and w is a vector 
Wiener process such that x(t) is independent of future increments w(s) - w(t) for s > t 
of w. The associated reverse-time model is defined by [42]: 
dx (A + BB'Pii1)xdt + Bdw, 
= -PRA'Pii1xdt + Bdw (7.2) 
where w is a vector Wiener process such that x(t) is independent of past increments 
w(s) - w(t) for s < t ofw, and PR and dw are defined by: 
(7.3) 
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and 
dw = dw - B' Pii1xdt (7.4) 
We will show that the mean trajectories of this reverse-time system are defined by the 
solution of the linear quadratic optimal control problem corresponding to the minimization 
of the control energy in moving a deterministic system from 0 to an arbitrary xo. We 
consider the deterministic linear time-invariant (forward-time) system: 
:i; = Ax + Bu, (7.5) 
(which is obviously closely tied to (7.1)) and the performance index 
1 fO l1(xo, u(-)) = 2 - 00 u(t)'u(t)dt, (7.6) 
subject to the constraints x(O) = xo and x( -00) = O. An open loop solution to this 
problem of minimizing 11 is well known, see e.g. [44]. A form of closed-loop solution can be 
obtained as follows. Following [44], an associated optimal control problem is defined with 
the reverse time flow direction. The solution of this problem provides the optimal control 
as a constant linear feedback law that is stabilizing, and the law is expressible in terms of 
the solution of a linear matrix equation that is actually equivalent to a degenerate Riccati 
equation. When the time flow is reversed to recover a solution of the original problem, 
we find that at any intermediate point x(t) on an optimal trajectory encountered at some 
time t < 0, the optimal control can be expressed in feedback form as [44]: 
u*(t) = -B'Px(t) (7.7) 
where P is a positive definite matrix defined in terms of the optimal value of the perform-
ance index (l1*(xo)): 
- ~x~Pxo = l1*(xo) = min l1(xo, u(-)), 2 %(-00)=0, 
%(0)=%0 
(7.8) 
or in terms of the parameters of the original system (7.5), by the matrix Lyapunov equa-
tion: 
p-1 A' + AP-1 = BB', (7.9) 
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and from (7.7), the closed loop system can be written as: 
x = TA - BB'P)x, 
= _p-1 A' Px (7.10) 
(Obviously, implementation of the optimal control in feedback form commencing infinitely 
far back in the past is not possible. However, if it is known that a certain state x(t) lies on 
the optimal trajectory, from time t onwards, the optimal control can be implemented in 
feedback form, although in practice the instability of the closed loop system would likely 
preclude this.) 
Now observe that (7.10) is precisely the mean trajectory of the reverse-time system 
above (7.2), because, by (7.3) and (7.9) there holds PR. 1 = -Po Hence the optimal control 
specified by requiring that the input energy to the system (7.5) be minimized gives a closed 
loop system corresponding to the reverse-time system associated with (7.1). 
As we stated above, there is also a connection to large deviations theory. This comes 
about through the fact that the cost function (7.6) is also the "action integral" associated 
with large deviations theory [29 , 30]. 
Non-Linear Diffusions 
Having demonstrated the connection between reverse-time modeling and optimal control 
for a linear diffusion process , we now extend this connection to non-linear diffusions. It 
will be shown that the construction of the reverse-time model of a stationary nonlinear 
diffusion equation corresponds to the solution of the optimal control problem of minimizing 
the control energy when the noise in the diffusion is small. Consider a system whose 
evolution is governed by 
x = J(x) + g(x)u, (7.11) 
and performance index to be minimized defined as follows: 
1 fO V(x(O), uC)) = - u(t)'u(t)dt, 
2 -00 
(7.12) 
and subject to the boundary conditions x(O) = xo and x( -00) = O. We assume that J( .) 
and g(.) are continuously differentiable, z = J( z) is asymptotically stable to the origin, 
and (7.11) is controllable from any state to the origin and from the origin to any state. 
The optimal value of the cost (7.12) is V*C) parameterized by the terminal state, and 
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satisfies the steady-state Hamilton-Jacobi equation 
( av*)' 1 [ av· }2 ax f(x) + 2' ( ax )'g(x) = 0, (7.13) 
At any intermediate point x(t) on an optimal trajectory, the optimal control u*(t) takes 
the value [44]: 
u*(t) = g'(x(t)) aV*~:(t)), (7.14) 
Again, the remarks on implementation apply. In light of (7.14), however, we can define a 
nominal closed loop system by: 
av· 
x = f(x) + g(x)g(x)' ax (7.15) 
Turning now to the problem of constructing reverse-time models, consider the station-
ary diffusion equation: 
dx = f(x)dt + Eg(x)dw, (7.16) 
where w is a Wiener process such that x( t) is independent offuture increments w( s) - w( t) 
for s > t of w, and E is a small scalar parameter; we wish to construct a reverse-time model 
dx = ](x, t)dt + (g(x)dw, (7.17) 
where w is a Wiener process such that x(t) is independent of past increments w(s) - w(t) 
for s < t of w. It is understood that the integral form of (7.17) involves a backward Ito 
integral. From [42], we know that gO = gO and that] is given by: 
...... f · - fi E2 ~ a [p ik jk] 
- --L...J-. gg P , ax} },k 
(7.18) 
where p(x) is the stationary probability density of state x, which is guaranteed to exist 
whenever a strong solution exists to (7.16), fO and g(.) are twice continuously differen-
tiable, their first order derivatives are bounded and the second order derivatives grow no 
faster than Ilxllm as x -" 00 for some m > 0 [42]. (The state dependence of f(')' g(.) 
and p(.) is not stated explicitly in this and following equations in order to increase their 
clarity.) The density p(x) obeys the Fokker-Planck equation, (which is closely related to 
97 
...... 
the forward Kolmogorov equation): 
~ a [ 0] 1 ~ 02 [2 00 ] o = - L..." -i PI' + - L..." i i p£ (gg')'} 
i=1 ax 2 i,i ax ax 
(7.19) 
Let W,(x) = -£210gp(x). Note that lim<-+o W,(x) = Wo(x), say, is an action func-
tion [45], and that lV, is therefore positive, and does not tend to zero as £ -.. O. Substituting 
for p(x) in (7.19): 
o = ~!.. oW, ji _ ~ oJ; _ ~ 1 a2W, 0 ( ')ii 
L..." £2 ax' L..." ax' L- 2 ax'ax) gg 
I I 1,1 
+ ~ !..~ oW, oW, ( ')ii _ ~ ~ oW, ~( ')ii L- £2 2 ax' ax) gg L- 2 ax' ax' gg 
',1 1,1 
~ 1 oW, a ( ')ii ~ 1 02 ( ')ii 
- L- 2: axi axi gg + L- 2: axiaxi gg 
I ,] ' ,1 
Then if £ -.. 0, formally we obtain (see [45] for a rigorous justification): 
o = ~ aWo i ~ ~ aWo aWo ( ')ii 
L..." ax' + 2 L- ax' ox) gg , 
, ',1 
(7.20) 
(7.21) 
which is nothing ot ler than the Hamilton-Jacobi equation (7.13) with Wo(x) substituted 
for V·(x) . This is guaranteed to have a unique positive definite solution under the con-
ditions on the diffusion equation set out above [44], so that V*(x) = Wo(x). Substituting 
for p(x) in (7.18), we have: 
..,.; 0 ( , oW, ) i 2 ( a , ) i f(x)=I'(X)+ g(x)g(x) ax -E ax(gg) (7.22) 
If E is small, then 7 can be approximated by: 
- ) ),aWo(x) f(x)=f(x)+g(xg(x ax ' (7.23) 
and hence the reverse-time model of the system defined by (7.16) is: 
,aWo(x) 
dx = (I(x) + g(x)g(x) ax )dt + Eg(x)dw (7.24) 
It can be seen from this equation that the mean path of the reverse-time model is given 
by the solution of the optimal control problem described above with V· replaced by Wo, 
which are one and the same. These latter calculations are valid only in the limit as E goes 
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to zero, and therefore are not as aesthetically appealing as those of the previous sections. 
This result can also be thought of as showing that the Fokker-Planck equation converges 
to the Hamilton-Jacobi equation as the noise becomes small. 
7.2 Linear Gauss-Markov Processes 
In the previous section, it was shown that the two problems of finding the reverse-time 
model of a stationary diffusion, and of finding a minimum-energy control are equivalent 
in the sense that the closed loop system associated with the minimum-energy control has 
the dynamics of the drift part of the reverse-time model. In this section, a corresponding 
result is derived for linear, stationary, Gauss-Markov discrete-time systems. 
We consider a system defined by the linear time-invariant stochastic difference equa-
tion: 
x(t + 1) = Ax(t) + Bw(t), (7.25) 
where 1 A;(A) 1< 1, [A, B] is controllable and , for convenience, A is non-singular. The 
process we-) is discrete, gaussian, unit variance white noise, and such that x(t) is indepen-
dent of present and future values of w . The reverse-time model of this system is defined 
by [46]: 
x(t) A-I(I - BB'PRI)x(t + 1) + A-I Bw(t) , 
PRA'PRIx(t + 1) + A-I Bw(t), (7.26) 
where w is a gaussian vector white-noise process such that x( t) is independent of past 
values of wand, PR and ware defined by: 
(7.27) 
wet) = wet) - B'PRIx(t + 1) (7.28) 
Consider also the linear time-invariant system: 
x(t + 1) = Ax(t) + Bu(t) (7.29) 
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and the performance index 
1 0 
V(x(O), u(-)) = 2" L u'(t - l)u(t - 1) 
t=I-T 
(7.30) 
with the constraints x ( -T) = 0 and x(O) = Xo. The aim is to minimize with respect to 
u(.) and T the cost of moving from x(-T) = 0 to x(O) = Xo. It is well known that this cost 
for fixed T , but minimized over u(·), is given by the inverse of a controllability grammian 
(see e.g. [47] for the continuous problem), and, as in continuous time, the optimal cost 
when T -- 00 and u(.)) is obtained by using the infinite time grammian. More precisely, 
where 
V*(xo) = -~x, Px 
2 
p-1 _ AP-1 A' = -BB'. 
(7.31) 
(7.32) 
The optimal control for fixed finite T is expressible in feedback form or open loop form. 
When T -- 00, a formal expression for the control in feedback form is: 
u*(t) = -(B'PB + I)-I B'PAx(t), (7.33) 
but note that the same remarks regarding implementation apply here as in the last section. 
Combining (7.29) and (7.33), the nominal closed loop system is : 
and therefore, 
x(t+l) = Ax(t)-B(B'PB+I)-lB'PAx(t) 
(I - B[B'PB + I]-lB'P)Ax(t) 
(I + BB' p)-l Ax(t) 
P-1(AP-1 A,)-l Ax(t) 
P-1(A,)-1 Px(t) 
x(t) = p-1 A' Px(t + 1) 
(7.34) 
(7.35) 
From (7.27) and (7.32), it can be seen that PR = _p-1 , and hence from (7.35) that 
the solution of the optimal control problem defines the mean trajectory of the reverse time 
system given in (7.26). 
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Figure 7-1: An M/M/1 queue. 
Figure 7-2: The optimal simulation for the M/M/l queue of Figure 7-1. 
7.3 Queueing Systems 
We have seen in previous sections that the mean path of the reverse-time model of a 
number of types of processes is the same as the optimal trajectory resulting from the 
solution of an optimal control problem. This optimal control problem is the same one 
that is related to large deviations theory. In this section, we will see that a similar result 
holds for Jackson networks. 
7.3.1 Single M/M/1 Queue 
Imagine an MIMl1 queue with arrival rate A, service rate J.L and buffer size N, as shown 
in Figure 7-1. The optimal simulation system for this queue, derived by means of large 
deviations, is shown in Figure 7-2. Let us say that the queue of Figure 7-1 has been 
running for a long time, and that its buffer has just overflowed. We can look at the period 
leading up to a buffer overflow by running the queue's reverse-time model backwards in 
time, starting with its buffer full. The reverse system is shown in Figure 7-3. 
~------~p~~.---------
Figure 7-3: The reverse-time model of the queue shown in Figure 7-1. 
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If the reverse-system is run backwards in time, the number of customers in the queue 
will on average decay with rate (Jl- A). During this period, corresponding to that leading 
up to an overflow in the forward system, the buffer is never empty, and hence the average 
rate of reverse-time services is Jl, and the average rate of reverse-time arrivals is A. Reverse-
time arrivals are forward time services and reverse-time services are forward-time arrivals. 
Hence, during the period leading up to an overflow, the average behaviour of the forward 
system is as if it had an arrival rate Jl and service rate A. This is the same as the average 
behaviour of the optimal simulation system, which has arrival rate Jl and service rate A, 
as shown in Figure 7-2. In other words , in the period leading up to an overflow, the 
average trajectories of the reverse-time model and the optimal simulation systems are the 
same, and this average trajectory is the optimal trajectory associated with the solution 
of an optimal control problem, as set out in Chapter 3. This trajectory is also the mean 
trajectory of the fast simulation system of [4] , shown in Figure 7-2. 
7.3.2 Jackson Networks 
A similar statement to that made previously for M/M/1 queues can be made about the 
relationship between the original and optimal simulation systems for Jackson networks. 
In this case, if an overflow has just occurred, then there are N customers in the network. 
If we look at the behaviour of the dominating queue l , we expect that it will contain the 
majority of these customers2. Without loss of generality, we will assume that queue 1 
is this dominating queue. It will be shown that the average behaviour of the original 
network in the period ending in an overflow, and beginning in the last time before this 
that the dominating queue was empty, is the same as the average behaviour of the optimal 
simulation system. 
Reverse-Time Model of a Jackson Network 
The parameters of the reverse-time model of a Jackson network can be calculated analyt-
ically. Let biR, JliR, AiR, PijR) be the parameters of the reverse-time network correspond-
ing to bi,Jli' Ai,Pij) in the forwards-time network. We assume that the forward system is 
asymptotically stable, (i.e. the arrival rate ,i is less than the service rate Jli at all queues.) 
1 In a Jackson network, the queue with the smallest load dominates the overflow statistics as the value 
of N is increased. This idea is discussed more fully in Chapter 5. 
2In defining a cycle in Chapter 5, we noted that the overflow event could be defined as either the total 
number of customers in the network exceeding some level , or the number of customers in anyone queue 
growing beyond some limit. The following argument can be applied equally well to this latter case where 
an overflow occurs when the number of customers in anyone queue exceeds a given level. 
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The reverse-time model of a queueing network with infinite buffers is easily found. In 
the reverse system, customers enter the network at t he points where they leave in the 
forward system. Once in the network , they"""travel backwards along the same path as they 
would take through the forward network, and leave the network via the point at which 
they enter in the forward system ([37), p. 69). These ideas can be summarized by saying 
that a forward-time arrival is a reverse-time service. The arrival process is poisson in both 
forward and reverse networks. 
Using the idea of customers traveling backwards through the network, [37) argues 
that at each queue in the network the total arrival rate is the same in the forward and 
reverse systems , (i.e. liR = Ii ,) and that the same is true of the virtual service rate (i.e. 
J.LiR = J.Li.) The external arrival rate at queue i in the reverse system (AiR) is the rate at 
which customers leave the network at queue i in the forward system. Hence, AiR = liPiO. 
Finally, the rate at which customers travel along all paths of the network is the same in 
the forward and reverse systems , so PijR,iR = Pjilj · 
These results for generating the reverse-time model of a Jackson network can be sum-
marized by the following equations: 
l iR 
J.LiR 
AiR 
PijR 
I i 
J.Li 
IPiO 
IjPji 
Ii 
(7.36a) 
(7.36b) 
(7.36c) 
(7.36d) 
A formal justification for this method of constructing the reverse network is given in (37). 
Review of Optimal Simulation System 
Recall from Chapter 5 that for a Jackson network defined by parameters (,i, J.Li, Ai, Pij), 
the optimal simulation system is defined by parameters (,I, J.Li , Ai,pij)' given by: 
I 
I i Ii [1 + Ti J.Ll - 11] 
Tl 1 1 
(which implies I~ = J.Ll) (7.37a) 
A' I (7.37b) 
for i = 1 (7.37c) I J.Li 
for i > 1 
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PiQ . (' ') mm Ij,lli 
, 
I i Ij 
Pij . (' , ) --. 
mm li,llj Ij 
for j > 0 (7.37e) , Pij 
We note that this assumes, without loss of generality, that queue 1 is the most heavily 
loaded, and hence dominates the overflow statistics. 
The term Tj was defined above to be the expected number of times that a customer 
arriving at queue i will pass through queue 1 before leaving the network. Hence, if Tj = 0, 
there is no path along which customers can be routed from queue i to the dominating 
queue. If Tl = 1, then there is no path from the output of the dominating queue, queue 1, 
along which customers can be routed back to the input of queue 1, i.e. there is no feedback 
around this queue. As before, we will use the term cycle to denote a piece of trajectory 
starting with the network empty, and ending at the first time the number of customers in 
the network exceeds some predetermined value (say N), or is again zero. 
Relationship between Reverse-Time Model and Optimal Simulation System 
We consider the time going backwards from an overflow (where the dominating queue 
will contain close to N customers), until the last time that this queue was empty, using 
the reverse-time model, as defined in Section 6.2. We will now show how the average 
behaviour of the reverse-time model in this time is the same as the average behaviour of 
the optimal simulation system defined above. We will check the equations defining the 
optimal simulation system one by one. 
(7.37a) If we run the reverse-time model of the network backwards in time from the 
full- buffer state to the empty-buffer state, then the rate of customers leaving the 
dominating queue is actually Ill, this being the virtual service rate, since the queue is 
never empty. This is the same as the behaviour of the M/M/1 queue, and corresponds 
to an arrival rate , over the interval under consideration , equal to III in the forward 
system. 
In the reverse-system, the rate of customers leaving other queues in the network will 
be increased in proportion to the rate at which these queues feed customers to the 
dominating queue in the forward system, which corresponds to (7.37a). 
(7 .37b) If we consider the behaviour of the reverse-time model in the period leading up 
to an overflow , then the rate of customers leaving the dominating queue will be Ill' 
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However, the routing probabilities in the reverse network will not be changed by the 
fact that we consider only cycles ending in an overflow. Therefore, the increase in the 
rate at which customers leave the network will be distributed in equal proportions 
over all paths leading to the dominating queue, and then over all paths leading to 
all queues in the network. Hence, the external arrival rate at any queue will increase 
in the same proportion as the total arrival rate at the queue. This is equivalent 
to (7.37b). 
(7.37c) If there is no feedback around the dominating queue, (i.e. Tl = 1,) then the 
rate of customers entering this queue in the reverse system is 11, which is also the 
same as the behaviour for the isolated M/M/1 queue. If there is feedback in the 
network, then we must correct this figure: the arrivals are made up of two streams, 
one of customers that have never passed through queue 1 before, and a second stream 
comprising a fixed proportion of those customers that have passed through queue 1 
before. The component of the arrival rate attributable to the second stream must 
be recomputed to reflect the fact that over the time interval in question , the average 
exit rate, at /ll, exceeds the arrival rate to the queue. Let 7r be the probability that 
a customer exiting queue 1 in the reverse system is fed back to the input, so that 
TI = (1-7r) -1. Then the arrival rates of the two streams under normal circumstances 
are (1 - 7rhl and 7r'1 respectively. However, with the exit rate raised to Ill, the 
arrival rates become (1 - 7rhl' and 7r/ll, i.e. the effective reverse-time arrival rate, 
or forward-time service rate, is: 
/lleif (l- 7rhl+ 7r/ll 
(7.38) 
Since the average behaviour of other queues does not result in a build up , the average 
virtual service rates at other queues remain unchanged in the period leading up to 
an overflow. 
(7.37d) During a cycle ending in an overflow, the rates at all external outputs from the 
system are on average the same as in the average behaviour of the sy'item over 
aU time. Hence, we have (7.37d), if we equate primed terms in (7.37d) with the 
behaviour of the system leading up to an overflow. 
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(7.37e) Also, in this period leading up to an overflow, the total arrival rate at queues 
other than queue 1 is increased in proportion to its contribution to 11 and to the 
relative increase in 11, i.e. ~. Finally, in this period, the Pij on average change 
their values such that the ratio of the rates in two paths ending at the same queue 
is that same as it is in the infinite-time average case, as in (7.37e) . 
Hence, it can be seen that the average behaviour of the network, in the period between 
an overflow occurring and the immediately previous time that the dominating queue was 
empty, is the same as the average behaviour of the simulation system. 
Conclusion 
In this chapter we have examined in more detail the underlying relationships between the 
different tools that have been used in previous chapters, i.e. large deviations, optimal 
control and reverse- time models. In previous chapters, the use of large deviations the-
ory and of reverse-time modeling for performing efficient simulations of rare events has 
been discussed. In this chapter, we have seen that there is a connection between these 
two different approaches to fast simulation, in the sense that they have the same mean 
trajectories between the initial state and the overflow state. 
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Chapter 8 
Conclusion 
Sometimes, I think that life is just a rodeo. The trick is to ride 
and make it to the bell. 
- John Fogarty, Rock and Roll Girls 
Much of the past use of importance sampling for estimating the statistics of rare events 
has been rather adhoc in nature, and has not addressed satisfactorily the problem of 
minimizing the simulation time required. An important exception from this general rule 
has been the application of large deviations theory to the problem, such as [3,4). In this 
thesis, we have followed on from this work, extending it especially in the area of buffer 
overflows in queueing systems. Throughout, we have been concerned with systems whose 
state leaves some region surrounding an asymptotically stable equilibrium point, and with 
finding simulation systems that are exponentially efficient, i.e. systems where the order of 
the simulation time is at most polynomial in the size of the region being escaped. 
In Chapter 3, we saw that an analysis based on the use of the jump distribution of 
an embedded Markov chain , large deviations and optimal control was useful for finding 
the optimal simulation system for a number of types of queue with deterministic servers. 
This problem has not , to the best of our knowledge, been examined previously. The new 
results presented included a general approach for analyzing a GI/GI/l queue, based on 
the Cramer transform of its jump distribution, and analytic solutions for the optimal 
simulation systems for systems including the M/D/1 queue, and queues with batch and 
Markov-modulated arrival processes. 
107 
.... 
While Chapter 5 was still concerned with finding an optimally-efficient simulation for 
queueing systems , the work here is based on the distributions of the arrival and service 
times rather than the jump distribution of a Markov chain. In this chapter, it was shown 
that the two approaches are in fact equivalent, and produce identical fast simulation 
systems. At this stage, the approach based on arrival and service time distributions 
appears to have some advantages in dealing with networks of queues, although this may 
be more a reflection of the fact that a serious attempt has not been made to deal with 
networks using the jump-distribution approach. Specific analytic solutions were derived 
here for tandem networks of M/M/1 queues , Jackson networks (which are essentially 
networks of M/M/1 queues interconnected with Markovian routing), and also for tandem 
networks of GI/GI/1 queues. 
Chapter 6 takes a different approach again to the problem of creating an optimally 
efficient fast simulation system. Here, instead of applying large deviations theory, it is 
shown that the reverse- ti n.~ iloJel of a process can be used for efficiently finding rare 
event statistics, achieving at least the same asymptotic efficiency as the large deviations 
approach. In fact, it was shown that in some cases it was possible to obtain an infinite 
speedup in the simulation. Unfortunately, achieving this infinite speedup in practice may 
require omniscience. 
A connection between optimal control and large deviations has been known for a 
number of years. It seems reasonable to ask that, given that both large deviations and 
reverse-time modeling can be used to generate exponentially efficient simulation systems, 
is there a further fundamental connection between reverse-time modeling and large de-
viations/optimal control? The answer was found to be a definite "yes" , in that the fast 
simulation systems created via large deviations and reverse-time modeling were found to 
have the same mean path , which also turns out to be the optimal trajectory associated 
with the solution of a particular optimal control problem, already known to be related to 
large deviations. 
8 .1 Further Work 
There are a number of areas , either motivated by or insufficiently explored in this thesis, 
in which further work would be profitable. 
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Multiple Dominating Points 
In creating the importance-sampling syst~!?, we have assumed throughout this thesis that 
there is a single maximum rate, or dominating point (in terms of the large deviations 
theory.) There are a number of examples of real networks where this assumption is not 
valid, and the results of both Chapters 3 and 5 could be usefully extended to take this 
factor into account. Clearly, in a perfectly dimensioned network, there may be a large 
proportion of queues in this dominating class. However, the fact that both buffer space 
and server capacity come in discrete blocks will often prevent such ideal dimensioning, 
and cause a single queue to dominate. 
Catalogue of Fast Simulation Systems 
While we have presented a some results relating to the general class of GI/GI/1 queues , 
most of the results presented have related to specific arrival and service distributions. 
Further work on increasing the variety of systems for which the asymptotically optimal 
simulation system is known would assist in the application of these results to real-world 
problems. Examples of systems that might be both interesting and of practical use include: 
• ALOHA processes , both controlled and uncontrolled; 
• queues whose arrival streams are correlated in the sense that arrivals occur in 
batches. Hopefully come results could be obtained for batch-length distributions 
that are more realistic than the exponential distribution considered in Chapter 3; 
• queues with Markov-modulated arrival processes. A sub-optimal heuristic approach 
to this particular problem, applicable where the state of the modulating process 
varied slowly compared to the arrival rate at the queue, was presented in Chapter 3. 
Of course, it may turn out that it is very difficult, or even impossible, to derive analytic 
solutions for the optimal simulation system in some, or possibly all, of these cases. 
Arbitrary Networks of GI/GI/l Queues 
In the area of networks of queues, the major original results presented here barely extend 
beyond the confines of Jackson networks. Given that, in practice, it is more usual to have 
queues with deterministic service times, an extension of these results in this direction is 
desirable. 
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Practical Applications 
Even though we have emphasised the importance of practical applications of this work, 
e.g. in specifically examining queues with deterministic servers, there is still much work to 
be done in the area of integrating the ideas discussed here into network simulation tools. 
The Relationship between Optimal Control, Reverse-Time Modeling and 
Large Deviations 
In Chapter 7, it is shown that the mean path of the reverse-time model of a number of 
systems is the same as the optimal trajectory associated with the solution of a particular 
optimal control problem associated with large deviations. Unfortunately, in the area of 
queueing systems , these results can only deal with the analytically simplest class of queues, 
i.e. those with Poisson arrival streams and and exponentially distributed service times. A 
more general form of this result , hopefully including arbitrary GI/GI/l queues would be 
of great interest. 
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