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INtrODUctION
The Web is growing at an incredible speed and has become an active research area in its own right (Spink & Jansen, 2004) . Search engines such as Google (Brin & Page, 1998) enable users to process, access and navigate vast amounts of information. Such engines are built upon the well-established principles of Information Retrieval (IR) (Baeza-Yates & Ribeiro-Neto, 1999) . While an IR system takes as input a user query and returns a ranked list of documents considered relevant to it, a Question Answering (QA) system goes one stage further and returns an exact answer extracted from one of the documents. Since its adoption at the Text REtrieval Conference (TREC) (Voorhees, 1999) , the Cross Language Evaluation Forum (CLEF) (Magnini, Romagnoli, Vallin, Herrera, Peñas, Peinado, Verdejo & de Rijke, 2003) and the National Test Collection for Information Retrieval (NTCIR) (Sasaki, Chen, Chen & Lin, 2005) , in concert with targeted funding under the Advanced Research Development Agency (ARDA) Advanced QUestion Answering for INTelligence (AQUAINT) program, QA has developed rapidly to the stage at which commercial systems such as Qristal are beginning to appear (Laurent, Séguéla & Nègre, 2006) .
A considerable amount of the work in IR and QA has been devoted to the retrieval of results for individual queries. Increasingly, however, users need Interactive Information Systems (IIS) capable of converging on a person's information need by stages, using methods such as Interactive QA (Webb, 2006; Webb & Webber, 2008; Small, Strzalkowski, Liu, Ryan, Salkin, Shimizu, Kantor, Kelly, Rittman & Wacholder, 2004) and dialogue driven search (Kruschwitz, 2003; Kruschwitz, 2005; Kruschwitz & Al-Bakour, 2005) . Traditional artificial dialogue systems already allow users to interact with simple, structured data such as train or flight timetables (Zue, Glass, Goodine, Leung, Phillips, Polifroni & Seneff, 1990; Goddeau, Brill, Glass, Pao, Phillips, Polifroni, Seneff & Zue, 1994; Allen, Schubert, Ferguson, Heeman, Hwang, Kato, Light, Martin, Miller, Poesio & Traum, 1995; Aust, Oerder, Seide & Steinbiss, 1995) . Such models make extensive use of corpora containing both Human-Computer (H-C) and increasingly Human-Human (H-H) interactions (Hardy, Biermann, Inouye, Mckenzie, Strzalkowski, Ursu, Webb & Wu, 2004) . Such corpora can be used to study and capture the phenomena, vocabulary and style of such interactions and hence to develop appropriate machine models.
By contrast, IR and QA systems often operate in much wider domains for which appropriate corpora are not available. As a result, query logs are potentially an extremely valuable resource for increasing our understanding of the complex interactions involved and hence in developing more sophisticated systems. Logs contain a huge amount of information but effective methods for extracting it are only now being developed.
In this chapter we will focus on interactive systems which retrieve information via a dialogue with the user. We will first discuss previous work on log analysis, on interactive information systems and on the use of such analysis to improve interaction. We will then present two case studies which show how an analysis of query logs can be used to improve the underlying domain model and the model of interaction, and hence the quality of interaction in a system. The first study deals with UKSearch (Udo Kruschwitz Search) which performs IR working on a University intranet and is aimed at faculty, staff and students. The second focuses on HITIQA (High Quality Interactive Question Answering) which performs QA over Web documents and is aimed at benefiting the Intelligence community, and those with an analytical approach to information. Finally we will draw the findings of both studies together to identify how log analysis can be used to improve interactive systems in future and to establish what challenges must be overcome in the process.
rELAtED WOrK

General Log Analysis
So far, Web log analysis has centred typically around finding interesting usage patterns or query patterns such as query length, word distribution or even trends. Early studies performed on log files of the Excite and AltaVista search engines have given us interesting insights into the users' search behaviour such as the average query length of about 2.35 words (Jansen, Bateman & Saracevic, 1998; Silverstein, Henzinger & Marais, 1998) . Interestingly, more recent studies have confirmed a lot of the early findings (Beitzel, Jensen, Chowdhury, Grossman & Frieder, 2004; Beitzel, Jensen, Chowdhury, Frieder & Grossman, 2007) . Other log analysis studies also investigate trends (Spink & Jansen, 2004) . However, all these investigations aim largely at describing the users' search behaviour, understanding what the users have in mind and (possibly) how these trends change over time. This type of Web log analysis has also been conducted on local Web sites (Wang, Berry & Yang, 2003; Chau, Fang & Sheng, 2005) , and it is by no means restricted to public Web search. Intranet search log analysis is a related area which nevertheless has attracted much less attention (Stenmark & Jadaan, 2006) .
There is a separate area of Web log analysis which investigates the log files of slightly more pro-active search engines which make suggestions as to how to modify the original query. Anick, for example, analysed such log files and found that even if the search engine presents the user with query modification suggestions (in this case via AltaVista's Prisma tool), then the vast majority of reformulations are still done manually (Anick, 2003) . Results from other studies also cast some doubt on the uptake of interactive user suggestions made by the system (Koshman, Spink & Jansen, 2006) . Different studies have found that users do indeed make use of the system's reformulation assistance (Jansen, Spink & Koshman, 2007) .
All this existing work indicates that Web log analysis has grown into a very active research area. Nevertheless, most of this work has so far remained on a descriptive level. To our knowledge, there has been very little work on utilising the log files for feeding back into the search process. Dialogue-driven search systems are an emerging area which can benefit directly from knowledge automatically derived from log files. The aim is to improve the system suggestions by exploiting the log files that record previous user interactions with the search system.
Log Analysis for Improving IIs
For the emerging field of Interactive Information Systems, it would be extremely beneficial to utilise corpora that reflect the actions of real users engaged in complex information seeking and browsing tasks. Such actions go beyond humanmachine communication, to include retrieval and browsing tasks, which when taken together can be used to determine strategies and evaluation techniques for the information seeking process. We need to be able to analyze and extract prototypical information seeking behaviours, generalised beyond specific domain applications, to find those sequences of events or actions which users make use of to reliably discover and use key concepts in a large data collection.
To apply these techniques to large, unstructured information such as the open Web seems at present unfeasible, however there is a large number of electronic document collections and private intranets, within companies, universities and other institutions, and search in this type of collections has attracted much less attention. Locating relevant information within such collections can be as difficult as the open Web. Nevertheless, these collections contain a huge amount of valuable knowledge that is encoded implicitly and can not therefore be applied directly in the search and discovery process.
There are two direct challenges within this data. One is to identify and extract such knowledge automatically, and the other is to make it usable by incorporating it in an interactive search system. A search engine that offers the user suggestions, to widen or narrow the search, has the potential to be a more useful tool (Kruschwitz & Al-Bakour, 2005; Small, Strzalkowski, Liu, Ryan, Salkin, Shimizu, Kantor, Kelly, Rittman & Wacholder, 2004) . A student who searches a university Web site for "exam results" may be presented with a list of module names or numbers to choose from. To be a feasible, general approach, these query modification options must be constructed automatically, based on encoded knowledge derived from the underlying documents. Automatically constructed knowledge can never be as good as manually created structures, therefore an equally important challenge is to improve and maintain this knowledge. Web log analysis gives us the ability to mine log files in order to automatically improve suggestions made by the system, in other words to adapt to the users' search behaviour.
Equally importantly, an analysis of real users' Web logs can provide direction toward a new evaluation strategy for interactive systems of this kind. Traditional Information Retrieval metrics such as precision and recall have only tangential meaning with respect to system suggested items that are known a-priori to be only somewhat related to the original query. It would be interesting if we were able to capture the value of these information items to the individual user, which requires that the data search process be coupled with a notion of how the search data is to be used, using the information gained from interaction with the system (Wacholder, Small, Bai, Kelly, Rittman, Ryan, Salkin, Song, Sun, Ting, Kantor & Strzalkowski, 2004; Wacholder, Kelly, Rittman, Sun, Kantor, Small & Strzalkowski, 2007) .
There are three main aspects we wish to address in this chapter: Building adaptive domain models, modelling human interaction with data, and evaluating Interactive Information Systems.
Log Analysis for building Adaptive Domain Models
More and more search engines offer users ways to refine queries, such as Yahoo!, the clustering search engine Vivisimo, the meta-search engine Dogpile and the scientific search engine Scirus. Even Google now offers query modification suggestions for certain queries. Generally speaking, we can expect to see much more such faceted search applications in the future, i.e. applications that guide the user in the search process by proposing query modifications (Dale, 2006) . Our interactive information retrieval work, however, focuses on fairly constrained domains such as intranets and local Web sites. Despite the similarity of problems that search engines for intranets and general Web search engines have to address, there are significant differences too and it has been acknowledged that there is a need for more in-depth studies of intranet searching (Stenmark, 2005) . Once we move from the Web to smaller collections we expect very different queries and interactions; and results obtained for one collection will not necessarily be applicable to another one. General purpose knowledge structures appear to be even less useful in an intranet setting where the documents are typically drawn from a smaller set of topics.
Different techniques exist to extract domain knowledge for such document collections (Sanderson & Croft, 1999; Anick & Tipirneni, 1999; Kruschwitz, 2005) . These domain models can be incorporated into a standard search engine, to suggest query modification terms to the user in an interactive search process, but there has been very little work on updating such a domain model based on either explicit or implicit user feedback. As an automatically extracted domain model will inherently be incomplete and contain a lot of "noise", adjusting it is essential if the recommendations provided by the system are to be improved. Modifications are required in particular in situations where the pool of documents is not static, but dynamic. Continuously recreating the domain model seems inappropriate, however, as there exists the question of how often this should be done. Instead we require a more flexible method that will enable us to filter this noise from useful information. Analysis of logged user information appears to be the most promising option. The users' search behaviour can be used as input into this process of adjusting the domain model so that it becomes more accurate.
Log Analysis for Modelling Human Interaction with Data
When we talk about user modelling, or more accurately in this sense, interaction modelling, there are two distinct issues. The first is modelling the interactions of a single user, to adapt system performance to better assist that user. More generally however, there is the notion of strategies of interaction which enable groups of users to achieve their goals using interaction methods which are more closely aligned to those deployed in human-human interaction. A simple example of this can be seen in recommender systems (Montaner, Lopez & Rosa, 2003) , such as those deployed on Amazon , which point users towards products and services which are judged to be most interesting to them based on prior behaviour. By Interactive Information Systems, we mean those that are able to enter into a negotiation with the user to determine the size, shape and possible trajectory of their information need. We do not mean to limit the role of the user to disambiguation, but rather assume that the user has an under-specified description of their information requirement, which cannot be fully expressed a-priori, and indeed may evolve over time, where the system needs to co-operate with the user to explore the information space. Clearly, it is impossible to set all modes of this co-operation in advance -so as one source of knowledge we use logs of user interactions -indicators of future information paths and negotiation steps based on prior behaviour and success, to learn models of interaction which will in some sense be unavoidably domain dependent but will also, we hope, contain clues to general models of interaction for information seeking tasks.
Log Analysis for Evaluating IIs
Interactive Information Systems are inherently difficult to evaluate. Any process that includes interaction with live users has to make a distinction between objective evaluation of system performance, and the subjective analysis of how the system performs in assisting the user with their goals. This problem has been initially tackled with spoken language dialogue systems (Dybkjaer, Bernsen, Carlson, Chase, Dahlbäck, Failenschmid, Heid, Heisterkamp, Jönsson, Kamp, Karlsson, v. Kuppevelt, Lamel, Paroubek & Williams, 1998; den Os & Bloothooft, 1998; Antoine, Zeiliger & Caelen, 1998; Walker, Kamm & Litman, 2000) , but there are gaps in these approaches, which need to be addressed. These include the introduction of performance bottlenecks, such as speed of response, which can have a disproportionate effect on user satisfaction.
Having considered previous work on log analysis we now turn to the core of the chapter: two case studies in which query logs are used to determine how the quality of interaction in an IIS can be improved. The first study is concerned with IR (UKSearch) and the second with QA (HITIQA). In each case we provide background information on the system itself before describing the query log and the way in which it was used.
cAsE stUDY: UKsEArcH Overview
UKSearch (Udo Kruschwitz Search) is an Interactive Information System that guides users through a document collection (such as an academic intranet) by retrieving matching documents and presenting them alongside query modification suggestions which, for example, allow the user to widen or narrow down the original query. A detailed log of each interaction is kept which includes the original query, the various suggestions made by UKSearch, and a record of those accepted by the user. We will outline later how this information can be used to improve the system.
Whilst we contend that some of the search behaviours we identify inside constrained domain intranets are specific to those small collections, we hope that some part of these will be generalisable to wider, open-domain problems. Therefore, we need user data for different collections, to discover which strategies are transferable and which are domain specific. We have made a start by running a prototype of our own search system that combines a standard search engine with automatically extracted domain knowledge. The main observations that influenced the design of our system are:
• Sophisticated search engines without any dialogue component are sufficient for a large number of queries.
• Queries submitted to a Web search engine are usually very short (typically between one and three words).
•
The majority of queries result in a large set of matching documents even in small domains.
The last two of these points strongly support the use of a dialogue component. The first suggests the use of a standard search engine. As a consequence, our approach does not aim to abandon established search technology but instead to deal with the remaining percentage of queries that cannot be answered with a one-shot query. The main principle underlying the system design is that we construct a domain model for the entire collection in an offline process prior to making the system available to the user, but we also acquire knowledge on-the-fly for those queries the user actually submits. A dialogue manager selects suitable query modifications based on the relations encoded in the domain model and presents them as a flat list of terms alongside those extracted from the best matching documents. This means that most user requests can be satisfied by a single search engine call. However, if the expected documents are not among the most highly ranked ones, the user can pick a query refinement term to modify the query.
Modelling of Domain structure
In order to guide a user through the document space in the information seeking process we need explicit knowledge about the document collection encoded in some electronic form. However, typically such knowledge is not available for specific collections such as intranets or the Web site of a small company. There are at least two solutions to address this problem; we either construct such knowledge manually or we employ some automatic knowledge acquisition process. Both manual and automatic construction of domain knowledge come with their own problems. Manually constructed knowledge sources such as ontologies are very difficult to maintain (Maedche, Motik, Stojanovic, Studer & Volz, 2003) . The quality of automatically constructed knowledge on the other hand relies very much on the data it is derived from. Nevertheless, a fully automated process is very appealing.
We acquire a domain model automatically exploiting the markup structure of the document collection. This process is described in more detail elsewhere (Kruschwitz, 2005 ), but we want to give a brief summary here. There are two stages both of which can be performed offline prior to employing the domain model. We first identify a set of "concepts" in the document collection which are then arranged in tree structures (one tree per concept). We detect these concepts by defining a concept as words or phrases that are found in at least two different markup contexts in the same document (a markup context could be the title of a document, a heading, some anchor text, etc.). Exploiting the fact that our concepts are likely to turn up as real user queries (Kruschwitz, 2003) , the model-construction process is a sequence of user request simulations starting with an initial query and subsequently adding terms to the query. For example, Figure 1 can be interpreted as follows: there are documents in the collection in which the term " fees" was identified as a concept. Furthermore, there are documents that contain concepts " fees" and "payment"; other documents contain concepts " fees" and "student" and "information" etc. It should become clear that such a model does not capture the actual semantic relations that exist between concepts but only the fact that there is some relation, one that can be used to guide a user in the search process. We can now derive query modification suggestions directly from the domain model if a user query matches one of the root nodes. Assume the user started by searching for " fees" (which is in fact one of the most frequently submitted queries in the sample domain discussed below). This query would trigger the search system to offer query refinement terms such as "student", "payment", "phd" and "postgraduate".
Note that other similarly structured domain models could be considered instead (Sanderson & Croft, 1999; Anick & Tipirneni, 1999; Lawrie & Croft, 2003) .
Interaction with UKsearch
The overall system architecture (reflected in Figure 2) has already been used for our task-based evaluation trials of UKSearch (Kruschwitz & AlBakour, 2005 ). The figure is a simplified overview of what happens inside the search system:
• The user query is submitted simultaneously to the search engine and to the domain model that has been constructed using the documents' markup structure.
•
The search engine results are displayed alongside the query modification options which are derived from both the domain model and the additional terms extracted from the best matching documents (i.e. pseudo-relevance feedback).
We will briefly describe how our system constructs query modifications (i.e. relaxations and refinements). Every time the user interacts with the system these steps are performed:
• Calculate query refinements.
• Calculate query relaxations. We apply the domain model to explore a fairly restricted space of query modifications. This is because the domain model is custom-built for exactly this process, i.e. finding refinement or relaxation terms for a given query. The ranking function ignores all query relaxations if there are potential query refinements. This is based on the observation that queries are much more likely to be too general than too specific (Kruschwitz, 2003) . Furthermore, we only employ pseudo-relevance feedback (i.e. extract any terms on-the-fly) for query refinement. Otherwise we simply present query relaxations, i.e. suggestions for partial queries.
For the extraction of terms from matching documents we use the titles and snippets returned by the search engine. We assign parts of speech and select nouns and certain noun phrases (the idea is to use patterns that can identify collocations in documents). We consider nouns and noun phrases to be the most useful phrases for retrieval tasks. For the detection of noun phrases we look for particular patterns, i.e. sequences of part-of-speech tags based on the algorithm for the detection of terminological terms described in (Justeson & Katz, 1995) . Finally we select the most frequent nouns and noun phrases we identified and add them to the refinement terms suggested by the domain model. We display up to 10 terms derived from the domain model followed by the (up to) 20 most frequent ones calculated on-the-fly. Note that the user can also choose to replace the current query by any one of the suggested refinement terms. More details on how the dialogue manager selects query modification terms are discussed elsewhere (Kruschwitz, 2003) .
Our system has been running on a university intranet for more than a year. Our examples are drawn from more than 20,000 queries collected over a six-month period. The log files are an extremely valuable resource because they are a reflection of real user interests (in contrast to TREC-like scenarios which are always somewhat artificial). Nevertheless, it can be more difficult to interpret what the user was actually after. Figure  3 is a sample screenshot of the system following the user query " fees".
Figure 2. Sketch of information flow in UKSearch
Adaptive Modelling of Interactions using Query Logs
The data collected so far are a justification for a system that guides a user in the search process: more than 10% of user queries are query modification steps, i.e. the user either replaces the initial query or adds terms to the query to make it more specific. The majority of these modifications are terms suggested by the system (the others are additional query terms provided by the user). The log files which record the user interaction with the system allow us to figure out which suggestions are typically picked by users and which ones are not. That way we identify those usage patterns which can help the next user with the same request. These log files tell us that the commonly submitted query modification patterns are very domain-specific (making log files acquired from general Web search appear much less applicable for adaptive dialogue-driven intranet search). Moreover, there is a long tail of modifications submitted only once. Counting frequencies of events is one thing. What we are aiming at however is to assess the degree of association between a query modification and the original query. This will then allow us to automatically improve the suggestions the system makes, by adapting the originally constructed domain structures. As an example, Table  1 lists the three most frequent query refinements alongside some less frequent ones (i.e. additions to a query) as they were submitted by the users. This is very sparse data. Nevertheless, to assess the degree of association between these pairs we can calculate how probable it is that a query contains any of the query terms or corresponding modifications listed in Table 1 (instead of doing this for exact matches only). This data is less sparse. Maximum likelihood estimates (over the corpus of all queries) can be used to measure Pointwise Mutual Information (I) of pairs of terms. A high value reflects closely related terms. Of course, there are shortcomings with mutual information measures, in particular when run on sparse data (Manning & Schütze, 1999) . Therefore, in the following we will present mutual information values alongside the corresponding p values of significance tests using (although one needs to be careful with these values as well when dealing with rather sparse data). Table 2 presents the results for the refinement pairs just discussed. We list the number of occurrences of each term as well as the number of times we find both in a query (we preserve the order of terms, i.e. there are exactly 90 queries which contain the string "printing credit"). Our interpretation of these results is that the users (reflected by information such as selected or ignored modification terms recorded in the log files) leave largely implicit relevance feedback on system suggestions which should be exploited to guide the next user with a similar request. Query refinement terms are an indication of closely associated terms. This statement on its own may sound trivial. However, such information as collected from the user interaction can be utilised to automatically improve query refinement suggestions offered by the system. The aim is not to replace the query suggestions derived from pseudo-relevance feedback but to improve them since user log information and terms extracted onthe-fly can complement each other, in particular in informational queries and for rare user queries (White, Clarke & Cucerzan, 2007) .
Query
So far we were only concerned with query refinements, i.e. terms that are added to some user query (suggested by the system or manually added by the user). In line with other studies, we observe a large number of spelling errors in the log files. If there are no matching documents for a user query, then the system will try to break the query into individual parts and also present an input field for query modification. Such input can be used to automatically derive spelling corrections from user provided input, e.g. see the examples included in Table 3 . Note that a general purpose spell checker would not necessarily give us the right suggestions for domain-specific terms (e.g. alresford court, one of the student residences).
Note also that the type of application discussed here results in very sparse data unlike log files and language models that can be derived from general Web search logs (Cucerzan & Brill, 2004) . Apart from spelling corrections, query replacements can also be utilised to derive closely related domainspecific concepts (e.g. in Table 3 : a user replaced uploading coursework by ocs which is the local online coursework submission system).
We can derive domain knowledge not just from individual dialogues but also from session logs. But again we are faced with data that is more sparse than the search logs collected on Web search engines which have been employed to derive query substitutions using session information (Jones, Rey, Madani & Greiner, 2006) . Table 4 presents pairwise mutual information values for the most frequent (non-identical) pairs of queries submitted in the same session, irrespective of whether the second query (Query q2) is a completely new query, a refinement for Query q1, or a replacement. The table also lists examples of misspelled queries which were then corrected by the user as a new query (not necessarily as a query modification) within the same session, i.e. the user went back to the input screen and started a new query. Unlike previously (e.g. Table 2 ), this time we selected exactly matching queries only, in other words only where the query "parking" was followed by "car parking" was it considered in Table 4 and not if these were part of some longer queries. Table 3 .
Pointwise mutual information and results for selected query replacements
One way of selecting promising relations out of all user-system interactions is by choosing term pairs whose distribution has shown significance using the test (or has a correspondingly high pointwise mutual information value). The goal is to derive useful query modification options by observing the users' search behaviour. For example, whenever a user searches for "parking", the system will suggest "car parking" as a potential query modification (see Table 4 ). Based on the same table we would not however present the term "timetables" if the query was "timetable" since that query pair has not been found to be significant.
The same method will permit us to select query modification options for frequently misspelled user queries.
Findings of UKsearch study
The log files of our dialogue-driven retrieval system are an invaluable source of information because they record real user-computer interactions. This data informs us about how to improve the domain model and hence the suggestions made by the system. In other words, the log files provide us with implicit feedback from the users, sufficient to adjust the domain knowledge automatically without having to rely on other forms of explicit or implicit user feedback (Ruthven & Lalmas, 2003) . However, the use of implicit relevance feedback described here is different from previous approaches in that it is not utilised in a particular search task but instead the feedback of the entire pool of users of the system is collected in order to adjust the domain model of a particular document collection. In essence, the behaviour of the user population -as recorded in the log files -is observed and thus the domain model improved in a collaborative way. We also want to stress that the aim is not to build up individual user profiles which is a whole research field on its own (Teevan, Dumais & Horvitz, 2005) .
The strength of the approach lies in the fact that the acquired knowledge is domain-specific while the actual methods are domain-independent and can be applied unobtrusively in any similar search context. These directions of research will move us more towards adaptive information retrieval systems, something recognised as an exciting development in information retrieval (Markey, 2007 is a system to assist analysts in finding answers to complex intelligence problems, both efficiently and thoroughly. It is an advanced Question Answering (QA) system that helps analysts to produce high quality reports for complex intelligence problems in less time and with lower cognitive load (Small, Strzalkowski, Liu, Shimizu & Yamrom, 2004) . HITIQA uses event-based, data-driven semantic processing and natural language dialogue, coupled with an advanced information visualisation interface, to deliver accurate answers to an analyst's questions, along with related contextual information. The goal of using a system such as HITIQA is to write a structured report at the end of the allotted investigation and research phase, detailing the answer to the specific scenario or question. The primary function then of HITIQA is to supply composite answers to complex, exploratory questions such as "What is the state of development of long range missiles in North Korea?". This makes HITIQA different from standard factoid QA systems, which try to return the single best answer to a limited set of questions -often "who", "what", "where" or "which". Complex questions are those that often require more than a single answer, providing instead a snapshot of the information landscape. An analyst often requires justification, in terms of supporting documents or hypothesis, to back up any answer or conclusion.
Although not discussed in detail here, the architecture of HITIQA is similar to the majority of question answering systems, in that it consists of a retrieval phase to target potential answer bearing passages, with subsequent steps using a range of Information Extraction (IE) techniques to highlight and capture elements of potential interest to the analyst. During operation, HITIQA automatically logs a wide range of information, including questions asked, passages retrieved, passages opened, relevance changes initiated by the analyst, time spent and data items copied to the private space. As will be seen later, we use this information both to conduct internal evaluation of performance, and to model improved interaction behaviour based on prior analytical actions.
Modelling of Domain structure
Unlike the closed domain scenario of UKSearch, it is impractical for HITIQA to build a model of the domain a-priori (indeed, HITIQA can operate over the open web). However, some method of retrieving and evaluating nuggets of data is necessary. HITIQA is an example of a system that builds a just-in-time representation of the underlying data, in response to an information retrieval step based on keywords in the query. Retrieved documents are split into paragraphs, from which candidate passages are selected and duplicate or irrelevant passages removed. The top 200 passages become our final set of candidate answer passages.
HITIQA employs a method called framing for imposing partial structure on textual data. Framing allows HITIQA to systematically compare different passages, both against each other and against the user question. HITIQA clusters the candidate answer passages using a combination of hierarchical clustering and n-bin classification (Hardy, Shimizu, Strzalkowski, Liu, Wise & Zhang, 2002) , where each cluster represents a topic theme within the retrieved set. Two types of frames are used in this process: un-typed GENERALframes and typed EVENT-frames instantiated by triggers typically based on specific verb types. The result of using a typed frame is the assignment of roles to some of the attributes. Examples of typed frames include: the TRANSFER frame with roles including SOURCE, DESTINATION and OBJECT; the DEVELOP frame with AGENT and OBJECT roles; and the ATTACK frame, with roles including AGENT, TARGET, INSTRU-MENT (Hardy, Kanchakouskaya & Strzalkowski, 2006) . Should a GENERAL-frame be used, and an example can be seen in Figure 4 , no attribute information is lost, but the roles of these attributes are unassigned. Attributes are extracted from text passages using BBN's IdentiFinder (Miller, Schwartz, Weischedel & Stone, 1999) , which tags 24 types of named entity classes.
The framing process is also applied to the analyst's question, resulting in one or more GOAL-frames, representations of the user need which are then compared to the DATA-frames obtained from retrieved text passages, as seen in Figure 5 .
A GOAL-frame can be a GENERAL-frame or any of the EVENT-frames. HITIQA automatically judges a particular DATA-frame as relevant, and subsequently the corresponding segment of text as relevant, by comparison with one or more GOAL-frames. DATA-frames are scored based on the number of conflicts found with the GOAL-frames. The conflicts are mismatches on values of corresponding attributes, including direct incompatibilities (e.g., different locations), role mismatch (e.g. from Korea vs. to Korea) and missing or under-specified attribute values.
Frame conflict scores are increased by 1 for each mismatched GENERAL-frame attribute, hence frames with a perfect match are called 0-conflict frames (or just 0-frames), those with a single attribute mismatch are called 1-frames, and so on. Frames that are judged to have no match to the question, either by the system, or by the user through interaction, are scored as 99-frames. When comparing attributes we are utilizing basic string matching techniques, expansions to synonyms using WordNet, and gazetteers for typical location attributes. The framing process is the mechanism through which HITIQA uncovers topics or aspects within the answer space that the user has not explicitly asked for. If these topics or aspects align closely with the user's question (i.e. they match many of the salient attributes), HITIQA will attempt to make the user aware of them and let them decide if they should be included in the final answer space.
This framing process is domain independent, in the sense that any information not captured by specific EVENT-frames falls into a GENERALframe. A current version of HITIQA works over the open Web, without topic restriction. Further details of the framing process can be seen in Small and Strzalkowski (2008) .
Interaction with HItIQA
Whilst our data-driven framing approach enables us to derive ad-hoc structure on the underlying text documents, we still need to determine the analyst's individual information need. We do this by entering into an interaction with them to negotiate the resulting answer space as defined by the framing process. This interaction takes place both through verbal interactive dialogue and through a visualisation panel, as can be seen in Figure 6 .
HITIQA uses frames to initiate a clarification dialogue with the analyst, which in turn enables the system to properly classify information. An example of HITIQA interaction can be seen in Figure 7 . Once all potential data-frames have Figure 6 . Interaction through a visualisation panel in HITIQA been scored against the goal-frame, the system has a structured set of scored data that it can use to initiate dialogue with the analyst. Frames that are seen as possibly containing highly related information to the analyst's question, but are not an exact match, that is the 1-or 2-conflict frames, may be used to generate dialogue with the analyst.
In Figure 8 , we show an example of the system expanding to a new event type, namely transfer, from the analyst's initial question on development of WMD in South Africa. The system recognises that there is a location of interest that is the same in both events: develop location and transfer to. Additionally, the transfer event overlaps the development item in the question. This type of expanding dialogue is possible because we permit the system to match on similar role attributes, in this case comparing a transfer item to a develop item, and a develop location to a transfer to location. Such specific dialogue moves are made possible by the use of our typed event-frames.
Another example dialogue is shown in Figure 9 . This example illustrates how well our data driven techniques, including our frame representations, scale to a variety of domains. This question was run against a corpus comprising both Centre for Non-proliferation Studies and Web documents, with no changes made to the HITIQA system from that which produced the previous examples. 
Adaptive Modelling of Interactions using Query Logs
HITIQA captures the entire interaction process -from exploratory drills through to report writing. We propose that those interested in the interactive QA research paradigm can use this information to, for example, correlate between steps in the interaction and quality of report. We want to show that through exploratory interaction, users discover nuggets of information that would otherwise have been missed, or examine how users adapt their own queries (and the studies presented for UKSearch will help us in this regard), to see how best HITIQA should present and handle query modification. By collecting a wealth of information from users, about the actual search and discovery strategies using an interactive QA system, across a range of scenarios, we want to be able to abstract, from our corpus annotation, stereotypical information seeking actions, and highlight those interaction steps, mechanism and styles which consistently lead to positive information outcomes.
Once analysts have completed their reports, they cross evaluate all reports on the topic, with respect to a number of parameters: The nature of the data generated using HI-TIQA is general enough that we expect it to be highly useful to answer a range of generic open problems relating to interaction and the QA process -that is, this data is applicable to a range of developing systems and underlying interaction models, beyond the functionality represented in the HITIQA system.
In order to make better suggestions to the user, we need to understand the current actions and deliberations of the analyst, and to do so we are examining our logs of user interactions. By collecting interaction events, in combination with knowledge of the material gathered by each individual analyst (as captured automatically in the HITIQA logs) we aim to capture regular interaction moves made by experienced information seeking users, as they sift and search through massive data streams. We do so in order that we might capture and generalise those actions, and replicate them (or facilitate human users' use of them) in automatic information seeking systems.
Such a collection of interactions can provide the basis for a variety of machine learning applications that can acquire models of information seeking behaviour. Further, we want to assess the presentation of information to the user, to discover which information is best conveyed through language or through visualisation, and to determine the ranking that can be assigned to the presentation of information. By collecting all interactions, including indirect actions such as the information they browsed, and making the assumption that any action on a user's part communicates something, we want to be able to determine some correlation between the quality of answers returned and the interaction process.
To extract such patterns of interaction, we need to have an understanding of the range of user actions that are performed over data. We are using a set of annotations to capture analyst interactions, based around dialogue acts -a wellunderstood notation for representing aspects of discourse structure. We are using an extension of an existing set of dialogue acts (DAMSL) (Core & Allen, 1997) , to include the set of actions analysts can perform on data items, which we intend to interpret as implicit communication about the data. Automatic annotation of dialogue acts can be performed at a relatively high level using straightforward statistical classification techniques (Samuel, Carberry & Vijay-Shanker, 1998 From this example, we can see that the analyst browsed the first document (3), but did not copy any information. If the analyst had asked a new question at this stage, we could surmise it as a clarification or reformulation. Instead, the analyst chose to allow the system to guide them (6), presumably because the question the system previously posed (5) is relevant in the current context. Indeed, the question provided material that was subsequently copied by the analyst (9). However, a further follow up question was then rejected (12).
We are interested in seeking common, repeated actions of analysts, so as to be able to interpret their actions more effectively, and decide automatically under what circumstances we can deduce that the search space needs to be expanded. We also wish to spot when the current line of enquiry is stale, or complete. What is not included in this example is the interaction the user can have through visualisation or other available modalities, although this can be annotated in the same way. We want to be able to understand at what points in the interaction the analyst feels the visualisation is a better modality of interaction than the alternatives. This may be analyst independent but we may be able to determine classes of users, based on analytical behaviour -those analysts who prefer more verbose, exploratory interaction, as against those who prefer to drill down into data using an interactive visualisation. It is worth reinforcing that we intend to refer to the contents of the evaluated reports in our logs so that we are aware of where each nugget came from, be it through direct interaction, clarification dialogue or through the visualisation.
Findings of the HItIQA study
HITIQA has progressed through a range of evaluations. We use the logs of analyst actions to compute intrinsic measures of system performance -such as the number of questions asked, and time spent using the system. This data is vital for evaluation of a system where there is a substantial subjective measure in any grading of performance. New models and paradigms of evaluation, as we discuss later, are required to combine these metrics together. To establish usage models for existing log information, HITIQA participated in the ARDA Metrics Challenge workshop, run by NIST in 2004. It focused on two aspects of interaction for the evaluation: the analyst's process and the analyst's products. The objective measures of efficiency and effectiveness are measures of the process, whereas the more subjective rating of the analyst's reports assess if better quality information is being located and used in the final product. The data set for this evaluation was created by NIST, and was approximately 4 GB in size, the majority of files being mined from the web, in addition to a set received from the Center for Non-proliferation Studies (CNS). Four systems participated in the study, which included the NIST chosen baseline system, GNIST -analysts using the Google Information Retrieval system over the same data. Eight United States Naval Reserve (USNR) analysts were recruited to be the subjects in the study and Air Force Rome Labs (AFRL) created eight scenarios, each of which was reviewed by a panel of experts. Each analyst had two days in total to work with each system, following a training session. Analysts used each system for two and a half hours in order to produce an analytical report for a given scenario, and after each session there were evaluations. Two scenarios were completed by each analyst for each system. While still preliminary, the evaluations suggest two important advantages of HITIQA over keyword based document retrieval systems such as Google (see Figure 11 ):
1. The HITIQA interactive approach is significantly more efficient because it requires the analyst to ask fewer questions (nearly 60% fewer than using Google) and consequently spend less time to obtain a report of equal or better content; and 2. HITIQA is more effective because it produces more usable information per user question, evidenced by analysts saving more material for their reports and doing so more often. It makes the collection process twice as effective as searching with Google.
With respect to this chapter, we wanted to use the logs of analytical behaviour to determine if our method of interaction was both successful and useful to the analyst. We needed to test our hypothesis that a system that could uncover both highly related topics and relevant pieces of information, and offer them to the analyst in an efficient and reliable way, would be useful for analytical question answering.
We wanted to evaluate the component of our system that selects candidate frames, and offers them to the analyst. As this was a preliminary, intrinsic evaluation, we chose to run this experiment without analysts. Instead, the system automatically replied "Yes" to each of its own clarification questions. While this experiment is quite informative, it is important to keep in mind that in real operation the analyst guides the dialogue process, in that each answer determines the next question that the system generates. Therefore the evaluation in this section can only be seen as an indicative baseline evaluation. Using a corpus annotated for this task (Small & Strzalkowski, 2008) we were able to compare the precision of the frames pre-"dialogue" versus post-"dialogue", Figure 12 , with the hypothesis being that precision should increase after a dialogue if valid and interesting passages (with respect to the question and the scenario) are being automatically offered to the analyst.
We were pleased to see a substantial increase in the precision of our 0-conflict frames. This confirmed our assumption that the system was finding and offering relevant frames to the analyst. We achieved a 26.2% increase in the precision of passages that are relevant to just the question and a 10.1% increase in the precision of passages that are relevant only to other topics of the scenario. This confirms that our base level of interaction is successful -and provides a good basis for exploring expanded interaction using the modelling approaches outlined in the previous section.
cONcLUsION
This chapter has been concerned with Interactive Information Systems and how they can be improved by the analysis of query logs. We have looked at two such systems, UKSearch and HI-TIQA, and discussed how logs from these systems have been used for performance analysis and enhancement. The main conclusions which can be drawn from this work are as follows:
Firstly, there is a growing literature on query log analysis which we have reviewed in our early sections. However, most of the work described does not aim to use the results to improve the system. Instead the objective is usually to determine general trends of usage.
Concerning UKSearch, there are several important findings:
• Commonly submitted query modification patterns for UKSearch are domain specific.
• It was possible to analyse the log using mutual information scores between a query and its refinement, between a query and its replacement, and between two queries occurring in the same session.
•
The results of the analysis were used to validate refinements in the domain model, and to suggest replacements such as domaindependent spelling corrections.
Concerning HITIQA, the following can be concluded:
• Based on the logs, we can see that certain types of interaction lead to retrieval results of increased precision.
Figure 12. Precision before and after dialogue
• Future versions of the system can thus be built to encourage these forms of interaction.
•
We can use the log file information to try to build generic models of analytic interaction over data.
• Log files can be used to evaluate both overall system performance, and component based evaluation.
Overall, we can say that the use of log files is an area of research which will continue to grow. Log files will expand in both size and complexity, through increased use and the capture of a wider range of interaction information, to better characterize users and tasks. Outstanding challenges include the need to find an evaluation strategy that can take logged user information and determine some correlate between the information retrieved, the interaction performance, and the level of user satisfaction with the underlying system.
