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Abstract. This paper introduces an efficient approach to solve quadratic programming
problems subject to equality constraints via the Theory of Functional Connections. This
is done without using the traditional Lagrange multipliers approach, and the solution
is provided in closed-form. Two distinct constrained expressions (satisfying the equality
constraints) are introduced. The unknown vector optimization variable is then the free
vector g, introduced by the Theory of Functional Connections, to derive constrained
expressions. The solution to the general nonlinear programming problem is obtained
by the Newton’s method in optimization, and each iteration involves the second-order
Taylor approximation, starting from an initial vector x(0) which is a solution of the
equality constraint. To solve the quadratic programming problems, we not only introduce
the new approach but also provide a numerical accuracy and speed comparisons with
respect to MATLAB’s quadprog. To handle the nonlinear programming problem using
the Theory of Functional Connections, convergence analysis of the proposed approach is
provided.
Keywords. Nonlinear programming; Unconstrained minimization problem; Newton’s
method in optimization; Convergence; Theory of functional connections
Mathematics Subject Classification. 65N99
Tina Mai∗ (corresponding author)
Institute of Research and Development, Duy Tan University, Da Nang 550000, Viet Nam
E-mail: maitina@duytan.edu.vn (Mai)
Daniele Mortari
Department of Aerospace Engineering, Texas A&M University, College Station, Texas,
USA
E-mail: mortari@tamu.edu (Mortari)
Date: October 14, 2019.
1
ar
X
iv
:1
91
0.
04
91
7v
1 
 [m
ath
.N
A]
  1
1 O
ct 
20
19
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1. Introduction
The Theory of Functional Connections (TFC)1 is a mathematical framework that al-
lows restricting the search space of a constrained problem to just the space of its feasible
solutions, that is, to the solution space satisfying the constraints. This is done by deriving
constrained expressions. These expressions are the mathematical tools, which transform
constrained problems into unconstrained ones. For univariate functions, Ref. [6] intro-
duced the constrained expression using the format
(1.1) y(x) = g(x) +
n∑
k=1
ηk hk(x) ,
where hk(x) are the n assigned linearly independent functions, g(x) is a free function, and
the coefficients ηk are derived by imposing the n constraints. The resulting constrained
expression always satisfies all the constraints, as long as g(x) is defined and nonsingular
where the constraints are defined. In general, the ηk coefficients are expressed in terms of
the independent variable and in terms of g(x) evaluated where the constraints are defined.
The function presented in Eq. (1.1) is called constrained expression because it represents
all possible functions satisfying the n constraints. This has been proved in [6], thanks to
the introduction of the free function g(x). From this point of view, TFC can be identified
as “functional interpolation”. Note that g(x) can be discontinuous, partially defined, and
even the Dirac delta function (as long as there are no constraints specified where the delta
function is infinite).
The following example of constrained expression always satisfies the constraints y˙(x1) =
y˙1 and y˙(x2) = y˙2:
y(x) = g(x) +
x(2x2 − x)
2(x2 − x1) [y˙1 − g˙(x1)] +
x(x− 2x1)
2(x2 − x1) [y˙2 − g˙(x2)] ,
as long as g˙(x1) and g˙(x2) are defined.
The Multivariate Theory of Functional Connections [7] extends the original univariate
theory [6] to n dimensions and to any-degree boundary (and internal) constraints. This
extension can be summarized by the expression
y(x) = A(c(x)) + g(x)− A(g(x)) ,
where x = {x1, x1, . . . , xn}T is the vector of n orthogonal coordinates, c(x) is a function
specifying the boundary constraints, A(c(x)) is any interpolating function satisfying the
boundary constraints, and g(x) is the free function. Several examples of constrained
expressions can be found in Refs. [6, 7].
The Theory of Functional Connections has been initially applied to solve linear [8]
and nonlinear [9] ODEs. This has been done by expanding the free function g(x) in
terms of a set of basis functions (for example, orthogonal polynomials, Fourier transforms,
etc.). Linear or iterative nonlinear least-squares method is then used to solve for the
1This theory, initially called “Theory of Connections” (ToC), has been renamed for two reasons. First,
the “Theory of Connections” already identifies a specific theory in differential geometry, and second, what
this theory is actually doing is “Functional Interpolation” as it provides all functions satisfying a set of
constraints in term of function and any derivative in rectangular domains of n-dimensional space.
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coefficients of the expansion. This approach to solve ODEs has many advantages over
traditional methods: 1) it consists of a unified framework to solve IVP, BVP, or multi-
valued problems, 2) it provides an analytically approximated solution that can be used
for subsequent manipulation, 3) the solution is usually obtained in millisecond and at
machine error accuracy, 4) the procedure is numerically robust (with very small condition
number), and 5) it can solve the ODE subject to a variety of constraint types: absolute,
relative, linear, infinite, nonlinear, and integral. Additionally, this technique has recently
been applied to solve a variety of different problems [13].
The purpose of this paper is to complete the initial study presented in Ref. [13], which
has shown that some classical optimization problem, as quadratic programming (QP), can
be solved in closed-form and efficient way, using the Theory of Functional Connections.
Most of the current procedures to solve QP problems can be found in Refs. [10, 11, 12].
Two distinct approaches are introduced leading to closed-form solutions, without using
the classical Lagrange multipliers technique. The provided QP solution constitutes the
key to solve the general nonlinear programming (NLP) problem. This has been done by
expanding the nonlinear objective function up to second order, then using the QP solution
as a guess for the iterative solution approach.
To tackle the NLP problem using the Theory of Functional Connections, convergence
analysis of the corresponding Newton’s method in optimization is provided, thanks to
[14]. In particular, we derive the termination criterion, the rate of convergence as in
the inequality (6.19), and an upper bound on the total number of iterations required to
attain a given accuracy as in the inequality (6.27). These results are conceptually helpful
because they deduce that the algorithm converges quadratically with bounded number of
iterations.
Additional inequality constraints can be handled by using a simple external combina-
torial algorithm.2 Inequality constraints define the solution which is bounded by feasible
region. If the solution is inside that region, then just a check would be needed to verify
whether all inequality constraints are satisfied. On the contrary, the solution belongs to
a bound of that region. This means that the solution can be recomputed, by adding (as
equality constraint) the inequality constraint associated to that bound. The case that the
solution occurs at the intersection of two or more inequality bounds can be solved, by us-
ing the same idea and via an external combinatorial algorithm. However, a more efficient
approach (currently under analysis, to include linear inequality constraints) convinces us
that the problem with inequality constraints can be directly solved (without using the
external combinatorial algorithm).
2. Quadratic programming subject to equality constraints
The spaces of functions as well as vector fields in Rd are denoted by italic capitals (e.g.,
L). The functions are denoted by italic capitals (e.g., f), vector fields are denoted by
bold letters (e.g., v), and matrix fields in Rq×s are denoted by uppercase letters (e.g., A).
2A more efficient algorithm is currently under analysis.
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The problem is to find the extreme of the quadratic function f(x), subject to m < n
linear constraints:
(2.1) QP : min
x∈Rn
{
f(x) =
1
2
xTQx+ cTx
}
, Ax = b ,
where f(x) : Rn → R1, Q = QT ∈ Rn×n, c ∈ Rn, A ∈ Rm×n, and b ∈ Rm, are all
assigned, and rank(A) = p ≤ m. Note that the assumption that Q must be symmetric is
not restrictive since the equality xTQx = xT(Q+QT)x/2 holds for any matrix Q.
Most of the current approaches to solve the problem (2.1) can be found in Refs. [1, 2,
3, 4, 5]. The classical approach uses the Lagrange multipliers technique. The Karush-
Kuhn-Tucker (KKT) approach leads to the linear system
(2.2)
[
Q AT
A 0m×m
]{
x
λ
}
=
{−c
b
}
,
where λ is a vector containing m Lagrange multipliers. This linear system provides a
unique solution if: 1) rank(A) = m (full rank) and 2) the reduced Hessian NTQN is
positive definite, where N = null(A). This guarantees that the matrix to be inverted in
Eq. (2.2) is nonsingular.
In this paper, two distinct constrained expressions are derived using the Theory of
Functional Connections. The first constrained expression, which is obtained via the origi-
nal formulation of the Theory of Functional Connections, uses a free function g, where its
dimension is the same as the dimension of the solution vector x. This approach leads to a
consistent linear system with (either nonsingular or singular) n×n coefficient matrix. The
solution of this system is obtained through pseudo-inverse. The second approach, which
take advantage of the computation of the null space of matrix, N = null(A), satisfying
AN = 0, uses a constrained expression with a free function g with dimension (n − p),
where p = rank(A). Both approaches assumes rank(A) = p ≤ m, where m is the number
of equality constraints.
3. First constrained expression
For the constraint given in the problem (2.1), the Theory of Functional Connections
provides the following classical constrained expression form3
(3.1) x = g +H η ,
where x, g ∈ Rn, rank(A) = m, H ∈ Rn×m is an assigned matrix with rank(H) = m,
and η ∈ Rm is a vector (of m unknowns), which is a function of the free vector g and
the assigned matrix H. The expression of vector η is obtained by imposing the equality
constraints to Eq. (3.1). That is,
(3.2) A(g +H η) = b → AHη = b− Ag → η = (AH)−1b− (AH)−1Ag .
3This approach appeared in Ref. [13] as one of the new applications of the Theory of Functional
Connections, applications that are different from solving differential equations.
Theory of functional connections applied to nonlinear programming under equality constraints 5
Substituting this form of η for the one in Eq. (3.1), the constrained expression becomes
(3.3) x = x0 +D g where
{
x0 = H(AH)
−1b
D = In×n −H(AH)−1A .
This expression shows that matrix H can be any matrix making the m × m matrix
AH nonsingular. This condition is satisfied if, for example, rank(A) = rank(H) = m.
Therefore, matrix H can simply be set as
H = AT or HT =
[
Im×m, 0m×(n−m)
]
.
Substituting the expression of x in Eq. (3.3) for the one in Eq. (2.1), we obtain f(x)
in the form
h(g) =
1
2
(x0 +D g)
TQ(x0 +D g) + c
T(x0 +D g).
The problem (2.1) is now an unconstrained optimization problem. Stationary condition
∂h(g)
∂g
= 0
implies
(3.4) A g + d = 0n×1 where
{
A = DTQD
d = DTQx0 +D
Tc .
The resulting matrix A can be either nonsingular or singular because of D. Indeed, it
can happen that det(D) = det(I −H(AH)−1A) 6= 0. Thus, D can be either nonsingular
or singular (special case). Also, we note that A only has right inverse, say A−1, such
that AA−1 = I; while H only has left inverse, say H−1, such that H−1H = I. Thus,
A can be either nonsingular or singular (special case). Anyhow, regardless of the rank
of A and regardless whether A is nonsingular or singular, all solutions (if any exist)
are given by using the Moore-Penrose (generalized) pseudo-inverse of A, say A+ : g =
−A+d+(I−A+A)w, where w is a vector of free parameters that ranges over all possible
n×1 vectors. A computationally easy and exact method to compute the pseudo-inverse of
A is via applying the singular value decomposition (SVD). Let A = UΣV T be the singular
value decomposition of A, then A+ = V Σ+U T. For such a square diagonal matrix Σ, its
pseudo-inverse Σ+ is obtained by taking the inverse of every nonzero element and keeping
the zeros in position. Note that U, V are orthogonal matrices. The solution of the problem
(2.1) is then
(3.5) x = x0 −DV Σ+U T d .
Note that the analytical solution provided by Eq. (3.5) does not require Q to be symmetric
or positive definite, or the Hessian NTQN to be positive definite, where N = null(A).
3.1. Equivalent reduced equality constraints. If rank(A) = p < m, then the matrix
A has only p linearly independent rows. In this case, the vector x0 and matrix D cannot
be computed as det(A) = 0; therefore, the matrix AH cannot be inverted, no matter what
the H matrix is. To avoid this issue, the equality constraint Ax = b can be transformed
into an equivalent A˜x = b˜ system, where b˜ ∈ Rp and A˜ ∈ Rp×n with rank(A˜) = p.
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This transformation can be obtained via the rank revealing QR (RRQR) decomposition
([18, 19, 16, 24]), which computes a decomposition of a matrix A ∈ Rm×n (m < n) of the
form ([20]):
(3.6) AP = QR = Q
[
R11 R12
0 R22
]
→ QTAx = RPT x = QT b ,
where Q ∈ SO(m), R ∈ Rm×n is upper trapezoidal such that R11 ∈ Rk×k is upper
triangular, R12 ∈ Rk×(n−k), and R22 ∈ R(m−k)×(n−k). The column permutation matrix
P ∈ Rn×n and the integer k are selected such that ‖R22‖2 is small (that is, R22 is considered
to be 0) and R11 is well-conditioned as well as possesses non-decreasing diagonal elements.
This decomposition was introduced in [16], and the first algorithm to calculate it was
suggested in [17] as well as thanks to the QR decomposition with column pivoting (at
lower computational cost than a singular value decomposition).
Computationally, setting e = diag(R), where |e1| ≥ |e2|, · · · , we get the rank p = k of
A as the maximum integer k satisfying
(3.7) |ek| > ε max{m,n} |e1| ,
where ε is a very small tolerance.
Therefore, the equivalent reduced system is obtained by selecting the first p = k rows
of the system RPT x = QT b, that is,
A˜x = b˜.
Hence, Eq. (3.3) becomes
x = x0 +D g where
{
x0 = H˜(A˜H˜)
−1b
D = In×n − H˜(A˜H˜)−1A˜ ,
where H˜ can be set as H˜ = A˜T, and the solution follows from the previously derived
approach for the case rank(A) = m.
4. Second constrained expression
A second constrained expression associated to the equality constraint Ax = b is pro-
vided by the following form:
(4.1) x = x0 +Ng given
{
x0 = A
T(AAT)−1 b
N = null(A),
where N ∈ Rn×(n−m) is the null space of matrix A ∈ Rm×n, that is, AN = 0m×(n−m),
and rank(A) = m, and g is the free vector of size n − m. The null space of a matrix
(or kernel) can be computed in different ways: by SVD, QR, Cholesky decomposition as
well as Gaussian elimination and Reduced Row Echelon Form. Note that the dimension
of the free vector g in this second constrained expression is n−m, which is smaller than
the one introduced in Eq. (3.1), that is n.
Substituting this expression of x for the one in Eq. (2.1), we obtain f(x) in the form
h(g) =
1
2
(x0 +N g)
TQ(x0 +N g) + c
T(x0 +N g) ,
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that is,
h(g) =
1
2
gTB g +
(
1
2
xT0QN + c
TN
)
g +
1
2
gTNTQx0 +
1
2
xT0Qx0 + c
Tx0 ,
where
B = N TQN, and e = N TQx0 +N
Tc, and
∂gTz
∂g
= zT .
The optimal solution is similar to the one in Eq. (3.5):
∂h(g)
∂g
= 0 → B g + e = 0(n−m)×1 ,
but the only difference is that B is an (n−m)× (n−m) nonsingular matrix. Thus, the
solution is
x = x0 −N B−1 e .
If rank(A) = p < m, then the equality constraint Ax = b is transformed into the
equivalent reduced equality constraint A˜x = b˜ as previously discussed.
4.1. Numerical validation tests. Figure 1 shows the results obtained by the null ap-
proach (black line) and the built-in function quadprog of MATLAB version R2016b (red
line) using random matrices Q and A and random vectors c and b for a non-convex prob-
lem (return flag = −6). Using random input matrices and vectors, quadprog may fail
for several reasons: 1) Maximum number of iterations exceeded (flag = 0), 2) No feasible
point found (flag = −2), 3) Problem is unbounded (flag = −3), 4) Non-convex problem
detected (flag = −6, Interior-point-convex only), 5) Change in objective function too
small (flag = 3, Trust-region-reflective only), 6) Current search direction is not a descent
direction; no further progress can be made (flag = −4, Trust-region-reflective only), 7)
Local minimizer found (flag = 4, Active-set only), and 8) Magnitude of search direction
became too small; no further progress can be made. The problem is ill-posed or badly
conditioned (flag = −7, Active-set only).
The version R2019a of MATLAB quadprog is an improved version over the R2016b
one. However, the algorithms adopted are still the same (MATLAB descriptions):
• interior-point-convex. This algorithm attempts to follow a path that is strictly
inside the constraints. It uses a presolve module to remove redundancies and to
simplify the problem by solving for components that are straightforward. The
algorithm has different implementations for a sparse Hessian matrix H and for a
dense matrix.
• trust-region-reflective. This algorithm is a subspace trust-region method based
on the interior-reflective Newton method described in [15]. Each iteration involves
the approximate solution of a large linear system using the method of precondi-
tioned conjugate gradients (PCG).
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Figure 1. Monte Carlo results.
The R2019a MATLAB version of quadprog is an improved version that fully satisfies the
equality constraints. Therefore, an unfair4 speed tests comparison between QP solved by
TFC and the current version of quadprog has produced the results shown in Table 1. The
n m TFC quadprog time ratio
10 2 0.027746 0.87057 31.3759
10 4 0.029558 0.92745 31.3768
10 8 0.032127 0.92885 28.9121
20 4 0.044136 0.77945 17.6601
20 8 0.051081 0.94080 18.418
20 16 0.085394 0.94296 11.0425
40 8 0.088137 0.84634 9.6026
40 16 0.131900 0.81007 6.1415
40 32 0.198200 0.82851 4.1802
80 16 0.273250 0.96279 3.5235
80 32 0.394500 1.11990 2.8388
80 64 0.677070 1.32050 1.9502
Table 1. QP Speed tests results.
time (in msec) shown in Table 1 is the average elapsed time obtained in N = 10, 000 tests,
4While “quadprog” is a MATLAB built-in function, coded in C and, most likely, highly optimized
while the proposed QP solution by TFC is a MATLAB script, which is interpreted by MATLAB, line by
line, for his execution.
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where the input variables (Q, c, A, and b) were randomly generated for various values of
n and the number of equality constraints (m). The time does not take into account the
elapsed time to generate the input variables. Therefore, they represent just the time for
the algorithm to solve the QP problem. To quantify the speed gain obtained using TFC
solution, the time ratio gain is also provided.
5. Nonlinear Programming
First, we introduce our framework, thanks to [6, 7]. The notation will be introduced
in the next section. Given f : Rn → R, a nonlinear objective function that is convex
and twice continuously differentiable (which also implies that dom f is open). We will
consider the constrained optimization problem
(5.1) min
x∈Rn
f(x) : Ax = b,
where A ∈ Rm×n, rank(A) = m < n, b ∈ Rm. Let r = n−m. Let
(5.2) x = x0 +Ng,
where g ∈ Rr, N ∈ Rn×r is any matrix whose range is the nullspace of A, and x0 ∈ Rn is
any particular solution of Ax = b. The nullspace of A can be computed by any of the
available methods.
5.1. Second-order Newton Approach. Iteration.
Case k = 0. We choose g(0) ∈ Rr so that Ng(0) = 0. By Eq. (5.2), x(0) = x0+Ng(0) = x0.
Remark. We can choose any starting point g(0) ∈ Rr, and the corresponding starting
point is x(0) = x0 +Ng
(0). However, for simplicity, we take x(0) = x0.
Calling fˆ the second-order Taylor approximation f at x(0) = x0, we have
f(x) = fˆ(x) + HOT = f(x0) + J
T(x0)(x− x0) + 1
2
(x− x0)TH(x0)(x− x0) + HOT ,
where “HOT” stands for “higher order terms”. This equation, thanks to Eq. (5.2), can
be written as
(5.3) h(g) = hˆ(g) + HOT = f(x0) + J
T
0 Ng +
1
2
gTNTH0Ng + HOT.
Here,
Jk = ∇f(x(k)) =

∂f
∂x1
...
∂f
∂xn

x(k)
Hk = ∇2f(x(k)) =

∂2f
∂x21
· · · ∂
2f
∂x1∂xn
...
. . .
...
∂2f
∂xn∂x1
· · · ∂
2f
∂x2n

x(k)
.
Let set
(5.4) Ek = ∇h(g)|g=g(k) = NTJk, Fk = ∇2h(g)|g=g(k) = NTHkN ,
for k = 0, 1, · · · . Taking the first derivative of Eq. (5.3) and letting it be zero, we obtain
∂hˆ(g)
∂g
= 0 → g(1) = −(NTH0N)−1NTJ0 .
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This solution g(1) allows us to compute a better point x(1) where to expand f(x):
x(1) = x0 +N g
(1) = x0 −N
(
NTH0N
)−1
NTJ0 ,
Then the procedure is iterated as
(5.5) x(k+1) = x0 +N g
(k+1) = x0 −
k∑
j=0
N(NTHjN)
−1NTJj .
5.2. Full nonlinear Newton Approach. Let
L(g) := ∂hˆ(g)
∂g
.
The stationary value can also be found using nonlinear Newton iterations
L(g) = 0r×1 ,
where the (k + 1)th iteration is
g(k+1) = g(k) − (Fk)−1Ek = −
k∑
j=0
(Fj)
−1Ej.
Once the convergence has been obtained, that is, when
∥∥(g(k+1) − g(k))∥∥
2
< εg or
∥∥L (g(k))∥∥
2
<
εL, the solution is x(k+1) = x0 +N g(k+1).
6. Convergence Analysis of NLP using the Theory of Functional
Connections
Applying the Theory of Functional Connections, the constrained optimization problem
(5.1) becomes the unconstrained optimization problem
(6.1) minimize h(g), for all g ∈ Rr.
6.1. Minimization problem. In this section, based on [14] (Chapter 9) by Boyd and
Vandenberghe, we extend their discussion in details on the convergence analysis of the
Newton’s method in optimization to the minimization problem (6.1) obtained by the
Theory of Functional Connections. We will assume that the problem (6.1) is solvable,
that is, there exists an optimal point g∗. (The assumptions later in this part will make
sure that g∗ exists and is unique.) The optimal value is denoted by q∗ = inf
g
h(g) = h(g∗).
Because h is convex and continuously differentiable, a point g∗ is optimal if and only if
(6.2) ∇h(g∗) = 0.
Therefore, solving the unconstrained minimization problem (6.1) is as finding a solution
of Eq. (6.2). Here, we solve the problem by an iterative algorithm, which computes a
sequence of points g(0), g(1), · · · ∈ domh so that h (g(k)) → q∗ as k → ∞. Such a
sequence of points
{
g(k)
}
is called a minimizing sequence for the problem (6.1). The
algorithm is ended when h
(
g(k)
)− q∗ ≤ ε, for some chosen tolerance ε > 0.
Initial point and sublevel set.
The method we are using in this part requires a proper starting point g(0). That is,
g(0) must belong to dom h = Rr. In addition, since h is continuous with domh = Rr
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(a closed set), it follows that h is closed. Thus, by definition of closed function, for each
g(0) ∈ Rr, the sublevel set
(6.3) S =
{
g ∈ domh ∣∣ h(g) ≤ h (g(0))}
is closed. Hence, if domh = Rr, the initial sublevel set condition holds for any g(0) ∈
domh = Rr. Equivalently, the sublevel set
S ′ =
{
x ∈ dom f ∣∣ f(x) ≤ f (x(0)) , Ax = b}
is closed, where x(0) ∈ dom f satisfies Ax(0) = b. This is the case if f is (continuous on
dom f = Rn, thus) closed.
For x,y ∈ S ′, we assume that ∇2f satisfies the Lipschitz condition
(6.4)
∥∥∇2f(x)−∇2f(y)∥∥
2
≤ L ‖x− y‖2 ,
where L is a positive real constant.
On S ′, we assume that f is strongly convex with constant m′ > 0, that is,
∇2f(x)  m′I ,
which means that (∇2f(x)−m′I) is positive semi-definite (see [14], p. 43), where I is the
identity matrix.
Thanks to ([14], p. 460), the strong convexity assumption on the set S ′ also implies
that there exists M ′ > 0 such that
(6.5) ∇2f(x) M ′I .
On S ′, we also assume that
(6.6)
∥∥∥∥∥
[∇2f(x) AT
A 0m×m
]−1∥∥∥∥∥
2
≤ κ ,
where κ is some positive constant, ∇2f(x) is the (n× n) Hessian of f(x), and the norm
‖ · ‖2 means σmax, the largest singular value of the inside matrix, which is less than or
equal its Frobenius norm ‖ · ‖F.
Thanks to ([14], p. 530-531), these inequalities (6.5) and (6.6) imply that on S,
(6.7) ∇2h(g)  mI ,
for some positive constant m. More specifically, m =
σ2min(N)
κ2M
, which is positive, as N
is full rank. Again, thanks to ([14], p. 460), the inequality (6.7) on S implies that there
exists M > 0 such that
(6.8) ∇2h(g) MI .
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6.1.1. Strong convexity and implications. In the rest of this part, we use the assumption
(6.7) that the objective function h(g) is strongly convex on S, that is, there exists an
m > 0 such that
∇2h(g) = NT∇2f(x)N  mI.
for all g ∈ S (and with corresponding condition for x = x0 +Ng). For later use, we will
consider an interesting property of strong convexity. For g, g(l) ∈ S, we have
hˆ(g) = hˆ
(
g(l) + g − g(l)) = h (g(l))+ETl (g − g(l))+ 12 (g − g(l))T Fl (g − g(l)) .
By the strong convexity assumption Fl  mI, the last term on the right hand side is at
least
m
2
∥∥g − g(l)∥∥2
2
.
Therefore,
(6.9) h(g) ≥ hˆ(g) ≥ h (g(l))+ETl (g − g(l))+ m2 ∥∥g − g(l)∥∥22 .
We thus obtain
1
2
(
∂
∥∥g − g(l)∥∥2
2
∂g
)
=
(
g − g(l))T .
For m = 0, (6.9) is as the basic inequality describing convexity. When m > 0, we use
(6.9) to bound h
(
g(l)
)−q∗, which is the sub-optimality of the point g(l), in term of ‖El‖2,
where h(g∗) = q∗. The right hand side of (6.9) is a convex quadratic function of g (for
fixed g(l)). Letting the gradient of this function with respect to g be zero, we get that
g˜ =
(
g(l) − 1
m
El
)
minimizes the right hand side of (6.9). Hence, Eq. (6.9) becomes
h(g) ≥ h (g(l))+ETl (g˜ − g(l))+ m2 ∥∥g˜ − g(l)∥∥22
= h
(
g(l)
)
+ETl
(
− 1
m
El
)
+
m
2
∥∥∥∥− 1mEl
∥∥∥∥2
2
= h
(
g(l)
)− 1
2m
‖El‖22 .
Since this holds for all g ∈ Rr, so does for g = g∗. Thus, we have
(6.10) h
(
g(l)
)− q∗ ≤ 1
2m
‖El‖22 ,
as desired. This inequality demonstrates that if the gradient of h is small at a point,
then the point is approximately optimal. We can also interpret the inequality (6.10) as a
condition for sub-optimality, which generalizes the optimality condition (6.2):
(6.11)
∥∥∇h (g(l))∥∥
2
≤
√
2mε → h (g(l))− q∗ ≤ ε.
The strong convexity constants
In practice, the constants m and M are known only in few cases, so the inequality (6.11)
cannot be used as a termination criterion, it can only be viewed a conceptual stopping
criterion. If we end an algorithm when ‖∇h (g(k)) ‖2 ≤ η, where η is very small, smaller
than
√
mε, then we obtain h
(
g(k)
)− q∗ ≤ ε.
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In the following sections regarding our convergence proof for Newton’s method in opti-
mization, we will include bounds on the number of iterations needed before h
(
g(k)
)−q∗ ≤
ε, where ε > 0 is some tolerance. These bounds often require the (unknown) constants
m and M , so the same remarks concern. These are at least conceptually helpful results;
they deduce that the algorithm converges, even if the bound on the number of iterations
needed to reach a given exactness depends on unknown constants (m or M).
6.2. Descent methods. The algorithms used in this part lead to a minimizing sequence
g(k), k = 1, · · · , where
(6.12) g(k+1) = g(k) + t(k)∆g(k),
and t(k) > 0 (except when g(k) is optimal). Here, ∆g(k) ∈ Rr is called the step or search
direction. The scalar t(k) is called the step size or step length at the kth iteration. In one
iteration, we can use lighter notation g+ = g + t∆g for (6.12).
All the methods (including the Newton’s method) in this part are descent methods,
which means that h
(
g(k+1)
)
< h
(
g(k)
)
, except when g(k) is optimal. Thus, for all k,
g(k) ∈ S ⊂ domh. In a descent method, from convexity, the search direction must satisfy
∇h (g(k))T ∆g(k) < 0. Such a direction ∆g(k) is called a descent direction (for h, at g(k)).
6.2.1. Backtracking line search. Algorithm.
given a descent direction ∆g for h at g ∈ domh, 0 < α < 0.5, 0 < β < 1.
t := 1.
while h(g + t∆g) > h(g) + αt ∇h(g)T∆g, t := βt.
6.3. Newton’s method.
6.3.1. The Newton step. For g(k) ∈ domh, the vector ∆g(k)nt = g(k+1)−g(k) = −(Fk)−1Ek
is called the Newton step or Newton direction (for h, at g(k)). Positive definiteness of Fk
implies that
E
T
k ∆g
(k)
nt = −E
T
k (Fk)
−1Ek < 0
unless Ek = 0. Hence, the Newton step is a descent direction (unless g
(k) is optimal).
Minimizer of second-order approximation. The second-order approximation hˆ of h
at g(k) is
hˆ
(
g(k) + v
)
= h
(
g(k)
)
+E
T
k v +
1
2
v
T
Fkv,
a convex quadratic function of v, and is minimized when v = ∆g
(k)
nt .
This analysis gives us some intuition about the Newton step ∆g
(k)
nt . If the function
h is quadratic (h = hˆ), then
(
g(k) + ∆g
(k)
nt
)
is the precise minimizer of h. We will see
afterward that if the function h is closely quadratic, then
(
g(k) + ∆g
(k)
nt
)
should be a very
good approximation of the minimizer g∗ of h, especially when g(k) is near g∗.
Steepest descent direction in Hessian norm. The Newton step is also the steepest
descent direction at g(k), for the quadratic norm defined by the Hessian Fk, that is,
(6.13) ‖u‖Fk =
(
uTFku
)1/2
.
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This is another intuition about why the Newton step should be a good search direction,
which is a very good one when g(k) is near g∗.
Solution of linearized optimality condition. Linearizing the optimal condition
∇h (g∗) = 0 around g(k), we get∇h (g(k) + v) ≈ ∇h (g(k))+∇2h (g(k))v = Ek+Fkv = 0,
a linear equation in v, with solution v = −F−1k Ek = ∆g(k)nt . Hence, adding the Newton
step ∆g
(k)
nt to g
(k) makes the linearized optimality condition holds. This again recommends
that when g(k) is closed to g∗ (that is, the optimality conditions are almost satisfied), the
update g(k) + ∆g
(k)
nt should be a very good estimate of g
∗.
Affine invariance of the Newton step. As a crucial character of the Newton step, the
affine invariance holds. Indeed, suppose P ∈ Rn×n is nonsingular, and define h¯ (y(k)) =
h
(
Py(k)
)
. Then, we obtain
∇h¯ (y(k)) = PTEk, ∇2h¯ (y(k)) = PTFkP,
where g(k) = Py(k). The Newton step for h¯ at y(k) is hence
∆y
(k)
nt = −
(
P
T
FkP
)−1 (
P
T
Ek
)
= −P−1F−1k Ek = P−1∆g(k)nt ,
where ∆g
(k)
nt is the Newton step for h at g
(k). Therefore, the Newton steps of h and h¯ are
related by the same linear transformation, and g(k) + ∆g
(k)
nt = P
(
y(k) + ∆y
(k)
nt
)
.
The Newton decrement. We call
(6.14) λ(g(k)) = (E
T
k F
−1
k Ek)
1/2
the Newton decrement (at g(k)). It is important to the analysis of Newton’s method,
and is also a stopping criterion. The Newton decrement can connect to the difference
h
(
g(k)
)− infg hˆ(g), where hˆ is the second order approximation of h at g(k), as follows:
h
(
g(k)
)− inf
g
hˆ(g) = h
(
g(k)
)− hˆ(g(k) + ∆g(k)nt )
= −ETk
(
∆g
(k)
nt
)
− 1
2
(
∆g
(k)
nt
)T
Fk
(
∆g
(k)
nt
)
= E
T
k
(
F−1k Ek
)− 1
2
(
F−1k Ek
)T
Fk
(
F−1k Ek
)
=
1
2
E
T
k F
−1
k Ek =
1
2
λ
(
g(k)
)2
.
Hence,
1
2
λ
(
g(k)
)2
is an approximation of h
(
g(k)
) − q∗, thanks to the quadratic model hˆ
of h at g(k). This provides a measure of the proximity of g(k) to g∗.
The Newton decrement can also be expressed as
λ
(
g(k)
)
=
((
∆g
(k)
nt
)T
Fk ∆g
(k)
nt
)1/2
=
∥∥∥∆g(k)nt ∥∥∥
Fk
,(6.15)
which is the Hessian norm defined by (6.13).
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Also, the Newton decrement occurs as a constant used in backtracking line search in
the manner
(6.16) − λ (g(k))2 = ETk (∆g(k)nt ) ,
which is the directional derivative of h at g(k) in the direction of the Newton step:
−λ (g(k))2 = ETk (∆g(k)nt ) = ddth(g(k) + (∆g(k)nt ) t)
∣∣∣∣
t=0
.
Last, the Newton decrement is affine invariant. That is, the Newton decrement of
h¯
(
y(k)
)
= h
(
Py(k)
)
at y(k), where P is nonsingular, is the same as the Newton decrement
of h at g(k) = Py(k).
6.3.2. Newton’s method. In this part, Newton’s method is referred to damped Newton
method or guarded Newton method, which is different from the pure Newton method
with fixed step size t = 1.
Algorithm.
given a beginning point g(k) ∈ dom h, tolerance ε > 0.
repeat
(1) Calculate the Newton step and decrement.
∆g
(k)
nt := −F−1k Ek ; λ2 := λ
(
g(k)
)2
= E
T
k F
−1
k Ek.
(2) Termination criterion. quit if λ2/2 ≤ ε.
(3) Line search. Choose step size t(k) by backtracking line search.
(4) Update. g(k) := g(k) + t(k)∆g
(k)
nt .
This is basically the descent method described in the previous subsection, having the
Newton step as search direction.
6.3.3. Convergence analysis. First, we note that the Hessian of h is Lipschitz continuous
on S by the condition (6.4). Indeed, for all g(k), g(j) in S, we have
‖Fk − Fj‖2 =
∥∥∥NT(Hk −Hj)N∥∥∥
2
≤ ‖N‖22 L
∥∥x(k) − x(j)∥∥
2
≤ L ‖N‖32
∥∥g(k) − g(j)∥∥
2
,
Let K = L‖N‖32. Thus,
(6.17) ‖Fk − Fj‖2 ≤ K
∥∥g(k) − g(j)∥∥
2
.
The coefficient K can be viewed as a bound on the third derivative of h, and can be zero
when h is quadratic. That is, K measures how well h can be estimated by a quadratic
model. This implies that K can be important in the procedure of Newton’s method.
Intuitively, Newton’s method will be very effective for a function h with slowly varying
quadratic approximation, that is, with small K.
Lemma. The Newton’s method converges quadratically (so does the sequence in Eq.
(5.5)), given h : Rr → R with corresponding assumptions in Section Nonlinear Program-
ming, that is, h is convex and twice continuously differentiable on domh = Rr (which
also contains the initial point g(0)), and strongly convex on the sublevel set S defined in
(6.3), while the Hessian of h is Lipschitz continuous on S.
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Proof. We first introduce the idea and outline of the convergence proof, then its details
will be presented. We will prove that there are numbers η and γ with 0 < η ≤ m
2
L‖N‖32
and γ > 0 such that the following hold.
• If ‖Ek‖2 ≥ η, then
(6.18) h
(
g(k+1)
)− h (g(k)) ≤ −γ .
• If ‖Ek‖2 < η, then the backtracking line search chooses t(k) = 1 and
(6.19)
L ‖N‖32
2m2
‖Ek+1‖2 ≤
(
L ‖N‖32
2m2
‖Ek‖2
)2
.
Let us investigate the meanings of the second condition. Suppose that it holds for
the kth iteration, that is, ‖Ek‖2 < η. As η ≤ m
2
L‖N‖32
, we deduce from (6.19) that
‖Ek+1‖2 ≤ 1
2
L ‖N‖32
m2
η2 ≤ 1
2
1
η
η2 < η. Hence, at the (k + 1)th iteration, the second
condition also holds; and recursively, it holds for all further iterates, that is, for all l ≥ k,
we have ‖El‖2 < η. Thus, for all l ≥ k, the algorithm takes a full Newton step t = 1, and
(6.20)
L ‖N‖32
2m2
‖El+1‖2 ≤
(
L ‖N‖32
2m2
‖El‖2
)2
.
Recursively, (6.20) implies that for all l ≥ k,
L ‖N‖32
2m2
‖El‖2 ≤
(
L ‖N‖32
2m2
‖Ek‖2
)2l−k
≤
(
1
2
)2l−k
,
and therefore, from (6.10), we obtain
h
(
g(l)
)− q∗ ≤ 1
2m
‖El‖22 =
2m3
L2 ‖N‖62
(
L ‖N‖32
2m2
‖El‖2
)2
≤ 2m
3
L2 ‖N‖62
(
1
2
)2l−k+1
.
This inequality demonstrates that once the second condition (6.19) holds, convergence is
remarkably rapid, and is called quadratic convergence.
The iterations in Newton’s method inherently belong to two stages. The first stage is
referred to damped Newton phase because a step size t < 1 can be chosen. The second
stage, which arises when the condition ‖Ek‖2 ≤ η is satisfied, is called the quadratically
convergent stage or pure Newton phase, as a step size t = 1 is selected.
We now approximate the total complexity. The number of iterations until h
(
g(k)
)−q∗ ≤
ε has an upper bound
(6.21)
h
(
g(0)
)− q∗
γ
+ log2 log2(ε0/ε) ≈
h
(
g(0)
)− q∗
γ
+ 6.
The first term of (6.21) corresponds to the upper bound on the number of iterations in
the damped Newton phase. The second term of (6.21) corresponds to the number of
iterations in the quadratically convergent phase, which grows uncommonly slowly with
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required exactness ε, and can be viewed as a constant, say six, so ε ≈ 5 · 10−20 ε0, where
ε0 =
2m3
L2 ‖N‖62
.
Damped Newton phase.
We now find γ in the inequality (6.18). Assume ‖Ek‖2 ≥ η. We first search a lower
bound on the step size chosen from the backtracking line search. Strong convexity (6.8)
gives Fk  η on S. Hence,
h
(
g(k) + t∆g
(k)
nt
)
≤ h (g(k))+ tETk ∆g(k)nt + M2 ∥∥∥∆g(k)nt ∥∥∥22 t2
≤ h (g(k))− tλ (g(k))2 + M
2m
t2 λ
(
g(k)
)2
,
where (6.16) is applied, and by (6.15), we have λ
(
g(k)
)2
=
(
∆g
(k)
nt
)T
Fk ∆g
(k)
nt ≥
m
∥∥∥∆g(k)nt ∥∥∥2
2
. Since ‖F−1k ‖2 ≥ ‖Fk‖−12 , we note also that
(6.22) λ
(
g(k)
)2
= E
T
k F
−1
k Ek ≥
1
M
‖Ek‖22.
The step size tˆ = m/M satisfies the exit condition of the line search, as
h
(
g(k) + tˆ∆g
(k)
nt
)
≤ h (g(k))− m
2M
λ
(
g(k)
)2 ≤ h (g(k))− α tˆ λ (g(k))2 ,
where 0 < α < 0.5. Thus, the line search yields a step size t ≥ β m/M , 0 < β < 1,
leading to a decrease of the objective function
h
(
g(k) + t∆g
(k)
nt
)
− h (g(k)) ≤ −α t (λ (g(k)))2 ≤ −α β m
M2
‖Ek‖22 ≤ −α β η2
m
M2
,
where we make use of (6.22). Hence, (6.18) holds for
γ = α β η2
m
M2
.
Quadratically convergent phase.
We now derive the inequality (6.19). Assume ‖Ek‖2 < η. First, we prove that the
backtracking line search choose unit steps t = 1, given η ≤ 3(1− 2α) m
2
L ‖N‖32
. From the
Lipschitz condition (6.17), we obtain, for t ≥ 0,∥∥∥∇2h(g(k) + t ∆g(k)nt )−∇2h (g(k))∥∥∥
2
≤ t K
∥∥∥∆g(k)nt ∥∥∥
2
.
Hence, ∣∣∣∣(∆g(k)nt )T (∇2h(g(k) + t ∆g(k)nt )−∇2h (g(k)))∆g(k)nt ∣∣∣∣ ≤ t K ∥∥∥∆g(k)nt ∥∥∥3
2
.
Let
(6.23) h˜(t) = h
(
g(k) + t ∆g
(k)
nt
)
,
18 Mai and Mortari
we arrive at
h˜′′(t) =
(
∆g
(k)
nt
)T
∇2h
(
g(k) + t ∆g
(k)
nt
)
∆g
(k)
nt ,
so the previous inequality becomes
(6.24)
∣∣∣h˜′′(t)− h˜′′(0)∣∣∣ ≤ t K ∥∥∥∆g(k)nt ∥∥∥3
2
.
This inequality will be used to identify an upper bound on h˜′′(t). Noting that
h˜′′(0) = λ
(
g(k)
)2
=
(
∆g
(k)
nt
)T
∇2h (g(k)) ∆g(k)nt ≥ m ∥∥∥∆g(k)nt ∥∥∥2
2
,
we begin with the following inequality (derived from the inequality (6.24)):
h˜′′(t) ≤ h˜′′(0) + t K
∥∥∥∆g(k)nt ∥∥∥3
2
≤ λ (g(k))2 + t K
m3/2
λ
(
g(k)
)3
.
Integrating this inequality, we obtain
h˜′(t) ≤ h˜(0) + t λ (g(k))2 + t2 K
2 m3/2
λ
(
g(k)
)3
= −λ (g(k))2 + t λ (g(k))2 + t2 K
2 m3/2
λ
(
g(k)
)3
,
where h˜′(0) = E
T
k ∆g
(k)
nt = −ETk F−1k Ek = −λ
(
g(k)
)2
by (6.14). Integrating the previous
inequality once more, we get
h˜(t) ≤ h˜(0)− tλ (g(k))2 + t2 1
2
λ
(
g(k)
)2
+ t3
K
6 m3/2
λ
(
g(k)
)3
.
Last, picking t = 1, from the definition (6.23) of h˜(t), we get
h
(
g(k) + ∆g
(k)
nt
)
≤ h (g(k))− 1
2
λ
(
g(k)
)2
+
K
6 m3/2
λ
(
g(k)
)3
.(6.25)
Now, suppose ‖Ek‖2 ≤ η ≤ 3(1− 2α) m
2
L ‖N‖32
. By the strong convexity of h, we get
(6.26)
∥∥F−1k ∥∥2 ≤ 1m .
We then obtain
λ
(
g(k)
)
=
(
E
T
k F
−1
k Ek
)1/2
≤ ‖Ek‖2
∥∥F−1k ∥∥1/22 ≤ 3(1− 2α) m3/2L‖N‖32 .
Using (6.25), we get
h
(
g(k) + ∆g
(k)
nt
)
≤ h (g(k))− λ (g(k))2(1
2
− K λ
(
g(k)
)
6 m3/2
)
≤ h (g(k))+ α ETk ∆g(k)nt ,
which demonstrates that the unit step t = 1 is accepted by the backtracking line search.
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Let us now investigate the rate of convergence. Making use of the Lipschitz condition,
we obtain
‖Ek+1‖2 =
∥∥∥∇h(g(k) + ∆g(k)nt )∥∥∥
2
=
∥∥∥∇h(g(k) + ∆g(k)nt )−∇h (g(k))− Fk (−F−1k Ek)∥∥∥
2
=
∥∥∥∥∫ 1
0
(
∇2h
(
g(k) + t ∆g
(k)
nt
)
− Fk
)
∆g
(k)
nt dt
∥∥∥∥
2
≤
∫ 1
0
∥∥∥∇2h(g(k) + t ∆g(k)nt )−∇2h (g(k))∥∥∥
2
∥∥∥∆g(k)nt ∥∥∥
2
dt
≤
∫ 1
0
K
∥∥∥∆g(k)nt ∥∥∥2
2
t dt
=
K
2
‖F−1k Ek‖22
≤ L ‖N‖
3
2
2m2
‖Ek‖22 ,
which is (6.19) as desired (where the last inequality follows from (6.26)).
In conclusion, the procedure chooses unit steps t = 1 and the condition (6.19) holds if
‖Ek‖2 < η, where
η = min {1, 3(1− 2α)} m
2
L ‖N‖32
.
Substituting this bound and γ = α β η2
m
M2
into (6.21), we deduce that the number of
iterations Dmax is bounded above by
(6.27) Dmax ≤ 6 + M
2 L2 ‖N‖62
αβ m5 min {1, 9(1− 2α)2}
(
h
(
g(0)
)− q∗) .

Conclusions
This paper shows how to use the Theory of Functional Connections to solve quadratic
programming problems subject to equality constraints. Two efficient approaches are in-
troduced. The first approach is derived using the original formalism of constrained expres-
sions. This transforms the initial constrained optimization problem into an unconstrained
problem, where the solution variable is the free vector g. The approach does not use the
traditional Lagrange multipliers technique to remove the constraints, and the solution is
obtained by solving a consistent linear system by using the Moore-Penrose pseudo-inverse.
The second approach takes advantage of the null space of each equality constraint
matrix. In this case, the dimension of the free vector g is the difference between n (the
size of the solution vector x) and the rank of each equality constraint matrix. Also, this
approach leads to a linear system, but the coefficient matrix is nonsingular. Because of
the reduction in size of the free vector, this second approach is consequently faster than
the first one while providing the same exact solution. Numerical validation tests have
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been provided to quantify the accuracy with respect to the R2016b MATLAB version of
quadprog and 10, 000 speed tests with respect to the improved R2019a version to solve
random quadratic programming problems.
The solution of the general nonlinear programming problem subject to equality con-
straints is obtained by Newton’s method in optimization, starting from the initial vector
x(0), provided by the closed-form solution of the “Null space” approach to solve quadratic
programming problems. This is done by expanding the nonlinear objective function to
the second order. No numerical validation tests have been provided for the nonlinear pro-
gramming problem. However, we include convergence analysis of the proposed approach
to solve the nonlinear programming problem using the Theory of Functional Connections,
giving the estimated bounds on the number of iterations for the quadratic convergence.
This analysis provides the termination criterion, the rate of convergence as in the inequal-
ity (6.19), and an upper bound on the total number of iterations required to attain a given
accuracy as in the inequality (6.27).
Linear inequality constraints can be accommodated by using an external combinatorial
algorithm. However, a recent developed approach that does not use any combinatorial
algorithm is showing promising results. This approach will complete the initial study
presented in this paper.
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