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Abstract
Designing artificial intelligence for games (Game AI) has
been long recognized as a notoriously challenging task in
game industry, as it mainly relies on manual design, requir-
ing plenty of domain knowledge. More frustratingly, even
spending a lot of efforts, a satisfying Game AI is still hard
to achieve by manual design due to the almost infinite search
space. The recent success of deep reinforcement learning
(DRL) sheds light on advancing automated game designing,
significantly relaxing human competitive intelligent support.
However, existing DRL algorithms mostly focus on training
a Game AI to win the game rather that the way it wins (style).
To bridge the gap, we introduce EMO-DRL, an end-to-end
game design framework, leveraging evolutionary algorithm,
DRL and multi-objective optimization (MOO) to perform in-
telligent and automatic game design. Firstly, EMO-DRL pro-
poses the style-oriented learning to bypass manual reward
shaping in DRL and directly learns a Game AI with an ex-
pected style in an end-to-end fashion. On this basis, the pri-
oritized multi-objective optimization is introduced to achieve
more diverse, nature and human-like Game AI. Large-scale
evaluations on a Atari game and a commercial massively mul-
tiplayer online game are conducted. The results demonstrates
that EMO-DRL, compared to existing algorithms, achieve
better game designs in an intelligent and automatic way.
Introduction
Gaming is at the heart of the entertainment business, and
game market is rapidly growing along with fierce compe-
titions. According to the latest Global Games Market Re-
port (Newzoo 2019), there are over 2.5 billion active gamers
across the world, and over $152.1 billion will be spent on
games in 2019. With such a huge and competitive mar-
ket, the game quality like the entertainment and attraction
becomes especially important, as they greatly determinate
the success of a game. Unchanging game design sharply
degrades the player’s enthusiasm, resulting in losing users
or even the failure of a game. To keep the entertainment,
game companies put a lot of efforts to continuously improve
game design (e.g., diverse designs), but often achieve limited
progress (Alt 2004). Hence, a more effective and intelligent
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game designing approach is of great importance and mean-
ing for the game company.
Due to the complexity and heavy reliance on domain
knowledge, currently, game design is mainly depen-
dent on human designers. Specifically, behavior trees
(BTs) (Millington 2019), are extensively adopted by game
companies for designing games, including Halo (Isla 2005;
Isla 2008), Spore (Electronic Arts Inc. 2009),
DEFCON (Lim, Baumgarten, and Colton 2010),
Bloshock (Irrational Games 2012) and Red Dead Re-
demption 2 (Rockstar Games 2018). However, BTs is built
on rules, requiring abundant domain knowledge and labor
cost. Besides, contrived rules may be contradictory, leading
to potential bugs. Lastly, the more rules used in BTs, the
harder it can be maintained, restricting its effectiveness in
large scale games. Thus, a more intelligent game design
technique towards better entertainment assurance is urgent
in the game industry.
Deep reinforcement learning (DRL) has achieved
tremendous success in intelligent game playing, from
video games (Mnih et al. 2015) to complex chess
game (Silver et al. 2016), from first person shooting
game (Lample and Chaplot 2017) to real-time strategy
game (Foerster et al. 2018). Despite promising, directly
adopting DRL for automatic game design still suffers from
two major issues. First, most DRL researches focus on find-
ing a policy (game AI) to win the game without considering
the way it wins, thus lacking the ability of controlling the
policy’s behavior. Another issue lies in the trait of DRL
that optimizes the policy towards one single objective,
resulting in the inability of learning policy with diverse
behaviors, which however is critical for improving the
game entertainment. Even more, optimizing towards single
objective makes the learned policy behave too extremely
and unnaturally, thereby leading to bad gaming experience.
To address above limitations in automatic game design,
we propose a new algorithm, named EMO-DRL, combining
the evolutionary algorithm (EA) with DRL techniques. To
effectively control the learned policy’s behavior, EMO-DRL
proposes the style-oriented learning (SOL) to achieve au-
tomatic parameters tuning of the reward function for DRL,
thereby guiding the policy learning towards the desired be-
havior. On the other hand, to achieve more nature and
human-like behaviors, EMO-DRL proposes the prioritized
multi-objective optimization (PMOO) to optimize policies
towards multi-objectives, increasing the diversification of
the learned policies. Another advantage is that, compared to
optimizing towards single direction, PMOO leverages non-
dominated sorting and crowding distance sorting to ensure
the learned policies distributed among multiple directions,
where more nature and human-like policies can be obtained.
In addition, EMO-DRL proposes the asynchronized evolu-
tion (AE) - a highly parallel computational framework - to
dramatically reduce the learning time in order to efficiently
respond to the fast-changing requirements in game design.
For evaluation, EMO-DRL is adopted to design game AIs
for the Atari game pong (Mnih et al. 2013) and a commer-
cial massively multiplayer online game (MMOG). Empirical
results show that EMO-DRL can achieve not only specific
behavior learning in a end-to-end fashion, but also more di-
verse, nature and human-like behavior effectively and effi-
ciently.
Preliminaries
Markov Decision Process
Game playing is a process of incessant interactions where
the player (i.e., agent) need to take a sequence of actions
based the observations (e.g., images) to achieve a specific
objective (e.g., winning). Game playing can be modeled as
a Markov Decision Process (MDP), which consists of a tu-
ple (S,A,R, T, γ), where S is the set of states and usually
referred to as the observations,A is the action space that the
player used for game playing, R(s, a) is the reward func-
tion S × A → R indicating whether the action a taken at
state s is good or bad, T (s, a, s′) is the transition function
S ×A× S → [0, 1] giving the possibility of transiting into
the new state s′ after taking action a at state s, and γ ∈ [0, 1]
is a discount factor (Sutton and Barto 2018).
Asynchronous Advantage Actor-Critic
Asynchronous Advantage Actor-Critic
(A3C) (Mnih et al. 2016) is one of the state-of-the-art
DRL algorithms, aiming at training an agent to play games
intelligently and automatically. In general, during game
playing, the agent will receive an immediate reward signal
rt after taking an action at timestamp t − 1. This signal
is leveraged by A3C to optimize the agent’s behavior to
maximize the cumulative rewards
∑
∞
t=1 rt received during
entire game playing process.
Multi-Objective Optimization
Multi-Objective Optimization (MOO) (Deb et al. 2000) is
an effective optimization method for solving optimization
problems with multiple objectives. Different from standard
evolutionary algorithm (e.g., genetics algorithm) evaluating
the solution using a scalar fitness value and optimization
from a single objective perspective, MOO extends the fit-
ness value to vectors and achieve optimization from a multi-
objective perspective. By contrast, offspring evolved from
MOO can simultaneously achieve high performance regard-
ing multiple objectives and better diversity among multiple
objectives (Van Moffaert and Nowe´ 2014).
Problem Formulation
To make a commercial game popular and successful, game
companies spend plenty of time in designing different di-
verse behaviors for game artificial intelligence (Game AI)
to keep its attraction and entertainment. For instance, in
a online combat game, designers need to design vari-
ous roles with different playing styles to attract the play-
ers (NetEase Games 2016). Another example is a action-
adventure game (Rockstar Games 2018), where over 12,000
lines of code are written for only one single game charac-
ter to ensure its behavioral diversity. This designing work
heavily relies on the domain knowledge and are mostly done
manually, thus requiring tremendous human and time cost.
For most game companies, currently there is a lack of effec-
tive approach of designing diverse game character behaviors
automatically.
Definition 1 (Policy / Game AI). The policy π is a function
a ∼ π(s) telling an agent how to play the game. From the
designing perspective, the policy is also called the Game AI.
Different Game AIs behave differently from a visual per-
spective (e.g., aggressive/defensive behaviors in a combat
game), and the behavior characteristics of a Game AI play-
ing the game is also referred to as the style in game industry.
In general, designers not only need a Game AI with a spe-
cific style, but also nature and human-like Game AIs with
diverse styles. For this purpose, given a Game AI, its style
(denoted bySpi) is quantify as follows:
Spi = [v
I ] (1)
where I is a business indicator and vI is a statistical scalar
measuring the performance of π in term of I during game
playing. For instance, to measure whether a Game AI has
an aggressive style, we can use the harmness indicator, and
the total damage vIharm that Game AI produces during game
playing can be used for measuring the aggressiveness. Nor-
mally, one indicator is enough for measuring a certain type,
and, unless stated otherwise,Spi is regarded as a scalar here-
after.
Practically, designing a Game AI for a combat game to
beat the player is relative simple, however, what really hard
is to design one with a specific style that in need. This is be-
cause DRL learn a policy π∗ according to the reward func-
tion R, which thus in turn determines the style of policy π∗
as follows:
Spi∗ ∼ π
∗ ∼ Game(S,A,R, T, γ) (2)
Normally,R consists of indicators that only focus on win-
ning, lacking the ability of controlling the style Spi∗ . How-
ever, to overcome this, more style-related component ri is
adopted to shape reward R as follows:
Spi ∼ R =
∑
i∈n
(wi ∗ ri), (3)
where n style-related item ri are linear combined with the
corresponding weights wi to adjust the learned styles. De-
spite theoretically possible, desired style is still hard to ob-
tained for two major reason: 1) the choice of weights re-
quires abundant domain-knowledge; 2) Even a slight change
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Figure 2: The aggressiveness of policy π learned by different
weights. The x- and y-axis are weights while color depicting
the extent of a policy being a aggressive style.
in weights, due to the nonlinear relationship between the
weights and styles, would make the specific style unpre-
dictable. Specifically, Fig. 2 is a schematic diagram briefly
describing the relationship between weights and the target
style (an aggressive style), where one can find that most
of the weight combinations (in the x- and y-axis) are inca-
pable of achieving significant aggressiveness (yellow areas).
Only a few combinations (around the red dotR∗) can lead to
very aggressive style, which however are barely possible to
find by manual parameters tuning. On the other hand, even
if such combination can be found, manual tuning requires
tremendous labor- and time-cost, as multiple styles are nor-
mally required for diverse behavior designing. Therefore,
the first challenge in designing diverse behavior is to how to
learn a policy with any specific style in need automatically
and efficiently.
Another challenge is that DRL aims at maximizing the
reward function, making the learned style too extreme and
unnatural. For instance, in a combat game, aggressive pol-
icy learned by DRL will always attack the player without
even moving. Meanwhile a defensive one learned by DRL
will always avoiding the player without any attacks. Both
styles behavior too extreme to be accepted as feasible solu-
tions. Practically, more natural styles (e.g., 70% aggressive
and 30% defensive styles) are regarded as better solutions.
However, for designer, such nature style is hard to accurately
achieved, since the corresponding reward function (weights)
is barely possible to be found manually.
The last challenge is how to ensure the important abilities
of learned styles. Specifically, in a combat game, ability of
winning the game should be always guaranteed regardless of
aggressive or defensive styles. Achieving such an complex
style, for designer, is even harder than a nature one, since
multiple traits (e.g., winning and aggressiveness) should be
achieved at the same time. Even more, winning and defen-
siveness, to some extent, are contradictory since they will re-
spectively facilitate and suppress attack behaviors, increas-
ing the difficult of learning such complex styles.
To the best of our knowledge, most game companies still
do game AI design by manually tuning parameters in reward
function, and suffer from all aforementioned issues, which
however can be all solved by the proposed EMO-DRL ef-
fectively and efficiently.
Algorithm
To achieve diverse nature and human-like playing styles,
EMO-DRL is proposed by leveraging DRL on the basis of
EA. Specifically, EMO-DRL proposes the SOL to bypass
the manual parameters tuning and directly obtain the specific
style in an effective end-to-end manner. On the other hand,
EMO-DRL leverages PMOO together with the SOL to learn
divers nature and human-like style. It is worth mentioning
that EMO-DRL adopts distributed parallel architecture to
boost the learning efficiency to satisfy the fast-changing de-
mands in designing diverse styles.
Overview
From a higher perspective, EMO-DRL is built on an evolu-
tionary process consists of two parts: Asynchronized Evolu-
tion and Synchronized Selection (As shown in Fig. 1). In the
beginning, EMO-DRL initializes and maintains a population
of candidates (black dots). Then, in asynchronized evolu-
tion, all candidates are mutated and evolved to create off-
spring (new styles) through automatic reward shaping, and
the newborns’ style will be evaluated by environment inter-
action (game playing). After evaluation, in the synchronized
selection, only better offspring will be kept for the subse-
quent evolution while the rest be eliminated. We referred to
this entire evolutionary process as the SOL, by which varied
Algorithm 1: EMO-DRL
1 input : n: the size of the population
2 output : P : the population of policies.
3 // Initialize P with randomized (πi, Ri)
4 P = {{π1, R1}, ..., {πn, Rn}};
5 // Initialize Q with a synchronized set
6 Q = {};
7 repeat
8 // Asynchronized Evolution
9 p1, p2, ..., pu = mating(P );
10 q1, q2, ..., qv = crossover(p1, p2, ..., pu);
11 for q ∈ {q1, q2, ..., qv} do
12 q = evaluate(DRL-Train(mutate(q)));
13 Q = Q+ {q1, q2, ..., qv}
14 // Synchronized Selection
15 if |Q| ≥ n then
16 P = Diverse-Select(P ∪Q,n); ⊲ (see Alg.2)
17 Q = {};
18 until the stop criteria is satisfied;
19 return P ;
and human-like Game AIs can be efficiently obtained in an
end-to-end fashion.
Style-Oriented Learning
Based on the evolutionary framework (Jaderberg et al. 2017;
Li et al. 2019), SOL eliminates the intermediate manual
weights tuning and directly learns policies with target styles.
The algorithm flow of SQL is outlined in Alg. 1. Specif-
ically, SOL initializes a population of candidates, each of
which is a pair of π (e.g., a neural network parameterized
by θ) and R (parameterized by w). To create new styles,
SOL leverages the SPX and SBX to crossover the neural
network in π and weights in R, respectively. After that, GN
and PM are adopted to mutate the neural network in π and
the weights in R 1.
Once finished, the resulting parameters θ′ and w′ are
automatically fine-tuned, and the newborn (πθ′ , Rw′) are
trained using A3C algorithm (Mnih et al. 2016) (line 12).
After training, each individual is evaluated to obtain their
style Spi (a scalar) measuring by some business indicators
(e.g., harmness). Normally, individuals with higherSpi will
be kept for further evolution, while the rests be eliminated.
This evolutionary cycle repeats until reaching a certain num-
ber of iterations. In this way, policies in the last population
will have higherSpi, meaning that all policies have a signifi-
cant certain style (e.g., aggressive style) without any manual
parameters tuning.
Different from standard EA, SOL uses DRL-Train after
mutation (line 12) to achieve a more efficient learning due to
1SPX, SBX, PM and GN are short for the Single-
point Crossover (Deb and Agrawal 1994), Simulated Bi-
nary Crossover (Deb and Kumar 1995), Polynomial Muta-
tion (Deb and Goyal 1996) and Gaussian Noise (Such et al. 2018),
respectively
the power of gradient-based optimization. Besides, diverse-
select is employed to achieve diverse behavior learning (line
16), which will be detailed in the following section.
It is worth mentioning that, to respond to the fast-
changing requirements in game designing, SOL is built on
a distributed parallel architecture. Specifically, SOL divides
the evolutionary process into two part and distributes them
into multiple servers to boost efficiency. As shown in Fig.
1, SOL divides the population and distributes them to mul-
tiple servers to achieve asynchronized evolution including:
crossover, mutation (including DRL training) and evalua-
tion (asynchronized part in Alg. 1). Each time a new pol-
icy, it will be send back to a collector (right part in Fig.
1) and be added into a synchronized set Q, and the server
will repeat this process from the beginning. All servers will
running efficiently without communication or blocking each
other. Once the size of Q reached a threshold n, SOL uti-
lizes PMOO to select better offspring as the next new popu-
lation (line 16 in Alg. 1). Comparing to computing resources
EMO-DRL needs, it greatly reduces the time for obtaining
policies with specific styles, which is of more importance
for game companies.
Generating Diverse Styles
Despite SOL providing a efficient way to achieve desired
style, learning only one style at a time introduces unnec-
essary time cost, especially when the designer needs mul-
tiple styles for game designing. More importantly, single-
objective optimization often make the learned policy per-
forms too extremely to be accepted as effective solutions,
resulting in bad game experience. For instance, neither an
aggressive style only attack without moving, nor a defensive
one that only run away is an acceptable design. By contrast,
more nature policies (e.g., 70% aggressive and 30% defen-
sive styles) are practically required. To address this, we pro-
pose the Prioritized Multi-objective Optimization (PMOO)
combined with the SOL to generate more nature Game AIs
with multiple styles simultaneously.
To achieve this, PMOO is responsible for guiding poli-
cies evolve towards multiple styles. Comparing to evolving
towards single style (i.e., using scalar Spi), PMOO needs to
evaluate a policy’s style from multiple aspects to achieve a
diverse offspring selection, leading to two major differences:
1) the way to measure a policy’s style and 2) the way to se-
lect offspring.
To evaluate a policy from a multi-style perspective, we
measure the style using multiple indicators as follows:
Spi = [v
I0 , · · · , vIi , · · · , vIn ] (4)
where each vIi measuring the performance of policy π re-
garding indicator Ii. For instance, in combat game, each pol-
icy is evaluated bySpi = [v
Iagg , vIdef ] with vIagg and vIdef
measuring the extend of π being aggressive and defensive
style, respectively. In this way, each policy is evaluated from
multiple aspects, providing the foundation of subsequent di-
verse offspring selection.
The way of selecting better offspring differs because each
policy’s type is no longer measured by a single scalar, but a
style vector. Thus, to better capture the capability relation of
different policies and select better offspring, we define the
policy domination relation as follows:
Definition 2 (Pareto dominance). An policy π0 dominates
another policy π1 (denoted as π0 ≻ π1) if and only ifSpi0 is
partial larger than Spi1 , i.e., ∀i ∈ {0, · · · , n}, v
Ii
pi0
≥ vIipi1 ∧
∃j ∈ {0, · · · , n} : v
Ij
pi0 > v
Ij
pi1 .
As a result, comparing to vanilla SOL selecting policies
with higher scalar Spi from a single-objective perspective,
PMOO selects the ones, which can dominate others, as better
offspring. However, policies may not dominate each other
(i.e., π0 ⊁ π1 and π1 ⊁ π0) since π0 may have larger in
the i-th dimension, but smaller in the j-th dimension (i.e.,
S
(i)
pi0 > S
(i)
pi1 andS
(j)
pi0 < S
(j)
pi1 ), meaning that π0 has a better
aggressiveness than π1, but a worse defensiveness. From the
multi-style learning perspective, it hard to say which one is
better, since we want to find both styles simultaneously. To
identify these policies, we define the non-dominated set as
follows:
Definition 3 (Non-dominated set). Non-dominated set
(NDS) is a set of candidates, where each candidate is not
dominated by any member in the set.
NDS represents the “best” individuals in the population,
since candidates in the NDS are not dominated by any others
in the NDS. It provides an effective way to group candidates
together, whereby the population P can be divided into dif-
ferent NDSs for selecting better individuals.
Alg. 2 gives the pseudo-code and Fig. 1 (right part)
visualizes the offspring selection using two optimization
objectives (two styles). Given a population P , the Pareto
frontier is identified using non-dominated sorting algorithm
(ND Sort) (Deb et al. 2000), and added into the new popu-
lation, then removed from the original population. This pro-
cess repeats until the size of the new population reaches a
pre-defined threshold (line 3-7 in Algorithm. 2). Each Pareto
frontier is a NDS (e.g., F1, F2, F3, ... in Fig. 1), contain-
ing a number of candidates. and that F1 generally exceeds
F2 because ∀π ∈ F1.(∄π′ ∈ F2, π′ ≻ π). Once the size
of the new population P ′ adding the current Pareto fron-
tier Fi exceeds the threshold n, only n − |P
′| candidates
in the Fi will be selected in to the P
′ to ensure the size
of the new population exactly n (Line 8-12). An intuitive
example is given in Fig. 1, where only part of the F3 can
be selected. To achieve this, the crowding distance sorting
algorithm (CD Select) is adopted (Line 10) to measure the
density of each candidates in F3, and select sparse candi-
dates to construct a more diverse offspring. In Fig. 1, the
density of π1 is computed based on the distance between
two nearest surrounding neighbors regarding in terms of two
objectives (i.e., d1 + d2 + d3 + d4). Afterwards, candidates
with sparse density will be selected as the new offspring. In
this way, EMO-DRL will push some policies along with two
objectives as far as possible (extreme aggressive/defensive
styles) and evenly spread the rest polices among these two
extreme styles. The resulting population contains all kinds
of mixed styles (i.e., 70% aggressive and 30% defensive
styles), where designers can choose any nature style they
prefer as the Game AI.
Algorithm 2: Diverse-Select
input : P : the population, n ≤ |P |: the number of candidates
to be selected
output: P ′: the selected population
1 P ′ ← ∅;
2 loop
3 // Select the Pareto frontier F from P
4 F = ND Sort(P ); ⊲ see Appendix
5 if |P ′|+ |F | ≤ n then
6 P ′ ← P ′ ∪ F ;
7 P = P \ F
8 else
9 // Squash set by crowiding distance
10 F ′ ← CD Select(F, n− |P ′|) ; ⊲ see Appendix
11 P ′ ← P ′ ∪ F ′ ;
12 break
13 return P ′
Guaranteeing Important Ability
Intuitively, defensive and aggressive styles can be measured
and obtained by Spi = [v
Iagg , vIdef ] with vIagg and vIdef
measuring the extent of π being a aggressive and defensive
styles. However, using using a scalar vIi has a potential lim-
itation in creating complex human-like behaviors like “hit-
and-run”.
To be specific, in a two-player combat game, a defen-
sive but winnable style (e.g., “hit-and-run”) requires keep-
ing away from the opponent but also attacking to win the
combat. However, such complex (def-win) style is hard to
achieve by using a scalar vIdef , since scalar is not enough
to encode complex behaviors. For instance, vIdef can only
measuring the extent of avoiding the opponent. Maximize
vIdef results in a Game AI that always avoiding the opponent
and cannot win. To overcome this, instead of scalar, PMOO
proposed to use vector ~vIi to measure the performance of
π regarding indicator Idef-win, resulting the following style
measurement:
Spi = [~v
I0 , · · · , ~vIi , · · · , ~vIn ] (5)
As such, the extent of a policy being a def-win style can
be measured by the vector ~vIdef-win = [vIwin , vIaway ], where two
scalar vIwin and vIaway measures a complex behavior together.
With vIi changing from a scalar to vector, Spi changes
into a vector of vectors. Thus, the domination relation (in
Def. 2) need to be adapted for handling the newSpi. PMOO
proposes the prioritized comparison for vectors as follows:
vIipi0 > v
Ii
pi1
if and only if ∃j ∈ [0, n], (vIipi0)(j) > (v
Ii
pi1
)(j)
and ∀k ∈ [0, j), (vIipi0)(k) = (v
Ii
pi1
)(k)
(6)
where (·)(i) represents the i-th value in the vector. In this
way, PMOO will select offspring with a better ~vIdef-win with
higher value in both [vIwin , vIaway ] dimensions, whereby the
def-win style is achievable with high vIwin and vIaway si-
multaneously. It is worth-mentioning that, by leveraging
Consecutive frames before the Game AI score the 21st point (win)
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Figure 3: Visualization of the win-busy and win-lazy styles
learned by EMO-DRL.
Spi = [~v
Idef-win
pi , ~v
Iagg-win
pi ], EMO-DRL can not only learn com-
plex styles (e.g., def-win, agg-win), but also guarantees their
victory in game.
Experiments
This section presents empirical results on a classic Atari
game pong and a commercial MMOG game Treacherous
Water Online. Comparison between EMO-DRL and A3C
are performed to verify their effectiveness in generating
Game AI, especially generating more diverse, nature and
human-like Game AIs. Besides, we visualize the behav-
iors of all learned Game AIs for further comparison 2. It
is worth mentioning that, due to parameters tuning heavily-
dependents on the domain knowledge, to ensure the fairness
as far as possible, experienced front-line designers are in-
vited to tune the parameters for A3C in the following exper-
iments.
Atari Game
Atari pong is a widely used benchmark in the DRL com-
munity for evaluating the performance of Game AIs, whose
first priority is to control the green paddle shown in Fig.3 to
beat the human player. To obtain more diverse styles, both
methods uses the same reward shaping as follows:
R = w1 ∗ renv + w2 ∗ rbusy + w3 ∗ rlazy (7)
where rbusy and rlazy are shaping items, affecting the result-
ing styles (more details in Appendix). Notable, A3C manu-
ally tunes the weight wi to obtain desired Game AIs, how-
ever, EMO-DRL leverages automatic tuning.
Firstly, we investigate the effectiveness of EMO-DRL in
generating Game AI with different styles. Then, detailed
quantitative comparisons of the Game AIs learned by EMO-
DRL and A3C is given to further demonstrate the advantages
of EMO-DRL.
Generating Diverse Styles Fig. 3 visualizes the busy AI
and lazy AI styles learned by EMO-DRL, where one can
find that two styles varies greatly. Specifically, during game
2More videos of the learned Game AIs can be found in our web-
site: https://sites.google.com/view/emo-drl/home
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Figure 4: Distribution of styles learned by EMO-DRL
among two objectives (left), and quantitative analysis of
three styles in term of three related indicators (right).
Table 1: Averaged statistical results (10 runs) regarding re-
lated indicators of learned styles in Atari game.
Atari Game
Indicators win rate(score) busy degree lazy degree
EMO-DRL
Busy AI 15.2 0.954 (best) 0.055
Nature AI 13.6 0.557 0.531
Lazy AI 18.2 0.008 0.966 (best)
A3C
Busy AI -9.9 0.908 0.215
Nature AI -5.0 0.304 0.857
Lazy AI 11.8 0.257 0.853
playing, the busy AI moves a lot while the lazy AI does not.
Moreover, both styles can win the game, practically prov-
ing that EMO-DRL can not only learn a Game AI to win,
but also control the way it wins. Another advantages is that,
comparing to A3C, EMO-DRL achieve this in a end-to-end
way without any manual parameter tuning.
Quantitative Comparisons To further investigate the ad-
vantages of EMO-DRL, statistical indicators are adopted to
quantitative measure the Game AI’s behavior during game
playing, and detailed comparisons are conducted.
The behavioral data of a Game AI during game playing is
collected and calculated using Iwin-rate, Ibusy and Ilazy indica-
tors, measuring the winning rate, busy degree and lazy de-
gree, respectively (see Appendix). On this basis, Game AIs
learned by EMO-DRL is quantify and visualized in Fig. 4,
where one can find that EMO-DRL not only learn extreme
styles (lazy- and busy-win styles) along with two objectives,
but also more nature AIs evenly distributed among them.
Quantitative analysis of three styles demonstrates that busy
AI and lazy AI performs extreme behavior, however, more
nature styles are also learned by EMO-DRL. Designers can
pick whichever varied nature AI in need.
On the other hand, the comparison of the Game AIs
learned by EMO-DRL and A3C is conducted, and Tab. 1
describes the results. One finding is that the busy AI learned
by A3C has low score (-9.9), meaning that such AI fails to
win the game. Another finding is that the nature AI learned
by A3C not only lose the game (-5.0), but also fails to per-
form nature due to its high lazy degree (0.857). This further
prove that nature styles is hard to learned by manual param-
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Figure 5: (a) is a round fighting ground in TWO and (b,c,d)
visualize the footprint of different styles in game playing.
The blue and yellow dots depict trajectories of Game AI and
its opponent, respectively
eters tuning, let alone winning the game at the same time.
By contrast, the busy AI and lazy AI learned by EMO-DRL
not only achieve higher busy (0.954) and lazy degree (0.966)
than the ones learned by A3C respectively, but also be able
to win the game simultaneously. This demonstrates the ef-
fectiveness of EMO-DRL in learning complex style auto-
matically. Another advantages is that the nature AI learned
by EMO-DRL achieve 0.557 busy degree and 0.531 lazy de-
gree, making itself a suitable nature Game AI, which how-
ever is unlearnable by A3C.
Treacherous Water Online
In this experiments, a real-world commercial MMOG game
(TWO) is adopted for evaluation. To make our study feasi-
ble, we only selected one combat scenario, where a easy-
to-kill wizard need to beat a hard-to-kill fighter (shown in
Fig. 5). Both A3C and EMO-DRL need to learned diverse
styles by tuning the parameters of the following shaped re-
ward function:
R = w1 ∗ renv + w2 ∗ raggressive + w3 ∗ rdefensive (8)
where raggressive and rdefensive encourage attacking and avoid-
ing the opponent, respectively (see Appendix).
GeneratingDiverse Styles Fig. 5 (c,d) visualizes the foot-
print of the aggressive AI (Agg AI) and defensive AI (Def
AI) learned by EMO-DRL, where one can find that two
styles varies greatly. Specifically, during game playing, the
Agg AI always attack, barely moving, producing shorter tra-
jectories. By contrast, Def AI creates longer trajectories by
running around the field to avoid the opponent (known as
the “hit-and-run”). More importantly, both styles succeed in
defeating the opponent, confirming the ability of EMO-DRL
in generating varied human-like styles.
Quantitative Comparisons Statistical indicators Iwin-rate,
Iagg, and Idef are adopted to quantitative measure the behav-
ior of the learned styles by measuring the winning rate, ag-
gressive degree and defensive degree, respectively. Fig. 6
visualizes the distribution of the statistical results. Styles
learned by the EMO-DRL are evenly distributed between
d
ef
en
si
v
e 
d
eg
re
e
aggressive degree
Def AI
Nature AI
Agg AI
D
e
f 
A
I
N
a
tu
re
 A
I
A
g
g
 A
I
0 0.5 1
Figure 6: Distribution of styles learned by EMO-DRL
among two objectives (left), and quantitative analysis of
three styles in term of three related indicators (right).
Table 2: Averaged statistical results (30 runs) regarding re-
lated indicators of learned styles in TWO game.
Treacherous Water Online Game
Indicators win rate aggressive degree defensive degree
EMO-DRL
Agg AI 1.000 0.955 (best) 0.032
Nature AI 1.000 0.685 0.632
Def AI 1.000 0.048 0.993 (best)
A3C
Agg AI 0.233 0.891 0.136
Nature AI 0.760 0.188 0.916
Def AI 0.633 0.164 0.938
two dimensions, where more varied and nature policies ex-
ists.
Lastly, quantitative comparison results of learned styles
are given in the Tab. 2. First, EMO-DRL achieve better AIs
in terms of two objectives than A3C (i.e., 0.955 in aggres-
sive degree and 0.993 in defensive degree). Second, EMO-
DRL succeed in achieve more nature AIs by automatic tun-
ing, while A3C fails. Lastly, the aggressive AI learned by
A3C fails to win, however, EMO-DRL can achieve an ag-
gressive AI to win efficiently and automatically.
Conclusion
This paper proposes the EMO-DRL algorithm to gener-
ate Game AIs with varied human-like playing styles effi-
ciently and automatically. SOL provide an end-to-end fash-
ion to guide the policy learning towards the desired behav-
ior accurately. Moreover, PMOO is introduced to achieve
human-like behaviors, and increasing the diversification of
the learned policies. Finally, a distributed parallel architec-
ture is adopted to boost the computational efficiency. The
empirical results demonstrate that the EMO-DRL algorithm
not only generates varied game styles with better diverse and
extreme behaviors, but also obtains higher winning scores.
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