Abstract: Machine Learning is considered as a subfield of Artificial Intelligence and it is concerned with the development of techniques and methods which enable the computer to learn. In classification problems generalization control is obtained by maximizing the margin, which corresponds to minimization of the weight vector. The minimization of the weight vector can be used in regression problems, with a loss function. The problem of classification for linearly separable data and introduces the concept of margin and the essence of SVM -margin maximization. In this paper gives the soft margin SVM introduces the idea of slack variables and the trade-off between maximizing the margin and minimizing the number of misclassified variables. A presentation of linear SVM followed by its extension to nonlinear SVM and SVM regression is then provided to give the basic mathematical details. SRM minimizes an upper bound on the expected risk, where as ERM minimizes the error on the training data. It also develops the concept of SVM technique can be used for regression. SVR attempts to minimize the generalization error bound so as to achieve generalized performance instead of minimizing the observed training error.
Abstract: Machine Learning is considered as a subfield of Artificial Intelligence and it is concerned with the development of techniques and methods which enable the computer to learn. In classification problems generalization control is obtained by maximizing the margin, which corresponds to minimization of the weight vector. The minimization of the weight vector can be used in regression problems, with a loss function. The problem of classification for linearly separable data and introduces the concept of margin and the essence of SVM -margin maximization. In this paper gives the soft margin SVM introduces the idea of slack variables and the trade-off between maximizing the margin and minimizing the number of misclassified variables. A presentation of linear SVM followed by its extension to nonlinear SVM and SVM regression is then provided to give the basic mathematical details. SRM minimizes an upper bound on the expected risk, where as ERM minimizes the error on the training data. It also develops the concept of SVM technique can be used for regression. SVR attempts to minimize the generalization error bound so as to achieve generalized performance instead of minimizing the observed training error. [3] . Support Vector Machine (SVM) is a classification and regression prediction tool that uses machine learning theory to maximize predictive accuracy while automatically avoiding over-fit to the data. In the same manner as the non-linear SVC approach, a non-linear mapping can be used to map the data into a high dimensional feature space where linear regression is performed. The foundations of Support Vector Machines (SVM) have been developed by Vapnik and gained popularity due to many promising features such as better empirical performance. The formulation uses the Structural Risk Minimization (SRM) principle, which has been shown to be superior, to traditional Empirical Risk Minimization (ERM) principle, used by conventional neural networks.
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Basic Machine Learning
Given a collection of data, a machine learner explains the underlying process that generated the data in a general and simple fashion. Different learning paradigms: Supervised learning Unsupervised learning Semi-supervised learning Reinforcement learning
Supervised Learning
Supervised Learning: Classification. Each element in the sample is labeled as belonging to some class (e.g., apple or orange). The learner builds a model to predict classes for all input data. There is no order among classes [6] , [5] .
Supervised Learning: Regression. Each element in the sample is associated with one or more continuous variables. The learner builds a model to predict the value(s) for all input data. Unlike classes, values have an order among them [2] , [4] .
SVM Mathematically
Consider the problem of separating the set of training vectors belonging to the separate classes,
with the hyperplane (w,
The set of vectors is said to be optimally separated by the hyper plane min |(w, x i ) + b| = 1 Where the parameters w, b The norm of the weight vector should be equal to the inverse of the distance, of the nearest point in the data set to the hyper plane [10] , [7] .
The distance at a point x from the hyperplane
The optimal hyper plane is given by maximizing the margin, ρ, subject to the constraints of Equation (1) The margin is given by,
= min
Support Vector Machine
Fix the empirical risk and minimize the VC confidence. SVM learns the best separating hyper plane. We should maximize the margin,
Three main ideas: Define what an optimal hyper plane: maximize margin. Non-linearly separable problems: have a penalty term for misclassifications [9] . Map data to high dimensional space where it is easier to classify with linear decision surfaces: reformulate problem so that data is mapped implicitly to this space 
with y i = ±1
Now SVM formulation min 1 2 ||w|| 2 Subject to the constraint y i (w.x i + b) ≥ 1 ∀ x i So, there is a unique global minimum value (when feasible). There is also a unique minimizer, i.e. weight and b value that provides the minimum. Nonsolvable if the data is not linearly separable. Quadratic Programming Very efficient computationally with modern constraint optimization engines (handles thousands of constraints and training instances) [7] . There are theoretical upper bounds on the error on unseen data for SVM The larger the margin, the smaller the bound The smaller the number of SV, the smaller the bound
Introduction of Slack Variables C Tradeoff
Objective function penalizes for misclassified instances and those within the margin min 
Algorithm tries to maintain ξ i to zero while maximizing margin, algorithm does not minimize the number of mis classifications, but the sum of distances from the margin hyper planes. Other formulations use ξ 2 i instead. As C → ∞, we get closer to the hard-margin solution. Soft-Margin always has a solution. Hard-Margin does not require guessing the cost parameter.
In the limit, C → ∞ the solution converges toward the solution obtained by the optimal separating hyper plane In the limit, C → 0, the solution converges to one where the margin maximisation term dominates, there is now less emphasis on minimizing the misclassification error, but purely on maximising the margin, producing a large width margin. Consequently as C decreases the width of the margin increases. The useful range of C lies between the point where all the Lagrange Multipliers are equal to C and when only one of them is just bounded by C [8] .
Support Vector Regression -Linear Regression
Consider the problem of approximating the set of data,
with a linear function (4)
Regression function is given by the minimum of the function.
Where C is pre-specified value and ξ
is slack representing upper and lower constraints on the outputs of the system. 
The solution is given by α, α * = arg min
With constraints
Solving equation (8), (9) determines the Lagrange multipliers (α i + α * i ) and the regression function is given by the equation (4) where
Using a quadratic loss function
Regression function is given by Equation (4) and (10).
Conclusion
Support Vector Machines are an attractive approach to data modelling. They combine generalization control with a technique to address the curse of dimensionality. The formulation results in a global quadratic optimization problem with box constraints. SVM are trained by solving a constrained quadratic optimization problem. SVM, implements mapping of inputs onto a high dimensional space using a set of nonlinear basis functions. In removing the training patterns that are not support vectors, the solution is unchanged and hence a fast method for validation may be available when the support vectors are sparse.
