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TWO SPECIAL SUBGROUPS OF THE UNIVERSAL SOFIC GROUP
MATTEO CAVALERI, RADU B. MUNTEANU, AND LIVIU PA˘UNESCU
ABSTRACT. We define a subgroup of the universal sofic group, obtained as the normaliser of a separable
abelian subalgebra. This subgroup can be obtained as an extension by the group of automorphisms on a
standard probability space. We show that each sofic representation can be conjugated inside this subgroup.
A well-known result due to Elek and Szabo is that a group is sofic if and only if it is a subgroup of
the universal sofic group Πk→ωPnk , [ES05]. Here Pn ⊂ Mn(C) is the subgroup of permutation matrices,
isomorphic to Sym(n), the symmetric group. Elements of the universal sofic group act on Πk→ωDnk ,
where Dn ⊂ Mn(C) is the subalgebra of diagonal matrices. As an abelian type II1 von Neumann algebra,
Πk→ωDnk is isomorphic to the algebra of functions on a probability space, L
∞(Xω, µω), where (Xω, µω) is
the Loeb space.
The above picture has been fruitful in the study of soficity. It can be used to provide a proof of the fact
that free product of sofic groups amalgamated over amenable subgroups is still sofic, [Pa˘u11], Corollary
3.7. It was also successfully used to provide a compact proof for stability of the commutant in permutations
with respect to the Hamming distance, [AP15]. It is therefore natural to wish for a better understanding of
these objects and their interaction.
We will not go through the basics of ultraproducts with respect to ω, a non-principal ultrafilter on N,
and {nk}k ⊂ N, an increasing sequence of natural numbers. The reader can consult the vast literature on
the subject, including any of the previous cited articles or introductory papers as [Pes08] or [CL15].
Let (X, µ) be the unit interval endowed with the Lebesgue measure. In this paper we first construct
a canonic embedding L∞(X, µ) →֒ L∞(Xω, µω). In the second section we introduce the group GA, the
subgroup of the universal sofic group that normalises L∞(X, µ). In section 3, we prove that any sofic group
is a subgroup of GA. In the forth section we use the Coxeter length to study this group, and in the last
section we obtain GA as an extension of Aut(X, µ).
1. THE LOEB SPACE
We already defined the Loeb space (Xω,Bω, µω) by the equation Πk→ωDnk ≃ L
∞(Xω, µω), but we
need a better understanding of its structure. For this we have to enter the realm of non-standard analysis in
more depth than just considering some metric ultraproducts. The Loeb space was introduced in [Loe75].
We follow here methods from [ES].
As a set, Xω is the algebraic ultraproduct of sets {1, 2, . . . , nk}. From now on, (xk)k or (yk)k will
denote elements in the Cartesian product Πk{1, 2, . . . , nk}. On this set we define the equivalence relation
(xk)k ∼ (yk)k ⇔ {k : xk = yk} ∈ ω, i.e. two sequences are equivalent if they are equal on a subset in the
ultrafilter. The algebraic ultraproduct is defined as: Xω = Πk{1, 2, . . . , nk}/ ∼. Not to overload notations,
we still denote by (xk)k its class in Xω.
1
2 MATTEO CAVALERI, RADU B. MUNTEANU, AND LIVIU PA˘UNESCU
We now proceed to construct a measurable structure on Xω. Let Ak ⊂ {1, 2, . . . , nk} and construct
Πk→ωAk = {(xk)k ∈ Xω : xk ∈ Ak}. Let B
0
ω be the collection of all such subsets of Xω. Moreover, define
µω : B
0
ω → [0, 1] by µω(Πk→ωAk) = limk→ω Card(Ak)/nk. Then B
0
ω is an algebra of sets and µω is a
pre-measure. Due to Carathodory’s extension theorem, µω can be extended to B
1
ω, the σ-algebra generated
by B0ω. Finally, we extend µω to Bω, the closure of B
1
ω under the measure µω.
1.1. The universal sofic action. Let p = Πk→ωpk ∈ Πk→ωSym(nk). Then p
Ä
(xk)k
ä
=
Ä
pk(xk)
ä
k
defines an automorphism of (Xω, µω). Note the key role played by the measure µω: the permutations
pk are determined up to some error in the Hamming distance. This translates to the fact that the above
automorphism of Xω is well defined up to a set of µω-measure 0.
If f ∈ L∞(Xω), we denote by p(f) ∈ L
∞(Xω) the function p(f)(x) = f(p(x)). If we identifyL
∞(Xω)
with Πk→ωDnk and Πk→ωSym(nk) with Πk→ωPnk , both of which are subsets in Πk→ωMnk , then p(f) can
be written as p−1 · f · p.
1.2. The standard part. The standard part function plays a key role in non-standard analysis. In our
context it is defined as St : Xω → [0, 1], St
Ä
(xk)k
ä
= limk→ω
xk
nk
. It is a measure preserving function
in the sense that µω(St
−1(A)) = µ(A), for every Lebesgue measurable set A ⊂ [0, 1], where µ is
the Lebesgue measure, see Proposition 1.2. As a consequence we also have an inclusion of algebras
L∞([0, 1], µ) →֒ L∞(Xω, µω), by identifying χA with χSt−1(A) (the characteristic function), as we now
show.
Definition 1.1. Define onXω the equivalence relation x ∼ y ⇔ St(x) = St(y).
Proposition 1.2 (Theorem 4.1 of [Cut83]). The space with measure Xω/ ∼, obtained by factoring Xω by
the above equivalence relation, is canonically isomorphic to a standard space (X, µ), where X = [0, 1]
and µ is the Lebesgue measure.
Proof. Firstly, we show the equality for the Borel structure. Let B1 be the σ-algebra on [0, 1] generated by
intervals, aka Borel sets. Then B is the closure of B1 under µ.
Let B2 be the σ-algebra on X induced by the map St : Xω → X , i.e. B
2 = {Y : St−1(Y ) ∈ B1ω}. We
want to show that B1 = B2 and µω(St
−1(Y )) = µ(Y ) for any such Y .
For A ∈ B0ω the reader can check that St(A) ⊂ [0, 1] is a closed set. As B
0
ω generates B
1
ω, it follows that
St(A) ∈ B1 for any A ∈ B1ω. As Y = St(St
−1(Y )), we get that B2 ⊂ B1.
Now let λ1, λ2 ∈ [0, 1], λ1 < λ2. Let {xk}k, {yk}k be sequences of natural numbers such that
limk→ω
xk
nk
= λ1 and limk→ω
yk
nk
= λ2. Let A = Πk→ω{xk, xk + 1, . . . , yk} ∈ B
0
ω. It can be checked
that:
St−1
Ä
(λ1, λ2)
ä
⊂ A ⊂ St−1
Ä
[λ1, λ2]
ä
.
Both of these inequalities are strict, but this is not important to the argument. Now fix λ ∈ (0, 1] and let
{λk}k be a strictly increasing sequence converging to λ, with λ0 = 0. For every j ∈ N, let {x
j
k}k be a
sequence such that limk→ω
x
j
k
nk
= λj , with x
0
k = 1. Define Aj = Πk→ω{x
j
k, . . . , x
j+1
k − 1} ∈ B
0
ω. By the
above inequalities:
St−1
Ä
[0, λ)
ä
=
⋃
j
Aj .
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This implies that [0, λ) ∈ B2 for any λ. Moreover µω (St
−1([0, λ))) =
∑
j µω(Aj) =
∑
j(λj+1 − λj) = λ.
So B1 ⊂ B2 and St : (Xω,B
1
ω, µω) → (X,B
1, µ) is measure preserving. The same is true for
St : (Xω,Bω, µω)→ (X,B, µ). 
Notation 1.3. We denote by St∗
Ä
L∞(X, µ)
ä
the subalgebra {f ◦ St : f ∈ L∞(X, µ)} ⊂ L∞(Xω, µω).
The last theorem shows that Xω is a fibre bundle overX .
1.3. The order relation.
Definition 1.4. For x = (xk)k, y = (yk)k ∈ Xω define x 6 y if {k : xk 6 yk} ∈ ω.
It can be checked that this is a total order relation, with antisymmetry following due to the algebraic
ultraproduct construction (x = y iff {k : xk = yk} ∈ ω). We now define initial segments:
Definition 1.5. For x ∈ Xω, denote by Ix = {y ∈ Xω : y 6 x}.
Note that µω(Ix) = St(x). Moreover:
Proposition 1.6. For x, y ∈ Xω, Ix = Iy if and only if St(x) = St(y). Also Ix = {y : St(y) < St(x)}.
Proof. It can be checked that µω(Ix∆Iy) = |St(x) − St(y)| for any x, y ∈ Xω. This implies the first
statement. For the second part, notice that {y : St(y) < St(x)} = St−1
Ä
[0, St(x))
ä
, so µω({y : St(y) <
St(x)}) = St(x) = µω(Ix). As {y : St(y) < St(x)} ⊂ Ix, the conclusion now follows. 
2. GENERALISED MAPS
We now proceed to the main definitions of this paper.
Definition 2.1. Let p ∈ Πk→ωSym(nk). We say that p|X exists if there is ϕ : X → X such that
St(p(x)) = ϕ(St(x)) for µω-almost all x ∈ Xω. In this case we write p|X = ϕ.
Definition 2.2. Denote by GM the set of elements p ∈ Πk→ωSym(nk) such that p|X exists, and by GA the
set of such elements for which p|X is an automorphism of (X, µ).
Proposition 2.3. Let p ∈ Πk→ωSym(nk). If p|X = ϕ exists, then ϕ is a measurable, measure-preserving
map.
Proof. Let A ⊂ X be a measurable set. The equality ϕ(St(x)) = St(p(x)) for µω-almost all x ∈ Xω
implies St−1
Ä
ϕ−1(A)
ä
= p−1
Ä
St−1(A)
ä
:
St−1
Ä
ϕ−1(A)
ä
={x : St(x) ∈ ϕ−1(A)} = {x : ϕ(St(x)) ∈ A} = {x : St(p(x)) ∈ A}
={x : p(x) ∈ St−1(A)} = {x : x ∈ p−1(St−1(A))} = p−1
Ä
St−1(A)
ä
.
As p−1
Ä
St−1(A)
ä
∈ Bω this equality implies ϕ
−1(A) is measurable in X . Moreover:
µ(ϕ−1(A)) = µω(St
−1(ϕ−1(A))) = µω(p
−1(St−1(A))) = µω(St
−1(A)) = µ(A).
We show later that every measure preserving map can be obtained as p|X for some p, Theorem 2.6. 
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Proposition 2.4. Let p ∈ Πk→ωSym(nk). If p and p
−1 are elements of GM, then p ∈ GA.
Proof. As p and p−1 are in GM, there exist ϕ : X → X and ψ : X → X such that p|X = ϕ and p
−1|X = ψ.
Then, for almost all x ∈ Xω we have:
ψ ◦ ϕ(St(x)) = ψ(St(p(x))) = St(p−1(p(x))) = St(x).
It follows that ψ ◦ ϕ = Id. These are measure preserving maps, so ϕ is an automorphism of (X, µ) and
therefore p ∈ GA. 
Before proving that each measure preserving function is obtained as a p|X , for a p ∈ Πk→ωSym(nk),
we need the following well know lemma. It contains a basic principle of measure theory: by controlling the
behaviour on sets, we control the behaviour on points a.e.
Lemma 2.5. Let (Y, ν) be a σ-finite measure space and f, g : Y → R be measurable functions such that
f−1(B) = g−1(B) a.e. for every measurable set B ⊂ R. Then f(y) = g(y) for ν-almost every y ∈ Y .
Proof. Let us assume that ν({y ∈ Y |f(y) 6= g(y)}) > 0. If∆ = {(x, x) : x ∈ R} one can find closed-open
intervals In, Jn, n ≥ 1 such that In ∩ Jn = ∅ and:
R× R \∆ =
∞⋃
n=1
In × Jn.
Then there exist a measurable set A ⊂ Y , ν(A) > 0 and two closed-open intervals I and J with I ∩ J = ∅
and such that
{(f(y), g(y)) : y ∈ A} ⊂ I × J.
Thus f(A) ⊂ I and g(A) ⊂ J , so A ⊆ f−1(I) and A ⊆ g−1(J). On the other hand:
g−1(I) ∩ A ⊆ g−1(I) ∩ g−1(J) = g−1(I ∩ J) = ∅.
As ν(A) > 0, this implies that f−1(I) 6= g−1(I) which is a contradiction. 
Theorem 2.6. Let ϕ : X → X be a measure preserving map. Then there exists p ∈ Πk→ωSym(nk) such
that p|X = ϕ.
Proof. We need to construct p ∈ Πk→ωSym(nk) such that St
−1(ϕ−1(A)) = p−1(St−1(A)) for any A ⊂ X .
The proof is similar to the one in [Pa˘u11], Proposition 3.3. Choose {Ai}i a finite partition of X . Then
{St−1(Ai)}i and {St
−1(ϕ−1(Ai))}i are two partitions ofXω with µω(St
−1(Ai)) = µω(St
−1(ϕ−1(Ai))) for
any i. By Lemma 3.2 in [Pa˘u11], there exists q1 ∈ Πk→ωSym(nk) such that q1(St
−1(Ai)) = St
−1(ϕ−1(Ai))
for any i. We construct a sequence of elements qj that work for finer and finer partitions ofX . By a diagonal
argument we construct q such that q(St−1(A)) = St−1(ϕ−1(A)) for any A ⊂ X . Define p = q−1. By the
previous lemma, applied for the functions St ◦ p, ϕ ◦ St : Xω → X we get that St(p(x)) = ϕ(St(x)) for
almost all x ∈ Xω. 
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2.1. Generalised automorphisms.
Proposition 2.7. For p ∈ Πk→ωSym(nk), p|X = Id if and only if p(Ix) = Ix for (µω-almost) all x ∈ Xω.
Proof. Without any hypothesis on p ∈ Πk→ωSym(nk), we have:
∫
Xω
µω(p(Ix)∆Ix)dµω(x) =
∫
Xω
µω({y : y 6 x and p
−1(y) > x or y > x and p−1(y) 6 x})dµω(x)
=
∫
Xω
µω({x : y 6 x and p
−1(y) > x or y > x and p−1(y) 6 x})dµω(y).
One can check that, for a, b ∈ [0, 1], µ(x : a 6 x and b > x or a > x and b 6 x}) = |a − b|. In
the Loeb measure this translates to µω({x : y 6 x and p
−1(y) > x or y > x and p−1(y) 6 x}) =
|St(y)− St(p−1(y))|. We reach the following equation, interesting in its own right:
∫
Xω
µω(p(Ix)∆Ix)dµω(x) =
∫
Xω
|St(y)− St(p−1(y))|dµω(y).
Assume now that p(Ix) = Ix almost everywhere. Then
∫
x∈Xω
µω(p(Ix)∆Ix)dµω(x) = 0. It follows that
St(y) = St(p−1(y)) for µω-almost all y ∈ Xω and hence the conclusion.
For the reverse implication, assume that St(p(x)) = St(x) almost everywhere. By Proposition 1.6,
p(Ix) = {p(y) : St(y) < St(x)} = {p(y) : St(p(y)) < St(x)} ⊂ Ix. Hence µω(p(Ix) \ Ix) = 0 for any
x ∈ Xω. As these sets are of equal measure, they must be equal. 
Rebemeber that St∗
Ä
L∞(X, µ)
ä
= {f ◦ St : f ∈ L∞(X, µ)} ⊂ L∞(Xω, µω).
Theorem 2.8. Let p ∈ Πk→ωSym(nk). Then p ∈ GA if and only if p
Ä
St∗(L∞(X))
ä
= St∗(L∞(X)), i.e. p
is in the normaliser of St∗(L∞(X)) when ultraproducts are identified with subsets in Πk→ωMnk .
Proof. Let p be in the normalizer of St∗(L∞(X, µ)). For f ∈ L∞(X, µ) we define Φ(f) to be the unique
function in L∞(X, µ) such that p(f ◦ St) = Φ(f) ◦ St. Hence f → Φ(f) defines an automorphism of
L∞(X, µ) and then, there exists a nonsingular automorphism ϕ of (X, µ) such that Φ(f) = f ◦ ϕ for all
f ∈ L∞(X, µ). Thus:
p(f ◦ St) = f ◦ ϕ ◦ St,
for all f ∈ L∞(X, µ). It follows that for µω-almost all x ∈ Xω we have:
p(f ◦ St)(x) = f ◦ St(p(x)) = f ◦ ϕ(St(x)).
By Lemma 2.5, it follows that:
St(p(x)) = ϕ(St(x)).
By Definition 2.1, this translates to p|X = ϕ. As ϕ ∈ Aut(X, µ), we get p ∈ GA.
Conversely, if there exists ϕ an automorphism of (X, µ) such that p|X = ϕ then:
p(f ◦ St)(x) = f ◦ St(p(x)) = (f ◦ ϕ) ◦ St(x) ∈ St∗(L∞(X, µ)),
for all f ∈ L∞(X, µ). This implies p
Ä
St∗(L∞(X))
ä
⊂ St∗(L∞(X)) and, by replacing f with f ◦ ϕ−1 in
the above equality, we get the reverse inclusion. 
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3. SOFIC REPRESENTATIONS
The purpose of this section is to prove that any sofic representation of any group θ : G →
Πk→ωSym(nk) can be conjugated inside GA, i.e. there exists p ∈ Πk→ωSym(nk) such that pθp
∗ ⊂ GA.
Recall that a sofic representation is a group morphism θ : G→ Πk→ωSym(nk) such that ℓH(θ(g)) = 1 for
any g 6= e, where ℓH is the normalised Hamming length.
We do this with the help of a theorem by Elek and Lippner, [EL10], saying that a Bernoulli shift action
of a sofic group is sofic. Ozawa has a nice proof of this result ([Oza09], also Theorem 3.5 of [Pa˘u11]), but
it uses an amplification, that would provide a weaker result in our context. This is why we need to inspect
the original proof of Elek and Lippner.
In the following theorem, the space Y = {0, 1}G is the product space of {0, 1} endowed with the
normalised cardinal measure, indexed by the countable group G. We denote by β : G → Aut(Y ) the
Bernoulli shift action.
Theorem 3.1 (Proposition 7.1 of [EL10]). Let θ : G → Πk→ωPnk be a sofic representation. There
exists θ : L∞(Y ) ⋊β G → Πk→ωMnk an embedding of the crossed product that extends θ, such that
θ(L∞(Y )) ⊂ Πk→ωDnk .
Proof. For the reader’s convenience, we outline here the main ideas in the original proof, adapted to our
language and notation. The σ-algebra on Y = {0, 1}G = {f : G → {0, 1}} is generated by the cylinder
sets:
ci1,i2,...,img1,g2,...,gm = {f ∈ Y : f(gj) = ij , j = 1, . . . , m},
where g1, . . . , gm are distinct elements of G. The measure of such a cylinder is 1/2
m. We denote by
Qi1,i2,...,img1,g2,...,gm ∈ L
∞(Y ) the projection onto this set.
The key observation is that we only need to construct θ(Q1e), as the rest of the embedding is generated
by the following relations:
Q1g = ugQ
1
eu
∗
g(1)
Q0g = Id−Q
1
g(2)
Qi1,i2,...,img1,g2,...,gm = Q
i1
g1
·Qi2g2 · . . . ·Q
im
gm
.(3)
These relations are written in L∞(Y )⋊β G and ug is the unitary corresponding to g ∈ G. All we need is to
construct a ∈ Πk→ωDnk , such that Tr
Ä
θ(g1)aθ(g1)
∗ · θ(g2)aθ(g2)
∗ · . . . · θ(gm)aθ(gm)
∗
ä
= 1/2m for each
m and g1, . . . , gm ∈ G.
We use the second moment method: we consider the set of all projections ak ∈ P(Dnk), we compute
the expected value of these traces, i.e. the average, and show that the variance, i.e. the deviation from the
average, is sufficiently small.
Let us first exemplify in the case of one projection. For now, we fix n ∈ N, dropping the nk index.
The cardinality of P(Dn) is 2
n, as each of the n diagonal entries can independently be 0 or 1. We
identify a ∈ P(Dn) with this function da : {1, . . . , n} → {0, 1}, representing the diagonal entries. Then
Tr(a) = 1
n
∑
x∈{1,...,n} da(x). Moreover, for each x, da(x) = 1 for exactly half of the matrices a ∈ P(Dn),
TWO SPECIAL SUBGROUPS OF THE UNIVERSAL SOFIC GROUP 7
i.e. 1
2n
∑
a∈P(Dn) da(x) =
1
2
. It follows that:
1
2n
∑
a∈P(Dn)
Tr(a) =
1
2n
∑
a∈P(Dn)
1
n
∑
x∈{1,...,n}
da(x) =
1
n2n
∑
x
∑
a
da(x) =
1
n
∑
x
1
2
=
1
2
.
This doesn’t mean that we can find a ∈ P(Dn) such that Tr(a) = 1/2 or close to this value. This is why
we also compute the variance:
1
2n
∑
a∈P(Dn)
Ä
Tr(a)−
1
2
ä2
=
1
2n
∑
a∈P(Dn)
Tr(a)2 −
1
2n
∑
a∈P(Dn)
Tr(a) +
1
4
=
1
2n
∑
a∈P(Dn)
Tr(a)2 −
1
4
.
If this value is small enough, we can interfere the existence of many projections with trace close to 1/2.
In order to compute
∑
Tr(a)2, we notice that Tr(a)2 = Tr(a ⊗ a). The function associated to a ⊗ a
is da⊗a : {1, . . . , n} × {1, . . . , n} → {0, 1}, defined as da⊗a(x, y) = da(x) · da(y). Then Tr(a ⊗ a) =
1
n2
∑
x,y da⊗a(x, y). As before, we fix (x, y) ∈ {1, . . . , n}
2, and estimate 1
2n
∑
a∈P(Dn) da⊗a(x, y). If x = y,
then this sum is 1
2
as before. If x 6= y, then da⊗a(x, y) = 1 iff da(x) = da(y) = 1. Only 1/4 of elements of
P(Dn) satisfies this condition. All in all:
1
2n
∑
a∈P(Dn)
Tr(a)2 =
1
n2
Ä
n ·
1
2
+ (n2 − n)
1
4
ä
=
1
4
+
1
4n
.
We proved that 1
2n
∑ Ä
Tr(a)− 1
2
ä2
= 1
4n
. It means that, for any λ > 0, (Tr(a)− 1
2
ä2
> λ
4n
for at most 2
n
λ
elements of P(Dn) (in this setting, this is Chebyshev’s inequality). As, we can increase n arbitrary large,
we can choose a dimension where Tr(a) is close to 1/2 for any proportion of projections we want.
The proof of the theorem is not more difficult. In order to construct the required embedding θ, fix ε > 0,
and F ⊂ G a finite subset withm its cardinality. We want to find a sufficiently large nk and a ∈ Dnk , such
that not only that |Tr(a)− 1/2| < ε, but also |Tr(p1a
s1p∗1 · . . . · pma
smp∗m)− 1/2
m| < ε, where p1, . . . , pm
is an enumeration of the set {θk(g) : g ∈ F} and sj ∈ {0, 1} with a
1 = a and a0 = 1− a. Denote byN the
number of these inequalities (N = 2m).
We choose λ = N + 1 and show, using the above method, that each of these conditions fails for at
most 2nk/λ projections a ∈ Dnk . This implies the existence of a projection that simultaneously satisfies
all those inequalities. We identify a permutation matrix p ∈ Pnk with an element of Sym(nk), meaning a
function {1, . . . , nk} → {1, . . . , nk}. In order to greatly simplify the writing we assume that for all entires
x ∈ {1, . . . , nk} the permutations p1, . . . , pm take different values, i.e. the set {p1(x), . . . , pm(x)} has
cardinality m for each x. This is true for most entries in a sofic representation. The complete proof will
separate the set {1, . . . , nk} into these “good” points and “bad” points, the error that the definition of sofic
groups allows. With this assumption, we have:
1
2nk
∑
a∈P(Dnk )
Tr(p1a
s1p∗1 · . . . · pma
smp∗m) =
1
2m
.
As before, this computation is done by fixing an entry x ∈ {1, . . . , nk} and count how often b =
p1a
s1p∗1 · . . . · pma
smp∗m is 1 on this position. Note that db(x) = 1 iff dpjasj p∗j (x) = 1 for each j = 1, . . . , m.
Also dpjasj p∗j (x) = da
sj (pj(x)). In the end db(x) = 1 iff da(pj(x)) = sj for all j = 1, . . . , m. Here we use
the fact that numbers {pj(x)}j are distinct, so that indeed
1
2nk
∑
a dp1as1p∗1·...·pmasmp∗m(x) =
1
2m
.
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The more difficult part is to compute the variance:
1
2nk
∑
a∈P(Dnk )
Ä
Tr(p1a
s1p∗1 · . . . · pma
smp∗m)−
1
2m
ä2
=
1
2nk
∑
a∈P(Dnk )
Tr(p1a
s1p∗1 · . . . · pma
smp∗m)
2 −
1
4m
.
Using the same notation b = p1a
s1p∗1 · . . . · pma
smp∗m, we have that Tr(b)
2 = Tr(b ⊗ b). Then
db⊗b(x, y) = 1 iff da(pj(x)) = da(pj(y)) = sj for all j = 1, . . . , m. If {pj(x) : j = 1, . . . , m}
and {pj(y) : j = 1, . . . , m} are disjoint sets, then these conditions hold for exactly 2
nk−2m projections
a ∈ P(Dnk). If those two sets intersect, we are not interested in computing the number of good
projections. It can be zero, or 2nk−m if x = y. Thus, we need to count the number of pairs (x, y) such
that {pj(x) : j = 1, . . . , m} and {pj(y) : j = 1, . . . , m} are disjoint. Assume they are not. Then there is
j1, j2 ∈ {1, . . . , m} such that pj1(x) = pj2(y), or y = p
−1
j2
pj1(x). In total we get m
2 forbidden values of y
for any fixed x. Hence, the number of good (x, y) pairs is nk(nk − m
2), which is a generalisation of our
previous n(n − 1) (actually the number of good pairs is slightly less, as we have to exclude also those for
which {pj(x)}j or {pj(y)}j are not collection of distinct numbers). We can now provide an estimate.
∑
a∈P(Dnk )
Tr(p1a
s1p∗1 · . . . · pma
smp∗m)
2 6
1
n2k
Ä
nk(nk −m
2)
1
4m
+ nkm
2 1
2m
) =
1
4m
+
cm
nk
,
where cm is a constant onm. Now we know that
Ä
Tr(p1a
s1p∗1 · . . . · pma
smp∗m)−
1
2m
ä2
< λcm
nk
for all but at
most 2
nk
λ
elements in P(Dnk). We choose a sufficiently large nk such that
λcm
nk
< ε2 and we are done. 
All this effort just to get rid of an amplification. Before proving the result of this section, we cite the
following proposition.
Proposition 3.2 (Proposition 3.3 of [Pa˘u11]). Let θ1, θ2 be two embeddings of L
∞(X, µ) in Πk→ωDnk .
Then there exists p ∈ Πk→ωPnk such that θ2 = pθ1p
∗.
Theorem 3.3. Let θ : G→ Πk→ωSym(nk) be a sofic representation. Then there exists p ∈ Πk→ωSym(nk)
such that pθp∗ ⊂ GA.
Proof. By Theorem 3.1, we have an extension θ : L∞(Y ) ⋊β G → Πk→ωMnk . By the above proposition
there is p ∈ Πk→ωPnk such that St
∗(L∞(X)) = pθ(L∞(Y ))p−1. For any g ∈ G, pθ(g)p∗ is acting on this
abelian subalgebra. By Theorem 2.8, pθ(g)p∗ is in GA. 
This theorem shows that, when investigating sofic groups, we can restrict our study from the universal
sofic group to the subgroup of generalised automorphisms.
4. THE COXETER SEMI-LENGTH
In this section we investigate the connection between generalised maps and the order relation on Xω.
This study leads us to the Coxeter length, that we now define.
Definition 4.1. For p ∈ Sym(n) the Coxeter length is defined as:
ℓC(p) =
2
n(n− 1)
Card{i < j : p(i) > p(j)}.
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Only the identity has Coxeter length equal to zero. If p(i) = n+1− i, then ℓC(p) = 1, independently of n.
The factor 2
n(n−1)
from the definition plays the role of normalising the length.
Proposition 4.2. For p ∈ Sym(n), ℓC(p) 6 2 · ℓH(p).
Proof. Let us assume that ℓH(p) =
k
n
with k ≥ 0. Since p has n− k fixed points, the number of pairs (i, j)
such that i < j and p(i) < p(j) is at least
Ä
n
n−k
ä
= 1
2
(n− k)(n− k − 1). Therefore:
ℓC(p) ≤ 1−
(n− k)(n− k − 1)
n(n− 1)
=
2kn− k(k + 1)
n(n− 1)
≤
2kn− 2k
n(n− 1)
=
2k
n
= 2 · ℓH(p).

Corollary 4.3. The function ℓC : Πk→ωSym(nk) → [0, 1], defined as ℓC(Πk→ωpk) = limk→ω ℓC(pk), is a
well defined semi-length on the universal sofic group.
The following proposition provides a nice characterisation of elements of the universal sofic group that
act trivially on (X, µ).
Proposition 4.4. Let p = Πk→ωpk ∈ Πk→ωSym(nk). Then p|X = Id if and only if ℓC(p) = 0.
Proof. We define Inv(p) = {(x, y) ∈ X2ω : x 6 y, p(x) > p(y)} ∪ {(x, y) ∈ X
2
ω : x > y, p(x) ≤ p(y)}.
This set can be described as Inv(p) = {(x, y) ∈ X2ω : x ∈ Iy∆p
−1Ip(y)}. By Fubini’s theorem,
µω × µω(Inv(p)) =
∫
Xω
µω(Iy∆p
−1Ip(y))dµω(y). Moreover:
µω × µω(Inv(p)) = lim
ω
2Card({(xk, yk) ∈ {1, . . . , nk}
2 : xk 6 yk, pk(xk) > pk(yk)})
nk2
= ℓC(p).
It follows that ℓC(p) = 0 iff
∫
y∈Xω
µω(Iy∆p
−1Ip(y))dµω = 0 iff Iy = p
−1Ip(y) for µω-almost all y ∈ Xω.
If Iy = p
−1Ip(y) then µω(Iy) = µω(Ip(y)) so St(y) = St(p(y)) almost everywhere. This is the definition
of p|X = Id.
Assume now that p|X = Id. By Proposition 1.6 Iy = Ip(y), and by Propostion 2.7 Ip(y) = p
−1Ip(y).
Hence Iy = p
−1Ip(y) and thus ℓC(p) = 0. 
Definition 4.5. Denote by ℓ0 = {p ∈ Πk→ωSym(nk) : ℓC(p) = 0}.
In the next section we shall see that the group of generalised automorphisms is an extension of ℓ0 by
Aut(X, µ).
By using a result of Diaconis and Graham, we can link the group of ℓ0 with the notion of total
displacement, with no additional effort.
Definition 4.6. For p ∈ Sym(n), the normalized total displacement is defined as:
T (p) :=
2
n(n− 1)
n∑
i=1
|p(i)− i|.
The name total displacement comes from [Knu98]; however Diaconis and Graham already showed the
relation between Coxeter distance and total displacement.
Proposition 4.7 (Theorem 2 in [DG77]). For any p ∈ Sym(n) we have ℓC(p) ≤ T (p) ≤ 2ℓC(p).
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It follows that the normalised total displacement can be defined also for elements of the universal sofic
group, as an ultralimit.
Corollary 4.8. Let p = Πk→ωpk ∈ Πk→ωSym(nk). Then p ∈ ℓ0 ⇔ limk→ω T (pk) = 0.
5. A SHORT EXACT SEQUENCE
Theorem 5.1. The following is a short exact sequence: 0→ ℓ0 → GA → Aut(X, µ)→ 0.
Proof. Define Ψ : GA → Aut(X, µ) by Ψ(p) = ϕ, where p|X = ϕ. Then Ψ is a morphism and, by
Proposition 2.6, it is surjective. By definitionKer(Ψ) = ℓ0. This proves the statement. 
Settling the type of this extension seems challenging. We can at least prove that it is not trivial, i.e. GA
is not obtained as a direct product via the maps contained in the short exact sequence.
Proposition 5.2. The commutant of ℓ0 in the universal sofic group is trivial.
Proof. Let p = Πk→ωpk ∈ Πk→ωSym(nk) be an element commuting with ℓ0. Let s
1
k, s
2
k ∈ Sym(nk) be
defined as follows: s1k(i) = i + 1 with the exception of s
1
k(nk) = 1 and s
2
k(2i) = 2i, s
2
k(2i+ 1) = 2i + 3,
again with the exception of the largest odd number smaller than nk, for which s
2
k is equal to 1. It is easy to
see that s1 = Πk→ωs
1
k and s2 = Πk→ωs
2
k are elements of ℓ0. It follows that ps1 = s1p and ps2 = s2p.
Let Ak be the set of points i ∈ {1, . . . , nk} such that pks
1
k(i) = s
1
kpk(i) and pks
2
k(i) = s
2
kpk(i). We
know that Card(Ak)/nk →k→ω 1. Then, for i ∈ Ak, the first condition implies that pk(i+ 1) = pk(i) + 1
and the second one amounts to i and pk(i) having the same parity.
Let Bk be the set of non-fixed even points of pk, i.e. Bk = {2i : pk(2i) 6= 2i}. Let Ck be a maximal
subset of Bk with the property that pk(Ck) ∩ Ck = ∅. Then Card(Ck) > Card(Bk)/3 (if x ∈ Bk \ Ck
cannot be added to Ck it means that either pk(x) ∈ Ck or x ∈ pk(Ck)).
Construct s3k as follows: s
3
k(2i) = 2i+ 1 and s
3
k(2i+ 1) = 2i for any i such that 2i ∈ Ck, and s
3
k(i) = i
otherwise. It is easy to see that s3 = Πk→ωs
3
k is in ℓ0, so ps3 = s3p. However, for 2i ∈ Ak ∩ Ck, we have:
pks
3
k(2i) =pk(2i+ 1) = pk(2i) + 1
s3kpk(2i) =pk(2i) because pk(2i) /∈ Ck and it is even.
It follows that dH(pks
3
k, s
3
kpk) > Card(Ak ∩ Ck)/nk. As ps3 = s3p, we get Card(Ak ∩ Ck)/nk
converges in the ultralimit to 0. As Card(Ak)/nk →k→ω 1, it must be that Card(Ck)/nk →k→ω 0. Then
Card(Bk)/nk →k→ω 0, so almost all even points in {1, . . . , nk} are fixed points for pk. A similar argument
can be performed for odd points.

Corollary 5.3. The extension 0→ ℓ0 → GA → Aut(X, µ)→ 0 is not trivial.
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