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Abstract
In this paper, we study the asymptotic estimates of the positive integrable solutions of an integral system
involving the Wolff potentials in Rn
{
u(x) = R1(x)Wβ,γ
(
vq
)
(x),
v(x) = R2(x)Wβ,γ
(
up
)
(x).
Here 1 < γ  2, β > 0 and βγ < n. In addition, p,q > 1 satisfy the critical condition γ−1
p+γ−1 + γ−1q+γ−1 =
n−βγ
n , and R1(x), R2(x) are double bounded in R
n
. For the radial solutions, the decay rates were estab-
lished recently when |x| → ∞. When the solutions have no radial structure, the asymptotic behavior is more
complicated. We use an iteration technique to estimate the decay rates of the integrable solutions u and v
as |x| → ∞. Furthermore, as the corollaries of this result, we also obtain the asymptotic estimates of other
Lane–Emden type PDE systems and integral systems, including the γ -Laplace system, the higher-order
PDE system, and the integral system involving the Riesz potentials.
© 2012 Elsevier Inc. All rights reserved.
Keywords: Lane–Emden type systems; Wolff potential; Fast decay rate; γ -Laplace system; Higher-order PDE system
* Corresponding author.
E-mail address: leiyutian@njnu.edu.cn (Y. Lei).0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jfa.2012.09.012
3858 S. Sun, Y. Lei / Journal of Functional Analysis 263 (2012) 3857–38821. Introduction
Recall some fast decay results of the integrable solutions of the Lane–Emden type equations
in Rn (n 3).
(Result 1) If p is the critical exponent n+2
n−2 , then the positive solution u ∈ L
2n
n−2 (Rn) of
−u = up
satisfies u(x) ∼ |x|2−n. Namely, when |x| → ∞, there exist c,C > 0 such that c|x|2−n  u(x)
C|x|2−n (cf. [23,25,26,29] and the references therein).
(Result 2) In [9], Chen, Li and Ou derived the decay rate of the positive solution u ∈ L 2nn−α (Rn)
of an integral equation involving the Riesz potential
u(x) =
∫
Rn
up(y) dy
|x − y|n−α ,
where α ∈ (0, n), and p = n+α
n−α . It turns out that
u(x) ∼ |x|α−n, as |x| → ∞.
In particular, when α = 2k, they obtained the decay rate u(x) ∼ |x|2k−n as |x| → ∞ for the
positive solution of the 2k-order PDE
(−)ku = up.
(Result 3) If p = (γ−1)(n+βγ )
n−βγ , then the positive solution u ∈ Lp+γ−1(Rn) of an integral equa-
tion involving the Wolff potential
u(x) = R(x)Wβ,γ
(
up
)
(x) (1.1)
satisfies (cf. [20])
u(x) ∼ |x| βγ−nγ−1 , as |x| → ∞,
where R(x) is a double bounded function. Namely, there exist positive constants c,C > 0 such
that cR(x) C. Based on this result, the authors also obtained the fast decay rate
u(x) ∼ |x| γ−nγ−1 , as |x| → ∞,
for the positive solution u ∈ Lp+γ−1(Rn) of
−div(∣∣∇u(x)∣∣γ−2∇u(x))= R(x)up(x), x ∈ Rn
with p = (γ−1)(n+γ )
n−γ . If the solutions have the radial structure, the same results can be see in [10]
and [13].
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Wβ,γ (f )(x) =
∞∫
0
[∫
Bt (x)
f (y) dy
tn−βγ
] 1
γ−1 dt
t
,
where 1 < γ < ∞, 0 < βγ < n and Bt(x) is a ball of radius t centered at x. It is not difficult
to see that W1,2(f ) is Newton’s potential, Wα2 ,2(f ) is Reisz’s potential. The Wolff potentials are
helpful to well understand the nonlinear PDEs (cf. [14–17,33]), and other nonlinear problem (cf.
[2,31,32]).
We expect to generalize those decay results of single equations to the Lane–Emden type sys-
tems. In this paper, we study the asymptotic estimates of the positive integrable solutions of
integral system involving the Wolff potentials
{
u(x) = R1(x)Wβ,γ
(
vq
)
(x),
v(x) = R2(x)Wβ,γ
(
up
)
(x).
(1.2)
Here x ∈ Rn (n  3), u,v > 0, 1 < γ  2 and 0 < βγ < n. In addition, p,q > 1 satisfy the
critical condition
γ − 1
p + γ − 1 +
γ − 1
q + γ − 1 =
n− βγ
n
, (1.3)
and the functions R1,R2 are double bounded. Namely, there exist positive constants c and C
such that
0 < cR1(x),R2(x) C. (1.4)
If R1 ≡ R2 ≡ 1, the system (1.2) becomes
{
u(x) = Wβ,γ
(
vq
)
(x),
v(x) = Wβ,γ
(
up
)
(x).
(1.5)
It is a natural generalization of the Hardy–Littlewood–Sobolev type integral system. Namely, if
γ = 2 and β = α2 in (1.5), and we omit the constants, there holds
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) =
∫
Rn
vq(y)
|x − y|n−α dy,
v(x) =
∫
Rn
up(y)
|x − y|n−α dy.
(1.6)
The pair of solutions (u, v) is a critical point of the functional which can be used to find the
extremal function of the following Hardy–Littlewood–Sobolev inequality
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∫
Rn
∫
Rn
f (x)g(y)
|x − y|n−α dx dy  C(n, s,α)‖f ‖r‖g‖s ,
where s, r  1, 1
r
+ 1
s
= n+α
n
, f ∈ Lr(Rn), g ∈ Ls(Rn) (cf. [9] and [27]). The classification of
positive solutions of (1.6) and its corresponding PDEs was studied rather extensively (cf. [1,3–6,
11,24,28,36] and the references therein).
For (1.5), Chen, Li proved in [8] that the integrable solutions u and v are radially symmetric
and decreasing about some point in Rn. Afterwards, [22] generalized this result to the following
system
⎧⎪⎨
⎪⎩
u1 = Wβ,γ
(
f1(u)
)
,
...
um = Wβ,γ
(
fm(u)
)
,
(1.7)
where ui > 0 (i = 1, . . . ,m), u = (u1, . . . , um) and fi = C∏mi=1 ueii (x) with e1 + · · · + em =
p := (n+βγ )(γ−1)
n−βγ . They proved radial symmetry and monotonicity for these solutions by the
refined method of moving planes in integral forms. Furthermore, Ma, Chen and Li [30] derived
the following integrability results for the Wolff type system (1.5).
Proposition 1.1. (See [30].) Let (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn) be a pair of positive so-
lutions of (1.5) with (1.3), if 1 < p  q , 1< γ 2, then (u, v) ∈ Lr(Rn) × Ls(Rn) for all r, s
satisfying
1
r
∈
(
0,
n− βγ
n(γ − 1)
)
,
1
s
∈
(
0,min
{
n− βγ
n(γ − 1) ,
1
γ − 1
p + γ − 1
q + γ − 1
})
. (1.8)
It should be pointed out that p  q is not essential. If q  p, the proposition is still true when
one exchanges the positions of u,v and p,q . In addition, u and v are bounded and Lipschitz
continuous [7].
Clearly, Proposition 1.1 is still true for system (1.2) as long as R1,R2 are double bounded.
By Proposition 1.1, one can use the radial symmetry of the integral solutions of (1.5) to obtain
the fast decay rates (cf. [18]). But for (1.2), those methods are invalid, since the solutions have
no radial structure because R1,R2 are not constants. In [19], the authors overcame this difficulty
by a new iteration technique and obtained the decay rates of the single equation (1.1). In this
paper, we apply this technique to deal with the asymptotics of integral solutions of (1.2) without
the radial structure and estimate the decay rates as |x| → ∞.
The main result in this paper is stated as follows, which is proved in Sections 3 and 4.
Theorem 1.2. Let (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn) be a pair of positive solutions of (1.2)
with (1.3) and (1.4). Assume 1 <p  q , γ ∈ (1,2] and βγ ∈ (0, n). Then as |x| → ∞,
u(x) ∼ |x| βγ−nγ−1 ; (1.9)
and
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γ − 1 > n; (1.10)
v(x) ∼ |x| βγ−nγ−1 (ln |x|) 1γ−1 , if pn− βγ
γ − 1 = n; (1.11)
v(x) ∼ |x|− nγ−1 p+γ−1q+γ−1 , if pn− βγ
γ − 1 < n. (1.12)
Compared with the asymptotic estimates for single equations (cf. [19]), the decay rates of the
positive solutions of systems are more complicated. The reason is that the Lane–Emden systems
are lack of homogeneity when p 
= q . The behavior of u must be different from that of v as
|x| → ∞. In addition, the decay rate of u is much more difficult to handle, since the absence of
homogeneity also causes the iteration in [19] does not work. We have to establish a new iteration
by searching some subtle exponents to balance that inhomogeneity.
For other Lane–Emden type system, we have the following decay results.
Corollary 1.3. (1) Let (u, v) ∈ Lp+γ−1(Rn)×Lq+γ−1(Rn) be a pair of positive solutions of
{
−div(∣∣∇u(x)∣∣γ−2∇u(x))= K1(x)vq(x), x ∈ Rn,
−div(∣∣∇v(x)∣∣γ−2∇v(x))= K2(x)up(x), x ∈ Rn (1.13)
with the critical condition
1
p + γ − 1 +
1
q + γ − 1 =
n− γ
n(γ − 1) . (1.14)
Assume 1 <p  q , γ ∈ (1,2] and K1,K2 are double bounded. Then as |x| → ∞,
u(x) ∼ |x| γ−nγ−1 ;
and
v(x) ∼ |x| γ−nγ−1 , if pn− γ
γ − 1 > n;
v(x) ∼ |x| γ−nγ−1 (ln |x|) 1γ−1 , if pn− γ
γ − 1 = n;
v(x) ∼ |x|− nγ−1 p+γ−1q+γ−1 , if pn− γ
γ − 1 < n.
(2) Let (u, v) ∈ Lp+1(Rn)×Lq+1(Rn) be a pair of positive solutions of
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) = K1(x)
∫
Rn
vq(y) dy
|x − y|n−α , x ∈ R
n,
v(x) = K2(x)
∫
n
up(y) dy
|x − y|n−α , x ∈ R
n
(1.15)R
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1
p + 1 +
1
q + 1 =
n− α
n
.
Assume 1 <p  q , α ∈ (0, n) and K1,K2 are double bounded. Then as |x| → ∞,
u(x) ∼ |x|α−n;
and
v(x) ∼ |x|α−n, if p(n− α) > n;
v(x) ∼ |x|α−n ln |x|, if p(n− α) = n;
v(x) ∼ |x|α−p(n−α), if p(n− α) < n.
(3) Let (u, v) ∈ Lp+1(Rn)×Lq+1(Rn) be a pair of positive solutions of
{
(−)ku(x) = K1(x)vq(x), x ∈ Rn,
(−)kv(x) = K2(x)up(x), x ∈ Rn
(1.16)
with the critical condition
1
p + 1 +
1
q + 1 =
n− 2k
n
.
Assume 1 <p  q , k ∈ [1, n/2) is an integer, and K1,K2 are double bounded. Then as |x| → ∞,
u(x) ∼ |x|2k−n;
and
v(x) ∼ |x|2k−n, if p(n− 2k) > n;
v(x) ∼ |x|2k−n ln |x|, if p(n− 2k) = n;
v(x) ∼ |x|2k−p(n−2k), if p(n− 2k) < n.
Remark. (1) Condition p  q is not essential. If q  p, then Theorem 1.2 and Corollary 1.3 are
still true when the positions of u,v are exchanged.
(2) When k = 1, Corollary 1.3 (3) implies the fast decay rates of the integral solutions of the
Lane–Emden PDE system
{
−u(x) = K1(x)vq(x), x ∈ Rn,
−v(x) = K2(x)up(x), x ∈ Rn (1.17)
with the critical condition 1
p+1 + 1q+1 = n−2n . Here K1,K2 are double bounded. This conclusion
can also be seen from Corollary 1.3 (1) with γ = 2.
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(4) When u ≡ v and p = q , Theorem 1.2 and Corollary 1.3 lead naturally to the conclusions
of (Result 1)–(Result 3).
2. Ground states
Proposition 2.1. Let (u, v) ∈ Lp+γ−1(Rn)×Lq+γ−1(Rn) be a pair of positive solutions of (1.2)
with (1.3) and (1.4), then v ∈ Lq(Rn).
Proof. It is sufficient to find 1
s
in the integrability intervals of v in Proposition 1.1, such that
0 <
1
q
<
1
s
. (2.1)
Consider two cases:
Case 1. n−βγ
n(γ−1) 
1
γ−1
p+γ−1
q+γ−1 .
Take 1
s
= 1
γ−1
p+γ−1
q+γ−1 − ε with small ε. Noting 1γ−1  1 and p + γ − 1 > 1 + γ−1q , we get
1 − q
s
= 1 − 1
γ − 1
p + γ − 1
1 + γ−1
q
+ qε < 0.
Case 2. n−βγ
n(γ−1) <
1
γ−1
p+γ−1
q+γ−1 .
Take 1
s
= n−βγ
n(γ−1) − ε with ε sufficiently small. In view of (1.3) and 1 <p  q , we have
n− q n− βγ
γ − 1 < 0. (2.2)
Thus
1 − q
s
= 1 − q n− βγ
n(γ − 1) + qε =
1
n
(
n− q n− βγ
γ − 1
)
+ qε < 0.
So (2.1) can be verified in all cases, and hence the proposition is true. 
Theorem 2.2. Let (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn) be a pair of positive solutions of (1.2)
with (1.3) and (1.4), then u and v are bounded in Rn.
Proof. Step 1. Upper bound of u(x).
In view of (1.4), we have
u(x) C
[ 1∫
0
(∫
Bt (x)
vq(y) dy
tn−βγ
) 1
γ−1 dt
t
+
∞∫
1
(∫
Bt (x)
vq(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= C(H1 +H2).
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βγ
,
∫
Bt (x)
vq dy  ‖v‖qm
∣∣Bt(x)∣∣1− qm .
According to Proposition 1.1, ‖v‖qm < ∞ since m is sufficiently large. Therefore,
H1  C
1∫
0
( |Bt(x)|1− qm
tn−βγ
) 1
γ−1 dt
t
 C
1∫
0
t
βγ− nqm
γ−1 dt
t
 C,
H2 
∞∫
1
t
βγ−n
γ−1 dt
t
 C.
Combining the estimates of H1,H2, we have u(x) C. This shows u is bounded in Rn.
Step 2. Upper bound of v(x).
By (1.4), we have
v(x) C
[ 1∫
0
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
+
∞∫
1
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= C(F1 + F2).
Since u(x) is bounded in Rn, we have
∫
Bt (x)
up(y) dy  C|Bt(x)|. Therefore,
F1  C
1∫
0
( |Bt(x)|
tn−βγ
) 1
γ−1 dt
t
 C
1∫
0
t
βγ
γ−1 dt
t
 C.
For δ ∈ (0,1), if z ∈ Bδ(x), then Bt(x) ⊂ Bt+δ(z),
F2 =
∞∫
1
[∫
Bt (x)
up(y) dy
tn−βγ
] 1
γ−1 dt
t

∞∫
1
[∫
Bt+δ(z) u
p(y) dy
(t + δ)n−βγ
] 1
γ−1( t + δ
t
) n−βγ
γ−1 +1 d(t + δ)
(t + δ)
 (1 + δ) n−βγγ−1 +1
∞∫
1+δ
[∫
Bt (z)
up(y) dy
tn−βγ
] 1
γ−1 dt
t
 Cv(z). (2.3)
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v(x) C +Cv(z), for z ∈ Bδ(x)
where δ ∈ (0,1). Integrating on Bδ(x), we get
∣∣Bδ(x)∣∣v(x) C +C
∫
Bδ(x)
v(z) dz C +C‖v‖q
∣∣Bδ(x)∣∣1− 1q  C
by Proposition 2.1. This shows v is bounded in Rn. 
Theorem 2.3. Let (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn) be a pair of positive solutions of (1.2)
with (1.3) and (1.4), then lim|x|→∞ u(x) = lim|x|→∞ u(x) = 0.
Proof. Take x0 ∈ Rn. By Theorem 2.2, ‖v‖∞ < ∞, thus ∀ε > 0, there exists δ ∈ (0,1) such that
δ∫
0
[∫
Bt (x0)
vq(y) dy
tn−βγ
] 1
γ−1 dt
t
 C‖v‖
q
γ−1∞
δ∫
0
t
βγ
γ−1 dt
t
< ε.
On the other hand, similar to the derivation of (2.3), as |x − x0| < δ,
∞∫
δ
[∫
Bt (x0)
vq(y) dy
tn−βγ
] 1
γ−1 dt
t

∞∫
δ
[∫
Bt+δ(x) v
q(y) dy
(t + δ)n−βγ
] 1
γ−1( t + δ
t
) n−βγ
γ−1 +1 d(t + δ)
(t + δ)
 C
∞∫
0
[∫
Bt (x)
vq(y) dy
tn−βγ
] 1
γ−1 dt
t
 Cu(x).
Combining these estimates with (1.4), we get
u(x0) ε +Cu(x), for |x − x0| < δ.
Since u ∈ Lp+γ−1(Rn), there holds lim|x0|→∞
∫
Bδ(x0)
up+γ−1(x) dx = 0. Thus, we have
up+γ−1(x0) =
∣∣Bδ(x0)∣∣−1
∫
Bδ(x0)
up+γ−1(x0) dx
 Cεp+γ−1 +C∣∣Bδ(x0)∣∣−1
∫
Bδ(x0)
up+γ−1(x) dx → 0
when |x0| → ∞ and ε → 0.
Similarly, v also has the same result. 
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In this section, we will prove (1.9) under the assumption of Theorem 1.2.
Proposition 3.1. Let (u, v) ∈ Lp+γ−1(Rn)×Lq+γ−1(Rn) be a pair of positive solutions of (1.2)
with (1.3) and (1.4), then there exists a positive constant c, such that for large |x|,
u(x), v(x) c|x| βγ−nγ−1 .
Proof. In fact, for sufficiently large |x|, from ∫
B1(0) v
q(y) dy  c > 0 and (1.4), we deduce that
u(x) c
∞∫
|x|+1
[∫
B1(0) v
q(y) dy
tn−βγ
] 1
γ−1 dt
t
 c
∞∫
|x|+1
t
βγ−n
γ−1 dt
t
 c|x| βγ−nγ−1 . (3.1)
Similarly, v has the same conclusion. 
In the following, we prove that for large |x|
u(x) C|x| βγ−nγ−1 . (3.2)
Take a cutting-off function ψ(x) ∈ C∞0 (B2\B1) satisfying
0ψ(x) 1, for 1 |x| 2;
ψ(x) = 1, for 5
4
 |x| 7
4
.
For any ρ > 0, set ψρ(x) = ψ(xρ ). Define
h(x) = v(x)|x| nq ψρ(x).
Clearly, one of the following consequences holds:
(1) There exists a positive constant C (independent of ρ) such that
h(x) C, ∀x. (3.3)
(2) There exists an increasing sequence {ρj }∞j=1 satisfying limj→∞ ρj = ∞, such that as
xj ∈ B2ρj \Bρj ,
lim
j→∞h(xj ) = ∞. (3.4)
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Proof. If (3.3) is true, then for large |x|
v(x) C|x| −nq . (3.5)
When t ∈ (0, |x|2 ), y ∈ Bt(x) implies |x|/2 |y| 3|x|/2. Then by (1.4) and (3.5), we have
R1(x)
|x|
2∫
0
(∫
Bt (x)
vq(y) dy
tn−βγ
) 1
γ−1 dt
t
 C|x|− nγ−1
|x|
2∫
0
t
βγ
γ−1
dt
t  C|x| βγ−nγ−1 . (3.6)
On the other hand, Proposition 2.1 shows v(x) ∈ Lq(x). Then
R1(x)
∞∫
|x|
2
(∫
Bt (x)
vq(y) dy
tn−βγ
) 1
γ−1 dt
t
 C
∞∫
|x|
2
t
βγ−n
γ−1 dt
t
 C|x| βγ−nγ−1 .
Combining this result with (3.6), we obtain
u(x) = R1(x)Wβ,γ
(
vq
)
(x) C|x| βγ−nγ−1 .  (3.7)
Theorem 3.3. Eq. (3.4) does not happen.
Proof. If (3.4) is true, then we can deduce a contradiction by three steps.
Step 1. Let x1ρ be the maximum point of h(x) in B2ρ\Bρ . It follows from (3.4) that
v
(
x1ρj
)= h(x1ρj )
ψρj (x
1
ρj
)|x1ρj |
n
q
 c|x1ρj |n/q
. (3.8)
For convenience, we denote ρj by ρ. We have
ψρ
(
x1ρ
)
> δ, (3.9)
for some δ ∈ (0,1) which is independent of ρ (cf. [19]).
Step 2. Using (3.9) and the smoothness of ψ , we can find a suitably small positive constant σ ,
such that ψρ(y) > δ/2 for |y − x1ρ | < σ |x1ρ |. Hence, by h(y) h(x1ρ), we get
v(y) C
v(x1ρ)
ψρ(y)
 C(δ)v
(
x1ρ
)
. (3.10)
Let x2ρ be the maximum point of u(x) in Bσ1|x1ρ |(x
1
ρ) with 0 < σ1 < σ . Thus, x2ρ is not
on ∂Bσ |x1ρ |(x
1
ρ). Then for all y ∈ Bσ2|x1ρ |(x2ρ) ⊂ Bσ |x1ρ |(x1ρ) with 0 < σ2 < σ − σ1, there holds
u(y) u(x2ρ). In view of (1.2) and (1.4),
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(
x2ρ
)
 C
[ σ2|x1ρ |∫
0
(∫
Bt (x2ρ)
vq(y) dy
tn−βγ
) 1
γ−1 dt
t
+
∞∫
σ2|x1ρ |
(∫
Bt (x2ρ)
vq(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= C(I1 + I2). (3.11)
Clearly, from Proposition 2.1, it follows
I2  C
∞∫
σ2|x1ρ |
t
βγ−n
γ−1 dt
t
 C
∣∣x1ρ∣∣ βγ−nγ−1 . (3.12)
Step 3. We estimate I1 and deduce a contradiction.
Case 1. pn−βγ
γ−1 > n.
Using (3.10), we obtain that, for r ∈ (0, σ2|xρ |),
I1  Cv
(
x1ρ
)[ r∫
0
(∫
Bt (x2ρ)
vq−γ+1(y) dy
tn−βγ
) 1
γ−1 dt
t
+
σ2|x1ρ |∫
r
(∫
Bt (x2ρ)
vq−γ+1(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= Cv(x1ρ)(I11 + I12). (3.13)
By Theorem 2.3, for a sufficiently small ε ∈ (0,1), there holds
I11  ε
q−γ+1
γ−1
r∫
0
t
βγ
γ−1 dt
t
 ε
2C
,
as long as ρ is sufficiently large. On the other hand, by Hölder’s inequality and v ∈ Lq(Rn),
∫
Bt (x2ρ)
vq−γ+1(y) dy  ‖v‖q−γ+1q
∣∣Bt(x2ρ)∣∣1− q−γ+1q  Ctn− n(q−γ+1)q .
Hence,
I12  C
σ2|x1ρ |∫
t
βγ−n(q−γ+1)/q
γ−1 dt
t
.r
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chosen suitably large, then
I12 
ε
2C
.
Substituting the estimates of I11 and I12 into (3.13), we obtain
I1  εv
(
x1ρ
)
.
Inserting this result and (3.12) into (3.11), we get
u
(
x2ρ
)
 εv
(
x1ρ
)+C∣∣x1ρ∣∣ βγ−nγ−1 . (3.14)
In view of (1.2) and (1.4)
v
(
x1ρ
)
 C
[ σ1|x1ρ |∫
0
(∫
Bt (x1ρ)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
+
∞∫
σ1|x1ρ |
(∫
Bt (x1ρ)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= C(J1 + J2). (3.15)
By virtue of pn−βγ
γ−1 > n, Proposition 1.1 shows that u ∈ Lp(Rn). We also obtain by the same
argument above that
v
(
x1ρ
)
 εu
(
x2ρ
)+C∣∣x1ρ∣∣ βγ−nγ−1 . (3.16)
Combining (3.14) and (3.16), we obtain
u
(
x2ρ
)
 C
∣∣x1ρ∣∣ βγ−nγ−1 , (3.17)
v
(
x1ρ
)
 C
∣∣x1ρ∣∣ βγ−nγ−1 . (3.18)
Clearly, (3.18) contradicts with (3.8) since (2.2) always holds.
Case 2. pn−βγ
γ−1  n.
By virtue of p  q , the right hand sides of (1.2) may have no homogeneity. In Case 1, p,q are
large enough such that we can pick v(x1ρ) and u(x2ρ) out from I1 and J1 respectively. In Case 2,
p may be too small for us to pick u(x2ρ) out from J1. Therefore, we here pick v1+ε1(x1ρ) and
u
1
1+ε1 (x2ρ) out from I1 and J1 respectively with some ε1 > 0.
Let r ∈ (0, σ2|xρ |). By (2.2) we can choose ε1 ∈ (0, q(n−βγ )n(γ−1) − 1). Using (3.10), we obtain
that
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(
x1ρ
)[ r∫
0
(∫
Bt (x2ρ)
vq−(1+ε1)(γ−1)(y) dy
tn−βγ
) 1
γ−1 dt
t
+
σ2|x1ρ |∫
r
(∫
Bt (x2ρ)
vq−(1+ε1)(γ−1)(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= Cv1+ε1(x1ρ)(I13 + I14). (3.19)
By Theorem 2.3, for any ε ∈ (0,1/2), there holds
I13  ε
q−(1+ε1)(γ−1)
γ−1
r∫
0
t
βγ
γ−1 dt
t
 ε
2C
,
as long as ρ is sufficiently large. On the other hand, by the Hölder inequality and Proposition 2.1,
∫
Bt (x2ρ)
vq−(1+ε1)(γ−1)(y) dy  ‖v‖q−(1+ε1)(γ+1)q
∣∣Bt(x2ρ)∣∣1− q−(1+ε1)(γ−1)q
 Ctn−
n[q−(1+ε1)(γ−1)]
q .
Hence,
I14  C
σ2|x1ρ |∫
r
t
βγ−n+n(1+ε1)(γ−1)/q
γ−1 dt
t
.
Noting 0 < ε1 < q(n−βγ )n(γ−1) − 1, there holds βγ − n + n(1 + ε1)(γ − 1)/q < 0. Therefore, if ρ is
sufficiently large and r is chosen suitably large, then
I14 
ε
2C
.
Substituting the estimates of I13 and I14 into (3.19), we obtain
I1 
ε
C
v
(
x1ρ
)
.
Inserting this result and (3.12) into (3.11), we also get
u
(
x2ρ
)
 εv1+ε1
(
x1ρ
)+C∣∣x1ρ∣∣ βγ−nγ−1 . (3.20)
Next, we estimate v(x) for large |x|.
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γ−1 = n.
For any given ε2 ∈ (0, npβγ − p), from pn−βγγ−1 = n it follows that 1p+ε2 ∈ (0,
n−βγ
n(γ−1) ). By
Hölder’s inequality and Proposition 1.1, we obtain∫
Bt (x1ρ)
up(y) dy  ‖u‖pp+ε2
∣∣Bt(x1ρ)∣∣1− pp+ε2  Ctn− npp+ε2 .
Hence,
J2  C
∞∫
σ1|x1ρ |
t
βγ−np/(p+ε2)
γ−1 dt
t
 C
∣∣x1ρ∣∣ βγ−(n−ε3)γ−1 , (3.21)
with ε3 = nε2p+ε2 .
Since x2ρ is the maximum point of u(x) in Bσ1|x1ρ |(x
1
ρ) and r ∈ (0, σ1|x1ρ |),
J1  u
1
1+ε1
(
x2ρ
)[ r∫
0
(∫
Bt (x1ρ)
u
p− γ−11+ε1 (y) dy
tn−βγ
) 1
γ−1 dt
t
+
σ1|x1ρ |∫
r
(∫
Bt (x1ρ)
u
p− γ−11+ε1 (y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= u 11+ε1 (x2ρ)(J11 + J12). (3.22)
By Theorem 2.3, there holds
J11  ε
p− γ−11+ε1
γ−1
r∫
0
t
βγ
γ−1 dt
t
 1
2C
,
as long as ρ is sufficiently large.
On the other hand, by pn−βγ
γ−1 = n, for any ε1 > 0, we can find k satisfying
n(γ − 1)
n− βγ < k <
n(p − γ−11+ε1 )
βγ
. (3.23)
Thus, by Hölder’s inequality and Proposition 1.1, we get
∫
Bt (x1ρ)
u
p− γ−11+ε1 (y) dy  ‖u‖p−
γ−1
1+ε1
k
∣∣Bt(x1ρ)∣∣1−
p− γ−11+ε1
k
 Ctn−
n(p− γ−11+ε1 )
k .
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J12  C
σ1|x1ρ |∫
r
t
βγ−n(p− γ−11+ε1 )/k
γ−1 dt
t
 1
2C
.
Substituting the estimates of J11 and J12 into (3.22), we obtain
J1  u
1
1+ε1
(
x2ρ
)
.
Inserting this result and (3.21) into (3.15), we get
v
(
x1ρ
)
 u
1
1+ε1
(
x2ρ
)+C∣∣x1ρ∣∣ βγ−(n−ε3)γ−1 . (3.24)
For 0 < ε1 < q(n−βγ )n(γ−1) − 1, we choose suitably small
ε2 ∈
(
0,min
{
nε1(γ − 1)
n+ ε1βγ ,
np
βγ
− p
})
such that
(1 + ε1)(βγ − n+ ε3)
γ − 1 <
βγ − n
γ − 1 .
Combining (3.20) and (3.24) and using the Jensen inequality, we obtain
u
(
x2ρ
)
 ε
[
u
1
1+ε1
(
x2ρ
)+C∣∣x1ρ∣∣ βγ−(n−ε3)γ−1 ]1+ε1 +C∣∣x1ρ∣∣ βγ−nγ−1
 Cεu
(
x2ρ
)+C∣∣x1ρ∣∣ (1+ε1)(βγ−n+ε3)γ−1 +C∣∣x1ρ∣∣ βγ−nγ−1
 ε′u
(
x2ρ
)+C∣∣x1ρ∣∣ βγ−nγ−1
for a sufficiently small ε′ ∈ (0,1). Therefore,
u
(
x2ρ
)
 C
∣∣x1ρ∣∣ βγ−nγ−1 . (3.25)
Inserting (3.25) into (3.24), we have
v
(
x1ρ
)
 C
∣∣x1ρ∣∣ βγ−n(γ−1)(1+ε1) .
This contradicts with (3.8) since ε1 < q(n−βγ )n(γ−1) − 1.
Subcase 2.2. pn−βγ
γ−1 < n.
Since (1.3) leads to p > βγ (γ−1)
n−βγ ,
n(γ−1)
n−βγ <
np
βγ
. For any given 0 < ε2 < npβγ − n(γ−1)n−βγ , by
p
n−βγ
< n we can use the Hölder inequality and Proposition 1.1 to obtainγ−1
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Bt (x1ρ)
up(y) dy  ‖u‖pn(γ−1)
n−βγ +ε2
∣∣Bt(x1ρ)∣∣1−
p
n(γ−1)
n−βγ +ε2  Ct
n− np
n(γ−1)
n−βγ +ε2 .
In view of 0 < ε2 < npβγ − n(γ−1)n−βγ , we obtain
J2  C
∞∫
σ1|x1ρ |
t
βγ− np
n(γ−1)
n−βγ +ε2
γ−1 dt
t
 C
∣∣x1ρ∣∣ βγ−(n−ε3)γ−1 , (3.26)
where ε3 = n− npn(γ−1)
n−βγ +ε2
.
For J1, we have the same estimate J1  u
1
1+ε1 (x2ρ) as in Subcase 2.1. In this time, we need
ε1 >
n(γ−1)−p(n−βγ )
p(n−βγ )−βγ (γ−1) to ensure that (3.23) still works. Such ε1 exists since (1.3) implies
n(γ − 1)− p(n− βγ )
p(n− βγ )− βγ (γ − 1) <
q(n− βγ )
n(γ − 1) − 1.
Inserting J1  u
1
1+ε1 (x2ρ) and (3.26) into (3.15), we get
v
(
x1ρ
)
 u
1
1+ε1
(
x2ρ
)+C∣∣x1ρ∣∣ βγ−(n−ε3)γ−1 . (3.27)
Similarly to Subcase 2.1, for n(γ−1)−p(n−βγ )
p(n−βγ )−βγ (γ−1) < ε1 <
q(n−βγ )
n(γ−1) −1, we can choose sufficiently
small ε2 ∈ (0, np(1+ε1)n+ε1βγ −
n(γ−1)
n−βγ ) such that
(1 + ε1)βγ − (n− ε3)
γ − 1 <
βγ − n
γ − 1 .
Combining (3.27) with (3.20) yields
u
(
x2ρ
)
 C
∣∣x1ρ∣∣ βγ−nγ−1 . (3.28)
Inserting (3.28) into (3.27) we also have
v
(
x1ρ
)
 C
∣∣x1ρ∣∣ βγ−n(γ−1)(1+ε1) .
This still contradicts with (3.8). Thus, we obtain the contradictions in all cases. 
Combining Proposition 3.1, Theorems 3.2 and 3.3, we prove (1.9).
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In this section, we will prove (1.10)–(1.12) under the assumption of Theorem 1.2.
Proposition 4.1. When pn−βγ
γ−1 > n, (1.10) is true.
Proof. By (1.9) and pn−βγ
γ−1 > n, we have
|x|/2∫
0
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
 C|x|p
βγ−n
(γ−1)2 +
βγ
γ−1  C|x| βγ−nγ−1 .
In addition, pn−βγ
γ−1 > n also implies u ∈ Lp(Rn) by Proposition 1.1. Thus
∞∫
|x|/2
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
 C|x| βγ−nγ−1 .
Combining these results and Propositions 3.1, we verify (1.10). 
Proposition 4.2. When pn−βγ
γ−1 = n, (1.11) is true.
Proof. Step 1. For any given λ > 0 and fixed a, b > 0, define
Aλ(x) =
∞∫
λ|x|
(ln t)b
ta
dt
t
.
Integrating Aλ(x) by parts, we can obtain easily
lim|x|→∞
|x|a
(ln(λ|x|))b Aλ(x) =
1
aλa
(4.1)
via a direct calculation.
Step 2. Lower bound of v(x).
For any given λ > 1, there holds Bt−|x|(0) ⊂ Bt(x) when t > λ|x|. Therefore, from Proposi-
tion 3.1 and pn−βγ
γ−1 = n, there exists R > 0 such that
v(x) C
∞∫
λ|x|
(∫
Bt (x)\BR(0) u
p(y) dy
tn−βγ
) 1
γ−1 dt
t
 C
∞∫ (∫ t−|x|
R
r
n−p n−βγ
γ−1 dr
r
tn−βγ
) 1
γ−1 dt
t
 C
∞∫ ( ln t
tn−βγ
) 1
γ−1 dt
t
.λ|x| λ|x|
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lim|x|→∞
|x| n−βγγ−1
(ln(λ|x|)) 1γ−1
v(x) Cλ−
n−βγ
γ−1 .
Letting λ → 1, we obtain
lim|x|→∞
|x| n−βγγ−1
(ln |x|) 1γ−1
v(x) C.
Step 3. Upper bound of v(x).
For any given λ > 1, we have
v(x)  C
[ |x|λ∫
0
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
+
∞∫
|x|
λ
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= C(K1 +K2). (4.2)
Substep 3.1. There holds
lim|x|→∞ |x|
n−βγ
γ−1
(
ln |x|)− 1γ−1 K1 = 0.
In fact, when y ∈ Bt(x) and t ∈ [0, |x|λ ], we have (1 − 1λ )|x|  |y|  (1 + 1λ )|x|. Therefore,
from (3.2), it follows that u(y) C|y| βγ−nγ−1  C|x| βγ−nγ−1 for lager |x|. Thus,
K1  C|x|−
p(n−βγ )
(γ−1)2
|x|
λ∫
0
t
βγ
γ−1 dt
t
= C|x|−
p(n−βγ )
(γ−1)2 +
βγ
γ−1 .
When pn−βγ
γ−1 = n, −p(n−βγ )(γ−1)2 + βγγ−1 = −n−βγγ−1 . Thus,
K1  C|x|
βγ−n
γ−1 .
This implies our conclusion.
Substep 3.2. Set
A1 :=
∫
up(y)dy, A2 :=
∫
up(y)dy.Bt (x)\BR(0) Bt (x)∩BR(0)
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(A1 +A2)
1
γ−1 = A
1
γ−1
1 +
1
γ − 1 [A1 + θA2]
2−γ
γ−1 A2.
According to Theorem 2.2, we have A2 
∫
BR(0) u
p(y) dy  C|BR(0)| C. Hence,
K2 
∞∫
|x|
λ
(
A1
tn−βγ
) 1
γ−1 dt
t
+C
∞∫
|x|
λ
1
t
n−βγ
γ−1
(
1 +A
2−γ
γ−1
1
)dt
t
:= K21 +CK22.
Substep 3.3. There holds
lim|x|→∞ |x|
n−βγ
γ−1
(
ln |x|)− 1γ−1 K21  C.
In fact, Bt(x) ⊂ B|x|+t (0) when t ∈ [ |x|λ ,∞). Thus, from (3.2) it follows that
K21  C
∞∫
|x|
λ
[∫
Bt+|x|(0)\BR(0) |y|
−p n−βγ
γ−1 dy
tn−βγ
] 1
γ−1 dt
t
 C
∞∫
|x|
λ
[∫ t+|x|
R
|r|n−p n−βγγ−1 dr
r
tn−βγ
] 1
γ−1 dt
t
. (4.3)
When t  |x|
λ
, there holds t + |x| (1 + λ)t . Thus, pn−βγ
γ−1 = n leads to
t+|x|∫
R
|r|n−p n−βγγ−1 dr
r
 ln
(
t + |x|) ln(1 + λ)t.
Inserting this into (4.3), we obtain
K21  C
∞∫
|x|
λ
(
ln t
tn−βγ
) 1
γ−1 dt
t
,
for sufficiently large |x|. Applying (4.1) and letting λ → 1, we can derive our conclusion.
Substep 3.4. There holds
lim|x|→∞ |x|
n−βγ
γ−1
(
ln |x|)− 1γ−1 K22 = 0.
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K22  C|x|
βγ−n
γ−1 +C
∞∫
|x|
λ
(ln t)
2−γ
γ−1
t
n−βγ
γ−1
dt
t
.
Letting |x| → ∞ and applying (4.1), we can see our conclusion.
Combining Steps 1–3, we complete the proof of (1.11). 
Proposition 4.3. When pn−βγ
γ−1 < n, (1.12) is true.
Proof. Let R > 0. Denote the interval [|x| −R, |x| +R] by L. Then,
v(x) = C
[∫
L
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
+
∫
(0,∞)\L
(∫
Bt (x)
up(y) dy
tn−βγ
) 1
γ−1 dt
t
]
:= C(Q1 +Q2).
Step 1. We claim that
lim|x|→∞ |x|
n
γ−1
p+γ−1
q+γ−1 Q1 = 0.
In fact, similarly to Substep 3.2 in the proof of Proposition 4.2, we also deduce that
Q1 
∫
L
(
A1
tn−βγ
) 1
γ−1 dt
t
+C
∫
L
1
t
n−βγ
γ−1
(
1 +A
2−γ
γ−1
1
)dt
t
:= Q11 +CQ12,
where A1 =
∫
Bt (x)\BR(0) u
p(y) dy.
First, since |x| + t  2t + R when t ∈ L, similarly to the derivation of (4.3), from (3.2) we
deduce that
Q11  C
∫
L
[∫ t+|x|
R
r
n−p n−βγ
γ−1 dr
r
tn−βγ
] 1
γ−1 dt
t
 C|x|−
p(n−βγ )
(γ−1)2 +
βγ
γ−1 −1
for large |x|. By (1.3), it follows
n
γ − 1
p + γ − 1
q + γ − 1 =
p(n− βγ )
(γ − 1)2 −
βγ
γ − 1 . (4.4)
Therefore,
lim|x|→∞ |x|
n
γ−1
p+γ−1
q+γ−1 Q11 = 0. (4.5)
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Q12  C|x|−
n−βγ
γ−1 +C
∫
L
(
∫ t
R
r
n−p n−βγ
γ−1 dr
r
)
2−γ
γ−1
t
n−βγ
γ−1
dt
t
 C|x|− n−βγγ−1 +C|x|(n−p n−βγγ−1 ) 2−γγ−1 − n−βγγ−1 −1.
Now, we compare two exponents of |x| in two terms of the right hand side above. Noting
2−γ
γ−1 <
1
γ−1 and using (4.4), we can see that(
n− pn− βγ
γ − 1
)
2 − γ
γ − 1 −
n− βγ
γ − 1 <
(
n− pn− βγ
γ − 1
)
1
γ − 1 −
n− βγ
γ − 1
= − n
γ − 1
p + γ − 1
q + γ − 1 .
Since n
γ−1
p+γ−1
q+γ−1 <
n−βγ
γ−1 when p
n−βγ
γ−1 < n, we can see that
lim|x|→∞ |x|
n
γ−1
p+γ−1
q+γ−1 Q12 = 0.
Combining with (4.5) yields our claim.
Step 2. We claim
B1 :=
∞∫
0
(∫Bs(e) dz|z|p n−βγγ−1
sn−βγ
) 1
γ−1 ds
s
< ∞.
In fact, we have
B1 =
1
2∫
0
(∫Bs(e) dz|z|p n−βγγ−1
sn−βγ
) 1
γ−1 ds
s
+
∞∫
1
2
(∫Bs(e) dz|z|p n−βγγ−1
sn−βγ
) 1
γ−1 ds
s
:= B11 +B12.
When s ∈ (0,1/2), 1/2 < |z| < 3/2 for z ∈ Bs(e). Thus,
B11  C
1
2∫
0
(∫
Bs(e)
dz
sn−βγ
) 1
γ−1 ds
s

1
2∫
0
s
βγ
γ−1 ds
s
< ∞.
When s ∈ (1/2,∞), there exists Λ> 0 such that Bs(e) ⊂ BΛs(0). Thus, by (4.4),
B12  C
∞∫
1
(∫ Λs
0 r
n−p n−βγ
γ−1 dr
r
sn−βγ
) 1
γ−1 ds
s
 C
∞∫
1
s
−p n−βγ
(γ−1)2 +
βγ
γ−1 ds
s
< ∞.2 2
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Step 3. We have
lim|x|→∞ |x|
n
γ−1
p+γ−1
q+γ−1 Q2  C.
In fact, if writing s = t|x| and z = y|x| , then from (3.2) and (4.4), by scaling, we deduce that
Q2  C
∫
(0,∞)\L
(∫
Bt (x)
|y|−p n−βγγ−1 dy
tn−βγ
) 1
γ−1 dt
t
 C|x|−p
n−βγ
(γ−1)2 +
βγ
γ−1
∫
(0,∞)\L′
(∫
Bs(e)
|z|−p n−βγγ−1 dz
sn−βγ
) 1
γ−1 ds
s
.
Here L′ = [1 − R|x| ,1 + R|x| ]. Letting |x| → ∞, and using (4.4) and B1 < ∞, we can get
lim|x|→∞ |x|
n
γ−1
p+γ−1
q+γ−1 Q2  C.
Step 4. When u(x) C|x| γ−nγ−1 , similarly to the argument of Step 3, we also have
lim|x|→∞ |x|
n
γ−1
p+γ−1
q+γ−1 Q2  C.
Combining Steps 1–4, we can derive our conclusion. 
5. Proof of Corollary 1.3
First consider the Lane–Emden type γ -Laplace system (1.13)
{
−div(∣∣∇u(x)∣∣γ−2∇u(x))= K1(x)vq(x), x ∈ Rn,
−div(∣∣∇v(x)∣∣γ−2∇v(x))= K2(x)up(x), x ∈ Rn
with the critical condition (1.14)
1
p + γ − 1 +
1
q + γ − 1 =
n− γ
n(γ − 1) .
When the coefficients K1,K2 are constants, the corresponding single equation has no any pos-
itive classical solution (cf. [34]). For this system, we can find radial solutions as the following
forms:
u(x) =
(
1
m
)θ1
, v(x) =
(
1
m
)θ2
,1 + |x| 1 + |x|
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bers. Since these solutions have the radial structure, it is easy to estimate the decay rates by the
method in [18]. For those solutions without radial structure, we can apply Theorem 1.2 to obtain
the decay results. The following proposition is needed.
Proposition 5.1. Let (u, v) ∈ Lp+γ−1(Rn) × Lq+γ−1(Rn) be a pair of positive solutions
of (1.13). Then there exist two functions R1(x) and R2(x), such that{
u(x) = R1(x)W1,γ
(
vq
)
(x),
v(x) = R2(x)W1,γ
(
up
)
(x).
(5.1)
Moreover, we can find positive constants c and C, such that
0 < cR1(x),R2(x) C. (5.2)
Proof. From (u, v) ∈ Lp+γ−1(Rn)×Lq+γ−1(Rn), we get
inf
Rn
u = inf
Rn
v = 0.
By Corollary 4.13 in [16], there exist constants c,C > 0 such that
cW1,γ
(
vq
)
(x) u(x) CW1,γ
(
vq
)
(x), x ∈ Rn,
cW1,γ
(
up
)
(x) v(x) CW1,γ
(
up
)
(x), x ∈ Rn. (5.3)
Set
R1(x) = u(x)
W1,γ (vq)(x)
, R2(x) = v(x)
W1,γ (up)(x)
. (5.4)
Then the solutions u and v of γ -Laplace system (1.13) solve (5.1). At the same time, (5.3) leads
to (5.2). Proposition 5.1 is proved. 
As a direct corollary of Theorem 1.2 and Proposition 5.1, we can see conclusion (1) of Corol-
lary 1.3.
Next, we consider the integral system (1.15) involving the Riesz potentials
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) = K1(x)
∫
Rn
vq(y) dy
|x − y|n−α , x ∈ R
n,
v(x) = K2(x)
∫
Rn
up(y) dy
|x − y|n−α , x ∈ R
n
with the critical condition
1 + 1 = n− α .
p + 1 q + 1 n
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∞∫
0
∫
Bt (x)
vq(y) dy
tn−α
dt
t
=
∫
Rn
vq(y)
∞∫
|x−y|
tα−n dt
t
dy = 1
n− α
∫
Rn
vq(y) dy
|x − y|n−α .
Therefore, when the β = α/2 and γ = 2, the Wolff potential is reduced to the Riesz potential.
Applying Theorem 1.2, we can see easily the conclusion (2) of Corollary 1.3.
Finally, we consider the higher-order PDE system (1.16){
(−)ku(x) = K1(x)vq(x), x ∈ Rn,
(−)kv(x) = K2(x)up(x), x ∈ Rn
with the critical condition
1
p + 1 +
1
q + 1 =
n− 2k
n
.
According to Chapter 5 in [35], we see that this 2k-order system (1.16) is equivalent to (1.15)
with α = 2k. Hence, Theorem 1.2 implies conclusion (3) of Corollary 1.3.
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