Abstract: Recognition of protein-coding genes, a classical bioinformatics issue, is an absolutely needed step for annotating newly sequenced genomes. The Z-curve algorithm, as one of the most effective methods on this issue, has been successfully applied in annotating or re-annotating many genomes, including those of bacteria, archaea and viruses. Two Zcurve based ab initio gene-finding programs have been developed: ZCURVE (for bacteria and archaea) and ZCURVE_V (for viruses and phages). ZCURVE_C (for 57 bacteria) and Zfisher (for any bacterium) are web servers for re-annotation of bacterial and archaeal genomes. The above four tools can be used for genome annotation or re-annotation, either independently or combined with the other gene-finding programs. In addition to recognizing protein-coding genes and exons, Z-curve algorithms are also effective in recognizing promoters and translation start sites. Here, we summarize the applications of Z-curve algorithms in gene finding and genome annotation.
INTRODUCTION
Recognition of protein-coding genes is one of the most classical bioinformatics issues, and is an absolutely needed step for annotating newly sequenced genomes. Since the late 1970s, thousands of papers have been published on this issue. As for eukaryotic gene recognition, although great advances have been made, there is still plenty of room for improvement [1] . Compared with eukaryotic genomes, prokaryotes have a simpler gene structure and hence gene recognition is relatively straightforward [2] . Finding open reading frames (ORFs) is the first step in gene recognition in prokaryotes; however, arbitrarily assigning an ORF as a coding gene leads to a high rate of false positive prediction [3] . It is necessary to use computational methods to choose bona fide genes from these candidate ORF sets [4] . Pioneer researchers generally adopted a Markov chain to describe protein-coding genes [5, 6] .
In 1991, Zhang and Zhang proposed algorithms to describe protein-coding genes and non-coding sequences using a graphical method, the Z-curve method [7, 8] . In 2000, Zcurve based algorithms were developed to recognize genes particularly in prokaryotes or intron-rare eukaryotes, such as yeast. Through the Z-curve algorithm, the complete gene set in the Saccharomyces cerevisiae was refined and was estimated to contain a total of about 5600 genes [9] . Also, this method was used in gene re-annotation of Vibrio cholerae and satisfactory results were obtained [10] . In 2003, a more advanced form of the method was developed, designated as *Address correspondence to this author at the College of Life Science and Technology, Huazhong Agricultural University, Wuhan, 430070, China; Tel/Fax: +86 27 87280877; E-mail: llchen@mail.hzau.edu.cn ZCURVE 1.0, which could be used to perform ab initio gene finding in any newly sequenced bacterial or archaeal genomes [11] . In 2006, we developed ZCURVE_V, a ZCURVE-based program that specially performs ab initio gene finding in viral genomes [12] . Besides prokaryotes, the Z-curve algorithm could also be used to predict exons in eukaryotic genomes with high accuracy [13] . After extending the Z-curve method to include thousands of Zcurve parameters, it could also be used to predict human [14] or prokaryotic promoters [15] with very high accuracy.
THE Z-CURVE ALGORITHM
In every gene recognition method, there are two main parts, and the Z-curve method is not an exception. One is the recognizing features and the other is the discriminating (or classifying) method. In the Z-curve method, a series of features are derived based on the Z-curve theory of DNA sequences. Here we summarize the method as follows. The frequencies of bases A, C, G and T occurring in an ORF or a fragment of DNA sequence with bases at positions 1, 4, 7, …; 2, 5, 8, …, and 3, 6, 9, ..., are denoted by a 1 , c 1 , g 1 , t 1 ; a 2 , c 2 , g 2 , t 2 ; a 3 , c 3 , g 3 , t 3 , respectively. They are in fact the frequencies of bases at the 1 st , 2 nd and 3 rd codon positions. Based on the Z-curve [7, 8] , a i , c i , g i , t i are mapped onto a point P i in a 3-dimensinal space V i , i = 1, 2, 3. The coordinates of P i , denoted by x i , y i , z i , are determined by the Ztransform of the DNA sequence [9] .
), ( ) ( The above 9 coordinates denote 9 classifying features. If we consider di-nucleotides at different codon positions, there will be 4 4 3 (3/4) = 36 features, which can be denoted by equation (2) .
They are called phase dependent di-nucleotide parameters [11] . If all three codon positions are considered as a whole, there will be only 12 phase independent parameters [13] , which could be described by equation (3) .
The above Z-curve parameters could serve as classifying features when performing gene prediction in genomes. For convenience, we express these parameters by the united symbol u n as follows. 
Usually, one classification method, such as the Fisher linear discriminant or Support Vector Machine, is also required to form a complete gene finding model. When a sufficient number of positive and negative samples have been prepared, we need to calculate values of all the Z parameters. With these values, one sample can correspond to a unique point in the high dimension space. The Fisher linear discriminant method can then be applied to locate a superplane that differentiates the two kinds of samples as significantly as possible, in the high dimension space spanned by the Z-curve parameters. See details in [9] for how to determine the equation of the super-plane. After obtaining the super-plane equation, the distance from each new point to the super-plane can be computed and the new sample is determined to be positive or negative based on the distance value.
An example of Ralstonia solanacearum, a bacterium with high G+C content, is shown in (Fig. 1) . As can be seen, coding ORFs and non-coding ORFs are distributed in separate regions with minor overlapping. The space is spanned by the three most important axes using the principal component analysis of the variables u 1 -u 33 defined in equation (4) . To obtain optimal prediction, in fact, we performed Fisher linear discriminant analysis for multiple times to choose coding genes from the ORF congregation for such high G+C content bacteria. Note that the figure shows the classifying schema in a 3-dimensional space, but the actual dimension is much larger.
AB INITIO GENE FINDING IN BACTERIAL AND ARCHAEAL GENOMES
The ab initio gene finding program that we developed was originally called ZCURVE 1.0 [11] . When implementing the method, 33 classifying variables, which correspond to u 1 -u 33 in equation (4), and the Fisher discriminant were used. The whole program contains five modules: (i) Choosing seed ORFs; (ii) Training the model; (iii) Finding all ORFs; (iv) Determining the coding potentials of all ORFs; (v) Eliminating the error prediction due to overlapping. Seed ORFs are those non-overlapping ORFs larger than 500 bp. These ORFs have a very high possibility (generally, >98%) to encode proteins. An ORF is defined here as the DNA sequence between a pair of in-frame start codon (ATG, GTG, or TTG) and stop codon (TAA, TAG, or TGA). At first, we seek all ORFs longer than 500 bp on the two strands. Subsequently, those ORFs with one or more bases overlapping with each other will be discarded. The retained nonoverlapping long ORFs will constitute the reliable positive samples used in the training set. However, this rule does not remain true for the bacterial genomes with G+C content greater than 56%. We therefore have to seek another method called 9-D super sphere to obtain seed ORFs. Negative samples in the training set were obtained by randomly shuffling positive samples and destroying their natural structures. The Fisher discriminant algorithm is used to differentiate the positive and negative samples. The parameters of u 1 -u 33 are taken as classifying features. The decision of coding/noncoding for each ORF is simply made by the criterion of
, where
, and "T" indicates the transpose of a matrix. The vector c constituting 33 Fisher coefficients could be determined by the training process. In ZCURVE 1.0, 90 bp is set as the minimum length of ORFs. However, users can change it to any integral value. All ORFs longer than the set length will be determined to be coding or non-coding ORFs. In fact, even these ORFs meeting
are not all genes, but are still needed to check for error prediction possibly due to overlapping with longer genes. If two ORFs are predicted as potential genes and have short overlapping regions, both will be retained as genes. Otherwise, one ORF must be disregarded due to either a lower Z score or smaller size. 33 . To visualize the distribution pattern of the 14276 mapping points in the high dimensional space, the mapping points are projected onto the 3-D space spanned by the first three principal axes after the principal component analysis. In the figure, the blue circles denote 3244 coding ORFs and the purple circles indicate 11032 non-coding ORFs. The light green planes correspond to the two Fisher classifying planes, which can optimally differentiate the two types of points. Note that the all coding ORFs are clustered into a narrow region and very few of them overlap with non-coding ORFs. ZCURVE 2.0 beta is the latest version of the software, which can be downloaded from http://tubic.tju.edu.cn/ Zcurve_B. In this new version, the support vector machine is used instead of the Fisher linear discriminant because the former is more sensitive in gene classification. When running the ZCURVE program, users only need to provide the genomic sequence of the investigated bacterial strains. Finally, the program will output a file containing the chromosomal coordinates of all predicted genes. As of now, the ZCURVE program has over one hundred registered users such as University of Pennsylvania, Broad Institute of MIT, NITE institute in Japan, University of Warwick in England, and Max Planck Institute for Marine Microbiology in Germany. ZCURVE has been widely used in annotation of newly sequenced genomes and prediction of coding potentials of some genes of interest. For example, Egan and Waldor used ZCURVE prediction to confirm their result in the genome of Vibrio cholerae [16] . ZCURVE has been combined with other gene-finding programs into some metatools of bacterial gene finders, such as YACOP [17] and MORF [J. Waldmann and H. Teeling, unpublished], and is reviewed in [18] . ZCURVE has been used in at least 31 genomic projects independently or by combining with other well-known gene finders, or integrated into metatools . (Table 1) lists information about the 31 projects, including six metagenomic projects, two large phages and one large plasmid, as well as 28 bacterial genomes in 23 projects. Note that the actual number of genome projects using ZCURVE can be much higher than 31 because many using YACOP and MORFind without quoting the ZCURVE paper or website are not included in the list. Generally, over 97% of genuine genes could be found and the false positive rate would be less than 10%. To achieve more reliable results, the authors strongly suggest combining our method with one or two other ab initio gene finders when automatically annotating newly sequenced bacterial or archaeal genomes.
AB INITIO GENE FINDING IN VIRAL AND PHAGE GENOMES
Although virus genomes are much smaller than bacterial ones, annotation of viral genomes is still a difficult task. One of the problems in recognizing protein-coding genes in viruses is that the training set is usually unavailable. In the pioneer program GeneMarks for viruses [50] , one heuristic method is used to collect seed ORFs. In each genome, functional proteins and other nucleotide sequences have quite different sequence composition. Furthermore, almost all the functional proteins, particularly those conserved proteins, have similar amino acid composition in one specific genome. Therefore, seed ORFs are selected based on the composition of amino acids.
We developed a method that uses only one seed ORF as the training set [12] . This ORF is the one that has the most bases in one specific virus and is very likely to be a proteincoding gene. We call this ORF the 'maximum ORF'. Investigation of more than 100 viral genomes proved that all maximum ORFs encode proteins. Therefore, the maximum ORF can be regarded as a reliable training set. Considering that there are so few seed ORFs, we used the Euclidean distance discriminant to choose genes from all found ORFs. For one candidate ORF and the maximum ORF, we calculate 33 features for all of them. Subsequently, the Euclidean distance between them is computed based on the 33 features. If the distance is shorter than 90 . 6 , the candidate will preliminarily be predicted as a gene and otherwise not. In fact, we will furthermore determine whether the ORF is falsely predicted because it has significant overlapping with longer genes. Finally, we will obtain all predicted genes after discarding overlapping ORFs. We implement the above method in the program ZCURVE_V. Similar to ZCURVE, the virus version uses 33 parameters derived from the Z-transform of the DNA sequence. However, the methods for differentiating positive and negative samples and for generating seed ORFs are very different.
As a gene finder specially designed for viruses, phages and plasmids, ZCURVE_V can be used to annotate any anonymous genomes belonging to them. Scientists from the NCBI viral genome section listed ZCURVE_V as one of the three standard programs for viral gene finding [51] . The program has been integrated into the bacteriocin mining tool as an easily used module for ORF finding. It has been used to annotate genomes of at least two bacteria, one virus and sixteen phages [52] [53] [54] [55] [56] [57] [58] [59] (Table 2) . A prominent advantage of Klebsiella pneumoniae plasmid pKF3-140 ZCURVE, Glimmer 2013 [49] ZCURVE_V is that it can accurately predict genes in viral genomes even as short as about 1000 nucleotides, in addition to the advantage of being able to run online (http://tubic.tju.edu.cn/Zcurve_V), without the need to install locally. Therefore, ZCURVE_V can be preferably used when annotating short viral genomes. Alternatively, users can combine ZCURVE_V and GeneMarks or homology search to gain more reliable results.
GENOME RE-ANNOTATION IN BACTERIAL AND VIRAL GENOMES
Considering that the protein-coding genes in sequenced genomes are annotated with gene-finding programs, only a few are verified with experiments. The sequenced genomes often contain false-positive and false-negative annotations, especially in GC-rich genomes [60] [61] [62] [63] [64] [65] [66] . False-positive annotation means that some non-coding ORFs were incorrectly predicted as protein-coding genes (most of them are short ORFs without functional information), and false-negative annotation indicates that protein-coding genes are missed in the sequenced genomes. Most of the gene-identification programs achieve good results in low GC content genomes, however, the recognition accuracy drops rapidly in high GC content genomes since these genomes contain fewer stop codons and more spurious ORFs.
Generally, ORFs in annotation files of microbial genomes are divided into two groups. The first group contains genes with known functions, and the second group contains "hypothetical", "unknown" or "predicted" ORFs, which involve false-positive prediction. Based on the assumption that the statistical features of DNA sequences of the two groups are similar, Wang and Zhang identified 172 annotated genes as non-coding ORFs in V. cholerae based on the Z-curve method [10] . Chen and Zhang combined 18 Z parameters (u 1 -u 6, u 46 -u 57 ) and the Fisher discriminant into a program, called ZCURVE_C, to recognize the "hypothetical ORFs" in 57 microbial genomes [67] , and the program is available at the website http://tubic.tju.edu.cn/ZCURVE_C/Default.cgi. Guo et al. re-annotated the genome of a hyper-thermophilic crenarchaeon Aeropyrum pernix K1 by combining the 9 Z parameters (u 1 -u 9, ) and K-means clustering and identified many false-positive ORFs [68, 69] . Amsacta moorei entomopoxvirus is a typical over-annotated virus, Guo and Yu suggested that 38 of 294 originally annotated genes did not encode proteins based on the 9 Z-curve parameters (u 1 -u 9, ) and the Fisher discriminant method [70] . In 2008, Chen et al. re-annotated the plant pathogen genome Erwinia carotovora subsp. atroseptica SCRI1043 and identified that 49 originally annotated 'hypothetical genes' should be non-coding ORFs based on the Z-curve method with 21 parameters (u 1 -u 9, u 46 -u 57) . Theoretical evidence of principal component analysis (PCA), clusters of orthologous groups of proteins (COG) occupation, and average length distribution showed that the identified non-coding ORFs were highly unlikely to encode proteins [71] . Using sequence alignment tools and some functional resources, they also predicted the functions of hundreds of 'hypothetical genes' [71] . [73] . Very recently, Guo et al. performed a comprehensive analysis to re-annotate 10 complete genomes of the Neisseriaceae family [74] . Transcriptions of over 80% of genes newly found by the ZCURVE program could be experimentally validated by RT-PCR. In the work, the authors constructed a new web server Zfisher, which can be used to examine coding potentials of hypothetical proteins in any annotated genomes and is freely available at http://147.8.74.24/Zfisher/. All the above cases showed that the Z-curve method is highly accurate in re-annotating microbial genomes.
RECOGNITION OF HUMAN SHORT EXONS
Accurately predicting short exons in genomes of human and other eukaryotes is a rather difficult issue. To improve the accuracy in predicting human exons, our group compared 19 algorithms including the Z-curve algorithm [13] . Based on a standard human dataset, the Z-curve algorithm with 69 parameters could differentiate coding and non-coding sequences as short as 192 bp with an accuracy of 96.2%, and the accuracy was above 82% for 72 bp sequences. Such accuracy was even higher than the 5 th order Markov model, and consistent results were obtained by other groups [75] . Kellis and coworkers compared four types of single species methods, including Fourier transform, codon bias, interpolated context models and the Z-curve algorithm, and found that the Z-curve method showed the best performance in the Drosophila [76] . Recently, Song et al. improved the accuracy to over 98% for 192 bp human sequences by combining Z-curve parameters and kernel partial least squares [77] .
RECOGNITION OF PROMOTERS AND TRANS-LATION START SITES
The Z-curve algorithm may be used to recognize promoters, which play an essential role in determining where the transcription of a particular gene should be initiated. By combining the Z parameters of phase-dependent single nucleotide and di-nucleotides, which are listed in equations (1) and (2), and the Fisher discriminant analysis, Yang et al. obtained a satisfactory accuracy (over 85%) for classifying human Pol II promoters [14] . Song further extended the number of Z parameters by considering phase independent single nucleotide, di-nucleotides, tri-nucleotides, …… and w-nucleotides [15] . Song referred to the unlimited Z parameters as variable-window Z-curve features. When considering six nucleotides, a total of 4095 variables were obtained. Using partial least square to filter features, a subset of 220 parameters could be used to obtain an accuracy of about 95% in prokaryotes [15] .
In addition to identifying promoters, a novel algorithm that is based on characteristic Z-curve patterns around translation start sites (TSS) was developed to identify TSSs [78] . For instance, three Z-curve components for nucleotides around E. coli and B. subtilis TSSs validated experimentally show distinct patterns from those of false TSSs (Fig. 2) . Taking the x component as an example, true TSSs, but not false ones, have a jump in the region of -14 to -7, and have apparent three-base periodic patterns in sequences only downstream of TSS (Fig. 2) . These mononucleotide distribution patterns around TSS were used to recognize bacterial TSSs, and an online program, GS-finder, was developed to implement this algorithm [78] . The Z-curve method has also been used to study nucleosome positioning in the yeast genome [79] . Therefore, the Z-curve algorithm can find applications in a wide array of areas including promoter and TSS identification. Fig. (2) . Three Z-curve components show distinct patterns around translation start sites (TSSs). Averaged x, y and z components (A, B and C, respectively), for nucleotides around 195 experimentally verified TSSs in E. coli. Averaged x, y and z components (D, E and F, respectively), for 58 experimentally verified TSSs in B. subtilis.
CONCLUSION
In this review paper we summarize the principle of the Zcurve method and its wide applications in eukaryotic and prokaryotic gene recognition. Two versatile programs, ZCURVE, for automatic annotation of bacterial and archaeal genomes and ZCURVE_V, for automatic annotation of viral and phage genomes, are extensively described. Considering the excellent performance of the method in gene recognition, we hope that the Z-curve algorithm will find more and more applications in genome analysis.
NOTE ADDED IN PROOF
Recently Weissman and coworkers discovered that ribosomes can read through stop codons in a regulated manner, and nucleotide compositions characterized by Z-curve parameters are distinct among coding regions, UTRs and novel extensions [80] .
