Abstract-In this work, a systematical and methodological ANN optimization process known as robust design of artificial neural networks methodology, based on Taguchi method and Design of Experiments methodology, was applied to the design, training and testing of feed forward artificial neural networks trained with back-propagation training algorithm applied in the neutron spectrometry research area. The methodology was utilized to study the neutron spectrum unfolding problem by using a data set composed by 187 neutron spectra compiled by the International Atomic Energy Agency. In order to study the behavior of the designed neural networks topologies, four cases of grouping the neutron spectra were considered. In the first case 17 neutron spectra subsets were tested. In the second one 6 subsets. In the third case a data set with 53 neutron spectra and finally, in the fourth case, a data set with 187 neutron spectra was tested. For all the subsets, the robust design of artificial neural networks methodology was carried out. Around 1000 different neural network topologies were trained and tested, 36 net topologies for each subset. After all the network topologies were trained and tested, it was observed that the near optimum neural network topology which produced the best results was the fourth case, with the following topology: 7 neurons in the input layer, corresponding to the Bonner spheres readings; 14 neurons in a hidden layer and 31 neurons in the output layer corresponding to the 31 energy bins in which the spectrum is expressed, a learning rate and momentum equal to 0.1. The results obtained reveal that the robust design methodology offer potential benefits in the evaluation of the behavior of the net as well as the ability to examine the interaction of the weights and neurons inside the same one.
I. INTRODUCTION
Spectrometry measurements and dose calculus have played a vital role in helping to understand the nature and origins of the ionizing radiation [1] . The measurements and calculations of neutron fluence spectra are a key factor in radiation protection dosimetry of neutrons, mainly because there are different neutron sources that can impact the working conditions [2, 3] .
Although there is a wide range of different devices used for neutron spectrometry, the majority of the instruments can be grouped together into a small number of broad categories, each one based on a common underlying technique such as time-offlight, nuclear reaction methods, nuclear recoil methods and the use of integral detectors [3] . Using integral detectors, neutron dosimeters are utilized as multi-element systems, as in the case of the Bonner Spheres Spectrometer (BSS) system, where each element has a particular response to neutrons [4] . These dosimeters usually have better detection efficiency in a wider energy range allowing a better dose assessment.
Neutron spectrum unfolding using the count rates of a BSS system is an ill-conditioned problem having an infinite number of solutions, therefore, the determination of neutron spectrum is not a trivial task because the unknown is not given directly as a result of the BBS measurements [5] . The relationship between the BSS count rates, C, the BSS response, R i,j, and the neutron spectrum Φj, is given by the discrete version of Fredholm equation of first kind given in eq. 1, where j is the amount of spheres utilized and i is the amount of energy groups used to define the neutron spectrum . 
To unfold the neutron spectra, Φj, several methods like Monte Carlo [6] , parameterization [7] , regularization and iterative procedures [8] have been utilized. Each of them has some drawbacks that have motivated to researchers to propose new and complementary approaches [9, 10] . Some researchers have proposed the use of Artificial Neural Networks (ANN) technology to unfold the neutron spectra from Bonner Spheres Spectrometers (BSS) system [11 -13] .
Artificial Intelligence (AI), is a branch of study which enhances the capability of computers by giving them human like intelligence [14] . Artificial neural networks (ANNs) have been studied for many years in the hope of achieving humanlike performance [15] . ANNs represents an area of AI and are computational paradigms based on mathematical models that unlike traditional computing have a structure and operation that resembles the brain [16] .
Over the last few years there has been a resurgence of interest in artificial neural networks as researchers from diverse backgrounds have produced a firm theoretical foundation and demonstrated numerous applications of this research field of study and numerous advances have been made in developing intelligent systems [17] .
Until now a large variety of neural networks architectures have been developed and they have gained wide-spread popularity over the last few decade. Their application is considered as a substitute for many classical techniques that have been used for years [18] . Researchers for many disciplines are designing ANNs for solving a wide variety of problems such as digital signal processing, recognition of patterns, speech recognition, control and optimization, prediction, adaptive interfaces for man/machine systems and recently in the neutron spectrometry research field [11 -13] .
Although a lot of research of ANN is been concentrated in developing ANN´s models and training algorithms to improve the accuracy and convergence of the models, there still a conventional problem in the ANN design, determining a suitable set of structural and learning parameters values for an ANN still remains a difficult task, researchers have to choose the architecture and determine many of the parameters in a selected ANN [19] .
It is not easy for a user to choose a suitable network even if he is an experienced designer. As is shown in fig. 1 , the current practice of selecting the levels for neural networks design parameters is based on the trial-and-error technique which is similar to the one-factor-at-a-time experiment. If changing the level of one particular design parameter has no effect on the performance of the neural network then a different design parameter is varied and the experiment is repeated in a series approach. This procedure consuming much time and does not systematically target a near optimal solution, which may lead to a poor overall neural network design. By using the trial-and-error technique the observed responses are examined at each stage to determine the best level of each design parameter. This method cannot identify interactions between the parameters and may lead to a poor overall neural network design. The current ANNs design methodologies, serial and trial error, do not propose systematic methodologies for the identification of the best values. The process is treated very much as serial, trial and error exercise, consuming much time and does not systematically target a near optimum solution. Therefore, there must be an easier and more efficient way to overcome this disadvantage.
In contrast to the trial-and-error technique, the robust design of artificial neural networks methodology (RDANNM), showed in fig. 2 , based on the Taguchi method and Design of Experiments methodology (DoE) is a very powerful method based on the parallel process where all the experiments are planned a priori and the results are analyzed after all the experiments are completed [20] .
Fig. 2. RDANNM ANN design approach of ANN design
In order to design ANN of high performance and generalization capability, the parameters related to the training (learning rate, momentum) as well as the network structure (number of hidden layers and neurons) must be considered simultaneously, together with their interaction effects. In addition, there exist nuisance parameters in training. They include initial set of weights, division of the whole data set into the training and testing data sets, sizes of the training and testing data sets. It is also desired that the performance of a feed-forward ANN trained with back-propagation training algorithm be robust to these nuisance parameters [21] .
RDANNM is one of the appropriate methods for achieving this goal. The fundamental concept rests on the importance of economically achieve high quality, low variability and consistency of functional performance. The methodology is based heavily on statistical methods, and concentrates on minimizing the variation around the target performance. The end result is a "robust" design which is lest sensitive to noise factors. In this, the reduction on variation is obtained without removing its causes.
In this work, the RDANNM was used to design an ANN capable to solve the neutron spectrometry problem, using the count rates measured with a BSS as entrance data. In order to study the behavior of the designed neural networks topologies, four cases of grouping the neutron spectra were considered: case I -17 neutron spectra subsets, case II -6 neutron spectra subsets, Case III -a data set with 53 neutron spectra and Case IV -a data set with 187 neutron spectra. Around 1000 different network topologies were trained and tested, 36 net topologies for each subset. The results obtained reveal that the robust design methodology offer potential benefits in the evaluation of the behavior of the net as well as the ability to examine the interaction of the weights and neurons inside the same one.
II. MATERIALS AND METHODS
As can be seen from fig. 2 , RDANNM has four main stages named planning, experimentation, analysis and confirmation. Identifying the performance characteristics is the first step at planning stage. Since the objective of the experiments is to find a robust ANN under various noise conditions to maximize its performance and generalization capability, prediction or classification errors between the target and the ANN output values of the testing data are used as the performance characteristic, i.e., the mean square error (mse).
The second step in this methodology is to identify the design and noise variables and their levels. Among the various parameters that affect the ANN performance, four design variables are selected. That is, for the structure of the ANN, the number of neurons in each of the first and second hidden layers as well as the learning rate and momentum are selected as learning parameters while the noise variables included in the experiment are the initial set of weights which are usually randomly selected. In addition, how much of the whole data should be allocated to the training and testing data sets. Once this is determined, which data of the whole data set to include in the training or testing data set.
For the experimental design Orthogonal Arrays (OAs) are used, which are denoted by L r(s c ) where r is the number of rows, c is the number of columns, and s is the number of levels in each column. A design variable is assigned to a column of the design OA. Similarly a noise variable is assigned to a column of the noise OA. At each combination of design and noise conditions the corresponding ANN is trained and tested using a customized computational tool developed to this porpoise. At experimental stage, a crossed OA L9 (3 4 ), L4( 3 2 ) was used.
At analysis stage, the signal-to-noise (S/N) ratio is measured conducting confirmation experiments at the optimal condition, comparing the S/N ratios for closeness and then, the optimal levels of the ANN are determined. Finally, at confirmation stage, the confirmation of the optimal design conditions is realized.
III. RESULTS
The results obtained after applying RDANNM in the four cases studied are summarized in table 1. This table shows the performance (mse) reached for each neural net and the Chi square statistical test obtained for the optimal ANNs. Around 1000 different ANN topologies were trained and tested, in order to answer several design and construction issues and to determine the best ANN topology.
After applying the RDANNM one interesting observation was that the optimum network architecture in all the subsets of the cases I, II and III was the same: A = 14, B = 0, C = 0.001, D = 0.1; In contrast, the ANN topology for the case IV was: A = 14, B = 0, C = 0.1, D = 0.1. This reveals that an optimized neural network applied in neutron spectrometry field can be solved with one hidden layer with around 15 neurons.
As (1E-4) . The ANN learning and generalization were very poor because the amount of data used in ANN training stage. In addition, Chi square tests in most cases were above limit of the level of trust (18.5 for a confidence level of 95% for 30 degrees of freedom). Can be concluded that this way to order the neutron spectra in 17 subsets is faulty since the ANNs designed have a very poor learning capability and because the little information used in each subset at training stage, the ANN is not capable to generalize because the neutron spectra subsets have not enough information.
Unlike case I, in case II, in each subset was included a bigger number of neutron spectra. This in order to generate a biggest learning and generalization capacity in the ANN designed. When making the Chi square test to the 6 cases of grouping of spectra, most of the values were below the critical value (18.5) . The correlation statistical test demonstrated that the reconstructed spectra were better than those obtained in case I, however, for this case the unfolded neutrons neither were satisfactory and this way to order the neutron spectra is faulty too.
From cases I and II was observed that the neutron spectra information for each subset was not enough to get a suitable ANN learning and generalization capability. For this reason, a data set whit 53 neutron spectra was created, ordering the information according neutron spectra shape, to observe the ANNs behavior as shown in table 2.
This way to order the neutron spectra information is better if compared with cases I and II because the objective function, (mse), established at planning stage is reached most of times. However, in some of the 36 responses the mse is not reached as shows table 2. This indicates that the ANN designed has better learning and generalization capability, mainly because the amount of information applied to the ANN in the training stage. The anterior results demonstrate that in case III, the reconstructed spectra are better than cases I and II, however, for this case the unfolded neutrons neither are satisfactory and this way to order the neutron spectra is still faulty.
Observing that the quantity and quality of information introduced to the ANN is of great importance, it was created a fourth data set with 187 neutron spectra. It was expected that the ANN being designed had a great learning capability and generalization power. Table 3 shows the results obtained where can be seen that the network performance is better if compared with cases I, II and III and in consequence the reconstructed spectra will be better too. The responses obtained in the OA indicate that this way to order the neutron spectra information is the best from the four cases considered, producing the best ANN architecture. From table 3 can be observed that the objective function is reached in all the 36 cases of the OA. The results obtained demonstrate that the ANN designed in the fourth case, has the best learning and generalization capability because the amount of information used to train and test the neural net. However, despite the high learning and generalization capability of the optimized neural network, the information available for training ANN in the neutron spectrometry research area is still not enough when a feed forward ANN trained with back-propagation learning algorithm is used. More research is needed to overcome these drawbacks.
After RDANNM was finished for the cases III and IV of grouping spectra, several testing trials using the optimized design parameters were carried out to observe the behavior of the trained networks. Fig. 3 shows a comparison of the Chi square and correlation tests of the cases III and IV.
From this figure can be observed that in both cases, the tested neutron spectra, 12 for case III and 37 for case IV, are near from 0 in the Chi square test and from 1 in the correlation test, this means that the performance and generalization capability of the trained network, using the design parameters selected with the RDANNM are high. However, when each neutron spectra was analyzed individually, the unfolded spectra of case III were poor compared with those of case IV. Figure 4 shows two particular cases of the tested neuron spectra of case IV. Opposite to case III, from this figure can be seen that the spectra unfolded by the trained network is very similar to the expected spectrum extracted from the IAEA compilation.
The anterior demonstrate the powerful of this methodology in the near optimum selection of ANN design parameters. However, as mentioned, the quality and quantity of information used to train the optimized neural network has a great repercussion in the learning and generalization capability of the net. With the results obtained in the four cases studied, and observing the OAs generated, it was possible to see that there is a direct relationship between the general OA performance and the error established like objective function for the OA (in this case 1E-4) and an inverse relationship between the general OA performance and the OA´s output (Signal-to-Noise Ratio). If the mean of OA´s performance of the ANNs is reached or near of the established value, the OA will generate a proposal with parameters of high quality in order to determine the best ANN architectural and learning parameters. This relation could be expressed as follows: Where AOP is the general Orthogonal Array Performance, i is number of OA trial, n is the total number of data, Etarget is the error established and OALoutput is the output OA Learning by using the best proposed values. It must be highlighted that this relationship could be seeing because the application of the RDANNM.
IV. CONCLUSIONS
In this work, the systematic and experimental strategy known as RDANNM was used for the robust design of feedforward ANN trained by back-propagation learning algorithm applied in the solution of the neutron spectrometry problem. The application of this methodology has led to the identification of a set of design parameters that enable ANN trained by back-propagation algorithm to produce much better performance than achieved with the conventional trial and error approach.
The optimum design parameter are: The proper density for training samples in the input space was: 80% for ANN training stage and 20% for testing stage.
The best time to stop training to avoid overfitting is variable and depends of the proper selection of the ANN parameters.
In the optimum ANN designed, the best time to train the network avoiding the overfitting was 120 seconds average.
The best architecture to use is 7:14:31, a learning rate = 0.1 and a momentum = 0.1, a trainscg training algorithm and an mse = 1E-4.
From the four cases considered it is better to use an optimum architecture, designed with the RDANNM, which not overfit the data and do not require more training time instead of using a large architecture stopping the training over the time or trials which produce a poor ANN.
The random weight initialization introduced a great amount of noise in training data which affects significantly the performance of the network. Such initialization introduces large negative number which is very harmful for the unfolded neutron spectra, which has not physics meaning. In consequence, can be concluded that it is necessary to reduce the noise introduced in the random weight initialization. More research is needed to overcome this drawback.
Applying RDANNM to unfold neutron spectra, was observed a relationship between performance, learning and error.
The results obtained in this work reveal that the robust design of artificial neural networks methodology offer potential benefits in the evaluation of the behavior of the net as well as the ability to examine the interaction of the weights and neurons inside the same one.
