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Introduction
Certain biological processes are periodic. The cell-cycle and circadian clock, for example, repeat at well defined and reliable intervals. Biologists have shown that the expression patterns of many genes associated these periodic biological processes are themselves rhythmic. Conversely, the expression profiles of genes associated with aperiodic biological processes (e.g., tissue repair) are not rhythmic. The functional significance of previously uncharacterized genes, therefore, may be inferred if they exhibit rhythmic patterns of expression synchronized to some ongoing biological process.
DNA microarray experiments are an effective tool for identifying rhythmic genes when a time-series of expression levels are collected. Unlike Northern blots and PCR, which study one gene at a time, time-series experiments using DNA microarrays reveal the expression patterns of entire genomes. This allows chronobiologists to assign putative functional properties to large numbers of genes based on the results of a single experiment. However, the large volume of data generated by hybridization experiments makes manual inspection of individual expression profiles impractical. Separating the subset of genes whose expression profiles are rhythmic from the thousands, or tens of thousands that are not, requires computer assistance. Ideally, the algorithms for analyzing microarray data should be efficient and have well-understood performance guarantees.
We have designed and implemented an algorithm to identify and characterize the spectral properties of gene expression profiles. Our approach specifically addresses the limitations of Fourier analysis on short time series data -the kind typically generated in microarray experiments. Furthermore, our algorithm is optimal, scaling linearly with the number of gene expression profiles.
The identification of rhythmic genes from microarray data may be achieved by computing the frequency-domain spectrum of each expression profile. Rhythmic genes will yield spectra that have a single, well-defined peak in frequency space. In contrast, the spectra of non-periodic profiles will be (relatively) flat. One might think that traditional spectral techniques, like the Fourier transform, are appropriate for obtaining such spectra. However, due to the cost of generating each time point, microarray time-series typically have very few data points. A typical experiment might have only twelve data points and some have as few as four. Traditional spectral techniques, including the Fourier transform, do not perform well on short time series. The resulting spectra do not have adequate resolution for identifying and characterizing oscillating genes [22] . The maximum entropy method (MEM) [29, 26, 5, 24, 32, 3] of spectrum reconstruction is not a traditional spectral technique. The MEM is well-suited for short time series. We show it is capable of generating smooth, high-resolution spectra from gene expression profiles.
The use of the MEM represents a significant departure from previous techniques for identifying periodic gene expression profiles from microarray data. The dominant methods for identifying rhythmic genes (e.g., [13, 17, 14] ) treat the task as either a clustering or pattern recognition problem. Previous algorithms that use hierarchical clustering (e.g., [13] ) run in time O(n 2 l), where n is the number of genes represented in the microarray data and l is the number of time-series points. Other algorithms (e.g., [17] ) that estimate both the frequency and phase of gene expression profiles using pattern recognition run in time O(nmp l log l), where m is the frequency resolution, and p is the phase resolution. These methods can take up to a week of wall-clock CPU time to analyze data from a single gene chip experiment.
Recently, a method [22] has been described that is both efficient and uses a true mathematical metric to measure morphological similarity. That algorithm runs in time O(nml 2 + nl 3 α(l) log l), where α is the extremely slowgrowing inverse of Ackerman's function. [22] has been shown to be more accurate at estimating frequencies and phases than non-metric based techniques.
In contrast, the algorithm presented below runs in time O(nl log l). In all cases, l may be treated as a small constant, since in today's technology, l is never more than a small constant l max n (for example, typically, l ≤ 24, and n ≈ 15, 000 -See Table 1 ). This simplification obtains complexity bounds of O(n 2 ) [13] , O(nmp) [17] and O(nm) [22] for previous algorithms vs. O(n) for ours. Our algorithm is also, in general, more accurate when determining the frequency and phase of rhythmic profiles than any other previous method.
From a complexity-theoretic point of view, [17] provides a brute-force O(nmp) time algorithm that takes a week to run. [22] uses a phase-independent method to eliminate all complexity dependence on the phase resolution p, yielding an O(nm) algorithm that runs in 2 hours on a set of 10, 000 expression profiles. Our current paper employs the maximum entropy method to eliminate all complexity dependance on frequency resolution m, resulting in an O(n) algorithm that is theoretically optimal, and runs in 22 seconds on the same data set on a Pentium-class workstation.
Our chief contributions are as follows: 1. Elucidation of the limitations of the Fourier transform for the analysis of periodic gene profiles, 2. The use of the maximum entropy method for spectral reconstruction of DNA microarray time-series data, 3. An optimal algorithm for identifying and characterizing rhythmic expression profiles, 4. Unlike previous algorithms, our method has no complexity dependance on frequency resolution, 5. Testing our methods on publicly available gene expression data and a comparison of the results to previous methods, and 6. A controlled study of how a variety of methods, including our own, perform in a controlled experiment where signal-to-noise ratio, sample-rate and signal length are varied in synthetic data sets. Our paper describes an implementation of Maximum Entropy Spectral Analysis (MESA) for rhythmic analysis of genome-wide expression patterns. To our knowledge, this is the first application of MESA to gene-expression microarray time-series data. However, MESA has been previously applied to literally hundreds of problems in the physical and biological sciences (e.g., cf. Dowse and coworkers, who apply MESA to behavioral time-series [11, 12, 23] ). The focus of this paper is the improvement in running time and accuracy conferred by MESA, over previous algorithms, for time-series microarray analysis.
Organization of paper
We begin, in Section 2, with a review of the relevant biology and a summary of three publicly available DNA microarray hybridization time-series data sets. Section 3 categorizes existing techniques for extracting rhythmic profiles from microarray data, including a discussion of their limitations and computational complexity. In section 4, we detail our method and analyze its computational complexity. Section 5 presents the results of the application of ENRAGE to simulated and real biological data. Finally, section 6 discusses these results.
Background
There are many examples of DNA microarray timeseries experiments in the literature (e.g., [8, 9, 16, 25, 27, 17, 30, 20, 35, 31] ). In many of these experiments, the primarily goal was to identify genes whose expression patterns were periodic over the length of the experiment. For example, cell-cycle regulated (e.g., [8, 30] ) and circadian (e.g., [25, 27, 16, 9, 17, 35, 31] ) genes have been identified from their expression profiles in hybridization experiments.
Several research labs have made their raw data available to the public via [1] facilitating the development of improved techniques. The Davis lab at Stanford has released the yeast data presented in [8] on the CDC28 mutant of yeast. The Botstein lab has released the data from their yeast experiment on the CDC15 mutant of yeast presented in [30] . The Rosbash lab at Brandeis has recently released the data from their circadian experiment on Drosophila presented in [25] . In this section we briefly summarize the biological background relevant to these data sets.
Yeast and Drosophila Data sets
The CDC15, and CDC28 experiments were designed to identify cell-cycle regulated genes in yeast (Saccharomyces cerevisiae). The eukaryotic cell-cycle is the 4 stage process by which a single cell replicates into two daughter cells. This process takes about 90 minutes in yeast. The authors of the CDC15 and CDC28 experiments were looking for uncharacterized genes whose expression profiles were periodic with 90 minute wavelengths.
The Drosophila data set was generated as part of an experiment to identify circadian and circadian-regulated genes. Circadian rhythms are biological processes that are synchronized to the diurnal cycling of light and dark. The goal of circadian microarray experiments is to find the genes associated with the circadian clock. Table 1 details the content of the CDC15, CDC28 and Drosophila data sets.
Prior Work
A variety of techniques have been developed to extract the rhythmic genes from microarray data sets. The techniques fall into two categories: spectral and pattern matching-based analyses. In this section we discuss each type, citing specific examples.
Traditional Spectral Techniques
The Fourier Transform is a standard tool for detecting periodicities in discretized signals. The limitations of the Fourier Transform are well understood. The range of detectable frequencies within a signal, and the resolution to which they can be resolved are particularly relevant to DNA microarray data. Unfortunately, the frequency resolution obtainable on short time series, such as those generated in typical microarray experiments, is often not adequate for resolving periodicities of interest [22] . The sampling rate and sampling interval determine both the range of detectable frequencies and the resolution to which individual frequencies can be resolved. Shorter time series yield spectra that are difficult to interpret. For example, [22] proves that the frequency resolution of the CDC15 data set is 17.9 minutes. In other words, the wavelengths of two periodic functions must differ by at least 17.9 minutes in order to be wellresolved (distinguishable) by the Fourier Transform. This is a fairly coarse resolution given the goal of finding genes with 90-minute wavelengths. Indeed, [30] reports that the Fourier Transform was unstable on the CDC15 data set, and resorted to a hybrid approach including non-spectral methods to estimate frequencies. Most researchers have subsequently used non-spectral methods, described in the next section, to analyze their data.
The size limitations on the data sets are typically not biological but rather financial. Individual microarray chips can cost hundreds of dollars. A per-chip processing fee, also in the hundreds of dollars, is typically charged. Finally, it is necessary replicate the experiment, ideally three or more times, with new samples and chips in order to get statistically accurate estimates of mRNA expression levels. Hence, a DNA microarray time-series experiment can easily cost tens of thousands of dollars.
Pattern Matching Techniques
Pattern matching algorithms for gene expression analysis take as input the recorded data, a set of models (patterns) with known properties and a method for computing the similarity between a model and an expression profile. For example, the models are typically (a) known periodic gene expression profiles or (b) ideal, synthetic sinusoids. These algorithms assign each gene the properties of the model to which it is most similar.
An important distinction among pattern matching methods is which similarity measurement is used. The choice of similarity measurement affects both the complexity and accuracy of the resulting algorithm. Most clustering algorithms for gene expression profiles use some variation of the correlation coefficient. Unfortunately, the correlation coefficient is not a particularly good estimator of shape similarity. Consider, for example, two sine waves of the same frequency that differ in phase by 90
• . The correlation coefficient of those two curves is 0, indicating that they are not similar. Nonetheless, the two shapes have a lot in common. Furthermore, the correlation coefficient violates the triangle inequality [22] and is therefore not a mathematical metric. The triangle inequality requires that given a distance metric d for comparing expression profiles, for any three expression profiles X, Y , and Table 1 . CDC15, CDC28 and Drosophila data sets. ∆t indicates the time period between successive time points. If there is more than one ∆t listed, then the data was non-linearly sampled using a combination of the specified times. # periods indicates the number of cell-cycle periods that fit within the duration of the sample interval.
As argued in [10, 22] , the triangle inequality is of particular importance, because it guarantees that if several model expression profiles are similar to a given data expression profile, then these model profiles also must be similar to one another. Under the correlation coefficient, however, it is possible for two highly dissimilar model profiles to be similar to the same data profile for one gene. This is highly counterintuitive. Before [22] , few previous methods used a similarity measurement that was a true mathematical metric.
In summary, there are a number of problems with the existing approaches for detecting and characterizing rhythmic genes in microarray time-series data. Traditional spectral methods, like the Fourier transform, are not appropriate because a typical microarray experiment generates relatively short time-series. Model-based techniques have had more success on gene expression data but at the expense of computational complexity.
The algorithm presented in [22] addresses many of the issues associated with model-based analyses. [22] uses a true metric, the Hausdorff distance [18, 10] , when comparing expression profiles. A corresponding improvement in accuracy was reported. [22] also gives the best complexity bound to date (O(nm) where n is the number of genes and m is the frequency resolution), improving upon the complexity bound of O(nmp) in [17] . This improvement is obtained through the use of the autocorrelation function to enable a phase-independent search of frequency-space.
The method presented below is very different. The maximum entropy method is neither a traditional spectral technique nor a pattern matching-based technique. In the MEM, frequency and phase estimates are obtained from frequencydomain spectra. The crucial difference between the MEM and a traditional spectral technique is how those spectra are obtained. Spectra are obtained indirectly from the data through the use of statistics. Our method works on massively parallel data sets (n ≈ 15, 000, l ≤ 24) with timeseries as short as l = 6 points. Finally, our MEM algorithm runs in time O(n), which is optimal. We discuss the method in the next section.
Maximum Entropy Spectral Reconstruction
The Fourier transform produces a spectrum directly from the data. The MEM produces a spectrum that is consistent with the data. The MEM treats spectral analysis as an inverse problem, that of recovering the spectrum F of the 'true' expression profile, H. H cannot be observed directly and must be inferred from the recorded data D. The MEM algorithm strikes a balance between a goodness-of-fit criterion (realized via a maximumlikelihood formalism) and the Shannon entropy of H. By maximizing entropy, one minimizes the bias of the model H. That is, one does not impose correlations that are not supported by the recorded data D. This is perhaps the most beneficial property of the maximum entropy method. This same property also guarantees that F , the spectrum of H, will be smooth, which is also beneficial in the context of frequency analysis.
H is a variable in the MEM. We desire an H that maximizes the conditional probability P (H|D). This can be rewritten, according to Bayes' formula, as
For purposes of maximization, P(D) can be ignored. We can therefore use
P (D|H) is a goodness-of-fit criterion and, when maximal, gives the maximum likelihood solution for H. When assuming Gaussian noise, it can be shown that the maximum likelihood solution, L(H, D), for D and a specific choice of H is,
where
Here k is the length of the expression profile. H j is the jth time point in the model H and D j is the jth time point in the data D. The probability P (D|H) is obtained by exponentiating 1 L(H, D):
The MEM ties P (H) to the Shannon entropy of the spectrum F of H. F is treated as a probability density function (PDF). The Shannon entropy of a PDF A is
where p i is the probability of the ith event in A.
When we treat the spectrum F as a PDF, the amplitude F (ω) of the spectrum at frequency ω, is interpreted as a probability. Thus,
Futhermore, because the Fourier operator is an orthonormal change of basis, S(H) = S(F ). P (H) is then obtained by exponentiating S(F ):
P (H) = exp (S(F )).
To maximize Eq. (2), we substitute Eq. (5) for P (D|H) and Eq. (8) (2) (see Sec. 4.1). For more information on the maximum entropy method, the reader is directed to [29, 26] .
As previously noted, F = F(H opt ). Our algorithm examines the MEM solution spectrum F G for each gene G in the data set and determines whether or not the gene is rhythmic. This is accomplished by finding the largest peak in F G . If the amplitude of that peak is above a chosen threshold, the gene is considered rhythmic. In our experiments we used a threshold of 0 db. The phases and the frequencies of rhythmic genes are obtained directly from each spectrum F G . Figure 1 demonstrates the difference in quality of spectra generated using the Fourier Transform vs. the MEM.
Algorithmic Complexity
A number of different numerical techniques have been developed to compute the MEM reconstruction efficiently (e.g., [5, 24, 32, 3] ). These techniques take advantage of a mathematical equivalence between F and the frequency response of an all-pole filter derived from the autocorrelation of D. The coefficients of that filter can be computed by solving a set of linear equations using a symmetric Toeplitz matrix built from the autocorrelation coefficients of D [26] . In our implementation we used the Yule-Walker method [32] . The complexity of that algorithm is O(l log l) .
The algorithmic complexity of our algorithm is as follows. For a set of n gene expression profiles, the time to recover all n maximum entropy spectra is O(nl log l). This improves upon the previous approaches reviewed in Secs. 1 and 3, such as the O(n 2 l) algorithm of [13] , the O(nmp l log l) algorithm of [17] , and the O(nml 2 + nl 3 α(l) log l) algorithm of [22] , where m is the frequency resolution, p is the phase resolution, and α is the inverse of Ackerman's function. Parameters m and p are eliminated in the MEM approach; they can be large-in [17] , m = 1, 000 and p = 101.
We argued in Sec. 1 that because l is always small, it can be treated as a constant. The size of a spectrum is O(l). Therefore, the cost of finding the largest peak within the spectrum is constant. Consequently, estimating the frequency and phase of each gene is completed in constant time. Hence, our algorithm runs in O(n) time, which is optimal. That is, treating l as O(1) obtains complexity bounds of O(n 2 ) [13] , O(nmp) [17] and O(nm) [22] for previous algorithms vs. O(n) for ENRAGE. From a practical point of view, the brute-force O(nmp)-time algorithm of [17] takes a week to run. RAGE [22] provides an O(nm) algorithm that runs in 2 hours on a set of 10, 000 expression profiles. Our MEM algorithm (ENRAGE) runs in 22 seconds on the same data set on a Pentium-class workstation.
Non-linearly Sampled Data
Both the Fourier transform and the Yule-Walker method for computing maximum entropy spectral reconstructions assume that the data have been linearly sampled. However, many microarray time-series data sets (e.g., [30, 20] ) are not linearly sampled. We note that there exist alternative methods for computing the maximum entropy spectrum on non-linearly sampled data (e.g., [29] ). These methods are iterative in nature and are, therefore, more complex algorithmically. However these methods do have the advantage of being able to take advantage of all the data, and not just a linearly spaced subset of the data. 
Results
ENRAGE has been applied to both synthetic and real microarray data. A series of controlled experiments with synthetic data was designed to compare the performance of ENRAGE, RAGE [22] and a Fourier-based technique. The Fourier-based method is identical to ENRAGE with one exception: it computes the spectrum of the synthetic signals using the Fourier Transform and not using the MEM. Synthetic data sets, each consisting of 10,000 synthetic expression profiles were generated. Each data set contained 5,000 periodic signals (with random phases and frequencies) and 5,000 non-periodic signals. The tasks were to (a) separate the periodic signals from the non-periodic ones and, (b) estimate the frequency and phase of the periodic signal.
In the first experiment, the test variable was the signal to noise ratio (SNR) of the 5,000 periodic signals. 7 data sets were constructed. In the first data set, the periodic signals had no added noise. The SNR of the remaining data sets were 20:1, 10:1, 6.7:1, 3.3:1, 2.2:1, and 1.7:1. ENRAGE had fewer false positives and false negatives than either RAGE or the Fourier method. Table 2 shows the results of the experiment with the data set with a 3.3:1 SNR.
In two additional experiments, ENRAGE's performance under varying sample rates and sampling intervals was studied. In all cases, ENRAGE outperforms the other programs. Furthermore, ENRAGE's accuracy increased with either higher sample rates or increased signal length. ENRAGE's performance was also examined on the microarray data described in Sec. 2.1. The task of any DNA microarray analysis technique is to find a subset of the genes with a specified property (e.g., cell cycle-regulated, circadian, etc.). Of course, unlike the synthetic data sets described above, the notions of false positives and negatives are not well-defined. In some biological systems, there exist genes whose expression profile properties have been wellcharacterized in the literature. For example, there are 104 known cell cycle-regulated genes in yeast [34, 7, 28, 21, 2, 15, 33, 19, 6] . Therefore, it is possible to evaluate a given method in terms of false negatives when such information is available. However, due to experimental conditions, it possible for one or more of these known genes to have atypical expression profiles. It is always necessary to go back to the data and examine the profiles of genes that one expected to find.
False positives are much more difficult to evaluate. One can examine the data and look for gross errors. It is customary for biologists to use DNA microarrays as highly parallel screens. Genes with unknown function that exhibit rhythmicity are subsequently studied using slower, more traditional assays.
Direct comparison of the accuracy of multiple techniques on real data is, therefore, best done in terms of false negatives against known genes. Beyond the known genes, it is not possible to do quantitative comparisons other than examining which genes the two methods both identify vs. the genes that were uniquely identified by each method. Qualitative assessments, such the number of genes returned as a fraction of the entire genome can also be helpful. ENRAGE finds 81, or 78% of the 104 known cell cycleregulated genes in the CDC15 data set and 67, or 64% in the CDC28 data set. It is not uncommon to consider the results Table 2 . Summary of the results of three programs run on a synthetic data set with 5,000 non-periodic genes and 5,000 periodic genes. Each signal was 6 points long. The data in this table were obtained using a data set where the 5,000 periodic genes had a signal to noise ratio of 3.3:1. Figure 2 . Accuracy of ENRAGE, RAGE [22] and the FT-based estimate under (left panel) decreasing SNR and (right panel)
increasing sample rate. Mean ∆ Wavelength is the difference between the predicted wavelength and the actual wavelength. ENRAGE has consistently higher accuracy than the other two programs. As the SNR becomes lower, the accuracy of all three programs decreases. The right-hand panel shows that ENRAGE's accuracy increases as the sample rate increases.
from multiple data sets on the same organism when examining genetic data (e.g., [4] ). By combining the ENRAGE results on the two data sets, 100, or 96% of the known genes are found. In contrast, [30] 's analysis of the same two data sets yielded only 95, or 91% of the 104 known cell-cycle regulated genes. ENRAGE finds 567 rhythmic genes in both yeast data sets with wavelengths consistent with the length of the cell-cycle in yeast. [30] 's analysis finds 800. It is interesting that ENRAGE's more conservative estimate actually finds more of the 104 known cell cycle-regulated genes.
Finally, ENRAGE was used to analyze the Drosophila data set. Of the 14,010 genes in the complete data set, EN-RAGE identifies 154 genes as circadian while [25] identifies 134. Both ENRAGE and [25] identify 6 of the known circadian genes (period, timeless, vrille, clock, cryptochrome, takeout). In all, 104 genes were identified by both [25] and ENRAGE. Figure 3 shows some of the circadian profiles discovered by ENRAGE.
Conclusion
Genome-wide RNA expression time-series experiments are an important source of biological information. The discovery of periodic gene expression profiles is especially useful for the study of rhythmic processes such as the cell cycle and the circadian clock. The sheer volume of data generated by microarray experiments prohibits manual inspection of all the data. Therefore, algorithms for identifying rhythmic genes are needed.
Purely Fourier-based techniques are not yet appropriate for microarray data because the number of time-points in a typical experiment is too small to yield adequate frequency resolution. Model-based techniques are accurate, but are computationally expensive. We have presented a novel technique that is fast, computationally optimal, and substantially more accurate. It gains its efficiency and accuracy through the use of the maximum entropy method of spectrum reconstruction.
