Abstract-Mixed-integer linear programming (MILP) for trajectory generation of mobile robot suffers from nonlinear constraints due to complex obstacle contours and dynamic environment. In this paper, firstly, we introduce a relative velocity coordinates MILP (RVCs-MILP) for solving the nonlinear constraints problem in the trajectory generation of the target pursuit and multiple-obstacle avoidance (TPMOA). The computational load of the RVCs-MILP does not increase with the complexity of obstacle contour but only relates to the number of the obstacles. It can be applied in real time when the number of the obstacles is small. For the large numbers of obstacles avoidance, further, we propose an IHDR based online learning mechanism. It sets up a "scenario-action mapping" knowledge base by continuously offline training and online updating. For a trajectory generation task, it will search a best match path of the current state in the knowledge base according to the external environments and the state of the robot in real time. Simulations are presented in comparison with the evolution algorithms (EA) and IHDR. The former shows significant improvement in a number of aspects. The latter confirms the validation of the proposed IHDR methods.
I. INTRODUCTION
ATH planning in dynamic environments plays an important role in the autonomous control of mobile robots. Various reported methods are proposed in this area.
Evolutionary algorithm (EA) is a popular approach for trajectory generation by randomly searching forward to find a trajectory that meets a specified criterion of performance [1, 2] . However, the generated path is optimal only in the searching space, and thus may end up with local minima. The mixed-integer LP (MILP) is another widely used method for path planning [3] . However, it is difficult for MILP to be used as a real time path planner due to its computational complexity in the procedure of obstacle piecewise linearization, and this is especially true if there are multiple moving obstacles with irregular contours. Fiorini and Shiller [4] analyzed the obstacle avoidance problem in velocity space instead of the position space. It was embedded into an iterative A * path planner [5] , which is hard to use in real time. Incremental hierarchical discriminating regression (IHDR) as an online learning method is initially applied in the recognition of the images. In [6] , it solves the obstacle avoidance problem as a direct mapping from the current image to the robot action by recognizing the local maps of the robot. The knowledge is obtained from the experience of the human beings, which cannot guarantee the optimal action that the robot performed.
In this paper, we introduce a RVCs-MILP algorithm, in which the obstacle constraints and objective function of TPMOA problem can be inherently described as linear inequalities. The computational load of the RVCs-MILP does not increase with the complexity of obstacle contour, which is critical for real-time implementation [3] . This method can be used in real time when the number of the obstacles is not too big. For the large numbers of obstacles avoidance, we propose an IHDR based online learning mechanism. It sets up a "scenario-action mapping" knowledge base by continuously offline training and online updating. For a trajectory generation task, it will search a best match path of the current state in the knowledge base according to the external environments and the state of the robot in real time.
II. TARGET PURSUIT AND MULTIPLE-OBSTACLE AVOIDANCE IN RELATIVE VELOCITY COORDINATES
Before analyzing the TPMOA problem, we briefly introduce the definition of RVCs. Two RVCs defined respectively for obstacle avoidance and target pursuit are shown in Fig. 1 Fig. 1 (a) denotes an obstacle with the velocity O V . The arbitrary contour with a point G in Fig. 1(b are the right and left tangent from the vehicle to the obstacle. For the target in Fig. 1(b 
D-2 Avoidance Angle: As shown in Fig. 1(a) 
and the Avoidance Angle can be calculated as
where
The obstacle avoidance conditions of (4) and (5) are obvious in Fig. 1(a) and the proof of Eq. (6) is provided in [7] .
The Proposition-1 reveals that the obstacle avoidance maneuver depends on )
to optimally meet a specific criterion besides the constraints of (4) and (5) . For the given time
is determined by the acceleration and the angular velocity of the vehicle, i.e., )
For the low level tracking controller, we can set its desired acceleration and angular velocity as:
Thus, the desired acceleration and angular velocity of the vehicle has been planned.
The conditions for avoiding obstacles do not depend on the obstacle contour. The complexity of obstacle contour will not increase the computational load of the optimization, which is critical for real-time implementation [4] .
B. Target Pursuit in RVCs
Target pursuit can be regarded as the inverse process of obstacle avoidance. Using the symbols indicated in Fig. 1(b) , the following two definitions are given on this regard: D-3 Pursuit Cone: The set of the relative velocities between the vehicle A and the target G, i.e., 
The target pursuit maneuver can be realized by adjusting the AG V including both its norm AG V and its direction
Let AG ϕ denotes the angle between A V and AG V as shown in Fig. 1(b) , we have the following proposition: Proposition-2: For the target of G, it will be pursued within a bounded time period in the future if AG V is inside the Pursuit Cone, i.e., the following condition is met:
and the Catch Angle AG γ ∆ can be calculate as
The proof of Proposition-2 is also provided in [7] .
III. DESIGN OF OPTIMIZATION CRITERION
For the TPMOA problem, target pursuit is its final goal. So in this paper, the optimization criterion is proposed around target pursuit, while the obstacle avoidance maneuvers as well as the dynamic/kinematics limits are included into the TuRP-F05.1 constraints of the optimization. It is designed with two objectives: pursuit convergence and the pursuit time.
A. Optimization with Respect to Target Convergence
The Proposition-2 shows that target pursuit can be realized by adjusting AG V , i.e., both α ∆ and A V ∆ . As shown in Fig.   1(b) , G C is the crash point fixed on the target, for the purpose of pursuing the target at this point, it is desired that AG V will always be in the direction of G L , i.e., the Catch Angle must try to equalize the angle formed by AG V and G L . Therefore, we propose to design the target convergence criterion as:
The path planning problem is to minimize 1
Then, minimizing z subject to the inequality of (11) 
B. Optimization with Respect to Pursuit Time
For the optimization of pursuit time, we have the following proposition: Proposition-3: By assuming that the vehicle velocity relative to the target is pointing to the target, i.e., 1 G J has been minimized, then the minimum pursuit time is achieved when the vehicle acceleration relative to the target is maximum, i.e., 
Therefore, the optimal pursuit time criterion is designed as:
IV. TRAJECTORY GENERATION OF TPMOA USING MILP
For the trajectory generation of TPMOA in dynamic environments, the planner has to evolutionarily generate the optimal path step by step. Within each t ∆ , the optimization can be done by MILP. This MILP-based optimal trajectory generation algorithm can be summarized as follows: To minimize: Objective function Subject to constraints of: 1) The target pursuit and obstacles avoidance; and 2) The dynamic and kinematics limitations of the vehicle.
A. Objective Function
The objective function is proposed as: 
B. Constraints of the Vehicle
Besides those for obstacle avoidance, the constraints due to vehicle kinematics and dynamics have also to be considered: 
C. MILP Method for the TPMOA Problem
Based on the analysis above, both the objective function and the constraints are described in linear form. Therefore, the LP method can be used to search for an optimal )
. However, the obstacle avoidance constraints of (4) and (5) are 'OR' logic instead of 'AND', which cannot be handled directly by LP. To solve this problem, integer variables are introduced, and then the TPMOA problem can be solved by the MILP.
The iteration of RVCs-MILP to solve the TPMOA problem is as follows: Minimizing
Subjecting to 
TuRP-F05.1
where i a and i b are binary variables (0 or 1) and ξ is a positive number that is much larger than any angular change and velocity to be encountered in the problem. The first two inequalities in (24) represent that the vehicle will avoid the obstacle from the right side, while the others represent that the vehicle will avoid the obstacle from the left side. 
D. Computational complexity
From the RVCs-MILP, we can see that the optimal value is found by searching on the edges of n 2 separate feasible areas, where n is the obstacle number. With the increase of n, the number of the feasible area increases exponentially and accordingly the computational load of the RVCs-MILP increases. The computational complexity relates to the number of the obstacle. Even so, the RVCs-MILP still improves much on the computational complexity in comparison with the MILP method in [4] , in which each obstacle is piecewise linearized to several constraints.
V. IHDR-BASED ONLINE LEARNING MECHANISM
The RVCs-MILP can be used in real time when n is not too big. This will be proved by the simulation results in the next section. When there are a large number of moving obstacles to be avoided at the time, it is hard for the RVCs-MILP to be used online directly. Based on this problem, we propose an IHDR-based online learning mechanism showed in Fig. 2 .
This learning mechanism is motivated from the planning process of human beings. For a robot, it sets up a "state-action mapping" knowledge base by continuously offline training and online updating. This knowledge is stored in IHDR and forms some autonomous path planning skills. When the robot needs to perform a planning task, the method will search a best match of the current state in the knowledge base according to the external environments and the state of the robot. The corresponding action is evaluated by the performance criterion function. If the planning result is satisfactory, this action will be selected and output to the robot. Otherwise, the training program will restart to update the knowledge base by the data from the new state.
A. Presentation of knowledge-IHDR
Knowledge of the robot in the path planning problem is the mapping from the current state to the next step action of the robot, which can be presented mathematically:
Where, X is the input space vector. Here, it is the current state of the environment and the robot. Y is the output space vector. Here, it is the next step action of the robot.
The mapping can be approximated by an IHDR tree [6] in Fig. 3 . The building, retrieving and updating procedures of an IHDR tree have been shown in the paper [6] . Here, we only use this method to present the "state-action mapping" knowledge base in the trajectory generation of the robot.
The time to retrieve and update the tree for each newly arrived data point x is O(log(m)), where m is the size of the tree. This extremely low time complexity is essential for real-time online learning with a very large memory.
B. Knowledge base training and updating
Knowledge acquisition is from two aspects: offline training and the online knowledge updating. Different from the work in [6] , both of these process proceed automatically and continuously by running a training program. The training program is an optimal and repeatable path planning method. In this paper, RVCs-MILP is chosen as the training program.
The offline training is done whenever the robot is vacant. The training samples are used as initial knowledge to build an IHDR tree. The initial IHDR tree may be empty. Under the circumstances, the knowledge of the robot entirely depends on the online knowledge updating and the training program will be restarted frequently in the early phase.
C. Input space vector
The input space vector X includes the current state of the environment and the robot, which is defined according to the [ ]
Where,
The scale and dimension of these three vectors are different. In order to merge them together as the single input space vector X , the following normalization is needed:
Where V ω , ϕ ω and γ ω denote the scatter measurements [6] of the variates V , ϕ and γ ∆ , respectively, and V , ϕ and γ ∆ are the sample means.
D. Output space vector
The output space vector Y is the next step action of the robot, which is defined by
Where, 
E. Performance criterion function
The retrieving result of IHDR needs to be evaluated by the performance criterion function before being output. In the planning problem, it is a target pursuit and obstacle avoidance related function, defining as 
VI. SIMULATION RESULTS
The simulation in this section includes one vehicle, one moving target and multiple moving obstacles in a 2-D environment. The current position and velocity of the vehicle relative to the target and the obstacles are assumed to be known. Any next-step information is totally unknown to the path planner. It should be noted that the RVCs-MILP algorithm can avoid multiple obstacles with any contours. But, in order to highlight the efficiency of the algorithm for the obstacles with nonlinear boundary, also to compare the method with EA, the obstacles in this simulation are described by circles. More complex contour can be handled in the same way as long as the two tangents of the obstacle can be detected by the sensors.
A. Efficiency of the RVCs-MILP Method
To show the efficiency of the proposed algorithm, we illustrate a TPMOA scenario with three moving obstacles in different sizes following sine curve (see Fig. 4 The algorithm is run on a computer with a Pentium IV/2.40GHz processor. The MILP is solved by the QSopt function library [8] , which is embedded in the C language. The average computation time (20000 times iterations) for the path searching within one time step is about 3.3 ms. The resulted trajectory is shown in Fig. 4 . The vehicle can avoid the obstacles and catches the target successfully.
B. Comparison between RVCs-MILP and EA
The RVCs-MILP planner is compared with EA for the same TPMOA scenario. The RVCs-MILP generates a unique trajectory, but the result of EA dependents on the offspring number. This is shown in Fig. 5 , where the result of RVCs-MILP method in bold line does not change; but the EA result in light line, changes for different offspring numbers. Fig. 6 shows the comparison between RVCs-MILP and EA on the following performance indices: 1) Convergence (Fig. 5(a) ): The number of the failed cases in 50 trials. With the increase of the offspring times, the convergence of EA becomes better. All the trials are almost convergent when offspring times exceed 16. The RVCs-MILP converges as long as the constraints can be satisfied simultaneously. (Fig. 5(b) ): Totally time steps that the vehicle used to catch the target. It reduced from 21 of EA to 
2) Catching Steps
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14 of RVCs-MILP on the average. (Fig. 5(c) ): The path length that the vehicle catches the target. It reduced from 1420cm of EA to 1220cm of RVCs-MILP at most. (Fig. 5(d) ): Minimum distance between the vehicle and obstacles during the pursuit. RVCs-MILP saves distance compared to EA while avoiding the obstacle. These two methods adopt different strategies. RVCs-MILP chooses the path along the boundary of the unsafe area that has been defined in advance, while EA chooses the path near the central line between two obstacles.
3) Path Length
4) Minimum Obstacle Distance
C. Simulation on IHDR-based learning method
We obtained the training samples by changing the target velocity ( )
in the following training set:
There are 25 combinations in the training set, which produce 591 samples. Where, each combination is a complete trajectory. We use these samples to train an IHDR tree by randomly selecting an initial target velocity in the test set: . Comparing with the training method RVCs-MILP, it is close to the original planning. This result shows that the path planning result of the training method can be approximated well by the IHDR-based learning method. The test sample is not in the training set, which shows the self-adaptability and the self-learning ability of the method. Low computational load makes it can be conducted in real time. For the large number avoidance problem, the input vector is long. However, it does not increase the computational complex of the data retrieving in the IHDR tree. So, for any complex state, the proposed method is still valid for the real time use as long as the knowledge base is well trained.
VII. CONCLUSIONS
In this paper, MILP-based optimization is utilized in the proposed RVCs to generate the trajectory of a mobile vehicle with respect to TPMOA in dynamic environment. By using the RCVs, the obstacle constraints and objective function of TPMOA problem can be inherently described as linear inequalities, so that LP can be applied to find the optimal trajectory. The computation load of this algorithm is independent on the contour of either obstacle or target. When the obstacle number is small, this RVCs-MILP can be conducted in real time. With respect to TPMOA problem, the comparison between RVCs-MILP and EA clearly demonstrates the improvements of RVCs-MILP in terms of many aspects. The simulation also indicates that the execution time for RVCs-MILP to solve a 3-obstacle TPMOA problem is about 3.3ms, which is feasible for real time implementation on a practical system with equivalent computation ability. For the large number of obstacle avoidance, an IHDR based online learning mechanism is proposed. The time to retrieve and update the tree for each newly arrived data point x is O(log(m)). This extremely low time complexity is suitable for real-time online learning. The simulation result confirms the validation of these two methods. It also shows the self-adaptability and the self-learning ability of the method. 
