Optimization (ALTO) framework has opened up a new dimension for Internet traffic management that is complementary to the traditional application-agnostic traffic engineering (AATE) solutions currently employed by ISPs. In this paper, we investigate how ALTO-assisted Peer-to-Peer (P2P) traffic management functions interact with the underlying AATE operations, given that there may exist different application-layer policies in the P2P overlay. By considering specific P2P peer selection behaviors on top of a traffic-engineered ISP network, we conduct a performance analysis on how the application and network-layer respective performance is influenced by different policies at the P2P side. Our empirical study offers significant insight for the future design and analysis of cross-layer network engineering approaches that involve multiple autonomous optimization entities with both consistent and non-consistent policies.
INTRODUCTION
Traffic Engineering (TE) techniques have been extensively investigated for achieving cost-efficient resource utilization in ISP networks. The basic TE strategy is to obtain optimized traffic routing and forwarding configurations in order to achieve desired network performance targets. Optimized traffic delivery paths are computed based on the mapping of the static long-term traffic demand (i.e. the traffic matrix -TM) onto the underlying network topology. To do this, the network operator needs to accurately predict the overall traffic demand between all ingress and egress routers, for instance based on Service Level Agreements (SLAs) established with customers and also from long-term traffic measurements. Nevertheless, with the increasing popularity of peer-to-peer (P2P) applications in recent years, the prevalent traffic patterns in operational ISP networks have become increasingly difficult to capture. The key challenge for operators in dealing with traffic flows incurred by P2P overlays is the uncertainty in determining communication endpoints, which are under the control of end users. More specifically, given the ad hoc peer selection and content swarming behaviors based on (instantaneous) content chunk availability, peer reputation, and uplink capacity etc., the overall P2P traffic demand has become much more difficult for ISPs to forecast [1] . As such, solely relying on a static traffic matrix in order to perform traditional applicationagnostic traffic engineering (AATE) does not seem to be practically effective. This is especially true when P2P-based content flows dominate the overall network traffic, as is the case in some ISP networks [2, 3] .
More recently, proposals have appeared suggesting cooperation between applications and the underlying ISP network in order to achieve "win-win" solutions. In particular, the Application Layer Traffic Optimization (ALTO) framework is currently being investigated by the IETF [4, 5] . According to this approach, a dedicated ALTO server maintained by the ISP is responsible for providing necessary network information to the P2P overlay for supporting ISP-friendly peer selection. ALTO-based traffic optimization is no longer completely ISP-centric, as is the case with traditional AATE. Instead, traffic optimization can be "indirectly" enforced at the application layer, rather than by the ISP through manipulating traffic delivery paths in the network. Such paradigms open a new dimension in traffic optimization that has been traditionally performed only through routing and forwarding within the network. In this case, efficient network-aware (host-level) endpoint selection at the network edge can make a key contribution.
In this paper we conduct an empirical study in order to answer the following important questions concerning how to "position" the role of the new ALTO-based approaches in operational ISP networks for traffic optimization: ¾ What exactly is the behavioral interaction between ALTO and AATE if both are simultaneously but independently applied to operational ISP networks? ¾ How can different P2P overlay policies and objectives influence the overall network performance under joint traffic control by ALTO and AATE? ¾ What is the impact of the proportion of P2P flows in the overall Internet traffic on the network and application performance when ALTO and AATE interact with each other in a cooperative or semicooperative manner? It is important to note that, with the coexistence of ALTO and AATE, traffic patterns are influenced by the decisions of two independent autonomous entities: the application provider (the P2P overlay) who is responsible for performing ALTO 1 , and the underlying ISP who is responsible for performing AATE. In comparison with the AATE objective which tries solely to optimize use of the overall network resources at the ISP side, the definition of objective(s) for the P2P overlay is more complex. In this paper we consider the following three distinct scenarios: (1) the P2P overlay is fully-cooperative with consistent objectives as AATE, and does not take into account any application-layer requirements; (2) the P2P overlay is semicooperative, meaning that peer selection decisions are based on both network performance and application-layer requirements such as end-to-end delay between peers; and (3) the P2P overlay is non-cooperative, in which case peers are selfishly selected only according to application layer requirements.
II. RELATED WORK
The key idea of the ALTO framework is to disseminate necessary information about the underlying network up to the application overlays, typically peer-to-peer systems, for assisting intelligent endpoint (peer) selections towards a win-win situation between the application and the network. Towards this end, a dedicated ALTO server is needed that is responsible for passing network information up to the decision-making engine on peer selections at the P2P side. Currently ALTO is being standardized in the IETF, both on the problem formulation [4] and protocol specification [5] . This type of collaboration between P2P systems and ISPs has also been proposed in the literature, such as the Oracle Service [3] and P4P [6] . Specifically, it is proposed that some network information can be shared with the P2P overlay for selecting the best partner peers at the application level so as to reduce P2P traffic within the network while improving application performance.
In the literature, a number of works [7, 8, 9, 10] have investigated the interaction between TE and overlay network operations. We can classify these works into two categories. The first category focuses on the interactions between network-layer routing configurations decided by TE and logical overlay routing on top [7, 8] . In this scenario, TE and the overlay respectively adjust their own routing strategies in turn, based on each other's decisions. Compared with this type of interaction, the key difference from our work is as follows: we focus on the P2P overlay side which only considers how to select the best partner peers (i.e. the other endpoint of individual P2P connection sessions), rather than considering routing in the overlay. The second category of works [9, 10] focuses on CDN (Content Distribution Network) -like paradigms, and considers the interaction between network-layer routing decisions made by TE and application-layer content server selections. Our work differs from this category in the following three features. Firstly, in P2P overlay networks, peers, as both content producers and consumers, have highly dynamic join/departure patterns, whereas in the CDNs of [9, 10] content servers are statically provisioned in the network for providing content delivery services. Secondly, we consider symmetric content exchange patterns: in P2P overlays content is provided by each peer to the other; this differs from the previous studies in which a specific set of clients only download data from a number of dedicated content servers. Finally, in P2P overlays each peer needs to simultaneously fetch chunks of content from a set of partners, while in conventional CDNs a client typically requests content from one specific server at a time.
III. ALTO AND AATE INTERACTIONS
We model the ISP (with AATE) and the P2P overlay (with fully-, semi-, or non-cooperative behaviors) as two autonomous and rational players who play best-reply dynamics: one player chooses the best response based on the other's decisions in the previous round. Specifically, AATE aims to optimize the overall network performance by adjusting routing and/or forwarding decisions of customer traffic (including both P2P flows and non-P2P background traffic without differentiation) at the network layer. The changed routing/forwarding behaviors made by AATE for P2P traffic is then taken as input by the P2P overlay to take further actions. In the fully-cooperative case, the P2P overlay, assisted by the ALTO server and protocol, aims to exploit opportunities (by reselecting partner peers) for further improving the network performance which could not be achieved through routing or forwarding optimization by AATE in the previous round. In the semi-cooperative case, the P2P overlay considers the best trade-off between application-layer requirements and network performance according to its own strategy. Finally in the non-cooperative case, the P2P overlay selfishly performs peer reselections according only to application-layer objectives, especially for those peers whose performance has been affected by the previous AATE action due to route changes. As a result, the overall traffic performance can be affected by the adverse impact from the non-cooperative P2P overlay. The peer reselection action taken by the P2P overlay may further influence the overall traffic distribution within the network, possibly requiring further AATE operations from the ISP point of view. This is typically the case for semi-and non-cooperative cases where the objectives of the two players are inconsistent or even conflicting with each other. As a result, multiple rounds of bargaining interactions between the P2P overlay and AATE can be conceived. Throughout such an iterative process, the P2P overlay and AATE adjust their own decisions according to each other's input from the previous round. We follow the generic assumption made in [9] that each player (i.e. the (P2P) content service overlay and TE) runs its optimization until the other has finished its operations in each round. Figure 1 shows a generic interaction process between the ISP and the P2P overlay, which can be modeled as best-reply dynamics (which will be introduced in Section IV.E).
IV. NETWORK AND P2P POLICY MODELING

A. Network & P2P Overlay Models
We consider a physical Point-of-Presence ( and non-P2P flows to improve network performance through (re-) optimizing traffic splitting ratios across multiple paths. Now we specify the P2P overlay model in which each peer is associated with one of the PoP nodes in the network topology. Without loss of generality, we consider multiple simultaneous P2P sessions running over the network, with each session containing a distinct set of active peers sharing the same content. If one end-user participates in multiple P2P sessions, they are treated separately. Let V denote a set of active peers physically attached to network G. Each client peer in a P2P session z needs to connect to a set of partner peers from all available candidates in session z (denoted by V(z)), and download content from them at certain transmission rates. In this case the actual partner set for a specific client peer u (denoted by V u (z)) is a subset of all the available peers in session z, i.e.,
B. Non-cooperative P2P Overlay Policy
A non-cooperative P2P overlay aims to exclusively optimize the performance experienced by end users, for example reducing end-to-end delay between interconnected peers. According to [11] , end-to-end delay, which is of interest to P2P applications, can be often determined by the physical network distance (propagation delay) between PoP nodes in well over-provisioned networks. As far as each pair of interconnected peers is concerned, if the P2P flow is split across multiple physical paths, then the actual end-to-end delay between them is the one associated with the longest delay path. Let d a be the delay of physical link a∈ A, and the delay between a PoP node pair be the sum of the delay associated with each link constituting the longest path between them. The selfish objective by the non-cooperative P2P overlay can be formulated as:
where
Y is the binary mapping coefficient, equal to 1 if link a constitutes the longest path from PoP node u to v, and equal to 0 otherwise. As such, it can be seen that the ultimate goal of the non-cooperative P2P is to minimize the overall end-to-end delay for individual peers at the application layer, without taking into account any network requirements or conditions.
C. Semi-and Fully-cooperative P2P Overlay Policies
The ALTO proposal enables cooperative P2P approaches. As such, network conditions can be taken into account in order to assist intelligent peer selection at the application level. In this paper we consider two distinct scenarios in the cooperation context: semi-and fully-cooperative P2P overlays. Specifically, the semi-cooperative P2P overlay aims at multiple objectives concerning both network resource optimization and application-layer P2P performance when performing peer selections. The fully-cooperative P2P overlay follows exactly the same objective as defined by AATE for optimizing network resources, but without considering application layer requirements. Although it is as yet unknown whether P2P applications will be willing to adopt the fully-cooperative policy in practice, this scenario can be used as a reference point for evaluating the performance of the other cases.
Let us first look at the semi-cooperative scenario on the P2P side. The objective is to reduce the overall delay between the interconnected peers, which is consistent with Eq. 1 in the non-cooperative case. On the ISP side, we use the metric , u v p to denote the interface variable for optimizing network resources (known as P4P p-distance interface in [6] ) that is computed by ALTO server based on the underlying network information, and then provided to P2P overlay for assisting ISP-friendly peer selections. With , u v p and a weighting coefficient β ( β >0) indicating relative weighting of two potentially conflicting objectives, the P2P side's objective function shown in Eq. 1 is extended for the semicooperative case:
Now we specify how , u v p is used here in order to include the AATE objective at the ISP side. In this semi-cooperative model we consider how to minimize the overall M/M/1 based network cost [8] . Such optimization is computed by the ALTO server with the necessary knowledge of the network status. For traffic demand, let bt a and pt a be the overall non-P2P background traffic and P2P traffic over the physical link a respectively, which can be expressed as: between P2P overlay and ALTO server for both sides' optimization. Finally, we specify the modeling of the fully-cooperative P2P overlay scenario that follows the same objective as AATE, i.e. to minimize network cost, but without considering any application-layer P2P performance. An interface variable , u v p also needs to be provided from the ALTO server to the P2P overlay for peer selection operations. However the calculation of , u v p is solely based on the network requirement reflected by the AATE objective. Since this P2P overlay policy does not take into account any application-layer requirement such as end-to-end delay, the objective function for the fully-cooperative P2P policy can be simply expressed as:
It worth mentioning that the fully-cooperative P2P overlay theoretically produces the ideal situation for the interaction, since P2P overlay and AATE have consistent objectives but perform the optimization at different layers (application level and physical level). Although it might not be always a practical scenario due to distinct operational objectives at the two sides in reality, we can certainly use it as a baseline to evaluate the other two scenarios (noncooperative and semi-cooperative P2P overlays) in our simulation.
D. Application-agnostic Traffic Engineering
AATE operations are applied in order to optimize the overall network performance, such as minimizing overall network cost. Thanks to network monitoring techniques, an ISP typically has full knowledge of network status and the estimated overall traffic volume between individual PoP pairs. Again, we emphasize that AATE aims to optimize the overall network performance rather than any specific type of traffic.
As we mentioned previously, we consider consistent objectives/cost functions between AATE and the fullycooperative P2P policy at the network side. As far as AATE is concerned, we still use the M/M/1 network cost function, but represent it in a different manner for describing the ISPcentric AATE operations. A generic AATE function, ( ) K ⋅ is a non-negative, convex, and increasing function of the link load (M/M/1). Given the traffic demands between individual PoP node pairs, the overall traffic load T a on the physical link a ∈A is the sum of all bandwidth demands of flows over this link, including both P2P traffic and non-P2P traffic, i.e. T a = bt a +pt a . From the AATE point of view, T a is also equal to node and tail node of link a respectively. With this convex increasing function, we formulate the AATE objective as a convex optimization when it has linear constraints. Global optimality can be reached through classical algorithms such as feasible direction methods [12] . It should be also noticed that it is required that T a < C a in order to avoid a singularity point at T a = C a , as in [7, 8, 9] .
E. AATE and P2P Overlay Interaction Analysis
In this section we model the interaction as best-reply dynamics, where each of the two rational players decides its own best strategy in response to the change of behavior of the other player in the previous round. The AATE and the P2P overlay take turns to optimize their own objectives in this interaction.
The strategy space that is applied by AATE can be described as a set of feasible traffic splitting ratio configurations between each PoP node pair <i, j>. This can be expressed as:
On the other hand, the strategy space of the P2P overlay is a set of partner peers V u (z) of every single client peer u that are selected from all available peers candidates V(z) in each session z. The non-cooperative P2P overlay selects the best partner peers to minimize the end-to-end delay among interconnected peers for each client in the session. Conversely, both network performance and user's experience are jointly taken into account (with weighting) by the semi-cooperative P2P paradigm. Finally, a fullycooperative P2P overlay selects peer based on network engineering requirements only, while sacrificing its own P2P performance at the application layer. (10) In the beginning, based on the current traffic distribution AATE takes the first turn to optimize the traffic splitting ratio on every physical link in the network in order to minimize overall network cost, without any difference between P2P traffic and non-P2P traffic. Since the actual delivery paths of P2P traffic are changed by this AATE operation, the P2P performance (e.g. end-to-end delay between existing interconnected peers) may be affected. In particular, if some P2P traffic is shifted to a longer path, the corresponding peers may experience higher end-to-end delay after such a change. In the non-cooperative case, in order to maintain the original quality of experience, the P2P overlay will reactively re-select some alternative partner peers (if they exist) within individual sessions in order to regain the original application performance that was affected by the path selection reconfigurations. Such a reaction at the P2P side may also occur in the semicooperative scenario, depending on the weighting coefficient between network and application objectives. Due to this reshuffling of peer connections following the previous round of AATE operation, the overall network traffic pattern may be changed significantly. As such, AATE may need to further readjust traffic splitting ratios in order to maintain its own objective in the next round. This is not the case for the fully-cooperative P2P overlay case where convergence can be reached since both parties follow exactly the same optimization objective (see section IV.C). On the other hand, the non-cooperative P2P (or semicooperative P2P) and AATE take turns to optimize their own operational objectives according to previous decision of the other player, which can be modeled as:
V. EXPERIMENTAL SETUP AND TEST SCENARIOS
A. Simulation Setup
We use the real PoP-level GEANT network topology [13] and traffic traces in our simulation experiments. The GEANT network consists of 23 nodes and 74 unidirectional inter-PoP links according to data published in 2006 [11] . According to [11] , the IGP link weight setting in GEANT is based on end-to-end latency, and hence customer traffic is effectively routed on the lowest delay paths. In addition, the actual GEANT traffic traces are obtained through the public dataset in [14] .
The P2P traffic used in our experiments is synthetically generated according to the measured pattern of today's popular P2P applications [1] . We consider 20 concurrent P2P sessions, with each session attracting up to 1200 peers (specific numbers depends on the P2P traffic proportions under evaluation, see section V.B). The overall distribution of these peers in each PoP node is determined according to the actual population of each city (PoP), in which case larger PoP nodes have more peers assigned. Without loss of generality, our experiments include both popular and less popular sessions in the P2P overlay. For each requesting peer, there is a primary peer who feeds on average three times content as other auxiliary ones; this is also according to the measurement results from [1] .
B. Simulation Scenarios
In our study, we consider the following three distinct traffic ingredient patterns: the overall P2P traffic demand is set to be low, medium or high proportion of the overall network traffic volumes, i.e. the P2P traffic accounts for 20% (low), 50% (medium), or 80% (high) of the overall network traffic. Such configurations are reasonable as it has been observed that the actual proportion of P2P traffic in the Internet varies significantly and it may peak at 80% [1, 2] . It can be inferred that AATE becomes the main driving force for optimizing the overall traffic load in the scenario of low P2P proportion, while ALTO's impact on the overall network performance increases with a higher P2P traffic proportion. In addition, we set the value of weighting coefficient ( β =0.5) in the semi-cooperative P2P to interact with AATE in our simulation. We model the three distinct P2P overlay behaviors (non-cooperative, semi-cooperative and fully-cooperative) to interact with AATE for 100 rounds in our evaluation. AATE initiates the interaction processes, so that AATE takes a turn at every odd round and the P2P overlay takes a turn at every even round. Since the fullycooperative P2P and AATE have consistent objectives in optimizing the overall network cost, such a scenario is obviously able to achieve the best results (out of the three scenarios) at the network side, and hence it is used as the reference one in order to evaluate the network performance of the other two, including both overall network cost and maximum link utilization (MLU).
Non/Semi-cooperative P2P (t) , (1 100) Fully-cooperative P2P (t) t ≤ ≤ (12) In addition to the network performance we also investigate P2P side performance, such as end-to-end delay that can be reflected by the IGP distance [11] . In this case, the non-cooperative P2P overlay, whose objective is solely to improve user quality of experience (reducing delay), can be regarded as the reference point to evaluate the application-oriented performance of the semi-and fully-cooperative P2P behaviors.
Fully/Semi-cooperative P2P(t) , (1 100) Non-cooperative P2P (t) t ≤ ≤ (13) Figure 2 shows the overall network cost performance of the non-and semi-cooperative P2P interacting with AATE in three different P2P traffic proportions of the overall network traffic (across 100 rounds). These are the relative ratios against the fully-cooperative scenario (see Eq. 12) whose overall network cost converges after the 2 nd iteration according to our results, thanks to the completely consistent objectives between the two entities. More specifically, following the first round AATE operation, the fullycooperative P2P overlay continues improving the network performance, without leaving any space for the next round of AATE optimization for any further enhancement. It is clear from Figure 2 that the overall network performance achieved by the semi-cooperative scenario is constantly better than the non-cooperative one, due to the more ISP-friendly objective. On the other hand, we can clearly observe the oscillatory behaviors of the non-and semi-cooperative cases in Figure 2 . The reason is that the interaction between AATE and the P2P overlay is processed in an interleaved manner where AATE first obtains the best network cost solution, but the outcome of the P2P selfish behavior then leads to deteriorated network performance due to the inconsistent objectives with AATE. In response to the affected network performance caused by P2P overlay, AATE needs to re-compute the splitting ratios with the aim to regain the original performance. It is particularly worth mentioning that the oscillation degree (defined as the relative ratio between the maximum and minimum values across the 100 rounds) of the noncooperative P2P becomes higher as the P2P traffic proportion increases (12%, 23% and 30% in the low, medium and high cases respectively). The reason for this situation is as follows. With the increase of the P2P traffic proportion, more peers have the opportunity to perform selfish peer (re-) selections based on their own end-to-end delay objectives. Such a significant traffic pattern change results in a larger optimization space for AATE in the next round that aims to regain the original optimized performance. We can clearly observe that the high-degree oscillation remains across the entire 100 rounds due to the dynamics of the high P2P traffic proportion influenced by both the P2P overlay and AATE with conflicting policies. However the oscillation degree of the semi-cooperative P2P stays lower (10%, 8% and 9% in the low, medium and high cases respectively) than the non-cooperative P2P scenario, and does not become higher as the P2P traffic proportion increases in Figure 2 . This phenomenon is also due to the more "close" optimization objective in the semi-cooperative case in comparison to the non-cooperative one. We now look at the relative performance gap of each specific policy across different proportions of P2P traffic. First of all, we can see that the overall network cost becomes higher for the non-cooperative scenario with the increase of P2P traffic proportion (on average 18%, 64% and 104% against the fully-cooperative scenario for the low, medium and high cases across the 100 rounds). Again, this outcome is expected: following a high number of non-cooperative peer reselection operations as it becomes more difficult for AATE to re-obtain the network performance achieved previously. This is in contrast to the semi-cooperative scenario which takes into account network objectives when performing peer reselections. As shown in Figure 2 , the overall network performance does not change that dramatically across the three P2P traffic proportion cases (on average 12%, 34% and 29% on the low, medium and high cases respectively). In fact the performance gap between the semi-and noncooperative scenarios becomes more significant with the increase of the P2P traffic proportion. This result indicates that, as far as network performance is concerned, the semicooperative policy is able to exhibit good optimization capability in those ISP networks where P2P flows significantly dominate the overall traffic. In addition to the overall network performance, we also show in Figure 3 the maximum link utilization (MLU) dynamics. This is because MLU is another common metric that is often used to evaluate network performance. Similar oscillation performance curves can be observed for the same reason we mentioned before. Nevertheless, it should be noted that although both the network cost and MLU are popular metrics for evaluating network utilization, they are not always consistent with each other. The degree of MLU oscillation for the non-cooperative scenario does not strictly follow that of the network cost. A possible explanation is that the MLU is not as "sensitive" as the overall network cost, as the utilization of the most loaded link may remain the same despite the traffic dynamics elsewhere in the network that still influence the overall network cost.
VI. PERFORMANCE EVALUATION
A. Performance Analysis
We now investigate the end-to-end delay (a typical useroriented metric) for P2P sessions, as shown in Figure 4 . The same evaluation methodology is adopted as to the one used in evaluating network-oriented performance. Nevertheless it is also worth mentioning that we use the delay of the noncooperative P2P case (Eq. 13) as the reference point, given it is expected to achieve the best delay performance due to the selfish behavior at the P2P side. On the other hand, it is also important to note that, like the network cost, the actual endto-end delay for the fully-cooperative scenario converges after the 2 nd round as indicated before, while the reference curve from the non-cooperative case has oscillations. This is because the optimized delay achieved by the selfish peer selection can be significantly impacted by the follow-up AATE operation that aims at network resource optimization. It is not difficult to infer that the next round of peer selections pulls back to a re-optimized delay. Once again, we observe that the degree of oscillation in medium and high proportion P2P traffic is higher than that in low P2P traffic. Last but not least, an interesting finding from Figure 4 (c) is that the "worst-case" (i.e. peak) delay of the fullycooperative scenario is not significantly worse than that of the semi-cooperative one in case of high P2P traffic. This observation can be conflicting with the intuitive view that the fully-cooperative policy biases too much to the network optimization objective at the expense of P2P performance deterioration. According to our results, in those ISP networks that are heavily loaded with P2P traffic the fully-cooperative policy is preferable in order to result in improved network performance without impacting much on P2P application performance.
B. Key Observations
Based on our evaluations on the three different P2P overlay policies vs. application-agnostic TE in low, medium, and high P2P traffic proportion cases, we summarize the following key observations.
First of all, while it is intuitively desirable to perform simultaneously joint traffic optimization across applicationand network-layers, i.e. ALTO and AATE as complementary to each other, different policies adopted at the P2P overlay may result in dramatically different performance at both the network and application side. Due to the potentially conflicting objectives by the two independent entities, both the absolute performance (e.g. the actual values of network cost, MLU and delay) and their oscillation dynamics can be affected. As such, any future joint optimization paradigms controlled by multiple parties/layers should consider both performance improvements as well as the overall system stability, as pointed out here. Second, the performance at both sides can be also significantly influenced by the traffic type ingredients, for instance the proportion of P2P traffic that can be directly manipulated by the ALTO optimizer at the overlay side. Given the dramatically varying proportions of P2P traffic in different ISP networks, extra complexity can be introduced in cooperative traffic optimization involving multiple autonomous parties across the entire Internet. Finally, it is easy to see that some trade-off between conflicting policies (e.g. the semi-cooperative scenario) are to be most likely to achieve desired trade-off between application and network-level performance, particularly in the scenario where P2P flows dominate the overall network traffic. Another interesting observation is that, although the fully-cooperative policy does not achieve as good application-level (i.e. delay) performance as the semicooperative one, the performance gap is not very big in case of high proportion of P2P traffic. Given the fact that the fully-cooperative policy has high capability in optimizing network performance, such a policy could be considered by the P2P overlay at the expense of moderate (i.e. less than 10%) worst-case performance deterioration.
VII. CONCLUSIONS
Thanks to the recently proposed ALTO framework, ISPfriendly peer selection approaches by P2P applications have become possible by taking into account underlying network performance. However, such solutions are not sufficient for optimizing the entire Internet traffic given the existence of different types of flows. With the dramatically varying proportion of P2P traffic across ISP networks, one important issue that needs to be investigated is how ALTO-assisted P2P traffic management may interact with traditional application-agnostic traffic engineering (AATE), given that both are necessary and complementary to each other. In this paper we studied three distinct behavioral policies: non-(also denotes the situation where ALTO is not available), semiand fully-cooperative that can be possibly adopted by the P2P overlay over the AATE operations performed by the ISP. Such interactions were modeled using the best-reply dynamics, according to the other entity's behavior in the last round. Our evaluation experiments based on the GEANT network data have yielded interesting results that can potentially shed light on future joint traffic management performed by multiple autonomous entities with their own policies. In particular, we have identified the following two major factors that need to be specifically considered when deploying such approaches: (1) the degree of consistency in the optimization objectives adopted by autonomous parties where some trade-off may be necessary, and (2) the specific proportion of P2P traffic that can be controlled by the application-layer optimizer. According to our results, these two factors may significantly impact the overall performance at both the network and the P2P application overlay.
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