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Resumen 
 
Actualmente nos encontramos que ahí una gran masificación de equipos 
inalámbricos que hace que las conexiones sean menos fiables. Una de las 
soluciones que se plantea a este problema es el sistema de colaboración, en 
la que equipos que no están directamente implicados, nodos relays, ayudan a 
la transmisión entre el emisor y el receptor. De esta forma, siempre que el 
enlace entre los relays y el receptor sea mejor que el del emisor y el receptor, 
puede suponer un aumento de la velocidad de transmisión. 
En este documento nos centramos en un método de cooperación llamado 
Cooperative ACK, en el que en vez de pedir retransmisión al nodo origen la 
solicitaremos a los nodos vecinos. 
Se tratara de evaluar la eficacia del método de colaboración bajo demanda 
con respecto al estándar IEEE 802.11b. Para ello realizaremos todas las 
modificaciones necesarias para que el driver al recibir un paquete erróneo 
solicite colaboración a los nodos vecinos, en lugar de pedir retransmisión al 
nodo origen. 
Una vez realizados los cambios en el driver pasaremos a realizar distintas 
medidas por tal de comprobar las ventajas del sistema de colaboración con 
respecto al original. Primero, deberemos configurar nuestra red de forma que 
tengamos todos los equipos que formaran parte del experimento, es decir, 
nodos relays, emisor y receptor.  
Una vez configurado pasaremos a realizar las medidas oportunas por tal de 
analizar el sistema de colaboración contra el comportamiento del driver original 
al realizar una transmisión errónea. Básicamente consistirán en ver el tiempo 
medio y desviación típica que tardan los relays a enviar cierto número de 
retransmisiones. 
Una vez realizadas las medidas y analizadas las curvas llegaremos a la 
conclusión de que el driver modificado es más eficaz a partir de la tercera 
retransmisión, y se exponen ciertas propuestas para poder mejorar el 
mecanismo de colaboración, de forma que siempre sea más eficaz que la 
retransmisión de paquetes del driver original. 
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Overview 
 
 
At the moment we were that there a great overcrowding of wireless equipment 
that causes that the connections are less trustworthy. One of the solutions that 
consider to this problem is the collaboration system, in which equipment that 
directly is not implied, nodes relays, helps to the transmission between the 
emitter and the receiver. Of this form, whenever the connection between the 
relays and the receiver is better than the one of the emitter and the receiver, it 
can suppose an increase of the speed of transmission.  
In this document we concentrated in a called method of cooperation 
Cooperative ACK, in which instead of to request broadcasting to the node we 
will ask for it to origin to the neighbouring nodes.  
Would be to evaluate the effectiveness of the method of collaboration under 
demand with respect to the IEEE standard 802.11b. For it we will realise all the 
modifications necessary so that driver when receiving an erroneous package 
asks for collaboration to the neighbouring nodes, instead of to request 
broadcasting to the node origin.  
Once realised the changes in driver we will happen to realise different 
measures by so verifying the advantages of the system of collaboration with 
respect to the original one. First, we will have to form our network so that we 
have all the equipment that formed part of the experiment, that is to say, nodes 
relays, emitter and receiver.   
Once formed we will happen to realise the opportune measures by so 
analyzing the system of collaboration against the behaviour of original driver 
when realising an erroneous transmission. Basically they will consist of seeing 
the time average and standard deviation that take the relays to send certain 
number of broadcastings.  
Once realised the measures and analyzed the curves we will reach the 
conclusion that modified driver he is more effective from the third broadcasting, 
and certain proposals are exposed to be able to improve the collaboration 
mechanism, so that it is always more effective than the broadcasting of 
packages of original driver.  
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INTRODUCCIÓN 
 
 
En este documento se trata de dar propuestas de mejora para la problemática 
de la masificación de usuarios en las redes inalámbricas (estándar IEEE 
802.11), utilizando dicha masificación en nuestro beneficio, mediante el método 
de cooperación. 
Éste consiste en que un nodo al recibir un paquete erróneo, en vez de solicitar 
retransmisión al nodo origen, solicita ayuda a los nodos vecinos, mediante el 
paquete CFC (Call of Cooperation). Dichos nodos vecinos (relays) enviaran su 
copia del paquete al nodo destino, y este cuando obtenga el paquete entero y 
sin errores enviara un paquete de final de colaboración (ACK) al nodo emisor 
para que sepa que la cooperación ha terminado satisfactoriamente.  
Para ello se utilizará un driver de código libre para poder modificarlo de forma 
que realice lo explicado con anterioridad. El driver que se utilizara es el HostAP 
para tarjetas inalámbricas 802.11b, es necesario que las tarjetas contengan el 
chipset Prism 2, 2.5 o 3 para ser compatibles con HostAP. 
Una vez modificado nuestro driver pasaremos a configurar nuestra red, que 
consistirá en: un nodo origen, un nodo destino, un nodo monitor (para capturar 
el trafico) y 8 nodos relays. 
Con el driver modificado y la red configurada ya podemos pasar a realizar las 
medidas necesarias para comprobar el funcionamiento del método de 
cooperación con respecto al driver original. Las medidas consistirán en 
comparar los tiempos que tarda en recibir cierto número de copias (paquetes 
de 512 y 1024Bytes) a diferentes velocidades (5’5 y 11Mbps) tanto con driver 
modificado como el original, y así poder ver si nos conviene o no la 
cooperación.  
Finalmente llegamos a las conclusiones que nuestro driver retransmite mas 
rápido los paquetes, sobretodo a partir de la tercera retransmisión, y por lo 
tanto conviene su utilización. Es decir nos conviene la cooperación cuando, 
para obtener el paquete completo, recibimos 3 o mas retransmisiones de dicho 
paquete. Además se plantean diferentes opciones que podrían mejorar más 
aun el driver. 
 
En el primer capítulo veremos una introducción al estándar IEEE 802.11, norma 
por la que se rigen actualmente muchas de las comunicaciones inalámbricas 
de corto alcance, así como los objetivos a cumplir en este documento. 
 
En el segundo capítulo se expone como será el funcionamiento de nuestro 
driver modificado. También veremos todo el código que se ha añadido con los 
comentarios de que realiza cada parte. 
 
El tercer capítulo corresponde a la configuración de nuestra red. Aquí veremos 
como se tiene que configurar cada nodo (modo, velocidad, frecuencia, etc.) y 
las diferentes instrucciones utilizadas para llevar a cabo dicha configuración. 
 
En el cuarto capítulo nos ocuparemos de las medidas. Primero se hace una 
pequeña explicación de cómo se ha realizado el procedimiento de obtención de 
dichas medidas. Después se pasa a la realización de las diferentes medidas 
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consideradas para la comparación entre los drivers, y por ultimo unas 
pequeñas conclusiones para cada comparación.  
 
El quinto y último capítulo corresponde a las conclusiones. Donde se 
expondrán todas las conclusiones obtenidas durante la realización de este 
proyecto. 
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CAPÍTULO 1. PRESENTACIÓN 
 
Cuando hablamos de Wi-Fi nos referimos a una de las tecnologías de 
comunicación inalámbrica mediante ondas más utilizada hoy en día. Wi-Fi, 
también llamada WLAN (wireless lan, red inalámbrica) o estándar IEEE 802.11. 
De hecho, son su velocidad y alcance (unos 100-150metros) lo convierten en 
una fórmula perfecta para el acceso a Internet sin cables. 
 
Uno de los problemas más graves a los cuales se enfrenta actualmente la 
tecnología Wi-Fi es la progresiva saturación del espectro radioeléctrico, debida 
a la masificación de usuarios, esto afecta especialmente en las conexiones de 
larga distancia (mayor de 100metros). En realidad Wi-Fi está diseñado para 
conectar ordenadores a la red a distancias reducidas, cualquier uso de mayor 
alcance está expuesto a un excesivo riesgo de interferencias. 
 
La norma IEEE 802.11 fue diseñada para sustituir el equivalente a las capas 
físicas y MAC de la norma 802.3 (Ethernet). Esto quiere decir que en lo único 
que se diferencia una red Wi-Fi de una red Ethernet es en cómo se transmiten 
las tramas o paquetes de datos; el resto es idéntico. Por tanto, una red local 
inalámbrica es completamente compatible con todos los servicios de las redes 
locales Ethernet. 
 
 
1.1. Estándar IEEE 802.11. 
 
El estándar 802.11 establece los niveles inferiores del modelo OSI (capas física 
y de enlace de datos), especificando sus normas de funcionamiento en una 
WLAN. 
 
La capa física define la modulación de las ondas de radio y las características 
de señalización para la transmisión de datos. Mientras, la capa de enlace de 
datos define la interfaz entre el bus del equipo y la capa física, y las reglas para 
la comunicación entre las estaciones de la red. 
 
Ahí diferentes versiones del estándar, las más usadas son las siguientes: 
 
• 802.11b: El estándar 802.11b es el más utilizado actualmente. Ofrece un 
rendimiento total máximo de 11Mbps (6 Mbps en la práctica) y tiene un 
alcance de hasta 300metros en un espacio abierto. Utiliza el rango de 
frecuencia de 2,4GHz  con tres canales de radio disponibles. Su 
codificación es CCK, aunque también admite DSSS para mantener 
compatibilidad con equipamiento anterior. 
 
• 802.11g: El estándar 802.11g ofrece un ancho de banda elevado (con 
un rendimiento total máximo de 54Mbps pero de 30Mpbs en la práctica) 
en el rango de frecuencia de 2,4GHz con codificación OFDM. El 
estándar 802.11g es compatible con el estándar anterior, el 802.11b. 
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Ambos estándares utilizan el modo de acceso CSMA/CA (Carrier Sense 
Multiple Access with Collision Avoidance). 
1.1.1. El protocolo CSMA/CA. 
CSMA/CA es un protocolo de control de redes de bajo nivel que permite que 
múltiples estaciones utilicen un mismo medio de transmisión. Su 
funcionamiento es el siguiente: 
Cada equipo anuncia opcionalmente su intención de transmitir antes de hacerlo 
(DIFS), para evitar colisiones entre los paquetes de datos. De esta forma, el 
resto de equipos de la red sabrán cuando hay colisiones y, en lugar de 
transmitir la trama en cuanto el medio está libre, se espera un tiempo aleatorio 
adicional corto (BackOff), solamente si, tras ese corto intervalo, el medio sigue 
libre, se procede a la transmisión. De esta forma se reduce la probabilidad de 
colisiones en el canal. 
Aunque CSMA/CA asegura que un nodo va a obtener un acceso al medio, no 
se asegura que el nodo destino esté en contacto con el nodo origen. Para 
solucionar este problema se ha añadido un procedimiento de saludo adicional 
al protocolo de la capa MAC. Este procedimiento se ha denominado protocolo 
de MAC inalámbrico de fundamento distribuido (DFW MAC) con el fin de que 
sirva para los diferentes métodos de la capa MAC. 
Para enviar una trama, el equipo origen primero envía una trama corta de 
control de solicitud de transmisión RTS (Request To Send). Este mensaje de 
control contiene las direcciones de MAC del equipo origen y destino. Si el 
equipo destino recibe esta trama, devolverá una contestación: preparado para 
transmitir CTS (Clear To Send) o receptor ocupado (RxBUSY). En caso de que 
la respuesta sea afirmativa el equipo origen transmite la trama en espera 
(DATA). El equipo destino puede recibir mensaje correctamente, contestara 
con confirmación positiva ACK (ACKnowledged), o incorrectamente con lo que 
la contestación será confirmación negativa NAK (NAKnowledged), entonces el 
equipo origen tratara de volver a enviar el mensaje. Este procedimiento se 
repite un número predefinido de veces hasta conseguirse una transmisión 
correcta de la trama DATA. 
A continuación se muestra un esquema general de este procedimiento. 
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Fig. 1.1. Ejemplo de acceso bajo el protocolo CSMA/CA. 
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1.2. El concepto de colaboración o cooperación. 
 
Las comunicaciones cooperativas son las diferentes técnicas que tratan de 
aprovechar la diversidad espacial entre usuarios vecinos, aprovechando la 
masificación de usuarios, para mejorar la eficacia de un sistema inalámbrico. 
De esta forma, las estaciones vecinas, que no estarían involucradas en la 
comunicación, ofrecen un tipo de ayuda.  
Utilizando el proceso de colaboración se pretende obtener un aumento en la 
velocidad de transmisión, un consumo de energía más eficiente y una mayor 
cobertura. 
 
En este estudio nos centramos en una clase específica de comunicación 
cooperativa: Cooperative ARQ. 
 
1.2.1. Cooperative ARQ. 
 
El concepto de ARQ (Automatic Repeat reQuest) se basa en que el equipo 
receptor especifica al emisor que paquete retransmitir, cuando este no se ha 
recibido correctamente (típicamente mediante el envío de NACK). 
 
Así C-ARQ aprovecha que el canal de transmisión de las redes inalámbricas es 
el aire,  y por lo tanto los paquetes son recibidos por más equipos, para solicitar 
las retransmisiones a los usuarios que oyeron por casualidad la transmisión 
original. Es decir, la retransmisión del paquete no se le pide al emisor, ya que 
este tiene un mal canal con el receptor, sino a los vecinos (relays) que puedan 
haber oído la transmisión y que tengan un mejor canal. 
De esta forma se aumenta la robustez y la eficacia de las comunicaciones 
inalámbricas explotando la diversidad espacial. 
 
Para poder hacer funcionar C-ARQ eficientemente se realiza una extensión del 
protocolo de control de acceso (MAC) del estándar IEEE 802.11. Esta 
extensión se denomina PRCSMA (Persistent Relay Carrier Sensing Multiple 
Access). 
 
1.2.1.1. PRCSMA 
 
El PRCSMA es un protocolo de la capa MAC diseñado para coordinar las 
retransmisiones de los relays en las redes inalámbricas con C-ARQ.  
 
La idea principal es que siempre que un equipo destino reciba un paquete con 
errores, pida retransmisiones a los nodos vecinos (relays) que oyeron por 
casualidad la transmisión original. Entonces, los relays enviarían al nodo 
destino lo que han recibido del paquete original. El equipo destino puede 
reconstruir el paquete original, utilizando Maximum Ratio Combining o Majority 
Voting, entre otras posibilidades. Por lo tanto, cualquier equipo que oiga por 
casualidad una transmisión, se convierte en un ayudante potencial para ayudar 
a cualquier equipo que reciba un paquete con errores.  
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PRCSMA esencialmente se basa en el estándar IEEE 802.11. Sin embargo, 
hacen falta algunas modificaciones para cumplir los requisitos específicos de 
C-ARQ.  
 
El esquema de trabajo con PRCSMA seria el siguiente: 
 
Un nodo origen envía paquetes a un nodo destino. El canal que une a estos 
dos nodos es malo o esta sintonizado a baja velocidad, por lo tanto no se 
reciben los paquetes correctamente o tardan mucho en llegar. 
 
Los relays estarán en modo promiscuo, por lo que también recibirán el paquete 
enviado por el nodo origen. Estos guardaran una copia del paquete. 
 
 
 
 
Fig. 1.2. Envío paquete original. 
 
 
Dado que nuestro canal es malo, la retransmisión del paquete no será muy 
eficiente. Por lo tanto crearemos un nuevo paquete de control llamado CFC 
(Call For Cooperation). Dicho paquete lo enviara el nodo destino solicitando 
cooperación a los nodos vecinos.  
 
 
 
 
Fig. 1.3. Envío del CFC. 
 
 
El nodo origen, al recibir el CFC, sabrá que ahí un proceso de colaboración en 
marcha, por lo tanto, no retransmitirá una copia y esperara a que la 
colaboración termine.  
 
Los relays al recibir el paquete CFC, enviaran sus copias del paquete al nodo 
destino, siempre que tengan una copia del paquete original. Dichos relays 
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competirán todos por el canal para intentar retransmitir su copia, 
independientemente de si su canal es bueno o malo. Así, que se propone 
priorizar los nodos que tengan mejor canal (selección de relays) de forma que 
estos tengan una ventana de backoff menor que los que tienen un peor canal. 
El nodo destino, ya sea combinando las respuestas o por recibir el paquete 
entero correctamente, obtendrá el paquete original. 
 
 
 
 
Fig. 1.4. Recepción de copias. 
 
 
Una vez que el nodo destino ha obtenido el paquete original entero, mediante 
la colaboración, enviara un paquete de control (ACK) al nodo emisor y los 
relays notificando que la cooperación ha terminado satisfactoriamente, y por lo 
tanto, el nodo origen no tiene que reenviar el paquete y los nodos relays 
pueden eliminar la copia de este.  
 
 
 
 
Fig. 1.5. Envío del ACK de final de colaboración.  
 
A continuación podemos ver un diagrama temporal de intercambio de 
paquetes, para facilitar la comprensión y funcionamiento del protocolo. 
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Fig. 1.6. Diagrama temporal de envío de paquetes en un protocolo de 
cooperación PRCSMA. 
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1.3. Objetivos. 
 
En este proyecto se continúa el estudio realizado con anterioridad (Análisis 
experimental de la cooperación bajo demanda en redes inalámbricas 802.11), 
en el cual se aborda la colaboración en la etapa de recepción, cuando un 
equipo reciba un paquete erróneo tratara de recibir ayuda de sus equipos 
vecinos (relays). 
 
Los objetivos a cumplir son los siguientes: 
 
• Utilización de un driver de código libre y accesible, para poder 
modificarlo. El driver que se utilizara es el HostAP para tarjetas 
inalámbricas 802.11b. 
 
• Utilización de unas tarjetas inalámbricas compatibles con el driver 
HostAP, es necesario que contengan el chipset Prism 2, 2.5 o 3. 
 
• Instalación de Linux en el puesto de trabajo y aprender los comandos 
de configuración para las tarjetas. 
 
• Realizar las modificaciones necesarias en el código del driver por tal 
que realice el protocolo de colaboración planteado. 
 
• Recrear el escenario planteado y realizar diferentes pruebas, distintas 
velocidades y distintos tamaños de paquete, para medir el retardo de 
paquetes por parte de los nodos que entran en colaboración y obtener 
graficas de la media y desviación típica. 
 
• Analizar las ventajas de priorizar la transmisión de nodos rápidos 
respecto nodos lentos. 
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CAPÍTULO 2. PROTOCOLO IMPLEMENTADO 
 
2.1. Mecanismo de colaboración implementado 
 
En este apartado de describen los cambios efectuados al driver original para 
que realice el protocolo propuesto anteriormente. En este capitulo se expone el 
funcionamiento descriptivo. Para un análisis del código ver el Anexo I 
“Modificaciones del código driver”. 
 
2.1.1. Diagrama de flujo. 
 
Ahora veremos un diagrama de flujo que nos muestra el funcionamiento de 
nuestro driver al recibir un paquete.  
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Fig. 2.1.  Diagrama de flujo. 
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2.1.1.1. Comentarios. 
 
A la llegada de un paquete primero se realiza un filtrado para ver si pertenece a 
nuestra red, ya que los nodos relay capturan todos los paquetes, y si es un 
paquete “útil” para la cooperación, que como veremos en el apartado 2.1.2 son 
los paquetes de datos. Dependiendo del tipo de paquete de datos que sea el 
driver actuara de una forma u otra: 
 
• En caso de que el paquete de datos sea UDP pueden ocurrir dos cosas: 
que lo reciba un relay, el paquete no va destinado a él, entonces 
guardaría una copia, o que si que vaya dirigido a nosotros, entonces en 
caso de ser el nodo master enviaremos un CFC para solicitar 
cooperación (apartado 2.1.3). 
 
• El paquete es un CFC. En este caso miraremos si tenemos copia del 
paquete que se solicita para poder enviarlo al nodo que solicito 
cooperación (apartado 2.1.4). 
 
• El paquete es respuesta a un CFC. Si somos el nodo que solicito 
cooperación (nodo master) incrementaremos el contador de respuestas 
recibidas (apartado 2.1.5). En caso de que la copia recibida sea el 
número de copias que necesitamos para dar por concluida la 
cooperación, se enviara el ACK de final de cooperación (apartado 2.1.6). 
 
• El paquete es un ACK de final de cooperación (apartado 2.1.7). Si 
somos un relay  miraremos si tenemos copia del paquete que ha 
desatado la cooperación y la borraremos. En caso que seamos el nodo 
origen simplemente sabríamos que la cooperación ha terminado. 
 
• Si un paquete de datos diferente a los anteriores simplemente 
dejaremos que el driver original lo procese. 
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2.1.2. Filtrado de paquetes en los nodos relay. 
 
Para que los nodos relay puedan ayudar enviando una réplica del paquete 
recibido al terminal que lo solicite, éstos deben de haber copiado dicho paquete 
en memoria. 
 
Por defecto, cada tarjeta solo pasa a capas superiores paquetes recibidos cuya 
dirección de destino sea la misma que la suya propia, es decir que vayan 
destinados para él. Por esto, en situaciones normales un paquete dirigido a otro 
terminal no será pasado a capas superiores, así que el driver no podría hacer 
una copia de dicho paquete. Entonces los relay, aun recibiendo la llamada de 
cooperación, no serian capaces de ayudar, ya que no tendrían copia de ningún 
paquete para enviar al nodo que solicito cooperación. 
 
La solución a este problema la encontramos en el modo promiscuo. Activando 
el modo promiscuo un terminal deja pasar a niveles superiores (como es el 
driver respecto a la firmware) paquetes recibidos que no fueran destinados a el 
mismo. Dicho modo no es usado habitualmente en las tarjetas, de hecho en 
muchas no esta soportado o su compartimiento es inestable. Dicho modo, 
además, nos permite la transmisión de paquetes, a diferencia del modo monitor 
que captura todo el tráfico pero no deja transmitir. Por lo tanto el modo 
promiscuo será el ideal para los relay, ya que también necesitamos que puedan 
transmitir los paquetes copiados en caso de recibir una petición de 
cooperación. 
 
El siguiente aspecto a tener en cuenta son los paquetes que queremos que 
guarden los relay, ya que nos interesa que solo guarden paquetes “útiles” que 
puedan desencadenar un proceso de cooperación. En principio estos paquetes 
considerados “útiles” serian los paquetes de datos. 
 
Como sabemos el driver esta actuando a nivel MAC. Ahí que tener en cuenta 
que los paquetes MAC tienen dos campos que ayudan a identificar su clase, el 
campo tipo y el de subtipo. 
 
A continuación veremos el esquema de un paquete MAC. El tamaño de cada 
campo esta representado en bytes. 
 
 
 
 
Fig. 2.2. Estructura de un paquete 802.11 MAC. 
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Detalle del campo Frame Control, donde se especifica el tipo y subtipo del 
frame: 
 
 
 
 
Fig. 2.3. Campo “Frame Control” en la cabecera MAC. 
 
Paquetes que a nivel de usuario serian reconocidos como paquetes de datos, 
como son paquetes UDP y TCP, que por lo tanto son proclives de ser 
guardados, tienen como tipo datos y subtipo datos. 
Pero estos paquetes no son los únicos que se encuentran en esta categoría. 
Un filtrado a nivel MAC que copiara paquetes cuyo tipo y subtipo fuera de datos 
estaría copiando, además de los UDP y TCP, cualquier paquete ICMP (Internet 
Control Message Protocol) o paquetes ARP (Address Resolution Protocol). 
Estos tipos de paquetes no se tienen que guardar, ya que no es probable que 
se inicie un proceso de cooperación para la retransmisión de estos paquetes. 
En las medidas realizadas se usaron paquetes UDP, por lo que se realizo un 
filtro que utiliza información perteneciente a capas superiores de la MAC, para 
así poder si el paquete recibido es de tipo UDP y realizar una copia. Además 
este filtro se puede adaptar fácilmente para paquetes TCP, como veremos en 
el anexo. 
 
Por otra parte, teniendo en cuenta que los nodos tienen el modo promiscuo 
activado y que este modo no es estable del todo, se hace un filtrado inicial para 
asegurar que solo recibiremos paquetes que tengan nuestra BSSID, es decir, 
que pertenezcan a nuestra red. 
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 2.1.3. Generación del paquete CFC (Call For Cooperation). 
 
En un funcionamiento normal el firmware de la tarjeta realiza la comprobación 
del CRC antes de pasar el frame a capas superiores. Si esta comprobación 
fallara, el paquete seria descartado. 
 
Las tarjetas con las que se realizan las pruebas son PCMCIA, montadas sobre 
adaptadores PCMCIA-PCI. Al no existir la posibilidad de aislar las tarjetas, de 
modo que no podemos configurar el canal para que alguno tenga una alta 
probabilidad de error, se decidió que la petición de cooperación se realizara 
siempre que se recibiera un paquete, contenga o no errores, ya que no 
podemos forzar un mal canal. 
 
Además, también se acordó que solo un nodo pudiera enviar el CFC y recibir 
las réplicas de los vecinos. Dicho nodo seria el master. Las replicas, como ya 
sabemos, serán copias del paquete que ha desencadenado el proceso de 
cooperación. 
 
En un principio, el paquete CFC debería de ser un paquete de control. Ésta 
configuración no es posible por la siguiente razón: el firmware gestiona, él 
mismo, los paquetes de control, con que el driver es incapaz de verlos. 
Cualquier paquete de control lleva asociado un tiempo de delay crítico, con lo 
que pasar dicho paquete al driver para analizarlo y tomar decisiones podría 
implicar no cumplir con el tiempo de delay. 
 
Por lo comentado en el párrafo anterior, el paquete CFC no puede ser creado 
como tipo control (ya que aun siendo capaz de crearlo, en recepción no seria 
pasado al driver, con lo que no lo podríamos ver) por lo que se debe de diseñar 
como un paquete de datos convencional. Eso sí, será un paquete tipo MAC por 
tal de que sea lo más pequeño posible. 
 
Las consecuencias de que el paquete CFC sea de datos son múltiples. 
En primer lugar, se tiene que poder diferenciar de un paquete de datos 
convencional, para así poder tener en recepción algo que lo distinga del resto 
de paquetes de datos. Una primera solución seria añadir como campo de datos 
alguna secuencia que lo identificara como CFC. Para los drivers modificados 
esta secuencia indicaría que es un CFC, mientras que para los drivers 
originales, seria un paquete de datos con una secuencia que no podrían 
interpretar. Por el contrario esta opción implica aumentar el tamaño del CFC. 
Por lo tanto, la mejor solución se encontró en utilizar el campo subtipo de la 
cabecera MAC. Utilizando uno de los números reservados podemos identificar 
fácilmente, y sin aumentar el tamaño del paquete, por el resto de drivers 
modificados. Respecto a drivers sin modificar, estos al recibir un paquete con 
un subtipo reservado al que no tienen ninguna acción definida, simplemente 
ignorarían el frame. 
 
Así el paquete CFC se genera como un paquete de tipo datos, con un subtipo 
reservado. 
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Otra de las consecuencias de utilizar un paquete de datos, en lugar de uno de 
control, es que se deberá competir por el canal con el resto de nodos. El 
paquete de control hubiera podido tener un tamaño lo suficientemente pequeño 
como para cumplir las restricciones de tiempo. Esto no es posible al utilizar un 
CFC como paquete de datos, ya que cualquier paquete de datos, incluido uno 
que solo sea cabecera MAC sin datos, ya es mayor que un paquete de control. 
 
Dado que el paquete CFC debe de competir por el canal, se decidió añadir 
unos campos extra, en forma de datos, al paquete CFC. 
 
Si el paquete CFC debe de competir por el canal, es posible que no sea 
enviado justo después de la recepción de un paquete UDP dirigido al master. 
Esto implica que, otro nodo, pudiera enviar otro paquete de datos antes que el 
CFC fuera enviado y recibido por los relays. Por esta razón es necesario que el 
paquete CFC indique de qué paquete desea recibir copia. 
Para saber exactamente el paquete que envío el CFC, se añade, en forma de 
datos, el número de secuencia y la dirección hardware del equipo que envío el 
paquete que desencadeno el proceso de cooperación. 
 
Aún en el caso de una recepción errónea del paquete, el sistema debe de 
poder ver correctamente, al menos, cierto número de campos del paquete 
recibido, por tal que los nodos que reciban el CFC sepan que información 
deben enviar. 
Es evidente que antes de generar el CFC el terminal debe saber que el 
paquete iba destinado para él, sino no emitiría un CFC, y como se ha 
comentando antes, sería deseable que también supiera el número de 
secuencia de dicho paquete así como la dirección hardware del equipo emisor. 
En definitiva, aun cuando el paquete recibido tenga errores, como mínimo su 
cabecera MAC debería ser recibida correctamente. 
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2.1.4. Recepción del CFC y envío de respuesta. 
 
Cuando recibimos un CFC deberemos de iniciar el proceso de cooperación. 
Para ello, comprobaremos que el paquete que pide el CFC está almacenado en 
nuestra memoria, y en caso de tenerlo enviaremos dicho paquete al nodo que 
generó el CFC. 
 
2.1.4.1. Modificación de la cabecera MAC del paquete respuesta. 
 
En un primer instante, nos podría parecer que no es necesario modificar la 
cabecera MAC del paquete a enviar. Idealmente el relay debería enviar una 
copia idéntica a la recibida, de modo que el nodo destino pudiera enviar un 
ACK al nodo que originalmente mandó el paquete, una vez éste se ha recibido 
correctamente o se ha conseguido recuperar mediante combinación, en lugar 
de al relay. Modificando la cabecera MAC, el nodo destino enviará el ACK al 
nodo relay. 
 
Las razones por las que no se mantuvo la cabecera MAC original son las 
siguientes: 
 
• Porque si no se adaptase la cabecera MAC al nodo que realmente emite 
el paquete (nodo relay) éste no recibiría el ACK, por lo que se pensaría 
que la transmisión ha sido errónea y trataría de retransmitir el paquete. 
De hecho, aún cuando impidiéramos al nodo retransmitir en caso de 
error, es posible que la firmware, aun sin iniciar una retransmisión, si 
tuviera en cuenta que no ha recibido un ACK, con lo que podría 
aumentar su ventana de back-off, o incluso tratar de adaptar su 
velocidad de transferencia a una mas baja. Ninguna de estas 
posibilidades era aceptable, ya que influiría negativamente en las 
pruebas. 
 
• Aunque la cabecera no fuera alterada, en el momento de emitir el 
paquete, la firmware asignaría al campo de sequence number el número 
correspondiente a su equipo. Es decir, si el paquete que había emitido 
anteriormente, el nodo relay, tenía un seq. number = 8, éste nuevo 
paquete, aún siendo un paquete generado por dicha maquina, tendría el 
seq. number = 9. Así aún cuando el nodo destino emitiría un ACK 
dirigido al nodo que originalmente mandó el paquete y no al nodo relay, 
habría una incoherencia respecto al número de secuencia a nivel MAC. 
 
2.1.4.2. Asignación de una subclase específica a los paquetes respuesta. 
 
Cambiar el campo de subtipo en la cabecera MAC implica que los paquetes 
que envían los relay no serán identificados como paquetes UDP (o TCP) 
normales, ya que de éstos se espera que tengan tanto el tipo como el subtipo 
igual a datos. 
 
La razón por la que se decide utilizar un subtipo reservado para los paquetes 
que son respuesta a CFC es la imposibilidad de reservar el canal, por parte de 
los relay, para el proceso de cooperación. Por lo tanto las respuestas al CFC 
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deberán de competir por el canal como cualquier otro paquete del sistema. 
Esto provoca que, caso de no modificar el subtipo, sea difícil distinguir un 
paquete de datos que es respuesta a CFC de un paquete de datos normal 
enviado por otro nodo. 
 
Distinguir dichos paquetes por la dirección del nodo emisor queda descartado 
por el punto anterior, en que se justificaba la necesidad de modificar la 
cabecera MAC. Así pues, los paquetes respuesta a CFC tienen una dirección 
de origen que es distinta a la del nodo que originalmente envió el paquete. 
Antes también se descarto la identificación de dichos paquetes mediante su 
número de secuencia. 
 
De misma forma que ocurrió en la generación del CFC, se decide identificar los 
paquetes respuesta a CFC mediante un subtipo reservado, de modo que no se 
añade overhead a dicho paquete. 
 
Mediante el campo subtipo fijado a un valor reservado, la identificación de 
paquetes de tipo respuesta a CFC respecto a los que son paquetes de datos 
originales es inmediata. 
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2.1.5. Recepción de respuestas al CFC. 
 
Al recibir las respuestas a la petición de ayuda estas se deberían ir guardando 
en un buffer, por tal de combinarlas (mediante majority voting o maximum ratio 
combining) y poder obtener el paquete completo. 
Una vez tengamos el paquete completamente correcto, ya sea mediante 
combinación o porque se ha recibido una copia completamente correcta, se 
pasaría a enviar el ACK de final de colaboración. 
 
Estos mecanismos de colaboración no se han implementado, por lo que 
tampoco había necesidad de guardar los paquetes en un buffer, por lo tanto al 
recibir un paquete de respuesta a un CFC simplemente aumentaremos un 
contador que nos marcara el número de copias que hemos recibido a nuestra 
llamada de ayuda. 
 
Como no se han implementado los mecanismos de combinación de paquetes 
se añade una variable que marcara el número de copias a las que queremos 
dar por terminada la colaboración, y por lo tanto pasaremos a enviar el ACK de 
final de colaboración para hacer saber al resto de nodos que han participado en 
la petición de ayuda que ésta ya ha terminado. 
Así, por ejemplo, si el número de copias requeridas para dar por concluida la 
colaboración son 5, al llegarnos la quinta retransmisión del paquete por parte 
de un relay (paquetes requeridos para concluir la transmisión es igual a 
paquetes recibidos) se pasara a generar y enviar el paquete ACK de final de 
colaboración. 
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2.1.6. Generación del paquete ACK (Final de Colaboración). 
 
Inicialmente nuestro ACK, al igual que el CFC, debería de ser un paquete de 
control. Como vimos en la generación del CFC (apartado 2.1.3) esto no es 
posible, ya que es el firmware el que controla los paquetes de control, con lo 
que el driver no los puede ver.  
Los paquetes de control llevan un tiempo de delay crítico asociado, por lo tanto 
no es viable pasarlos al driver para analizarlos, ya que no podríamos realizar 
todas las operaciones en un tiempo tan pequeño. 
Por estas razones el paquete ACK no puede ser de tipo control y deberemos 
de realizarlo de datos convencional. 
 
Se decide por lo tanto hacer el paquete ACK igual que el CFC, paquete de tipo 
datos con un subtipo reservado. De esta forma, podemos hacer el paquete lo 
mas pequeño posible y otros drivers que no estén modificados simplemente 
ignorarían lo que significa. 
 
Como nuestro paquete es de datos, en vez de control, este deberá de competir 
por el canal para ser retransmitido. Al igual que hicimos con el CFC, se 
adjuntara el número de secuencia y la dirección hardware del emisor, para de 
esta forma saber exactamente de que paquete se esta refiriendo. 
 
Como sabemos el paquete ACK lo envía la estación destino, para hacer saber 
a la estación que ha enviado el paquete original que la colaboración ha 
terminado satisfactoriamente. Además, los relays también deben de recibir el 
ACK, para saber que ya no es necesaria que envíen su copia y que pueden 
eliminarla del buffer.  
Por lo tanto el ACK lo tienen que recibir todos los relays y el nodo origen. 
 
En principio se opto por que la dirección destino del ACK fuese broadcast, y así 
lo recibieran todos, pero se vio que los paquetes broadcast tardaban bastante 
más tiempo en llegar. Por esta razón, se decidió que la dirección destino del 
ACK fuese unicast, la del nodo origen, ya que como los relays tienen todos el 
modo promiscuo conectado recibirán todos los paquetes sean o no para ellos. 
 
En definitiva nuestro paquete será un paquete de datos de tipo MAC con 
subtipo reservado que adjuntara, en forma de datos, el número de secuencia y 
la dirección hardware del nodo origen.  
Es decir, tendrá la misma estructura que el CFC, solo les diferenciara el subtipo 
reservado y la dirección destino (Unicast en el ACK y Broadcast en el CFC). 
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2.1.7. Recepción del ACK. 
 
El paquete ACK será emitido por el nodo destino para notificar, a los nodos que 
han formado parte del proceso de colaboración, que el proceso ha terminado 
satisfactoriamente. 
 
El nodo origen al recibir un ACK, una vez comprobado que el número de 
secuencia y la dirección hardware del ACK corresponde al paquete que 
inicialmente envío y desencadeno la colaboración, sabrá que el proceso de 
ayuda ha terminado correctamente y que no debe de hacer una retransmisión 
del paquete. 
  
En principio, los nodos relays al recibir un ACK de final de colaboración, 
comprobaran, mediante el número de secuencia y la dirección adjuntados en el 
campo de datos del ACK, si el paquete que hace referencia lo tienen en la cola 
de transmisión, y en caso que así sea, deberían eliminarlo para no enviar 
paquetes innecesarios.  
Esto no nos será posible ya que no podemos llegar a la cola de transmisión, se 
encarga el firmware, así que lo único que podemos hacer es eliminar del buffer 
nuestra copia del paquete. 
  
De esta forma si el paquete ya había sido enviado a la cola de transmisión, 
antes de recibir el ACK, este será transmitido aunque no sea necesario.  
Estas copias competirán por el canal con nuestro paquete ACK y podrán 
retrasar la recepción de este. 
 
Por lo tanto nos encontraremos con envío de copias  innecesarias que nos 
congestionaran el canal, y que al ser recibidas simplemente serán descartadas 
por el nodo destino, ya que la colaboración ya ha terminado. 
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CAPÍTULO 3. METODOLOGÍA DEL EXPERIMENTO 
 
3.1. Escenario implementado 
 
Para la realización de las pruebas utilizamos un rack de ordenadores. Los 
ordenadores disponen todos ellos de sistema operativo Linux y tarjetas 
PCMCIA basadas en el chipset Prism 2.5 bajo el estándar 802.11b, con el 
driver modificado. 
  
En el rack se han dispuesto un número de nodos que actuaran como relays, 
con una velocidad fija de 5,5 o 11Mbps, un nodo master que actuara como 
receptor y otra tarjeta en modo monitor que capturara todo el tráfico de la red. 
Fuera del rack se situara el nodo origen, que se encargara de enviar paquetes 
por la red inalámbrica al nodo destino (512 y 1024 Bytes tipo UDP). 
 
Los nodos que actúen como relay tendrán que tener el modo promiscuo 
activado, de este modo podrán capturar y pasar paquetes de datos que no van 
destinados a ellos mismos. De esta forma los relay podrán guardar copia de 
paquetes (que no vayan destinados a ellos mismos) por tal de retransmitirla en 
caso de recibir una petición de ayuda. 
 
 
 
 
Fig. 3.1. Rack de ordenadores. 
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En la ilustración podemos ver el rack de ordenadores. La distribución de los 
ordenadores es la siguiente: 
 
• En la primera fila, el nodo destino y el nodo monitor que capturara todo 
el tráfico que circule por nuestra red. 
 
• En la segunda y cuarta fila tenemos los relays.  
 
•  Por ultimo, el nodo origen, que se encargara de enviar los paquetes al 
nodo destino por radio, se encuentra fuera del rack en nuestra mesa de 
trabajo. 
 
3.1.1. Escenario especifico para selección de relays. 
 
En este escenario necesitamos que un conjunto de relays recibida menos 
intensidad de señal que el resto. Por esta razón se altera el escenario de la 
forma siguiente: 
 
• El nodo master, que emitirá el CFC (cuya intensidad de señal en 
recepción en los relay marcara que nodos ayudan antes), el nodo 
monitor y la mitad de relay, se mantienen en el rack. 
 
• El nodo origen se mantiene en nuestra mesa de trabajo. 
 
• El resto de nodos relay se sacan del rack, alejándolos del nodo master, 
por tal que reciban una intensidad de señal menor que los relay que se 
mantienen en el rack. 
 
• Se fija una velocidad de 11Mbps a los relay que continua en el rack y de 
5,5Mbps a los que están fuera de él. De esta forma se pretende priorizar 
la transmisión de los nodos que tienen más de intensidad de señal y que 
son más rápidos. 
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3.2. Configuración 
 
Para poder realizar las medidas tenemos que configurar nuestra red. Como 
sabemos nuestra red constara de un nodo origen, un nodo destino y los nodos 
relays. 
 
Se decide trabajar con 8 relays, ya que se considera que es número suficiente 
de relays para que la transmisión sea estable y el riesgo de colisión no sea muy 
alto. Así tendremos 4 relays en la segunda fila y los otros 4 en la última. 
 
Una vez que tenemos decidido el número de relays pasaremos a configurar 
nuestra red. La configuración será la siguiente: 
 
• Un nodo Master que actuara como nodo destino. Este nodo actuara 
como Access Point de nuestra red y será el encargado de enviar el CFC, 
recibir las copias y finalmente enviar el ACK. 
 
• Un nodo monitor que se encargara de capturar el tráfico de nuestra red 
para después poder analizar los resultados con Wireshark. 
 
• El nodo origen y los relays estarán en modo Managed conectados a 
nuestra red, es decir, se conectaran a la red que gestiona el modo 
Master que hemos configurado. Además los relays tendrán el modo 
promiscuo activado. De esta forma el terminal podrá pasar paquetes a 
las capas superiores aunque no vayan dirigidos a el. 
 
Para realizar la configuración de nuestra red inalámbrica utilizaremos las 
instrucciones iwconfig, ifconfig e iwpriv. 
 
3.2.1. Ifconfig 
 
Ifconfig nos permite obtener y configurar las interfaces de red de un equipo. Si 
no se proporcionan argumentos, ifconfig muestra el estado de las interfaces de 
red que se encuentran activas. Para configurar una interfaz se debe utilizar el 
formato: 
 
 ifconfig [interface] 
 ifconfig interface [aftype] options | address ... 
 
A continuación veremos los parámetros de ifconfig que nos serán útiles para 
configurar nuestra red. Las opciones que activan algún parámetro pueden 
usarse para desactivarlo poniéndole delante un guión (–). 
 
• IP: Para asignarle una dirección al equipo, dentro de nuestra red 
Wireless, solo basta con poner la interface (en nuestro caso wlan0) y la 
dirección IP que le asignamos. Al poner una dirección automáticamente 
nuestra tarjeta se pone disponible para ser usada por la capa IP (Up). 
 
Ejemplo. Ifconfig wlan0 88.0.0.1 
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• Promisc: Pone nuestra tarjeta en modo promiscuo. Como hemos 
comentado antes, esto hace que la tarjeta reciba todos los paquetes de 
nuestra red, independientemente de si eran para ella o no. Además el 
modo promiscuo, a diferencia del monitor, nos permite enviar paquetes, 
pues es ideal para los relays. 
 
Ejemplo. Ifconfig wlan0 promisc (habilita modo promiscuo) 
   Ifconfig wlan0 –promisc (deshabilita modo promiscuo) 
 
• Up: Marca la interfaz como disponible para que sea usada por la capa 
IP. También permite reactivar una interfaz que se ha desactivado 
temporalmente mediante la opción down. 
 
Ejemplo. Ifconfig wlan0 up 
 
• Down: Marca la interfaz como inaccesible a la capa IP. Esto inhabilita 
cualquier tráfico IP a través de la interfaz. 
 
 Ejemplo. Ifconfig wlan0 down 
 
Una vez tenemos configurada nuestra tarjeta, si queremos realizar cambios, es 
recomendable desactivarlo mediante el parámetro down, realizar los cambios 
(ya sean con iwconfig o ifconfig) y al terminar activarla mediante up, de esta 
forma es mas seguro que nos coja los cambios. 
 
El resto de parámetros que podemos cambiar mediante ifconfig los podemos 
ver en la ayuda de Linux. 
 
3.2.2. Iwconfig 
 
Iwconfig es similar a ifconfig, pero está dedicado a las interfaces inalámbricas. 
Se utiliza para establecer los parámetros de red que son específicos de 
wireless (por ejemplo: la frecuencia). Al igual que ifconfig sino se le pasan 
argumentos nos muestra el estado de las interfaces activas.  
El formato para utilizar iwconfig es el siguiente: 
 
 iwconfig [interface] 
 iwconfig interface [essid X] [nwid N] [mode M] [freq F] 
                          [channel C][sens S ][ap A ][nick NN ] 
                          [rate R] [rts RT] [frag FT] [txpower T] 
                          [enc E] [key K] [power P] [retry R] 
                          [commit] 
 
Ahora veremos los parámetros que utilizaremos para configurar nuestras 
tarjetas. 
 
• Mode: Establece el modo de funcionamiento del dispositivo, que 
depende de la topología de la red. Básicamente tienen tres modos de 
trabajo: 
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- Master: El nodo actúa como un servidor independiente, Access 
Point, al cual se conectan el resto de ordenadores. Este se 
encargara de gestionar el tráfico entre el resto de ordenadores. 
 
- Managed: De esta forma el nodo se conecta a una red en la que 
ahí por lo menos un Access Point (Master). Los equipos se 
conectan a la red del Master y este se encarga de gestionar el 
tráfico de la red. 
 
- Ad-hoc: Red compuesta de una sola célula y sin punto de 
acceso. Es decir no esta gestionado por ningún master, todos los 
ordenadores trabajan par a par. 
 
 Ejemplo. Iwconfig wlan0 mode managed 
 
• Essid: Para asignar el nombre de nuestra red. Se utiliza para identificar 
los equipos que forman parte de la misma red virtual. 
 
 Ejemplo. Iwconfig wlan0 essid mired 
 
• Rate: Nos permite seleccionar la velocidad de transferencia de la tarjeta 
Wireless. Podemos elegir 1, 2, 5.5 o 11 Mbps. 
 
 Ejemplo. Iwconfig wlan0 rate 11M 
 
• Freq / Channel: Con estos parámetros podemos variar la frecuencia de 
funcionamiento o canal del dispositivo. 
 
Ejemplo. Iwconfig wlan0 channel 3 
     Iwconfig wlan0 freq 2.422G 
 
• Retry: Establece el número máximo de retransmisiones que realizara el 
interfaz en caso de que la transmisión sea errónea. 
 
Ejemplo. Iwconfig wlan0 retry 8 
 
Al igual que con ifconfig, podemos utilizar la ayuda de Linux para ver mas 
información sobre estos y otros parámetros de iwconfig. 
 
3.2.3. Iwpriv 
 
Iwpriv, al igual que iwconfig, nos permite configurar los parámetros de una red 
inalámbrica, pero a diferencia de iwconfig que se dedica a los genéricos del 
driver, iwpriv  se basa en los específicos de cada driver. 
 
Así si ejecutamos iwpriv seguido del nombre de nuestro interface, en este caso 
wlan0, nos mostrara una lista de todos los parámetros de nuestra red. 
 
Cada parámetro tiene unos bits que debemos activar o desactivar para indicar 
que valor queremos seleccionar. 
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En este proyecto solo utilizamos dos parámetros de iwpriv: oper_rates y 
getoper_rates. 
 
• Oper_rates: Indica las velocidades a la que puede operar la tarjeta. Los 
bits a activar y desactivar son los siguientes: 
Bit 0: 1M, bit 1: 2M, bit 2: 5.5M, bit 3: 11M                                       
Por defecto esta a 15, es decir puede operar con las 4 velocidades. 
 
 Ejemplo. Iwpriv wlan0 oper_rates 12  
  
De esta forma activaríamos el bit 3 (8) y bit 2 (4), es decir, la tarjeta 
puede trabajar a 5.5 y 11Mbps. 
 
• Getoper_rates: Para ver el valor de oper_rates que esta seleccionado. 
 
Como sabemos con iwconfig rate cambiamos la velocidad de nuestra tarjeta. El 
problema es que al cambiar la velocidad con iwconfig, además de seleccionar 
la velocidad a la que trabaja nuestra tarjeta, nos cambia las velocidades a las 
que puede trabajar el driver. Esto hace que al cambiar el rate con iwconfig, a 
11Mbps, por ejemplo, nos selecciona también 11Mbps como la única velocidad 
que puede operar el driver. 
 
Así en los escenarios en que los nodos tienen que tener diferentes velocidades 
(multi-rate y selección de relays) justo después de marcar el rate con iwconfig, 
tenemos que asignar a oper_rates el valor de 15 para poder trabajar con 
diferentes velocidades en los nodos. 
 
3.2.4. Configuración de nuestra red 
 
Ahora que ya sabemos las instrucciones pasaremos a configurar nuestros 
ordenadores, tal como hemos explicado al principio del capítulo, es decir, 8 
relays (modo managed con promisc activado), un monitor, nodo origen (modo 
managed) y el nodo destino (modo master).  
A continuación veremos las instrucciones para configurar cada uno de ellos. 
 
• Nodo Destino: Lo configuraremos en modo master con una velocidad 
de 1Mbps. El nodo destino debe de ser siempre el master ya que en 
nuestro driver solo el master pedirá colaboración. 
 
Iwconfig wlan0 mode master 
Iwconfig wlan0 essid mired 
Iwconfig wlan0 rate 1M 
Ifconfig wlan0 88.0.0.1 
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• Nodo Origen: Como hemos comentado antes, este nodo lo pondremos 
en modo managed. El essid debe de ser el mismo que el del master. De 
esta forma nos conectaremos a la red mired. El rate del nodo origen nos 
es indiferente. 
 
Iwconfig wlan0 mode managed 
Iwconfig wlan0 essid mired 
Iwconfig wlan0 rate 1M 
Ifconfig wlan0 88.0.0.2 
 
• Nodos Relays: Estos se configuraran igual que el nodo origen, 
simplemente le tendremos que activar el modo promiscuo. $1 es el 
número que le queramos asignar al relay. El rate según la prueba que 
estemos haciendo será de 5.5M o 11M. 
 
Iwconfig wlan0 mode managed 
Iwconfig wlan0 essid mired 
Iwconfig wlan0 rate 5.5M (o 11M) 
Ifconfig wlan0 promisc 
Ifconfig wlan0 88.0.0.$1 
 
• Nodo Monitor: Como ya hemos comentado antes necesitaremos un 
nodo en modo monitor para capturar el tráfico de nuestra red y poder así 
analizar los resultados. 
 
Iwconfig wlan0 essid mired 
Iwconfig wlan0 mode monitor 
Ifconfig wlan0 0.0.0.0 
 
Para no tener que ir configurando cada nodo individualmente nos crearemos un 
fichero de configuración para cada tipo de nodo (origen, destino, relay y 
monitor) de forma que podamos configurar todos los relays mediante ssh 
(acceso remoto) y simplemente ejecutando un fichero que nos configure todos 
los nodos.  
 
De esta forma nos quedaría algo así: 
 
Un fichero llamado Config_Todo que al ejecutarlo realiza las siguientes 
operaciones: 
   
  Ssh root@192.168.1.5 /nfs_shared/. Config_Master 
  Ssh root@192.168.1.6 /nfs_shared/. Config_Origen 
  Ssh root@192.168.1.7 /nfs_shared/. Config_Monitor 
  Ssh root@192.168.1.8 /nfs_shared/. Config_Relay11M 3 
  Ssh root@192.168.1.9 /nfs_shared/. Config_Relay5M 4 
  … 
 
Donde en Config_Master, Config_Origen, etc., se encuentran las 
instrucciones comentadas anteriormente para configurar cada nodo del 
modo que deseemos. 
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CAPÍTULO 4. REALIZACIÓN DE LAS MEDIDAS 
 
4.1. Metodología de medidas 
 
En este apartado comentaremos la mecánica que se ha utilizado para realizar 
las medidas. 
 
Como hemos comentado, disponemos de un nodo origen que enviara un 
paquete a un nodo destino. Este enviara un CFC solicitando ayuda a los nodos 
vecinos, los cuales, enviaran su copia al nodo destino. Al recibir el número de 
copias deseadas, el nodo destino enviara un ACK para notificar al nodo origen 
y a los relays que la colaboración ha terminado. 
 
Se representara la media de 30 muestras junto con su desviación típica. 
 
La media la obtendremos con la siguiente formula: 
 
 
 
(4.1) 
 
 
 
Mientras que para la desviación típica utilizaremos ésta otra: 
 
 
 
(4.2) 
 
 
 
 
Para enviar los paquetes utilizaremos mgen en el nodo origen. Crearemos un 
script con eventos de transmisión (nombre_fichero.mgn) que contenga nuestra 
secuencia de generación de tráfico.  
En el script usaremos las sentencias ON y OFF.  
 
La síntesis de ambas sentencias es la siguiente: 
 
<eventTime> ON <flowId><protocol> DST <addr>/<port> <pattern [params]> 
[<options ...>] 
 
<eventTime> OFF <flowId> 
 
Donde: 
 
  <eventTime> es en el instante de tiempo que se generara la instrucción.  
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<flowid> el número de identificación de la transmisión que deseamos 
comenzar o terminar. 
 
<protocol> es el tipo de paquetes que vamos a enviar. 
 
<addr>/<port> es la dirección y puerto a la que irán destinados los 
paquetes. 
 
<pattern [params]> es donde se indica el modelo de transmisión y 
[params] el numero de paquetes que se enviara por segundo y el tamaño de 
dichos paquetes. 
 
[<options ...>] sirve para especificar otras opciones complementarias. 
 
Así la secuencia a utilizar es la siguiente: 
 
0.0 ON 1 UDP DST 88.0.0.1/5000 PERIODIC [1.0 1024] 
1.0 OFF 1 
2.0 ON 1 UDP DST 88.0.0.1/5000 PERIODIC [1.0 1024] 
3.0 OFF 1 
… 
… 
60.0 ON 1 UDP DST 88.0.0.1/5000 PERIODIC [1.0 1024] 
61.0 OFF 1 
 
De esta forma enviamos un paquete UDP de 1024Bytes [1.0 1024] cada 
segundo, a la dirección destino 88.0.0.1 (dirección de nuestro master, o sea el 
nodo destino) por el puerto 5000. Para enviar paquetes de 512 simplemente 
cambiamos 1024 por 512 en nuestro fichero de texto. 
Así nuestro fichero enviara 1 paquete cada 2s, tiempo de sobra para que las 
muestras sean independientes una de otra, durante un minuto. 
 
Para comenzar la transmisión ejecutamos en el nodo origen: 
 
 Mgen input nombre_fichero.mgn 
 
Ahora debemos analizar el tiempo que tardan en llegar cada paquete. 
Disponemos de un nodo monitor que capturara todo el tráfico de nuestra red y 
lo guardara en un fichero.  
El nodo monitor capturara tráfico mediante trpr.  
  
Dicho fichero se analizara con Wireshark, donde podremos ver y analizar los 
tiempos de nuestros paquetes. Para una visualización mejor del fichero se 
recomienda filtrar nuestro archivo de forma que solo veamos los paquetes de 
nuestra red. 
  
Dicho filtro es el siguiente: 
 
wlan.fc.type_subtype !=8 and wlan.bssid == Z-Com_2d:a8:ad or 
wlan.fc.type_subtype == 29 
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Donde wlan.fc.type_subtype !=8 es para que nos elimine los beacons,  
wlan.bssid == Z-Com_2d:a8:ad solo muestre los paquetes con el bssid de 
nuestra red y wlan.fc.type_subtype == 29 para que nos muestre los ACK de 
datos. 
 
Lo que se pretende es medir la distancia de tiempo, entre el CFC y el ACK 
final, para diferentes números de retransmisiones requeridas, es decir, de una 
al número máximo de relays, en nuestro caso 8. 
Como hemos visto con anterioridad el driver dispone de una variable 
retrans_max con la cual marcamos con que número de copia damos por 
concluida la colaboración, y por lo tanto, procedemos a enviar el ACK final. 
 
El nodo monitor nos muestra el momento en que se descodifico el mensaje, por 
lo que se le deberá añadir el tiempo de transmisión del CFC.  
Nuestro CFC consta de 32 bytes (24 de la cabecera MAC y 8 de datos) y al ser 
broadcast se transmite a velocidad base (1M). 
 
 
 
(4.3) 
 
 
 
Así que a nuestra medición debemos de añadirle 256µs. 
 
Por otra parte también se debe de añadir el exceso de ACK.  
Nuestro nodo destino cada vez que recibe una retransmisión envía un ACK 
para notificar al relay emisor que el paquete ha llegado correctamente. En la 
situación real nuestro nodo destino no tendría que enviar estos ACK a los 
nodos relays, solo enviaría el ACK final al nodo origen y los relays una vez 
terminada la colaboración. Estos ACK deben de ser eliminados, por lo tanto se 
suprime el tiempo entre cada paquete y su ACK. 
 
Por ejemplo, para el caso 2 retransmisiones tendremos; el primer paquete 
retransmitido con su ACK, el segundo paquete retransmitido con su 
correspondiente ACK y el ACK final.   
Así, para el caso de 2 retransmisiones deberemos eliminar el tiempo de 2 ACK, 
3 ACK para el caso de 3 retransmisiones y así sucesivamente. 
 
Los resultados obtenidos en los diferentes escenarios planteados se mostraran 
en diferentes gráficas para poder analizarlos. En dichas graficas se representa 
el tiempo, en media, que tarda en recibirse cada retransmisión. Donde en el eje 
X tendremos el número de retransmisiones, como tenemos 8 relays el número 
máximo de retransmisiones será 8, y en el eje Y el tiempo en milisegundos. 
 
Los casos se compararan con la situación de un solo nodo, con el driver 
original, enviando paquetes a un destino a una velocidad de 1 y 2 Mbps. Estos 
paquetes llegarían con error por lo que el nodo origen tendría que retransmitir 
el paquete, hasta un total de 8 retransmisiones.  
s
bits
s
byte
bits
bytestCFC µ256
101
1
1
8
32
6
=
⋅
∗∗=
32 Evaluación de protocolos MAC cooperativos para sistemas de transmisión inalámbricos 
Dado que nos es complicado forzar un mal canal para realizar la prueba, se 
opta por hacerla de la siguiente forma: 
  
Un nodo managed envía paquetes a un nodo master, mientras se esta llevando 
a cabo la transmisión se desconecta el nodo master, de forma que el nodo 
managed, por un tiempo, intentara seguir enviando los paquetes UDP, por lo 
que podremos medir el retardo para cada retransmisión. 
 
Para terminar, el tiempo que correspondería a guardar los paquetes y 
combinarlos, por tal de obtener los paquetes correctos, no esta considerado en 
este estudio. 
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4.2. Análisis de las medidas 
 
Una vez obtenidas todos los resultados, pasamos a estudiar las curvas 
obtenidas mediante los siguientes puntos de vista: 
 
• Conveniencia del mecanismo de ayuda: En este apartado 
analizaremos el sistema de colaboración contra el comportamiento del 
driver original al realizar una transmisión errónea. 
 
• Comparativa por tamaño del paquete: Analizaremos el retardo de 
paquetes de diferentes tamaños variando la velocidad de transmisión de 
manera homogénea. 
 
• Escenario multi-rate: Se representa el escenario en que los relays 
tienen diferentes velocidades de transferencia. 
 
• Selección de relays: Mismo escenario que el multi-rate, es decir relays 
con diferentes velocidades, pero en esta ocasión se trata de priorizar los 
nodos con mejor canal y velocidad. 
 
• Conclusiones finales: Se exponen las principales conclusiones 
obtenidas. 
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4.2.1. Conveniencia de mecanismo de ayuda 
 
En este apartado, comparamos el comportamiento del driver original con el 
compartimiento de ayuda de nuestro driver modificado. De tal forma se 
pretende ver si nos conviene pedir ayuda o no. 
 
Los nodos aislados tienen unas velocidades de 1 o 2 Mbps, ya que se supone 
que el enlace emisor-receptor esta sintonizado a baja velocidad, mientras que 
los relays, que siempre serán 8, estarán a la misma velocidad todos ellos, 5’5 o 
11 Mbps. 
 
Los tamaños de paquetes que se tendrán en consideración serán de 512 y 
1024 bytes. 
 
Los resultados obtenidos se mostraran en gráficas donde se representa el 
tiempo, en media, que tarda en recibirse cada retransmisión. Donde en el eje X 
tendremos el número de retransmisiones (apartado 2.1.5), como tenemos 8 
relays el número máximo de retransmisiones será 8, y en el eje Y el tiempo en 
milisegundos. 
 
Ahí que tener en cuenta que mientras en el driver original solo enviamos un 
paquete para obtener una retransmisión, en nuestro driver modificado 
necesitamos 3; el primero es el CFC solicitando ayuda, el segundo la 
retransmisión del paquete y el tercero el ACK final terminando la colaboración.  
Para 2 retransmisiones tendremos el CFC, 2 respuestas y el ACK y así 
respectivamente. 
 
Para facilitar la compresión de lo comentado en el párrafo anterior, se añaden 
dos diagramas temporales. Uno muestra el ejemplo de los paquetes que 
necesitamos pata recibir una retransmisión con el sistema de cooperación y el 
otro con un nodo aislado. 
 
 
 
Fig. 4.1. Diagramas temporales de paquetes requeridos para la recepción de 
una retransmisión con los diferentes drivers.   
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A la derecha vemos los paquetes requeridos para recibir una retransmisión con 
un nodo aislado (driver original). Como se aprecia solo se necesita un paquete, 
la retransmisión del paquete UDP original. Mientras que con el sistema de 
cooperación, diagrama de la izquierda, necesitamos 3 paquetes, es decir dos 
más que con el driver original. Estos son nuestra petición de ayuda, CFC, y el 
ACK de finalización de cooperación. 
 
4.2.1.1. Caso de 512 bytes. 
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Fig. 4.2. Retardo paquetes 512Bytes. Enlace directo vs. relays. 
 
 
Las curvas marcadas con el prefijo Orig. corresponden a los enlaces directos 
con el driver original a 1 y 2Mbps respectivamente. Mientras que las otras dos, 
a las transmisiones con mecanismo de ayuda y las velocidades de los relays, 
5’5 y 11Mbps. 
 
Como podemos observar en paquetes de 512 bytes nos conviene utilizar el 
mecanismo de ayuda en caso que tengamos 3 o mas retransmisiones. 
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4.2.1.2. Caso de 1024 bytes. 
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Fig. 4.3.  Retardo paquetes 1024Bytes. Enlace directo vs.relays. 
 
 
Como podemos ver, al igual que en paquetes de 512Bytes, el mecanismo de 
colaboración nos convendrá en caso que tengamos 3 o mas retransmisiones. 
 
4.2.1.3. Conclusiones. 
 
Tanto para 512 como 1024Bytes nos conviene utilizar la colaboración a partir 
de que necesitemos 3 o mas retransmisiones, ya estén los relays a 5’5 o 
11Mbps. 
 
Esto se debe, como hemos comentado antes, a que en el mecanismo de relays 
transmitimos dos paquetes más que en el enlace directo para obtener el mismo 
número de retransmisiones, el CFC y el ACK.  
Además, como sabemos, nuestro CFC es un paquete de datos y su dirección 
destino broadcast, por lo tanto se envía a baja velocidad y debe competir por el 
canal. 
Pero sobretodo lo que retrasa nuestra transmisión es el ACK, que al ser de 
datos y no poder cancelar el envío de copias, hace que deba competir por el 
canal con el resto de relays que aun no han transmitido su copia. 
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4.2.2. Comparativa por tamaño del paquete 
 
En este apartado, veremos el tiempo que requerimos para recibir un 
determinado número de retransmisiones, con nuestros relays todos a la misma 
velocidad, 5’5 o 11 Mbps, y diferentes tamaños de paquetes, 512 y 1024 bytes. 
Los resultados se compararan también con los tiempos de un nodo aislado, en 
que la transmisión es errónea hasta la retransmisión deseada. Por ejemplo, el 
tiempo en la retransmisión 3, indica que las retransmisiones 1 y 2 han sido 
erróneas las dos. 
 
Ahí que tener en cuenta que a la hora de retransmitir un paquete no se envía 
todo a la velocidad fijada (5,5 o 11Mbps), los campos DIFS, BackOff y la 
cabecera física del paquete se hacen a velocidad base (1Mbps). Por lo tanto la 
reducción de tiempo no correspondra a un 50%. 
 
4.2.2.1. Caso de 512 bytes. 
 
 
Tabla 4.1. Retardo y desviaciones para paquetes de 512Bytes. 
 
 Medias 1 Nodo Medias relay (ms) Des. Relay (ms) 
#Retrans 1Mbps 2Mbps 11Mbps 5.5Mbps 11Mbps 5.5Mbps 
1 5,684 3,412 13,61826 15,94606 2,39762 1,73111 
2 12,008 7,464 14,68243 17,89586 2,878322 1,963113 
3 19,612 15,068 15,8704 19,36506 3,251742 2,651886 
4 29,776 25,232 17,1916 21,66773 3,116498 2,945016 
5 39,940 35,396 18,6386 24,08323 3,764258 2,922165 
6 50,104 45,560 20,0458 27,13996 4,328756 3,649139 
7 60,268 55,724 23,1226 30,0737 5,932434 4,762815 
8 70,432 65,888 26,18816 35,2024 7,64215 7,487315 
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Fig. 4.4.  Enlace directo vs. 8 relays para paquetes de 512Bytes. 
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4.2.2.2. Caso de 1024 bytes. 
 
 
Tabla 4.2. Retardo y desviaciones para paquetes de 1024Bytes. 
 
 Medias 1 Nodo Medias relay (ms) Des. Relay (ms) 
#Retrans 1Mbps 2Mbps 11Mbps 5.5Mbps 11Mbps 5.5Mbps 
1 9,780 5,460 16,65893 21,54776 2,731697 1,686594 
2 20,200 11.560 19,3483 23,3674 2,748954 3,130702 
3 31,900 23,260 22,03293 25,69483 3,550793 3,983088 
4 46,160 37,520 24,04816 29,82276 4,432325 4,667913 
5 60,420 51,780 27,0507 33,70603 5,061783 5,280288 
6 74,680 66,040 30,87273 37,89456 6,418115 5,719322 
7 88,940 80,300 34,00043 42,6038 9,029192 7,698535 
8 103,200 94,560 37,065708 44,79513 10,171384 10,026622 
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Fig. 4.5. Enlace directo vs. 8 relays para paquetes de 1024Bytes. 
 
 
4.2.2.3. Conclusiones. 
 
Como sabemos, en la cooperación enviamos dos paquetes más que en el caso 
del nodo aislado, por lo tanto esto nos hace subir la media de transmisión de 
paquetes. 
Además el CFC es broadcast y de tipo datos. Por lo que tendrá que competir 
por el canal con el resto de nodos (al ser tipo datos) y será transmitido a 
velocidad base. 
Aunque lo que mas hará aumentar la media es el ACK que al ser de datos 
competirá con el canal con el resto de nodos que estén intentando enviar su 
copia.  
Veamos por ejemplo el caso en que consideremos que la transmisión se acaba 
al recibir la primera copia. Al llegar el paquete al nodo destino este enviara un 
CFC pidiendo ayuda a los relays. Entonces los relays, 8 en nuestro escenario, 
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competirán por el canal para enviar su copia del paquete al nodo destino. Nada 
mas recibir la primera copia el nodo destino, este enviara el ACK. Así, en el 
momento de enviar el ACK, tendremos 7 relays, los que aun no han enviado su 
copia, compitiendo por el canal con el ACK. Por lo tanto, es posible que los 
nodos relays se adelante al ACK y nos lleguen copias incesarías que lo único 
que harán será retrasar el envío del ACK, y por consecuencia, aumentar la 
media y desviación. 
Además, al recibir el ACK de final de colaboración, no podemos eliminar los 
paquetes de la cola de transmisión, por lo tanto no podremos cancelar el envío 
de copias innecesarias por parte de los relays (aun en caso de poder 
eliminarlas, de la cola de transmisión, es probable que algunos nodos ya 
hubiesen enviado su copia después de ser enviado el ACK). 
 
Tanto para el caso de 512 como 1024Bytes obtenemos que la media de 
11Mbps es mejor que la de 5’5Mbps, aunque para 11Mbps ahí menos fiabilidad 
al recibir los paquetes, sobretodo 1024Bytes al contener estos mayor 
información. 
 
Además apreciamos que la reducción de tiempo, para recibir las 
retransmisiones, de 11 respecto 5,5 Mbps, es mayor en los paquetes de 1024 
Bytes. Esto se debe, a como hemos explicado antes, a que en un paquete ahí 
ciertos campos que se transmiten a velocidad base y solo los datos del paquete 
se envían a la velocidad seleccionada. 
 
En conclusión, elegiríamos una velocidad de 5’5Mbps si necesitamos recibir 
muchas copias, ya que a pesar de que el tiempo en recibir las copias es mayor 
lo compensa siendo más fiable la transmisión, sobretodo si los paquetes a 
enviar no son muy grandes. 
En caso de necesitar pocas copias nos decantaríamos por 11Mbps, cuya 
velocidad es mayor y, al necesitar pocas retransmisiones, es mas probable que 
nos lleguen las necesarias pese a ser menos fiable. 
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4.2.3. Escenario multi-rate. 
 
En los puntos anteriores todos nuestros relays tenían la misma velocidad. En 
un caso real nuestros relays no tienen porque tener todos la misma. 
En este apartado se analizara el escenario en que la mitad estarán 
transmitiendo a 5,5Mbps y la otra mitad a 11Mbps, es decir cuatro nodos relays 
a 5,5Mbps y los otros 4 a 11Mbps). 
Como en los escenarios anteriores se analizara para la transmisión de 
paquetes de 512 y 1024 Bytes. 
 
4.2.3.1. Caso de 512 bytes. 
 
 
Tabla 4.3. Medias y desviaciones para paquetes de 512Bytes. Comparación 
escenario multi-rate con escenarios uni-rate a 5,5 y 11Mbps. 
 
 Medias (ms) Desviaciones (ms) 
#Retrans Multi-rate 11Mbps 5.5Mbps Multi-
rate 
11Mbps 5.5Mbps 
1 14,4863 13,6182 15,94606 3,579353 2,39762 1,73111 
2 16,35006 14,6824 17,89586 4,046261 2,878322 1,963113 
3 18,00723 15,8704 19,36506 5,324017 3,251742 2,651886 
4 20,92076 17,1916 21,66773 5,344727 3,116498 2,945016 
5 23,41886 18,6386 24,08323 5,684734 3,764258 2,922165 
6 26,0643 20,0458 27,1399 7,298795 4,328756 3,649139 
7 29,5453 23,1226 30,0737 9,011477 5,932434 4,762815 
8 33,7364 26,1881 35,2024 11,99554 7,64215 7,487315 
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Fig. 4.6.  Retardo para paquetes de 512Bytes de escenario multi-rate frente a 
escenarios uni-rate. 
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4.2.3.2. Caso de 1024 bytes. 
 
 
Tabla 4.4. Medias y desviaciones para paquetes de 1024Bytes. Comparación 
escenario multi-rate con escenarios uni-rate a 5,5 y 11Mbps. 
 
 Medias (ms) Desviaciones (ms) 
#Retrans Multi-rate 11Mbps 5.5Mbps Multi-
rate 
11Mbps 5.5Mbps 
1 19,4015 16,65893 21,5477 5,41682 2,73169 1,686594 
2 21,70823 19,3483 23,3674 5,70353 2,74895 3,130702 
3 24,02613 22,03293 25,6948 7,440757 3,55079 3,983088 
4 27,35026 24,04816 29,8227 9,04418 4,43232 4,667913 
5 31,16893 27,0507 33,7060 9,69934 5,06178 5,280288 
6 35,4854667 30,87273 37,8945 11,7233 6,41811 5,719322 
7 39,0812 34,00043 42,6038 13,3246 9,02919 7,698535 
8 42,98263 37,06570 44,7951 15,50032 10,1713 10,02662 
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Fig. 4.7. Retardo para paquetes de 1024Bytes de escenario multi-rate frente a 
escenarios uni-rate. 
 
 
4.2.3.3. Conclusiones. 
 
La probabilidad de que transmita un nodo a 5’5 o 11Mbps es la misma, se 
tienen los mismo nodos a 5,5 como a 11Mbps, por lo tanto los tiempos de  
multi-rate se sitúan entre la curva de 5’5 y 11Mbps. 
 
Además, podemos observar que la desviación típica en multi-rate es mayor que 
en las transmisiones a 5’5 o 11Mbps, esto nos indica que los nodos se han ido 
alternando, es decir no ahí prioridad para los de mayor velocidad, y todos 
compiten por igual por el canal.  
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De esta forma los nodos lentos hacen que los nodos rápidos retrasen su 
velocidad de transferir las copias. 
 
Así seria interesante poder evitar que los nodos más lentos entren a competir 
por el canal con los rápidos. Es decir, seria conveniente priorizar la transmisión 
de los relays con mayor velocidad, por tal de garantizar una entrega de copias 
más rápida. 
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4.2.4. Selección de relays. 
 
El escenario planteado es este apartado es el mismo que multi-rate, pero en 
esta ocasión se intenta priorizar los nodos que tengan mejor canal. 
Para ello los 4 relays a 5,5Mbps (con menos velocidad) se pondrán fuera del 
rack, para que su nivel de señal al recibir los paquetes sea mas bajo, y los 4 
nodos más rápidos, 11Mbps, seguirán en el rack. 
De esta forma pretendemos que los nodos con menor señal, y por lo tanto 
menos velocidad, posponga su transmisión y dejen enviar primero a los nodos 
más rápidos, y así mejorar la velocidad con la que recibimos las copias. 
Para posponer la transmisión del los nodos lentos, se hace que dichos nodos 
se esperen un tiempo antes de transmitir su copia (ver anexo I.9). 
 
4.2.4.1. Caso de 512 bytes. 
 
 
Tabla 4.5. Medias y desviaciones para paquetes de 512Bytes. Comparación 
escenario selección de relays con escenarios uni-rate a 5,5 y 11Mbps. 
 
 Medias (ms) Desviaciones (ms) 
#Retrans Selecc. 
Relays 
11Mbps 5.5Mbps Selecc. 
Relays 
11Mbps 5.5Mbps 
1 13,49963 13,61826 15,94606 2,124581 2,39762 1,73111 
2 14,24706 14,68243 17,89586 2,744212 2,878322 1,963113 
3 16,4684 15,8704 19,36506 3,604244 3,251742 2,651886 
4 19,88493 17,1916 21,66773 4,020611 3,116498 2,945016 
5 21,94443 18,6386 24,08323 4,340394 3,764258 2,922165 
6 24,88503 20,0458 27,13996 6,000014 4,328756 3,649139 
7 28,56773 23,1226 30,0737 7,183395 5,932434 4,762815 
8 31,86246 26,18816 35,2024 9,470217 7,64215 7,487315 
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Fig. 4.8. Retardo para paquetes de 512Bytes de escenario selección de relays 
frente a escenarios uni-rate. 
44 Evaluación de protocolos MAC cooperativos para sistemas de transmisión inalámbricos 
Comparativa con escenario multi-rate. 
 
 
Tabla 4.6. Medias y desviaciones para paquetes de 512Bytes. Comparación 
escenario selección de relays con escenario multi-rate. 
 
 Medias (ms) Desviaciones (ms) 
# Retrans. Selecc. 
Relays 
Multi-rate Selecc. 
Relays 
Multi-rate 
1 13,49963 19,4015 2,124581 3,579353 
2 14,24706 21,70823 2,744212 4,046261 
3 16,4684 24,02613 3,604244 5,324017 
4 19,88493 27,35026 4,020611 5,344727 
5 21,94443 31,16893 4,340394 5,684734 
6 24,88503 35,48546 6,000014 7,298795 
7 28,56773 39,0812 7,183395 9,011477 
8 31,86246 42,98263 9,470217 11,995548 
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Fig. 4.9. Retardo para paquetes de 512Bytes de escenario selección de relays 
frente a escenario multi-rate. 
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4.2.4.2. Caso de 1024 bytes. 
 
 
Tabla 4.7. Medias y desviaciones para paquetes de 1024Bytes. Comparación 
escenario selección de relays con escenarios uni-rate a 5,5 y 11Mbps. 
 
 Medias (ms) Desviaciones (ms) 
#Retrans Selecc. 
Relays 
11Mbps 5.5Mbps Selecc. 
Relays 
11Mbps 5.5Mbps 
1 16,10543 16,65893 21,54776 3,032214 2,731697 1,686594 
2 19,46076 19,3483 23,3674 3,739276 2,748954 3,130702 
3 22,30476 22,03293 25,69483 4,461116 3,550793 3,983088 
4 25,84616 24,04816 29,82276 6,498054 4,432325 4,667913 
5 29,60296 27,0507 33,70603 7,877687 5,061783 5,280288 
6 33,77106 30,87273 37,89456 8,43948 6,418115 5,719322 
7 37,6386 34,00043 42,6038 10,04111 9,029192 7,698535 
8 41,21723 37,065708 44,79513 12,88751 10,17138 10,02662 
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Fig. 4.10. Retardo para paquetes de 1024Bytes de escenario selección de 
relays frente a escenarios uni-rate. 
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Comparativa con escenario multi-rate. 
 
 
Tabla 4.8. Medias y desviaciones para paquetes de 1024Bytes. Comparación 
escenario selección de relays con escenario multi-rate. 
 
 Medias (ms) Desviaciones (ms) 
# Retrans. Selecc. 
Relays 
Multi-rate Selecc. 
Relays 
Multi-rate 
1 16,10543 19,4015 3,032214 5,416823 
2 19,46076 21,70823 3,739276 5,703533 
3 22,30476 24,02613 4,461116 7,440757 
4 25,84616 27,35026 6,498054 9,044188 
5 29,60296 31,16893 7,877687 9,69934 
6 33,77106 35,48546 8,43948 11,72336 
7 37,6386 39,0812 10,041118 13,32462 
8 41,21723 42,98263 12,887514 15,500372 
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Fig. 4.11. Retardo para paquetes de 1024Bytes de escenario selección de 
relays frente a escenario multi-rate. 
 
 
4.2.4.3. Conclusiones. 
 
Como se especifica en el anexo los valores de retardos seleccionados para 
cada tamaño de paquete garantizan que las primeras retransmisiones las 
realicen los nodos de 11Mbps, las graficas de selección de relays y uni-rate a 
11Mbps tienen medias muy parecidas en las tres primeras retransmisiones. 
Mientras que en la cuarta retransmisión no podemos asegurar que se de un 
nodo rápido, en este punto las curvas empiezan a separarse. En teoría debería 
ocurrir en la quinta, pero en ocasiones, debido a la colisión, un nodo lento 
transmite antes que uno rápido, por lo tanto en la cuarta no se puede asegurar 
que sea un nodo de 11Mbps. 
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En la comparativa con multi-rate observamos que las velocidades son 
parecidas, sobretodo en las transmisiones mayores, esto es debido a que en 
selección de relays aseguramos que las retransmisiones bajas las realicen los 
nodos con más velocidad, mientras que en multi-rate puede ser cualquier nodo.  
Además observamos que la desviación típica en selección de relays es mas 
baja, ya que como los nodos lentos se esperan al principio solo envían los 4 
nodos a 11Mbps y después los de 5’5Mbps. De esta forma también se reduce 
la posibilidad de colisión, en principio compiten solo 4 nodos en lugar de 8 en 
multi-rate. 
 
Así vemos que es interesante priorizar de algún modo la transmisión de nodos 
que tengan mayor velocidad, ya que nos permitirá recibir las copias más rápido. 
Además separar los nodos de forma adecuada, para crear escenarios mas 
uniformes, nos hace obtener menos desviación que en escenarios sin ninguna 
pauta de separación. 
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4.2.5. Conclusiones finales. 
 
A partir de las medidas realizadas en este capítulo llegamos a las siguientes 
conclusiones: 
 
• Como hemos visto en el apartado 4.2.1, el uso del sistema de 
cooperación ofrece mejoras en términos de retardo respecto al 
comportamiento habitual del estándar (paquetes medianos o grandes y 
si el enlace entre origen y destino no es fiable o esta sintonizado a baja 
velocidad) a partir de 3 o más retransmisiones. Esto es debido, 
principalmente, a nuestro paquete ACK final, que al ser de datos, y por 
lo tanto tener que competir por el canal con el resto de nodos, su 
recepción es más tardía. Además como hemos explicado la cola de 
transmisión la gestiona la firmware, esto hace que al recibir el ACK no 
podemos cancelar la retransmisión de dicho paquete, en caso de que 
aun no se halla transmitido. Por esta razón es probable que en algunas 
retransmisiones tendremos retransmisiones innecesarias que empeoran 
nuestro canal. 
 
• Como es lógico, las transmisiones a 11Mbps son más rápidas que a 
5’5Mbps. Sin embargo, a 11Mbps tenemos bastantes mas problemas de 
fiabilidad para recibir las copias, sobretodo con paquetes de 1024Bytes. 
Por lo tanto es mas recomendable utilizar 5’5Mbps cuando necesitamos 
un número de retransmisiones altas, ya que aunque en media sea más 
lenta la transmisión, es mas fiable que nos lleguen las copias, y si 
necesitamos pocas retransmisiones utilizar 11Mbps. 
 
• Es conveniente priorizar la transmisión de los nodos que tengan mayor 
velocidad y mejor canal, ya que los nodos con menos velocidad retrasan 
la transmisión. Además, con selección de relays mejoramos el canal y 
tenemos menos nodos compitiendo por el canal al mismo tiempo, puesto 
que ahí nodos que se esperan a que otros transmitan. 
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CAPÍTULO 5. CONCLUSIONES 
 
En este documento hemos desarrollado un protocolo PRCSMA para C-ARQ a 
partir del driver HostAP. Hemos visto como se han implementado y solucionado 
los problemas que nos planteaba la realización de las diferentes modificaciones 
en el driver para que realice una cooperación C-ARQ. Este tipo de cooperación 
consiste en que un nodo al recibir un paquete erróneo solicitara ayuda a los 
equipos vecinos, en vez de pedir al equipo origen que le retransmita el 
paquete. Los nodos vecinos, al recibir dicha petición de ayuda, enviaran al 
nodo destino la copia del paquete que desencadeno el proceso de ayuda, en 
caso que lo tengan guardado.  
 
Una vez modificado el driver, se han realizado diferentes pruebas por tal de ver 
su funcionamiento respecto al driver original. En estas se pretende evaluar si 
conviene utilizar el mecanismo de cooperación viendo si se desminuye el 
tiempo a la hora de recibir las retransmisiones de los paquetes. 
 
Así hemos visto que: 
 
En caso que el enlace origen-destino este sintonizado a baja velocidad, 1 o 
2Mbps, seria conveniente utilizar el mecanismo de cooperación para paquetes 
mayores de 500Bytes, sobretodo si se necesitan más de dos retransmisiones 
del paquete. 
 
Para las retransmisiones con 11Mbps hay bastantes más problemas de 
fiabilidad, debido a la colisión, que con 5,5Mbps. Por ello aunque en 11Mbps la 
transmisión es más rápida se recomienda utilizar 5,5Mbps en caso de necesitar 
muchas retransmisiones y 11Mbps si se requieren pocas. 
 
También hemos podido ver que, en escenarios que tengamos relays con 
diferentes velocidades, los nodos lentos influyen negativamente, en términos 
de retardo. Por lo tanto interesa priorizar la transmisión de los que tengan 
mayor velocidad, para de esta forma reducir el tiempo de recepción de las 
retransmisiones. La selección de nodos, además de conseguir una mejor 
velocidad en la entrega de las copias, también reduce el número de nodos que 
competirán por el canal, por lo tanto, se reduce la probabilidad de colisión y 
mejora la fiabilidad. 
 
De esta forma, siempre que el canal de los relays-destino sea mejor que el 
origen-destino, se logra una mejor tasa de transferencia, menos retardo en las 
transmisiones, un consumo de energía más eficiente (al ser mejor el canal 
relays-destino necesitaremos menos retransmisiones para obtener el paquete 
correcto) y una mayor cobertura. 
 
Por el contrario hemos observado el efecto negativo de que nuestra petición de 
ayuda, paquete CFC, sea de datos y broadcast, y que la finalización de dicha 
ayuda, ACK, sea también un paquete de datos. Al ser de datos estos tienen 
que competir por el canal con el resto de nodos y esto retrasa la recepción de 
los paquetes, sobretodo en el caso del ACK. Se podría considerar en futuros 
estudios el hecho de que el nodo que emita el CFC sepa los nodos que le 
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pueden ayudar, mediante una tabla MAC, y no realice la petición de ayuda de 
forma broadcast. Como sabemos los nodos están en modo promiscuo por lo 
que todos recibirán el paquete, sino que especifique que nodo debe de enviar 
su copia. De esta forma evitaríamos copias innecesarias y mejoraríamos el 
canal para la trasmisión de nuestro ACK final, ya que al realizar la petición uno 
a uno no habría otros nodos intentando enviar copias que no necesitamos. 
 
Otro punto a tener en cuenta, es que al recibir las respuestas a nuestra petición 
de ayuda, estas se deberían ir guardando en un buffer y combinarlas para 
poder obtener el paquete completamente correcto. Estos mecanismos no están 
implementados, por lo que se tendría que analizar en futuros estudios, ya que 
el tiempo requerido para realizar las operaciones debe ser tenido en cuenta. 
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ANEXO I. MODIFICACIONES DEL CÓDIGO DRIVER 
 
 
Para estas pruebas se ha utilizado las tarjetas basadas en el chipset Prism2.5 
con el driver HostAP de Linux. Al tener acceso al código, se ha podido realizar 
distintos cambios en él, por tal de llevar a cabo los escenarios planteados en un 
entorno real. 
 
Los distintos capítulos de que consta el anexo de detallan a continuación: 
 
• Diagrama de flujo: Esquema simplificado del comportamiento del driver 
modificado. 
 
• Variables declaradas: Nuevas variables declaradas para la realización 
del código. 
 
• Modo promiscuo: Se habilita la parte de código dedicada al modo 
promiscuo. 
 
• Filtrado de paquetes: Al estar los nodos en modo promiscuo, se debe 
de comprobar que los paquetes pertenecen a nuestra red. Además 
también se realizan unas pruebas para saber si el paquete debe de ser 
guardado en memoria por parte de los relays. 
 
• Generación del paquete CFC: Si un paquete cumple una serie de 
requisitos, se emite un paquete CFC por tal de solicitar cooperación. 
 
• Recepción del CFC: Si un nodo recibe un paquete CFC, debe tratar de 
responder reenviando la copia del paquete, caso que la tengamos 
guardada en memoria. 
 
• Recepción de respuestas al CFC y generación del ACK: Se emite un 
paquete ACK por tal de finalizar el proceso de colaboración una vez que 
se han recibido las respuestas requeridas. 
 
• Recepción de respuestas al ACK: Si un nodo recibe un ACK, realizara 
una función o otras dependiendo de si es un relay o el emisor. 
 
• Selección de relays mediante “opportunistic backoff”: En este 
escenario particular es necesario añadir código que permita el retraso de 
unos nodos respecto de otros. Dicho código no debe de utilizarse en el 
resto de escenarios. 
 
• Pequeño análisis probabilista: Para que el driver acepte paquetes con 
FCS erróneo se deben introducir una serie de modificaciones que se 
especifican en este apartado. 
 
Los capítulos constan de una introducción junto con el código añadido y los 
comentarios referentes a su funcionamiento. 
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I.1. Diagrama de flujo 
 
Se presenta un diagrama de flujo, que muestra de manera esquemática el 
funcionamiento del driver modificado, para poder comprender mejor el código 
que se expondrá a continuación. 
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Fig. I.1.  Diagrama de flujo para el código modificado. 
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I.2. Variables declaradas 
 
En este apartado, veremos las variables declaradas para el funcionamiento del 
código nuevo y el archivo donde se encuentran. 
 
En el archivo “hostap_80211_rx.c” en la función void hostap_80211_rx: 
 
struct sk_buff *cfc; /*This will hold the CFC packet*/ 
struct ieee80211_hdr_4addr cfc_hdr; /*The CFC header will be a generic 
 data header */ 
u16 cfc_fc; /* Frame control for the CFC */ 
struct ieee80211_hdr_4addr last_data_rx_hdr; /* MAC Header of data 
 saved */ 
struct hostap_skb_tx_data *meta; 
struct hostap_interface *iface2; 
int is_UDP_or_TCP = 0; 
u8 protocol;  
u8 iphlen; 
int data; 
u16 sc_req; 
u8 orig_req[ETH_ALEN]; 
u8 orig_send[ETH_ALEN]; 
u8 bssid[ETH_ALEN]; 
int bssid_ok = 0; 
int retrans_max = 8; // (para marcar máx. retransmisiones, de 1 a máx. 
 relays) 
 
En el archivo “hostap_wlan.h” dentro de la definición de la estructura 
“local_info”: 
 
 struct sk_buff *last_data_rx; 
 struct sk_buff *my_last_data; 
 int copy_sent; 
 int help_req; 
 int amount_replies; 
 u16 clau; 
 u16 be; 
 u16 mal; 
 u16 recuperables; 
 unsigned int long cfc_time; 
 
En el archivo “hostap_80211.h” se han definido las siguientes constantes para 
el subtipo reservado: 
 
#define STYPE_CFC 0x0090 
#define STYPE_CFC_REPLY 0x00A0  
#define STYPE_ACK 0x00B0 /* Defining ACK Subtype */ 
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I.3. Modo Promiscuo 
 
I.3.1. Código implementado. 
 
Esta parte de código se encuentra en hostap_main.c. 
 
static void hostap_set_multicast_list(struct net_device *dev) 
{ 
 /* FIX: uous mode seems to be causing a lot of problems with 
  * some station firmware versions (FCSErr frames, invalid MACPort, etc. 
  * corrupted incoming frames). This code is now commented out while 
 *the problems are investigated. */ 
 struct hostap_interface *iface; 
 local_info_t *local; 
 
 iface = netdev_priv(dev); 
 local = iface->local; 
 if ((dev->flags & IFF_ALLMULTI) || (dev->flags & IFF_PROMISC)) { 
  local->is_promisc = 1; 
 } else { 
  local->is_promisc = 0; 
 } 
 
 schedule_work(&local->set_multicast_list_queue); 
} 
 
I.3.2. Comentarios. 
 
La función hostap_set_multicast_list() sirve para activar el modo promiscuo.  
 
Como sabemos, necesitamos activar el modo promiscuo en nuestros relays, 
así que se habilita esta parte de código para poder configurar nuestros relays 
en el modo promiscuo. 
56 Evaluación de protocolos MAC cooperativos para sistemas de transmisión inalámbricos 
I.4. Filtrado de paquetes en los nodos relays 
 
I.4.1. Código implementado y comentarios. 
 
Los añadidos de código que se detallan a continuación se realizan en la función 
void hostap_80211_rx, dentro del archivo “hostap_80211_rx.c”. 
 
I.4.1.1. Filtrado por BSSID. 
 
switch (fc & (IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS)) { 
 case IEEE80211_FCTL_FROMDS: 
  memcpy(dst, hdr->addr1, ETH_ALEN); 
  memcpy(src, hdr->addr3, ETH_ALEN); 
  memcpy(bssid, hdr->addr2, ETH_ALEN); /* CTTC BSSID is 
 important for relay sta */ 
  break; 
 case IEEE80211_FCTL_TODS: 
  memcpy(dst, hdr->addr3, ETH_ALEN); 
  memcpy(src, hdr->addr2, ETH_ALEN); 
  memcpy(bssid, hdr->addr1, ETH_ALEN);/* CTTC BSSID is 
 important for relay sta */ 
  break; 
 case IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS: 
  if (skb->len < IEEE80211_DATA_HDR4_LEN) 
   goto rx_dropped; 
  memcpy(dst, hdr->addr3, ETH_ALEN); 
  memcpy(src, hdr->addr4, ETH_ALEN); 
  break; 
 case 0: 
  memcpy(dst, hdr->addr1, ETH_ALEN); 
  memcpy(src, hdr->addr2, ETH_ALEN); 
  memcpy(bssid, hdr->addr3, ETH_ALEN);/* CTTC BSSID is 
 important for relay sta */ 
  break; 
} 
 
Ésta porción de código ya existe en el driver original, solo se han añadido las 
líneas que tienen el comentario CTTC BSSID, por tal de saber el bssid del 
paquete. 
El código original no realiza este paso, ya que en el funcionamiento normal del 
driver tan solo se reciben paquetes de la red en la que esta nuestro terminal, y 
que van dirigidos a él. 
El caso de WDS (Wireless Distribution System) no se ha modificado, ya que no 
se plantea el caso de comunicación entre Access Points.
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Una vez copiado el BSSID procedemos a asegurarnos que nuestro BSSID 
coincide con el del paquete: 
 
// First check BSSID is OK. Relays in promiscuous mode might take odd frames  
if (local->iw_mode == IW_MODE_MASTER){ // Check BSSID with own address  
 if(memcmp(bssid,dev->dev_addr, ETH_ALEN)==0){ 
  bssid_ok=1; 
  //printk(KERN_DEBUG "Soc master, BSSID OK \n"); 
 } 
 else { 
  dev_kfree_skb(skb); 
  goto rx_exit; 
 } 
} 
else{ /* Not master, check BSSID address */ 
 if(memcmp(bssid,local->bssid,ETH_ALEN)==0) 
  bssid_ok=1; 
 else { 
  dev_kfree_skb(skb); 
  goto rx_exit; 
 } 
} 
 
Caso que el terminal sea master, el BSSID será su propia dirección hardware 
(dev->dev_addr) caso de coincidir marcamos la variable bssid_ok a 1 
(verdadero); en caso contrario el paquete es descartado. Se realiza la misma 
comprobación en caso de que el terminal no sea master, es un nodo asociado 
y su bssid esta en local->bssid. 
 
Si las comprobaciones fallan se utiliza la función dev_kfree_skb(skb) que 
descarta el paquete. 
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I.4.1.2. Filtrado de paquetes a conservar. 
 
Una vez realizado el filtrado anterior miramos si se trata de un paquete TCP o 
UDP por tal de guardarlo. 
A continuación, se incluye el código que realiza el filtrado y copia del paquete 
recibido, comentándose paso a paso la función de cada línea. 
 
if (type == IEEE80211_FTYPE_DATA && stype == IEEE80211_STYPE_DATA 
&& bssid_ok == 1){ 
 printk(KERN_DEBUG "18 Maig. He rebut un paquet de dades de %d 
  bytes \n", skb->len); 
 printk(KERN_DEBUG "El seu sequence number es %d \n", 
WLAN_GET_SEQ_SEQ(sc)>>4); 
/* The secuence number must be shifted 4 bits to the right, to proper see 
 its value */ 
 if (skb->len > 52){ 
 /* Check if the frame is big enough as to have an IP header */ 
  payload = skb->data + hdrlen; 
  ethertype = (payload[6] << 8) | payload[7]; 
  if (ethertype == ETH_P_IP){ /* There's IP protocol used */ 
   memcpy (&protocol, payload+8+9,1); /* Skip MAC 
 header(hdrlen) + LLC header(8) + IP header offset(9) */ 
   printk(KERN_DEBUG "Protocol número %d \n",protocol); 
   if (protocol==17){ /* 17==UDP, 6==TCP */ 
    is_UDP_or_TCP = 1; 
    if(memcmp(dst,dev->dev_addr,ETH_ALEN)!=0){  
/* Not sent to us */ 
     if (local->last_data_rx == NULL) { 
/*We've nothing buffered*/ 
      local->last_data_rx = skb_copy 
 (skb,GFP_ATOMIC); 
     } 
     else { /* We've old data, first free the old, 
 then copy the next */ 
      dev_kfree_skb(local->last_data_rx); 
      local->last_data_rx = skb_copy 
 (skb,GFP_ATOMIC); 
     } 
     printk(KERN_DEBUG "Copiat \n"); 
     /* Nothing left to do with the frame, once is  
cached */ 
     dev_kfree_skb(skb); 
     goto rx_exit; 
    }/* memcmp dest not us */ 
    if (rx_stats->frameok == 0 && skb->len >900) 
     local->recuperables ++; 
   }    
  } 
 } 
} /* End of if (type...) */ 
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En primer lugar, comprobamos que los campos tipo y subtipo de su cabecera 
MAC sean, ambos, de datos. 
 
Los printk que siguen son mensajes de debug, por tal de ver, que se han 
detectado correctamente los paquetes. En concreto se incluye el tamaño del 
paquete y su número de secuencia. Estos valores también son útiles para 
comprobar que, al retransmitir un paquete, hemos retransmitido el mismo que 
habíamos guardado previamente.  
 
if (type == IEEE80211_FTYPE_DATA && stype == IEEE80211_STYPE_DATA 
&& bssid_ok == 1){ 
 printk(KERN_DEBUG "18 Maig. He rebut un paquet de dades de %d 
  bytes \n", skb->len); 
 printk(KERN_DEBUG "El seu sequence number es %d \n", 
WLAN_GET_SEQ_SEQ(sc)>>4); 
/* The secuence number must be shifted 4 bits to the right, to proper see 
 its value */ 
 
Seguidamente se comprueba que el paquete recibido tenga una longitud, en 
bytes, lo suficientemente grande como para que pueda albergar información 
hasta capa 4. Es necesario hacerlo ya que, de otro modo, podríamos estar 
accediendo a información no valida. 
 
if (skb->len > 52){  // Check if the frame is big enough as to have an IP header 
 
A continuación se recoge la información del tipo de encapsulamiento Ethernet.  
Su tipo ocupa dos Bytes, por eso hay un shift de 8 bits para el sexto byte de la 
cabecera Ethernet antes de hacer la OR (payload apunta a variables tipo Byte y 
ethertype son 2 Bytes). 
 
payload = skb->data + hdrlen; 
ethertype = (payload[6] << 8) | payload[7]; 
 
El IEEE 802.3 usa un concepto conocido como LSAP("Link Service Access 
Point") que utiliza una cabecera de 3 bytes. Debido al número creciente de 
aplicaciones que emplean IEEE 802 como protocolo para los niveles inferiores, 
se le hizo una extensión en la forma del SNAP ("Sub-Network Access 
Protocol") que consta de 5 bytes. 
 
Se adjunta un esquema para mayor claridad: 
 
 
 
 
Fig. I.2. Cabeceras LSAP  y SNAP. 
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Nótese que, previamente, se ha inicializado payload saltando hdrlen bytes (que 
es el tamaño de la cabecera MAC). Payload[0] es un puntero a Byte, por lo que 
inicialmente apunta a DSAP. Por tanto, como se ve en la figura, payload[1] 
apunta a SSAP, por lo que payload[6] y payload[7] apuntan a EtherType que es 
nuestro campo de interes. 
 
if (ethertype == ETH_P_IP){ /* There's IP protocol used */ 
 
Si su tipo es ETH_P_IP indica que, a continuacion de esta cabecera, tenemos 
una cabecera IP, por lo que procedemos a averiguar si usa protocolo TCP o 
UDP portal de guardarlo. Para ello, debemos saltar diversos Offset. En primer 
lugar la cabecera MAC (hdrlen) más toda la cabecera LLC/Ethernet (8 Bytes) 
más el Offset correspondiente para el campo protocolo dentro de la cabecera 
IP (9 Bytes) dicho campo ocupa 1 Byte y es copiado en la variable protocol. 
 
memcpy (&protocol, payload+8+9,1);  
/* Skip MAC header(hdrlen) + LLC header(8) + IP header offset(9) */ 
 
A continuación se adjunta una imagen con la cabecera IP, por tal de observar 
el offset de 9 Bytes hasta el campo protocol (en la figura se especifica bits. 
1Byte = 8bites): 
 
 
 
 
Fig. I.3. Formato de la cabecera IP (versión 4). 
 
Como último paso, se mira el valor del campo protocol. Se coincide con 17 
(UDP) se sigue adelante. 
 
printk(KERN_DEBUG "Protocol número %d \n",protocol); 
if (protocol==17){ /* 17==UDP, 6==TCP */ 
  is_UDP_or_TCP = 1; 
 
Véase que para adecuar el filtrado a TCP tan solo se requiere cambiar el if por 
(protocol == 6) o en caso de querer guardar TCP y UDP a (protocol == 17 || 
protocol ==6). 
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Seguidamente se comprueba que la tarjeta no es la receptora original del 
paquete, ya que los nodos relay deben capturar y guardar paquetes que no 
vayan destinados a ellos. 
 
if(memcmp(dst,dev->dev_addr,ETH_ALEN)!=0){  /* Not sent to us */ 
 
Dicha comprobación también se podría haber realizado con anterioridad, pero, 
de este modo podemos el flag is_UDP_or_TCP, independientemente de a 
quien vaya dirigido el paquete. Esto es útil, ya que para la realización de los 
experimentos se generaron paquetes de petición de ayuda siempre que llegara 
un paquete UDP. Poniendo la comprobación aquí, evitamos volver a comprobar 
los mismos campos mas tarde. 
 
Una vez echa la comprobación, si no se tenia nada guardado se pasa a copiar 
el paquete recibido (mediante la función skb_copy) mientras que si ya teníamos 
una copia de otro paquete, borramos la copia anterior antes de copiar el nuevo 
paquete recibido. En el escenario planteado los nodos relay tienen por lo tanto 
una memoria de un solo paquete de datos UDP. 
 
if (local->last_data_rx == NULL) { /*We've nothing buffered*/ 
 local->last_data_rx = skb_copy (skb,GFP_ATOMIC); 
} 
else { /* We've old data, first free the old, then copy the next */ 
 dev_kfree_skb(local->last_data_rx); 
 local->last_data_rx = skb_copy (skb,GFP_ATOMIC); 
} 
 
Nótese que la copia se realiza en local->last_data_rx, en lugar de una variable 
global. 
Si usáramos una variable global, en caso de tener en un ordenador más de una 
tarjeta con driver HostAP, todas ellas verían la misma variable global (habría 
una sola copia del paquete, que sería vista por todas las tarjetas). 
Por el contrario, local es una estructura local_info que contiene diversa 
información referente a la tarjeta (bssid, canal…) por lo que ése es el lugar 
adecuado para guardar variables que son específicas de cada tarjeta. 
 
Para terminar, se genera un mensaje de debug por tal de advertir que el 
paquete se ha guardado correctamente y también se descarta el paquete 
recibido, ya que una vez que se ha realizado la copia no debemos hacer nada 
más con él (recordar que este paquete no va dirigido a nosotros). 
 
printk(KERN_DEBUG "Copiat \n"); 
/* Nothing left to do with the frame, once is cached */ 
dev_kfree_skb(skb); 
goto rx_exit; 
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I.5. Generación del paquete CFC (Call for Cooperation) 
 
I.5.1. Código implementado. 
 
/* CTTC PFC We generate the CFC, if we're the Master, and have received a 
data (that we assume corrupted) */ 
 
if (local->iw_mode == IW_MODE_MASTER && is_UDP_or_TCP == 1 &&  
local->help_req==0) { 
 printk(KERN_DEBUG "Sóc master \n"); 
 cfc = alloc_skb (80, GFP_KERNEL); /* Reserve enough space */ 
 skb_reserve (cfc, 48); /* Data packet header is 48 Bytes lenght */ 
 memset (&cfc_hdr, 0, sizeof (cfc_hdr) ); /* We set cfc_header all cero */ 
 printk(KERN_DEBUG "Començo a generar CFC \n"); 
 memcpy (&cfc_hdr.addr1, dev->broadcast, ETH_ALEN); /* Address 1 is 
 set to Broadcast, everyone will receive the packet */ 
 printk(KERN_DEBUG "Destí=" MACSTR, MAC2STR (cfc_hdr.addr1)); 
 printk(KERN_DEBUG "\n"); 
 /* Address 2 is set to BSSID, if it's the master the one sending the 
 packet,  * local->bssid has no correct value, since the device is in master 
 mode, thus bssid == its own address */ 
 memcpy (&cfc_hdr.addr2, dev->dev_addr, ETH_ALEN);  
 printk(KERN_DEBUG "BSSID=" MACSTR, MAC2STR (cfc_hdr.addr2)); 
 printk(KERN_DEBUG "\n"); 
 memcpy (&cfc_hdr.addr3, dev->dev_addr, ETH_ALEN); /* Address 3 is 
 set to source, if master is the one sending the packet */ 
 printk(KERN_DEBUG "Origen=" MACSTR, MAC2STR (cfc_hdr.addr3)); 
 printk(KERN_DEBUG "\n"); 
 cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_CFC) | 
 (IEEE80211_FCTL_FROMDS); 
 /* We set the frame control: Type= Data, Stype= CFC, fromDS= 1 */ 
 printk(KERN_DEBUG "Frame Control FC= 0x%04x \n", cfc_fc); 
 cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); /* Fill the cfc packet header */ 
 memcpy (skb_push (cfc,24), &cfc_hdr, 24); 
 /* Copy the header into the sk_buff */ 
 memcpy(skb_put(cfc,sizeof(u16)),&sc,sizeof(u16)); /*Add SC from 
 incoming packet*/ 
 memcpy(skb_put(cfc,ETH_ALEN),&src,ETH_ALEN); /*Add incoming 
 packet source @*/ 
 printk(KERN_DEBUG "El CFC té una longitud de %d bytes \n", cfc->len); 
 /* Prepare to send */ 
 cfc->mac.raw=cfc->data; /* Mark the start of the MAC header */ 
 meta = (struct hostap_skb_tx_data *) cfc->cb; 
 memset(meta, 0, sizeof(*meta)); 
 meta->magic = HOSTAP_SKB_TX_DATA_MAGIC; 
 iface2=netdev_priv(local->dev); 
 iface2->stats.tx_packets ++; 
 iface2->stats.tx_bytes += cfc->len; 
 meta->iface = iface2; 
 cfc->dev = local->dev; 
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 local->amount_replies=0; 
 printk(KERN_DEBUG "Número de respostes %d \n",  
local->amount_replies); 
  
 if (local->my_last_data != NULL) { 
  dev_kfree_skb(local->my_last_data); 
 } 
 local->my_last_data = skb_copy (cfc,GFP_ATOMIC); /*Copiamos cfc 
 para tener los datos para el ACK*/ 
  
 dev_queue_xmit (cfc); 
} 
 
I.5.2. Comentarios. 
 
Lo primero que hacemos es comprobar si somos el master, que el paquete 
recibido sea UDP y que no se ha pedido ayuda. Ésta última comprobación es 
innecesaria en nuestro experimento, pero puede servir en un escenario real, ya 
que no seria conveniente lanzar muchos CFC. 
 
if (local->iw_mode == IW_MODE_MASTER && is_UDP_or_TCP == 1 &&  
local->help_req==0) { 
 
Ahora empezamos a generar el paquete CFC. Para ello, hay que generar un 
socket buffer (struct sk_buff), que es la manera como Linux gestiona los 
paquetes. La estructura sk_buff contiene diversos campos; un puntero que 
apunta al inicio de la estructura (head), otro al inicio de los datos (data), el 
siguiente al final de los datos (tail) y por ultimo uno que apunta al final de la 
estructura (end). 
 
 
 
 
Fig. I.4. Punteros dentro de la estructura socket buffer. 
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La primera orden a dar es la de reservar suficiente espacio en memoria para el 
paquete a generar. 
 
cfc = alloc_skb (80, GFP_KERNEL); /* Reserve enough space */ 
 
Como vemos en la figura tras este paso, head, data y tail apuntan al mismo 
lugar, el principio de la estructura, y end al final. Se han reservado 80 Bytes. 
 
 
 
 
Fig. I.5. Socket buffer tras Alloc_skb. 
 
El siguiente paso es reservar espacio suficiente para la cabecera del paquete. 
Como el CFC es un paquete de datos de tipo MAC, su cabecera ocupará 24 
Bytes. Se reservan 48 ya que la capa física añade otros 24 Bytes más de 
cabecera y, caso el nivel inferior querer operar sobre ese mismo skb, deberá 
tener espacio suficiente para ello (si no utiliza el mismo skb no es crítico, ya 
que simplemente estamos reservando más espacio del necesario). 
 
skb_reserve (cfc, 48); /* Data packet header is 48 Bytes lenght */ 
 
En este caso, tanto data como tail se han desplazado 48 Bytes. Tail y data 
apuntan al mismo sitio ya que el paquete tan solo tiene definida, por el 
momento, una cabecera. 
 
 
 
 
Fig. I.6. Socket buffer tras skb_reserve. 
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Una vez reservado el espacio para la cabecera llega el momento de generarla. 
En lugar de generarla sobre el skb, el mecanismo utilizado es rellenar una 
estructura de tipo cabecera MAC de 4 direcciones (struct 
ieee80211_hdr_4addr) de la que tan solo usaremos 3, la cuarta seria la del 
caso WDS. Una vez rellenada, dicha estructura, se copiara en el espacio de 
memoria que hemos reservado anteriormente para la cabecera. 
Así pues empezamos reiniciando todos los bits, de la estructura tipo cabecera,  
a 0. 
 
memset (&cfc_hdr, 0, sizeof (cfc_hdr) ); /* We set cfc_header all cero */ 
printk(KERN_DEBUG "Començo a generar CFC \n"); 
 
Seguidamente se pasa a rellenar los campos de direcciones. 
 
 
Tabla I.1. Campos de direcciones según flags ToDS y FromDS. 
 
To DS From DS Address 1 Address 2 Address 3 Address 4 
0 0 DA SA BSSID N/A 
0 1 DA BSSID SA N/A 
1 0 BSSID SA DA N/A 
1 1 RA TA DA SA 
 
Como el emisor del CFC es el nodo master (flag From DS=1, segunda fila de la 
tabla), sus paquetes tienen en Address 1 la dirección de destino. Dicha 
dirección ser broadcast, ya que el CFC debe de ser recibido por todos los 
nodos. 
 
memcpy (&cfc_hdr.addr1, dev->broadcast, ETH_ALEN); /* Address 1 is 
 set to Broadcast, everyone will receive the packet */ 
printk(KERN_DEBUG "Destí=" MACSTR, MAC2STR (cfc_hdr.addr1)); 
printk(KERN_DEBUG "\n"); 
 
La dirección 2 contiene el BSSID. Como el nodo que envía ACK es el master, 
la BSSID será la dirección propia del master. 
 
/* Address 2 is set to BSSID, if it's the master the one sending the  packet,  
* local->bssid has no correct value, since the device is in master mode, thus 
 bssid == its own address */ 
memcpy (&cfc_hdr.addr2, dev->dev_addr, ETH_ALEN);  
printk(KERN_DEBUG "BSSID=" MACSTR, MAC2STR (cfc_hdr.addr2)); 
printk(KERN_DEBUG "\n"); 
 
Para terminar la dirección 3 contiene la dirección origen, o sea, la del master. 
 
memcpy (&cfc_hdr.addr3, dev->dev_addr, ETH_ALEN);   /* Address 3 is 
 set to source, if master is the one sending the packet */ 
printk(KERN_DEBUG "Origen=" MACSTR, MAC2STR (cfc_hdr.addr3)); 
printk(KERN_DEBUG "\n"); 
66 Evaluación de protocolos MAC cooperativos para sistemas de transmisión inalámbricos 
Ahora rellenaremos el campo Frame Control de manera que indique FromDS 
de tipo datos y subtipo CFC. 
Para el subtipo, como hemos visto con anterioridad, disponemos de la variable 
STYPE_CFC que hemos declarado con el valor 0x009. 
 
cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_CFC) |  
    (IEEE80211_FCTL_FROMDS);  /* We set the frame control:  
Type=Data, Stype= ACK, fromDS= 1 */ 
printk(KERN_DEBUG "Frame Control FC= 0x%04x \n", cfc_fc); 
cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); /* Fill the cfc packet header */ 
 
Una vez que ya tenemos la cabecera lista, podemos copiarla al espacio 
reservado para la cabecera en nuestro paquete CFC.  
 
memcpy (skb_push (cfc,24), &cfc_hdr, 24); // Copy the header into the sk_buff 
 
Campos que no han sido especificados, como por ejemplo el número de 
secuencia, son asignados automáticamente por el firmware de la tarjeta, 
independientemente del valor que le asignemos. 
 
Ahora, se añaden en forma de datos el Sequence Control del paquete que 
queremos recibir copia y la dirección hardware de su remitente, De esta forma 
los relay sabrán de que paquete queremos recibir copias. 
 
memcpy(skb_put(cfc,sizeof(u16)),&sc,sizeof(u16)); /*Add SC from 
 incoming packet*/ 
memcpy(skb_put(cfc,ETH_ALEN),&src,ETH_ALEN); /*Add incoming 
 packet source @*/ 
 
Para ello se utiliza skb_put, que avanza el puntero tail hacia el principio de la 
cola, mientras que skb_push retrocedía el puntero data al principio de los 
datos. 
 
 
 
 
Fig. I.7. Skb tras orden skb_put o skb_push. 
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Como ultimo paso se añade un mensaje de debug para comprobar que el 
tamaño del paquete es el correcto. 
 
printk(KERN_DEBUG "El CFC té una longitud de %d bytes \n", cfc->len); 
 
No es necesario hacer un checksum del paquete generado ya que éste se 
añadirá automáticamente en cuanto lo pasemos al sistema para su transmisión. 
 
El paquete esta completo, solo queda prepararlo para ser transmitido. Para 
ello, especificamos donde se inicia la cabecera MAC del paquete que hemos 
generado (mac.raw) y se marca como paquete de datos a transmitir. 
 
/* Prepare to send */ 
cfc->mac.raw=cfc->data; /* Mark the start of the MAC header */ 
meta = (struct hostap_skb_tx_data *) cfc->cb; 
memset(meta, 0, sizeof(*meta)); 
meta->magic = HOSTAP_SKB_TX_DATA_MAGIC; 
 
Se identifica la interfaz como tipo master para que el paquete se pueda enviar 
(meta->iface=iface2) y se incrementan los contadores, tanto de paquetes 
enviados como de Bytes transmitidos. 
 
iface2=netdev_priv(local->dev); 
iface2->stats.tx_packets ++; 
iface2->stats.tx_bytes += cfc->len; 
meta->iface = iface2; 
 
Marcamos que dispositivo envía el paquete que, en este caso, es el mismo que 
lo ha recibido. 
 
cfc->dev = local->dev; 
 
Ponemos el contador de respuestas recibidas a 0 y generamos un mensaje de 
debug. Así podemos ver, estando en el master, como van llegando copias del 
paquete requerido. 
 
local->amount_replies=0; 
printk(KERN_DEBUG "Número de respostes %d \n", local->amount_replies); 
 
Como hemos visto, en el capítulo 2, el ACK de final de cooperación será igual 
que el CFC, salvo en el subtipo y la dirección destino, pero cuando tenemos 
que generar el ACK no podemos saber cual es el número de secuencia y la 
dirección hardware del paquete original. 
  
Por esta razón, se decide copiar estas variables del CFC para utilizarlas a la 
hora de generar nuestro ACK. 
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Así justo antes de enviar el CFC, a la cola de transmisión, guardaremos este en 
local->my_last_data. Para ello, primero comprobamos si tenemos algo 
guardado en my_last_data, para borrarlo en caso de que contenga algo, y a 
continuación guardaremos el CFC mediante la función skb_copy. 
 
if (local->my_last_data != NULL) { 
 dev_kfree_skb(local->my_last_data); 
} 
local->my_last_data = skb_copy (cfc,GFP_ATOMIC); 
/*Copy CFC in local->my_last_data */ 
 
Por ultimo enviamos el paquete a la cola de transmission para que este sea 
transmitido. 
 
dev_queue_xmit (cfc); 
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I.6. Recepción del CFC 
 
I.6.1. Código implementado. 
 
/* CTTC PFC Check if the received data packet is a CFC, if so, act 
consequently */ 
  
if (stype==STYPE_CFC && bssid_ok == 1){ 
 printk(KERN_DEBUG "He rebut un CFC \n"); 
 if (local->last_data_rx != NULL && local->last_data_rx->len > 52){ 
  memcpy(&last_data_rx_hdr,local->last_data_rx->data,24); 
  // Take info from the CFC to see if we've the required data stored  
  memcpy(&sc_req,skb->data+24,sizeof(sc_req)); 
  sc=le16_to_cpu(last_data_rx_hdr.seq_ctl); 
  /* CFC specifies the machine that sent the initial data */ 
  memcpy(orig_req,skb->data+24+2,ETH_ALEN); 
  /* Take sender address from the copied frame */ 
  switch (le16_to_cpu(last_data_rx_hdr.frame_ctl) &  
(IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS)) { 
   case IEEE80211_FCTL_FROMDS: 
    memcpy(orig_send,last_data_rx_hdr.addr3,  
ETH_ALEN); 
    break; 
   case IEEE80211_FCTL_TODS: 
    memcpy(orig_send,last_data_rx_hdr.addr2,  
ETH_ALEN); 
    break; 
   case IEEE80211_FCTL_FROMDS |  
IEEE80211_FCTL_TODS: 
    break; 
   case 0: /* Ad-Hoc */ 
    memcpy(orig_send,last_data_rx_hdr.addr2,  
ETH_ALEN); 
    break; 
  } 
  /* Check that both Sequence Control and Hw address are the 
 same */ 
  if(memcmp(&sc_req,&sc,sizeof(sc_req))==0 && memcmp  
(orig_req,orig_send,ETH_ALEN) == 0){ 
   printk(KERN_DEBUG "El tenim guardat\n"); 
   memcpy (&iphlen,local->last_data_rx->data+24+8,1); 
   iphlen = iphlen & 0x0f; 
   printk(KERN_DEBUG "IP lenght %d x 4 bytes\n", iphlen);  
   //skb_pull (local->last_data_rx,24);  
/*(necesitamos la cabecera para el ACK final) */ 
   cfc = alloc_skb (1600, GFP_KERNEL); 
   skb_reserve (cfc, 48); 
data = local->last_data_rx->tail - (local-> 
last_data_rx->data+24); //ACK +24 
   memcpy(skb_put(cfc,data),local-> 
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last_data_rx->data+24,data); //ACK +24 
   memset (&cfc_hdr, 0, sizeof (cfc_hdr)); 
   switch (le16_to_cpu(last_data_rx_hdr.frame_ctl) &  
(IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS))  
{ 
    case IEEE80211_FCTL_FROMDS: 
     memcpy(&cfc_hdr.addr2,  
last_data_rx_hdr.addr2, ETH_ALEN); 
     memcpy(&cfc_hdr.addr1,  
last_data_rx_hdr.addr1, ETH_ALEN); 
     memcpy(&cfc_hdr.addr3, dev->dev_addr,  
ETH_ALEN); 
     cfc_fc = (IEEE80211_FTYPE_DATA) |  
   (STYPE_CFC_REPLY) |  
   (IEEE80211_FCTL_FROMDS); 
     printk(KERN_DEBUG "From DS \n"); 
     break; 
    case IEEE80211_FCTL_TODS: 
     memcpy(&cfc_hdr.addr2, dev->dev_addr,  
ETH_ALEN); 
     memcpy(&cfc_hdr.addr1,  
last_data_rx_hdr.addr1, ETH_ALEN); 
     memcpy(&cfc_hdr.addr3,  
last_data_rx_hdr.addr3, ETH_ALEN); 
     cfc_fc = (IEEE80211_FTYPE_DATA) | 
   (STYPE_CFC_REPLY) |  
   (IEEE80211_FCTL_TODS); 
     cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); 
     printk(KERN_DEBUG "To DS \n"); 
     break; 
    case IEEE80211_FCTL_FROMDS |  
     IEEE80211_FCTL_TODS: 
     printk(KERN_DEBUG "WDS?? \n"); 
     break; 
    case 0: 
     memcpy(&cfc_hdr.addr2, dev->dev_addr,  
ETH_ALEN); 
     memcpy(&cfc_hdr.addr1,  
last_data_rx_hdr.addr1, ETH_ALEN); 
     memcpy(&cfc_hdr.addr3,  
last_data_rx_hdr.addr3, ETH_ALEN); 
     cfc_fc = (IEEE80211_FTYPE_DATA) |  
(STYPE_CFC_REPLY); 
     cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); 
     printk(KERN_DEBUG "Ad-Hoc \n"); 
     break; 
   }/* switch */ 
   memcpy (skb_push (cfc,24), &cfc_hdr, 24); 
   iface2=netdev_priv(local->dev);  
   iface2->stats.tx_packets ++; 
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   iface2->stats.tx_bytes += cfc->len;  
   cfc->mac.raw=cfc->data; /* Mark the start of the MAC  
header */ 
   meta = (struct hostap_skb_tx_data *) cfc->cb; 
   memset(meta, 0, sizeof(*meta)); 
   meta->magic = HOSTAP_SKB_TX_DATA_MAGIC; 
   meta->iface = iface2; 
   printk(KERN_DEBUG "Resent lenght %d bytes \n",  
cfc->len); 
   cfc->dev = local->dev; 
   printk(KERN_DEBUG "Device set? \n"); 
   printk(KERN_DEBUG "A punt de reenviar sec. number 
%d\n",WLAN_GET_SEQ_SEQ(le16_to_cpu 
(last_data_rx_hdr.seq_ctl))>>4); 
   dev_queue_xmit (cfc); 
   printk(KERN_DEBUG "Sent? \n"); 
   dev_kfree_skb(skb); /* Free the CFC */ 
   goto rx_exit; 
  } /* memcmp */ 
  else{ 
   printk(KERN_DEBUG "No tenim el paquet demanat \n"); 
   dev_kfree_skb(skb); /* Free the CFC */ 
   goto rx_exit; 
  } 
 } /* local->last_data_rx != NULL */ 
 else{ 
  printk(KERN_DEBUG "El punter és NULL \n"); 
  dev_kfree_skb(skb); /* Free the CFC */ 
  goto rx_exit; 
 } 
} /* stype CFC */ 
 
/* End of CTTC PFC CFC received actions */ 
 
I.6.2. Comentarios. 
 
Lo primero es comprobar que el paquete recibido es de subtipo CFC y que su 
bssid es correcta. Seguidamente se imprime un mensaje de debug que informa 
de su recepción. 
 
if (stype==STYPE_CFC && bssid_ok == 1){ 
 printk(KERN_DEBUG "He rebut un CFC \n"); 
 
El siguiente paso es tratar de ayudar al nodo que ha lanzado el CFC. 
Para ello, en primer lugar, nos aseguramos de tener algo guardado en el buffer, 
y que dicho paquete guardado tenga una longitud lo suficientemente grande 
como para ser, realmente, un paquete de datos IP. 
 
if (local->last_data_rx != NULL && local->last_data_rx->len > 52){ 
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Una vez comprobado, copiamos los 24 Bytes del header del paquete guardado 
en una variable (last_data_rx_hdr). 
 
memcpy(&last_data_rx_hdr,local->last_data_rx->data,24); 
 
A continuación, debemos extraer información del CFC. El CFC es un paquete 
MAC, por lo que sus datos están tras su cabecera (24 bytes) y el primero de 
dichos campos de datos es, por diseño, el sequence control del paquete del 
que se quiere recibir copia. Por tanto, copiamos dicho campo en sc_req 
(“sequence control of the requested frame”). 
 
// Take info from the CFC to see if we've the required data stored  
memcpy(&sc_req,skb->data+24,sizeof(sc_req)); 
 
El siguiente paso es copiar en la variable sc el sequence control del paquete 
que teníamos guardado en el buffer. El sequence control es uno de los campos 
de la cabecera MAC. 
 
sc=le16_to_cpu(last_data_rx_hdr.seq_ctl); 
 
Por tal de identificar el paquete que solicita el CFC, además del sequence 
control, también se especifica la dirección hardware del nodo que mando el 
mensaje original. Copiamos dicha información en orig_req (“origin adress of the 
requested frame”), pero debemos saltar, además de los 24 bytes de la 
cabecera, los 2 bytes de datos correspondientes al sequence control. 
 
/* CFC specifies the machine that sent the initial data */ 
memcpy(orig_req,skb->data+24+2,ETH_ALEN); 
 
Ahora ahí que obtener quien emitió el paquete que tenemos guardado en 
memoria. Dicha información esta en su cabecera MAC, pero sus campos de 
direcciones tienen significado distinto según el valor de los flags ToDS 
FromDS. Así que para obtener la dirección origen debemos de tener en cuenta 
la tabla anterior (Tabla I.1). 
 
/* Take sender address from the copied frame */ 
switch (le16_to_cpu(last_data_rx_hdr.frame_ctl) &  
(IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS)) { 
 
Mirando la tabla I.1 vemos que para el caso FromDS, el remitente está en la 
dirección 3: 
 
case IEEE80211_FCTL_FROMDS: 
  memcpy(orig_send,last_data_rx_hdr.addr3, ETH_ALEN); 
  break; 
 
Como se ve en la tabla I.1, para el caso ToDS, el remitente del paquete esta en 
la dirección 2: 
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case IEEE80211_FCTL_TODS: 
  memcpy(orig_send,last_data_rx_hdr.addr2, ETH_ALEN); 
  break; 
 
El caso de WDS no se considera, y por ello no se copia ninguna dirección. 
 
case IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS: 
  break; 
 
Por último, el caso Ad-Hoc (FromDS y ToDS =0), el remitente del paquete está 
en la dirección 2: 
 
case 0: /* Ad-Hoc */ 
  memcpy(orig_send,last_data_rx_hdr.addr2, ETH_ALEN); 
  break; 
} 
 
De hecho, también nos hubiera servido coger la dirección 2 siempre, ya que en 
el caso FromDS el BSSID (que es lo que contiene la dirección 2 en ese caso) 
es usualmente la dirección hardware del master. 
 
Tras esta ejecución, orig_send contendrá el remitente del paquete que 
habíamos guardado. 
 
El siguiente paso será comprobar que ambos campos, sequence control y 
remitente del paquete que tenemos guardado, coinciden con los perdidos por el 
CFC. 
En caso que sean iguales, se imprime un mensaje de debug para hacerlo 
saber. 
 
/* Check that both Sequence Control and Hw address are the same */ 
if(memcmp(&sc_req,&sc,sizeof(sc_req))==0 &&  
    memcmp (orig_req,orig_send,ETH_ALEN) == 0){ 
 printk(KERN_DEBUG "El tenim guardat\n"); 
 
A continuación se copia el valor de la longitud de la cabecera IP en iphlen. Este 
valor puede ser útil según sea el criterio para generar la respuesta. 
Aquí se mantiene la cabecera IP original y tan solo se modifica la cabecera 
MAC, por las razones expuestas en el capitulo 2. 
 
memcpy (&iphlen,local->last_data_rx->data+24+8,1); 
iphlen = iphlen & 0x0f; 
printk(KERN_DEBUG "IP lenght %d x 4 bytes\n", iphlen); 
 
En la implementación, enviar directamente el paquete guardado provocaba 
cuelgues en el kernel. Se encontró la solución de generar un paquete nuevo al 
que se copiaran los datos del paquete original. Dicho paquete no provoca 
ningún problema al ser enviado. Idealmente dicha copia es innecesaria y se 
debería de poder enviar directamente el paquete guardado. 
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Por tanto, el proceso ahora es prácticamente igual a la generación del CFC. De 
hecho se aprovechan varias de sus variables. 
Primero, reservamos espacio suficiente para todo el paquete y su cabecera. 
 
cfc = alloc_skb (1600, GFP_KERNEL); 
skb_reserve (cfc, 48); 
 
Tras esto, obtenemos el número de bytes que hay que copiar, y lo guardamos 
en la variable data. Data es la longitud en bytes del paquete copiado menos su 
cabecera MAC original. 
 
data = local->last_data_rx->tail - (local->last_data_rx->data+24);  
 
A continuación se copia el contenido de un buffer a otro, sin copiar la cabecera 
MAC. 
 
memcpy(skb_put(cfc,data),local->last_data_rx->data+24,data); 
 
Construimos el Nuevo header del paquete respuesta a CFC, reiniciamos a 0. 
 
memset (&cfc_hdr, 0, sizeof (cfc_hdr)); 
 
Seguidamente, según el paquete fuera FromDS, ToDS o Ad-Hoc, ponemos las 
nuevas direcciones. Es decir, por un lado, mantenemos la BSSID, cambiamos 
el remitente por nuestra dirección hardware y como destino ponemos al 
remitente del CFC. Además especificaremos como subtipo de los paquetes de 
respuesta un valor de subtipo reservado. 
Así que para la realización de estos apartados deberemos fijarnos, otra vez, en 
la tabla I.1 que muestra los campos de direcciones en función de los flags 
FromDS y ToDS. 
 
switch (le16_to_cpu(last_data_rx_hdr.frame_ctl) &  
(IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS)) { 
 
En el caso FromDS, la dirección 2 especifica la BSSID, la 1 el destino y la 3 
contiene la dirección del origen. Así dejamos igual la dirección 1 y 2, y 
cambiamos la dirección 3 por la de nuestro dispositivo. Además especificamos 
que el paquete generado es de tipo datos, subtipo cfc_reply y FromDS=1. 
 
case IEEE80211_FCTL_FROMDS: 
  memcpy(&cfc_hdr.addr2, last_data_rx_hdr.addr2, ETH_ALEN); 
  memcpy(&cfc_hdr.addr1, last_data_rx_hdr.addr1, ETH_ALEN); 
  memcpy(&cfc_hdr.addr3, dev->dev_addr, ETH_ALEN); 
  cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_CFC_REPLY) |  
(IEEE80211_FCTL_FROMDS); 
  printk(KERN_DEBUG "From DS \n"); 
  break; 
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En el caso ToDS, tenemos que la dirección origen se especifica en la dirección 
2, mientras que la dirección 1 (BSSID) y la 3 (nodo destino) se dejan igual. 
Especificamos que el paquete generado es de tipo datos, subtipo cfc_reply y 
ToDS=1. 
 
case IEEE80211_FCTL_TODS: 
  memcpy(&cfc_hdr.addr2, dev->dev_addr, ETH_ALEN); 
  memcpy(&cfc_hdr.addr1, last_data_rx_hdr.addr1, ETH_ALEN); 
  memcpy(&cfc_hdr.addr3, last_data_rx_hdr.addr3, ETH_ALEN); 
  cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_CFC_REPLY) |  
 (IEEE80211_FCTL_TODS); 
  cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); 
  printk(KERN_DEBUG "To DS \n"); 
  break; 
 
El caso ToDS=1 y FromDS=1 (caso WDS, comunicación entre access points) 
no esta considerado, por lo tanto no realizamos ninguna acción. 
 
case IEEE80211_FCTL_FROMDS |  IEEE80211_FCTL_TODS: 
  printk(KERN_DEBUG "WDS?? \n"); 
  break; 
 
En el caso FromDS y ToDS igual a cero (Ad-Hoc), la dirección origen se 
encuentra en la dirección 2 (copiamos nuestra propia dirección dev-
>dev_addr), mientras que la dirección 1 (destino) y la 3 (BSSID) no se 
modifican. También especificamos que el paquete es de tipo datos, subtipo 
cfc_reply. Como antes pusimos el header a 0 no hace falta cambiar FromDS y 
ToDS. 
 
case 0: 
  memcpy(&cfc_hdr.addr2, dev->dev_addr, ETH_ALEN); 
  memcpy(&cfc_hdr.addr1, last_data_rx_hdr.addr1, ETH_ALEN); 
  memcpy(&cfc_hdr.addr3, last_data_rx_hdr.addr3, ETH_ALEN); 
  cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_CFC_REPLY); 
  cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); 
  printk(KERN_DEBUG "Ad-Hoc \n"); 
  break; 
}/* switch */ 
 
Una vez configurado el nuevo header con las nuevas direcciones lo copiamos 
en el buffer donde tenemos los datos del paquete respuesta al CFC. 
 
memcpy (skb_push (cfc,24), &cfc_hdr, 24); 
 
El paquete ya esta listo, por lo tanto nos preparamos a transmitirlo. Nos 
aseguramos que iface sea modo master, incrementamos el contador de 
paquetes transmitidos y de Bytes, marcamos el inicio de la cabecera MAC e 
imprimimos un mensaje debug para saber el número de bytes del paquete. 
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iface2=netdev_priv(local->dev);  
 iface2->stats.tx_packets ++; 
 iface2->stats.tx_bytes += cfc->len;  
 cfc->mac.raw=cfc->data; /* Mark the start of the MAC header */ 
 meta = (struct hostap_skb_tx_data *) cfc->cb; 
 memset(meta, 0, sizeof(*meta)); 
 meta->magic = HOSTAP_SKB_TX_DATA_MAGIC; 
 meta->iface = iface2; 
 printk(KERN_DEBUG "Resent lenght %d bytes \n", cfc->len); 
 cfc->dev = local->dev; 
 
Además también imprimiremos el sequence number del frame que estamos a 
punto de reenviar. Este sequence number corresponde a uno de los paquetes 
que hemos guardado con anterioridad. De esta forma podemos comprobar, en 
tiempo de ejecución, que se envía el paquete correcto y que el tamaño de 
dicho paquete también es correcto. 
 
printk(KERN_DEBUG "Device set? \n"); 
 printk(KERN_DEBUG "A punt de reenviar sec. number %d\n", 
 WLAN_GET_SEQ_SEQ(le16_to_cpu(last_data_rx_hdr.seq_ctl))>>4); 
 
Por ultimo tan solo nos queda enviar el paquete a la cola de transmisión y 
liberar el paquete CFC, ya que no debemos hacer nada mas con él. 
 
dev_queue_xmit (cfc); 
 printk(KERN_DEBUG "Sent? \n"); 
 dev_kfree_skb(skb); /* Free the CFC */ 
 goto rx_exit; 
 
Si la comparación entre el sequence control o la dirección hardware que pide el 
CFC y la copia guardada no es cierta, son diferentes, se imprimirá un mensaje 
debug informando de tal circunstancia y se liberara el paquete CFC, ya que no 
podemos ofrecer ayuda al nodo que emitió el CFC. 
Se actuara de la misma forma si tenemos ninguna copia guardada (NULL) en el 
buffer. 
 
else{ 
  printk(KERN_DEBUG "No tenim el paquet demanat \n"); 
  dev_kfree_skb(skb); /* Free the CFC */ 
  goto rx_exit; 
 } 
  
 else{ 
  printk(KERN_DEBUG "El punter és NULL \n"); 
  dev_kfree_skb(skb); /* Free the CFC */ 
  goto rx_exit; 
 } 
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I.7. Generación del ACK 
 
I.7.1. Código implementado. 
 
/*  CTTC If we receive a CFC_REPLY, check it's sent to us, and increase 
counter */ 
 
if (type == IEEE80211_FTYPE_DATA && stype == STYPE_CFC_REPLY && 
bssid_ok == 1){ 
 if (memcmp(dst,dev->dev_addr,ETH_ALEN)==0){ 
  local->amount_replies++; 
  printk(KERN_DEBUG "Número de respostes %d \n", 
 local->amount_replies); 
  if (local->amount_replies == retrans_max){ 
   printk(KERN_DEBUG "Rebut numero de respostes  
desitjadas \n"); 
   printk(KERN_DEBUG "Començo a generar ACK \n"); 
skb_pull (local->my_last_data,24); 
   cfc = alloc_skb (80, GFP_KERNEL); /* Reserve enough 
 space */ 
   skb_reserve (cfc, 48); /* Data packet header is 48 Bytes 
 lenght */ 
   data = local->my_last_data->tail –  
local->my_last_data->data; 
   memcpy(skb_put(cfc,data),local->my_last_data->data, 
 data); 
   memset (&cfc_hdr, 0, sizeof (cfc_hdr) );  
/* We set cfc_header all  cero */  
   memcpy(orig_req, local->my_last_data->data+2, 
 ETH_ALEN); 
   memcpy (&cfc_hdr.addr1, orig_req, ETH_ALEN); 
   printk(KERN_DEBUG "Destí=" MACSTR, MAC2STR 
 (cfc_hdr.addr1)); 
   printk(KERN_DEBUG "\n"); 
   /* Address 2 is set to BSSID, if it's the master the one 
 sending the  packet, * local->bssid has no correct value, 
 since the device is in master mode, thus  
bssid == its own address */ 
   memcpy (&cfc_hdr.addr2, dev->dev_addr, ETH_ALEN);  
   printk(KERN_DEBUG "BSSID=" MACSTR, MAC2STR  
(cfc_hdr.addr2)); 
   printk(KERN_DEBUG "\n"); 
   memcpy (&cfc_hdr.addr3, dev->dev_addr, ETH_ALEN);    
           /* Address 3 is set to source, if master is the one sending 
 the packet */ 
   printk(KERN_DEBUG "Origen=" MACSTR, MAC2STR 
 (cfc_hdr.addr3)); 
   printk(KERN_DEBUG "\n"); 
   cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_ACK) |  
(IEEE80211_FCTL_FROMDS); 
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 /* We set the frame 
 control: Type= Data, Stype= ACK, fromDS= 1 */ 
   printk(KERN_DEBUG "Frame Control FC= 0x%04x \n",  
cfc_fc); 
   cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); /* Fill the cfc  
packet header */ 
   memcpy (skb_push (cfc,24), &cfc_hdr, 24); /* Copy the  
header into the sk_buff */ 
   printk(KERN_DEBUG "El ACK té una longitud de %d  
bytes \n", cfc->len); 
   /* Prepare to send */ 
   cfc->mac.raw=cfc->data; /* Mark the start of the MAC 
 header */ 
   meta = (struct hostap_skb_tx_data *) cfc->cb; 
   memset(meta, 0, sizeof(*meta)); 
   meta->magic = HOSTAP_SKB_TX_DATA_MAGIC; 
   iface2=netdev_priv(local->dev); 
   iface2->stats.tx_packets ++; 
   iface2->stats.tx_bytes += cfc->len; 
   meta->iface = iface2; 
   cfc->dev = local->dev; 
   dev_queue_xmit (cfc); 
  } // local->amount_replies == retrans_max 
 } 
 dev_kfree_skb(skb); 
 goto rx_exit; 
} 
 
/* CTTC If we receive a ACK_REPLY (14-10-2009) */ 
 
I.7.2. Comentarios. 
 
Para empezar comprobamos que los paquetes recibidos tienen nuestra bssid y 
que son de tipo datos y subtipo “respuesta a CFC”. Este subtipo lo hemos 
declarado en “hostap_80211.h” y es uno de los subtipos reservados por el 
estándar. De esta forma podemos diferenciar que el paquete es una respuesta 
y no es un paquete de datos original. 
 
if (type == IEEE80211_FTYPE_DATA && stype == STYPE_CFC_REPLY && 
bssid_ok == 1){ 
 
Después debemos de mirar que el paquete va destinado para nosotros. Como 
ya sabemos todos los relays funcionan en modo promiscuo, por lo tanto 
también recibirán los paquetes que sean “respuestas a CFC”. 
Una vez que ya sabemos que el paquete es para nosotros, pasaremos a 
incrementar el contador de respuestas recibidas y se imprime un mensaje de 
debug anunciando el número de respuestas recibidas. 
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if (memcmp(dst,dev->dev_addr,ETH_ALEN)==0){ 
 local->amount_replies++; 
 printk(KERN_DEBUG "Número de respostes %d \n", local-
>amount_replies); 
 
Como ya se ha explicado antes (Capitulo 2), ahora deberíamos guardar el 
paquete respuesta en el buffer, por tal de combinarlo con el resto de paquetes 
de recibidos, y cuando tengamos el paquete completo enviar el ACK de final de 
colaboración. 
El paso de combinar los paquetes no ha sido implementado, además nuestro 
nodo destino solicita ayuda independientemente que el paquete recibido sea 
erróneo o no. 
Por estas razones se implementa la variable retrans_max, para indicar a que 
número de “respuestas al CFC” se da por terminada la colaboración y se pasa 
a generar el ACK. 
En este paso, se hará la comprobación de si las respuestas recibidas es igual 
al número de respuestas que deseamos para dar por terminada la 
colaboración, y por lo tanto pasar a la generación del ACK. 
 
if (local->amount_replies == retrans_max){ 
 printk(KERN_DEBUG "Rebut numero de respostes desitjadas \n"); 
 printk(KERN_DEBUG "Començo a generar ACK \n"); 
 
Como hemos visto en la parte de generación del CFC, hemos añadido una 
pequeña parte del código para guardarlo y de esta forma utilizar los datos del 
CFC, número de secuencia y la dirección hardware del nodo origen, en la 
generación del ACK. 
En este paso eliminamos la cabecera del CFC guardado, de forma que solo 
nos quede los datos, es decir, que solo quede el número de secuencia y la 
dirección hardware. 
 
skb_pull (local->my_last_data,24); 
 
Ahora pasamos a generar el paquete ACK. El código esta basado en la 
generación del CFC, ya que el paquete es prácticamente igual, por lo tanto se 
aprovechan variables utilizadas en el CFC. 
 
Empezamos generando un socket buffer (struct sk_buff) que es la manera 
como Linux gestiona los paquetes, tal y como vimos en la generacion del CFC.  
 
Ahora pasamos a reservar el espacio para nuestro paquete y su cabecera. 
Para el paquete se reservan 80 bytes. La cabecera del ACK, como este es un 
paquete de datos tipo MAC, ocupa 24 bytes. Sin embargo se reservan 48 bytes 
ya que la capa física añade otros 24. 
 
cfc = alloc_skb (80, GFP_KERNEL); /* Reserve enough space */ 
skb_reserve (cfc, 48); /* Data packet header is 48 Bytes lenght */ 
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El siguiente paso consiste en copiar los datos del CFC guardado (número de 
secuencia y dirección hardware del nodo origen).  
Primero obtenemos la longitud de estos datos y lo guardamos en la variable 
data. 
 
data = local->my_last_data->tail - local->my_last_data->data; 
 
A continuación se copia el contenido al campo datos de nuestro paquete ACK. 
 
memcpy(skb_put(cfc,data),local->my_last_data->data,data); 
 
Ahora toca generar la cabecera de nuestro paquete ACK. La técnica utilizada 
es crear una variable que es una estructura de cabecera MAC de 4 direcciones 
(struct ieee80211_hdr_4addr), y una vez completa, copiarla en la estructura del 
paquete ACK que estamos generando. 
 
Lo primero es poner a cero nuestra nueva cabecera. 
 
memset (&cfc_hdr, 0, sizeof (cfc_hdr) ); // We set cfc_header all cero 
 
Seguidamente  ahí que rellenar los campos de direcciones. Para ello nos 
fijamos en la tabla I.1 (generación del paquete CFC) que contiene los campos 
de direcciones según los flags ToDs y FromDs. 
 
Como el ACK siempre lo envía el nodo master (flag From DS=1, segunda fila), 
la dirección destino se encontrará en la Address 1. Como hemos visto en el 
capitulo 2, la dirección destino de nuestro paquete ACK será la del nodo origen 
del paquete original. 
La dirección del nodo origen la sacamos del CFC que guardemos y que 
previamente le habíamos quitado la cabecera. Para ello, debemos de saltar los 
2 bytes del número de secuencia.  
Una vez que tenemos la dirección en orig_req la copiamos en Address1. 
 
memcpy(orig_req, local->my_last_data->data+2, ETH_ALEN); 
memcpy (&cfc_hdr.addr1, orig_req, ETH_ALEN); 
printk(KERN_DEBUG "Destí=" MACSTR, MAC2STR (cfc_hdr.addr1)); 
printk(KERN_DEBUG "\n"); 
 
La dirección 2 contiene el BSSID. Como el nodo que envía ACK es el master, 
la BSSID será la dirección propia del master. 
 
/* Address 2 is set to BSSID, if it's the master the one sending the  packet,  
* local->bssid has no correct value, since the device is in master mode, thus 
 bssid == its own address */ 
memcpy (&cfc_hdr.addr2, dev->dev_addr, ETH_ALEN);  
printk(KERN_DEBUG "BSSID=" MACSTR, MAC2STR (cfc_hdr.addr2)); 
printk(KERN_DEBUG "\n"); 
 
Para terminar la dirección 3 contiene la dirección origen, o sea, la del master. 
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memcpy (&cfc_hdr.addr3, dev->dev_addr, ETH_ALEN);   /* Address 3 is 
 set to source, if master is the one sending the packet */ 
printk(KERN_DEBUG "Origen=" MACSTR, MAC2STR (cfc_hdr.addr3)); 
printk(KERN_DEBUG "\n"); 
 
Ahora rellenaremos el campo Frame Control de manera que indique FromDS 
de tipo datos y subtipo ACK. 
Para el subtipo, como hemos visto con anterioridad, disponemos de la variable 
STYPE_ACK que hemos declarado con el valor 0x00B0. 
 
cfc_fc = (IEEE80211_FTYPE_DATA) | (STYPE_ACK) |  
(IEEE80211_FCTL_FROMDS);  /* We set the frame control: Type= Data, 
 Stype= ACK, fromDS= 1 */ 
printk(KERN_DEBUG "Frame Control FC= 0x%04x \n", cfc_fc); 
cfc_hdr.frame_ctl = cpu_to_le16 (cfc_fc); /* Fill the cfc packet header */ 
 
Una vez que ya tenemos la cabecera lista, podemos copiarla al espacio 
reservado para la cabecera en nuestro paquete ACK. Además, también 
imprimiremos un mensaje de debug para ver que el tamaño del paquete es el 
correcto. 
 
memcpy (skb_push (cfc,24), &cfc_hdr, 24); // Copy the header into the sk_buff  
printk(KERN_DEBUG "El ACK té una longitud de %d bytes \n", cfc->len); 
 
Nuestro paquete esta completo y ahora debemos prepararlo para la 
transmisión. Para ello primero marcamos donde comienza la cabecera MAC 
(mac.raw) y que es un paquete de datos a transmitir. Después se identifica la 
interfaz como nodo master y aumentamos los contadores de paquetes 
enviados y Bytes transmitidos. Para terminar, marcamos la interfaz que envía el 
paquete. 
 
Ahora ya estamos listos para enviar nuestro paquete a la cola de transmisión 
(dev_queue_xmit). 
 
/* Prepare to send */ 
cfc->mac.raw=cfc->data; /* Mark the start of the MAC header */ 
meta = (struct hostap_skb_tx_data *) cfc->cb; 
memset(meta, 0, sizeof(*meta)); 
meta->magic = HOSTAP_SKB_TX_DATA_MAGIC; 
iface2=netdev_priv(local->dev); 
iface2->stats.tx_packets ++; 
iface2->stats.tx_bytes += cfc->len; 
meta->iface = iface2; 
cfc->dev = local->dev; 
dev_queue_xmit (cfc); 
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Por ultimo, descartamos el paquete “respuesta a CFC” ya que no lo 
necesitamos más. 
En caso de que la respuesta recibida no sea el número requerido para terminar 
la colaboración, simplemente aumentaríamos el contador y descartaríamos el 
paquete. 
 
dev_kfree_skb(skb); 
goto rx_exit; 
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I.8. Recepción del ACK 
 
I.8.1. Código implementado. 
 
/* CTTC If we receive a ACK_REPLY (14-10-2009) */ 
  
if (type == IEEE80211_FTYPE_DATA && stype == STYPE_ACK && 
 bssid_ok == 1){ 
printk(KERN_DEBUG "He rebut un ACK final colaboracio \n"); 
 /* Take info from the ACK */ 
 memcpy(&sc_req,skb->data+24,sizeof(sc_req)); 
 /* ACK specifies the machine that sent the initial data */ 
 memcpy(orig_req,skb->data+24+2,ETH_ALEN);  
 if (memcmp(orig_req,dev->dev_addr,ETH_ALEN) != 0) { // nodo origen? 
  if (local->last_data_rx != NULL && local->last_data_rx->len > 52){ 
   memcpy(&last_data_rx_hdr,local->last_data_rx->data,24); 
   sc=le16_to_cpu(last_data_rx_hdr.seq_ctl); 
   /* Take sender address from the copied frame */ 
   switch (le16_to_cpu(last_data_rx_hdr.frame_ctl) & 
(IEEE80211_FCTL_FROMDS | IEEE80211_FCTL_TODS)) { 
    case IEEE80211_FCTL_FROMDS: 
memcpy(orig_send,last_data_rx_hdr.addr3,  
ETH_ALEN); 
     break; 
    case IEEE80211_FCTL_TODS: 
memcpy(orig_send,last_data_rx_hdr.addr2, 
 ETH_ALEN); 
     break; 
case IEEE80211_FCTL_FROMDS |  
     IEEE80211_FCTL_TODS: 
     break; 
    case 0: /* Ad-Hoc */ 
memcpy(orig_send,last_data_rx_hdr.addr2, 
  ETH_ALEN); 
     break; 
   } 
   /* Check that both Sequence Control and Hw address are 
 the same */ 
if(memcmp(&sc_req,&sc,sizeof(sc_req))==0 && memcmp  
(orig_req,orig_send,ETH_ALEN) == 0){ 
    printk(KERN_DEBUG "El tenim guardat\n"); 
printk(KERN_DEBUG "A punt de eliminar (local) 
sec. number %d\n",  WLAN_GET_SEQ_SEQ  
(sc_req)>>4); 
skb_pull (local->last_data_rx,local->  
    last_data_rx->len); 
    //dev_kfree_skb(local->last_data_rx); 
    printk(KERN_DEBUG "Final Colaboracio (relay)\n"); 
   } 
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   else{ 
printk(KERN_DEBUG "No tenim el paquet demanat  
(no colaboracio, relay)\n"); 
   } //memcmp sc_req && orig_req 
  } 
  else{ 
printk(KERN_DEBUG "El punter es NULL (no colaboracio, 
relay)\n"); 
  } //local->last_data_rx != NULL 
 }   
 else{   
  printk(KERN_DEBUG "Final Colaboracio (emisor)\n"); 
 } //orig_req == dev->dev_addr   
 dev_kfree_skb(skb); /* Free the ACK */ 
 goto rx_exit;  
printk(KERN_DEBUG "Paquet enviat inicialment " MACSTR, MAC2STR 
 (orig_req)); 
 printk(KERN_DEBUG "\n"); 
 printk(KERN_DEBUG "Sec. number %d\n",  
WLAN_GET_SEQ_SEQ(sc_req)>>4); 
} //STYPE_ACK 
 
/* End of CTTC If we receive a ACK_REPLY */ 
 
I.8.2. Comentarios. 
 
Primero comprobamos que el paquete recibido tenga la bssid correcta, que es 
de tipo datos y subtipo reservado ACK (el subtipo reservado que hemos 
definido). 
 
if (type == IEEE80211_FTYPE_DATA && stype == STYPE_ACK && 
 bssid_ok == 1){ 
 
En caso de ser un paquete ACK pasamos a obtener los datos del paquete 
recibido. Dichos datos son el número de secuencia del paquete original (2 
bytes) y la dirección hardware del nodo origen, del paquete que desencadeno 
el proceso de ayuda. 
 
printk(KERN_DEBUG "He rebut un ACK final colaboracio \n"); 
/* Take info from the ACK */ 
memcpy(&sc_req,skb->data+24,sizeof(sc_req)); 
/* ACK specifies the machine that sent the initial data */ 
memcpy(orig_req,skb->data+24+2,ETH_ALEN);  
 
Como ya sabemos el paquete no solo será recibido por el nodo origen sino 
también por los relays, ya que tienen el modo promiscuo activado. De hecho, 
esta característica de los nodos relays nos hizo posible que el paquete ACK 
pudiese ser unicast, en vez de broadcast, y así mejorar su velocidad. 
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Por lo tanto, el siguiente paso consiste en comprobar si el nodo que ha recibido 
el paquete es el origen o un relay, ya que actuaremos de forma diferente según 
sea uno u otro. 
 
if (memcmp(orig_req,dev->dev_addr,ETH_ALEN) != 0) { // nodo origen? 
 
En caso de que el ACK sea recibido por un relay, deberíamos de comprobar si 
hemos enviado el paquete o no, y sino lo hemos enviado tendríamos que 
cancelar el envío de dicho paquete. Como hemos comentado en el capítulo 2,  
no podemos eliminar paquetes de la cola de transmisión, ya que esta la 
gestiona el firmware y no podemos acceder a ella. Por lo tanto, lo único que 
podemos hacer es eliminar el paquete que tenemos copiado en nuestro buffer, 
siempre que coincida el sec.number y la dirección hardware del emisor. 
 
Así que lo que hacemos es pasar a comprobar si tenemos algún paquete 
guardado en nuestro buffer. 
 
if (local->last_data_rx != NULL && local->last_data_rx->len > 52){ 
 
A continuación, siempre que tengamos un paquete guardado en el buffer, 
pasaremos a obtener, de dicho paquete, el número de secuencia y la dirección 
hardware del nodo que envío el paquete. 
Para obtener el número de secuencia copiaremos previamente la cabecera en 
una variable de tipo struct ieee80211_hdr_4addr (last_data_rx_hdr). 
 
memcpy(&last_data_rx_hdr,local->last_data_rx->data,24); 
sc=le16_to_cpu(last_data_rx_hdr.seq_ctl); 
 
Ahora debemos de obtener quien emitió el paquete que tenemos guardado en 
el nuestro buffer. Como hemos visto anteriormente (tabla I.1) esta información 
esta en la cabecera MAC, pero sus campos tienen significados distintos según 
el caso. Por lo tanto debemos de comprobar los flags ToDS y FromDS. 
 
/* Take sender address from the copied frame */ 
switch(le16_to_cpu(last_data_rx_hdr.frame_ctl) & 
(IEEE80211_FCTL_FROMDS |  IEEE80211_FCTL_TODS)) { 
 
Observando la tabla I.1 vemos que para el caso FromDS, la dirección del nodo 
origen se encuentra en la dirección 3. 
 
 case IEEE80211_FCTL_FROMDS: 
memcpy(orig_send,last_data_rx_hdr.addr3, ETH_ALEN); 
  break; 
 
Para el caso ToDS el remitente se encuentra en la dirección 2. 
 
case IEEE80211_FCTL_TODS: 
memcpy(orig_send,last_data_rx_hdr.addr2, ETH_ALEN); 
break; 
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El caso WDS no esta considerado, por lo tanto no cogemos ninguna dirección. 
 
case IEEE80211_FCTL_FROMDS |  IEEE80211_FCTL_TODS: 
  break; 
 
Por ultimo, el caso Ad-Hoc (FromDS y ToDS = 0) la dirección del emisor se 
encuentra en la dirección 2. 
 
case 0: /* Ad-Hoc */ 
memcpy(orig_send,last_data_rx_hdr.addr2, ETH_ALEN); 
  break; 
} 
 
Ahora que ya hemos obtenido el número de secuencia y la dirección hardware 
del nodo origen, tanto de los datos del ACK como del paquete guardado en el 
buffer, pasamos a compararlos. De esta forma, comprobamos si el paquete que 
tenemos guardado es el mismo que ha desencadenado el proceso de 
colaboración que ha terminado con el envío del ACK recibido. 
 
/* Check that both Sequence Control and Hw address are the same */ 
If (memcmp(&sc_req, &sc, sizeof(sc_req) == 0 && memcmp  
(orig_reg, orig_send, ETH_ALEN) == 0) { 
 
En el caso de que el paquete que tenemos es el mismo que desencadeno la 
petición de ayuda, se procederá a eliminar el paquete del buffer. 
La función dev_kfree_skb daba problemas y hacia que se colgara la tarjeta, por 
eso se opto skb_pull que también nos sirve para eliminar el paquete del buffer y 
no da ningún problema. 
 
printk(KERN_DEBUG "El tenim guardat\n"); 
printk(KERN_DEBUG "A punt de eliminar (local) sec. number %d\n", 
   WLAN_GET_SEQ_SEQ (sc_req)>>4); 
skb_pull (local->last_data_rx,local-> last_data_rx->len); 
//dev_kfree_skb(local->last_data_rx); 
printk(KERN_DEBUG "Final Colaboracio (relay)\n"); 
 
Para los casos en que el relay no tenga ningún paquete guardado, o otro 
paquete diferente al que hace mención el ACK, o simplemente que el nodo sea 
el origen, actuaremos imprimiendo un mensaje de debug informando de la 
recepción de un ACK y pasaremos a la ultima parte de descarte del paquete. 
 
else{   
 printk(KERN_DEBUG "Final Colaboracio (emisor)\n"); 
} //orig_req == dev->dev_addr  
 
else{ 
printk(KERN_DEBUG No tenim el paquet demanat (no colaboracio, 
relay)\n"); 
} //memcmp sc_req && orig_req 
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else{ 
printk(KERN_DEBUG "El punter es NULL (no colaboracio, relay)\n"); 
} //local->last_data_rx != NULL 
 
Para terminar, descartaremos el ACK, puesto que ya no lo necesitamos más, y 
mostraremos unos mensajes de debug con su número de secuencia (del 
paquete original) y quien envío el paquete que desencadeno el proceso de 
colaboración. 
Esta parte la realizara tanto si el nodo que ha recibido el ACK es el emisor o es 
el relay con sus diferentes variantes, es decir, que tenga el paquete guardado, 
que sea otro distinto o que no tenga ningún paquete en el buffer. 
 
dev_kfree_skb(skb); /* Free the ACK */ 
goto rx_exit;  
printk(KERN_DEBUG "Paquet enviat inicialment " MACSTR, MAC2STR  
(orig_req)); 
printk(KERN_DEBUG "\n"); 
printk(KERN_DEBUG "Sec.number %d\n",  
WLAN_GET_SEQ_SEQ(sc_req)>>4); 
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I.9. Selección de relays mediante “opportunistic backoff” 
 
I.9.1. Código implementado y comentarios. 
 
En el archivo “hostap_80211_rx.c” añadimos: 
 
Al inicio, la instrucción: 
 
 #include <linux/delay.h> 
 
Esto nos permite utilizar las funciones delay por tal de retrasar la ejecución del 
código. 
 
A continuación, dentro de la función “void hostap_80211_rx” tras: 
 
if (stype==STYPE_CFC && bssid_ok == 1){ 
 printk(KERN_DEBUG "He rebut un CFC \n"); 
 
Añadimos la siguiente parte del código: 
 
printk(KERN_DEBUG "Senyal: %d \n", rx_stats->signal); 
 
rx_stats->signal especifica la intensidad de señal recibida para el paquete 
considerado. Su valor no tiene unidades, ya que es un valor en una escala con 
un máximo dado. 
 
Es necesario para la realización del experimento, que el valor de la señal 
reportado sea suficientemente distinto entre los nodos que están en el rack y 
los nodos que están fuera. Así podremos fijar un umbral que sea válido para la 
realización de las pruebas. 
 
Las tarjetas que están en el rack dan unos valores de señal que ronda los 255, 
así que se coloca las que están fuera a una distancia que den valores cercanos 
a 235, para colocar el umbral en el punto medio, es decir 245. 
Tiene que tenerse en cuenta que el valor de señal recibido es cambiante, por lo 
que puede darse el caso de que, en alguna realización dicho umbral no sea 
válido. 
 
if (rx_stats->signal < 245){ 
 printk(KERN_DEBUG "M'espero. \n"); 
 mdelay(7); 
} 
 
Se comprueba pues el nivel de señal y, si esta por debajo del umbral se 
imprime un mensaje, de esta forma podemos saber en tiempo de ejecución que 
nodos se esperan y cuales no, y se ejecuta la función mdelay. 
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El retardo que se especifica es diferente para cada caso: 
 
• 17ms, para el caso de 512Bytes. Ya que como vemos en el 
capitulo 4 para paquetes de 512Bytes a 11Mbps se tarda, en 
media 17,2ms en recibir 4 copias y 18,6ms en recibir 5. 
 
• 24ms, para el caso de 1024Bytes. Observando la grafica para 
paquetes de 1024Bytes a 11Mbps se tarda, en media 24,1ms en 
recibir 4 copias y 27,1ms en recibir 5. 
 
Con estos retardos prácticamente garantizamos que al menos las 4 primeras 
copias serán recibidas a 11Mbps. 
 
El uso de la función mdelay debe realizarse, antes de la ejecución de la función 
dev_queue_xmit que envía el paquete. También se puede utilizar la función 
udelay, para especificar retardos en microsegundos. 
 
