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Intracortical microstimulation (ICMS) is a method of electrically stimulating the 
primary motor, visual, somatosensory and auditory cortices in the brain. The goal is to 
replace deficient sensory function in cases such as deafness, blindness and paralysis. 
However these neural prosthetics have not made the full transition to clinical trials due to 
a lack of sufficient investigation into the optimal stimulation waveforms. Sinusoidally 
amplitude modulated (SAM) signals have been shown to be important to sensory systems, 
yet have not been fully explored as a stimulation waveform for stimulating cortical tissue. 
 
This work represents an investigation into the detection characteristics of electrical 
SAM in the auditory cortex. The specific aims of this work were: 1) Determine whether 
RMS or Peak content determines detectability of acoustic and electrical SAM signals. 
2)   Evaluate the effect on detection of varying the modulation frequency. 3) Determine 
whether detection of electrical SAM is driven by pulses per second, modulation 
frequency or an interaction between the two. 4)  Determine the contribution of 
subthreshold pulses present in SAM signals to detection. Results indicated that for 
electrical signals, the peak content and the pulses per second were the main determinants 
of detectability, while modulation frequency was not significant. Further experiments 
found that square wave modulation, representing only the highest current amplitudes, 




CHAPTER 1. INTRODUCTION 
1.1 Neural Prostheses 
The field of neural prosthetics is one that has remarkable potential to address 
neural deficiencies that remain inadequately treated. Severely debilitating conditions 
such as paralysis, blindness and deafness, as well as countless other forms of 
sensorimotor loss have benefitted from advances in medicine, but no treatment fully 
restores the autonomy and functionality that these patients have lost [1]. Neural 
prostheses are especially suited to this task because they are designed to interface 
specifically with the nervous system for stimulation and recording purposes (Figure 
1.1) [2]. While other treatments seek to mitigate the negative effects of these neural 
deficiencies, neural prostheses use this interface with the nervous system to actively 
correct or bypass these deficiencies [3]. The potential for future value is most 
convincingly shown by the number of neural prostheses that are already considered 
clinical successes; the most successful and widely implemented of which is the 
cochlear implant for hearing loss [4]. Other successes include Deep Brain Stimulators 
which stimulate brain tissue to lessen Parkinson’s Disease symptoms as well as those 
for other diseases [5] and Vagus Nerve Stimulators which reduce the occurrence of 
epileptic seizures [6]. However there are many innovative devices that have yet to see 
clinical trials. Neural Prosthetics are separated into two basic types of neural 






Figure 1.1: Depiction of Motor and Sensory Pathways targeted by Neural Prosthetics [1]
 
1.1.1 Motor Prostheses 
Motor prostheses are devices that focus on the outgoing neural signals intended to 
drive an intended action. These devices record and decode neural activity, intended for 
motion, to drive a variety of possible effectors. This allows them to be especially well 
suited for cases of limb loss or paralysis where the patient’s ability to send outgoing 
motor commands has been impaired [7]. The effector can take on a number of different 
forms based on the patient’s desired functionality. One example involves using 
electroencephalography (EEG) to create a typing mechanism for individuals with ALS or 
other versions of “locked-in” conditions, which can choose characters based on the 
patient’s intention [8]. Other research has effectively used electrodes implanted into the 
motor cortex to decode imagined hand gestures to move a cursor on the screen in the 
intended direction [9]. Similar implants have also allowed for the decoding of neural 
activity corresponding to intended arm movement to power the movement of a robotic 
arm [10]. Other options allow for the recording of neural activity at an undamaged 
location and transmitting these signals to induce the desired muscle contractions with 
Function Electrical Stimulation (FES) [11]. By recording existing neural activity, motor 
prostheses allow for the completion of the intended action despite any deficiencies or 
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breaks in the neural motor pathway. This ability to carry out the intended actions that 
were formerly impossible greatly improves the patient’s independence and quality of life. 
 
1.1.2 Sensory Prostheses 
Sensory prostheses, on the other hand, concern themselves with ingoing neural 
signals involving sensing of the environment. Instead of recording neural activity, they 
read signals from the environment and stimulate nervous tissue to deliver otherwise 
unavailable perceptible sensations to the patient [12]. They are designed to replace 
environmental stimuli by bypassing obstructing damage or deficiency existing in the 
sensory nervous system. The primary aim of these devices is to treat pathologies such as 
blindness or deafness that interfere with the input or processing of sensory perception 
[13]. For example, the cochlear implant has been designed to replace hearing sensation 
[14] while retinal implants have shown success in creating a grid of visual percepts for 
people that have been blind for years [15].  Stimulation of the somatosensory system has 
been shown to successfully generate tactile sensations in subjects [16] which will prove 
essential in developing artificial limbs that transmit sensation back to the user. These 
types of prostheses give the patients the ability to perceive their environment again, 
restoring sensations that are essential for independence and quality of life. 
 
1.1.3 Need for Research 
Despite these previous successes and current endeavors there remains a pressing 
need for further research into neural prosthetics. Many of the previously mentioned 
devices and studies have yet to see widespread clinical studies and implementation. Their 
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potential to treat conditions as debilitating as paralysis or blindness makes their 
development a vital goal for medical research, however most of the proposed neural 
devices do not meet the stringent requirements for clinical trials [17]. Unfortunately there 
is still a dauntingly large population of patients that is in need of improved neural 
prosthetics. Table 1.1 below demonstrates the scale of the problem that neural prostheses 
are attempting to address. 
 
Table 1.1: US Population of Sensory and Motor deficiencies 
Condition Patient Population in the United States 
Deafness 1 million [18] 
Blindness 1.3 million [19] 
Paralysis 6 million [20] 
Limb Amputation 1.7 million [21] 
 
The unmet needs of populations as large as these call for a greater prioritization of 
research into improving and developing innovative neural prostheses prepared to make 
the transition into clinical studies 
 
1.2 Auditory Prostheses 
One specific type of sensory prostheses is auditory prostheses, designed to treat 
hearing loss. These are devices designed to interface with the neural components of 
the auditory pathway (Figure 1.2) to provide the sensation of hearing.  Currently 
there are an assortment of auditory prostheses that interface with various parts of the 




Figure 1.2: Representation of Auditory Pathway (Adapted from Graven et al. 2008) [22] 
 
1.2.1 Cochlear Implants 
So far, cochlear implants are the most successfully implemented neuroprosthetic, 
having restored hearing to over 219,000 people worldwide [23]. The device consists of an 
array of electrodes that is implanted into the cochlear structure inside the ear. These 
electrodes line up with the tonotopic areas of the cochlea and use electrical stimulation to 
excite the auditory nerve. The device uses a filterbank and a microphone to separate 
incoming sound into its frequency bands and stimulate the location on the cochlea that 
corresponds to the given frequency band [24]. Cochlear implants are remarkably 
successful at restoring speech recognition in patients with hearing loss; the average 
sentence recognition rate for modern users is above 90% [25].  Despite the success of 
cochlear implants, there are several conditions that eliminate cochlear implants as an 
option for treatment. These conditions include: Neurofibromatosis II (NF2) [26], trauma 
to the auditory nerve or cochlea, vestibular schwanomas, cochlear deformation or 
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cochlear ossification, among others [27].  Due to these contraindications there is a clear 
need for the development of alternative auditory prostheses. 
 
1.2.2 Alternative Auditory Prostheses 
1.2.2.1 Auditory Brainstem Implants 
One alternative auditory prosthesis that has been developed is the Auditory 
Brainstem Implant (ABI). The auditory brainstem implant is inserted into the brainstem, 
beyond the cochlea and auditory nerve, instead targeting the cochlear nucleus of the 
auditory pathway (Figure 1.2) [25]. This device has been investigated in clinical testing 
and has been approved for medical use in patients with NF2. Initial results showed that 
patients had a good perception of environmental sounds and could perceive levels of 
pitch sensations [28]. Despite these promising initial findings, speech recognition was 
found to be limited with 0 NF2 patients out of 600 implanted worldwide showing 
significant levels of speech recognition [25].  However later experiments with non-tumor 
patients resulted in high levels of speech recognition similar to those of cochlear implant 
users [29]. Moore and Shannon suggested that NF2 tumors damaged the cochlear nucleus 
and this diminished the effectiveness of ABIs. While these findings demonstrate the 
applicability of ABIs as an alternative auditory prosthesis, patients with damaged 
cochlear nuclei are still left without a viable option. To address this other alternative 
auditory prostheses have been pursued in addition to ABIs. 
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1.2.2.2 Auditory Midbrain Implants 
Given the theory that proximity to the tumor damage inhibited ABI success in 
NF2 patients, another implant was developed for use further downstream on the auditory 
pathway. This alternative is the Auditory Midbrain Implant (AMI) which is implanted in 
the midbrain to target the inferior colliculus (ICC) [30]. This device was also shown to be 
able to produce a range of loudness, pitch and temporal features similar to those produced 
by cochlear implants [31, 32]. However, this device has currently been unable to generate 
any significant speech recognition in NF2 patients. Lim et al. theorizes this may be due to 
ICC placement or stimulation parameters [33], though this could be a result of the 
damage resulting from the tumors. Nevertheless, investigations into new locations for 
electrical interventions in the auditory pathway are warranted. 
1.2.2.3 Auditory Cortex Implants 
One remaining alternative that has not been thoroughly investigated is that of an 
auditory cortex implant. The benefits of this type of interface would be that it is far 
enough upstream on the auditory pathway so as to not be compromised by the damage 
resulting from NF2 tumors. An ideal characteristic of the primary auditory cortex is that 
it has a tonotopic layout, reminiscent of the cochlea and cochlear nucleus, which would 
be essential in establishing an auditory prosthetic device [34]. Previous studies with 
animals indicate the generation of pitch perception [35, 36]. Unlike the other devices, this 
one is still in the preclinical phase and has yet to see systematic human testing. Despite 
its potential, cortical stimulation itself is an underdeveloped sensory neuroprosthetic 
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approach and there is further research to be done before the transition to clinical studies 
of cortical prosthetics is accomplished. 
 
1.3 Cortical Stimulation 
Investigating the value of cortical stimulation in potential prosthetic devices is a 
major focus in the area of neuroprosthetics. Cortical stimulation targets areas of the brain 
that are responsible for conscious movement as well as processing of incoming 
environmental stimuli. The specific areas of interest are the somatosensory, visual and 
auditory cortices which can be electrically stimulated to replace lost function [37] (Figure 
1.3). By interfacing with these areas cortical stimulation can transmit sensory experiences 
directly into the brain, and the case of the work presented here, putative hearing sensation 
by stimulating the auditory cortex. 
 





1.3.1 Intracortical Microstimulation 
One methodology for performing cortical stimulation is through Intracortical 
Microstimulation (ICMS). From humble beginnings as simple and problematic insulated 
microwire arrays with exposed tips [39], ICMS devices have become sophisticated, 
multisite, silicone electrode arrays capable of high level of spatial and depth specificity of 
stimulation. Some examples of microelectrode arrays currently used in contemporary 
research are the Michigan Array [40] or Utah Array [41] array, which are 2D and 3D 
arrays of microelectrodes. These devices have proven efficacy in neural recording [42] 
and stimulation [43] and have been used in numerous investigatory prosthetic devices [44, 
45].  Although there are other established cortical recording or stimulating hardware such 
as the EEG [46], micro-Electrocorticogram (µECOG) [47, 48] and Epidural electrodes 
[49, 50], ICMS retains numerous advantages over these methods. Although more 
invasive, bypassing the skull and dura allows ICMS to minimize the amount of current 
needed to stimulate cortical tissue [51]. Another advantage is the small size of the 
stimulation sites, which allows for the very specific and localized stimulation and 
recording needed to interface with neuron populations in a more sophisticated manner [2]. 
These devices have demonstrated their efficacy in cortex stimulation as seen in studies 
that stimulate the auditory cortex [52], visual cortex [51] and somatosensory cortex [53]. 
These advantages brand ICMS the best choice for attaining the stimulation resolution 




1.3.2 Need for Cortical Stimulation 
With peripheral nervous structures as an available target for neural interfaces, 
why should there be a focus on the stimulation of cortical tissue within vital brain tissue? 
Besides the ICMS advantages of localized stimulation previously mentioned there are 
other reasons to preferentially target cortical tissue. Focusing on neural targets closest to 
the centralized processing structures of the brain maximizes the chance that there is a 
shorter, still functioning neural pathway for perception. In fact, many conditions preclude 
the use of peripheral nerve stimulation because the pathway to the processing areas of the 
brain is compromised (Table 1.2 below). These cases justify research that is focused on 
cortical solutions, which are one of the few remaining options for people afflicted with 
these conditions. 
Table 1.2: Prevalence of Diseases that preclude Peripheral Neuroprosthetics  
Overall Condition Complicating Condition Prevalence 
Blindness Retinitis Pigmentosa 1 in 4000 [54] 
Deafness Neurofibromatosis Type II 1 in 40,000 [55] 
Paralysis Spinal Trauma 1 in 1500 [20] 
 
1.3.3 Demonstrated Efficacy of Cortical Stimulation 
1.3.3.1 Human Trials 
The most convincing argument for the value of cortical stimulation as potential 
target for sensory prostheses is their proven ability to generate perceptible sensation in 
human subjects. Before safety and ethical concerns relegated research to animal models, 
a number of human subjects were the focus of cortical stimulation studies. The studies 
mainly used subjects that had already been established as deaf or blind for an extended 
amount of time or had some other prior reason to justify intervention in the brain. 
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However, for whatever reason, there were a number of studies that allowed for direct 
stimulation in the human sensory and motor cortices of awake subjects. These studies 
showed that it was possible to yield perceptible sensations called ‘percepts’ for all 
sensory cortices (Table 1.3 below). Visual cortex interventions demonstrated points of 
light at locations in the visual field that depended on the cortical location of stimulation 
[13, 45, 51, 56, 57]. Somatosensory and motor stimulation yielded tactile sensations and 
movements (respectively) whose locations corresponded with specific areas of the brain, 
developing the classic sensory/motor homunculus [58- 61]. Endeavors in the auditory 
cortex yielded the perception of tones or pitches of varying frequencies [62]. The 
important takeaway from these studies is that specific stimulation of the cortex can 
successfully yield small “percepts”. These percepts hold promise to be sensory building 
blocks that can be organized into a larger coherent replacement of sensory input. 
Table 1.3: Human Percept Generation with Cortical Stimulation 
Human Cortex Targeted Studies 
Visual Bak et al. 1990, Schmidt et al. 1996, 
Foerster et al. 1931, Dobelle et al. 1974 
[51,45,56,13] 
Motor Fried et al. 1991,  Penfield et al. 1968 
[58,59] 
Somatosensory Libet et al. 1973, Ostrowsky et al. 2002 
[60,61] 
Auditory Penfield and Perot 1963 [62] 
 
1.3.3.2 Animal Trials 
Although the previous studies form a proof of concept as to the ability to generate 
percepts in humans, the technology was not at the stage to safely explore the full range of 
stimulation possibilities in human subjects. Too much potential existed for damage to 
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tissue damage, and in an area as vital as the brain, this posed an unacceptable risk. More 
contemporary studies have focused on animal models of cortical stimulation. This change 
of subject allowed for more simplified, high throughput experiments with larger 
participant populations. While this does prevent the use of subjects that are capable of 
specifically describing perceived sensations, it is still possible to determine 
characteristics of the sensations with carefully designed behavioral paradigms. With well-
designed experiments, studies have effectively determined the relative frequency sensed 
by rats being stimulated in the auditory cortex [52], as well as the different types of 
fluttering tactile sensation in primates due to somatosensory cortex stimulation [16]. It 
was even possible to determine the color and size of visual phosphenes elicited in 
monkeys implanted in the visual cortex [64]. A compilation of different animal cortical 
stimulation studies that yielded percepts can be seen below in Table 1.4. These studies 
indicate that cortical stimulation in animal models is effective at generating percepts as 
well as quantitative information about the elicited percepts. 
 
Table 1.4: Animal Cortical Stimulation Behavioral Studies 
Cortex Animal Study 
Somatosensory Rhesus Macaque Monkeys O’Doherty et al. 2011, 
Romo et al. 1998 [65, 16] 
Auditory Mongolian Gerbils, Rats Deliano et al. 2009, Otto et 
al. 2005 [66, 52],  
Somatosensory Rats Butovas et al. 2007, 
Houweling et al. 2007 [53, 
67] 
Visual Rhesus Macaque Monkeys,  Bartlett et al. 2005, 
Murphey et al. 2007, 






1.4 Stimulation Waveform 
One of the major unsolved issues of cortical stimulation that is how different 
electrical waveforms and stimulation parameters affect what the subject perceives and 
how well the subject perceives it. Another concern is how to safely and repeatedly 
stimulate cortical tissue. This is an essential research focus because the ideal cortical 
prosthesis will safely and effectively stimulate cortical tissue to elicit the specific 
sensation that is required. Addressing this issue will mark a significant milestone on the 
path to human clinical trials.  
 
1.4.1 Mechanics of Stimulation 
Excitation of neurons in the cortical areas through microelectrode stimulation 
occurs through the following mechanisms. Microelectrodes have sites with small areas 
(~700 µm
2
 – 7200 µm
2
) that are often made of metals such as iridium or platinum [70]. 
The microelectrode arrays are implanted and stimulate tissue through non-faradic and 
faradic charge transfer. In faradic charge transfer electric impulses cause the electrode 
sites to be oxidized or reduced which directly exchanges electrons from the metallic sites 
to the electrolytes in the extracellular area and passes current to the biological tissue to 
cause the depolarization of neurons [71]. According to electrical stimulation models, in 
the case of monopolar stimulation the current from stimulation spreads radially from the 
electrode site to a distance determined by the square root of current amplitude divided by 
the square root of a constant [72, 73]. According to this inverse square law, the highest 
current is experienced at the electrode site and this then becomes an expanding region of 
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diminishing current that successfully stimulates the neural tissue where the current 
reaches the action potential threshold of the stimulated neurons. The region where 
neurons successfully fire action potentials due to electrical stimulation is called the 
volume of tissue activation [74]. A visual representation of this mechanism of stimulation 
can be seen below in Fig 1.4.  
 
Figure 1.4: Depiction of Monopolar current spread (adapted from Tehovnik et al. 1996) 
[73] 
 
1.4.2 Damage Potential 
Although stimulating neural tissue through the above detailed mechanism will 
effectively activate neurons there are several issues to take into consideration. During 
investigations with electrical stimulation it quickly became apparent that some forms of 
stimulation caused damage to the stimulated tissue. In one study electrical stimulation of 
the brain was shown in some cases to cause brain lesions [75]. The neural damage in this 
example was due to the faradic charge transfer process described above; the exchange of 
electrons displaced charged particles from important locations in the neurons, resulting in 
localized tissue damage [76]. Further investigations found that the stimulation 
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characteristics that were responsible for damaging tissue were the charge density and 
charge per phase [77-79].  To counteract these effects, a standard waveform was devised 
that minimized the charge delivered and consequently minimized the damage to the tissue. 
This waveform consisted of a symmetric, biphasic waveform with a cathodal and anodal 
pulse, which resulted in zero net charge delivered (Figure 1.5 b) [76]. This became the 
basic waveform used in the majority of stimulation experiments, with most researchers 
simply using a train of these types of pulses, varying the amplitude, duration and 
frequency, etc. as needed to achieve the stimulation needed in their particular cases [80]. 
 
Figure 1.5: Depiction of standard waveform developed by Lilly [76] 
 
1.4.3 Modeling Implications 
Despite the efficacy and safety of this basic stimulation waveform there were 
indications that other waveforms could be equally, if not more, efficacious. A number of 
studies computationally modeled the stimulation of neurons with electrical pulses [81-83]. 
Some of these studies indicated that nonstandard waveforms may be more effective at 
stimulating specific types of nervous tissue, such as unbalanced anodal leading pulses or 
alternating monophasic waveforms [84]. Stimulus changes also allowed for selective 
stimulation, stimulating one population of neurons but not its neighbors, for example [85]. 
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These studies provide incentive to fully explore different stimulation parameters in in 
vivo models. 
1.4.4 Stimulation Parameterization 
Regardless of the results of the modeling studies insinuating as to the prospective 
value of new stimulation waveforms, the literature is largely sparse of attempts to 
systematically vary and investigate the parameters of stimulation in an in vivo subject 
[86-88]. We have examined a number of waveform parameters and their contribution to 
behavioral appraisal of electrical cortical stimulation [89, 90]. Some of the parameters 
that have been evaluated through our studies are depicted in Figure 1.6. One parameter 
that remains largely unassessed in cortical stimulation is the effect of modulated 
stimulation waveforms. Modulation of stimulation refers to the varying of the parameters 
of a carrier stimulation waveform by a modulation waveform. Some modulated signals 
appear to be significantly represented in the natural encoding mechanisms of sensory 
systems. One such modulated signal is the Sinusoidally Amplitude Modulated (SAM) 





Figure 1.6: Stimulation Parameter Examples 
 
1.5 Sinusoidal Amplitude Modulated Signals 
1.5.1 Natural SAM signals 
The auditory system has been shown to be highly sensitive to amplitude 
modulated signals. Sinusoidally amplitude modulated signals have been demonstrated to 
be a fundamental component of human speech and animal communication [91]. 
Furthermore, reducing the spectral content of speech and leaving the amplitude 
modulation content allowed for significant speech recognition, highlighting its 
importance [92].  The ability to detect SAM acoustic stimuli has been shown to be 
strongly correlated to the ability to recognize speech in cochlear implant users [93, 94]. 
Auditory processing of sinusoidally amplitude modulated sounds has long been a focus of 
hearing research [95-97]. Langner et al. emphasized the importance of amplitude 
modulation by stating that the evaluation of temporal modulations, such as those caused 
by SAM, was a “major organizational principle of the auditory system” [98]. 
 The primary cortical areas of the sensory systems have been shown to be attuned 
to amplitude modulated environmental cues. This has been demonstrated by the tendency 
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of sensory cortical neurons to phase lock, or fire in unison, with environmental SAM 
stimuli. Cortical recordings show primary visual and somatosensory cortices phase 
locking to the modulation frequencies of light and tactile SAM stimuli [99, 100]. A 
highly significant amount of phase locking is also present in the auditory system. Neural 
recordings have shown phase locking to acoustic SAM stimuli at various locations 
throughout the auditory pathway, including the auditory nerve, cochlear nucleus, inferior 
colliculus, lateral lemniscus and the primary auditory cortex [101-105]. Given the 
ubiquitous response on the part of the sensory cortices to SAM stimuli, SAM electrical 
stimulation presents a viable focus of research for electrical cortical stimulation 
 
1.6 Modulated Electrical Stimulation 
Given the sensory systems’ previously demonstrated natural ability to tune to SAM 
physical stimuli, there exists an impetus to investigate whether there is value in the 
artificial injection of comparable electrical SAM stimuli directly into the auditory 
cortices. 
 
1.6.1 Behavioral SAM Studies 
There have been some initial efforts into analyzing the information content of 
modulated electrical stimulation.  A small number of studies have investigated the effect 
of signal modulation in stimulation of the sensory cortices of a variety of animal models 
(Table 1.5 below). The important outcome of these studies is that modulation of electrical 
modulated stimulation is capable of transmitting information that is behaviorally relevant 
to the implanted animal. However none of these studies have had the major focus of 
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examining the parameter space of modulated electrical stimulation and analyzing each 
parameter’s contribution to stimulation perception. 
Table 1.5: Stimulation Modulation in Behavioral Animal Models 
Type of 
Modulation  
Sensory Cortex Animal Model Study 
Frequency 
Modulation 
Somatosensory Rhesus Macaque 
Monkeys 
O’Doherty et al. 








Somatosensory Owl Monkeys Fitzsimmons et al.  
2007 [107] 
 
1.6.2 SAM stimulation effect for Neuroprosthetics 
Stimulation modulation has also been demonstrated to be relevant to the efficacy 
of currently used neural prosthetics. Cochlear implants, by design, mainly use amplitude 
modulated electrical pulse trains to transmit speech recognition information [24]. There 
have also been studies that show that frequency modulated cochlear implant stimulation 
can improve speech recognition in noisy environments or the recognition of music [92]. 
Functional Electric Stimulators have shown increased ability to ameliorate tremor 
symptoms with the application of SAM electrical stimulation [108]. Patients with deep 
brain stimulators experienced improved treatment of Parkinson’s symptoms with 
stimulation frequency modulation [109, 110]. Given the value of signal modulation in 
previously implemented prosthetics, modulated electrical signals may be important 
components of future devices. 
  
 The previous findings demonstrating the sensory importance of biological SAM 
signals, as well as the fact that signal modulation improves existing neural prosthetics 
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highlight SAM signals as a potential focus in evaluating new methods of stimulating 




CHAPTER 2. THE PERCEPTUAL SALIENCE OF SAM STIMULATION 
2.1 Introduction 
Many types of neuroprosthetic devices, specifically cortical stimulators, hold 
great promise in the treatment of unaddressed neural deficits. They have been proven to 
be capable of replacing lost function by interfacing with the visual [15, 111], 
somatosensory [112] and auditory cortices [35]. These devices have the potential to treat 
millions of people suffering from neural sensory loss [18, 19].  However there are still 
significant gaps in the current knowledge that prevents them from being used in clinical 
studies. One of the major obstacles that still needs to be addressed is that the optimal 
characteristics of stimulation waveforms and their perceptual efficacy have not been fully 
explored. 
Previous studies have limited themselves to using a standard stimulation 
waveform [76], a method of stimulation composed of a biphasic, symmetric waveform 
shown to minimize charge delivered to the neural tissue. Most previous neural 
stimulation studies used this waveform and simply adjusted the various stimulation 
parameters such as amplitude, frequency, pulse duration or others to stimulate the tissue 
as needed. Use of this standard waveform was seen as necessary to mitigate the amount 
of damage done to the tissue from electrical stimulation [79]. However computer 
modeling of neurons and their reaction to simulated stimulation suggests that alternate 
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waveforms may be more successful at activating neurons [84].  Exploring the 
potential parameter space may yield more efficacious methods of stimulating cortical 
tissue, but avoiding neural damage is still a concern. Thus a thorough exploration of the 
different stimulation parameters in an animal model is essential before cortical implants 
can be widely adopted for human clinical trials.  
Using a high throughput behavioral model [113] with a rat implanted with an 
electrode array [36] allows for an in-depth exploration into the effect of parameterization 
of stimulation types. This model has been successfully used to study the varying of 
stimulation characteristics such as pulse rate, waveform shape, depth of stimulation [90], 
as well as the symmetry of waveform phase shape [89]. Despite these previous studies 
there remain many more parameters of electrical stimulation that merit further 
investigation. One type of stimulation that has demonstrated potential but has still not 
been fully examined is sinusoidal amplitude modulated (SAM) stimulation.  
 The potential value for electrical SAM stimulation can be seen in the sensory 
system’s reaction to natural SAM stimuli. The auditory system has been shown to be 
specifically tuned to amplitude modulation found in speech and other natural sounds [105] 
and there is extensive phase locking to SAM stimuli in the auditory pathway [101-105]. 
This effect is not unique to the auditory system, as studies have shown that the visual [99] 
and somatosensory [100] sensory systems also phase lock to SAM stimuli. Moreover, 
previous studies show that modulation of electrical stimulation can provide information 
that is behaviorally actionable to the implanted subject [106, 107] as well as improve 
currently successful neuroprosthetic devices such as cochlear implants [114] and deep 
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brain stimulators [110]. Despite these findings, there has been little effort to 
systematically explore parameter space of SAM electrical stimulation in the cortex.   
Before cortical implants make the transition to human clinical studies the full 
effect and behavioral perception of different types of cortical stimulation must be known. 
Here we present the four aims we pursued concerning electrical SAM stimulation:  
 
1. Determine whether the root mean square (RMS) or the peak amplitude 
content of a SAM signal is more relevant for detection. 
One of the major questions in auditory processing research is what components of 
acoustic signals are perceived to determine the loudness of the signal [115, 116]. 
Traditionally, researchers held that the RMS, or quadratic mean, content was instrumental 
in determining loudness of acoustic signals [117]. Other studies corroborate this, as the 
auditory system partly acts as short term (35-100 ms) temporal integrator [116, 118,119]. 
Studies on electrical SAM stimulation through cochlear implants had mixed results, 
showing discrepancies with the short term temporal integrator acoustic model of loudness 
[115,118]. Since cortical implants bypass the cochlea and auditory nerve to stimulate the 
neurons in cortical tissue directly, it is unknown whether detectability will be processed 
the same way. Which will determine detectability, RMS or the peak amplitude (the 
highest amplitude of current)? Figure 2.1 shows the putative area of electrical stimulation 
of an unmodulated signal versus its RMS and Peak amplitude equivalents, although the 






Figure 2.1: Depiction of area of stimulation of unmodulated and modulated electrical 
stimulation. Stimulation waveform is on the left, current spread on the right A) The 
original unmodulated signal sends out constant amplitude signals, achieving the same 
level of current spread for each pulse. B) The modulated signal with the same RMS as the 
original signal has peaks that extend out from the waveform and thus achieve higher 
current spread with these higher amplitude pulses. Unlike the original the current spread 
changes pulse to pulse. C) The peak amplitude waveform has the same amplitude as the 
original and thus reaches the same amount of current spread with the pulses with highest 
amplitude. 
 
Determining this would give insight into how the auditory cortex processes 
electrical SAM signals versus the processing of acoustic SAM signals by the extended 
auditory system. This would also inform as to how to structure cortical stimulation to 
achieve the desired detectability of stimulation. The results of this aim influenced the 
design of the following experiments 
 
2. Evaluate the effect of varying modulation frequency on behavioral 
detection 
This aim examines the effects of varying the modulation frequency of SAM 
signals. Modulation frequency is the parameter of SAM signals that determines the rate at 
which the amplitude changes (Figure 2.2). This parameter may be a salient feature of 
electrical SAM signals in terms of the behavioral response of an implanted subject.  




Figure 2.2: SAM Signal Parameters. Modulation period is dependent of the modulation 
frequency of the signal; this must be less than half of the pulse rate to prevent aliasing. 
The depth refers to the depth of modulation and ranges from 100% (shown currently) to 0% 
(unmodulated). The pulse period is dependent on the pulse rate or pulses per second (PPS) 
refers to the frequency that the electric pulses are sent through the electrode. 
 
The interest in evaluating the effect of modulation frequency of SAM stimulation 
is due to the putative resulting interaction with the nervous tissue around the electrode. 
As suggested by the mechanism of current spread, the amplitude of stimulation 
determines the distance at which neurons are stimulated.  Changing the modulation 
frequency of electrical SAM signals changes the rate at which the maximum amplitude is 
presented and consequently how often far away neurons are stimulated (Figure 2.3). For 
example with electric SAM stimulation with 300 PPS and a modulation frequency of 100 
Hz, the farthest neurons that get stimulated would be effectively stimulated at a rate of 
100Hz. However, the neurons closest to the electrode would experience a stimulation rate 
of 300 Hz, since only small amplitudes are required to stimulate them. The interesting 
question is: What is the contribution to detection of the stimulation of these far away 
neurons?  
A previous study using constant amplitude pulse trains found that the critical 
value of cortical stimulation for behavioral detection was 80 PPS; PPS above this value 
did not decrease the behavioral detection threshold [90]. This study’s second aim focused 
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on varying modulation frequencies to expose far away neurons to stimulation rates below, 
at and above 80 Hz to evaluate their contribution to behavioral detection. 
 
Figure 2.3: Depiction of pulse rate experienced by tissue at a distance from electrode 
Neurons nearer to the electrode (green region) would be stimulated with each pulse and 
would experience the overall pulse rate of the stimulation, while the farthest neurons 
(blue region) would only be stimulated at the highest amplitudes and would experience 
stimulation at the rate of the modulation frequency. 
 
 
3. Determine whether detection is driven more by the modulation frequency 
or by pulses per second (PPS) or an interaction between the two 
As mentioned before, the varying amplitudes of SAM electrical stimulation will 
theoretically expose the neurons to differing rates of stimulation based on distance from 
the electrode (Figure 2.3). The pulse rate refers to the stimulation rate of the nearest 
neurons since the amplitude will be high enough to stimulate them for every pulse. The 
modulation frequency refers to the stimulation rate of the neurons farthest away from the 
electrode that are still within the effective stimulation radius.  The interesting question 
was: Does changing the modulation frequency as well as the pulse rate, and thus having 
differing rates of stimulation at areas nearer and farther from the electrode, have a 
significant effect on the detection threshold? The effect on detection threshold will also 




4. Given the finding that electrical stimulation detectability is a result of the 
peak content, determine the contribution of subthreshold pulses to 
detection 
The result from Question 1 demonstrated that the detection threshold was mainly 
a result of the peak amplitude content of an electrical signal. In a modulated signal there 
are a number of pulses that are below the amplitude of a pulse that would be behaviorally 
detected (Figure 2.4). The question was: What is the relevance of these subthreshold 
amplitude pulses in terms of the detectability of the overall modulated signal? The aim 
was to compare a modulated signal with a modulated signal lacking the subthreshold 
amplitude pulses to determine their contribution to behavioral detection threshold.  This 
can be approximated by using a square wave modulated signal with the same modulation 
frequency and 100% modulation depth.  
 




2.2 Materials and Methods 
2.2.1 Surgical Implantation 
The animal surgical protocol was approved by the Institutional Animal Care and Use 
Committee of Purdue University.  
Each experimental subject was an adult male Sprague-Dawley rat (~400 grams). 
The subjects that performed the electrical stimulation experiments were implanted with a 
silicon-substrate microelectrode array. The subjects were implanted with one of two types 
of electrodes, a linear sixteen site single shank or a sixteen site four shank array 
(NeuroNexus Technologies, Ann Arbor, MI). The microelectrode arrays were composed 
of iridium oxide sites (703 µm
2
) that were activated 48 hours prior to surgery.  The target 
area of implantation was the primary auditory cortex in the right hemisphere. The 
surgical protocol is detailed more thoroughly in previous publications [120]. Each subject 
received an intraperitoneal injection of ketamine hydrochloride (80 mg/kg body weight) 
as well as xylazine (5mg/kg).  Throughout the surgery the level of anesthesia was 
updated with additional ketamine hydrochloride (20 mg/kg) if the depth of anesthesia 
diminished, as evidenced by response to toe-pinch tests.  
The fur over the right hemisphere was shaved and the scalp was treated 
aseptically. A midline incision was made on the scalp of the subject and the muscles and 
tissue were reflected. The animal was placed in a stereotaxic head holder and the skull 
over the right primary auditory cortex was drilled through with a burr. Landmarks present 
in the vasculature, corresponding to known layouts [121], were used to create an 
appropriate incision in the dura. These coordinates were also used to stereotaxically insert 
the electrode array through the pia and into the auditory cortex.  
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The electrode was inserted so that the sites penetrated to ~1.5 mm below the 
cortical surface. Visual examination with a microscope confirmed that the most 
superficial site of the electrode was situated at the surface of the cortex.  Correct 
positioning of the sites within the primary auditory cortex was further confirmed by 
performing neural recordings (Tucker-Davis Technologies, Alachua, FL) in response to 
click and pure tone acoustic stimuli. Four titanium bone screws (sizes 2-56) were 
implanted into the skull to serve as an anchor and a wire was attached to one of the 
screws to provide an electrical ground. Once placement was correct, the array and the 
cable were covered with a silicone elastomer (Kwik-Sil, World Precision Instruments, 
Sarasota, FL) and further sealed with UV-cured dental acrylic to both seal the craniotomy 
and mechanically stabilize the implanted electrode. The scalp around the implant was 
sutured closed and the rat was then monitored during recovery from anesthesia. 
2.2.2 Behavioral Procedure 
The animal training and experimentation protocol was approved by the Institutional 
Animal Care and Use Committee of Purdue University.  
The rats were water deprived to provide behavioral motivation. Each day 
consisted of a number of sessions in a conditioned avoidance task that has proven 
successful in previous behavioral studies [122, 123]. Each day the rats were placed in the 
behavioral box, which was located in an acoustically and electrically isolated chamber 
(Industrial Acoustic Company, Bronx NY). The rats had access to a water spout located 
in the cage, which would monitor the presence of the rat through the completion of an 
electrical circuit with the metal floor of the box. A custom hardware setup and MATLAB 
software (Natick, MA) was used to measure the completion of this circuit and administer 
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trials. A trial was started whenever a rat was in contact with the spout for at least 50 ms 
of an initial 200 ms window. 
2.2.3 Detection Trials 
Once a trial was started, it continued for a 650 ms time period after the initial 200 
ms detection window. Trials were either “safe” or “warning” trials, which depended on 
whether the stimulus was absent or present. The warning stimulus was presented for the 
entire 650 ms window after the initial 200 ms detection window for each warning trial. 
Initially the stimulus was an acoustic warning that was delivered from a speaker near the 
box (Tucker-Davis Technologies). The window for the meaningful contact of the rat was 
the last 200 ms of the warning trial. If the rat remained in contact with the spout for more 
the 50 ms of this period the rat registered as having missed the warning. Consequently, a 
mild shock of ~1.5 mA was delivered through the spout to the rat, a shock mild enough to 
not deter performance but sufficiently uncomfortable to penalize warning misses. The 
failure to detect a warning was registered as a “miss”; correctly leaving the spout 
registered as a “hit”. For the safe trials, no warning was delivered and rat presence was 
measured as before. If the rat appropriately stayed on the spout for the safe trial it 
registered as a “correct rejection” otherwise it was a “false alarm”. The safe trials were 
used to ensure that the rat was operating based on warning detection and not avoiding the 
spout for each detection period. Trials with false alarm rates at or above 20% were 
discarded from analysis. “Warning” trials were pseudo-randomly presented, as in every 
five trials, one was randomly selected to be a warning trial. A group of these safe and 
warning trials until cessation or until a threshold was reached was defined as a session. 
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Standard signal detection theory was used to calculate detection ability through the d’ 
metric [124]. 
2.2.4 Adaptive Paradigm 
The rats performed the above detection task for an arbitrary range of acoustic 
frequency tones (2-32 kHz) until they could detect stimuli below 20 dB SPL with a d’ 
above 2. At this point the sessions became an adaptive detection paradigm.  In this 
paradigm the amplitude of the warning stimulus is changed based on the rat’s 
performance in warning detection [125]. If the rat correctly removed itself from the spout 
during a warning, previously designated a “hit”, the amplitude was lowered for the next 
warning trial. If however the rat performed a “miss” the next presented warning stimulus 
had a higher amplitude. The adaptive step sizes decreased with the number of trials to 
finally arrive at a more specific measure of the detection threshold.  
This was repeated until 5 to 8 reversals occurred, a reversal being a switch from a 
series of misses to hits or vice versa.  Step sizes in both cases, acoustic and electric 
stimuli, decreased as the number of trials increased. Once this occurred the amplitude 
measured at the last four reversals was averaged to become the measured detection 
threshold and concluded a session. All of the data presented in this paper were collected 
using this paradigm.  
After demonstrating proficiency at the acoustic detection task, the rat performed 
an acoustic adaptive task with the previous frequency tones (2-32 kHz), finding detection 
thresholds for them. The rats performed the adaptive acoustic task until they successfully 
arrive at detection thresholds below 15 dB SPL and completed at least 12 sessions a day. 
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This was done to ensure familiarity with the task, as well as to ensure that the rats were 
able to stay motivated to provide enough data in one day. 
2.2.5 Acoustic Task 
Once the rats demonstrated an ability to reliably perform a number of sessions a 
day they participated in the experimental acoustic tasks. The characteristics of the SAM 
acoustic stimuli were designated in the custom MATLAB software and transmitted to a 
speaker (Tucker-Davis Technologies) close to the behavioral cage. The adaptive 
paradigm previously described was used to determine detection thresholds for the 
acoustic SAM stimuli presented. The thresholds were measured in decibels (dB SPL). To 
minimize session length, the starting amplitude was adjusted to begin approximately 3 dB 
SPL above previous thresholds measured.   
2.2.6 Electrical Task 
After a rat successfully performed the acoustic adaptive task it was selected for 
implantation according to the surgical procedure detailed above. Each rat was allowed to 
recover for two days with unrestricted access to water, as well as regular injections of 
meloxicam for analgesic purposes. The auditory task was repeated to ensure that the 
primary auditory cortex was not damaged by the surgery. Once the subjects successfully 
performed the auditory task, they were retested on the original detection and adaptive 
task, however in this case the warning stimulus was changed to electrical stimulation 
through the electrode sites. The stimulation waveform was transmitted by the MS16 
stimulus isolator with four NC48 batteries in series which allows for a +/- 96 Voltage 
(Tucker-Davis Technologies, Alachua, FL). The electrical stimulation amplitude 
measurement was converted from Amperage to dB with 0 dB being equivalent to 1 mA. 
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The implanted rats were presented with varying amplitudes of stimulation up to -12 dB. 
All of the implanted rats were able to detect the electrical stimulation within seven days. 
For the adaptive thresholds, the starting amplitude was estimated arbitrarily high and 
adjusted for later days to being about 2 dB above the previous day’s threshold measure.  
These acoustic and electrical adaptive behavioral protocols were used to carry out 
the following experiments.  
2.2.7 Experimental Design 
The first experiment examined whether RMS or peak amplitude content was 
essential to detectability of acoustic SAM stimuli. When modulation depth increases, the 
shape of the RMS modulated signal needs increase at the peaks to preserve the same 
average power while the peak modulated signal simply maintains the peak height. The 
signals with the same detection threshold as the unmodulated case will determine which 
characteristic of the acoustic signal (RMS or peak) the animal is using for detection.   
Three rats (A, B, C) were used to determine the effect of modulation depth on detection 
threshold in acoustic SAM stimuli.  The experiment used a low modulation frequency of 
8 Hz due to the high sensitivity to SAM at low modulation frequencies, in accordance 
with previous acoustic SAM experiments [97]. The acoustic SAM used broadband noise 
as a carrier signal to reduce the presence of spectral cues in the signal, as in previous 
studies [97,115]. This experiment was designed as a one way ANOVA design with the 
factor of modulation depth with 6 levels. The modulation depth levels presented were: -
100, -20, -15, -10, -5, 0 dB. This corresponds to modulation depth percentages of: 0, 10, 
17.78, 31.62, 56.23, 100%. All signals were presented randomly. The detection 
thresholds were recorded for RMS and peak amplitude acoustic signals. 
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The second experiment examined whether RMS or Peak amplitude content was 
essential for the detectability of electric SAM stimuli. The rationale of the first 
experiment was used for this experiment, but adapted for electrical stimulation instead of 
acoustic signals. Three rats (D, E, F) were used to determine the modulation depth on 
detection threshold in electric SAM stimuli. The experiment used a pulse rate of 254 Hz 
and a modulation frequency of 32 Hz. This experiment was designed as a one way 
ANOVA design with the factor of modulation depth with 5 levels. The modulation depth 
levels presented were -100, -20, -10, -5, -0 db. This corresponds to modulation depth 
percentages of: 0, 10, 31.62, 56.23, 100%. All signals were presented randomly and 
detection thresholds were measured. 
The third experiment was designed to examine whether a varying presentations of 
the peak amplitude would affect the detectability of a SAM electric signal. Two rats (E, F) 
were used to determine the effect of modulation depth and modulation frequency on 
detection thresholds of electric SAM stimuli. The experiment was designed as a two 
factor full factorial ANOVA with the factors of modulation depth and modulation 
frequency. The modulation depth levels presented were: -100, -5, 0 db. The modulation 
frequencies levels presented were: 2, 40, 80, 120 Hz. The pulse rate was constant at 256 
Hz.  All signals were presented randomly and detection thresholds were measured. 
The fourth experiment was designed to examine whether the stimulation rate of 
nearer or farther tissues from the electrode were more important for detection. Two rats 
(E, F) were used to determine the effect of pulse rate and modulation frequency on 
detection thresholds of electric SAM stimuli. The experiment was designed as a two 
factor full factorial ANOVA with factors of modulation frequency and pulse rates. 
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Modulation frequency had to be limited to, at most half, of the pulses per second to 
prevent aliasing in the signals. To have a common representation of modulation 
frequency across pulse rates, modulation frequency was taken as a percentage of the 
pulse rate. Accordingly the modulation frequency levels presented were: 10, 25, 50% of 
the pulse rate. The pulse rate levels presented were 20, 40, 80 and 256 Hz in accordance 
with a previous study [89]. The modulation depth was kept constant at 0 dB or 100%. All 
signals were presented randomly and detection thresholds were measured. 
 
Figure 2.5: Comparison of sine wave and square wave modulation at 100% modulation 
depth 
 
The fifth experiment was designed to examine what the contribution of the sub-
behavioral threshold amplitude pulses in electric SAM stimulation was to detection. In 
this experiment, square wave modulation at the same frequency as the sine wave 
modulation was used to approximate the removal of sub threshold pulses (Figure 2.5 
above). Two rats (E, F) were used to determine the effect of square wave modulation 
versus sine wave modulation. This experiment was designed as a 3 factor full factorial 
ANOVA with factors of modulation type, modulation frequency and pulse rate. As before, 
modulation frequency was taken as a percentage of the pulse rate to prevent aliasing but 
keep a common representation across pulse rates. The modulation depth was kept 
constant at 0 dB or 100% to allow for removal of all subthreshold pulses in the square 
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wave modulated signals. The modulation type levels presented were: Sine or Square 
wave modulation. The modulation frequency levels presented were: 10, 25, 50% of the 
pulse rate. The pulse rate levels presented were: 40, 80 Hz.  All signals were presented 
randomly and detection thresholds were measured. 
The assignment of the rats to the different experiments can be seen below in Table 2.1  
Table 2.1: Summary of Experiments 
Experiment Daily Experiments 
Performed by 
Subject 
Rats Performing Site Depths 
1 6 A,B,C N/A 
2 9 D,E,F 400-700 µm 
3 10 E,F 200-400 µm 
4 10 E,F 200-400 µm 
5 10 E,F 200-400 µm 
 
2.2.8 Statistical Analysis 
All of the experiments were analyzed in the SAS program version 9.2 (Cary, NC). 
The detection thresholds from all experiments were analyzed with a MANOVA 
according to the above mentioned factors and levels. The rat and each session for each 
experiment served as a block, the session block factor was crossed with the rat block 
factor. Pairwise comparisons for the different factors calculated using Tukey’s test (α = 





2.3.1 Experiment 1: Acoustic SAM Signals: RMS or Peak? 
 
Figure 2.6: Detection thresholds as a function of modulation depth for acoustic SAM 
signals. The Peak power signal measures the detection threshold in terms of the signals’ 
highest power, the RMS power signal measures the detection threshold in terms of the 




Experiment 1 (Figure 2.6) compared the detection thresholds of acoustic signals 
measured in terms of their peak power or RMS power over a range of different 
modulation depths. The RMS and Peak power detection thresholds at modulation depths 
were not compared against each other; instead they were analyzed separately by 
comparison to the detection threshold of the unmodulated case. This determined which 
representation, Peak or RMS, was equally detectable as the unmodulated case. The one 
way ANOVA results indicated that the RMS power detection thresholds at the six 
modulation depths were not significantly different from one another (p = 0.75) and thus 
equally detectable as the unmodulated case. The one way ANOVA indicated that the 
peak power detection thresholds were different from each other (p < 0.0001). The 
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pairwise comparisons indicated that the sixth peak detection threshold at 100% 
modulation was significantly different from the rest. The remaining five peak detection 
thresholds were not significantly different from each other.  
 
2.3.2 Experiment 2: Electrical Signals: RMS or Peak? 
 
Figure 2.7 Detection thresholds as a function of modulation depth for electrical SAM 
signals. The Peak current signal measures the detection threshold in terms of the highest 
current amplitude of the signal, the RMS current signal measures the detection threshold 
in terms of the total RMS of the signal. Error bars indicate the 95% confidence intervals. 
 
Experiment 2 (Figure 2.7) compared the detection thresholds of electrical signals 
measured in terms of their peak or RMS current over a range of different modulation 
depths. The RMS and Peak current detection thresholds at modulation depths were not 
compared against each other; instead they were analyzed separately by comparison to the 
detection threshold of the unmodulated case. This determined which representation, Peak 
or RMS, was equally detectable as the unmodulated case.  The one way ANOVA results 
indicated that the RMS current detection thresholds at the five modulation depths were 
significantly different from one another (p < 0.0001).  The pairwise comparison indicated 
39 
 
that the RMS current detection threshold at each modulation depth was significantly 
different from the detection threshold for every other modulation depth. However, the 
one way ANOVA indicated that the peak power detection thresholds were not 
significantly different from each other (p =0.0719), and thus equally detectable as the 
unmodulated case. The pairwise comparisons indicated that the sixth peak detection 
threshold at 100% modulation was significantly different from the rest. The remaining 
five peak detection thresholds were not significantly different from each other.  
 
2.3.3 Experiment 3: Effect of Modulation Frequency for Electrical SAM signals 
 
Figure 2.8: Detection thresholds as a function of modulation depth and frequency. The 
constant pulse rate (254 Hz) for each signal was modulated by the frequency indicated 
and peak current detection thresholds were measured at each modulation depth. Error 
bars indicate the 95% confidence intervals. 
 
Experiment 3 (Figure 2.8) examined SAM signals with varying modulation 
frequencies in terms of the peak current detection thresholds at different modulation 
depths. The two way full factorial ANOVA results indicated that there was a significant 
difference between modulation frequencies (p < 0.0001). Pairwise comparisons confirm 
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that the effect on detection threshold of the 40 Hz, 80 Hz and 120 Hz modulation 
frequencies were not different from each other, but all are significantly different from the 
effect on detection threshold of the 2 Hz modulation frequency which produced 
significantly higher detection thresholds. There was also a significant difference for the 
modulation depths (p <0.001). Pairwise comparisons indicate that the unmodulated signal 
had detection thresholds that were significantly lower than the detection thresholds for 
the 56.2% and 100% modulation depths, which were statistically equivalent. The 
ANOVA test indicated that there was no significant interaction between the two factors 
(p = 0.1386). 
 
2.3.4 Experiment 4: Pulse Rate and Modulation Frequency 
 
Figure 2.9:  Detection thresholds as a function of pulse rate and modulation frequency. 
The presented signals had varying pulse rates and were modulated by the frequencies 
indicated in the legend. To prevent aliasing, but allow for a common modulation 
frequency measure across pulse rates, percentages of the overall pulse rate were used. 





This experiment (Figure 2.9) was designed to examine whether there was an 
effect on detection threshold from varying the pulse rate, modulation frequency or an 
interaction between the two. The ANOVA test indicates that the factor of pulses per 
second (PPS) was significant (p < 0.0001). The pairwise comparisons for the PPS levels 
indicate that the 20 Hz signals were significantly different from the 40, 80 and 256 Hz 
signals. Also the 40 Hz signals were significantly different from the 80 and 256 Hz 
signals, which were statistically equivalent in terms of detection threshold. This is 
indicative of a decrease in detection thresholds with higher pulse rates until 80 Hz. The 
ANOVA test also indicates that the modulation frequencies were not significantly 
different from each other (p = 0.5145). There was also no statistically relevant interaction 




2.3.5 Experiment 5: SAM vs. Square wave modulation 
 
Figure 2.10: Effect of sine and square wave amplitude modulation on detection threshold. 
Sine and square waves were varied and presented in conjunction with PPS and 
modulation frequency. (A) The representation of both Modulation type and PPS, the 
significant factors in the ANOVA (B) The effect on detection threshold of PPS (C) The 
effect on detection threshold of type of modulation  
 
This experiment used square wave modulation to determine the contribution of the 
subthreshold pulses in SAM electrical stimulation to signal detection. Different levels of 
PPS and modulation frequency were also evaluated. Both the modulation type (Square vs. 
Sine) (p = 0.0470) and the PPS (p = 0.0001) were significant. However, the ANOVA test 
indicated that modulation frequency was not significant (p = 0.4512), nor were any 





0.4089), modulation frequency and PPS (p = 0.1863) as well as the interaction between 
all three (p = 0.8398). In the interest of clarity, Figure 2.10 only shows the effect of the 
significant factors, together (Figure 2.10 A) and separately (Figure 2.10 B and C). The 
results indicate that the higher PPS, as well as the square wave modulation, yielded lower 
detection thresholds. 
There is some discrepancy as the overlapping confidence intervals (Tukey test) 
indicated no significant difference, contradicting the ANOVA results. However the 
conservative nature of the pairwise comparison allows for the selection of the ANOVA 





2.4.1 First Aim 
An important consideration when evaluating the properties of an electrical 
waveform for stimulation of cortical tissue is how the subject will interpret the 
stimulation for behavioral responses. The first aim of this research was to determine 
whether the RMS or peak content of acoustic and electrical signal determined the 
detectability or loudness perceived by the subject. 
The first experiment examined this question for acoustic SAM signals, by 
measuring detection thresholds for SAM signals with different modulation depths. Higher 
modulation depths require signals to have higher peaks to maintain the same RMS value, 
thus emphasizing the difference between the peak power and RMS power. The results 
imply that the auditory system interprets the loudness of acoustic signals through the 
RMS content, since the RMS power detection thresholds were statistically not different 
across all modulation depths. This result demonstrates that equivalence of detectability in 
SAM acoustic signals is related to the RMS value of the signal. This is corroborated by 
previous research that indicates that the auditory system interprets loudness by acting as a 
short term temporal integrator [116, 119].  
The peak power detection threshold for the 100% modulation depth SAM 
acoustic signal was significantly higher than the detection threshold for the unmodulated 
signal, which also suggests that RMS is the deciding factor of acoustic stimulation. 
However the peak power detection thresholds for the first four modulation depths were 
not statistically different from the unmodulated case, which is a somewhat ambiguous 
result. This could be a result of the fact that previous findings also found that the 
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loudness interpretation of acoustic signals is not solely determined by the mechanism of 
temporal integration, in some cases temporal fluctuations, such as those found in SAM 
signals, produced a louder sensation [118]. However the overall trend of the peak 
detection thresholds seems to indicate that the peak detection thresholds are not 
equivalent. 
The second experiment very clearly showed that the case for detection of 
electrical SAM signals is the opposite as that of acoustic SAM signals. Here it was the 
peak current detection thresholds that were not statistically different from the 
unmodulated case. For the RMS current detection thresholds the measurement at each 
increasing modulation depth was significantly lower, creating a monotonically decreasing 
relationship between higher modulation depth and lower RMS current detection threshold. 
From the framework that peak current determines electrical SAM detectability, this is 
expected since higher modulation depths require signals to have higher and thus more 
detectable peaks to preserve the same RMS measure as the unmodulated case. These 
findings suggest that unlike the acoustic detection system of acting as a temporal 
integrator, the electrical detection system appeared to act as a maximum function.  
A maximum function determination of detectability for electrical SAM signals is 
logical from an electrical stimulation perspective. As mentioned before, models of 
monopolar stimulation of neural tissue show that a higher amplitude of stimulation leads 
to a higher current at the electrode which then dissipates according to the inverse square 
law, causing a higher volume of tissue to be stimulated [68]. This apparently allows for a 
sensation that is more detectable by the subject.  Accordingly the peak current amplitude 
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in electrical SAM signals could be driving detection either because of the higher current 
near the electrode, or the higher overall volume of tissue stimulated.  
Although previous studies showed that electrical stimulation from cochlear 
implants undergoes some level of temporal integration for loudness perception [118,126], 
electrical stimulation in the cortex seems to bypass this integration process. This is 
corroborated by other studies that seem to implicate signal compression in the cochlea as 
being responsible for this temporal integration [118, 127]. This point is made stronger by 
the findings that cochlear impaired listeners, whether or not they had cochlear implants,  
performed temporal integration less effectively [128, 129]. There seems to be no correlate 
of temporal integration for electrical SAM signals in the auditory cortex.  
 
2.4.2 Second Aim 
The previous aim determined that the peak current content of electrical SAM 
stimulation was the important factor for detectability. However, is this due to the higher 
charge in a nearby area, or a higher volume of neurons activated? This second aim 
attempted in part to answer this question as well as determine whether varying the 
modulation frequency would affect the detection thresholds. Varying modulation 
frequency would change the amount of times the peak current was presented in a given 
modulation and consequently, the rate of stimulation experienced by neurons at far 
distances from the electrode. A previous study determined that there is a behavioral 
detection threshold cutoff at ~ 80 PPS for same amplitude pulse trains; where at higher 
PPS there is no lowering of detection threshold (Figure 2.11) [90]. This aim evaluated the 
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contribution to detection of the stimulation of far away neurons by determining whether 
or not there was a similar rate of stimulation cutoff in the modulation frequency.  
The findings from the third experiment did not indicate that there was a similar 
cutoff, as the modulation frequencies of 40, 80 and 120 Hz were not significantly 
different from each other. However, the modulation frequency of 2 Hz produced 
detection thresholds that were significantly higher than the other modulation frequencies. 
The contribution of far away neuron stimulation rate was seen to be low, as the detection 
threshold was not very sensitive to modulation frequency change. This interpretation 
weakens the argument that it was the total volume of stimulated neural tissue that drove 
the detection. 
 
Figure 2.11: Previous study findings of critical pulse rate [90] 
 
There was a slight discrepancy between the results here and in the previous aim. 
The detection thresholds for the unmodulated case were significantly lower than the 
modulated cases. Since the modulated cases and unmodulated cases were different, this 
conflicts with the earlier finding of peak based equivalent detectability of SAM electrical 
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signals. However, the peak current detection thresholds are much closer to the 
unmodulated case than the RMS current detection thresholds (not pictured) which could 
indicate that the detection is mainly, but not entirely driven by peak current.  
 
2.4.3 Third Aim 
The previous aim seemed to indicate that the stimulation rate experienced by 
neurons far away from the electrode did not have a significant effect on detection 
threshold until low frequencies are used. Does this mean that detection was more 
determined by the stimulation rate experienced by neurons close to the electrode? Or was 
there some interaction between the two, were some combinations of stimulation rates 
experienced by neurons close to and far away from the electrode easier to detect? The 
goal of this aim was to determine the effect on detection threshold by varying both in 
conjunction. 
The pulses per second (PPS) was the only factor that was significant in the fourth 
experiment. The average detection thresholds for PPS values can be seen below in Figure 
2.12. The figure is similar to the figure from the previous study that found the PPS cutoff 
rate (Figure 2.11 above). Also the figure from this work corroborates the previous finding 
that there is a PPS cutoff of ~80 Hz where any increase in PPS will not cause any further 
decrease in detection threshold. The implication for this study was that the stimulation 
rate experienced at regions closer the electrode was more important than the rate 
experienced at regions farther away, determined by the modulation frequency.  
This finding also weakens the argument that the peak current in SAM electrical 
stimulation was driving detection because it stimulated a larger volume of tissue. This 
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finding indicates that it was more probable that it was a result of the higher current in the 
region near the electrode.  
There is an interesting discrepancy between these results and the ones from the 
second aim, here modulation frequencies as low as 2, 4 or 8 Hz (representing 10% of the 
20, 40 or 80 PPS) were used causing significantly higher detection thresholds as in the 
third experiment in the second aim. This may be because the Pulse rate in the previous 
experiment was 256 Hz, causing 2 Hz to be 0.78% of the PPS. If this is the case, it would 
indicate that using modulation frequencies below 10% of the PPS may cause higher 
detection thresholds, but it is unclear why that would be the case.  
 
Figure 2.12: Average detection thresholds for PPS values in Experiment 4 
 
2.4.4 Fourth Aim 
This aim addressed the contribution of the subthreshold amplitude pulses present in 
the SAM signals. The fifth experiment approximated the removal of these pulses, using 
100% modulation depth square wave modulated signals. The PPS factor had the same 
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effect as before, creating lower detection thresholds in signals with higher PPS. 
Modulation frequency again did not seem to influence the detection thresholds.  
The interesting result was that square wave modulated electrical signals produced 
lower detection thresholds than SAM electrical signals. There was some ambiguity since 
the ANOVA stated there was a significant difference and the Tukey pairwise comparison 
did not. However this means that, at worst, the square wave modulated signal was no 
different from the SAM signal. The implication is that the subthreshold pulses had very 
little if any contribution to the detection thresholds, and that detection is mainly driven by 
the higher amplitude pulses. This reinforces the finding in the first aim, that the peak 
amplitude is the key factor in electrical SAM detectability. 
The other finding of this experiment is that the stimulation need not continuously 
deliver the PPS to get the same detection threshold; instead using discrete collections of 
pulses at the same amplitude at the same PPS as the original SAM was sufficient to be 
equally detectable (see figure 2.4). This suggests that the square wave modulated 
electrical signal may be a more efficient alternative, having the same amount detectability 
with fewer pulses at the same current amplitude. This could be useful in implanted 
stimulators where battery life is limited. 
 
This work examined the parameter space for SAM electric stimulation and how the 
subject would interpret the incoming stimulation for behavioral detection. Ultimately the 
important factors were the peak current and the PPS of the signal. The interesting 
prospect of being able to vary the modulation frequency and PPS to allow different 
regions of tissue to experience differing stimulation rates did not yield a significant effect 
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on detection thresholds. Detection seemed to be driven by the higher charge experienced 
at neural region close to the electrode due to the peak current and the PPS. This work also 






CHAPTER 3. CONCLUSIONS AND FUTURE WORK 
3.1 Future Work 
3.1.1 Discrimination Tasks 
This work analyzed the detection thresholds due to varying the parameters of 
SAM stimulation. While this is an important indication of what levels and types of 
stimulation are detectable as well as an indication as to what parameters are responsible 
for detectable sensation, discrimination tasks will provide more sophisticated information. 
While detection thresholds give an indication as to the “loudness” of certain sensations, 
discrimination tasks can discover some of the perceptual qualities of electrical 
stimulation. Although SAM signals with the same peak current as unmodulated signals 
have equivalent detectability it is possible that there are other qualities to the sensation 
that may allow a subject to discriminate between the two. Previous studies have used 
discrimination tasks to distinguish between frequencies auditory precepts or different 
rates of tactile flutter experienced due to intracortical microstimulation [16, 52]. Thus 
future discrimination tasks with SAM stimulation will allow for a better understanding 




3.1.2 Cortical Depth SAM Study 
The experiments in this work presented the electrical stimulation at a cortical 
depth varying from 200 µm to 700 µm, depending on which electrode sites were 
functioning and delivered the lowest thresholds. However anatomical studies clearly 
demonstrate that the cortex consists of a series of cortical layers that have a biological 
structure that varies by depth (Figure 3.1) [130]. Furthermore there are varying amounts 
of cell types represented in each level, in terms of cell bodies and axons. These different 
cell types have varying amounts of excitability with cell bodies typically being less 
excitable than axons [131] and being preferentially stimulated by anodic leading pulses 
[79]. The layers that were stimulated in this study consisted of a higher representation of 
cell bodies and thus may have influenced the contribution of modulation frequency and 
PPS to the detectability of stimulation in this study. Future experiments should look at the 
interaction between modulation frequency and PPS at varying depths in the cortical levels. 
One location of interest would be in layers 4-5, where there is a transition from a higher 
cell body to a higher axon representation. Here it may be possible to use SAM 
stimulation to present a high PPS to the more excitable axons but stimulate the farther 
away cell bodies at a lower rate using the modulation frequency. 
 




3.1.3 Somatosensory Cortex 
An important focus for future research is to determine the applicability of known 
stimulation waveform effects between the cortices. This work demonstrated the 
characteristics of SAM detection in the auditory cortex, however it is unknown if the 
results would be similar in other cortical areas, such as the somatosensory or visual 
cortices. This is an important endeavor because if there are cross-cortex similarities in 
reaction to certain types of electrical stimulation existed, it would allow for application of 
the results of previous works to a variety of neural targets. Anatomical studies indicate 
that although there are some similarities between cell types present in different cortices, 
there are important differences between the columnar structure and organization [133]. 
However whether or not there is a difference between stimulation efficacies across the 
cortices needs to be tested empirically. Given the current rat model, a simple future target 
would be the somatosensory cortex (i.e. rat barrel cortex), as shown by previous studies 
[53].  Investigation of the cross applicability of stimulation waveforms could be 
performed by simply repeating previous parameterization or dual implantation of 
microelectrode arrays to run experiments in the same animal. 
 
3.1.4 Alternate Amplitude Modulation Waveforms 
The results of this work imply that SAM stimulation may be replaceable with 
square wave modulation at 100% modulation depth in terms of detectability. However 
the full range of square wave modulation has not been fully explored in terms of 
modulation frequency, depth and PPS. Previous studies have shown that acoustic square 
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wave modulation produces lower modulation thresholds compared to SAM stimuli, 
which may indicate responses to electrical stimulation [117]. The potential value of 
alternate waveforms is not limited to square wave modulation. Modeling also shows that 
non rectangular waveforms may be valuable for the purposes of neural stimulation [83].  
For example, the sawtooth stimulation waveform has been shown to have value in 
improving pitch perception in cochlear implant users [134]. Other methods of amplitude 
modulation such as triangle wave modulation may also prove to affect the perceptual 
result of stimulation. A future direction would be to parametrically study the perceptual 
effects of these types of amplitude modulated stimulation, the goal being acquiring more 
knowledge of a repertoire of stimulation waveforms. A collection of the results of 
different stimulation waveforms effects would be vital for a sophisticated prosthetic 
required to deliver a number of different yet specific sensations.  
 
3.1.5 Frequency Modulation 
The findings of this and other works [90] demonstrate that the pulse rate of 
stimulation is highly relevant to the detection of cortical stimulation. These findings 
suggest that modulating the frequency of cortical stimulation may provide relevant 
information to an implanted subject. Frequency modulation (FM) has also been shown to 
be an important signal for sensory systems.  Frequency modulation is an important 
component of natural sounds and communication and cochlear implants that encode FM 
stimulation improve melody recognition and speech recognition in noisy environments 
[92]. Frequency modulated stimulation has also been shown to produce behaviorally 
relevant sensations in previous ICMS studies [16, 65, 107]. One example in the human 
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cortex showed a modulation in the brightness of phosphene in response to FM 
stimulation [45]. Future work may involve researching the parameter space of FM 
stimulation in both detection and discrimination tasks. As previous results have 
insinuated the importance of PPS as well as the existence of a behavioral PPS cutoff [90], 
there is possible value in modulating the frequency above and below this 80 Hz cutoff to 
determine whether there is any effect on detection. 
 
3.2 Conclusion 
Neural Prosthetics is a growing field of biomedical research aimed at treating 
neurological deficits by interfacing with the nervous system. There is an overwhelming 
patient population that has lost the ability to perceive their environment through deafness, 
blindness or some other interruption of the sensory pathway. Neural Prosthetics are 
uniquely suited to directly interact with the nervous system to replace the ability to take 
in and interpret sensory input.  
Investigatory sensory prosthetic devices have been shown to be capable of eliciting 
a variety of perceptible sensations, called “percepts”, in both human and animal subjects 
through a direct interface with the brain. The implication of these initial results is that it 
may someday be possible to stimulate brain tissue with a high enough spatial and 
temporal resolution to recreate sensory input and allow patients to perceive their 
environment. However the unknown widespread and long-term effects of stimulation; as 
well as the proven potential of certain types of stimulation to damage and disrupt neural 
tissue have impeded the clinical progress of cortical sensory prosthetics.  Thus there is an 
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established need to explore the behavioral significance of different stimulation 
waveforms in terms of stimulating the cortex to provide sensation. 
The work presented in this manuscript is an investigation of the different 
parameters of sinusoidally amplitude modulated (SAM) electrical signals and their 
relevance to behavioral detection.  SAM signals have been demonstrated to be signals 
that are important to sensory systems, given the tendency of neurons in the primary 
sensory cortices to fire in unison with SAM signals. Modulated signals also improve 
currently implemented neuroprosthetic devices. Thus SAM signals are a stimulation 
waveform worthy of investigation. 
This study used a rat with a microelectrode array implanted into the auditory cortex 
as a model to investigate the perceptual properties of SAM electrical stimulation. 
Comparisons between the detectability properties of acoustic and electrical forms of 
SAM stimuli presented to the rat revealed notable differences in the mechanism of 
detection. The auditory system, as a whole, reacted to the RMS power in acoustic SAM 
stimuli, acting as a temporal integrator, while the cortical tissue responded to the peak 
current in the electrical SAM stimuli. Varying the modulation frequency, did not 
significantly alter the detectability of the stimulation, except in select cases. However 
varying the overall pulse rate did have a significant effect on detectability, implying that 
more frequent stimulation of neurons closer to the electrode created a more detectable 
sensation than activating neurons at a distance. Finally, comparing square wave 
modulation and sine wave modulation indicated that the SAM electrical stimulation is 
replaceable with a stimulation waveform that preserves the PPS and the peak current 
amplitude. The overall results imply that detectability is due to the higher current 
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delivered at a localized region, rather than the ability to activate a wide volume of 
neurons. However future discrimination studies are necessary to further elucidate the 
perceptual qualities of the different forms of electrical SAM stimulation. Further research 
into the perceptual sensations elicited by different stimulation waveforms will be vital 
endeavors for the end goal of creating a sensory prosthetic that can provide a wide array 
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