In this paper we give a formula for the probability that n random points chosen under the uniform distribution in a disk are in convex position. While close, the formula is recursive and is totally explicit only for the first values of n.
Introduction
All the random variables are assumed to be defined on a common probability space (Ω, A, P). The expectation is denoted by E. The plane will be sometimes viewed as R 2 or as C and we will pass from the real notation (e.g. (x, y)) to the complex one (ρe iθ ) without any warning. For a set A in R 2 , |A| denotes the Lebesgue measure of A. We denote by ∂B the border of a set B. For any n ≥ 1, any z, notation z[n] stands for the n tuple (z 1 , . . . , z n ) and z{n} for the set {z 1 , . . . , z n }. For H be a compact convex domain in R 2 with non empty interior, for any n ≥ 0, P n H denotes the law of n i.i.d. points z[n] taken under the uniform distribution over H. A n-tuple of points x[n] of the plane is said to be in convex position if the x i 's all belong to ∂ConvexHull(x{n}). Further we define CP n,m = x[n] : #{i : x i ∈ ∂ConvexHull(x{n})} = m the set of n tuples x[n] for which exactly m are on the border of ∂ConvexHull(x{n}). Hence CP n := CP n,n is the set of n-tuples of points in convex position. Finally, we let
The aim of the paper is to establish a formula for P n D , the probability that n i.i.d. random points taken under the uniform distribution in a disk D are in convex position; we will also compute P n,m D the probability that exactly m points among these n points are on ∂ConvexHull(z{n}). To compute P n D we need and obtain a result more general than the disk case only, result about for what we will call bi-pointed segments (BSEG). This will play somehow the role of the bi-pointed triangle (see (11) ) as studied by Bárány & al [3] , central also in the approach of Buchta [6] (see (12) ) of the computation of P n,m T and P n,m S (where T stands for triangle, and S for square).
For θ ∈ [0, 2π], R > 0, the arc of circle AC(θ, R) is defined by AC(θ, R) = {Re iν , ν ∈ [−θ/2, θ/2]}.
We denote by SEG(θ, R) the segment (SEG) corresponding to the convex hull of AC(θ, R) (see Figure 1 : Representation of typical SEG(θ, R) for 0 < θ < π and π < θ < 2π Fig. 1 ). Now consider w 1 (θ, R) = Re −iθ/2 and w 2 (θ, R) = Re iθ/2 the two extremities of the special
and define the crucial bi-pointed segment case (BSEG) function
The value of R has no importance since there exists a dilatation sending SEG(θ, R) on SEG(θ, R ), and dilatations conserve convex bodies and uniform distribution. But it will be useful to have the two parameters (θ, R) for subsequent computations. Again, we write B n instead of B n,n and below L n instead of L n,n . Clearly, for any θ ∈ (0, 2π), B 0 (θ) = B 1 (θ) = 1. Now for any n ≥ 0, θ ∈ (0, 2π) define
Hence
Notice that 0 (corresponding to the flat case) as well as 2π (the circle case) are excluded from definitions (3) and (4). The main contribution of this paper is the following theorem which allows to compute P n,m D .
B n−1 (t).
(i ) For any n ≥ 2,
Analogous results can be obtained for P n,m
An alternative form can be given using
From (ii), one can compute successively the L j (θ), and by (4), this allows one to compute the B n (θ). By (i) it suffices then to take the limit when θ → 2π − (limit from below).
Despite important efforts we were not able to find a simpler formula for B n than that presented in the Theorem. Nevertheless, explicit computation can be done but close formula for the first L j given below shows a rapid growth of the complexity of the formula's (L 10 would need one page to be written down). The effective computation of the first L n is complex and very few can be computed by hand. In particular the singularity apparent in (6) is difficult to handle since the terms in the sum needs to be combined to compensate the singularity.
In Section 3 we present an algorithm allowing one to compute the first terms of the sequence (using a computer, or years of time of an efficient human brain). With this algorithm I computed the 11 first values of L n which allows the computation (P n D , 1 ≤ n ≤ 12). L 0 and L 1 have been given in (5); the next ones are
the next ones are too large again, to be written here. I am able to compute L n,m for n ≤ 5 (which provides the values of P n,m D for n ≤ 7). Using these formulae, one finds the following explicit cute values for P n D n 4 5 6 7 8
By Theorem 1, we can also compute P 4,3
D is given in the array, P
320π 4 . Explicit results for bi-pointed half disk (B 1 (θ) = 1 for any θ ∈ (0, 2π):
The only simple formula which appears is the following:
which holds for all 1 ≤ n ≤ 11. It corresponds to the limit for BSEG with an angle going to 0. Apart the results exposed in Theorem 1, the only explicit results in the literature concerns triangles and parallelogram (we here discuss only results known for any n, in 2D). Valtr [13] (1995) has obtained that if S is a square (or a (non flat) parallelogram) then, for n ≥ 1,
and in a second paper, [14] (1996) he proved that if T is a (non flat) triangle then, for n ≥ 1,
Buchta [6] goes further and gives an expression for P n,m S and P n,m P as a finite sum of explicit terms. For the bi-pointed triangle, Bárány, Rote, Steiger, Zhang [3] (2000) have shown the following. Let T = (A, B, C) be a (non flat) triangle, and let (z 1 , . . . , z n ) be P n T distributed, and let z[n] = (A, B, z 1 , . . . , z n ) be the n + 2 tuple obtained by adding A, B to z[n]. For any n ≥ 0,
These results are at the origin of numerous works concerning limit shape for convex bodies in a domain ( [3] , Bárány [1] ) and for the evaluation of the probability that n points chosen in a convex domain H are in convex position (see Bárány [1] ). Buchta (2007) [5] goes forward and prove the following result : For any n ≥ 1, any 1 ≤ m ≤ n,
where
is the set of compositions of n in m non empty parts (Examples :
Additional references The literature concerning the question of the number of points on the convex hull for i.i.d. random points taken in a convex domain is huge. I won't make a survey here but rather sends the interested reader to Reitzner [11] , Hug [9] and to the various paper cited in the present paper I will focus on what concerns the disk. Blaschke (1917) [4] proves that for the 4 points problem (the so-called problem of Sylvester), we have for any convex K, P
Bárány (2000) [1] have shown that
where A 3 (K) is the supremum of the affine perimeter of all convex sets S ⊂ K. For the disk one gets
where the last term, not really proved in the mathematical sense, has been obtained by Hilhorst & al. [8] . Central limit theorems exists also for the number of points on ∂ConvexHull(x{n}) under P n D (and for more general domain, under the uniform or Poisson distribution), see Groeneboom [7] , Pardon [10] , Bárány and Reitzner [2] .
2 Proof of Theorem 1
Proof of (i)
All along this section n ≥ 1 is fixed. Take a closed disk B = B((0, 0), R c ), with center (0, 0) and radius R c = 1/ √ π, that is with area 1, and pick n i.i.d. uniform points U 1 , . . . , U n in B. Now consider the smallest disk B((0, 0), R n ) that contains all the U i 's. Clearly
Proposition 2 Conditionally on R n = r, there is a.s. exactly one index J ∈ 1, n such that U J belongs to the circle B((0, 0), r). Conditionally on {J = j, R n = r}, U j and (U 1 , . . . , U j−1 , U j+1 , . . . , U n ) are independent, U j has the uniform law on the circle ∂B((0, 0), r), and U 1 , . . . , U j−1 , U j+1 , . . . , U n are uniform in B((0, 0), r).
Proof. A.s. the points U 1 , . . . , U n are not on the same circle with center (0, 0), and by symmetry conditionally on R n = r and J = j, U j is uniform on B((0, 0), r). Now, conditionally on R n = r and J = j, each variable U (for = j) are just conditioned to satisfy U 2 ≤ r, and this conditioning conserves the uniform distribution.
Proof of Theorem 1(i). Theorem 1(i) is -or should be -intuitively obvious, taking into account Proposition 2. This Proposition says that the two following models (a) and (b): -(a) n points i.i.d. uniform in a disk, -(b) one point uniform on the circle and, independently, n − 1 i.i.d. uniform inside the disk are equivalent with respect to the probability to be in convex position. Now if we come back to the BSEG considerations, when θ → 2π, the points w 1 (R c , θ) and w 2 (R c , θ) become closer and closer, and the line passing by these points lets all the other points in one of the half plane it defines. It is intuitively clear that replacing w 1 (R c , θ) and w 2 (R c , θ) by a single point close to them (for example, at position (−R c , 0)) will not dramatically change the model nor the probability to be in convex position. This is the essence of Theorem 1(i).
For sake of completeness, let us give a formal proof. Take R > 0 and consider the two sets S(ε) = SEG(2π − ε, R) and S = SEG(2π, R) = B((0, 0), R). These two sets are close for the Hausdorff topology when ε is small. We always have S(ε) ⊂ S, and |S \ S(ε)| goes to 0. This property implies that if we fix ε > 0, for ε small enough, for z 1 , . . . , z n chosen uniformly and independently under P S ,
Conditionally on the event Λ ε := {z 1 , . . . , z n } ⊂ S(ε) , the z i 's are i.i.d. uniform in S(ε). Let
We want to show that P ((z 1 , . . . , z n , w ε 1 , w ε 2 ) ∈ CP n+2 |Λ ε ) → P((z 1 , . . . , z n , w) ∈ CP n+1 ). Consider the following sets (subsets of S n ):
. . , t n ) ∈ S : (t 1 , . . . , t n , w) ∈ CP n+1 }.
It suffices to prove that |E
to CP n+2 and since the segments [w 1 (ε), w] and [w 2 (ε), w] are chords, then (z 1 , . . . , z n , w 1 (ε), w 2 (ε), w) is in CP n+3 from what we deduce that E 2 is in CP n+1 .
To end the proof take (t 1 , . . . , t n ) ∈ E 2 . We show that when ε is small enough, it is in E 1 (ε). More precisely, we will see that it is not the case only if the t i belongs to a null set (for Lebesgue measure). We assume that n ≥ 2 since for n = 1 the result is clear.
First, for ε > 0 small enough, if the t i 's are different and different to −R, all the t i belongs to S(ε). Since (t 1 , . . . , t n , w) ∈ CP n+1 draw the convex polygon p passing by these points, and relabel the t i s as t 1 , . . . , t n clockwise around p so that the neighbours of w are t 1 and t n . Again, up to null set, the angles (w, t 1 , t 2 ) and (t n−1 , t n , w) are not 0, and it appears clearly that for ε small enough, (t 1 , . . . , t n , w 1 (ε), w 2 (ε)) ∈ CP n+2 . We then have E 2 = ∪ ε E 1 (ε) and the E 1 (x) ∪ E 1 (x ) if x < x, so |E 1 (ε)| → |E 2 | when ε goes to 0. .
Proof of (ii)
For any θ ∈ [0, 2π], R > 0,
and then for
the area |SEG(θ, R θ )| = 1. Denote more simply by SEG θ the segment SEG(θ, R θ ) with unit area. The size L θ of the special border [w 1 (θ, R θ ), w 2 (θ, R θ )] for this segment is
In this section we fix θ ∈ (0, 2π) and search to express B n (θ) with some combinations of B j (ν), for ν < θ and j < n. To get the decomposition we will "push the arc of circle" AC(θ, R) inside SEG(θ, R θ ) till it touches one of the z i 's doing something similar to the Buchta's method (for the computation of P n S and P n T ). Here it is a bit more complex: we need the arc of circle to stay an arc of circle during the operation in order to get a nice decomposition, and also we somehow need to keep the bi-pointed elements. The arc angle and radius will change during the operation. This will lead to a quadratic formula for B n . Almost of quantities appearing in this section should be indexed by θ. In order to avoid heavy notation we won't do this. Draw SEG θ in the plane. We consider the family of segments
having as special border the special border of SEG θ , that is [w 1 (θ, R θ ), w 2 (θ, R θ )], and lying at its right, such that the angle of SEG[φ] is φ (see Fig. 2 ). 
and the radius of SEG[φ],
Since the special border of all the SEG[φ] is the same one sees that if φ < φ then
When φ goes to 0, SEG[φ] goes to [w 1 (θ, R θ ), w 2 (θ, R θ )] (for the Hausdorff topology). One also sees that SEG[θ] = SEG θ , and for φ < θ, by (16) and (17) ,
and then the other segments of the family F θ have area smaller than 1 (see Fig. 2 ). Again θ is fixed. Let z 1 , . . . , z n be n ≥ 1 i.i. 2 ). We have
Proposition 3
The distribution of (Φ, Γ) admits the following density f (Φ,Γ) with respect to the Lebesgue measure
Proof. First, the density of z J = (x, y) with respect to the Lebesgue measure on |SEG θ | is ndxdy|SEG x,y | n−1 where |SEG x,y | n−1 is the area of the unique element of the family F θ whose border contains (x, y). We then just have to make a change of variables in this formula ! We search the unique pair (φ, γ) such that
Since by (21) and (19) everything is explicit, we can compute the Jacobian 
From what we deduce the wanted formula, using (21). . Now, it remains to end the decomposition of our problem. Conditionally on (Φ, Γ, J) = (φ, γ, j),
and SEG[φ] \ T produces two segments S 1 and S 2 . Since we may rescale SEG[φ] to be SEG φ (to get area 1), the question now is that of the area of the two rescaled segments. After rescaling, S 1 and S 1 appear to be SEG[φ/2 + γ, R φ ] and SEG[φ/2 + γ, R φ ] since these lards have the right angles. Using (16)
We keep temporally notation S 1 and S 2 instead of SEG[φ/2 + γ, R φ ] and SEG[φ/2 + γ, R φ ] for short. The following Proposition is a simple consequence of the fact that the uniform distribution is conserved by conditioning. It is the "combinatorial decomposition" of the computation of B n (θ), illustrated on Fig. 3 . (ii) Conditionally on (Φ, Γ, J) = (φ, γ, j) and (N 1 , N 2 , N 3 ) = (k 1 , k 2 , k 3 ) the points z 1 , . . . , z n are in convex position with probability
Putting everything together we have obtained
Set η = φ/2 + γ, dη = dγ, η goes from 0 to φ (and φ/2 − γ = φ − η), giving
from which we get
Now, cos(η − φ/2) − cos(φ/2) = 2 sin(η/2) sin((φ − η)/2). Finally setting L n (θ) as done in (4), we obtain Formula 1(ii).
Proof (i )
Recall Proposition 2. To compute P D n we can work under the model where n − 1 points z 1 , . . . , z n−1 are picked independently and uniformly inside the disk B((0, 0), R c ) (with R c = π −1/2 ) and one point on the border. We place this last point at position −R c which is allowed since rotation keeps convex bodies and the uniform distribution. 
. Denote then by φ the angle such that z k = (−R c + r) + re i(−π+φ) . If we denote by (X, Y ) the (Euclidean) position of z k , the density of the distribution of (x, y) is
where B[r] is the unique circle in the family G which passes by (x, y). We can then compute the Jacobian and find the distribution of (r, φ) to be with density 1 0≤r≤Rc,0≤φ≤2π r(1−cos(φ))(πr 2 ) n−2 drdφ. Once z k is given, we can once again normalise the problem, and come back on a circle of area R c . We then get, using 1 + cos(φ) = 2 sin 2 (φ/2)
The integration with respect to dr gives
since once φ is known, the convexity follows that on the pair of bi-pointed segments with angles φ and 2π − φ, and the number of elements in these segments is binomial (n − 2, |SEG(φ, R c )|).
Proof of (iii)
The proof is the same as that of (ii) except that in Proposition 4 we need to follow the number of points falling in the triangle. We then get
Using the notation introduced in (4) we get (iii) .
Proof of (iii )
Copy the arguments in Section 2.3. In the same way, for n ≥ 2, 1 ≤ m ≤ n 
Proof of (iv)
The same proof of (i) does the job.
Effective computation of L n
We explain in this part how to make effective computations. Since B 1 (θ) = B 0 (θ) = 1, L 0 (θ) and L 1 (θ) are known by (4). Bruno Salvy [12] in a personal communication gave me a method to compute B n (my personal method fails at n = 7).
Denote by J n (t) = t 0 n−1 k=0 B k (u)B n−1−k (t − u)du, and by T J n , T B n the Laplace transform of J n and B n . We have T J n (s) = n−1 k=0 T B k (s)T B n−k−1 (s).
It turns out that knowing the first values of B k , the computation of J n by the previous formula and by inversion of the Laplace transform ends, using maple (when it does not by simple integration). Then it appears that J n (v) is a polynomial in sin(v), cos(v) and v. The subsequent integration t 0 J n (v)/ sin(v) 2n+1 dv is possible by helping the computer. Using cos(v) 2 +sin(v) 2 = 1, it is possible to rewrite J n as polynomial of degree at most 1 in cos(v). Then write J n (v)/ sin(v) 2n+1 under the form Q 0 +Q 1 / sin(v) 1 + 2n+1 l=1 Q l / sin(v) l , where Q n is a polynomial in cos(v) and v. Then, proceed to successive integrations by parts, starting from the largest degree at the denominator till l = 2. The remaining integral is computed by a simple integration.
This method allows one to compute 11 terms with maple. The computation of B n,m is possible using the same algorithm, except that some complications arise from the inverse Laplace which makes appear some polylogarithm functions (of the type polylog(n, e it ) + polylog(n, −e it )) for some n ≥ 2). There limit at t → 0 have to be treated separately, letting ζ(n) plays a role in the final result. I am able to compute B n,m for n ≤ 5, and then P D n,m for n ≤ 7.
