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1. Introduction 
Over the past two decades, the existing methods for quantum system control have been 
significantly improved in respect of both their theory and experimental implementations [1−3]. 
The research in this direction is of high practical importance, since the problems solved ranges 
from the control of chemical reactions to the development of quantum computers and quantum 
communication channels. 
One of the most interesting and promising area that requires the high-precision quantum state 
control is the quantum information processing [4, 5]. As is known, for the successful 
implementation of quantum algorithms the error of elementary logic operations (gates) must not 
exceed a certain threshold value. To meet this requirement during experiments, the quantum 
system dynamics should be effectively controlled. In addition to high fidelity of manipulations 
made, they must take minimum time to reduce relaxation effects. Moreover, estimation of the 
minimum (critical) time of transformations in specific systems is directly related to the efficiency 
of execution of quantum algorithm [6, 7]. 
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Unfortunately, the available analytical approaches to the estimation of the minimum time and 
determination of optimal control conditions are extremely hard to apply to quantum systems with 
a large number of states. Currently, only few simple models comprising several qubits 
represented by spins 1/2 allow finding exact analytical solutions of the optimal control problem 
[8−11]. Therefore, numerical methods are often used [12-14] for finding the optimal control by a 
system to establish a desired quantum state or, in the general case, a certain unitary evolution of 
a quantum system. 
Already in the case of three-level quantum elements, qutrits [15−17], it is difficult to find the 
optimal ways of universal gate implementation. Meanwhile, the qutrits are the most interesting 
multilevel systems. They ensure the fastest growth of the Hilbert space dimension with 
increasing number of logical elements [18] and are more effective than qubits in quantum 
communications [19]. Therefore, many researchers explore implementation of ternary quantum 
computations, both in quantum circuits for solving various problems [16, 17, 20, 21] and in qutrit 
gates based on different physical models [20−26]. 
In this work, we solve the problem of the time-optimal control for a single quadrupole nucleus 
with the spin I=1 by the nuclear magnetic resonance (NMR) technique. The quantum states with 
different projections of the spin I=1 are considered as the basic qutrit states. Instead of the 
traditional methods that use weak selective radio-frequency (rf) pulses [23, 26, 27] for exciting 
individual energy transitions in a multilevel system, we use the strong rf control field that affects 
all states of a system simultaneously (the so-called nonselective excitation) [27]. Using the 
Cartan decomposition [8], we managed to obtain the general equation for finding parameters of a 
control field to implement an arbitrary qutrit gate. We obtained partial time-optimal solutions for 
selective rotation gates and a quantum Fourier transform (QFT) with regard to the global phase 
of gates. 
In Sec. II, we describe the model of a quadrupole nucleus with the spin I=1 controlled by NMR. 
Using the Cartan decomposition, the general equation is derived for solving the time-optimal 
control problem for this model. In Sec. III, partial solutions of this equation for the selective 
rotation gates and QFT are presented and the effect of the global phase on the minimum gate 
implementation time is discussed. Section IV contains the conclusions. 
2. Optimal control for spin I=1 by NMR 
Let us consider a quadrupole nucleus with the spin I=1 in a strong static magnetic field and a 
control rf magnetic field. In the reference frame rotating around the static field direction (axis z) 
at rf field frequency rf , the Hamiltonian of our model acquires the form [27] 
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Here, 0  is the Larmor frequency, I  is the operator of spin projection onto the axis   
( , ,x y z  ), qH  is the quadrupole interaction of the nucleus with the axially symmetric crystal 
field gradient, q is the interaction constant, and ( )u t  is the projection of the control rf field onto 
the axis . Hereinafter, the energy is measured in frequency units with 1 . In addition, we 
pass to dimensionless time and frequency expressed in units 1/q and q, respectively. In the 
absence of the rf field, system (1) has three nonequidistant energy levels for the states with the 
different values of spin projection 0, 1zI   . We choose these states as a qutrit computational 
basis. 
The system with Hamiltonian (1) is fully controllable in group SU(3) [28]; i.e., for sufficiently 
large time T, there exists such control ( )u t  that allows us to obtain any operator 
( ) (3)GU U T SU   where 
 
0
ˆ( ) exp ( )
T
U T T i H t dt
 
   
 
 (2) 
is the system evolution operator and Tˆ  is the time-ordering operator.  
To find the desired control and minimum time required for implementing some important qutrit 
gates, we use the Cartan decomposition [8]. First, we need to choose eight generators of algebra 
(3)su . The generators can be chosen in different ways and we should select the most convenient 
set for our task. For example, in [21, 29], the Gell−Mann matrices were considered as (3)su  
generators. In terms of NMR, these generators can be compared with the selective (“soft”) pulses 
affecting individual transitions in a three-level system. To implement this control method, the rf 
field frequency should be equal to the resonant frequency of one of the allowed transitions 
(
0rf q   ) and the pulse amplitude should meet the condition u q  [23, 24, 27]. Using a 
certain sequence of pulses applied at the different transitions, one may implement any unitary 
system evolution [16, 17]; however, such a control is not time-optimal, since the control field is 
strictly limited. In view of this, we will consider the control with the use of nonselective (“hard”) 
rf pulses, when 
0rf   and u q . For example, in simplest case of square-shaped pulse 
along x axis (x-pulse) we set the pulse amplitudes qux   and 0yu  in (1) and 
corresponding propagator can be expressed as 
 1
2
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cos 1 2 sin 1 cos
q x x
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U t it H I i I i i
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where t  is angle of nonselective rotation of the spin and t is the pulse length. Similarly, for 
y-pulse the propagator is 
 1
2
1 cos 2 sin 1 cos
( ) exp[ ( )] exp( ) 2 sin 2cos 2 sin
1 cos 2 sin 1 cos
q y yU t it H I i I
  
   
  
   
 
       
 
   
. (4) 
As will be seen below, the sequence of nonselective rotations (3)-(4) and free evolution intervals 
with propagator 
 )exp()( qitHtU   (5) 
allows to obtain any system evolution (2). For finding such sequence, it is convenient to take 
operators , , ,x y z qI I I H  as generators and the adjoint operators [8] 
 ( ) , { , }
ik ik
k q q x yAd H e H e k I I
  . (6) 
As follows from the properties of exponential operators, the evolution under the action of 
generators (6) is realized by means of two nonselective pulses (3) or (4) separated by an interval 
of free evolution (5). This can be used to build the pulse sequences for specific gates GU . Thus, 
as the basis of algebra (3)su , we choose the following set of matrices 
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Next, to find the time-optimal pulse sequence, we use the mathematical tools outlined in [8]. 
The Cartan decomposition of algebra (3)su  is 
 (3)  su p k , (8) 
where subalgebras p  and k  satisfy the commutation relations 
 [ , ] , [ , ] , [ , ]  k k k p k p p p k . (9) 
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For the algebra with basis (7), we have 
 
span{ | 1,2,3},
span{ | 4,..,8},
m
m
L m
L m
 
 
k
p
 (10) 
where span{ }mL  denotes the space spanned by operators mL . If subspace h p  is maximal 
Abelian subalgebra (Cartan subalgebra), then arbitrary evolution operator (2) can be written in 
the form [8] 
 
1 2( ) exp( ) , { | }
ikU T Q i Q Q e k   h k . (11) 
We take the subspace 
4 7span{ , }L Lh spanned by a pair of commuting generators as Cartan 
subalgebra. (The Cartan subalgebra 4 8span{ , }L L h can also be taken, but in most cases this 
choice will complicate the solutions obtained in Sec. III).  
Since subalgebra k  consists of only the spin projection operators, an arbitrary element of the 
subgroup generated by this subalgebra can be represented in the form of the Euler angles 
decomposition 
 yx x
i Ii I i I
Q e e e
   . (12) 
In general case, in Eq. (12) one can select two any orthogonal rotation axes. However, for 
simplicity, we use a series of rotations x-y-x, as in Eq. (12), or y-x-y at an appropriate 
permutation of the rotation axes. Thus, for the series x-y-x, Eq. (11) acquires the form 
 1 21 1 2 7 2 21 4( ) y yx x x x
i I i Ii I i I it L i I i Iit L
U T e e e e e e e e
          . (13) 
Equating the right-hand side of Eq. (13) to gate GU  to be implemented, we obtain a system of 
equations for finding parameters 1,2 1,2 1,2 1,2, , ,t   . According to the theorems in [8], the solutions 
of this system of equations are time-optimal when 
1,2 0t   and the sum 1 2T t t   takes the 
smallest value, minT . Here, rotations (12) are assumed to be implemented for a negligible time 
using the control field with large amplitude u q  [pulse length ~1/t   in (3)-(4) is much less 
than duration of free evolution ~1/t q  in (5)].  
After explicit substitution of operators 4L  and 7L , the product of operators in Eq. (13) represents 
a ready-to-use method for implementing single-qutrit gates by using a sequence of strong 
nonselective pulses (actually, from 2 to 8 pulses, depending on the implemented gates as will be 
shown in Sec III) separated by two intervals of free evolution with durations 1t  and 2t . The 
schematic representation of the sequence shown in Figure 1. In contrast to the previously 
proposed sequences [30, 31], no additional cycling of the pulse sequence to reduce the gate error 
is required. The errors caused by a finite length of the nonselective pulses [i.e. approximations 
(3)-(4)] in such sequences were estimated in [31] and the method for their reduction was 
proposed.  
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Fig. 1. The schematic representation of the pulse sequence (13). White and gray squares denote 
nonselective x- and y-pulses respectively. The angle of spin rotation is shown above 
corresponding pulses. Note that the order of pulses in time is opposite to the order of factors in 
(13) according to the traditional NMR notations. 
3. Exact solutions for selective rotation gates and QFT 
In the general case, the search for parameters 
1,2 1,2 1,2 1,2, , ,t    in Eq. (13) is a complex problem. 
However, it can always be solved numerically. If gate GU  is sufficiently simple, the analysis of 
numerical solutions often allows one to guess the values of some parameters, because they take 
simple values. This makes the problem much simpler, since we can now find analytical 
expressions for the rest parameters and, thus, obtain some exact time-optimal solutions. Note that 
due to the periodicity of the factors in Eq. (13) and the fact that the same rotation Q  can be 
obtained using different rotation axes in Eq. (12), there exist many solutions of the control 
problem, including suboptimal ( minT T ) and unphysical ( 1,2 0t  ) ones. Therefore, we present 
only a few simple partial time-optimal solutions for the most important gates used in quantum 
algorithms based on qutrits [15−17, 21]. We consider the operators of selective rotation around 
the axes x and y by angle  , 
2 2 2 2


111
2t 1t
2Q 1Q2 7
exp( )it L
1 4exp( )it L
2

t
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and the quantum Fourier transform gate 
 
2
2
1 1 1
1 2
1 , exp
33
1
i
F

  
 
 
  
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. (15) 
Since these operators are defined in group U(3), for the model with traceless Hamiltonian (1) the 
gates can be implemented accurate to the common phase factor [2, 6]; i.e., at (3)GU U , we 
should solve the system of equations [in the case of  the rotations x-y-x in (12)] 
 1 21 1 2 7 2 21 4y yx x x x
i I i Ii I i I it L i I i Iit Li
Ge U e e e e e e e e
           . (16) 
In general case, the global phase   can be chosen from the set of values 
 0 2 / , 0,1, ..., 1p N p N      , (17) 
where N is the Hilbert space dimension and 0  is the smallest angle 0 [0, ]   at which 
0det( ) 1
i
Ge U
   [6]. For qutrit (N=3) the global phase can take the values 
2 4
0, ,
3 3
 
   for 
selective rotations (14) and 
5 9
, ,
6 6 6
  
   for QFT (15). As is known, the minimum gate 
implementation time depends on the global phase value [6, 14, 32, 33]. Such dependence for 
model (1) was numerically studied in [32] for the QFT gate and can be formally explained by 
multivaluedness of the logarithm function of complex numbers. 
Partial time-optimal solutions of Eq. (16) with different global phases for selective rotation gates 
(14) and QFT (15) are given in Tables 1 and 2, respectively. Figure 2 shows the dependences of 
the minimum time of selective rotation gate implementation on the angle of rotation for the 
solutions with different global phases. It can be seen that the dependences are qualitatively 
different. For the global phase 0  , the normal behavior is observed, where the minimum time 
increases with the rotation angle. For
4
3

  , the situation is qualitatively different. Moreover, 
for 
2
3

  , the minimum time minT   is independent of the angle of rotation. In the case of 
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rotation 1 3( )R  , which corresponds to the forbidden transition according to the selection rules, 
the lines intersect at 
2
3

  . 
Note that if we decompose the value of minT  for 
1 2 ( )R   with 0   (Table 1) at small angles of 
rotation, we obtain 
 2 6 31
min 4 4 42 2 2 2
3arccos(cos ) 6arcsin( sin ) sinT        . (18) 
This value obtained in [30] using the approximate approach is slightly different from the 
numerical data for the angles ~   [34]. The exact analytical values of 
minT  given in Table 1 are 
consistent with the numerical estimates (Fig. 2) obtained by us with the use of the optimization 
procedure described in [32]. For the QFT gate, the consistence of the data with the numerical 
estimates from [32] is also observed.  
4. Conclusions 
Using the Cartan decomposition, we obtained the exact analytical solution of the time-optimal 
control problem for a quadrupole nucleus with the spin I=1 controlled by a strong nonselective rf 
field. The minimum times required for implementing the important single-qutrit gates (selective 
rotations and QFT) were found. The extraordinary dependence of the minimum time for the 
selective rotation gate implementation on the angle of rotation was observed at some global 
phase values. This demonstrates the importance of taking the global phase into account in 
solving the optimal control problem for quantum information processing [2, 6, 14, 32, 33]. All 
analytical results are consistent with the data obtained using numerical methods of the control 
theory [32, 34]. 
The presented analytical expressions give a practical method for controlling the spin I=1 using a 
sequences of short nonselective pulses with two intervals of free evolution. This control 
technique can be used, for example, in NMR experiments with liquid crystals [23, 26], where the 
quadrupole interaction is weakened by the fast rotation of molecules, which restricts application 
of weak selective pulses. 
Unfortunately, the approach used cannot be directly applied to the large spins I >1, because in 
this case the commutation relations (9) are violated. It is still possible to obtain some pulse 
sequences for the implementation simple qudit gates [31], but we cannot assert that the resulting 
solutions are time-optimal. 
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Table 1. Partial time-optimal solutions of Eq. (16) for implementing selective rotation gates (14) 
with different global phases. The asterisk denotes the solution in which operator 7L  in (16) was 
replaced by 8L  for simplicity. We denote 
21
2
2
2 2 sin
arctan
1 3cos



 
    
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 
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  
2
  1  2  y-x-y 
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Table 2. Partial time-optimal solutions of Eq. (16) for implementing QFT gate (15) with 
different global phases. 
  
1  1  1  2  2  2  1t  2t  Q minT  and parameters 
6

 2
  
3
  
4
  
4
  2
3
  
2
  1  2  x-y-x 
2
1 3
2
2 3
2
min 3
2arccos( ),
arccos( ),
2 3arccos( )T
 
 

 
 
 
 
5
6

 2
  
3
  
4
  
4
  
3
  
2
  2    x-y-x 
2
3
2
min 3
arccos( ),
3arccos( )T
 

 
9
6

 2
  
6
  
4
  
4
  
6
  
2
  1  2  x-y-x 
2
1 3
2
2 3
min
arccos( ),
arccos( ),
T

 


 

 
 
 
Fig. 2. The dependence of minimum implementation time minT  (Table 1) of selective rotation 
gate (14) on the angle of rotation   for the global phases 0   (solid line), 
2
3

   (dashed 
line), and 
4
3

   (dotted line). The results for rotations 1 2 ( )R   or 2 3( )R   (top) and 1 3( )R   
(bottom) are shown. The crosses shows the estimation of minT  for 
4
n
  , n = 1,...,4 obtained 
using the numerical methods described in [32]. 
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