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PAIRS TRADING UNDER DRIFT UNCERTAINTY AND RISK
PENALIZATION
SÜHAN ALTAY, KATIA COLANERI, AND ZEHRA EKSI
Abstract. In this work, we study a dynamic portfolio optimization problem related
to pairs trading, which is an investment strategy that matches a long position in one
security with a short position in another security with similar characteristics. The
relationship between pairs, called a spread, is modeled by a Gaussian mean-reverting
process whose drift rate is modulated by an unobservable continuous-time, finite-state
Markov chain. Using the classical stochastic filtering theory, we reduce this problem
with partial information to the one with full information and solve it for the logarith-
mic utility function, where the terminal wealth is penalized by the riskiness of the
portfolio according to the realized volatility of the wealth process. We characterize
optimal dollar-neutral strategies as well as optimal value functions under full and
partial information and show that the certainty equivalence principle holds for the
optimal portfolio strategy. Finally, we provide a numerical analysis for a toy example
with a two-state Markov chain.
Keywords : pairs trading, regime-switching, utility maximization, risk penaliza-
tion and partial information.
1. Introduction
Pairs trading is an investment strategy that attempts to capitalize on market inef-
ficiencies arising from imbalances between two or more stocks. This kind of strategy
involves a long position and a short position in a pair of similar stocks that have
moved together historically. Examples of such pairs can be given: ExxonMobil and
Royal Dutch and Shell for the oil industry, or Pfizer and GlaxoSmithKline for the
pharmaceutical industry. The underlying rationale of pairs trading is to buy the un-
derperformer, and sell the overperformer, in anticipation that the security that has
performed badly will make up for loss in the coming periods, perhaps even overper-
form the other, and vice-versa. For this reason, it is also classified as a convergence
or mean-reversion strategy. The pair of stocks is selected in a way that it forms a
mean-reverting portfolio referred to as the spread. By forming an appropriate spread,
pairs traders try to limit the directional risk that arises from the market’s up or down
movements by simultaneously going long on one stock and short in another. Since mar-
ket risk is mitigated, profits depend only on the price changes between the two stocks
and they can be realized through a net gain on the spread. Therefore, one can also see
1
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pairs trading in the class of market-neutral trading strategies. To achieve market neu-
trality, traders can choose corresponding strategies so that the resulting portfolio has
zero (CAPM) beta, hence it is beta-neutral. Alternatively, one can use a dollar-neutral
strategy, which is investing an equal dollar amount in each stock. However, we should
remark that market neutrality does not imply either risk-free return or arbitrage in the
classical sense. The risk inherited in pair strategies is different from the risk in invest-
ment strategies involving only a long or short position in a specific stock or market.
Indeed, pairs trading is a form of statistical arbitrage, which can be defined broadly as a
long-horizon trading strategy that generates riskless profits asymptotically (see Hogan
et al. [19] for the definition of the statistical arbitrage and Göncü & Akyıldırım [18] for
the existence of statistical arbitrage for pairs trading strategies). As it is empirically
documented by Gatev et al. [16], coupled with a simple pairs selection algorithm, such
statistical arbitrage strategies may yield average annualized excess returns of up to
11 percent, which still remains profitable after compensated by the most conservative
transaction costs.
In this work, we consider the portfolio optimization problem of a trader with a log-
arithmic utility from risk penalized terminal wealth investing in a pair of assets whose
dynamics have a certain dependence structure in a Markov regime-switching model.
More precisely, we model the spread process (log-price differential) as an Ornstein–
Uhlenbeck process with a partially observable Markov modulated drift. Our motivation
for modeling the drift of the spread and drifts of both assets as a function of an un-
observable finite-state Markov chain has certain advantages. Firstly, drifts of financial
assets are hardly constant and observable, especially if we think of the convergence-
type investment strategies that are usually valid for longer periods. Secondly, although
pairs are selected in such a way that they have similar characteristics, the dynamics of
the spread between them might be prone to different regimes. For example, if one leg of
the pair is selected to be listed in an index such as the S&P 500 while the other is not,
this might increase the demand for the one that is listed. Hence, that would eventually
increase the level of the spread, at least until the one listed in the index is deleted from
the index or the other leg of the pair is also added. Moreover, in reality, it is diffi-
cult to observe or characterize both microstructure (market-based) or macrostructure
(economy-wide) state variables changing with respect to different regimes. That would
necessitate using a partial information framework to model such state processes.
Numerous studies analyze portfolio selection problems in a full or partial informa-
tion and/or Markov regime-switching framework, see, for example, Zhou & Yin [39],
Bäuerle & Rieder [4], and Sotomayor & Cadenillas [34] for the full information case
with Markov regime switching or Rieder & Bäuerle [31], Frey et al. [14], and Björk et
al. [5] for the partial information case. However, to the best of our knowledge, identifi-
cation of optimal pairs trading strategies in a Markov-modulated setting under partial
information is new.
Our proposed model is an extended version of the model given by Mudchanatongsuk
et al. [30], who found the optimal pairs trading strategies in a dollar-neutral setting
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for an investor with power utility. Although investing equal dollar amount (as a pro-
portion of wealth) in pairs seems to be restrictive, it is meaningful when CAPM betas
of the selected stocks are very close to each other. Our model extends the work of
Mudchanatongsuk et al. [30] by allowing partially observed Markov-modulated drifts
both for the price processes and the spread, hence enabling them to change with re-
spect to different conditions. As the second extension, to find the optimal trading
strategies, we use a risk penalized terminal wealth as it is suggested in Section 2.22
of Rogers [32]. By penalizing the terminal wealth according to the realized volatility
of the wealth process, the investor hopes to prevent the pairs trader pursuing risky
strategies. Using risk penalization seems to be appropriate in pairs trading as most
such strategies are executed by hedge funds and proprietary trading houses, which
engage in high-risk transactions on behalf of investors. Risk penalization effectively
increases the risk aversion of the trader and makes her take a less risky position. Apart
from certain mathematical convenience, our choice of logarithmic utility function can
be justified on several financial grounds. Firstly, although an investor can choose any
utility function, representing her risk tolerance, a repetitive situation such as the one
reflected in mean-reversion type trading strategies tends to force the utility function
into the one that is close to a logarithmic one. For instance, in the power utility case it
can be shown in a very simple example that too aggressive or too conservative choices
for the risk-aversion parameter imply unrealistic preferences such as betting on strate-
gies that have large losses with high probability and hence not suitable if the investor
is focused in a long sequence of repeated trials, see e.g., Chapter 15 of Luenberger [29]).
This can only be alleviated when the risk-aversion parameter γ, in power utility 1, is
close to zero, behaving more like the logarithmic utility. Therefore, we can argue that
utility functions that are close to the logarithmic ones are appropriate for our setting.
Secondly, by penalizing the terminal wealth with the realized volatility of the portfolio
and using logarithmic utility, we can capture the intertemporal risk factor in our model
more easily with just one parameter.
Although both the empirical and theoretical literature on pairs trading has been
growing, published research on optimal portfolio problem is rather limited. Mudchana-
tongsuk et al. [30] solve the stochastic control problem for pairs trading with power
utility for terminal wealth. Tourin & Yan [36] develop an optimal portfolio strategy to
invest in two risky assets and the money market account, assuming that log-prices are
co-integrated, as in the option pricing model of Duan & Pliska [7]. Cartea & Jaimungal
[6] extend Tourin & Yan [36] to allow the investor to trade in multiple co-integrated
assets and provide an explicit closed-form solution of the dynamic trading strategy
while assuming that the drift of asset returns consists of an idiosyncratic and common
drift component. Lee & Papanicolaou [26] solve the optimal pairs trading problem
within a power utility setting, where the drift uncertainty is modeled by a continuous
mean-reverting process. It is also worth mentioning here the work of Elliott et al. [11],
1U(x) = x
γ
γ
for γ ≤ 1.
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which proposes a pairs trading strategy based on stochastic filtering of a mean-reverting
Gaussian Markov chain for the spread, which is observed in Gaussian noise.
Apart from identification of optimal trading strategies through utility maximization
from terminal wealth, there is also recent literature on optimal liquidation and optimal
(entry-exit) timing strategies related to pairs trading. For example, studies by Ekström
et al. [9], Larsson et al. [25], and Zeng & Lee [38] focus on how to liquidate optimally a
pairs trade by incorporating stop-loss thresholds. Moreover, Leung & Li [28] study an
optimal double-stopping problem to analyze the timing for starting and subsequently
liquidating the position, subject to transaction costs, and Lei & Xu [27] analyze a
multiple entry-exit problem of a pair of co-integrated assets. An extensive list of
references and a literature review on pairs trading and statistical arbitrage can be
found in the recent survey paper by Krauss [22].
To sum up, our contributions in this article can be stated as follows. First, we
characterize the optimal dollar-neutral strategies both in full and partial information
settings with risk-penalized terminal wealth for a log-utility trader and show that op-
timal strategies are dependent on both the correlation between two assets and the
mean-reverting spread. The effect of risk-penalization on optimal strategies is an in-
crease in risk-aversion uniformly in a constant proportion that is not dependent on
time. Second, we characterize the optimal value function via Feynman–Kac formula.
Third, using the innovations approach, we provide filtering equations that are neces-
sary to reduce the problem with partial information to the one with full information.
A nice feature of the solution in the partial information setting is that the optimal
strategy is a linear function of the filtered state and hence it can be considered as a
projection of the full information one on the investor’s information filtration.
We also present numerical results for a toy example with a two-state Markov chain in
both full and partial information settings. Our analysis shows that average data does
not contain sufficient information to obtain the optimal value for the pairs trading
problem for logarithmic utility preferences. This result is in contrast with the one for
the classical portfolio optimization problem with Markov modulation, see Section B in
Bäuerle & Rieder [4]). Furthermore, our toy example suggests that there is always a
gain from filtering due to the convexity arising from using filtered probabilities instead
of constant ones.
The remainder of the paper is organized as follows. Section 2 introduces the model.
In Section 3 we analyze the portfolio optimization problem in a full information setting.
In Section 4 we solve the utility maximization problem under partial information. In
Section 5, we provide the numerical analysis of our toy example with a two-state Markov
chain. We conclude with Section 6 and give proofs and technical results in Appendix.
2. The model
We consider a finite time interval [0, T ] and a continuous-time finite-state Markov chain
Y defined on the filtered probability space (Ω,G,G,P), where G = (Gt)t≥0 is the global
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filtration that satisfies the usual conditions; all processes we consider here are assumed
to be G-adapted. Suppose Y has the state space E = {e1, e2, ..., eK} where, without loss
of generality, we assume that ek is the basis column vector of RK . Y has the intensity
matrix Q = (qij)i,j∈{1,...,K} and its initial distribution is denoted by Π = (Π1, · · · ,ΠK).
The semimartingale decomposition of Y is given by
Yt = Y0 +
∫ t
0
Q⊤Ysds+Mt,
for every t ∈ [0, T ], where M is an (G,P)-martingale.
We consider a market with a risk-free asset and two stocks. We assume that the
dynamics of the risk-free asset is given by
dS
(0)
t = rS
(0)
t dt, S
(0)
0 > 0,
where r ∈ R is the risk-free interest rate. The stocks have prices S(1) and S(2), and
the price process of the first stock is assumed to follow a Markov-modulated diffusion
given by
dS
(1)
t
S
(1)
t
= µ(Yt) dt+ σ dW
(1)
t , S
(1)
0 > 0, (1)
with σ > 0 and where W (1) is a G-Brownian motion independent of Y . Since the
Markov chain takes values in a finite state space we have that for every t ∈ [0, T ],
µ(Yt) = µYt with µ = (µ1, . . . , µK)⊤ and µi = µ(ei) ∈ R for every i ∈ {1, . . . , K}.
It is assumed that the spread St = log S
(1)
t − logS(2)t , t ∈ [0, T ], follows a Markov-
modulated Ornstein–Uhlenbeck process:
dSt = κ(θ(Yt)− St) dt+ η dWt, S0 ∈ R, (2)
where κ > 0 and η > 0, W is a G-Brownian motion with 〈W (1),W 〉t = ρt, ρ ∈ (−1, 1),
and θ(Yt) = θYt, t ∈ [0, T ] with θ = (θ1, . . . , θK)⊤ and θi = θ(ei) ∈ R for every
i ∈ {1, . . . , K}. It follows from (2) and (2) that
dS
(2)
t
S
(2)
t
=
(
µ(Yt)− κ(θ(Yt)− St) + 1
2
η2 − ρση
)
dt+ σ dW
(1)
t − η dWt, S(2)0 > 0.
Let X be the value of a self-financing portfolio and let h(1) and h(2) denote fractions of
the wealth invested in S(1) and S(2), respectively.
Admissible Investment Strategies. We consider dollar-neutral pairs trading strate-
gies. This corresponds to take h(1) and h(2) such that
h
(1)
t = −h(2)t , t ∈ [0, T ]. (3)
In the sequel we are going to use the notation h = h(1). Note that ht ∈ R for every
t ∈ [0, T ] and the portfolio weight on the risk-free asset is always 1. In order to ensure
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that the wealth process is well defined, we consider investment strategies that satisfy
E
[∫ T
0
h2u du
]
<∞. (4)
Definition 2.1. A G-progressive self-financing investment strategy which satisfy (2)
and (2) is called an admissible investment strategy. We denote the set of admissible
strategies by A.
For every h ∈ A, the dynamics of the pairs-trading portfolio is given by
dXht
Xht
=
(
ht
(
κ(θ(Yt)− St)− η
2
2
+ ρση
)
+ r
)
dt + htη dWt, X
h
0 > 0.
Notice that for a given h ∈ A, Xh is a controlled process. In what follows, for the sake
of notational simplicity we suppress h dependency and write X instead of Xh. The
objective of the trader is to maximize expected utility from terminal wealth. However,
in the risk-penalized setting, see Section 2.22 of Rogers [32], the goal is to prevent
the trader from pursuing risky strategies at the expenses of the investor. The investor
agrees to pay the trader at time T the risk-penalized amount
ZT = XT exp
(
−1
2
ε
∫ T
0
η2h2s ds
)
, ε ≥ 0.
Hence the terminal value of the wealth process is ‘discounted’ by its realized volatility.
It follows from Itô’s formula that the dynamics of Z is given by:
dZt
Zt
=
(
ht
(
κ(θ(Yt)− St)− η
2
2
+ ρση
)
+ r − εη
2h2t
2
)
dt+ htη dWt, Z0 > 0.
In what follows, we study the optimization problem for a trader who is endowed
with a logarithmic utility in case of regime switching and risk penalization. First,
we consider the situation where the trader may observe the Markov chain Y that
influences the dynamics of price processes and the spread. Subsequently, we assume
that the Markov chain is not observable and solve the optimization problem under
partial information.
3. Optimization problem under full information
In this section, we suppose that the trader can observe all sources of randomness in
the market. Her penalized wealth at time T is given by
ZT = z exp
{∫ T
t
(
hu
(
κ(θ(Yu)− Su)− η
2
2
+ ρση
)
− h
2
uη
2(1 + ε)
2
+ r
)
du
+
∫ T
t
huη dWu
}
,
for every h ∈ A. Note that, condition (2) guarantees that the stochastic integral in the
above expression is a true martingale and hence has a zero expected value.
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Formally the trader faces the following optimization problem
max Et,z,s,i[logZT ], (5)
where Et,z,s,i denotes the conditional expectation given Zt = z, St = s and Yt = ei. We
define the value function of the trader by
V (t, z, s, i) := sup
h∈A
Et,z,s,i [logZT ] .
From now on, we use the following notation for the partial derivatives: for every
function g : [0, T ]× R+ × R→ R, we write, for instance, ∂g∂t = gt.
In the following theorem we characterize the optimal strategy and the corresponding
value function.
Theorem 3.1. Consider a trader with a logarithmic utility function with risk penal-
ization parameter ε ≥ 0. Then the optimal portfolio strategy h∗ ∈ A is
h∗(t, s, i) =
1
1 + ε
(
κ (θi − s)
η2
+
ρσ
η
− 1
2
)
.
The value function is of the form
V (t, z, s, i) = log(z) + r(T − t) + d(t)s2 + c(t, i)s+ f(t, i),
where the function d(t) is given by
d(t) =
κ
4η2(1 + ε)
(
1− e−2κ(T−t)) ,
and the functions c(t, i) and f(t, i) for i ∈ {1, . . . , K} solve the following system of
ordinary differential equations
ct(t, i)− κc(t, i) + 2κθid(t)−
κ2θi − κη22 + κρση
η2(1 + ε)
+
K∑
j=1
c(t, j)qij = 0, (6)
ft(t, i) +d(t)η
2 + κθic(t, i) +
(
κθi − 12η2 + ρση
)2
2η2(1 + ε)
+
K∑
j=1
f(t, j)qij = 0 (7)
with terminal conditions c(T, i) = 0 and f(T, i) = 0 for all i ∈ {1, . . . , K}.
Proof. We first apply pointwise optimization to obtain the optimal portfolio strategy.
By computing the expectation in (3), we get
Et,z,s,i[logZT ] = log(z) + r(T − t)− Et,s,i
[∫ T
t
h2uη
2(1 + ε)
2
du
]
+ Et,s,i
[∫ T
t
hu
(
κ(θ(Yu)− Su)− η
2
2
+ ρση
)
du
]
, (8)
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where, according to the previous notation, Et,s,i denotes the conditional expectation
given St = s and Yt = ei. The first order condition given by
−h∗t η2(1 + ε) + κ(θ(Yt)− St)−
η2
2
+ ρση = 0,
provides the following candidate for the optimal strategy
h∗(t, s, i) =
1
1 + ε
(
κ (θi − s)
η2
+
ρσ
η
− 1
2
)
.
The second order condition, −η2(1 + ε) < 0, ensures that h∗ is the well defined maxi-
mizer and hence the optimal portfolio strategy. By inserting the optimal strategy into
(3), we get a stochastic representation for the optimal value, that is,
log(z) + r(T − t) + Et,s,i
[∫ T
t
(κ(θ(Yu)− Su)− η22 + ρση)2
2η2(1 + ε)
du
]
. (9)
Next, we characterize the value function by means of Feynman-Kac formula for Markov-
modulated diffusion processes, see [3] and [8]. To this, for every i ∈ 1, . . . , K we define
functions u(·, ·, i) : [0, T ]× R→ R+ by
u(t, s, i) = Et,s,i
[∫ T
t
(κ(θ(Yu)− Su)− η22 + ρση)2
2η2(1 + ε)
du
]
.
Then for every i ∈ 1, . . . , K, functions u(·, ·, i), satisfy
ut(t, s, i) + κ(θi − s)us(t, s, i) + η
2
2
uss(t, s, i)
+
K∑
j=1
u(t, s, j)qij +
(κ(θi − s) + η22 + ρση)2
2η2(1 + ε)
= 0,
with the terminal condition u(T, s, i) = 0. Suppose that function u(t, s, i) is of the
form u(t, s, i) = d(t)s2 + c(t, i)s + f(t, i). By using this ansatz, we get the following
equation
0 =ct(t, i)s+ dt(t)s
2 + ft(t, i) + η
2d(t) +
(κ(θi − s)− η22 + ρση)2
2η2(1 + ε)
+ κ(θi − s)(c(t, i) + 2d(t)s) +
K∑
j=1
(c(t, j)s+ f(t, j))qij.
Collecting together the terms with s2, s and the remaining ones we get that the function
d(t) solves
dt(t)− 2κd(t) + κ
2
2η2(1 + ε)
= 0, d(T ) = 0,
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and for every i ∈ {1, . . . , K}, c(t, i) and f(t, i) solve the system of ODEs in (3.1) and
(3.1), respectively, see e.g., Theorem 3.9 in Teschl [35]. 
Remark 3.1. i) Note that the optimal value is always positive provided that z >
1, and the expectation in (3) can also be evaluated by computing the first and
second moments of the Markov-modulated Ornstein–Uhlenbeck process. This
can be achieved, for example as given in Huang et al. [20], by solving a non-
homogeneous linear system of differential equations.
ii) In the current setting the market is in general incomplete implying that, for
instance, we can not rely on the martingale approach, see, for example, Björk
et al. [5].
The optimal portfolio strategy h∗ has three components. The component related
to dollar-neutrality is given by 1
2(1+ε)
. This is intuitively clear considering “non-pairs”
in the sense that there is no correlation (ρ = 0) and no-cointegration (κ = 0). The
other two components are arising from the dependence structure between two stocks.
Namely, the first component κ(θi−s)
(1+ε)η2
is related to the co-integration between two stocks,
whereas the second component ρσ
η(1+ε)
is related to the correlation structure. To wit,
suppose now that the current spread is equal to the long-term mean of the current
regime, that is (θi − s) = 0 or κ = 0, then the optimal strategy for a given ε > 0
is determined by only the correlation ρ between first stock and spread scaled by the
ratio of volatilities of both. One can interpret this case as the dollar-neutral investment
strategy in assets with correlated returns. On the other hand, if ρ is zero, the optimal
strategy is only determined by the spread dynamics.
Remark 3.2. Suppose that, instead of a dollar-neutral strategy, the trader wants to
use a beta-neutral strategy, that is a strategy of the form β1h
(1) + β2h
(2) = 0, where β1
and β2 denote CAPM betas of S
(1) and S(2), respectively. Then the optimal strategy is
given by
h∗(t, s, i) =
1
1 + ε
(
µiβ2(β2 − β1) + β1β2κ (θi − s)− β1β2 η22 + β1β2ρση
(σ(β2 − β1)− β1η)2
)
,
and the value function has the similar structure as in the dollar-neutral case given
above.
4. Optimization Problem under Partial Information
We assume now that the state process Y is not directly observable by the trader.
Instead, she observes the price processes S(1) and S(2) and she knows the model pa-
rameters. Hence, information available to the trader is carried by the natural filtration
of S(1) and S(2). This is equivalent to the set of information carried by S(1) and the
spread S, that is,
F = (Ft)t≥0, Ft = σ{Su, S(1)u , 0 ≤ u ≤ t}, Ft ⊂ Gt.
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In the sequel we assume that filtration F satisfies the usual hypotheses.
Admissible Investment Strategies. Decisions of the trader should depend only on
the information available to her at time t. That is, we consider self-financing invest-
ment strategies such that h is F-progressive. Then we have the following definition of
admissible strategies under partial information.
Definition 4.1. An F-progressive self-financing investment strategy h that satisfies
(2) and (2) is an F-admissible investment strategy. We denote the set of F-admissible
strategies by AF.
The partially informed trader aims to maximize the expected utility E[logZT ], over
the class AF. In this case, we naturally end up with an optimal control problem
under partial information. In the next part, to solve such a problem we will derive an
equivalent control problem under full information via the so-called reduction approach,
see, e.g., Fleming & Pardoux [13]. This requires the derivation of the filtering equation
for the unobservable state variable. After reduction, the corresponding control problem
can be interpreted as one with smooth transitions governed by the dynamics of filtered
probabilities. We discuss this aspect in Section 5 for the case of a two-state Markov
chain.
4.1. The filtering equation. In this section we address the problem of characterizing
the conditional distribution of the unobservable Markov chain Y , given the observation.
In our setting, the observations process is given by the pair
(dRt, dSt)
⊤ = A(t, Yt, St)dt+ ΣdBt,
where process R is the log-return of S(1), i.e., dRt =
dS
(1)
t
S
(1)
t
with R0 = 0, B =
(W (1),W (2))⊤ is a 2-dimensional G-Brownian motion independent of Y and
A(t, Yt, St) =
(
µ(Yt)
κ(θ(Yt)− St)
)
, Σ =
(
σ 0
ρη
√
1− ρ2η
)
, t ∈ [0, T ].
Note that process R and S(1) generate the same information.
For any function f , we denote by f̂(Y ) the optional projection with respect to
filtration F, that is f̂(Yt) = E [f(Yt)|Ft], a.s., for every t ∈ [0, T ]. Process f̂(Y ), for
every function f , provides the filter. By the finite state property of the Markov chain
we get that
f̂(Yt) =
K∑
j=1
f(ej)p
j
t , t ∈ [0, T ],
where pjt = P(Yt = ej |Ft), t ∈ [0, T ]. Then, in order to characterize the conditional dis-
tribution of Y , it is sufficient to derive the dynamics of the processes pj, j ∈ {1, . . . , K}.
To this, we will use the so-called innovations approach. This method is based on finding
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a suitable F-progressive process that drives the dynamics of the filter, see e.g., Won-
ham [37] and Elliott et al. [10] for more details. We define the 2-dimensional process
I = (I(1), I(2))⊤ by
It = Bt +
∫ t
0
Σ−1(A(u, Yu, St)− ̂A(u, Yu, St)) du, t ∈ [0, T ].
Explicitly we have
I
(1)
t = W
(1)
t +
∫ t
0
µ(Yu)− µ̂(Yu)
σ
du,
I
(2)
t = W
(2)
t +
∫ t
0
σκ(θ(Yu)− θ̂(Yt))− ρη(µ(Yu)− µ̂(Yu))
ση
√
1− ρ2 du,
for every t ∈ [0, T ].
Remark 4.1. The process I is called innovation process and it is well known that I is
an (F,P)-Brownian motion, see Proposition 2.30 in Bain & Crisan [2].
Note that, since the signal Y and the Brownian motion B driving the observation
process are assumed to be independent, the filtration F coincides with the natural
filtration of the innovation process, see Theorem 1 in Allinger & Mitter [1]. Then, by
Theorem III.4.34-(a) in Jacod & Shiryaev [21] every (P,F)-local martingale M admits
the following representation:
Mt = M0 +
∫ t
0
Hu dIu, t ∈ [0, T ], (10)
for some F-predictable 2-dimensional process H such that∫ T
0
‖Hu‖2 du <∞ P− a.s.
We recall the notationµ = (µ1, . . . , µK)⊤, where µi = µ(ei) ∈ R, and θ = (θ1, . . . , θK)⊤,
where θi = θ(ei) ∈ R. Also introduce f = (f1, . . . , fK)⊤, where fi = f(ei) ∈ R. The
next theorem provides the filter dynamics.
Theorem 4.1. For every i ∈ {1, . . . , K}, the filter process pi satisfies
pit = p
i
0 +
∫ t
0
K∑
j=1
qjipju du+
1
σ
∫ t
0
piu(µ
i − µ⊤pu) dI(1)u
+
1
ση
√
1− ρ2
∫ t
0
piu
(
σκ
(
θi − θ⊤pu
)− ηρ (µi − µ⊤pu)) dI(2)u , pi0 = Πi, (11)
for every t ∈ [0, T ].
12 S. ALTAY, K. COLANERI, AND Z. EKSI
Proof. Consider the semimartingale decomposition of f(Y ) given by
f(Yt) = f(Y0) +
∫ t
0
〈Qf , Yu−〉 du+M (1)t , t ∈ [0, T ],
where M (1) is a (G,P)-martingale. Now, projecting over F leads to
f̂(Yt)− f̂(Y0)−
∫ t
0
〈Qf , Ŷu−〉 du = M (2)t , t ∈ [0, T ],
where M (2) is an (F,P)-martingale. Using the martingale representation in (4.1) we
get
f̂(Yt)− f̂(Y0)−
∫ t
0
〈Qf , Ŷu−〉 du =
∫ t
0
Hu dIu, t ∈ [0, T ].
Let mt = It +
∫ t
0
Σ−1Â(u, Yu) du, for every t ∈ [0, T ]. Computing the product f(Y ) ·m
and projecting on F, we obtain
̂f(Yt) ·mt =
∫ t
0
mu〈Qf , Ŷu〉 du+
∫ t
0
Σ−1 ̂f(Yu)A(u, Yu) du+M
(3)
t , t ∈ [0, T ], (12)
for some (F,P)-martingale M (3). We now compute the product f̂(Y ) ·m as
f̂(Yt) ·mt =
∫ t
0
mu〈Qf , Ŷu〉 du+
∫ t
0
Σ−1f̂(Yu)Â(u, Yu) du+
∫ t
0
Hu du+M
(4)
t . (13)
for every t ∈ [0, T ], where M (4) is an (F,P)-martingale. Comparing the finite variation
terms in (4.1) and (4.1), we get
H
(1)
t =
̂f(Yt)µ(Yt)− f̂(Yt)µ̂(Yt)
σ
,
H
(2)
t =
σκ( ̂f(Yt)θ(Yt)− f̂(Yt)θ̂(Yt))− ηρ( ̂f(Yt)µ(Yt)− f̂(Yt)µ̂(Yt))
ση
√
1− ρ2 ,
for every t ∈ [0, T ]. Finally choosing f(Yt) = 1{Yt=ei}, we obtain the result. 
Remark 4.2. Here notice that the drift and diffusion coefficients in (4.1) are contin-
uous, bounded and locally Lipschitz. This implies that p is the unique strong solution
of the filtering equation (4.1).
4.2. Reduction of the Optimal Control Problem. The semimartingale decompo-
sition of Z and S with respect to the observation filtration are given by
Zt =Z0 +
∫ t
0
Zu
(
hu
(
κ(θ⊤pu − Su)− η
2
2
+ ρση
)
+ r − εη
2h2u
2
)
du
+ η
∫ t
0
huZu
(
ρ dI(1)u +
√
1− ρ2 dI(2)u
)
, t ∈ [0, T ],
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and
St = S0 +
∫ t
0
κ(θ⊤pu − Su) du+ η
∫ t
0
(
ρ dI(1)u +
√
1− ρ2 dI(2)u
)
, t ∈ [0, T ].
Thanks to uniqueness of the solution of the filtering equation we can consider the
(K +2)-dimensional process (Z, S, p) as the state process and introduce the equivalent
optimal control problem under full information, see, e.g., Fleming & Pardoux [13]. We
have
max Et,z,s,p[logZT ],
where Et,z,s,p denotes the conditional expectation given Zt = z, St = s and pt = p,
where (z, s,p) ∈ R+ × R × ∆K , with ∆K denoting the (K − 1)-dimensional simplex.
We define the value function of the trader by
V (t, z, s,p) := sup
h∈AF
Et,z,s,p [logZT ] .
To obtain the optimal strategy it is possible to apply pointwise maximization, which
also leads to an explicit characterization for the value function. This is given in the
next theorem.
Theorem 4.2. Consider a trader with a logarithmic utility function with risk penal-
ization parameter ε ≥ 0. Then the optimal portfolio strategy h∗ ∈ AF under partial
information is
h∗(t, s,p) =
1
1 + ε
(
κ
(
θ⊤p− s)
η2
+
ρσ
η
− 1
2
)
.
The value function is of the form
V (t, z, s,p) = log(z) + r(T − t) + d(t)s2 + c(t,p)s + f(t,p),
where the function d(t) is given by
d(t) =
κ
4η2(1 + ε)
(
1− e−2κ(T−t)) ,
14 S. ALTAY, K. COLANERI, AND Z. EKSI
and the functions c(t,p) and f(t,p) solve the following system of partial differential
equations:
ct(t,p)+
1
2
K∑
i,j=1˜
αij(p)cpipj(t,p)+
K∑
i,j=1
cpi(t,p)q
jipj+κ
(
2d(t)θ⊤p− c(t,p))−γ(p)=0,
(14)
ft(t,p) +
1
2
K∑
i,j=1
α˜ij(p)fpipj(t,p) +
K∑
i,j=1
fpi(t,p)q
jipj + η
K∑
i=1
cpi(t,p)β˜
i(p)
+ c(t,p)κθ⊤p+ η2d(t) +
(
κθ⊤p− 1
2
η2 + ρση
)2
2η2(1 + ε)
= 0, (15)
with terminal conditions c(T,p) = 0 and f(T,p) = 0 for every p ∈ ∆K, and where
α˜i,j(p) = H(i,1)(p)H(j,1)(p) +H(i,2)(p)H(j,2)(p), i, j ∈ {1, . . . , K},
β˜i(p) = ρH(i,1)(p) +
√
1− ρ2H(i,2)(p), i ∈ {1, . . . , K},
H(i,1)(p) = pi
(µi − µ⊤p)
σ
, H(i,2)(p) = pi
σκ
(
θi − θ⊤p
)− ηρ (µi − µ⊤p)
ση
√
1− ρ2 ,
γ(p) =
κ
η2(1 + ε)
(
θ⊤p− 1
2
η2 + ρση
)
.
Proof. The proof of Theorem 4.2 follows the same lines of that of Theorem 3.1 and it
is provided, for completeness, in Appendix. 
Comments and discussion. By Theorem 3.1 and Theorem 4.2, optimal strategies
depend on both the correlation between two assets and the mean-reverting spread.
Moreover, they do not depend on the risk-free rate r because a priori we restrict
ourselves to the dollar-neutral pairs trading strategies. Comparing optimal strategies
under full and partial information, we can say that the so-called certainty equivalence
principle holds, i.e., the optimal portfolio strategy in the latter case can be obtained
by replacing the unobservable state variable with its filtered estimate.2
The effect of risk-penalization on optimal strategies is to increase the risk-aversion
uniformly in a constant proportion that is not dependent on time. It effectively de-
creases the proportion of wealth invested in pairs and increases the proportion of wealth
invested in the risk-free asset. Considering the optimal value functions, in both cases,
they are quadratic functions of the current value of the spread. However, in both cases,
coefficients (factor loadings) on the quadratic term, s2, depend only on time. This re-
sult is worth to mention since it means that the trader does not really consider the
2This unorthodox definition of certainty equivalence principle is due to Kuwana [24] and used in
literature related to partial information models, see e.g., Bäuerle & Rieder [4].
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effect of the partial information on the quadratic level of the current spread. Finally,
note that similar results hold true for beta-neutral strategies.
5. Toy Example: Two-State Markov Chain
In this section, we give a toy example of our proposed model, where the unobserv-
able Markov chain has only two states. Here our main aim is to demonstrate certain
qualitative features of the model that are difficult to verify analytically. During our
analysis, we set z = 1, θ1 = 0.1, θ2 = 0.6, µ1 = 0.2 and µ2 = 1. In the first step,
we consider the full information case, where the trader knows the state of the Markov
chain. Then, we investigate the case with the partial information.
5.1. The full information case. In this part, we employ Theorem 3.1 where we solve
the corresponding system of ODEs numerically. In the following, since we set z = 1 we
suppress the dependence of the value function on z and write V (t, s, i) for i ∈ {1, 2}.
In Figure 1, we illustrate optimal values with respect to time to maturity for a given
initial state and for different values of initial spread (s = 0.1, s = 0.3 and s = 0.7). It
suggests that for all initial states and for all values of the initial spread, the optimal
value increases in time to maturity since trading possibilities increase as there would
be more time to trade. Moreover, as it is expected from a pairs trading strategy, the
wider the gap between the initial spread and the long-run mean of the initial state’s
spread, the higher the optimal value provided that there is enough time to have the
spread close with high probability. For example, in Figure 1 (left panel), we observe
V (t, 0.1, 2) > V (t, 0.1, 1) for all t . This corresponds to the case where the trader could
exploit the wide enough gap between initial spread, s = 0.1, and the long-run mean of
the second state, θ2 = 0.6. A similar behaviour is observed in Figure 1 (right panel),
where in this case the gap between the initial spread, s = 0.7 and the long-run mean
of the first state, θ1 = 0.1, is large enough for V (t, 0.7, 1) > V (t, 0.7, 2) for all t.
However in Figure 1 (middle panel), there is no clear dominance between optimal
values corresponding to different initial states. This can be explained by the following
observation. The initial spread, which is 0.3, is approximately at the same distance to
both states’ long-run means hence the intersection point of the two functions V (·, 0.3, 1)
and V (·, 0.3, 2) depends more on the transition intensities of the Markov chain q12
and q21. In particular, for this example, fixing all other parameters, the intersection
point moves to the right as q12 gets larger. Overall we can conclude that the main
determinants of the observed dominance are the gap between initial spread and the
long-run mean of states, transition probabilities as well as remaining time to maturity.
Next in Figure 2, we compare the value of the current optimal portfolio problem
with the optimal value computed using the averaged data. Let (pi, 1 − pi) denotes the
stationary distribution of the Markov chain Y . Suppose we have two traders, one of
which ignores the Markov modulated nature of the underlying spread and considers
the averaged data θ = piθ1+(1−pi)θ2 as the long-run mean spread. On the other hand,
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Figure 1. Optimal value as a function of time to maturity for different
values of initial spread, s, when the initial state is e1 (dashed line) or
e2 (solid line). Left panel s = 0.1. Middle panel s = 0.3. Right panel
s = 0.7. Other parameters: z = 1, r = 0.01, θ1 = 0.1, θ2 = 0.6, κ = 1,
ρ = 0.9, σ = 0.2, η = 0.2, ε = 0.3, q12 = 0.7 and q21 = 0.2.
the second trader assumes our proposed Markov modulated model, that is, she acts in
line with what Theorem 3.1 suggests. We want to compare the value function V (t, s)
obtained in the model assuming averaged data with the value function in the Markov-
modulated case. In this way, we intend to see whether the knowledge of averaged data
is sufficient to obtain the optimal value for the current pairs trading problem. To this,
we set q12 = 1 and q21 = 2, and compute pi = q
21
q12+q21
= 0.67. Then, we get θ = 0.27.
In Figure 2 we plot V (t, s) versus Epi[V (t, s, Yt)] = piV (t, s, 1) + (1 − pi)V (t, s, 2). We
observe that Epi[V (t, s, Yt)] > V (t, s). This implies that the averaged data does not
contain sufficient information to obtain the optimal value for the pairs trading problem
and hence on the average, the second trader performs better than the first one. This
result is in contrast with the one for the classical portfolio optimization problem with
Markov modulation in the case of logarithmic utility preferences. See Section B of
Bäuerle & Rieder [4]. We attribute this to the mean-reverting nature of the underlying
state variable.
Figure 3 depicts the behavior of the value function with respect to the mean-reversion
speed κ, for correlation values ρ = 0.1 and ρ = 0.9. In the case without Markov
switching one would expect higher values of κ to yield higher optimal values since that
would imply more visits to the long-run mean generating profit opportunities from
pairs trading more frequently. Here, we observe that higher values of κ not necessarily
lead to larger portfolio values since there is the risk of a regime switch which would
result in a sudden change in the long-run mean value.
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Figure 2. Left panel: Optimal value as a function of initial spread for
time to maturity T − t = 0.1 years. Right panel: Optimal value as a
function of time to maturity for initial spread s = 0.3. The solid line
(resp. dashed line) indicates the optimal value corresponding to Markov
switching case (resp. averaged data case ). Other parameters: z = 1,
r = 0.01, θ1 = 0.1, θ2 = 0.6, κ = 1, ρ = 0.9, σ = 0.2, η = 0.2, ε = 0.5,
q12 = 1 and q21 = 2.
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Figure 3. Impact of mean reversion speed κ on optimal value. Dashed
line (resp. solid line) corresponds to the optimal value when the initial
state is e1 (resp. e2). Grey line: ρ = 0.1, black line: ρ = 0.9. Other
parameters: T − t = 3 years, z = 1, r = 0.01, θ1 = 0.1, θ2 = 0.6, s = 0.3,
η = 0.9, σ = 0.2, ε = 0.3, q12 = 0.7 and q21 = 0.2.
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5.2. The partial information case. In the partially observable setting, having only
two states enables us to reduce the number of state variables for our filtered control
problem since p := p1 = 1 − p2. Then we only need the dynamics of p, given, after
arrangement, by
dpt = (q
12 + q21)
(
q21
q12 + q21
− pt
)
dt +
√
ν21 + ν
2
2pt(1− pt) dI(3)t , (16)
where ν1 =
(µ1−µ2)
σ
and ν2 =
σκ(θ1−θ2)−ηρ(µ1−µ2)
ση
√
1−ρ2
, and I(3) = ν1√
ν21+ν
2
2
I(1) + ν2√
ν21+ν
2
2
I(2) is
an F-Brownian motion. We can write the semimartingale decomposition of wealth and
spread processes with respect to filtration F as
dZt =Zt
(
ht
(
κ(θ2 + (θ1 − θ2)pt − St)− η
2
2
+ ρση
)
+ r − εη
2h2t
2
)
dt
+ ηhtZt dI˜t, (17)
and
dSt = κ (θ2 + (θ1 − θ2)pt − St) dt + η dI˜t, (18)
where I˜ is a F-Brownian motion with 〈I˜, I(3)〉t = ν1ρ+ν2
√
1−ρ2√
ν21+ν
2
1
t.
Note that one can interpret the reduced control problem with state variables (Z, S, p)
given by (5.2), (5.2) and (5.2) as a pairs trading model with smooth transitions. More
precisely,one can see p as a state variable process governing smooth transitions between
two regimes with different long-term means for the spread, that is, θ1 and θ2. The
dynamics of p is also very similar to a mean-reverting Jacobi-type (or Wright–Fisher)
diffusion used in population genetics to model allele frequencies3, see e.g., Ethier [12],
Sato [33] or Gourieroux & Jasiak [17].
In this case the value function can be written as V (t, z, s, p1, p2) = V˜ (t, z, s, p), and,
as in Theorem 4.2, the optimal value is given by V˜ (t, z, s, p) = log(z) + r(T − t) +
d(t)s2 + c˜(t, p)s+ f˜(t, p), where the function d(t) is given by
d(t) =
κ
4η2(1 + ε)
(
1− e−2κ(T−t)) ,
and the functions c˜(t, p) and f˜(t, p) solve the following system of partial differential
equations:
c˜t(t, p)−
κ2(θ2 + (θ1 − θ2)p)− κ(−η22 + ρση)
η2(1 + ε)
− κc˜(t, p) + 2κ(θ2 + (θ1 − θ2)p)d(t)
+ (q12 + q21)
(
q21
q12 + q21
− p
)
c˜p(t, p) +
1
2
(ν21 + ν
2
2)p
2(1− p)2c˜pp(t, p) = 0,
3For the Jacobi or Wright–Fisher diffusion, the diffusion coefficient is given by
√
p(1− p).
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f˜t(t, p) +
κ2(θ2 + (θ1 − θ2)p)2 + (ρση − η22 )2 + 2κ(θ2 + (θ1 − θ2)p)(ρση − η
2
2
)
2η2(1 + ε)
+ η2d(t) + κ(θ2 + (θ1 − θ2)p)c˜(t, p) + (q12 + q21)
(
q21
q12 + q21
− p
)
f˜p(t, p)
+
1
2
(ν21 + ν
2
2)p
2(1− p)2f˜pp(t, p) + κ(θ1 − θ2)p(1− p)c˜p(t, p) = 0, (19)
with terminal conditions c˜(T, p) = 0 and f˜(T, p) = 0 for every p ∈ [0, 1],
We use an explicit finite-difference method to solve the system of PDEs given in
(5.2) numerically. In order to guarantee the positivity of the scheme we use forward-
backward approximation for the first order derivatives. The value function in the partial
information case has a similar behavior with respect to the parameters as the one in
the full information case. However, we stress that in the partial information setting,
also the drift parameters µ1 and µ2 play a role. In particular, the relative values of µ1,
µ2 and the noise parameters σ and η control for the precision of the filtered probability
estimates.
In Figure 4 we illustrate that the trader benefits from using filtered estimates instead
of average data. As it can be seen clearly, gains from filtering increase in time to
maturity. On the other hand, gains get smaller as p moves towards 1
2
, which represent
the most uncertain situation.
Figure 4. Gains from filtering as a function of p and time to maturity.
Other parameters: z = 1, r = 0.01, θ1 = 0.1, θ2 = 0.6, µ1 = 0.2, µ2 = 1,
κ = 1, ρ = 0.9, σ = 0.2, η = 0.2, ε = 0.5, s = 0.3, q12 = 1 and q21 = 2.
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We can summarize the findings of this section as follows:
(a) the wider the gap between the initial spread and the long-run mean of the initial
stateŠs spread, the higher the optimal value provided that there is enough time
to have the spread close with high probability,
(b) the average data does not contain sufficient information to obtain the optimal
value for the current pairs trading problem,
(c) higher values of the mean reversion speed κ does not necessarily imply higher
optimal values,
(d) in the partial information setting, there is a gain from filtering due to the
convexity originating from using filtered probabilities.
6. Conclusion
In this paper, we have considered the pairs trading for a trader with logarithmic
utility preferences and risk penalized terminal wealth. By penalizing the terminal
wealth with the realized volatility of the portfolio, we could capture the intertemporal
risk factor more easily with just one parameter, that is ε. We have assumed that
the mean-reversion level of the spread is Markov switching and studied the utility
maximization problem under full and partial information, corresponding to the cases
where the trader may or may not observe the state of the Markov chain directly.
In the full information setting, we have computed the optimal strategy and char-
acterized the value function up to the unique solution to a system of ODEs via the
Feynman–Kac formula. In the partial information case we have first derived the filter
dynamics and then studied the corresponding optimization problem, where the un-
observable state of the Markov chain is replaced by its filtered estimate. We have
addressed the problem by pointwise maximization, and we have represented the value
function in terms of the solution of a system of PDEs.
In the last part of the paper, we have presented a numerical example in which the
Markov chain has two possible states. In the full information setting, we have studied
the behavior of the value function with respect to several parameters. An interesting
result has been that the value of the optimal portfolio is always strictly larger than
the value function computed when the Markov modulated mean-reversion level of the
spread is replaced by the average mean-reversion level (with respect to the stationary
distribution of the Markov chain). Hence we have concluded that the knowledge of the
average data is not sufficient to obtain the optimal portfolio value.
In the partial information case, we have observed that the trader always benefits
from using filtered estimates for the state of the Markov chain instead of the average
data. Gains are larger in less uncertain situations. That happens when the conditional
probability of being in one of the states is close to zero or one. Correspondingly, when
conditional probabilities are close to 1
2
, gains are smaller.
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Appendix A. Proof of Theorem 4.2
Proof. Here, as in the case of full information we maximize pointwisely. We first write
Et,z,s,p[logZT ] = log(z) + r(T − t)− Et,s,p
[∫ T
t
h2uη
2(1 + ε)
2
du
]
+ Et,s,p
[∫ T
t
hu
(
κ(θ⊤pu − Su)− η
2
2
+ ρση
)
du
]
,
where, Et,s,p denotes the conditional expectation given St = s and pt = p. The first
and second order conditions imply that the optimal strategy is given by
h∗(t, s,p) =
1
1 + ε
(
κ
(
θ⊤p− s)
η2
+
ρσ
η
− 1
2
)
.
This leads to the following stochastic representation for the optimal value,
log(z) + r(T − t) + Et,s,p
[∫ T
t
(κ(θ⊤pu − Su)− η22 + ρση)2
2η2(1 + ε)
du
]
.
We define the function u : [0, T ]× R×∆K → R+ by
u(t, s,p) = Et,s,p
[∫ T
t
(κ(θ⊤pu − Su)− η22 + ρση)2
2η2(1 + ε)
du
]
.
By applying the Feynman–Kac formula and plugging the ansatz u(t, s,p) = d(t)s2 +
c(t,p)s+f(t,p) in the resulting equation leads to the system of linear partial differential
equations in (4.2)-(4.2) and the following linear ordinary differential equation
dt(t)− 2κd(t) + κ
2
2η2(1 + ε)
= 0, d(T ) = 0.
Note that the system (4.2) and (4.2) admits a unique solution, see Chapter 9 of Fried-
man [15].
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