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Abstract
Some bounds for the Gini mean difference of a continuous distribution defined on finite intervals are given. Some earlier results
of Gastwirth are recaptured and a number of new developments are presented.
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1. Introduction
Let f : R→ [0,∞) be a density function, meaning that f is integrable on R and ∫∞−∞ f (t)dt = 1. Also, define by
F(x) =
∫ x
−∞
f (t)dt, x ∈ R (1.1)
its cumulative function and denote the expectation of f by E( f ), where
E( f ) :=
∫ ∞
−∞
x f (x)dx, (1.2)
provided that the integral exists and is finite.
The mean difference
RG( f ) := 12
∫ ∞
−∞
∫ ∞
−∞
|x − y|dF(x)dF(y) (1.3)
was proposed by Gini in 1912 [5], after whom it is usually named.
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Using Sonin’s identity, in the recent paper [1] we established the inequality
1
2
MD( f ) ≤ RG( f ) ≤ 2 sup
α∈R
|F(x)− γ |MD( f )
≤ MD( f ) (1.4)
for any γ ∈ [0, 1], where F(·) is the cumulative distribution of f and MD( f ) is the mean deviation
MD( f ) :=
∫ ∞
−∞
|x − E( f )|dF(x). (1.5)
If m ∈ R is a median for f , that is, F(m) = ∫ m−∞ f (t)dt = 12 , then
RG( f ) ≤ Mm( f ) ≤ MD( f ), (1.6)
where Mm( f ) :=
∫∞
−∞ |x − m| f (x)dx , was also developed in [1].
If we denote by
Mδ,p( f ) =
∫ ∞
−∞
|x − δ|p f (x)dx, p > 1,
the absolute moment of order p about δ, then we may state that [1]
RG( f ) ≤ 1
(q + 1) 1q
[Mδ,p( f )]
1
p , (1.7)
where p > 1, 1p+ 1q = 1 and provided that there exists a unique medianm for f . If in the above we choose p = q = 2,
then we have
RG( f ) ≤
√
3
3
[Mδ,2( f )] 12 (1.8)
for any δ ∈ R. In particular, if we choose δ = E( f ), then from (1.8) we deduce
RG( f ) ≤
√
3
3
σ( f ), (1.9)
where
σ 2( f ) :=
∫ ∞
−∞
(x − E( f ))2dF(x),
provided that f has a unique median.
The inequality (1.9) is a refinement of
RG( f ) ≤ 2
√
3
3
σ( f ) (1.10)
that holds for any distribution f [1].
One may observe that all the inequalities mentioned above hold for distributions that are defined on infinite or finite
intervals.
In the following we recall some inequalities of interest that hold on finite intervals and were obtained in 1972 by
Gastwirth [4].
2. Inequalities for finite intervals
As pointed out in [4], from formula (3) inequality 105 from the book [6] by Hardy, Littlewood and Polya and the
fact that F is increasing, we can state the following result.
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Theorem 1. Assume that F is supported on a finite interval (a, b). Then
0 ≤ RG( f ) ≤ 1b − a (b − E( f ))(E( f )− a). (2.1)
If more information is available, then both results can be stated. For instance, [4, Theorem 2].
Theorem 2. If F is concave on (a, b), then
1
3
(E( f )− a) ≤ RG( f ) ≤ 1b − a (E( f )− a)
[
(b − E( f ))− 1
3
(E( f )− a)
]
. (2.2)
It should be noted that when F is convex on (a, b), then the mean difference RG( f ) is bounded by [4, p. 309]
1
3
· 1
b − a (b − E( f )) ≤ RG( f )
≤ 1
3
· 1
b − a (b − E( f ))[4(E( f )− a)− (b − a)]. (2.3)
Now, we recall that (see for instance [4, p. 309]) a cumulative function F supported on (a,∞) has the decreasing
hazard rate (DHR) property if – ln[1− F(x)] is concave for x ≥ a. When the density function f (x) = F ′(x) exists,
then the function q(x) = f (x)[1− F(x)]−1 is nonincreasing.
Using Lemma 5 from [6], Gastwirth has obtained the following results as well [4, Theorem 3]:
Theorem 3. If F is a cumulative function defined on (a,∞) with the DHR property, density f and finite mean E( f ),
then
1
2
(E( f )− a) ≤ RG( f ) ≤ E( f )− a. (2.4)
The aim of the present work is to establish other inequalities for the Gini mean difference of a distribution supported
on a finite interval.
3. Inequalities via Gru¨ss type results
We use in this section the following representation for the Gini mean difference:
RG( f ) =
∫ b
a
F(x)(1− F(x))dx, (3.1)
provided that F is supported on [a, b], a finite interval.
The following inequality:∣∣∣∣ 1b − a
∫ b
a
g(x)h(x)dx − 1
b − a
∫ b
a
g(x)dx · 1
b − a
∫ b
a
h(x)dx
∣∣∣∣ ≤ 14 (M − m)(N − n), (3.2)
provided f, g are integrable and
m ≤ g(x) ≤ M, n ≤ h(x) ≤ N for a.e. x ∈ [a, b], (3.3)
is well known in the literature as the Gru¨ss inequality.
Utilising this result we can state the following simple bound for the Gini mean difference.
Theorem 4. If f is defined on the finite interval [a, b], then
0 ≤ 1
b − a [b − E( f )][E( f )− a] − RG( f ) ≤
1
4
(b − a). (3.4)
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Proof. The first inequality is the Gastwirth result (2.1).
Now, utilising (3.2) for F(x), 1− F(x), x ∈ [a, b] which are bounded below by 0 and above by 1 and since∫ b
a
F(x)dx = b − E( f ),
∫ b
a
[1− F(x)]dx = E( f )− a, (3.5)
hence, by (3.1) we deduce the desired inequality (3.4). 
In the recent paper [2], the authors have obtained the following improvement of the Gru¨ss inequality:∣∣∣∣ 1b − a
∫ b
a
g(x)h(x)dx − 1
b − a
∫ b
a
g(x)dx · 1
b − a
∫ b
a
h(x)dx
∣∣∣∣
≤ 1
2
(M − m) 1
b − a
∫ b
a
∣∣∣∣h(x)− 1b − a
∫ b
a
h(t)dt
∣∣∣∣ dx
≤ 1
2
(M − m) 1
b − a
(∫ b
a
∣∣∣∣h(x)− 1b − a
∫ b
a
h(t)dt
∣∣∣∣2 dx
) 1
2
≤ 1
4
(M − m)(N − n). (3.6)
Note that in [2] a general form for measurable spaces of (3.6) and the sharpness of the constant 12 have been established.
The first inequality in (3.6) without the sharpness of the constant was obtained earlier by Cheng and Sun [3], who
applied it for trapezoid formula error estimation.
The following improvements of Theorem 4 holds.
Theorem 5. If f is defined on the finite interval [a, b], then
0 ≤ 1
b − a [b − E( f )][E( f )− a] − RG( f )
≤ 1
2
·
∫ b
a
∣∣∣∣F(x)− b − E( f )b − a
∣∣∣∣ dx
≤ 1
2
·
[∫ b
a
(
F(x)− b − E( f )
b − a
)2
dx
] 1
2
≤ 1
4
(b − a). (3.7)
Remark 1. If p ∈ (a, b) is the unique point for which
F(p) = 1
b − a
∫ b
a
F(t)dt = b − E( f )
b − a , (3.8)
and a sufficient condition for that to happen is that F should be continuous and strictly increasing on (a, b), then∫ b
a
∣∣∣∣F(x)− b − E( f )b − a
∣∣∣∣ dx = ∫ p
a
(
b − E( f )
b − a − F(x)
)
dx +
∫ b
p
(
F(x)− b − E( f )
b − a
)
dx
= b − E( f )
b − a (p − a)−
[
F(x)x |pa −
∫ p
a
x f (x)dx
]
+ F(x)x |bp −
∫ b
p
x f (x)dx − (b − E( f ))(b − p)
b − a
= (b − E( f ))(2p − a − b)
b − a + b − 2pF(p)+
∫ p
a
x f (x)dx −
∫ b
p
x f (x)dx
786 P. Cerone, S.S. Dragomir / Applied Mathematics Letters 20 (2007) 782–789
= b − (a + b)(b − E( f ))
b − a +
∫ p
a
x f (x)dx −
∫ b
p
x f (x)dx
= (a + b)E( f )− 2ab
b − a +
∫ b
a
sgn(p − x)x f (x)dx .
Observing that∫ p
a
x f (x)dx −
∫ b
p
x f (x)dx = E( f )− 2
∫ b
p
x f (x)dx
then, by (3.7), we get the inequality:
0 ≤ 1
b − a [b − E( f )][E( f )− a] − RG( f )
≤ 1
2
·
[
(a + b)E( f )− 2ab
b − a +
∫ b
a
sgn(p − x)x f (x)dx
]
= b
b − a [E( f )− a] −
∫ b
p
x f (x)dx . (3.9)
Remark 2. If more transformations are made, then one would get from the second inequality in (3.9) that∫ b
p
x f (x)dx − 1
b − a E( f )[E( f )− a] ≤ RG( f ). (3.10)
Now, consider the function H : [a, b] → R
H(s) :=
∫ b
s
x f (x)dx − 1
b − a E( f )[E( f )− a].
Observe that
H(a) = 1
b − a E( f )[b − E( f )]
and
H(b) = − 1
b − a E( f )[E( f )− a].
Also
H ′(s) = −s f (s), s ∈ (a, b).
If a ≥ 0 and f is positive on (a, b), then H(a) > 0, H(b) < 0 and H ′(s) < 0 on (a, b) showing that H has got a
unique zero, say q on (a, b), which is defined by∫ b
q
x f (x)dx = 1
b − a E( f )[E( f )− a]. (3.11)
If p, defined by (3.8) is less or equal to q , then H(p) ≥ 0 showing that the lower bound for RG( f ) provided by (3.10)
is nonnegative.
Another well known inequality that compares the integral mean of the product of integral means is the following
Cˇebysˇev inequality [7, p. 297]:∣∣∣∣ 1b − a
∫ b
a
g(t)h(t)dt − 1
b − a
∫ b
a
g(t)dt · 1
b − a
∫ b
a
h(t)dt
∣∣∣∣ ≤ 112‖h′‖∞‖g′‖∞(b − a)2, (3.12)
provided h, g are absolutely continuous on [a, b] and h′, g′ ∈ L∞[a, b] and ‖h′‖∞ := ess supt∈[a,b] |h′(t)|.
On utilising Cˇebysˇev’s inequality one may state the following result as well:
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Theorem 6. Assume that f : [a, b] → R is in L∞[a, b]. Then
0 ≤ 1
b − a [b − E( f )][E( f )− a] − RG( f ) ≤
1
12
(b − a)3‖ f ‖2∞. (3.13)
If one uses instead Ostrowski’s inequality [7, p. 300]∣∣∣∣ 1b − a
∫ b
a
g(x)h(x)dx − 1
b − a
∫ b
a
g(x)dx · 1
b − a
∫ b
a
h(x)dx
∣∣∣∣ ≤ 18 (b − a)(M − m)‖h′‖∞, (3.14)
provided that m ≤ g(x) ≤ M for a.e. x ∈ [a, b], h is absolutely continuous and h′ ∈ L∞[a, b]. For the choices
g = 1− F and h = F , then we can state the following result.
Theorem 7. With the assumptions of Theorem 6, the following inequality is valid:
0 ≤ 1
b − a [b − E( f )][E( f )− a] − RG( f ) ≤
1
8
(b − a)2‖ f ‖∞. (3.15)
Remark 3. One must remark that for ‖ f ‖∞ ≤ 32(b−a) , the bound provided by Cˇebysˇev’s inequality is better than the
one obtained from Ostrowski’s result. The conclusion is the other way around when ‖ f ‖∞ > 32(b−a) .
Finally, on utilising Lupas¸’ result [7, p. 301]:∣∣∣∣ 1b − a
∫ b
a
h(x)g(x)dx − 1
b − a
∫ b
a
h(x)dx · 1
b − a
∫ b
a
g(x)dx
∣∣∣∣ ≤ 1pi2 (b − a)‖h′‖2‖g′‖2
provided h and g are absolutely continuous on h′, g′ ∈ L2[a, b], we may state:
Theorem 8. If f ∈ L2[a, b], then
0 ≤ 1
b − a [b − E( f )][E( f )− a] − RG( f ) ≤
1
pi2
(b − a)2‖ f ‖22. (3.16)
4. Other inequalities
The following result may be stated.
Theorem 9. Let F be supported on (a, b). Then
1
4
(b − a)− RG( f ) ≥ 1b − a
(
E( f )− a + b
2
)2
. (4.1)
Proof. If R(x) = 1− F(x), then
F(x)R(x) = 1
4
[(F(x)+ R(x))2 − (F(x)− R(x))2]
= 1
4
−
(
F(x)− 1
2
)2
(4.2)
for each x ∈ [a, b].
Integrating (4.2) on [a, b] and making use of the representation (3.2), we deduce the following simple identity
RG( f ) = 14 (b − a)−
∫ b
a
(
F(x)− 1
2
)2
dx . (4.3)
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Utilising the Cauchy–Bunyakovsky–Schwarz integral inequality, we get∫ b
a
(
F(x)− 1
2
)2
dx ≥ 1
b − a
(∫ b
a
[
F(x)− 1
2
]
dx
)2
= 1
b − a
[∫ b
a
F(x)dx − 1
2
(b − a)
]2
= 1
b − a
(
E( f )− a + b
2
)2
,
and the inequality (4.1) is proved. 
Remark 4. Since a simple calculation reveals that
1
4
(b − a)− 1
b − a
(
E( f )− a + b
2
)2
= (b − E( f ))(E( f )− a)
b − a ,
hence, by (4.1) we recapture Gastwirth’s inequality (2.1).
Note that the proof outlined above is different from the one suggested in [4].
The following result may be stated as well:
Theorem 10. Let F be supported on [a, b] and m ∈ (a, b) a median for F; this means that F(m) = ∫ ma f (t)dt = 12 .
Then
0 ≤ 1
4
(b − a)− RG( f )
≤

‖ f ‖2∞
[
(m − a)3 + (b − m)3
3
]
if f ∈ L∞[a, b];
‖ f ‖2p
 (m − a) 2q+1 + (b − m) 2q+1
2
q + 1
 if f ∈ L p[a, b], p > 1, 1p + 1q = 1.
(4.4)
Proof. Utilising the representation (4.3) we deduce
RG( f ) = 14 (b − a)−
∫ b
a
(F(x)− F(m))2dx
= 1
4
(b − a)−
∫ b
a
(∫ x
m
f (t)dt
)2
dx,
giving
1
4
(b − a)− RG( f ) =
∫ b
a
(∫ x
m
f (t)dt
)2
dx =: I. (4.5)
By Ho¨lder’s integral inequality we have
∣∣∣∣∫ x
m
f (t)dt
∣∣∣∣ ≤

|x − m|ess sup
t∈[a,b]
f (t),
|x − m| 1q
(∫ b
a
[ f (t)]pdt
) 1
p
, p > 1,
1
p
+ 1
q
= 1.
Then
I ≤

‖ f ‖2∞
∫ b
a
(x − m)2dx
‖ f ‖2p
∫ b
a
|x − m| 2q dx p > 1, 1
p
+ 1
q
= 1.
(4.6)
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Since ∫ b
a
(x − m)2dx = (m − a)
3 + (b − m)3
3
and ∫ b
a
|x − m| 2q dx = (m − a)
2
q+1 + (b − m) 2q+1
2
q + 1
,
and hence by (4.6) we deduce (4.4). 
Remark 5. The Euclidean norm case, which is realised for p = q = 2, provides the inequality:
0 ≤ 1
4
(b − a)− RG( f ) ≤ ‖ f ‖22
[
1
4
(b − a)2 +
(
m − a + b
2
)2]
. (4.7)
The best inequalities one can get from (4.4) are in the case where m = a+b2 . Therefore, we can state the following
corollary.
Corollary 1. Let F be supported on [a, b] and assume that ∫ a+b2a f (t)dt = 12 . Then
0 ≤ 1
4
(b − a)− RG( f )
≤

(b − a)3
3
‖ f ‖2∞ if f ∈ L∞[a, b];
2(b − a) 2q+1
(q + 2)2 2q
‖ f ‖2p if f ∈ L p[a, b], p > 1,
1
p
+ 1
q
= 1.
(4.8)
In particular, for p = q = 2, we have
0 ≤ 1
4
(b − a)− RG( f ) ≤ 14 (b − a)
2‖ f ‖22. (4.9)
Remark 6. This result holds specifically for symmetric distributions since in that case obviously
∫ a+b
2
a f (t)dt = 12 .
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