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There is a performance gap between supply chain leaders versus laggards in critical areas 
such as service and shareholder value. Although research indicates that the reasons for 
the performance differences are choosing the wrong performance measures and setting 
goals too low, there remains a lack of knowledge and understanding regarding the 
decision-making strategies used by supply chain leaders in selecting key performance 
measures and goals for their respective organizations. The purpose of this descriptive 
phenomenological study was to improve the understanding of the decision-making 
strategies used by supply chain leaders in their selection of key performance measures 
and associated goals. The conceptual framework was decision-making theory. The 
research question concerned the decision-making strategies used by supply chain leaders 
in choosing the key performance measures and goals for their organizations. Fifteen 
senior supply chain professionals from organizations recognized in the Gartner Top 25 
Supply Chains for 2016 were interviewed. Major findings were that a majority of 
participants employed multiple decision-making strategies both in choosing performance 
measures and in determining goals. Naturalistic decision-making strategies were used by 
all participants in performance measure selection although heuristics decision-making 
strategies were used most frequently in setting goals. To create positive social change, 
supply chain leaders should use multiple decision-making strategies with a focus on 
naturalistic decision-making for performance measure selection and heuristics decision-
making strategies for goal setting. Doing so may increase stakeholder value benefitting 
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Chapter 1: Introduction to the Study 
Achieving performance goals is a benchmark that continues to distinguish leaders 
and laggards in the supply chain sector. According to Swink, Johnson, and Quinn (2012), 
there is a growing gap in organizational performance between companies considered as 
supply chain leaders versus laggards. Ellinger et al. (2012) found that companies 
recognized as leaders in supply chain performance have higher than average customer 
service levels and greater than average shareholder value when compared with their 
peers. Gilmore (2012b) surmised that the performance divide between leaders and 
laggards was due to laggards choosing the wrong performance metrics and/or setting their 
goals too low. This is despite the extensive research that has been conducted on 
performance measurement systems (PMSs) in recent years (Melnyk, Bititci, Platts, 
Tobias, & Andersen 2014). 
The study was intended to extend the body of knowledge regarding supply chain 
PMSs by exploring the decision-making strategies used in the selection of performance 
measures and goals by supply chain leaders. The results of the study could provide new 
insights to help supply chain managers improve the design, implementation, and use of 
PMSs. These changes could lead to improved supply chain performance that could also 
contribute to improved organizational performance (see Ellinger et al., 2012). 
In the remainder of Chapter 1, I provide the background for the study, the 
problem statement, research purpose, and research question. I give a synopsis of the 
conceptual framework which is decision-making theory. I then discuss the nature of the 
study; define key terms; and discuss the assumptions, scope, delimitations, and 
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limitations of the study. I describe the expected significance of the study for practice and 
theory and close with a brief summary of the chapter.  
Background of the Study 
For organizations, supply chain leadership is pivotal to achieving performance 
goals and unlocking shareholder value. Chan, Nayak, Raj, Chong, and Manoj (2014) 
stated that there is a positive correlation between supply chain performance and overall 
organizational performance. Cecere, Hart, Denman, and King (2016) found that publicly 
traded companies with supply chains characterized as leaders had higher shareholder 
value than those firms with lower-performing supply chains. Cecere et al. added that 
leaders also outperformed peer companies in measures of growth, operating margin, 
inventory turnover, and return on invested capital. It logically follows that knowledge 
that can be applied to improving supply chain performance may help overall firm 
performance.  
Performance measurement, which has become more nuanced over the years, 
appears pivotal to organizations seeking to become supply chain leaders. Coe and Letza 
(2014) stated that early research on performance measurement was focused on financial 
measures. Coe and Letza criticized such measures as being too narrowly focused and 
providing only a short-term, and backward-looking, view of the business. Bititci, 
Garengo, Dörfler, and Nudurupati (2012) shared that other measurement frameworks 
evolved that (a) provided a more balanced view of the business, (b) enabled linkage 
between business strategy and operational execution, and (c) contained both leading and 
lagging indicators. Estampe, Lamouri, Paris, and Brahim-Djelloul (2013) provided an 
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overview of 16 of the most commonly referenced supply chain performance 
measurement models. And Hoque (2014) stated that the Kaplan and Norton Balanced 
Scorecard is the most commonly cited performance measurement framework in the 
literature.  
Researchers have focused their efforts on studying how to design, implement, use, 
and refresh PMSs. Gutierrez, Scavarda, Fiorencio, and Martins (2015) described the 
essential elements to be considered in designing, implementing, and using PMSs. And 
Koufteros, Verghese, and Lucianetti (2014) shared potential barriers to success for each 
phase of the PMS lifecycle. There seems to be adequate research to guide supply chain 
leaders on how to create PMSs. 
Researchers have also studied possible moderators and mediators between PMSs 
and performance. Franco-Santos, Lucianetti, and Bourne (2012) developed a framework 
showing the linkages between PMSs and (a) individual behavior, (b) organizational 
capabilities, and (c) organizational performance. Marginson, McAulay, Roush, and van 
Zijl (2014) showed a positive relationship between use of PMSs and managers’ mental 
mindsets. Koufteros et al. (2014) found mixed results between maturity of PMSs and firm 
performance. Although there are some inconsistencies in research results, it seems logical 
that  organizations with well-developed PMSs should have better performance than those 
with less developed or no measurement systems. 
The literature indicates that there is a strong linkage between the design, 
implementation, use, and refresh processes of a PMS and organizational performance 
(Franco-Santos et al., 2012; Koufteros et al., 2014). Waal and Kourtit (2013) stated that 
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simply implementing a PMS does not guarantee improved firm performance. Melnyk et 
al. (2014) observed that although there exists a plethora of literature related to 
performance measurement, it appears managers still lack the tools needed to effectively 
lead their organizations. Specifically, there is a lack of research on the decision-making 
strategies actually used by supply chain leaders in selecting their key performance 
measures and goals. This knowledge could help supply chain managers improve the 
design of their respective PMSs and bolster overall organizational performance.  
Problem Statement 
There exists a copious amount of research related to supply chain-relevant 
performance metrics and building PMS models. Kocaolu, Gülsün, and Tanyas, (2013) 
suggested the use of the supply chain operations research model although Bhattacharya et 
al. (2013) recommended the Balanced Scorecard. Performance metrics have been (a) 
categorized as strategic, tactical, or operational (Estampe et al., 2013); (b) identified as 
financial or nonfinancial (Hoque, 2014); (c) determined to be leading or lagging 
indicators; and (d) classified as quantitative or qualitative (Coe & Letza, 2014). Based on 
my review of the literature, there appears to be a gap in the supply chain research related 
to how performance measures are chosen and how goals are determined. Thus, the 
research problem was that there is a lack of knowledge and understanding with respect to 
the decision-making strategies used by supply chain leaders in selecting the key 
performance measures and goals for their respective organizations.  
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Purpose of the Study 
The purpose of this qualitative descriptive phenomenological study was to 
improve the understanding of the decision-making strategies used by supply chain leaders 
in their selection of key performance measures and associated goals. Mayoh and 
Onwuegbuzie (2015) said that although each respondent’s experiences related to a 
phenomenon are unique, a descriptive phenomenology can be used when the researcher is 
seeking to find features of the experience that are common across respondents. Research 
that makes salient commonalities in the decision-making strategies used by senior 
managers of organizations recognized as supply chain leaders could help supply chain 
managers in other organizations improve the strategies they use to select key performance 
measures and goals. Because improvements in PMS design have been associated with 
improved overall organizational performance (Franco-Santos et al., 2012), research that 
aids PMS design could favorably impact firm performance.  
Research Question 
The central research question for this study was, What are the decision-making 
strategies used by supply chain leaders in choosing the key performance measures and 
goals for their organizations? The research question was a logical result of the problem 
statement that there is a lack of knowledge and understanding in the literature regarding 
how supply chain leaders actually select the key performance measures and goals to drive 
organizational performance. The problem statement arose from two general themes in the 
literature. The first theme was that there is a growing performance gap between 
organizations recognized as leaders from those recognized as laggards (Swink et al., 
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2012). The second theme was that supply chain professionals have all the tools they need 
to design, implement, and apply performance measurement systems (Waal & Kourtit, 
2013). Therefore, supply chain managers are either selecting the wrong measures or 
setting their goals too low (Gilmore, 2012a).  
Conceptual Framework 
I explored the decision-making strategies, or combination of strategies, that are 
used by supply chain leaders in deciding on the key performance measures and goals for 
their organizations. Prior researchers studying performance measurement relied mainly 
on performance measurement theory (Paulraj, Chen, & Lado, 2012). There has also been 
research on how performance measures impact organizational performance (Coe & 
Letza, 2014). I applied a new lens to the study of performance measurement: decision-
making theory. In Chapter 2, I delve more deeply into the evolution of performance 
measurement theory and highlight the gap in the literature regarding understanding how 
supply chain managers actually choose the key performance measures and goals for their 
organizations.  
The conceptual framework for the study was decision-making theory. Shaban 
(2012) stated that there are three distinct academic schools of thought on decision-making 
theory: (a) rational decision-making, (b) heuristics and biases, and (c) naturalistic 
decision-making, which is often called going with your gut. Shaban asserted that 
decision-making models are normative, descriptive, and/or prescriptive in nature. I 
briefly touch on each of these three academic approaches and then go more deeply into 
each in Chapter 2. 
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Franklin (2013) stated that rational decision-making theory has roots in economic 
theory and the concept of the rational man. Gigerenzer (2015) described the classical 
rational process as (a) defining the problem/task, (b) identifying all possible 
solutions/outcomes, (c) evaluating each outcome based on some predetermined criteria of 
value, (d) selecting the outcome with the highest value, and (d) implementing the selected 
decision. Seminal researchers in rational decision-making theory include Von Neumann 
and Morgenstern (1953), who were the authors of expected utility theory (EUT). EUT 
describes how people should use economic value in making a decision among 
alternatives with known probabilities. Leonard Savage (1954) developed the subjective 
utility model by adding a component to the EUT that captures the decision-maker's 
beliefs. Rational decision-making follows a well-defined and prescriptive process.  
Artinger, Petersen, Gigerenzer, and Weibler (2015) asserted that the study of 
heuristics and biases in decision-making arose from the need to explain decision-making 
that seemed to violate rules of rational decision-making theory. Gigerenzer (2015) stated 
that heuristics are mental shortcuts that are used when all possible outcomes and 
probabilities are not known or not used. Although some research has shown the benefits 
of the fast and frugal method of heuristics-based decision-making (Hands, 2014), other 
research has shown such mental shortcuts can lead to poor decisions (Kahneman, 2011). 
The most frequently mentioned heuristics and biases in the literature include the 
representativeness heuristic (Tversky & Kahneman, 1974), the availability heuristic 
(Braga, Ferreira, & Sherman, 2015), and the anchoring and adjustment heuristic (Cheek 
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& Norem, 2016). Hands (2014) added that heuristic decision-making processes are often 
used under conditions of uncertainty and where time and data are limited. 
According to Shan and Yang (2016), a third area of decision-making research 
involves the idea of intuition and experience in making decisions. Klein (2015) stated that 
the concept of naturalistic decision-making arose out of the need to understand decision-
making in real life, complex, and high-stress situations such as those faced by members 
of the military, police officers, and medical practitioners. Gore, Flin, Stanton, and Wong 
(2015) identified Gary Klein and Judith Orasanu as seminal researchers of naturalistic 
decision-making. Klein explained that naturalistic decision-making models could be used 
prescriptively to help reduce errors and to help practitioners use their skills more 
effectively. Riegel, Dickson, and Topaz (2013) stated that Klein’s recognition-primed 
decision-making model is the most often applied naturalistic decision-making model in 
the literature. Riegel et al. applied the recognition-primed decision-making model to 
study how adults dealing with chronic heart failure made ongoing future self-care 
decisions.  
Researchers have applied decision-making theory to explore the strategies used by 
individuals to achieve personal and organizational objectives. This research includes how 
travelers make route choices (Ramos, Daamen, & Hoogendoorn, 2014), how hospital 
leaders establish standards of care in a hospital setting (Gigerenzer, 2015), and how 
student athletes make decisions that enable them to balance the dual roles of being a 
student and an athlete (Macquet & Skalej, 2015). I applied decision-making theory to 
guide the development of the research protocol and data analysis. The use of the theory 
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led to insights that may help advance knowledge for both the scholar and practitioner 
communities regarding improvements in the decision-making process employed by 
supply chain managers in designing their PMSs.  
Nature of the Study 
Based on a review of the literature, I determined that a qualitative approach would 
be the most appropriate methodology for my study. I applied Giorgi's (2012) descriptive 
phenomenological procedure to study the decision-making strategies used by supply 
chain leaders in choosing the performance measures and goals for their respective supply 
chains. Yin (2014) said that the most important criterion for determining what research 
method to use is the question being asked. If the intent is to answer a how, why, or a what 
question that is exploratory in nature, the researcher should use a qualitative approach. 
Mayoh and Onwuegbuzie (2015) explained that qualitative research involves data 
collection and analysis of nonnumerical data to better understand phenomenon such as 
concepts or experiences. It can be used to make salient insights into a problem or to 
generate new areas for further research. 
Giorgi (2012) advised that phenomenology is the research method of choice when 
the goal is to generate an increased understanding of the subjective experiences of a 
group of people from their own perspectives. Similarly, Mayoh and Onwuegbuzie (2015) 
said that a descriptive phenomenological approach is used when the researcher wants to 
collect the common essences of an experience within a group to create an essential 
structure of the phenomenon. Mayoh and Onwuegbuzie added that an important 
distinction of the descriptive phenomenological approach from other phenomenological 
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perspectives is that there is one correct objective interpretation of the common essences 
of the phenomenon. The phenomenon for this study was the description of the decision-
making strategies used by supply chain leaders in choosing the key performance 
measures and goals for their supply chain organizations.  
Definitions 
The following are terms along with their definitions that were used in this study. 
Balanced Scorecard (BSC): A method developed by Kaplan and Norton (1996) to 
balance the lagging indicators of financial performance with leading indicators that 
include the financial view, the customer view, the internal process view, and the learning 
and growth view of organizational performance.  
Heuristic: A mental shortcut that reduces decision-making time thus allowing 
people to solve problems and make judgments more quickly and efficiently (Gigerenzer, 
2015). 
Key performance indicator: Information, collected at regular intervals, that tracks 
the performance of a system (Wu, 2012). Indicators may be quantifiable (e.g., customer 
service) or nonquantifiable (e.g., customer satisfaction). 
Meaning unit: A natural chunk of text that contains a single thought as determined 
by the researcher from a phenomenological psychological perspective (Brinkmann & 
Kvale, 2015). The primary purpose for meaning units is to help break down a description 
into more manageable pieces. 
Naturalistic decision-making theory: A theory that is used to explore how 
decisions are made by experts in complex natural environments (Klein & Wright, 2016).  
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Performance measurement system: The interaction of principles and actions 
whose intent is to deliver on the objectives and strategies identified by the business 
through changing the behavior of individuals in an organization (Choong, 2013).  
Rational decision-making theory: A decision-making theory that relies on the use 
of logic and/or statistics (Gigerenzer, 2015). 
Supply chain management: The integration of business processes that span from 
the customer’s customers through to the supplier’s suppliers (Seuring, 2013).  
Supply chain operations reference (SCOR) model: A model that initially referred 
to the supply chain management processes that were described by the plan, source, make, 
and deliver processes. Subsequent versions of the model included the return process 
(Estampe et al., 2013). 
Assumptions 
Myers (2013) stated that although assumptions in a study may be somewhat out of 
the researcher’s control, if those assumptions went away, the study would no longer be 
relevant. Myers added that is imperative not only to state the assumptions, but also to 
demonstrate the steps that will be taken to ensure these assumptions are likely true. 
Following is a list of assumptions used in this study: 
The participants in this study were assumed to be candid and transparent about 
their experiences regarding the decision-making strategies employed in choosing supply 
chain key performance measures and goals. In order to foster an environment of trust, so 
that candid conversation can occur, the identities of all respondents and their 
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organizations were kept confidential. In order to help reduce researcher bias, I clearly 
explained the purpose of the study in as neutral a way as possible. 
The participants in the study either led or were a participant in the decision-
making process of selecting the supply chain key performance measures and/or goals for 
their respective organizations. As part of the participant selection criteria, I chose supply 
chain leaders with the words executive vice president, vice president, senior director, 
director, or senior manager in their position titles. I asked potential respondents to 
describe their roles in PMS design for additional participant validation. 
The research question in this study focused on describing the decision-making 
strategies used by supply chain leaders in selecting key performance measures and goals. 
In constructing questions as part of an interview protocol, Dikko (2016) recommended 
testing the questions prior to commencing with the main study. Therefore, I conducted a 
pilot study to allow for adjustment in the interview protocol prior to conducting the larger 
study. 
A key element of phenomenological research, as described by Giorgi (2012), is 
that reality is created by each person as they assign meaning to their individual 
experiences related to a phenomenon. Giorgi cautioned that researchers could bring their 
perspectives to interpreting others’ experiences. It was imperative that I remained aware 
of this potential bias and worked diligently to ensure that the phenomenon being studied 
represented the perspectives of the participants over my own. Sousa (2014) recommended 
that the researcher utilize member-checking to ensure that the results reflect the 
participants’ experiences relative to the phenomenon being studied.  
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Scope and Delimitations 
According to Myers (2013), the scope and delimitations define the boundaries of 
the study. These boundaries were within my control. The research problem is one of the 
first areas of boundary definition and is contained in the purpose statement section of this 
chapter. 
A goal was to study the decision-making strategies used by supply chain leaders 
in choosing their key performance measures and goals. I took the purposive sample from 
companies that had been identified in prior research as having leading supply chain 
organizations. Cecere et al. (2016) conducted their third “Supply Chains to Admire” 
study, in which they researched 320 publicly traded companies across 31 industries to 
determine which companies had the best supply chain performance. Cecere et al. 
compared each company against its industry-specific peer group in terms of shareholder 
value, growth, operating margin, inventory turns, and Return on Invested Capital (ROIC) 
for the years 2009-2015. Cecere et al. looked for sustained and consistent improvement. 
Cecere et al. categorized the companies as winners, finalists, or underperformers.  
Cecere et al. (2016) found that companies from 19 of 31 industries earned the 
winner or finalist designation. The 16 companies categorized as winners comprised five 
percent of the participant pool. There were 21 companies, representing seven percent of 
the participant pool, identified as finalists. The remaining 88% of companies made up the 
underperformers group. Cecere et al. looked at year-over-year trends and found that most 
companies were regressing on the supply chain metrics considered in the study. Cecere et 
al. noted that although some of the underperformers were making progress on single 
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metrics, overall most of the companies were failing to show progress across the balanced 
set of metrics. Some of the companies identified as underperformers in the Cecere et al. 
study have been highlighted in other research as having best-in-class supply chains 
(Aronow, Burkett, Nilles, & Romano, 2016).  
I targeted senior level supply chain professionals from either the 16 companies 
categorized as winners of the “Supply Chains to Admire” study (Cecere et al., 2016) or 
from the Gartner Supply Chain Top 25 (Aronow et al., 2016) as the initial participant 
pool for the study. My preference was to talk to more than one senior level supply chain 
manager from each company as part of the validation process. If I had been unable to 
recruit the targeted 25 participants, I had planned to approach senior level supply chain 
professionals on the list of 21 finalist companies from the same study.  
Limitations 
Myers (2013) said that limitations are the potential weaknesses of a study and are 
often out of the researcher’s control. However the researcher must determine how to 
minimize the impact of the limitations on the study. The following is a list of limitations 
for this study: 
At the time of the interviews, I held the chief supply chain role where I worked. 
Therefore, participants might knowingly or unknowingly have modified their responses 
based on what they thought I wanted or expected to hear during the interview. Malterud 
(2012) cautioned that the researcher remain aware of such investigator effects and 
approach the engagement with authenticity, caring, and trustworthiness. I openly shared 
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my background and the reason for my interest in the research problem and then 
approached analyzing the data using bracketing to avoid as much bias as possible.  
Malterud (2012) highlighted that a limitation of descriptive phenomenology could 
occur during the process of de-constructing the data in which the individual context may 
get lost. Malterud added that an important aspect of the method to mitigate this limitation 
occurs during the final step of re-contextualizing the data. It is imperative that the 
researcher validates the resulting output against the original transcripts. 
According to Sousa (2014), one goal of qualitative research is to construct a 
framework of concepts that can be applied to a more general population. Sousa added 
that in order to ensure transferability of a study it is imperative that the researcher ensures 
trustworthiness of the data collection, analysis, and reporting processes. I provided 
sufficient detail for each step in the process so that someone reading the study would 
have an adequate understanding of both the context and the steps taken to analyze, 
categorize, reduce, and reconstruct the common experience of the participants in 
choosing the key performance measures and goals for their organizations. I also used 
member-checking at key steps in the process.  
Significance of the Study 
Companies with strong supply chain organizations provide better service to their 
customers (Ellinger et al., 2012) and better return to their shareholders (Cecere et al., 
2016). Melnyk et al. (2014) stated that PMSs allow for the translation of strategy into 
language that makes the strategy operational, thus enhancing organizational performance. 
Franco-Santos et al. (2012) acknowledged that the design, implementation, and use of 
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PMSs have been shown to be problematic. Franco-Santos et al. added that research that 
addresses these problem areas could lead to improved organizational performance. 
Improvements in the design, implementation, and use of performance measures and goals 
could also lead to positive social change for the individual, the organization, and the 
company. In the succeeding subsections I explain the potential significance of the study 
in three areas: theory, practice, and social change.  
Significance to Theory 
The study was intended to fill a gap in the literature by exploring the strategies 
used by supply chain leaders in the development of their PMSs through the lens of 
decision-making theory. Based on a review of the literature, I applied a unique lens to the 
study of performance measures. Applying a new lens to a topic that has been heavily 
researched over the last several decades could provide some new and interesting insights. 
One goal of this qualitative descriptive phenomenological study was to make transparent 
the common experiences of supply chain leaders as they employed decision-making 
strategies to select their key performance measures and goals. A second goal of the study 
was the development of a framework that describes these common decision-making 
strategies. 
Significance to Practice 
The framework developed as part of the output for this study could act as a trigger 
for supply chain managers in other organizations to make salient the decision-making 
strategies they use in choosing their key performance measures and goals. Making the 
invisible, visible could allow these supply chain managers to reflect upon the decision-
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making strategies they have used in developing their key performance measures and 
goals. The framework could also act as a decision-making model to help guide supply 
chain managers in designing or redesigning the PMSs for their organizations. The output 
of this study could act as a framework to be used by supply chain managers for 
communicating to other members in the organization the decision-making strategies used 
to develop the PMS, potentially increasing understanding of, alignment with, and 
commitment to the chosen performance measures and goals.  
Significance to Social Change 
The results of this study could lead to positive social change in several ways. 
Gutierrez et al. (2015) observed that PMS implementations were sometimes accompanied 
by fear and resulting subversive behaviors of employees and managers due to the 
transparency performance measures provided. Marginson et al. (2014) observed that 
well-designed PMSs allowed managers to change their mental models from an 
orientation of command and control to one supporting a learning and growth environment 
that further enhanced employee trust and commitment to the PMSs. Research that helps 
improve PMS design through the use of well-chosen decision-making strategies could 
increase employees’ and managers’ trust in how performance measures were chosen 
thereby improving the work environment and individual performance. 
Franco-Santos et al. (2012) found that well-designed PMSs help senior executives 
focus the organization on the vital few strategies. Franco-Santos added that strong PMSs 
favorably impacted strategy processes through (a) manager engagement in strategy 
development and review, (b) translation of strategic plans into operational language, and 
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(c) through changing managers’ mindsets such that strategy is seen as a continuous 
process rather than a one-time event. Research that helps improve the decision-making 
processes used in designing PMSs through the selection of appropriate key performance 
measures and goals could help develop executives’ strategic planning and 
implementation skills leading to improved organizational performance.  
According to Franco-Santos et al. (2012), prior research has shown a favorable 
relationship between the quality of PMSs and company performance. Saunila, Pekkola, 
and Ukko (2014) found that performance measurement favorably impacted the 
relationship between innovation capability and organizational performance. Marginson et 
al. (2014) observed that psychological empowerment mediated the relationship between 
PMSs and organizational performance. Abushaiba and Zainuddin (2012) demonstrated 
that favorable PMS design affects a firm’s competitiveness thereby affecting company 
performance. It logically follows that research that helps improve the selection of key 
performance measures and goals could help improve company performance leading to 
positive social change for the various stakeholders of the company including the 
employees, the community, and other shareholders. 
Summary and Transition 
Chapter 1 was focused on establishing the need for the study: a widening 
performance gap between supply chain leaders and laggards that is adversely impacting 
overall company performance. The proposal to undertake a descriptive phenomenological 
study arose out of the gap in the literature and the lack of understanding of the actual 
decision-making strategies that supply chain leaders use to establish key performance 
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measures and goals for their respective supply chains. The overarching research question 
was presented. Decision-making theory as the conceptual framework was proposed. 
Justification for the descriptive phenomenological research methodology as the nature of 
the study was presented along with a recommended sample population, sample size, and 
high-level overview of the research process. Key terms were defined. Assumptions, 
scope, delimitations, and limitations of the study were articulated. The chapter closed 
with a discussion of the significance of the proposed study to theory, practice and 
positive social change. 
In Chapter 2 I provide a more thorough exploration of the literature on PMSs in 
general and more specifically on supply chain metrics. Decision-making theory, the 
conceptual framework for the study, is discussed in greater detail. The selection of 
research methodology is explained and supported.   
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Chapter 2: Literature Review 
There exists extensive research on various performance measurement frameworks 
that could be used for monitoring and improving supply chain performance (see Coe & 
Letza, 2014; Estampe et al., 2013; Okongwu et al., 2015). There is also a large corpus of 
literature on the design and implementation of PMSs (see Bourne et al., 2000; Franco-
Santos et al., 2012; Gutierrez et al., 2015). In the literature review, I describe and 
critically compare the most important studies among this body of research. 
The research problem was that there is a lack of knowledge and understanding 
with respect to the decision-making strategies used by supply chain leaders in selecting 
the key performance measures and goals that will guide the organization to improved 
performance. The purpose of this descriptive phenomenological study was to explore the 
decision-making strategies used by supply chain leaders in choosing the performance 
measures and goals for their respective supply chains.  
According to Chan et al. (2014), there exists a logical link between performance 
of the supply chain and the overall performance of the organization. Deshpande (2012) 
stated that ever-increasing concerns around global uncertainty along with a rise in 
prosperity in developing geographies has made supply chain performance even more 
critical to the sustainability of the broader organization. Chan added that competition has 
expanded beyond organizational boundaries and is now between respective supply 
chains. Estampe et al. (2013) acknowledged that although measuring performance of 
supply chains is complex, it is imperative that such measurement is done and done well. 
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Chalyvidis, Ogden, and Johnson (2013) proclaimed that a new research lens is needed to 
overcome the barriers of inadequate PMSs in the supply chain.  
Gopal and Thakkar (2012) found that the evolution of supply chain PMSs 
mirrored the development of PMSs in the accounting and general business management 
literature. Early researchers focused on the development of specific metrics for supply 
chain to augment the existing financial metrics (Gopal & Thakkar, 2012). Over time, 
various performance measurement frameworks such as the SCOR model and the BSC 
emerged. Gutierrez et al. (2015) added that research on methods to design and implement 
PMSs soon followed. The emergence of literature on what to measure and how to 
implement a PMS suggests that supply chain leaders had the tools necessary to select the 
performance measures and associated goals needed to improve the performance of their 
respective supply chains. Gilmore (2012b) wrote that supply chain leaders were reporting 
that they were meeting or exceeding their performance measurement targets despite the 
findings of Swink et al. (2012) who conducted a broad global survey and found a 
growing gap between what they coined as supply chain leaders and laggards. It appeared 
that practitioners, despite having what seemed to be the needed tools, were either 
choosing the wrong metrics or setting goals that were too low (Gilmore, 2012a).  
I begin Chapter 2 by describing the literature search strategy. Then, I discuss 
decision-making theory, the conceptual framework for this study. I summarize and 
synthesize the literature related to the evolution of research on performance 
measurement. I delve into more detail on decision-making theory and its use in prior 
research. Then, I synthesize the research on the application of descriptive 
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phenomenology to the specific research question and why this method is a meaningful 
approach. Finally, I summarize the major themes from the literature including both what 
is known and what is not known related to the decision-making strategies used in 
selecting performance measurements and goals. I conclude the chapter by describing how 
the study contributes to the body of knowledge on performance measurement in the 
supply chain followed by a brief transition to Chapter 3. 
Literature Search Strategy 
I used multiple research databases for the literature review including EBSCOhost, 
ProQuest ABI/INFORM, Elsevier Science Direct, and SAGE Journals. For supply chain 
related topics, I used the Gartner and APICS (American Production and Inventory 
Control Society) databases. Also, I used Google Scholar. I used the following keywords 
in the search: 
• performance measures, 
• metrics, 
• supply chain management, 
• supply chain metrics, 
• supply chain performance, 
• decision-making, 
• rational decision-making, 
• heuristics and biases, 
• naturalistic decision-making, 
• qualitative methodology, 
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• phenomenology, and 
• case study.  
I also sought out specific performance measurement frameworks such as BSC and 
SCOR. I searched for specific decision-making theories including expected utility theory, 
prospect theory, SP/A theory, satisficing heuristic, recognition heuristic, take-the-best 
heuristic, and recognition primed decision-making. I looked for a combination of terms 
including (a) supply chain and firm performance, (b) metrics and firm performance, (c) 
metrics and decision-making theory, and (d) supply chain and decision-making theory. I 
used the process of citation chaining to find additional articles of interest. I continued the 
chaining process until I found no additional authors or articles on the specific search area. 
Additionally, I explored seminal authors on performance measurement including Kaplan, 
Norton, Ittner, Neely, Bourne, Bititci, Nudurupati, and Franco-Santos. Likewise, I 
surveyed seminal authors on decision-making theory including von Neumann, 
Morganstern, Tverskey, Kahneman, Gigerenzer, Grassmaier, Klein, and Orasanu.  
To find literature on the research methodology for the study, I explored the 
various methods of qualitative research. Then, I searched specific methods under the 
broader heading of phenomenology and the two major approaches, descriptive 
phenomenology and hermeneutic phenomenology. I also surveyed seminal researchers of 
phenomenology including Husserl, Moustakas, and Giorgi. 
Conceptual Framework 
The phenomenon for the study was the decision-making strategies used by supply 
chain leaders in the selection of performance measures and associated goals to improve 
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the performance of their respective organizations. Prior researchers studying performance 
measurement relied mainly on performance measurement theory. There had been a 
substantial amount of focus on performance measurement taxonomies (Paulraj et al., 
2012) and the development of many performance measurement frameworks such as 
Kaplan and Norton’s BSC (Kaplan, 2012), the SCOR model (Ntabe, LeBel, Munson, & 
Santa-Eulalia, 2015) and the EFQM Excellence model (EFQM, 2015). In addition, there 
is abundant research on how to design, implement, use, and refresh PMSs (e.g., Agostino 
& Arnaboldi 2012). There has also been research on the linkages between performance 
measures and strategy and how performance measures can influence behavior thus 
affecting organizational performance (Coe & Letza, 2014).  
Maxwell (2012) stated that one of the roles of theory is to provide new insights 
into a phenomenon. I applied a new lens to the study of the selection of performance 
measures and goals by focusing on the word selection. I drew upon decision-making 
theory as the conceptual framework for the study to explore the decision-making 
strategies used by supply chain leaders in selecting the performance measures and goals 
for their organizations.  
According to Gigerenzer (2015), there are three general approaches to decision-
making research: (a) rational decision-making, (b) heuristics and biases, and (c) 
naturalistic decision-making. Von Neumann and Morgenstern (1953) and Savage (1954) 
were seminal researchers in the development of normative rational models of decision-
making under risk. These expected utility theory models were based on the notion that 
the decision-maker would consider all possible choices for a decision and then assess 
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each choice by assigning a probability value for each expected outcome of that choice 
(Savage, 1954; Von Neumann & Morgenstern, 1953). The decision-maker would then 
determine a maximum utility by a process of weighting and summing; ultimately 
choosing the option with the greatest value. Fennell and Baddeley (2012) added that 
expected utility models have acted as a foundation for the further development of rational 
decision-making theory including Bayes’s theory, which should be used to update the 
probability of an event occurring in light of new information. 
In the 1970s empirical data emerged indicating that decision-makers regularly 
violated the rules of rational decision-making (Gigerenzer, 2015). Tversky and 
Kahneman (1974) were leaders in the development of the heuristics and biases research 
program. Researchers in the heuristics and biases programs brought to light many models 
that described how people regularly and routinely demonstrated deficiencies in rational 
decision-making. Gigerenzer (2015) stated that some of the most commonly cited 
heuristics and biases included (a) the availability heuristic, (b) the anchoring and 
adjustment heuristic, (c) the recognition heuristic, and (d) the satisficing heuristic.  
Hands (2014) offered a different perspective on the use of heuristics in the fast 
and frugal heuristics research program. Gigerenzer (2015) argued that the use of 
heuristics would not necessarily result in a trade-off between effort and accuracy. 
Gigerenzer added that researchers in the fast and frugal heuristics program demonstrated 
empirically that in many cases heuristics outperformed rational models in both the speed 
and the quality of decisions.  
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According to Artinger et al. (2015), much of the heuristics and bias decision-
making research has been applied to laboratory settings intended to demonstrate 
empirically that people routinely violate the rules of rational-decision-making. Such 
research generated many descriptive models of decision-making. Gigerenzer (2015) 
shared research showing that individuals, including physicians, did not apply sound logic 
when it came to understanding statistics related to health screening tools for cancer 
resulting in considerable unnecessary health care costs. Gigerenzer argued that 
individuals needed more education in the concept of risk because, although screening 
tests can be beneficial for detecting health issues, there may also be negative 
consequences including adverse physical and psychological effects of false positive 
results. Gigerenzer stated that the recognition heuristic could be used to predict 
preferences such as the outcome of elections. But other researchers (Gore et al., 2015) 
argued that laboratory studies using college students failed to explain how experts 
incorporated experience into their decision-making processes.  
Klein (2015) stated that research showed it was becoming increasingly clear how 
people did not make decisions. And decision-making quality, using rational models, had 
not improved over time. Klein added that scholars and practitioners were seeking models 
that provided insights into how people actually made decisions in real-life situations. 
Klein stated that naturalistic decision-making emerged in the late 1980s as a result of 
frustration by some researchers in applying traditional analytical models of decision-
making to real and complex environments.  
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According to Gore et al. (2015), Gary Klein and Judith Orasanu, pioneers in 
naturalistic decision-making research, created an invitation only event in 1989, 
assembling other researchers that were studying decision-making in field settings. Gore et 
al. highlighted that Rasmussen’s cognitive control model, Hammond’s cognitive 
continuum theory, and most notably, Klein’s recognition-primed decision-making model 
were some of the models that emerged as part of the naturalistic decision-making 
research programs. Although these models were developed independently, there were 
some common themes among the models. Decision-makers were relying on previous 
experiences to categorize new situations. Decision-makers were using some type of 
process to make these categorizations. And the categorization provided a framework for 
some form of action.  
Klein (2015) stated that decision-makers, under the naturalistic decision-making 
approach, were portrayed as drawing upon prior experience and knowledge to actively 
manage their actions in dynamic environments rather than evaluating the potential 
outcomes from a list of possible options and then waiting to see if such predictions 
materialized. These naturalistic decision-making models contrasted expert from novice 
behavior in both the quality and the process of making decisions. Gore et al. (2015) 
shared that naturalistic decision-making research has been applied to many real-life 
decision-making environments including healthcare settings, firefighters, police officers, 
military personnel, elite athletes, and situations involving labor relations. 
Because I was not able to find prior studies in which researchers used decision-
making theory as the conceptual lens for performance measurement. And because the 
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research on decision-making fell under three main conceptual programs: (a) rational 
decision-making theory, (b) heuristics and biases theories, and (c) naturalistic decision-
making, I took a comparative approach to exploring the phenomenon; the decision-
making strategies supply chain leaders use to select the key performance measures and 
goals for their respective organizations. Yin (2014) stated that in taking a comparative 
structures approach, the researcher addresses the data multiple times, each time analyzing 
the data through a different conceptual lens.  
A highly regarded example of the comparative structures approach is Allison's 
(1971) research on the Cuban Missile Crisis of 1962. Allison interpreted the thirteen most 
crucial days of the Cuban Missile Crisis through three lenses. The first lens Allison used 
was the Rational Actor model influenced heavily by economists, statesmen, and game 
theory. The model assumed that individuals behave in a rational manner with perfect 
knowledge of the situation. The decision-maker should consider all options and select the 
option with maximum utility.  
The second lens Allison (1971) used was the Organizational Process model in 
which the decision-maker uses a satisficing heuristic to achieve a minimum goal while 
also minimizing risk. The third lens applied by Allison was the Bureaucratic Politics 
model in which the decision-making by the head-of-state is influenced by internal politics 
and negotiation with the leaders of the state, each of whom have different levels of 
influence with the decision-maker. Leaders might take actions that would not have been 
approved by the collective group. 
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Allison (1971) also used the Organizational Process and Bureaucratic Politics 
models to explain what appeared to be other irrational decisions in military history 
including the Japanese invasion of Pearl Harbor. He argued that assuming that humans 
would behave in a rational manner was dangerous and could lead to catastrophic results. 
Allison’s research provided new insights into the ways leaders made decisions in times of 
crisis hopefully adding to the quality of future decisions. Likewise, the results of my 
study provided new insights into how supply chain leaders decide on key performance 
measures and goals thereby assisting other supply chain managers in improving the 
effectiveness of their respective PMSs.  
Literature Review 
Overview of Performance Measurement Systems 
Definition of PMSs. Franco-Santos et al. (2012) stated that researchers have not 
come to a common agreement on the definition of PMSs. Franco-Santos et al. argued that 
inconsistency in the definition of PMSs and related terms among researchers not only 
leads to confusion but also limits the generalizability of research. Choong (2013) added 
that lack of consistent definition also makes comparisons across studies onerous and 
creates difficulty in both drawing conclusions from and applying research to practice. I 
used Choong’s definition that a PMS includes not only the measures and goals but also 
the performance of resources and processes within an organization.  
Choong and Burgess (2014) pointed out that many of the preeminent researchers 
on PMSs use terms such as metric, measure, indicator, and performance measure 
interchangeably thereby adding to the research confusion. Trochim, Donnelly, and Arora 
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(2014) stated that the terms measure, metric, and indicator each have a specific 
definition. A measure was defined as the numerical result of measurement. The number 
of customer orders processed is an example of a measure.  
Trochim et al. (2014) defined a metric as a ratio that indicates the extent to which 
an objective is being met. An example of a performance metric for managers trying to 
improve service to their customers could be number of cases shipped as a percent of 
cases ordered. Choong (2013) said that a metric not only measures the extent that a 
process meets a specific objective, the objective must be important to stakeholders.  
Choong (2013) explained that an indicator allows one to understand how far a 
project, process, or organization is from achieving a goal and whether or not there is 
forward progress. A well-constructed indicator may be composed of both quantitative and 
qualitative elements, is understandable, and is easy to measure. Indicators are valuable 
tools for softer measurements. Customer satisfaction is an example of an indicator.  
Evolution of Performance Measurement Systems 
Pre-industrial accounting stage. Bititci et al. (2012) stated that performance 
measurement has evolved over time to support and respond to global business trends. 
Bititci et al. pointed out that accounting systems and, therefore, PMSs remained relatively 
unchanged from the time of the introduction of the double entry book keeping during the 
fifteenth century until the advent of the Industrial Revolution in the nineteenth century.  
Financial measures and the Industrial Revolution stage. According to Kaplan 
(1984), the rapid growth of the railroad, manufacturing, and distribution sectors required 
a substantial evolution in cost accounting and management controls in order to monitor 
31 
 
and manage multi-functional and multi-divisional organizations. Cost accounting systems 
were needed to handle a large transactional volume and to provide summary level 
financial information that reflected the performance of many units spanning a broad 
geography. Kaplan stated that in the second stage of PMS evolution, metrics such as cost 
per ton-mile and operating income relative to sales, allowed industrial leaders like 
Andrew Carnegie and Pierre du Pont to focus on improving the cost positions of their 
respective financial empires. Kaplan added that in the latter years of the Industrial 
Revolution the focus turned to productivity with the advent of Taylor’s Scientific 
Management and the desire to break work down into repeatable and measurable tasks. 
This resulted in the development of time and cost standards and the addition of a 
management layer to oversee the establishment and implementation of such standards.  
According to Kaplan (1984), Pierre S. du Pont created the concept of return on 
investment (ROI). Du Pont preferred using ROI rather than profits as a percent of sales as 
a key performance metric because ROI included the effect of capital investment on 
business outcomes. Brown, a financial officer in the DuPont organization, further 
decomposed ROI into other metrics that allowed managers to assess the impact of their 
departments’ performance in contributing to the overall return for the company.  
Kaplan (1984) explained that after World War I, du Pont, Brown, and Alfred P. 
Sloan extended these principles to the struggling General Motors (GM) Company, of 
which the DuPont Corporation was a major stockholder. The improved GM accounting 
system provided a vehicle to cascade operating goals to each unit, allowed for reporting 
of performance variances to those goals, provided senior management the information to 
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allocate the appropriate levels of resources, and acted as the basis for handing out 
rewards to each unit based on performance. The GM accounting system that evolved in 
the early 1920s is the basis for the organizational reporting and performance evaluation 
system widely in use today. Kaplan argued that all accounting currently in use had 
already been developed by 1925.  
Although Kaplan (1984) acknowledged the advances in management control 
enabled by the use of ROI and the profit center structure, he also warned of the problems 
associated with a short-term performance perspective. Kaplan commented that rather than 
using accounting practices for internal planning and control, savvy managers learned 
ways to game the system by taking advantage of the interpretation of external accounting 
rules. Mergers, acquisitions, divestitures, debit repurchases, and other such transactions 
could increase short-term earnings but didn’t necessarily generate long-term economic 
value for the firm’s stakeholders. Kaplan’s opinion was that the most damaging behavior 
by managers was the myopic decision to reduce discretionary spending that supported 
intangibles such as product development, quality improvement, and human resource 
development in order to meet short-term financial objectives; in essence, mortgaging the 
future of the firm.  
The quality movement stage. The third stage of PMS evolution was influenced 
by the beginning of globalization and the dawning of the quality movement. Bititci et al. 
(2012) stated that leaders from resource wealthy Western countries emerged from World 
War II with a renewed interest in maximizing throughput and output from their robust 
manufacturing base. In addition to reliance on financial metrics, managers and engineers 
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focused on productivity improvements. The result was mass production of a limited 
product assortment leading to large inventories of low cost goods. Bititci et al. pointed 
out that customer and employee satisfaction were often sacrificed in the name of 
productivity. Coe and Letza (2014) stated that performance measurement was heavily 
skewed toward revenue, efficiency, and ROI; measures and metrics with a singular 
backward looking focus on financial outcomes. 
Sato (2016) noted that while the Western world was enjoying an era of plenty, the 
Japanese were attempting to re-build after the Second World War and were facing a 
plethora of quality issues. Sato stated that American scientist, W. Edwards Deming, 
introduced the Japanese to the use of statistics-based quality control methods. Deming 
believed that a focus on producing quality products would result in improvements in both 
cost (less waste) and cycle time. Deming was adamant that processes were to be designed 
with the customers’ needs first and foremost. Through the influence of Deming, forward 
looking metrics related to quality and customer satisfaction joined financial measures in 
many Japanese companies providing a more balanced perspective of organizational 
health. Sato added that the Japanese companies that were part of the quality revolution 
enjoyed a competitive advantage in the growing global marketplace.  
Dahlgaard-Park, Chen, Jang, and Dahlgaard (2013) shared that as the latter half of 
the 20th century unfolded, leaders of American businesses found that the productivity 
growth in the US had declined while Europe and Japan were enjoying increasing 
competitiveness. Dahlgaard-Park et al. stated that the situation caused leaders in Western-
based companies to explore, adopt, and adapt quality techniques within their own 
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organizations to reduce costs and increase customer satisfaction. Dahlgaard-Park et al. 
found that as the quality movement emigrated from Japan there was also an evolution 
from purely a statistical tool to a broader management philosophy called Total Quality 
Management that incorporated elements of process management, human resource 
management, and strategic management. Dahlgaard-Park et al. went so far as to call this a 
management revolution.  
 Although the quality movement exposed managers to new means of measuring 
performance, such as quality, time, cost, and flexibility, Coe and Letza (2014) pointed out 
that most companies still focused mainly on financial metrics. Coe and Letza argued that 
this unbalanced focus had undermined the competitiveness of manufacturing companies 
in the United States. Coe and Letza added that academics criticized the historical, short-
term, nonstrategic, and internal perspective of focusing solely on financial measures. 
Although ROI and profit center accounting assisted Andrew Carnegie in managing costs 
in his steel company over a hundred years ago, Hoque (2014) stated that in the 1980s 
researchers were concerned with the focus only on traditional financial measures. Hoque 
called for research on other performance measurement frameworks that could provide 
feedback and support to business leaders experiencing a climate of high uncertainty, 
excess capacity, and increased global competition. To summarize, leaders required 
performance measures that were balanced across financial and nonfinancial aspects of the 
business, measured both tangible and intangible assets, included leading and lagging 




Integrated PM frameworks and models stage. Taticchi, Balachandran, and 
Tonelli (2012) stated that over the past 20 years there has been a dramatic increase of 
interest in performance measurement. Bititci et al. (2012) called this the period of 
integrated performance measurement. This stage was characterized by the emergence of 
many PMS models and frameworks that relied on a mixture of financial and nonfinancial 
measures. Estampe et al. (2013) found this period of the performance measurement 
journey notable stating that the objectives of such models included helping management 
measure business performance, conduct analyses, and increase the efficiency of the firm 
by having information that improved decision-making.  
According to Peng and Prybutok (2015), the US Congress, in an effort to improve 
the quality of US businesses, established the Malcolm Baldridge National Quality Award 
in 1987. Taticchi et al. (2012) stated the other models soon followed. These PMS models 
incorporated ideas such as the use of nonfinancial indicators, building PMSs from the 
view of the customer, and the introduction of the concept of balanced measures.  
Estampe et al. (2013) listed 16 of the most well-known supply chain performance 
measurement models. Some examples were the ABC (Activity-based Costing) model, the 
FLR (Framework for Logistics Research) model, the BSC (Balanced Scorecard), the 
WCL (World Class Logistics) model, the ECR (Efficient Customer Response) model, the 
EFQM Excellence model, and the SPM (Strategic Profit Model). Estampe et al. included 
in their literature review (a) references from the literature, (b) model origin, (c) type of 
analyses included in the model, (d) conditions and constraints of each model, (e) degree 
of conceptualization, and (f) established indicators. The authors acknowledged a gap in 
36 
 
the literature with respect to evaluating the usefulness of these models beyond the 
specific industries for which they were developed. Estampe et al. created a framework for 
evaluating the application of these models more broadly in the supply chain.  
Coe and Letza (2014) stated that the BSC has been touted as one of the top 
management ideas of the previous century. Hoque (2014) conducted a literature review in 
honor of the 20th anniversary of Kaplan and Norton’s inaugural article on the BSC that 
appeared in a 1992 issue of the Harvard Business Review. Hoque stated that although 
other authors had previously provided balanced frameworks, in 1992, Kaplan and Norton 
introduced the Balanced Business Scorecard. This scorecard provided, in a single 
performance measurement tool, both the financial and nonfinancial perspectives of an 
organization. The four perspectives in the scorecard were financial, customer, internal 
business, and innovation and learning views of performance.  
Hoque (204) researched the evolution of the Balanced Business Scorecard. He 
listed several changes including shortening of the name to the Balanced Scorecard, 
changing the internal business perspective to internal business processes and modifying 
the innovation and learning viewpoint, to learning and growth as a result of further field 
study by Kaplan and Norton. Other developments included linking each perspective to 
create a feed-forward control system with measures of learning and growth affecting 
internal business processes measures thereby affecting customer measures and ultimately 
leading to changes in financial measures. Bhattacharya et al. (2013) recommended that a 
sustainability perspective, for those organizations in which sustainability is a key 
business strategy, be added to the BSC. Kaplan (2012) stated that although he preferred 
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the shareholder to the stakeholder value approach, he did provide case study research on 
incorporating the triple bottom line view into the BSC framework. 
Kaplan (2012) commented that although the original 1992 article on the BSC was 
focused on performance measurement, it soon became apparent to both Kaplan and 
Norton that the BSC could act as a framework for both strategy development and 
execution. Strategy execution subsequently became their research focus. They were 
adamant that the starting point for development of the BSC was formulation of the vital 
few strategies that would lead the organization forward. Kaplan explained that these 
strategies provided the framework for developing the objectives, measures, targets, and 
initiatives to deliver on each strategy. The result was called a strategy map.  
Cheng and Humphreys (2012) stated that the BSC framework provided for 
double-loop learning through a management control loop to track progress and a strategic 
learning loop that made strategy refinement part of the continuous improvement process. 
Coe and Letza (2014) concurred, adding that the BSC enabled a feedback and learning 
process that allowed all stakeholders to understand their performance in meeting 
organizational objectives. The BSC also provided information to managers to determine 
if the plans that had been put in place were delivering the expected results. The strategies 
and/or plans could be modified as part of a course correction process. Kaplan (2012) 
summed up the strategic management system process by stating that the strategy map and 
the BSC were the vehicles senior managers should use to communicate the desired 
organizational outcomes to middle and lower level employees. This in turn would enable 
those managers and employees to come up with new ways to conduct business to drive 
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organization performance. Strategy formulation was intended to be top down while 
strategy implementation was to be bottoms-up. 
Hoque (2014) found a burgeoning stream of literature indicating that higher BSC 
usage was associated with improved financial performance for the firm. Wu (2012) stated 
that the BSC appeared to be an adequate model for enabling organizational leaders to 
reach their goals through the prioritization of actions. Nørreklit, Nørreklit, Falconer, and 
Bjørnenak (2012) were more critical of the BSC, stating that sound logic for the four 
perspectives was missing and that research showing causality among these perspectives 
was inconclusive. Nørreklit et al. recommended that future research establish cause and 
effect relationships between measures and results.  
Okongwu, Brulhart, and Moncef (2015) studied the BSC from a supply chain 
management perspective. Okongwu et al. supported other research showing that the 
financial performance of the firm was impacted directly by the second level components 
of the BSC and indirectly by third level components, demonstrating the 
interdependencies between the intangible and tangible assets of the firm. Hoque (2014) 
found that researchers have paid little attention to more current developments of the BSC 
in relation to strategy maps, strategic alignment, and execution of strategy. This finding 
was consistent with the rebuttal to critics from Kaplan (2012) who was surprised that 
most BSC research focused on the performance measurement aspect and very little on the 
16 years’ worth of work on strategy execution. Kaplan challenged academics to get out 
there and perform original research. Hoque (2014) concurred, recommending additional 
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study on the relationship between the BSC and organizational performance including 
field studies in real-life settings. 
Hoque (2014) stated that the BSC enabled managers to continue to monitor 
financial results while simultaneously focusing on building future capabilities that would 
enable their organizations to compete and grow in a rapidly changing global 
environment. Hoque commented that since the BSC retained traditional financial 
measures while adding the perspectives of customer, internal business processes, and 
organizational learning and growth, the BSC should cause a shift in management focus 
from tangible assets to a proactive view of capitalizing on intangible assets with the goal 
of future value creation. Hoque summarized the current state of thinking about the BSC 
stating that the BSC provided a solid framework for strategy development, policy 
enablement, and as a mechanism for organizational accountability and control.  
PMS development and implementation stage. Franco-Santos et al. (2012) 
observed that by the end of the 20th century there was a veritable cornucopia of PMS 
frameworks to aid managers in determining what to measure. Gutierrez et al. (2015) 
agreed, adding that most models focused on structure rather than on guidance related to 
developing or updating PMSs. There was a paucity of research that could assist managers 
in implementing PMSs within their respective organizations. The next stage of PMS 
research evolved from multidimensional model development to how such frameworks 
should be implemented. Franco-Santos et al. added that recent research has been focused 
on real-life studies.  
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Design, implement, use, and refresh phases of PMSs. Bourne, Mills, Wilcox, 
Neely, and Platts (2000) proposed that PMS implementations should consist of the 
general phases; design, implement, use, and refresh. Bourne et al. recognized that there is 
blurring of the activities that occur in each phase. Agostino and Arnaboldi (2012) 
acknowledged that both the design and use phases of PMSs have been widely researched. 
Gutierrez et al. (2015) found a greater research focus on PMS design rather than on 
implementing, using, or assessing PMSs. Searcy (2012) reviewed the literature on PMS 
implementations specifically as it related to the addition of sustainability measures and 
identified three key phases; design, implementation and use, and evolution. Hoque (2014) 
conducted a literature review on BSC-related topics and found that a large body of 
literature focused on the design, implementation, and use of the BSC. Gutierrez et al. 
synthesized a framework for the design, implementation, use, and assessment of PMSs 
based on prior research. 
Design phase. Gutierrez et al. (2015) stated that the design phase was further 
divided into sub-phases that included (a) deciding on the business objectives that will be 
the subject of measurement, (b) design of the measures, and (c) development of the 
metrics framework for final review and alignment. Objectives were to be established by 
considering not only the requirements of the customer but also the needs of the 
employees, shareholders, vendors, and other stakeholders in the community within which 
the firm operates. Strategies were to be developed with the intent of changing stakeholder 
behavior. Finally the metrics were to be designed to enable managers to monitor progress 
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and overall performance. Estampe et al. (2013) presented a list of frameworks to aid in 
the design of a PMS.  
Gutierrez et al. (2015) suggested that business leaders understand and incorporate 
into PMS design the answers to questions such as: 
• “What are our objectives?”   
• “What should we measure?” 
• “What performance measures shall we use and what attributes are important?” 
• “What is the process to review the performance measures?”   
Chalmeta, Palomero, and Matilla (2012) stated that a set of key performance 
indicators (KPIs) linked to strategy should be at the heart of the design of the PMS. The 
cause and effect relationship between each KPI should be established. Cause indicators 
should predict future value for the organization. Effect indicators are the actual results. 
Chan et al. (2014) corroborated this approach stating that there are two types of 
performance measures, those that measure results (e.g., sales, customer satisfaction, etc.) 
and those that are determinants of results (e.g., innovation, quality, etc.).  
Although Franco-Santos et al. (2012) stated that there is a substantial body of 
literature on designing PMSs, Chan et al. (2014) unearthed very little literature on PMS 
design and performance measurement selection in the supply chain arena. Chan et al. 
found that due to the complex nature of the supply chain, decision-makers suffer from 
information overload. After a comprehensive review of the literature on designing 
performance measures, metrics, and indicators, I have found few studies that focus on 
selecting performance measures and none that explain the actual decision-making process 
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leaders use to decide on the critical few measures and goals that they will use to improve 
organizational performance.  
Implementation phase. According to Gutierrez et al. (2015), the implementation 
phase is categorized as the data collection phase. This included the methods (manual or 
computer system-enabled) as well as the processes and procedures for the gathering of 
data, converting that data into information that is usable by management, and the 
dissemination of the resulting output. Chalmeta et al. (2012) stated that a key task of the 
implementation phase is the development of a communication plan designed to make 
employees aware of and knowledgeable about an upcoming PMS implementation. 
Chalmeta et al. added that employee engagement was key to the success of the PMS 
implementation. Additionally, Chalmeta et al. stressed the importance for leaders to 
communicate why the company was undertaking a PMS implementation. And Chalmeta 
et al. stated it was also imperative to train managers and employees on the meaning and 
importance of each indicator as well as how the indicator was to be used to drive the 
desired behavior change in the organization.  
Use phase. Henri (2006) stated that there are four classifications for the use of 
PMSs: (a) monitoring, (b) focusing attention, (c) strategic decision-making, and (d) 
legitimization. Monitoring lets managers know how the organization is doing in 
achieving goals. Results were compared with targets and if necessary adjustments were 
made to get back on track. PMSs could also be used to detect problems thereby focusing 
the attention of the organization on issues and their resolution as well as creating 
alignment as to the direction the organization is heading. Henri added that senior leaders 
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relied on PMSs for strategic decision-making by using the information from the PMS to 
determine the best course of action from a variety of possible choices. Henri said PMSs 
might also reveal cause-and-effect relationships between internal actions and results of 
those actions. Henri stated that use of PMSs in strategic decision-making supports 
organizational learning and problem solving. PMSs can also be used to legitimize prior 
decisions made or actions taken. Linking such decisions and actions to actual outputs 
influences the credibility and authority of leaders with their stakeholders.  
Koufteros et al. (2014) said that although it logically follows that firms with well-
developed PMS systems should outperform those with under-developed or no PMS 
system, the literature showed mixed results related to PMS usage and firm performance. 
Koufteros et al. also noted a gap in the literature regarding how companies actually use 
PMSs to harness their resources and whether such uses do lead to improved operational 
and strategic capabilities over time. Koufteros et al. stated that managers use PMSs for 
diagnostic purposes and/or for interactive purposes. Diagnostic use including actions 
such as monitoring, focusing attention, and legitimizing can be viewed as the mechanistic 
use for PMSs. The authors referred to interactive use as a strategic management tool that 
(a) builds organizational capabilities through organizational dialogue, thereby stimulating 
the development of new ideas and new actions; (b) encourages discussion among various 
management levels; (c) results in continual debate over the results, assumptions made, 
and previous actions taken; and (d) promotes engagement and interest throughout the 
organization. And Koufteros et al. summarized that interactive use of PMSs expands 
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organizational learning and opportunity-seeking behaviors that can be a catalyst for 
organizational renewal.   
Koufteros et al. (2014) added that applying both dynamic and interactive uses in a 
balanced way leads to dynamic tension. Such tension balances taking actions consistent 
with organizational goals while simultaneously giving employees sufficient freedom to 
make decisions. Additionally, Koufteros et al. demonstrated empirically that dynamic 
tension created unique organizational capabilities giving firms a competitive advantage. 
Firms that did not use PMS systems in a balanced way were slower at decision-making, 
had less efficient use of resources, and lower and less reliable performance over time. 
Finally, Koufteros et al. concluded that organizations should deploy PMSs both for 
diagnostic and interactive uses to maximize operational and strategic management 
capabilities.  
Refresh phase. Gutierrez et al. (2015) stressed the importance of including a 
reflection and refresh process to regularly evaluate if the measures and goals were driving 
the appropriate behavior change of all stakeholders and to monitor that over time the 
strategies and measures did not become misaligned. Chalmeta et al. (2012) stated that the 
PMS must be evaluated on a regular schedule so that the PMS can be optimized. 
Gutierrez et al. added that while new measures are regularly added, old measures often 
aren’t retired leading to unnecessary PMS complexity. Gutierrez et al. concluded that an 
effective PMS system must include a refresh process for reviewing metrics, measures, 
indicators, and goals as business conditions change.  
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Bititci et al. (2012) stated that performance measurement has evolved in response 
to a more complex and volatile global business environment. Gutierrez et al. (2015) 
argued that if an organization is to survive in a rapidly changing environment, leaders 
must continuously assess their goals in order to operate in a more effective and efficient 
manner. Such an environment requires more rapid response to changes thereby putting 
increased pressure to update the targets for existing measures, to remove those measures 
that no longer bring value, and to replace them with new measures. Bititci et al. 
questioned how the shift to a growing reliance on knowledge workers and a service- 
based economy could impact PMS design, implementation, and use. Then Bititci et al. 
summarized the research challenges stating that scholars need to understand performance 
measurement as both a social system and a learning system.  
Barriers to success with PMSs. Gutierrez et al. (2015) stated that problems 
encountered during the various phases of the PMS lifecycle could impede the usefulness 
of such a system. Gutierrez et al. stated that issues can be categorized as cultural, 
systems, and/or process-related concerns. Bititci et al. (2012) found that a command-and-
control culture may lead to dysfunctional behaviors that demotivate employees ultimately 
resulting in hidden costs. Gutierrez et al. (2015) added that fear, as a result of increased 
transparency of performance, along with associated subversive behaviors could 
undermine a PMS implementation. They added that top management commitment and a 
focus on creating a learning environment could help alleviate those effects. Several 
authors (Bititci et al., 2012; Chalmeta et al., 2012; Koufteros et al., 2014) encouraged 
managers to apply good change management practices to PMS implementations 
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including employee involvement, establishment of common objectives, training, a focus 
on learning, and positive reinforcement by managers to create an open, nonthreatening, 
and performance driven culture. Bititci et al. (2012) referred to performance 
measurement and management as a social process that is influenced by the feelings and 
belief systems of all affected stakeholders.  
Chalmeta et al. (2012) found that one of the top barriers to the success of a PMS 
implementation was due to difficulties in gathering complete, accurate, and pertinent data 
from information systems. Chalmeta et al. found a direct relationship between data 
collection automation and use of a metric. Gutierrez et al. (2015) agreed, adding that lack 
of data quality and reliability as well as fragmented system infrastructure could 
undermine PMS efforts. Gutierrez et al. advised including IT early in the PMS design 
process thereby allowing enough time for system and process development.  
Gutierrez et al. (2015) conducted an action research project to re-implement a 
PMS for the logistics department in the supply chain function of a large broadcasting 
company. The research team began the project at the refresh phase by assessing the 
current PMS system and using gaps in the assessment as input into the design phase. 
Additionally, Gutierrez et al. considered the cultural, systems, and process barriers 
identified in the literature as they led the project from design to implementation, use, and 
renewal. Gutierrez et al. and their client team encountered many issues along the way. 
Ultimately Gutierrez et al. corroborated the findings of Koufteros et al. (2014) that by 
balancing both the diagnostic and interactive aspects of a PMS, the logistics department 
was able to demonstrate continuously improving performance in service and cost. And 
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Gutierrez et al. implied that such supply chain improvements helped overall firm 
performance. 
Contemporary PMSs stage. According to Bititci et al. (2012), a performance 
measurement revolution is currently underway. Both scholars and practitioners have 
recognized that traditional PMS frameworks are no longer adequate. Franco-Santos et al. 
(2012) stated that there isn’t a common definition of a contemporary performance 
measurement system. They recommended focusing on the minimum necessary and 
sufficient conditions in defining contemporary PMSs. A contemporary PMS must contain 
both financial and nonfinancial measures that are used to translate strategy to operational 
activities. Contemporary PMSs must provide the framework for performance evaluation. 
A contemporary PMS must have a supporting infrastructure. Lastly, a contemporary PMS 
must contain a specific set of processes that incorporate the design of measures, the 
gathering of data, the resulting performance review, and development of action plans. 
Linkages Among Performance Measurement Systems, Behavior, and Performance 
Franco-Santos et al. (2012) conducted a literature review related to the 
consequences of implementing PMSs. Franco-Santos et al. developed a conceptual 
framework that linked PMSs to consequences for (a) individual behavior, (b) 
organizational capabilities, and (c) organizational performance. In the subsequent 
sections, I dive more deeply into the research on each of these relationships.  
Linkage between PMSs and individual behavior. Franco-Santos et al. (2012) 
made salient several ways in which PMSs affected people’s behavior including (a) 
strategic focus; (b) cooperation, coordination, and participation; (c) motivation; (d) 
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understanding of and satisfaction with job role; (e) leadership and culture; and (f) 
subjectivity, justice, and trust. In the category of strategic focus, Franco-Santos et al. 
found that PMSs helped increase executive focus on the most important strategies for the 
organization. PMSs use also increased executive dialogue about strategy. Francos-Santos 
et al. found that although the authors of several qualitative studies argued that strategic 
focus was a key driver in impacting performance, there is a lack of research to measure 
strategic focus empirically, noting this as an area of future research.  
Franco-Santos et al. (2012) found evidence in the literature that PMSs facilitated 
cooperation, coordination, and participation both inside and between members of 
organizations. And Franco-Santos et al. stated that PMSs enabled cooperation in supply 
chain relationships that enhanced the buyer-supplier dyad that in turn, led to increases in 
learning and problem solving behaviors. Additionally, Franco-Santos et al. also noted 
studies that found increased cooperation among employees in different units of an 
organization when performance measures were aligned versus the more commonly found 
situation of misaligned and competing measures among divisions. Franco-Santos et al. 
observed that the recursive and inclusive processes required for PMS implementation 
created an environment that increased employee involvement, cooperation, and 
participation.  
Franco-Santos et al. (2012) found that although there was a consensus in the 
research on the impact of employee involvement both in the performance measurement 
and performance management processes, the literature showed mixed results when it 
came to motivation effects. Franco-Santos et al. also found a positive motivational effect 
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when employees participated in the performance measurement process and a negative 
effect when performance measurement was tied to bonus payments. Additionally, 
Franco-Santos et al. summarized the research stating that motivational effects are as 
much about the process of developing and using PMSs as they are about the actual 
results. Marginson et al. (2014) found that interactive use of PMSs positively affected 
managers’ thinking and motivation by influencing managers’ psychological 
empowerment and reducing role ambiguity. This research supported speculation by 
Franco-Santos et al. (2012) that feedback mechanisms inherent in the use of PMSs may 
aid managers in improving their own performance that in turn could help managers 
develop their individual mental models. Franco-Santos et al. recommended that leaders 
maximize (a) managers’ psychological empowerment, (b) employees’ participation in the 
process, and (c) everyone’s commitment to the goals. And Franco-Santos et al. added that 
the motivational effects of bonus payments tied to performance measurement on 
individual performance remains an unresolved issue in the literature. 
Franco-Santos et al. (2012) also found that adoption of PMSs facilitated the 
individual’s role understanding and job satisfaction. Although the owners and designers 
of PMSs are generally satisfied, Franco-Santos et al. posited that this effect might be due 
to ownership bias. Gutierrez et al. (2015) commented that if individuals are given many 
competing goals, the situation might tax the employee’s cognitive limits leading to 
focusing on one goal at the expense of other goals. Waal and Kourtit (2013) added that 
setting goals and budgets allowed individuals to clarify what is expected of them. Franco-
Santos et al. also found that use of performance measurement increased job satisfaction if 
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individuals trusted their supervisors and believed that the performance evaluation process 
was transparent and fair. 
According to Franco-Santos et al. (2012), PMSs could act as catalysts for new 
ways of leading and working. The resulting cultural change might include an increase in 
participative and consultative management styles along with higher frequency and quality 
of manager-employee dialogue. Over time new cultural routines, values, and beliefs 
could evolve and become established. Franco-Santos et al. also asserted that although 
PMSs influence culture, likewise culture can become boundary setting thereby 
moderating the effects of PMSs on individual behavior.  
Franco-Santos et al. (2012) found that the implementation and use of nonfinancial 
measures inherent to PMSs have shown mixed results related to perceptions of justice 
and trust. Some studies uncovered that nonfinancial measures might be perceived as too 
subjective leading to concerns about the validity of the PMS. Marginson et al. (2014) 
shared that other researchers found that subjective measures could be positive because 
such measures allowed organizations to be adaptable and flexible. Franco-Santos et al. 
summarized the situation by stating that nonfinancial measures could be perceived as 
positive or negative depending on the characteristics of the organization. They called for 
more research in this area. Although research results were mixed relative to some of the 
effects of PMSs on individual behavior, generally it is acknowledged in the literature that 
the design and use of PMSs have a strong and lasting impact on individual behavior. It 
logically follows from the literature that selecting the right PMS could contribute to 
driving the desired individual behavior.  
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 Linkage between PMSs and organizational capabilities. Franco-Santos et al. 
(2012) highlighted several ways in which PMSs impact organizational capabilities: (a) 
impact on strategy process, (b) effect on communication processes, (c) building strategic 
capabilities, (d) influence on management processes, and (e) effects on corporate control. 
PMSs impact strategy processes through the engagement of managers in the development 
and review of strategic plans, the translation of those plans into operational language, and 
by changing the manager’s mindset to one in which strategy is seen as a continuous 
process rather than a series of one-time events. Although in general the research showed 
a positive influence of PMSs on the strategy process, Franco-Santos et al. found that the 
design of the PMS can have a boundary-setting effect based on the culture of the 
organization and the cognitive limitations of the managers.  
Koufteros et al. (2014) demonstrated empirically that diagnostic use of PMSs 
(monitoring, focusing attention, and legitimization) positively impacted organizational 
capabilities as measured by strategic management, operational, and external stakeholder-
relations capabilities. This was in direct contradiction of earlier work by Henri (2006) 
who found that diagnostic use of PMSs could lead to dysfunctional behaviors thus acting 
as a negative factor. Koufteros et al. found that the interactive use of PMSs encouraged 
dialogue and stimulated new ideas and actions that favorably impacted strategic 
management, operational, and external stakeholder-relations capabilities.  
Koufteros et al. (2014) stated that the greatest increase in organizational capability 
was found when organizations practiced strong dynamic tension, described as balancing 
the complementary levers of diagnostic and interactive use of PMSs. Organizations with 
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high dynamic tension in the use of their PMSs were able to make decisions more quickly 
and had better resource utilization leading to unique organizational capabilities. This 
result is consistent with research by Marginson et al. (2014) who found that both 
diagnostic and interactive uses of nonfinancial measures reduced role ambiguity while 
interactive use increased psychological empowerment in the organization. 
Linkage between PMSs and organizational performance. Franco-Santos et al. 
(2012) found that although the general consensus in the literature is that PMS use 
improves organizational performance, other studies show little to no relationship between 
PMS use and performance. And Franco-Santos et al. discovered that for studies that used 
reported performance (typically via annual reports) some studies report a positive 
relationship between the existence of PMSs and organizational performance, others show 
little to no relationship, and still other studies show mixed results. For studies in which 
managers self-reported perceptions of organizational performance, there is also mixed 
results. Results from quantitative studies generally show positive results between PMS 
implementation and organizational performance whereas results from qualitative studies 
show mixed results.  
Waal and Kourtit (2013) observed that although there is evidence that PMSs have 
been implemented in about 70 percent of mid- to large-sized firms in the US and Europe, 
Koufteros et al. (2014) found that prior research has shown mixed results related to the 
use of PMSs and organizational performance. It seems that implementation of PMSs does 
not automatically improve organizational performance. 
53 
 
Saunila, Pekkola, and Ukko (2014) found that performance measurement 
moderated the relationship between innovation capability and organizational performance 
in small- and medium-sized firms. Franco-Santos et al. (2012) stated that research has 
shown that the design, development, and use of PMSs are keys to organizational 
performance improvement. Some of the moderating factors Franco-Santos et al. cited 
included (a) strategic orientation, (b) organizational structure, (c) culture, (d) 
management style, (e) quality of information systems, and (f) external factors such as 
competitive landscape and environmental uncertainty. Organizational size, market 
position, and product life cycle were not found to influence PMS use or effectiveness. 
Marginson et al. (2014) stated that psychological empowerment mediates the relationship 
between PMSs and organizational performance. Abushaiba and Zainuddin (2012) 
proposed a framework in which PMS design indirectly impacts firm performance by 
affecting the firm’s competitive advantage. 
Franco-Santos et al. (2012) stated that there is a limited amount of research on the 
use of PMSs and team performance. The research indicated a positive correlation when 
team members are included in setting performance goals and when teamwork is 
encouraged via the inclusion of team specific measures and goals in the performance 
management and bonus payment processes. Franco-Santos et al. found that team 
performance improvement appeared to be linked to the design and use of PMSs but called 
for more research on this topic.  
Although research suggested that PMS use affects individual behavior, building 
of organizational capabilities, and organizational performance, it appears that the extent 
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of performance improvement is highly dependent upon how the PMSs were designed, 
implemented, and used along with the internal and external context for use (Franco-
Santos et al., 2012; Koufteros et al., 2014; Marginson et al., 2014). PMSs are costly to 
implement and use from a resource perspective and may foster impressions of unfairness 
and bias within an organization (Franco-Santos et al., 2012; Gutierrez et al., 2015). 
Simply developing a PMS may not lead to organizational improvement (Waal & Kourtit, 
2013). It logically follows that research that could improve the effectiveness of the 
design, implementation, use, and renewal of PMSs could be of value to both scholars and 
practitioners.  
This literature review detailed the evolution of PMSs with highlights on the 
current and future challenges in designing PMSs that are relevant and useful to managers. 
Melnyk et al. (2014) summarized the current state of literature on PMS by declaring that 
despite the vast amount of research and development related to performance 
measurement, business leaders still do not seem to have the tools they need to effectively 
steer their organizations. One major gap in the research I found that may help to better 
understand the situation is an absence in the literature of studies on how supply chain 
leaders sift through the myriad of information to determine the performance measures 
that matter. My study took a new approach to studying PMSs by exploring how supply 
chain leaders actually chose the measures and goals for their respective supply chains 
through the lens of decision-making theory. 
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Overview of Decision-Making Research 
The phenomenon in the study was the decision-making strategies supply chain 
leaders use to select the key performance measures and goals they used to measure the 
performance of their respective organizations. Gigerenzer (2015) stated that errors in 
decision-making have had catastrophic impacts on organizations, citing the financial 
crisis of 2008 as an example. Franklin (2013) commented that expertise in decision-
making is a core competency of an effective manager.  
Gigerenzer (2015) said that decisions are made using rational or nonrational 
strategies. Rational strategies rely on the use of logic and/or statistics. Nonrational 
strategies could include the use of heuristics, biases, expertise, and intuition. There has 
been debate among scholars on the strategies that should be used and are used in making 
decisions. 
Gonzalez, Meyer, Klein, Yates, and Roth (2013) stated that a focus on decision-
making research should be on decision behavior that is exceptionally challenging and can 
have major repercussions if not implemented well. I suggested that one approach to 
adding to the body of knowledge on performance measurement was by exploring the 
decision-making strategies actually used by supply chain leaders in selecting their 
performance measures because of the potential impact of PMS selection on 
organizational performance. In the following sections of Chapter 2, I review rational and 




Rational decision-making. According to Glimcher (2015), early research on 
decision-making was rooted in mathematical and economic theory. These early explorers 
were seeking to understand why people made the choices they did with the goal of 
building models that would predict how rational decisions should be made. Szpiro (2013) 
wrote an article about the exchange of letters in the 18th century between the Swiss 
mathematician Nikolaus Bernoulli and Pierre Remond de Montmort, a French nobleman 
and fellow mathematician, about a relatively simple gamble that came to be called the St. 
Petersburg paradox. After much dialogue, Bernouilli realized that the value of a choice in 
gambles is not based merely on its price, but also on the satisfaction the choice provides. 
Szpiro postulated that this discussion that took place over 300 years ago might have been 
the genesis of rational decision-making theory.  
Logical decision-making. Franklin (2013) stated that the general approach to 
rational, often called classical decision-making involves four steps. These steps included 
(a) describing a problem or decision to be made, (b) generating an exhaustive list of 
possible solutions/outcomes, (c) assessing the value of each option, and (d) selecting the 
best choice based on the highest value. Franklin said that rational decision-making is 
process oriented and the process does not change with the type of decision being made.  
Although rational decision-making provides a formal structure, Franklin (2013) 
observed that such rigidity has drawbacks including that the process (a) is linear without 
feedback loops, (b) mandates all alternatives be identified, (c) requires the decision-
maker to understand the linkage between alternatives and outcomes, (d) requires perfect 
information to develop the likelihood of each outcome, and (e) assumes a single unified 
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purpose for the decision. Shaban (2012) said that these normative theories of decision-
making took a positivist perspective in evaluating how good decisions should be made. 
Such theories did not consider how decisions were actually made in real-world 
conditions.  
Expected utility theory. Szpiro (2013) stated that Bernouilli’s theory went largely 
ignored until the mid-20th century when mathematician John von Neumann and 
economist Oskar Morgenstern developed a mathematical framework, expected utility 
theory (EUT), that measured the concept of utility or value to the decision-maker. Ramos 
et al. (2014) stated that a foundational assumption of EUT is that people are utility 
maximizers. The axioms upon which EUT was founded include completeness, transivity, 
continuity, and independence. These axioms paved the way to mathematically calculate 
the rational decision-maker’s preference among various prospects or outcomes. 
 According to Ramos et al. (2014), the axioms of completeness and transivity 
together provided the basis for determining the ordering of preferences namely 
• completeness: for all outcomes x and y; x > y, or y > x, or x = y and 
• transivity: for all outcomes x, y, and z; if x > y and y > z, then x > z.  
Completeness implies that there is a clear preference among prospects while transivity 
provides a direction for the preference.  
Ramos et al. (2014) stated that the continuity axiom insured that an intermediate 
outcome exists that has the same utility to a decision-maker as a set of outcomes with a 
specific likelihood of occurrence. 
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• Continuity: for all outcomes x, y, and z, if x < y < z, then there is a probability 
(p) between 0 and 1 such that the p∙x + (1 − p)∙z has the same value to the 
decision-maker as outcome y alone. 
Taken together the first three axioms implied that mathematically there exists a value 
function V that describes the decision-maker’s preferences.  
Ramos et al. (2014) added that the independence axiom indicates that the 
preference for the selection of outcomes is independent of the common components of 
the outcome. If outcome x is preferred over y, when a third outcome is introduced, the 
decision-maker would still prefer x over y. 
• Independence: for all outcomes x, y, and z; if x > y, then p∙x + (1 − p)∙z > p∙y + 
(1 − p)∙z for all z and p is an element of the set (0,1).  
Ramos et al. (2014) add that the independence axiom is the one most often challenged by 
researchers.  
Ramos et al. stated that collectively the axioms above allow for the development 
of a formula to calculate expected utility by multiplying the value of each outcome with 
its probability of occurring and then summing the results. The rational decision-maker 
will prefer outcome x over outcome y if the expected utility for outcome x is greater than 
the expected utility value for y. Ramos et al. added that the EUT model can be used 
prescriptively by asking a person to make a determination about utilities and the 
associated probabilities. By using the EUT formula it should be possible to predict the 




According to Ramos et al. (2014), economists used EUT not only as a model of 
rational decision-making but also used EUT as a way to describe how individuals make 
decisions under conditions of risk. The presumption was that individuals are rational in 
nature and make decisions in logical and systematic ways. Fennell and Baddeley (2012) 
shared that normative EUT models have been used to explain why people gamble and 
why they buy insurance policies. Buchholz and Schymura (2012) stated that EUT has 
been applied not only to individual choices but also to societal decisions of catastrophic 
risks with high cost but low probability like pandemics or the earth colliding with a giant 
asteroid.  
Kahneman (2011) proclaimed that EUT is arguably the most important social 
science theory by describing, through the use of axiomatic logic, how decisions should be 
made. Fennell and Baddeley (2012) asserted that it is the axiomatic nature of utility 
theory that has allowed the model to have advantages over other less rigorously 
developed models. Fennell and Baddeley explained that the economic theory- based EUT 
model has been useful as the foundation for other rational decision-making models.  
Bayesian theory. According to Fennel and Baddeley (2012), many models have 
been developed to explain what appears to be other than rational behavior. Some of these 
models are based on Bayesian theory. Bowers and Davis (2012) stated that Bayes’ 
theorem explains how a person should update the probability of an outcome by 
incorporating new information. An example from Bowers and Davis was the use of 
Bayesian theory to determine the likelihood that a patient had lung cancer. Based on prior 
research, the probability that a 30-year old man has lung cancer is 0.5%; a very low 
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probability. Assume this patient is given a blood test for lung cancer. This test has a 99% 
accuracy rate when cancer exists and a 1% false-alarm rate. Entering these probabilities 
into Bayes’ rule resulted in a 33% probability that if the 30-year old man tested positive, 
that he actually has cancer. Bowers and Davis admitted that this result seems 
counterintuitive. Bowers and Davis added that it is the low prior probability of cancer in 
someone so young that heavily influences the posterior probability. If the patient had 
been a 90 year-old smoker, the prior probability would rise to 33% and the posterior 
probability would increase to a 98% likelihood of cancer with a positive test result.  
Shaban (2012) explained that Bayes’ Theorem is used to account for the impact of 
uncertainty and stress in decision-making. He added that failure in decision-making is 
generally caused by (a) a lack of decision-making skills, (b) failure to apply decision-
making rules, and (c) lack of knowledge or information about the likelihood of an 
outcome occurring. Bowers and Davis (2012) cited studies demonstrating that doctors 
performed poorly in determining posterior probabilities given large variances in prior 
probabilities thereby supporting Shaban’s perspective on decision-making failures. 
Fennell and Baddeley (2012) stated that the rational approach would be to 
overweight low prior probabilities and underweight high prior probabilities. Fennell and 
Baddeley argued that if the prior probability had been encountered in the past then the 
knowledge gained from the prior encounter should be used. If the situation is new or 
markedly different from prior encounters then a prior of ignorance should be used. 
Additionally, Fennel and Baddeley acknowledged that it could be difficult to ascertain if 
a current situation is sufficiently like a previous situation to apply the prior probability. 
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Fennell and Baddeley listed four conditions that could erode the certainty of a situation: 
(a) the environment is continually changing, (b) probabilities are based on finite levels of 
experience, (c) memories are flawed, and (d) people aren’t always truthful. And Fennel 
and Baddeley warned that improper application of priors could lead to very poor 
decisions that might yield disastrous results.  
Many other rational decision-making models. Chai, Liu, and Ngai (2013) 
conducted a literature review of articles published between 2008-2012 on the use of 
decision-making techniques applied to a complex supply chain challenge, that of supplier 
selection. Chai et al. came up with three groupings for the models: (a) multi-attribute 
decision-making techniques, (b) mathematical programming techniques, and (c) artificial 
intelligence. They found that the majority of researchers used multiple techniques. Chai 
et al. also found increased usage of models based on fuzzy set theory because of the 
difficulty in applying clear black and white decision criteria.  
Criticisms of rational decision-making models. Fennell and Baddeley (2012) 
pointed out that the classic EUT model assumes no uncertainty in the probability factor 
and that such an assumption is naïve at best. Fennell and Baddeley added that rational 
decision-making models require complete knowledge of all possible alternatives and their 
probabilities along with a predictable and stable environment; conditions that are 
impractical in the real-world. Franklin (2013) added that von Neumann based this theory 
around games of chance in which both gains and probabilities were well known. Franklin 
stated that for many decisions faced by leaders, both value and probability are often 
difficult if not impossible to determine with any certainty. Gigerenzer (2014) stated that 
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applying the small-world assumptions used in the EUT model to real larger worlds could 
lead to disastrous results.  
Fennell and Baddeley (2012) acknowledged that researchers have observed that 
actual behavior often deviates from what one would expect from applying the axioms of 
EUT to situations. Almy and Krueger (2013) stated that one goal of determining utility is 
to understand what is psychologically important to each decision-maker. Almy and 
Krueger encouraged individuals to consider von Neumann and Morgenstern’s axioms as 
part of the decision-making process.  
Nonrational decision-making. According to Spaniel (2014), the independence 
assumption of the EUT model was called into question with an experiment conducted in 
the 1950s by a French mathematician named Allais in which he first offered respondents 
the choice between two gambles; Lottery A with an 11% chance of winning $1million 
and an 89% chance of winning nothing, or Lottery B with a 10% chance of winning $5 
million and a 90% chance of winning nothing. Allais then offered the same respondents 
another gamble; Lottery C with a 100% payout of $1 million, or Lottery D with a 10% 
chance of winning $5 million, an 89% chance of winning $1 million, and a 1% chance of 
winning nothing. Spaniel explained that if one were to follow the rules of rational 
decision-making, the respondent would select Lotteries A and C or B and D or be 
indifferent between A and B or C and D because these gambles have the same expected 
utility. Choosing Lotteries B and C or A and D, which many respondents did, were 
nonrational decisions according to the rules of EUT.  
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Although Allais believed that such experiments called into question the relevance 
of the independence axiom (Allais & Hagen, 1979), Spaniel (2014) argued that for 
mundane decisions the independence axiom is problematic but the frequency of violation 
of the axiom is less clear for important decisions. Spaniel pointed out that the respondents 
in the Allais’ experiment could have been acting rationally when deciding if they should 
expend the cognitive energy to figure out the probabilistic value of the fictitious gamble 
or if the respondents should answer as quickly as possible because they were paid for 
their participation regardless of the quality of the answer. Spaniel postulated that if 
respondents were going to actually receive money from the gambles the researcher would 
see an increase in the number of participants following the independence preference. 
Spaniel added that it might be possible to calculate a utility function for the respondents.  
Huck and Müller (2012) demonstrated that more respondents showed rates of 
EUT violations that were greater for higher payouts versus lower payout fictitious 
gambles. Additionally, Huck and Müller were surprised to find slightly higher rates of 
EUT violations for real versus fictitious small gambles. Huck and Müller also found a 
strong inverse correlation between levels of education and violations of EUT. Artinger et 
al. (2015) acknowledged that although the EUT framework provided the basic elements 
of sound decision-making as well as a fairly solid description of intentional decision-
making, economic examples like that explained in the Allais’ Paradox paved the way for 




Prospect theory. Barberis (2012) stated that for nearly 30 years economists 
skirted the issue of nonlinearity of EUT although behavioral psychologists placed the 
blame for rational decision-making failure on subjects rather than on flaws in the EUT 
model. Ramos et al. (2014) added that in spite of wide spread acceptance of EUT, 
experiments by behavioral psychologists showed that people regularly violated the 
axioms of rationality. This led to the development of descriptive nonutility theories of 
decision-making.  
Kahneman and Tversky (1979) published an article that showed empirically that 
individuals in laboratory settings systematically violated the tenets of EUT. Kahneman 
and Tversky offered a new descriptive model of decision-making under risk called 
prospect theory. Tversky and Kahneman (1992) subsequently published a refined model, 
cumulative prospect theory (CPT) that extended the model to situations of uncertainty 
under risk. Glöckner and Pachur (2012) said that the most often cited nonutility model is 
Kahneman and Tversky’s prospect theory. Barberis (2012) acknowledged that CPT is 
still considered by most to be the best description of how individuals evaluate risk in 
experimental settings. He qualified that claim by adding that CPT has not been widely 
used during the last three decades in practical economic applications.  
Tversky and Kahneman (1992) said that there are two general phases in the CPT 
model. The first involves editing and framing. In this phase the decision-maker considers 
the events, contingencies, and outcomes of an alternative or prospect along with 
determining a reference point against which to evaluate prospects. A subjective value is 
determined that is based on perceived gains or losses rather than a calculated objective 
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utility value as in EUT. Glöckner and Pachur (2012) stated that the reference point is the 
state to which the decision-maker has adapted to or aspires to. Additionally Glöckner and 
Pachur found that although the most common reference point is the status quo, the 
reference point could also be influenced by the individual’s hopes and goals.  
Tversky and Kahneman (1992) called the second phase in making a decision the 
evaluation phase. The decision-maker evaluates each prospect against the reference point 
previously established in a two-step process. First, the individual transforms the objective 
values of the consequences of each outcome into a personal subjective value. Fredrickson 
(2013) stated that research has determined that losses are weighted more than twice as 
heavily as gains. Segregated gains or losses have a greater impact than a single gain or 
loss. Gains and losses also have diminishing marginal returns.  
Tversky and Kahneman (1992) stated that the second step of the evaluation phase 
is the decision-weighting step. In this step the decision-maker converts statistical 
probabilities into individual decision weights. At the lower end of probability, the 
decision-maker is highly sensitive to even small probability changes as the impossible 
becomes somewhat possible. According to Fredrickson (2013), this hypersensitivity 
explains why individuals do not behave rationally to low probability risk. This behavior 
explains the purchase of a lottery ticket and the decision to spend vast amounts of 
resources to remove the final traces of hazardous materials from a location. 
At the other end of the spectrum, Tversky and Kahneman (1992) observed the 
certainty effect where high probability approaches the sure thing. In the middle 
probability ranges, a large change in probability yields a minor change in decision 
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weighting. These observations explain the Allais Paradox in which a change in 
probability from 99% to 100% has a much greater impact on decisions than does a 
probability change from 10% to 11%.  
Glöckner and Pachur (2012) said that transformation from strict probability to the 
individual’s decision weighting helps explain violations of human behavior from that 
expected in EUT. Fredrickson (2013) called this transformation mental accounting. 
Mental accounting and loss aversion, two key elements of prospect theory, were 
identified by Fredrickson as key factors to explain research findings that respondents 
were more likely to reduce spending when the value of respondents’ assets declined than 
to increase spending when respondents had an increase in the value of their assets.  
Becker-Peth and Thonemann (2016) applied prospect theory to procurement 
contracts in supply chain by studying the effects of the existence of reference points on 
the inventory decisions for study participants. Becker-Peth and Thonemann found that 
procurement professionals violated rational utility maximization and demonstrated that 
reference point-valuation affected the decision-making of procurement professionals 
when it came to contraction design. Finally, Becker-Peth and Thonemann showed the 
impact that different revenue sharing parameters could have on the profitability of the 
manufacturer versus the retailer. The study highlighted the importance of considering 
behavioral factors in contract design to aid in delivering on the contract designer’s 
objectives.  
Hoffmann, Henry, and Kalogeras (2013) stated that more recent reference-
dependent models of risky decision-making include multiple reference points. Over time 
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these reference points may change as decision-makers consider additional factors 
including the result of prior decisions. Hoffman et al. did not suggest that descriptive 
models were better or worse than normative models in utility maximization but only that 
descriptive models seemed to better reflect how individuals chose to behave.  
Regret theory. Loomes and Sugden (1982) agreed with other researchers that 
individuals behave in ways that are inconsistent with the concepts of rational EUT. They 
offered an alternative model to CPT that they called regret theory (RT). The RT model 
offered a different approach to modifying utility. Loomes and Sugden proposed that there 
exists a choiceless utility function which is the value an individual receives by comparing 
the amount of pleasure or displeasure that she will feel as a result of the alternative 
chosen compared to the amount of pleasure or displeasure she thinks she would feel 
about the outcome of the alternative not selected. If the chosen outcome is more 
pleasurable than the individual feels the alternate outcome would have provided, the 
individual feels rejoicing. If the chosen outcome is perceived to be less pleasurable than 
the outcome not chosen then the individual feels regret. Choiceless utility is the amount 
of regret or rejoicing experienced between what is and what might have been. The 
maximum utility is thus modified by the choiceless utility function.  
According to Loomes and Sugden (1982), many people feel the emotions of 
regret and rejoicing. Such psychological experiences are beyond the explanation of 
rational theory. In making decisions under uncertainty individuals anticipate feeling these 
emotions and factor these feelings into the decision-making process. Loomes and Sugden 
argued that although maximizing this modified expected utility function does not follow 
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the axioms of rationality, including such sensations into the process should not be 
considered irrational. Loomes and Sugden also argued that if the individual feels neither 
regret nor rejoicing when choosing among alternatives the utility function is not modified 
and this special case matches the result from expected utility theory. 
Subsequent to Loomes' and Sugden's (1982) introduction of RT, other authors 
have improved upon the theory. Chorus (2012) developed the random regret 
minimization (RRM) model that extended the single factor concepts in RT. Chorus 
postulated that individuals make decisions by minimizing the potential regret one might 
feel by not choosing other alternatives from a group of possible choices. The RRM model 
takes into account multiple attributes and multiple outcomes for each attribute thereby 
increasing the applicability of regret theory to more complex and real situations.  
Hensher, Greene, and Chorus (2013) were the first researchers to apply the RRM 
model to durable goods. Hensher et al. studied individual’s selections in purchasing 
vehicles powered by different types of fuels: gas, diesel, and hybrid. Hensher et al. 
applied both the RRM model and the EUT model and found that the RRM model was 
slightly more predictive of buyer’s behavior.  
 Summary of EUT, CPT, and RT. Ramos et al. (2014) provided a summary for 
the basic assumptions behind expected utility, cumulative prospect, and regret theories. 
EUTs assume that people behave rationally and try to maximize the value of their choice. 
Under CPT, people evaluate a decision against a reference point. Gains are perceived 
values above a reference point and losses are perceived values below the reference point. 
In RT, individuals are trying to minimize the regret associated with their choice. 
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Preferences are based on comparing the value of the decision chosen with decisions not 
taken. And although EUT is much more straight-forward to apply, CPT theory and RT 
models seemed to be better at describing behavior that departs from the tenets of rational 
decision-making.  
Although I did not find research explicitly using expected utility or nonexpected 
utility theories as frameworks for research on the decision-making strategies supply chain 
leaders use when deciding on their key performance measures and goals, I did find a 
body of transportation-related literature on using such theories to describe and to predict 
travelers’ behavior when choosing routes and modes of transportation. Ramos et al. 
(2014) conducted a literature review of recent studies and found that although EUT was 
by far the most widely used model to study travelers’ decision-making behavior, there 
was emerging literature using prospect theories and regret theories to study the traveler’s 
decision-making. Although Ramos et al. found that theoretically EUT and CPT were 
equally suited, RT seemed to be slightly more suited to modeling traveler’s behavior. 
Ramos et al. suggested that with further evolution, nonexpected utility theories could lead 
to even better models. Ramos et al. called for more research to validate the use of such 
theories.  
Other than rational decision-making theories. Artinger et al. (2015) pointed 
out that although rational decision-making models have dominated research in 
management, operations, and economics, a noteworthy amount of empirical research 
demonstrated that managers regularly violated the principles of rationality in their 
decision-making procedures. One line of research led by Tversky and Kahneman (1974), 
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was called the heuristics and biases research program. The view of researchers following 
the heuristics and biases tradition is that although the mental shortcuts used in applying 
heuristics to decision-making may simplify the process, deviations from the laws of logic 
and probability resulted in inferior strategies and flawed results. A competing perspective 
led by Gigerenzer (2015) under the fast and frugal heuristics research program focused 
on decision-making under poorly defined conditions with high uncertainty. Under these 
conditions heuristics performed exceedingly well and could be considered a simply 
rational approach. In the next few sections I will go into more detail on the research 
emanating from these two programs. 
Tversky and Kahneman (1974) observed that people regularly made decisions that 
violated the rules of rational decision-making. Tversky and Kahneman postulated that 
humans had difficulty determining probabilities and calculating values that were required 
of rational decision-making models. Tversky and Kahneman found that individuals 
frequently used heuristics to simplify decision-making. Although Tversky and Kahneman 
noted that heuristics could aid in simplifying decision-making, heuristics resulted in 
biases that could contribute to errors in judgment. Braga et al. (2015) stated that the two 
most widely studied heuristics are the representativeness heuristic and the availability 
heuristic.  
Representative heuristic. Tversky and Kahneman (1974) demonstrated that 
people routinely violated the rules of probability when determining the likelihood that an 
object belongs to one group over another. In one study, participants were given the 
description of a person named Steve who was shy, helpful, yet withdrawn. Participants 
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were given a list of possible occupations for Steve. Overwhelmingly, respondents thought 
that Steve was a librarian even though the number of librarians from the total population 
was much lower than for other occupations. Tversky and Kahneman called this heuristic 
the representative heuristic, in which people overlooked statistical probabilities to place 
Steve according to a stereotype they had of librarians. Tversky and Kahneman found that 
respondents did not change their choices in light of new information that indicated 
another occupation was much more likely. This manifestation of the representative bias 
was in direct conflict with Bayes’ rule in which a rational decision-maker would use this 
new probability information to modify the decision.  
According to Kahneman (2011) other biases in decision-making, categorized 
under the broader notion of the representative heuristic included (a) lack of sensitivity to 
sample size; (b) misinterpretations of the role of chance; (c) insensitivity to predictability; 
(d) misplaced belief that the more an object is representative of the stereotype, the more 
certain respondents are of their decisions; and (e) misunderstanding of future 
performance as it relates to regression toward the mean. The last bias is particularly 
salient to the topic of performance measurement. Kahneman explained that if the value of 
a data point improved everyone celebrates the success. The same group is subsequently 
disappointed, when after a later measurement, the results are poorer. Members vow to 
focus more effort on the result. Kahneman added that the group’s leader could 
erroneously conclude that rewarding the team caused the group to take their focus off the 
effort and that only with constant vigilance by the leader does performance remain high. 
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Kahneman stated that it is more likely that the result was due to random chance with the 
performance moving toward the mean of the capability for that particular process.  
Availability heuristic. Tversky and Kahneman (1974) observed another group of 
biased-based behaviors that they called the availability heuristic. Tversky and Kahneman 
found respondents’ predictions of the occurrence of events increased the more easily that 
previous occurrences of similar events came to mind. Braga et al. (2015) added that the 
more specific and concrete an event was, the more likely an individual was to call on the 
availability heuristic.  
Kahneman (2011) elaborated that biases could affect the cognitive availability of 
information including (a) how easily an individual could retrieve similar events or 
objects, (b) the ease of a search set such as the number of words that begin with the letter 
r versus the number of words with r in the third position, and (c) how the construction of 
a coherent narrative facilitated retrieval. Kahneman observed that a decision-maker might 
use the availability heuristic to estimate the number of instances of an event, the 
likelihood of an event occurring, or the probability of a co-occurrence based on the ease 
of retrieval, construction, and association.  
Braga et al. (2015) stated that there is often confusion regarding the use of the 
representative heuristic versus the availability heuristic. Braga et al. clarified the situation 
by saying that when a decision is reliant upon the degree to which an event matches a 
stereotypical representation of the target, the individual would use the representative 
heuristic. If the decision relied on the ease with which specific instances came to mind 
then the individual would draw upon the availability heuristic. Braga et al. drew upon 
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prior work on construal theory that demonstrated that decision-making depends on 
whether the decision is made at a more abstract versus a more concrete level. Braga et al. 
demonstrated that higher levels of abstraction were correlated with the use of the 
representative heuristic whereas lower levels of construal were favorably correlated with 
the use of the availability heuristic.  
Adjustment and anchoring heuristic. A third heuristic highlighted by Tversky 
and Kahneman (1974) was the adjustment and anchoring heuristic in which an individual 
makes a prediction based on a starting reference value and then adjusts up or down from 
that reference point. Tversky and Kahneman showed that respondents estimated the 
number of countries in Africa to be greater after first answering if the number of 
countries was greater or less than 65 than respondents did if they first anchored on 
whether there were more or less than 10 countries in Africa. Kahneman (2011) said that 
hundreds of studies have shown the powerful effect on judgment from irrelevant anchors. 
Such experiments highlighted the level of irrationality demonstrated by respondents in 
how reference points were determined. Kahneman added that he and Tversky found 
biases both in establishing the original anchor point and in determining the size and 
direction of the subsequent adjustment. 
Cheek and Norem (2016) stated that anchoring effects occur in real world 
situations and that experts (eg. doctors and judges) are not immune to the influence of 
anchors. Cheek and Norem found that respondents with an analytical thinking style were 
more susceptible to anchoring effects than respondents with a more holistic style of 
thinking. Bahník and Strack (2016) found that whether a reference point serves as an 
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anchor depends on the compatibility of that anchor with the topic of the decision being 
made. Bahník and Strack added that plausible anchors have more influence than 
implausible anchors.  
Malhotra, Zhu, and Reus (2015) studied the impact of anchors on setting the 
premiums paid for mergers and acquisitions. Malhotra et al. found that decisions related 
to prices offered for future acquisitions were strongly influenced by the premiums paid 
for the most recent deals. Malhotra et al. recommended that executives and their financial 
advisors make the possible effects of anchors a transparent part of the acquisition offer 
process.  
Heap (2013) stated that although the most commonly used anchors include the 
status quo as well as the recent past, such anchors can lead to overly optimistic results. 
Tamir and Mitchell (2013) described anchoring on ourselves, in which the decision-
makers anchor on their own values and beliefs and then adjust for differences in the 
values and beliefs of others. Decision-makers also adjust for ways in which they believe 
their situation was unique. Tilburg and Igou (2014) extended this line of research and 
found that respondents strongly prefer to continue down the same path rather than 
incorporating new strategies into their decision-making process adding further credence 
to the notion that cognitive limitations play a key role in other-than-rational decision-
making.  
Kahneman (2011) pointed out that there is evidence for a nearly overwhelming 
variety of priming effects on anchors. Decision-makers’ thoughts and subsequent 
decisions are highly influenced by the external environment. Kahneman suggested that 
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the decision-maker be wary of any anchoring value offered externally and that the 
decision-maker works diligently to explore and remove from the process such biases, 
especially for important decisions.  
The fast and frugal research program. Hafenbrädl, Waeger, Marewski, and 
Gigerenzer (2016) conveyed a more positive perspective on the use of heuristics in 
decision-making than did researchers from the heuristics and biases program. Hafenbrädl 
et al. labeled many of these rules as fast and frugal heuristics because research had shown 
that such strategies approached or even outperformed outcomes using rational rules of 
decision-making. The heuristics were considered frugal because a smaller solution set 
was considered which allowed the individual to come to a decision more efficiently.  
Artinger et al. (2015) stated that there are three main differences between the 
heuristics and biases tradition and the fast and frugal heuristics program: 
• Descriptive versus prescriptive models. The heuristics and biases tradition was 
deemed more descriptive in nature relying on labels such as in the availability 
heuristic. In the fast and frugal heuristics program the objective was to apply a 
normative perspective by making salient the cognitive processes used in 
making decisions. In this way simple prescriptive models could be developed. 
• Concept of ecological rationality. The study of ecological rationality is 
normative in nature and is intended to help determine the conditions under 
which a specific heuristic was more successful. In the heuristics and biases 
tradition a heuristic was considered less successful than the use of logic and 
statistics. The fast and frugal heuristics perspective was that a heuristic could 
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be considered a normative choice if it led to as good as or better performance 
than that provided by a more complex model. 
• Less may be more. Since the heuristics and biases program did not account for 
risk versus uncertainty, followers believed a heuristic could never provide a 
better outcome than the result from a weighting and adding utility model. The 
only benefit from the use of a heuristics under the heuristics and biases mindset 
was that it required less cognitive effort. Gigerenzer (2015) found that in 
situations with high complexity and variability an inverse U-shaped 
relationship existed between accuracy and amount of information stating that 
at some point, more information could actually be detrimental to the quality of 
the decision. The fast and frugal perspective was that simpler models were not 
only easier cognitively but could produce superior results.  
Gigerenzer (2015) found there to be a plethora of descriptive heuristics in the 
literature. He advised that it would be beneficial to develop more general theoretical 
frameworks composed of building blocks and proposed the following approach. 
1. Define the search rule used to determine the population of possible results.  
2. Define the rules used to decide when to stop a search. 
3. Define the rules used to determine how to reach a final decision. 
Artinger et al. (2015) used the building blocks above to develop five general classes of 
heuristics. 
Satisficing. Simon (1955) published seminal work on bounded rationality. 
Although he acknowledge that utility maximization might result in the optimal solution, 
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this was not practical in a world filled with uncertainty. He stated that satisficing, defined 
as selecting the first option that meets a minimum aspiration level, was often a good 
enough strategy. Gigerenzer (2015) operationalized the satisficing heuristic as follows. 
1. Search rule: Establish an aspiration level. Search through possible options. 
2. Stopping rule: Stop the search with the first option that meets the aspiration 
level. 
3. Decision rule: Choose this option. 
Artinger et al. (2015) noted that establishing a fixed aspiration level reduced the 
error attributed to sample variance while adjusting the aspiration level during the process 
would reduce bias. Artinger et al. found that used car dealers who applied rational theory 
by adjusting prices with changes in the market had lower profit than dealers who reduced 
prices at a fixed time interval. Berg (2014) found that successful entrepreneurs in the 
Dallas-Fort Worth, Texas area used satisficing behavior when choosing the locations for 
their businesses. The aspiration level was set at a minimum acceptable financial return 
and a very small population of locations was in the search set. In the majority of the cases 
between one and three locations were considered. This research had important 
implications for local economic policy because incentives such as tax reduction were not 
part of the search criteria used by the entrepreneurs in location selection.  
Tallying and 1/N. Hafenbrädl et al. (2016) stated that random fluctuations could 
act as noise to a decision-maker attempting to find the true signal when determining the 
relations among variables. Hafenbrädl et al. stated that a simple strategy called tallying, 
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also known as 1/N, performed better than more complex linear regression models under 
certain conditions. Gigerenzer (2015) defined tallying through the following process. 
1. Search rule: Search through all possible outcomes for an option in any order, 
adding positive outcomes and subtracting negative outcomes to the resulting 
sum. 
2. Stopping rule: Stop after N options, where N is a subset of all possible choices. 
3. Decision rule: Choose the alternative with the greatest result. If there is a tie, 
then guess. 
DeMiguel, Garlappi, and Uppal (2009) compared the predictive capabilities of 
using the 1/N fast and frugal heuristic with 14 other investments models. DeMiguel et al. 
found that investing equally in the shares of a stock portfolio not only simplified the 
investment process but resulted in as-good-as or better returns than more complex 
strategies. Albar and Jetter (2013) found that tallying performed as well as a regression 
model in evaluating new product ideas. Hafenbrädl et al. concluded that in noisy 
environments simple heuristics could eliminate the effects of variance leading to more 
accurate predictions.  
Lexicographic strategies. Artinger et al. (2015) described a group of heuristics 
that involved sequential cognitive processes in the decision-making strategy. The rules 
for lexicographic-type heuristics follow. 
1. Search rule: Order the attributes of an alternative by level of importance. 
2. Stopping rule: Stop when the decision-maker finds the first attribute that 
differentiates between the alternatives. 
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3. Decision rule: Choose the alternative that contains the more highly valued 
attribute level. 
Gigerenzer (2015) placed the take-the-best (TTB) heuristic in the lexicographic 
category. Gigerenzer stated that application of the TTB heuristic required the decision-
maker to order the attributes by decreasing importance. The decision-maker must 
evaluate each possible choice against those attributes winnowing out the less favorable 
options through pair-wise comparisons.   
Manley, Orr, and Cheng (2015) stated that TTB is the most widely applied 
heuristic and has been studied in a variety of situations including medical decisions, 
deciding on investment options, court judgments, and election strategies. Manley et al. 
applied TTB to route-choice decisions made by minicab drivers in London. Manley et al. 
developed a framework that included five attributes and the ordering sequence of these 
attributes by collecting more than 500 thousand cab ride observations. The framework 
described the rapid good enough decisions made by cabbies when encountering 
uncertainties in route choice.  
Tappeiner, Howorth, Achleitner, and Schraml (2012) found that reputation and 
voluntary accountability efforts were the most important attributes considered by a group 
of investors in deciding among social ventures in which to invest. Tappeiner et al. were 
surprised at the small number of attributes that were considered given the weighty 
financial nature of the decisions. Mousavi and Gigerenzer (2014) explained that use of 
TTB is ecologically rational in conditions where there are many interrelated cues that are 
highly redundant. Mousavi and Gigerenzer stated that use of TTB allows the decision-
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maker to ignore some cues and associated dependencies between cues during the ranking 
process. Mousavi and Gigerenzer added that TTB often yields better results than more 
complex linear regression models or decision-tree algorithms. 
Similarity. Hafenbrädl et al. (2016) said that some heuristics, such as the 
similarity heuristic, exploit the workings of the human brain with regards to memory and 
cognition. Artinger et al. (2015) stated that the similarity heuristic is regularly used in 
decision-making when managers encounter novel situations. A key element of this 
process included identifying an important characteristic of the decision and then finding a 
prior experience that shared this same characteristic. Artinger et al. stated that priors 
could be found by searching one’s own experience set, by asking other experts, and by 
research such as that found through case studies. Gigerenzer (2015) defined the rules for 
the similarity heuristic as follows: 
1. Search rule: Search for the experience that is closer in similarity to the new 
experience than other prior experiences. 
2. Stopping rule: Stop the search when a more similar experience is found. 
3. Decision rule: Conclude that the alternative chosen has a higher similarity 
value on that characteristic than others in the search set. 
Artinger et al. (2015) stated that the success of this heuristic is based on both the 
selection of the relevant characteristics for a decision as well as on finding an applicable 
prior experience. Lovallo, Clarke, and Camerer (2012) found that in many cases, leaders 
only considered a single analogous case when making strategy decisions. Lovallo et al. 
demonstrated that creating a larger reference class led to higher quality decisions in three 
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ways: (a) considering more analogous references increased the options available to 
decision-makers; (b) analyzing the various analogies could lead to a deeper, more fact-
based assessment; and (c) paying particular attention to the most and least similar cases 
increased the quality of the analysis. Gary, Wood, and Pillinger (2012) stated that 
although research has shown senior executives make decisions by drawing on analogous 
prior experiences, other research has shown that decision-makers struggle to find similar 
analogies to use in making effective decisions. Gary et al. found that exposure of 
executives to a wide variety of experiences improved the ability of the decision-maker to 
seek out and find appropriate prior experiences to use as the basis for making quality 
decisions. 
Recognition. According to Artinger et al. (2015), there has been a plethora of 
research on the impact of recognition on decision-making. Gigerenzer (2015) stated that 
the recognition heuristic was originally considered as a building block for other heuristics 
such as the take-the-best heuristic. Gigerenzer added that the recognition heuristic is 
called into play when a decision-maker does not know or cannot make a logic-based 
decision with the criterion presented. Gigerenzer described recognition-based decisions 
as those in which simply recognizing an object is a strong predictor of that object figuring 
strongly in the final decision. For example, when respondents were asked which city has 
more residents, Tokyo or Busan, greater recognition of Tokyo caused decision-makers to 
infer that Tokyo was also more populous than Busan.  
Gigerenzer (2015) stated that three conditions needed to exist in order for the use 
of the recognition heuristic to be considered as ecologically rational: (a) recognition 
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validity is greater than chance would indicate, (b) inferences are made from memory 
rather than through the aide of visual cues, and (c) recognition comes from the decision-
maker’s natural environment rather than from a lab setting. Artinger et al. (2015) 
described the process for applying the recognition heuristic: 
1. Search rule: Search for an object that is recognizable. 
2. Stopping rule: Stop once a recognized object is found. 
3. Decision rule: Conclude that the recognized object has a greater value for a 
specific attribute than the value of other choices in the search set. 
Michalkiewicz and Erdfelder (2016) stated that the recognition heuristic has been 
shown to perform well across many conditions. Other research has shown that in 
situations where the recognition validity for a choice is not substantial, decision-makers 
may invoke a recognition-plus-evaluation process in which respondents may overrule the 
recognition heuristic and look for additional cues (Gigerenzer, 2014).  
Thoma and Williams, 2013) studied the impact of brand recognition on 
consumers’ choices. Respondents were presented pairs of consumer items. Under each 
item was the name of the manufacturer and the number of ratings stars. Respondents 
were asked to choose between brands (one famous and one relatively unknown) of a 
variety of consumer items such as computers, earphones, and mobile phones. Response 
times were recorded. Respondents chose the recognized brands more often, even in the 
presence of negative ratings. Positive ratings had limited effect on the percent of 
recognized brands chosen. There was also evidence that in some cases, respondents used 
another cue, the number of stars in rating the product, on a limited basis. Although the 
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results indicated that consumers do use cues other than brand in making choices, brand 
recognition was a factor in that choice.  
Current state of heuristics research. Gigerenzer (2015) highlighted three major 
shifts over time in research on heuristics. First there has been a move from heuristics as 
general labels, like the availability heuristic, to predictive models with rules, such as the 
similarity heuristic. Second there has been a shift from studying heuristics from the 
perspective of their preferences to their inferences. Initially accuracy of decision-making 
was measured against the rational process of weighting and summing. Heuristics 
measured in this way could only be seen as more frugal, not more accurate. By having 
clear criteria for inferences, it has been possible to demonstrate that the decision-maker 
used simple heuristics and delivered higher decision accuracy than with weighting and 
adding rules. Research has also moved from assuming that in all situations logical or 
statistical rules are normative in all circumstances, to a lens of ecological rationality in 
which the environment determines the preferred approach; heuristic or otherwise.  
Hafenbrädl et al. (2016) offered a contemporary example of the value of 
heuristics. Hafenbrädl et al. described the decision-making process used when pilots 
Chesley Sullenberger and Jeffrey Skiled decided, after their US Airways plane was hit by 
a flock of geese, to land the aircraft on the Hudson River rather than returning to 
LaGuardia airport. When asked how they made the decision, the pilots responded that 
they applied the gaze heuristic. If after fixing one’s eyes on the landing spot, the spot 
rises in the line-of-sight, a pilot knows he won’t be able to make it to the landing spot. 
This simple heuristic allowed the pilots to make a more rapid decision than calculating 
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altitude and speed from the complex gauges on the aircraft resulting in the lives of all 155 
passengers being saved.  
Although there are a myriad of studies on the application of heuristics to a wide 
variety of decisions, I was not able to find any studies related to the use of heuristics by 
leaders in selecting performance measures and related goals. To my knowledge, no one 
has ever applied the heuristics and bias lens in exploring how supply chain leaders choose 
the measures that matter. I now turn to the literature on the third school of thought in 
decision-making theory, naturalistic decision-making, defined as research in how 
decisions are made in complex natural environments.  
Naturalistic decision-making. According to Shan and Yang (2016), applied 
scientists found that the prior research on judgment and decision-making did not address 
the problems they were encountering when studying experts making decisions in actual 
work environments.  
Klein and Wright (2016) highlighted a conference held in 1989, led by Judith 
Orasanu, of the Army Research Institute for Behavioral and Social Sciences and attended 
by 30 researchers, as the catalyst for the naturalistic decision-making program. A year 
earlier the highly experienced crew of the Vincennes, a US Navy destroyer, shot down an 
Iranian passenger plane, mistaking it for an attacking F-14 fighter plane (Klein, 2015). 
Klein and Wright summarized the objective of the members of this initial conference as a 
group of researchers who were interested in how experts made decisions under complex 
and changing conditions with ill-defined goals, organizational constraints, and high risks 
such as that found in military, emergency response, and medical situations. Subsequently, 
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the Cognitive Engineering and Decision-making technical working group was formed, a 
dozen conferences have been held and the Journal of Cognitive Engineering and 
Decision-making has been created to advance research in naturalistic decision-making.  
Klein and Wright (2016) asserted that unlike other forms of decision-making 
research, naturalistic decision-making is more focused on creating useful models rather 
than testing hypotheses and is more interested in descriptive models that can be applied to 
messy problems with vague goals and for which there are no correct decisions. Klein and 
Wright added that these conditions describe those situations in which most people work 
and make decisions. Klein (2015) stated that research has moved beyond the belief that 
the only way to make a quality decision is to generate a variety of options and select the 
best one. Klein added that research on learning has evolved beyond believing expertise is 
developed by learning policies and procedures. Researchers have demonstrated that 
gathering more information may not reduce uncertainty. In fact, more information can 
actually harm performance. Klein added that although researchers in the rational and the 
heuristics and biases programs focus on cognitive limitations and search for methods to 
overcome such limitations to reduce mistakes, naturalistic decision-making researchers 
focus on human capabilities. Naturalistic decision-making researchers also recognize 
good performance is about much more than preventing mistakes; it is about discovering 
the importance and contribution of experience to making good decisions in a variety of 
complex situations.  
Recognition-primed decision model. According to Riegel et al. (2013), although 
many naturalistic decision-making models have been developed, Klein’s recognition-
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primed decision-making model is considered the prototypical model for how people 
make decisions in real-world situations. Klein (2015) described the recognition-primed 
decision-making model as the combination of intuition and analysis. Boyes and Potter 
(2015) added that the recognition-primed decision-making model contains four main 
elements: (a) situation recognition, (b) situation comprehension, (c) mental simulation, 
and (d) sequential option evaluation. 
Boyes and Potter (2015) stated that in the situation recognition step of the 
recognition-primed decision-making model, the decision-maker attempts to match the 
current situation to prior similar experiences. Klein (2015) said that when decision-
makers need to act quickly, they match patterns between the current and previous 
situations. Macquet and Skalej (2015) added that if the current situation matches a typical 
situation in the decision-maker’s memory, then the decision-maker carries out the action 
associated with that typical situation and the decision-maker has a clear path forward. 
Klein cautioned that relying only on intuition is risky because occasionally pattern 
matching could generate flawed options.  
Macquet and Skalej (2015) explained that if the situation encountered by the 
decision-maker is not similar to prior experiences, the decision-maker must focus on 
understanding the situation. Boyes and Potter (2015) said the decision-maker accesses 
four types of information: (a) plausible goals, (b) relevant cues, (c) expectancies and (d) 
typical actions to aid in understanding. Boyes and Potter used the recognition-primed 
decision-making model to describe the decision-making of expert guides leading outdoor 
learning expeditions. A plausible goal for the group leader encountering an unexpected 
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lighting storm was to reduce the level of risk for the group’s members. Relevant cues for 
the situation included observing anvil shaped cumulonimbus clouds and hearing thunder 
in the distance. Expectancies provided a perspective on what is likely to happen under 
these conditions that included the potential of a storm with high winds and lightning. 
Typical actions were the result of generating options such as moving to a safer location.  
According to Macquet and Skalej (2015), situational understanding allows the 
decision-maker to draw upon prior somewhat similar experiences and apply an adaptation 
to a typical action that is appropriate for the current situation at hand. Okoli, Weller, 
Watt, and Wong (2013) added that the decision-maker would invoke mental simulation to 
assess if the first action that came to mind would yield an acceptable outcome. If so the 
process would move forward as for a simple match. If not, the decision-maker would 
continue the simulation with a modification of the action and reassess. If this modified 
option still failed to lead to an acceptable outcome the decision-maker would exert more 
mental energy to search for another possible action. Klein (2015) summarized that the 
recognition-primed decision-making model describes the balance of relying on intuition 
for speed where possible and calling upon a more deliberate and analytical strategy when 
the situation requires. Gore et al. (2015) said researchers have demonstrated empirically 
that experienced decision-makers generally accept the first option they considered as 
satisfactory. Boyes and Potter (2015) reiterated that greater experience leads to an 
expanded repertoire that improves the speed and quality of expert-based decision-making 
in the field.  
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Research applying the recognition-primed decision-making model. Riegel et al. 
(2013) applied the recognition-primed decision-making model to explore how adults 
dealing with chronic heart failure made decisions regarding self -care. Riegel et al. found 
that respondents applied a naturalistic decision-making process by applying aspects of 
situation understanding along with mental simulation to generate and evaluate plausible 
courses of action for their individual care. Riegel et al. also found that the conditions that 
influenced the decision-making process included (a) prior experience; (b) environmental 
situations including ambiguity, uncertainty, high stakes, urgency, illness, and the 
involvement of others in the decision; and (c) the existence of personal goals that helped 
inform the decision. These conditions are consistent with those cited by Klein and Wright 
(2016) as hallmarks of the naturalistic decision-making environment.  
Cristancho, Vanstone, Lingard, LeBel, and Ott (2013) expanded upon prior 
research on how surgeons assess and react to challenges encountered in the operating 
room. Cristancho et al. used a grounded theory approach to interview surgeons who 
conducted a variety of elective and emergency surgeries. Cristancho et al. created a 
decision-making model that incorporated the three major themes from the research: (a) 
assessing the situation, (b) a reconciliation process, and (c) implementing the plan.  
There were elements in the Cristancho et al. (2013) model that were similar to 
Klein's (2015) recognition-primed decision-making model developed by observing 
firefighters in the field. Some similarities included assessing the situation, understanding 
what potential solutions might look like, and evaluating solutions against a goal. Klein’s 
recognition-primed decision-making model focused on the decision process rather than 
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what triggered the decisions. The Cristancho et al. model looked not only at processes but 
also considered surgery-specific contextual characteristics including (a) generation of a 
pre-operation plan, (b) time pressure that vacillated between moderate and extreme 
levels, and (c) familiarity with the operating environment and with the team members 
going into the situation. The reconciliation process in the Cristancho et al. model went 
much deeper into detail than did the mental simulation process of Klein’s model.  
Macquet and Skalej (2015) applied the recognition-primed decision-making 
model to study how elite student athletes balanced their time between studies and athletic 
training. Macquet and Skalej applied both sense-making theory and the recognition-
primed-decision-making model to explore how these student athletes made sense of the 
situations they experienced that helped the respondents decide how to handle the 
demands of being students and athletes. Macquet and Skalej created a recognition-primed 
decision-making-based model that described the decision-making processes for both the 
simple match situations and for those situations in which the student athletes needed to 
further understand and diagnose the situation they were experiencing. Macquet and 
Skalej found that experienced third-year students were more likely to actively manage 
their training and recovery schedules with their coaches than were less experienced first 
year students providing further empirical support both for the recognition-primed 
decision-making model and that experience improves decision-making quality.  
According to Gore et al. (2015), an emerging area of decision-making research is 
the combination of naturalistic decision-making methods with rational as well as 
heuristics and biases traditions. Shan and Yang (2016) argued that the naturalistic 
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decision-making and the fast and frugal heuristics programs share some of the same 
belief structures, including (a) concept of the proficient decision-maker working within 
the constraints of bounded rationality, (b) a process orientation around decision-making, 
and (c) decision rules that include decision-action matching. Gore et al. acknowledged 
that one area where the programs differ is that fast and frugal heuristics is focused on the 
development of formal decision-making models whereas naturalistic decision-making 
researchers challenged whether the importance of considering the decision-environment 
and the complexity required of real-world decision-making could be reduced to generic 
context-free models. 
Shan and Yang (2016) highlighted areas of potential research that could benefit 
from synergies between the fast and frugal heuristics and naturalistic decision-making 
programs. Examples included enhancing applicability of fast and frugal heuristics models 
in the field aided by using naturalistic decision-making research techniques as well as 
applying fast and frugal heuristics to map the contextual boundary conditions in 
naturalistic decision-making studies. Shan and Yang recommended that researchers 
consider the essential elements of each decision-making program and select the decision-
making approach most appropriate for the phenomenon to be studied. 
Although there were many examples in the literature of applying naturalistic 
decision-making methodologies to studies in fields such as medicine, military field 
operations, aviation, and emergency response situations, as was the case with rational and 
heuristics and biases theories, I did not find any research applying naturalistic decision-
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making to exploring the decision-making processes used to develop performance 
measures and goals either in general or specifically to the supply chain field.  
Gap in the Literature 
In the research literature, I found a plethora of articles on performance 
measurement, supply chain performance measurement, and decision-making theory. 
There was a paucity of articles on the intersection of decision-making theory and supply 
chain performance. Most of the literature on supply chain performance used quantitative 
methodologies. Of the articles, I did find on decision-making and supply chain 
performance, most were related to decision support models for supplier selection or 
transportation mode optimization. None specifically addressed the decision-making 
strategies used to select performance measures thereby supporting the existence of a gap 
in the literature regarding the decision-making strategies actually used by supply chain 
leaders in choosing their performance measures and goals. This gap validated the need 
for the study. 
Research Approach 
I did not find studies that made salient the actual lived experiences of how supply 
chain leaders chose the performance measures and goals for their organizations. Yin 
(2014) said that a key criterion for determining what research method to use depends on 
the questions being asked. If the intent is to answer a how, why, or a what question that is 
exploratory in nature, the researcher uses a qualitative approach. If the question can be 
further described by how many then a quantitative method is more appropriate. The 
research question was, what are the decision-making strategies used by supply chain 
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leaders in choosing their key performance measures and goals? It logically followed that 
insights gained from a qualitative study of the phenomenon of choosing performance 
measures and goals through the lens of decision-making theory might be beneficial to 
both the academic and practitioner communities.  
Phenomenological Research 
Giorgi (2012) advised that phenomenology is the research method of choice when 
the goal is to generate an increased understanding of the subjective experiences of a 
group of people from their own perspectives. Englander (2012) stated that the 
phenomenological approach attempts to answer a research question framed as, “What is it 
like?” Englander added that the heart of phenomenological study is targeted at 
uncovering the general or invariant structure inherent in a phenomenon. Anosike, Ehrich, 
and Ahmed (2012) observed that there is a dirth of research in management studies 
employing phenomenology as a methodology. Anosike argued that is is imperative to 
apply nonpositivist methods such as phenomenology in order to bridge the gap between 
management theory and practice.  
Descriptive Phenomenology 
Englander (2012) found that students often mix various qualitative methods 
failing to understand the underlying philosophical premises of each method. Anosike et 
al. (2012) added that there are two major schools of thought in phenomenological 
research; the hermeneutic approach as espoused by van Manen and the descriptive 
approach under the leadership of Giorgi. The focus for hermeneutic research is to provide 
deep insights into human experience or phenomenon. The result is a narrative by the 
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researcher that interprets the meaning of the phenomonen. The focus for descriptive 
research is to provide an accurate description of the subjects’ common experience of the 
phenomenon. The result is a general statement of the phenomenon including a description 
of the essential structures of the experience studied. Mayoh and Onwuegbuzie (2015) 
agreed that a descriptive phenomenological approach is used when the researcher wants 
to collect the common essences of an experience within a group to create an essential 
structure of the phenomenon. Mayoh and Onwuegbuzie added that important distinctions 
of the descriptive phenomenological approach from other phenomenological perspectives 
are that humans are free agents who are responsible for the impact they make on the 
world and that there is one correct objective interpretation of the common essences of the 
phenomenon.  
Knight et al. (2012) applied a descriptive phenomenological approach to gain a 
better understanding into the factors that made the 10 nursing students determine if they 
could remain in their nursing program along with exploring the actions taken to help 
ensure that these students could successfully graduate. Knight et al. found that common 
obstacles encountered included (a) work life balance, (b) commitment to study, (c) 
financial hardship, (d) family crises, and (e) being older. Knight et al. discovered that 
students’ desire to achieve their goal of graduating was critical to program completion. 
Knight et al. also found an overarching theme for completion was support with 
subthemes that included support from family, support from classmates, and support from 
program staff and professors. Knight et al. recommended that the School of Nursing add 
pastoral care aspects to augment previous student support systems in order to increase 
94 
 
rate of successful graduation from the nursing program.  
Fawcett, Fawcett, Watson, and Magnan (2012) acknowledged that research has 
shown that identifying and linking complementary capabilities among business partners 
via collaboration leads to improved supply chain performance. Fawcett et al. found a gap 
in the knowledge regarding how supply chain leaders construct collaborative capability. 
Fawcett et al. applied an extreme case sampling strategy and interviewed decision-makers 
from 15 companies recognized in the trade press for their excellence in supply chain 
collaboration.  
Although the Fawcett et al. study was a multi-case study resulting in the creation 
of a model that described the construction of collaborative capabilities and not a 
descriptive phenomenology, this was one of the few qualitative studies I found related to 
supply chain. Fawcett et al. focused on the use of best-in-class respondents in order to 
ferret out process commonalities among the organizations. This approach was similar to 
my plan to use leaders from highly recognized supply chain organizations to uncover 
common decision-making strategies used in selecting key performance measures and 
goals to drive performance. Fawcett et al. stated that respondents’ expressed frustration at 
their inability to demonstrate performance improvement. Fawcett et al. called for research 
related to designing PMSs and defining success providing further support for the need of 
the proposed study on selection of performance measures and goals.  
Signori, Flint, and Golicic (2015) stated that prior research confirms the 
importance of creating sustainable supply chains. Signori et al. uncovered the need for 
further understanding of how executives perceive sustainability and how these 
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perspectives affect supply chain management. Signori et al. took what they called a 
combination research approach using elements of grounded theory and phenomenology. 
Signori et al. interviewed 112 managers in 88 organizations in the wine industry during a 
period of five years. The grounded theory aspect allowed Signori et al. to develop the 
concept of sustainable supply chain orientation that depicted (a) how a leader embraced 
sustainability, (b) how the leader aligns motivations with sustainability, and (c) how 
likely the leader is to partner with the supply chain. Signori et al. then applied a 
hermeneutic phenomenological approach to develop 10 leadership profiles that 
characterized sustainable supply chain organizations. To quote Signori et al., “We sought 
the best interpretations of what the managers were trying to describe of their own 
experiences.” (p. 541). Signori et al. explained that the creation of the 10 profiles could 
provide insights into organizational obstacles and a path forward for reaching the desired 
sustainable supply chain level.  
Signori et al. (2015) used interpretive rather than descriptive phenomenology to 
provide a view into the many different ways individual leaders in the wine industry 
experience sustainability along with the tension between sustainability and the need to 
run an efficient supply chain. This approach was the inverse of my research. My goal was 
to reach transcendental subjectivity of the common aspects actually experienced by 
supply chain leaders in deciding on key performance measures and goals for their 
organizations. This goal was the impetus for my descriptive phenomenological study on 
how supply chain leaders choose the measures that matter.  
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Summary and Conclusions 
A review of the literature demonstrated that there is a linkage between the 
establishment of performance measures and goals, individual behavior and performance, 
and ultimately, organizational performance. There is a large body of literature on various 
performance measurement frameworks that capture both financial and nonfinancial 
measures, metrics, and indicators with the most prevalent being Kaplan and Norton’s 
Balanced Scorecard. There is a large amount of research on how leaders should design, 
implementation, use, and refresh PMSs. There is a gap in the literature on how supply 
chain leaders actually chose the performance measures and goals that will drive 
organizational performance.  
It seemed logical that one approach to closing this research gap was to apply 
decision-making theory to exploring the phenomenon of performance measure and goal 
selection. The literature on decision-making theory was categorized into three general 
schools of thought: rational decision-making theory, heuristics and biases theory, and 
naturalistic decision-making. I proposed the use of a descriptive phenomenological 
approach to make salient the decision-making processes used by supply chain leaders as 
they retrospectively explained how they chose the performance measures and goals to 
drive their organizations’ performance. Rendering the decision-making processes explicit 
could help improve the quality of the decision-making processes in choosing 
performance measures and goals in the future thereby assisting in improving the overall 
performance of the organization and contributing to positive social change.  
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In Chapter 3, I justify the rationale for selecting the descriptive phenomenology as 
the appropriate research method for the study. I describe in detail how I proposed to 
conduct the study, the process I planned to use for selecting appropriate participants, how 
I planned to protect those participants, how I planned to collect the data, and how I 
planned to ensure that the research results were valid and trustworthy. I then tie the 
problem statement with the proposed research methodology and describe how the 
approach may help close the gap in the knowledge and understanding of how supply 






Chapter 3: Research Method 
According to Franco-Santos et al. (2012), improvements in performance 
measurement system design have been shown to improve overall organizational 
performance. I conducted a qualitative descriptive phenomenological study to increase 
the understanding of the decision-making strategies used by supply chain leaders in their 
selection of key performance measures and associated goals. Mayoh and Onwuegbuzie 
(2015) said that although each respondent’s experiences related to a phenomenon are 
unique, a descriptive phenomenology can be used when the researcher is seeking to find 
features of the experience that are common across respondents. Research that makes 
salient commonalities in the decision-making strategies used in companies recognized as 
supply chain leaders could help supply chain managers in other organizations improve 
the processes they use to select the key performance measures and goals for their own 
organizations.  
In this chapter, I share the research question and the research design, tradition, 
and methodology, along with the rationale for using the research approach to address the 
research question. I discuss the other research methods I considered and explain why I 
opted against using those methods. I make explicit my role as researcher in the study. In 
addition, I describe specific aspects of the research including (a) the logic used for 
participant selection; (b) the instrument used for data collection; (c) details of the pilot 
study; (d) procedures for recruitment, participation, and data collection; and (e) the data 
analysis plan. I also describe how I ensured that the study was trustworthy by addressing 
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issues of credibility, transferability, dependability, confirmability, and ethical procedures. 
I then provide a summary of Chapter 3. 
Research Design and Rationale 
The central research question for the study was, What are the decision-making 
strategies used by supply chain leaders in choosing the key performance measures and 
goals for their organizations? The phenomenon for the study was the decision-making 
strategies used by supply chain leaders in choosing the key performance measures and 
goals for their organizations. Yin (2014) stated that the most important criterion for 
determining what research method to use is the question being asked. Yin added that if 
the intent is to answer a how, why, or a what question that is exploratory in nature, the 
researcher should use a qualitative approach. Although there was a plethora of research in 
the literature on performance measurement frameworks and on the design, 
implementation, and use of performance measurement systems (e.g., Agostino & 
Arnaboldi 2012; Paulraj et al., 2012), there was a gap in the research on how supply 
chain leaders actually choose their measures and goals. I took a different perspective on 
the topic by exploring the decision-making strategies used by supply chain leaders in 
selecting their key performance measures and goals through the lens of decision-making 
theory. I followed the advice of Mayoh and Onwuegbuzie (2015) that a qualitative 
approach is the more appropriate method to answer a research question that is exploratory 
in nature.  
Golicic and Davis (2012) observed that most researchers studying supply chains 
have relied on quantitative research methods. The authors stated that issues in supply 
100 
 
chain are becoming increasingly complex warranting a need for diverse approaches to 
research. Golicic and Davis noted that researchers in the supply chain arena have been 
criticized for their lack of willingness to deploy research methods that are more 
appropriate for generating theory and for exploring complex issues. Anosike et al. (2012) 
argued for the use of nonpositivist research methods in general, and more specifically, for 
the use of phenomenology, to increase the understanding of the complex nature of 
management practices within an organization.  
Giorgi (2012) recommended using the phenomenological method when the 
researcher wants to gain an increased understanding of the subjective experiences of a 
group of people from their own perspectives. Anosike et al. (2012) specified the use of 
Giorgi’s descriptive phenomenological analysis (DPA) approach to draw out the 
meanings and essences of managers’ organizational experiences. Mayoh and 
Onwuegbuzie (2015) said that a DPA approach is used when the researcher wants to 
explicate the collective common essences of an experience within a group to create an 
essential structure of the phenomenon. Anosike et al. stated that a key element of DPA is 
the development of a single objective interpretation of the common essences of a 
phenomenon that remains intact regardless of context.  
There are several other qualitative approaches I considered and discarded. The 
first was the narrative methodology. Wang, Kim Koh, and Song (2015) stated that 
narrative research entails personal storytelling. Through such stories the researcher 
uncovers the desires, needs, and goals of the participant within that person’s individual 
cultural framework (Wang et al., 2015). I did not choose narrative research because I was 
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seeking to find commonality in the decision-making process used in selecting measures 
and goals among the respondents in the study.  
The second approach I considered was ethnography. Cunliffe and Karunanayake 
(2013) said that ethnographic research results in rich and detailed accounts of the daily 
life of a community to better understand the cultural workings of the population under 
study. Although there may be cultural factors that influence the decision-making 
strategies of the respondents, understanding culture was not the central focus of the study. 
Thus, ethnography was not appropriate for this study. 
The third approach considered was grounded theory. Timmermans and Tavory 
(2012) stated that a grounded theory approach is most appropriate when the researcher is 
looking to create new theory. I did not choose a grounded theory approach because there 
existed a substantial amount of research on decision-making theory (e.g., Paulraj et al., 
2012). Rather than develop a theory, I intended to discover what decision-making 
strategies were actually used by supply chain leaders in choosing their measures and 
targets.  
The fourth approach I considered was the case study. Yin (2014) explained that a 
case study methodology is used when the researcher is seeking a deep understanding of 
the how or why nature of the phenomenon of interest. I did not choose the case study 
because I wanted to find commonalities in the decision-making process used by supply 
chain leaders in choosing their key performance measures and goals across several 
organizations rather than deeply exploring a single case or two. 
I also considered conducting a hermeneutic phenomenological study. According 
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to Smith and Osborn (2015), hermeneutic or interpretive phenomenology is based on the 
ontological view that there are many realities that can exist for the same phenomenon. 
Because my goal was to study the common essences of the decision-making strategies 
used by supply chain leaders in choosing the key performance measures and goals for 
their organizations, I discarded the hermeneutic phenomenological method.   
Mayoh and Onwuegbuzie (2015) explained that a mixed-methods approach is a 
combination of qualitative and quantitative methods in the same study. A sequential 
mixed-methods approach using a qualitative followed by a quantitative method could 
have been applicable to the study. Mayoh and Onweuegbuzie cautioned that mixed-
methods studies require extensive resources and can take a long time to complete. For 
these reasons, I opted against using a mixed-methods approach. Subsequent researchers 
could follow my research by determining potential correlational relationships between the 
decision-making strategies used by supply chain leaders in choosing the performance 
measurements for their supply chain organizations and the performance of those 
respective organizations.  
Gill (2014) stated that in determining the type of phenomenological approach to 
use, the researcher must factor in one’s own epistemological and ontological orientations 
along with the nature of the research question. Gill added that if the researcher is looking 
to describe the experience of several participants as one common essence, then Giorgi’s 
descriptive phenomenology is the appropriate method. After reviewing a variety of 
research approaches and based on the worldview of descriptive phenomenological 
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research, I determined that a DPA methodology was the most appropriate method to 
answer my research question.  
Role of the Researcher 
Bevan (2014) stated that the phenomenological researcher is fully immersed in 
the process from the start, unlike quantitative research in which researcher becomes 
immersed at the point of data analysis. Gill (2014) added that in the phenomenological 
methodology, the researcher is the instrument whose role it is to make explicit the 
lifeworld experience related to the phenomenon under study as described by the 
experiencer. Giorgi (2012) added that the researcher must put aside personal knowledge, 
beliefs, and preconceived notions by adopting an attitude referred to as bracketing or 
epoché. Gill said that adopting an epoché approach allows the researcher to take a 
transcendental perspective and look upon the phenomenon with a critical eye, taking 
nothing for granted.  
Bevan (2014) said that an important role of the researcher occurs during the 
interview process. Bevan emphasized that the researcher must participate in the interview 
by being an active listener; asking questions to probe more deeply into the participant’s 
experience or to provide clarification. Bevan shared that interviewing is a craft and that 
by adopting an orientation of deliberate naiveté, the researcher can achieve the 
phenomenological reduction that is at the heart of the method.  
Giorgi (2012) stressed the importance for the researcher, as a social scientist, to 
adopt the appropriate disciplinary attitude within the context of the phenomenological 
method. In addition to bracketing, the researcher is actively engaged in eidetic reduction 
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by first decontextualizing the output from each interview into meaning units and then 
categories. Giorgi said the researcher then applies imaginative variation to reconstruct the 
data into the essential invariant collective structures of the participants’ experience. 
Bevan (2014) cautioned that researchers must remain vigilant and self-aware of their own 
natural attitude relative to the phenomenon under study.  
In addition to being a PhD candidate, I am also a supply chain professional with 
over 30 years of experience in the consumer goods and industrial verticals. I am the Chief 
Supply Chain Officer for the company where I work. I spoke at or attended many 
conferences targeting supply chain professionals so it was likely that I might have had 
some type of relationship with some of the potential respondents in my study. I made sure 
that I was transparent about my experience and any relationships I might have had with 
other senior leaders that work in the same company as the potential participants in the 
study. During the interview process I followed the advice of Bevan (2014) and put my 
own self-interests aside while remaining focused on the person I was interviewing. In the 
analysis phase I followed the disciplined structured text condensation approach 
recommended by Malterud (2012) along with the bracketing perspective so critical to 
Giorgi's (2012) descriptive phenomenological approach. 
Methodology 
Participant Selection Logic 
Englander (2012) explained that one key difference between quantitative and 
qualitative research as it relates to the selection of participants is that the quantitative 
researcher is seeking to select representative participants to ensure the generalizability of 
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the study. Therefore, the participant selection process must make sure that each subject 
belongs to the study population. Englander stated that with the phenomenological 
approach, the researcher does not have any insight into representativeness until later in 
the analysis phase when the general framework of the phenomenon is developed. 
Englander added that it is imperative that the phenomenological researcher finds subjects 
that have experienced the phenomenon under study.  
Elo et al. (2014) stated that a purposive sampling strategy is generally used when 
the researcher wants to select participants with the best knowledge about the phenomenon 
being studied. The sampling universe for the study included senior supply chain 
managers from companies identified as having leading supply chain organizations. There 
were a number of surveys designed to identify the top global performing supply chain 
organizations. The two most often cited in the trade literature were the Gartner Supply 
Chain Top 25 (Aronow, Burkett, Nilles, & Romano, 2016), which has been published 
every year for the past 12 years, and the Supply Chains to Admire study (Cecere et al., 
2016), in its third year of existence. Although there was minor overlap with some 
companies appearing on both lists, the methodologies for the two studies are different. 
The Gartner study compared all companies against each other without consideration of 
industry. The selection heuristic for the Gartner study included 50% weighting on 
financial performance, 25% on Gartner analyst opinion, and 25% on peer-company 
member opinion. The companies in the Cecere et al. study, were initially selected using 
financial metrics and then further winnowed down based on demonstrating whether or 
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not those organizations were driving improved value over time against their peer group as 
measured by a calculated supply chain index developed by the authors.  
I took the purposive sample from supply chain leaders in organizations listed in 
the Gartner Supply Chain Top 25 (Aronow et al., 2016) or from the 16 companies 
identified in the Supply Chains to Admire study as Winners (Cecere et al., 2016). 
Potential research participants were from the pool of supply chain leaders with titles such 
as vice president, director, or senior manager with the expectation that people with these 
titles will have played a role in the decision-making process for choosing key 
performance measures and targets. Although Patton (2002) acknowledged there are no 
hard and fast rules for sample size in qualitative research, others (e.g., Englander, 2012) 
have recommended a minimum sample size of 20 for phenomenological studies. I 
planned for 25 respondents from at least five companies to allow for the likelihood that 
some organizations and/or respondents might not complete the study. Appendix A 
provides the letter of cooperation signed by the participating companies and Appendix B 
is the letter of invitation I sent to participants. 
Instrumentation 
According to Englander (2012), the interview is the predominant data collection 
protocol used in phenomenological research to draw out the rich lived-experiences and 
meanings of the phenomenon under study. Englander added that once the researcher has 
developed a pool of individuals who have experienced the phenomenon of interest the 
next step is to interview each participant. Brinkmann and Kvale (2015) recommended the 
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use of a semi-structured interview protocol with enough structure to guide the interview 
but not so rigid as to influence the participants’ responses.  
Giorgi (2009) emphasized that the questions contained in the interview protocol 
must be in alignment with the descriptive phenomenological approach. Giorgi shared that 
the interviewer asks the participant for a description of a situation in which the participant 
experienced the phenomenon under study. Giorgi stressed the importance of making 
salient not only the experience and associated meanings but also the context within which 
the phenomenon was experienced. Giorgi explained that meanings are critical to 
understanding the phenomenon and meanings are context-dependent.  
Englander (2012) said that the first interview question should be in the format of, 
“Can you please describe, in as much detail as possible, a situation in which you 
experienced [name the phenomenon] (p. 26)?” Englander added that additional questions 
should be guided by the response of the participant with the researcher keeping the focus 
of the interview on the phenomenon being studied. Englander explained that in the 
phenomenological method, the researcher is less focused on the subject–subject 
relationship (participant–researcher relationship) and more focused on the subject–
phenomenon relationship (participant–phenomenon relationship).  
I developed the interview protocol for the study (Appendix C) based on the 
guidance of Jacob and Furgerson (2012) who advised including both the interview 
questions and a procedural script to get the interview off to a good start and to bring the 
interview to a successful conclusion. Jacob and Furgerson suggested including in the 
beginning of the script prompts to (a) tell a bit about myself, (b) provide an overview of 
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the study, (c) give an explanation of informed consent, and (d) provide wording to 
alleviate any confidentiality concerns. Jacob and Furgerson recommended concluding the 
script with prompts to (a) thank each respondent, (b) provide my contact information, (c) 
describe the next steps in the research process, (d) schedule a follow up interview as a 
placeholder to ask any additional and/or clarifying questions, and (e) ask participants if 
they would like a summary of the research findings.  
Jacob and Furgerson (2012) recommended that the questions in the interview are 
open-ended and expansive. Cohen, Kahn, and Steeves (2000) said that interviews are 
interactive, resembling conversations. Jacob and Furgerson suggested that the researcher 
begin with easier questions and move to more complex questions. Jacobs and Furgerson 
advised incorporating bulleted words or phrases under each question to act as prompts 
both to ensure the gathering of rich data and to get the interview back on track if needed.  
Jacob and Furgerson (2012) pointed out that one of the benefits of qualitative 
research is the emergent nature of the method and that the researcher must be willing to 
make in-situ revisions to the protocol. Piloting the interview protocol was strongly 
recommended by Jacob and Furgerson as a way to help strengthen both the script and the 
interview questions. I conducted a pilot study with two participants and used feedback 
from the pilot study to further refine the interview protocol.  
Pilot Study 
According to Kim (2011), a pilot study is used as a way to test the research 
methodology the researcher intends to apply to the main study but conducted on a smaller 
scale. Kim noted that there are several benefits to conducting a pilot study including 
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validation of the research protocol, the data collection methods, and the recruitment 
strategy. Cohen et al. (2000) suggested using a pilot study to help the researcher develop 
appropriate interview prompts to ensure that informants fully describe their experience. 
These prompts could then be incorporated into the protocol for the main study. Kim 
stated that a pilot study could validate that the research methodology is aligned to the 
overarching research question. Kim added that undertaking a pilot study is invaluable to a 
novice researcher in assessing readiness, skills, and commitment to a phenomenological 
study. 
I reflected on the main concerns I had about the study. I used these concerns to 
inform the goals of the pilot study. I wanted to test the recruitment strategy. I wanted to 
understand if the interview questions acted as appropriate prompts for participants in 
exploring how they chose the key performance measures and goals for their 
organizations. I wanted to be sure that I was able to follow the interview protocol. I 
wanted to validate that following the protocol enabled me to create an environment where 
I captured the deep and rich experiences of supply chain leaders as they openly shared 
their decision-making strategies in their own words. And I wanted to test the data 
collection plan. To test the recruitment strategy, interview protocol, and data collection 
plan, I followed the process outlined in the Recruitment and Data Collection Process 
Diagram (Appendix D) and described in the section titled Procedures for Recruitment, 
Participation, and Data collection. The only deviations were that I asked the participants 
of the pilot study the following additional questions: 
• What did you like about the recruiting process?  
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• What steps could I take to improve the recruiting process? 
• Did you feel that the questions allowed you to share your unique experiences 
in choosing the key performance measures and goals for your organization? 
• Was there anything that you thought I should have asked but did not? 
• Do you have any other feedback about the recruitment and interviewing 
process or content? 
Kim (2011) conducted a pilot study with two participants. Upon reviewing the 
participants’ responses, Kim was able to see researcher biases and preconceptions 
regarding the phenomenon showing up in the interview questions. Kim realized the 
questions needed to be broadened for the main study to allow the participants to share 
their own experiences. Cohen et al. (2000) cautioned the researcher not to allow the 
prompts to direct the interview in an overly restrictive way. I too reflected on the pilot 
study to determine how I should have modified the recruitment strategy, the interview 
protocol, and/or the approach as a phenomenological researcher. I used these insights to 
inform the main study.   
Procedures for Recruitment, Participation, and Data Collection 
Englander (2012) stated that the participant is important to the research process 
because the participant has actually experienced the phenomenon under study. To draw 
out the rich details of the experience, Englander explained that the interviewer must 
remain present and continuously shift focus between the phenomenon and the participant. 
Englander stressed that the researcher must remain flexible as to the line of questions 
while still keeping focus first and foremost on the phenomenon. Cohen et al. (2000) 
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stated that the follow up interview is useful not only for reviewing the transcript, but as 
an opportunity for an informant, who might have reflected on the interview, to offer 
additional thoughts in the second interview that could lead to gathering additional data.   
Cohen et al. (2000) described the rich layers of data that could be collected not 
only from the participant’s interview but also via field notes taken by the researcher. 
Cohen et al. stated that field notes could also increase the trustworthiness of the study by 
making explicit any researcher bias as well as making salient decisions made during the 
study and the logic behind those decisions. Cohen et al. added that field notes are useful 
for documenting elements of an interview that would not be detected in a transcript such 
as intonation, body language, and other aspects of the environment. Cohen et al. said field 
notes allow the researcher to continue to document the details of an interview once the 
recorder has been turned off, such as during a follow up interview. Cohen et al. suggested 
that field notes be used as a way for the researcher to self-evaluate and to reflect on the 
interview. Cohen et al. added that field notes could be used to record ideas, clues, 
hunches, and insights related to the unfolding research.  
In addition to the use of a hard copy of the interview protocol, I also recorded the 
interview using a recording and transcription service (NoNotes.com, 2017). NoNotes 
allowed a verbatim recording of questions to the participant and the participant’s 
responses. A transcription of the interview as a Microsoft Word Document was available 
from NoNotes. I also planned to record the interview using an iPhone as a backup in case 
something happened with the NoNotes recorded interview. 
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Brinkmann and Kvale (2015) observed that there is little information in the 
research literature regarding the quality of the transcription process. Brinkman and Kvale 
pointed out that to transcribe means to transform and that the transcription process by its 
very nature begins to decontextualize the conversation that began with the live interview. 
Brinkman and Kvale stated that the first loss of context occurs during the audio recording 
in which body language disappears. There is further degradation during the transcription 
with the loss of intonation, voice, and breathing. Brinkman and Kvale’s observations 
support the position of Cohen et al. (2000) regarding the value of field notes to capture 
contextual details of the phenomenon as a key element of the research process.  
Brinkmann and Kvale (2015) shared that in many research projects the 
transcription is done by an administrative assistant. Brinkman and Kvale stated that if 
using an outside transcription resource it is important that the researcher is clear 
regarding the transcription rules by choosing between verbatim transcription that includes 
the participant peppering the interview with ohs, uhms, and pauses or a transcription 
written in a more formal grammatical style. Although using additional resources for 
transcription can help speed up the pace of the research, Brinkman and Kvale shared that 
researchers who do their own transcription can learn a lot about the effectiveness of the 
interview style. I used NoNotes outside transcription service so that I could continue 
conducting interviews while waiting for the raw transcripts from previous interviews. I 
asked NoNotes to transcribe the interviews verbatim. 
Cohen et al. (2000) stated that it is imperative that the researcher document field 
notes as soon as feasible after the interview. One suggestion offered by Cohen et al. was 
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to record field notes immediately and then transcribe and elaborate as soon as possible 
thereafter. I reserved time at the conclusion of each interview to reflect on the interview 
and record my field notes.  
I used the output from the pilot study to make needed modifications to the 
recruitment, participation, and data collection process. Since I expected to receive 
additional potential participants as an output from the pilot study, I began the recruitment 
and data collection from this potential pool. I outlined the recruitment, participation, and 
data collection process in the Recruitment and Data Collection Process Diagram 
(Appendix D), summarized as follows. 
1. Select point-of-contact and obtain potential participants from that organization.  
2. Enlist participants, obtain consent, and schedule initial interview. 
3. Conduct and record initial interview. Schedule follow up member-checking 
interview. 
4. Receive raw interview transcript from NoNotes. 
5. Sanitize transcript, send to participant, and conduct member-check. 
6. Create concept map from final member-checked transcript.  
7. Repeat steps above until I have collected 25 edited transcripts and 25 concept 
maps.  
Data Analysis Plan 
Giorgi’s descriptive analysis methodology. Since I conducted a descriptive 
phenomenological study, I followed the descriptive analysis (DA) process as outlined by 
Giorgi (2009) who is considered a seminal researcher of this methodology. Giorgi said 
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that the purpose of DA is to understand the meaning of the phenomenon based solely on 
the data presented by the informant. Giorgi reminded the researcher that DA does not try 
to clarify any ambiguity in the data, merely to describe the ambiguity. Any data gaps are 
not filled in via theoretical speculation but rather through collecting more data. Giorgi 
said that the ultimate result of DA is the generation of a second-order decontextualized 
description of the phenomenon. 
Giorgi (2012) stated that there are five steps in the DA method. In the first step, 
the researcher reads the entire transcript to get a sense of the whole experience in the 
words of the informant. In the second step the researcher begins to determine the 
meaning units contained within the text. Giorgi (2009) advised the researcher to read 
through the interview again, making a notation on the transcript each time the researcher 
notices a shift in meaning. Giorgi stated that determination of a meaning unit is 
somewhat arbitrary and different researchers reading the same transcript will develop 
different meaning units. 
Giorgi (2009) added that it is the transformation of the meaning units that is at the 
heart of the DA method and is the third step in the analysis. Giorgi shared that in the 
transformation step, the informants’ first-order lived expressions are transformed into 
second-order thematic statements. Giorgi said that the researcher again returns to the 
description that has been broken down into meaning units. The researcher then 
interrogates each meaning unit to draw out the invariant essences in order to develop 
higher level categories that contain the same psychological meaning. Giorgi added that 
this transformation is the first step in the development of a general framework. The 
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framework enables the integration of data from multiple informants into a single structure 
that, in spite of specific differences in the experience, shares a common psychological 
meaning.  
Giorgi (2009) cautioned the researcher that step 3 is very time consuming. The 
researcher must become immersed and spend time with the data in an imaginative way 
including looking at the data from a polar opposite perspective. Giorgi added that the 
researcher might need to re-write many versions of the transformation before finding the 
one most suitable expression. The researcher must then test the invariant expression by 
returning to the meaning units and validating that the category description in fact captures 
all aspects of the data.  
Giorgi (2009) advised the researcher to take on the perspective of the critical 
other that sits on the researcher’s shoulder to ensure that the transformation makes sense 
to the broader community of stakeholders in the research. Giorgi added that researchers 
must make explicit the process they are going through while transforming the meaning 
units. Brinkmann and Kvale (2015) summarized the output of the third step as a set of 
transformed meaning units written as simple thematic statements that convey the 
informants’ viewpoint as understood by the researcher. 
Giorgi (2009) stated that in the fourth step of the DA, the researcher again 
interrogates the meaning units, this time from the lens of the purpose of the study. Since 
the study is to explore the decision-making strategies used by supply chain leaders in 
choosing their key performance measures and goals, in step 4 of the analysis I 
interrogated the meaning units through the general lens of decision-making theory and 
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the more specific lenses of rational decision-making, heuristics and biases decision-
making, and naturalistic decision-making. 
 Brinkmann and Kvale (2015) stated that there are no predetermined number of 
transformations required of steps 3 and 4. Giorgi (2009) said that first the researcher must 
re-write the meaning units exactly as transcribed but this time in the third-person voice. 
Giorgi said the researcher must document in a workbook or journal how the 
transformations are worked through. It is through the transformation process that the 
researcher adds psychological knowledge. Giorgi added that the output from steps 3 and 
4 will yield three to five general themes that will become the basis for writing the general 
structure of the phenomenon. 
Giorgi (2012) stated that step 5 is writing the final structure. The final structure 
generally consists of several general constituent meanings along with the relationships 
among the meanings. Giorgi recommended that the researcher pressure tests the structure 
by removing a key constituent to see if the structure remains or if it collapses as a result 
of the removal. Giorgi said that the structure could include characteristics of the 
experience that the informants made salient, as well as aspects of which the informants 
were either unaware or chose not to directly share. Giorgi explained that during the study 
the informants will share what each of them lived relative to the phenomenon although 
the researcher must focus on how the informants lived that experience. Ideally the 
resulting structure is general enough that it would be applicable to people beyond the 
sample set in the study. Brinkmann and Kvale (2015) neatly summed up step 5 as the 
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process of tying together the essential unique themes from all the interviews in a simple 
yet comprehensive descriptive statement.  
Giorgi (2009) stated that by following the DA method, the researcher has taken a 
complex set of informant interviews, broken the interviews down into a set of natural 
meaning units, made salient the main themes, subjected these themes to extensive 
interpretation and theoretical analysis, and synthesized the informants’ common 
experience into a general descriptive structure of the phenomenon that is independent of 
the context. Giorgi stressed that the description of the structure is not the final step of the 
process. Since the structure is intended to provide deeper insights into the phenomenon, 
Giorgi coached the researcher to return to the transcripts and again interrogate the data, 
seeking to better understand the variations within and between the informants’ responses. 
Giorgi encouraged the researcher to provide specific examples of the essential insights in 
order to provide color and clarity to the more abstract elements of the structure.  
Brinkmann and Kvale (2015) strongly recommended that the researcher keep the 
final report top of mind, including how to present the results of the analysis, during all 
phases of the study. I followed the suggestions of Giorgi (2009) that in addition to the 
descriptive structure, the researcher consider creating a visual diagram showing the 
relationships among the constituents of the phenomenon as well as a table showing how 
each informant experienced each of the key aspects of the final structure.  
Coding. Saldaña (2013) explained that coding is the assignment of a word or 
short phrase to a meaning unit that captures the essence of that piece of data. Saldaña 
added that coding allows the researcher to transition from data collection to data analysis. 
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Coding allows the researcher to find patterns in the data that show (a) similarity, (b) 
dissimilarity, (c) frequency of occurrence, (d) sequences, (e) cause and effect, and (f) 
occurrences relative to other activities or events. Saldaña observed that coding is an 
iterative process as the researcher applies varies analytic lenses to the data. Coding goes 
through two or more cycles. Saldaña added that as recoding progresses the output moves 
from being more specific to more general. Saldaña noted that in each subsequent cycle 
the researcher organizes, groups, focuses, and highlights the data in such a way that 
categories, themes, and sometimes theory, emerge from the process.  
Saldaña (2013) said that in addition to coding the informants’ transcripts, the 
researcher should also consider coding field notes along with any other documents or 
artifacts collected along the way. Saldaña recommended that coding occur as data is 
collected. Saldaña shared that during the coding process certain ideas and patterns may 
begin to emerge. Saldaña recommended the writing of analytic memos, defined as 
thoughts that occur during data gathering and analysis. Saldaña described analytic memos 
as a way of recording the mental dialogue the researcher has while going through the 
process of making connections in the data, raising questions, solving problems, building 
strategy, as well as general reflection. Saldaña added that analytic memos are fertile 
ground for coding. Saldaña advised the novice researcher to code anything and 
everything so as not to miss what later could be determined as a crucial piece in the 
research puzzle.  
Saldaña (2013) offered a variety of coding methodologies for First Cycle Coding. 
Saldaña added that the choice of coding methodology depends on the nature of the 
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qualitative study. Saldaña suggested that novice researchers consider basic coding 
techniques such as Attribute Coding, Structural Coding, and/or Descriptive Coding for 
First Cycle Coding. Since I conducted a descriptive phenomenological study it seemed 
logical to apply Attribute Coding to allow for the capture of descriptive information 
including particular characteristics and demographics. For example I might have found 
that there were different decision-making strategies employed by supply chain leaders 
depending on gender or time in role factors.  
Saldaña (2013) explained that Structural Coding is broadly used across qualitative 
studies that employ semi-structured interview protocols across multiple participants in 
order to examine commonalities and relationships in the body of data. Since the study 
was intended to explore whether there are similarities and differences in decision-making 
strategies across supply chain leaders, Structural Coding seemed applicable. Saldaña also 
recommended Descriptive Coding as particularly appropriate for novice researchers 
across all qualitative methodologies. Descriptive Coding results in the categorization of 
the data corpus, is particularly applicable to the analysis of field notes, and can lay the 
foundation for Second Cycle coding. Since the conceptual framework for the study was 
decision-making theory, I used pre-determined broad codes that followed the three main 
decision-making schools of thought; rational decision-making, heuristics and biases 
based decision-making, and naturalistic decision-making as a way to initially categorize 
respondents’ transcripts. Saldana also cautioned the researcher not to get too wedded 
initially to a coding process.  
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Saldaña (2013) suggested that novice researchers consider using Eclectic Coding 
in which the researcher first applies codes to the data without regard for a specific coding 
technique. Then the researcher identifies each code to a coding methodology. At the 
conclusion of the First Cycle coding the researcher may find that one or two coding 
techniques have been used for the majority of the data which could then inform the 
Second Cycle coding technique(s) to be applied to re-coding the data in subsequent 
coding cycles.  
Saldaña (2013) recommended trying out coding techniques on a smaller sample 
size, such as in a pilot study. Saldaña added that the researcher could then assess the 
results to determine the most suitable coding techniques for the study. I followed 
Saldaña’s suggestions of using Eclectic Coding (which may include Attribute, Structural, 
and/or Descriptive Coding) to the pilot study to inform the approach to the main study.  
Saldaña (2013) explained that moving from First Cycle to Second Cycle coding 
should be considered a process of re-coding. Saldaña said that as a result of First Cycle 
coding and simultaneous writing of analytic memos, the researcher begins to see insights, 
discoveries, and patterns emerging from the data. Saldaña added that these outputs help 
frame the deep thinking required by the researcher to determine how best to re-cycle 
through the data to provide additional focus and deeper insights, connections, and 
processes. Saldaña summarized the goal of the Second Cycle stage as the development of 
categories, themes, concepts, and theories. In each cycle, the number of codes decreases 
as the researcher develops broader categories, concepts, theories, and statements.  
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Two Second Cycle coding techniques offered by Saldaña (2013) that seemed 
relevant for the study were Pattern Coding and Focused Coding. Saldaña stated Pattern 
Coding is particularly useful for creating meta-categories that group together the codes 
generated from the First Cycle. Saldaña added that Super Coding is a variation of Pattern 
Coding that aids researchers in finding relationships among or between codes. Saldaña 
explained that Pattern Codes are often expressed as metaphors.  
According to Saldaña (2013), Focused Coding is appropriate for essentially all 
qualitative studies and usually follows Initial Coding or Process Coding. Focused Coding 
allows for the generation of higher-level categories with subcategories beneath each 
category in a tree-like structure. Although Pattern Coding and Focus Coding seemed to 
be potential coding methodologies for the study, I followed the advice of Saldaña and let 
the results of the First Cycle coding influence the Second Cycle coding methodologies 
that I applied. 
Software. Saldaña (2013) stated that there are a variety of tools that the 
researcher could use to code and analyze qualitative data. Saldaña recommended that the 
researcher initially consider manually coding small-scale studies on hard copy printouts. I 
followed this recommendation for the pilot study interviews. Saldaña also recommended 
that those who will be handling large volumes of data as a result of multiple participant 
interviews consider using computer-assisted qualitative data analysis software 




I created concept maps of each informant’s interview. To do so I used Visio Pro 
(Microsoft, 2017) because of its ability to visually organize complex concepts. I also 
created a concept map of the final descriptive structure to show pictorially the elements 
of the structure and the interrelationships among those elements.  
Discrepant cases. There might have been places in the process where I could 
have encountered what might seem to be a discrepant case. Brinkmann and Kvale (2015) 
cautioned the researcher to remain diligent in the potential for subjective bias to sneak 
into a study. Brinkmann and Kvale stated that a sloppy researcher is one that only notices 
evidence that supports the researcher’s opinions or preconceived notions failing to note 
any counter evidence. It was imperative that I determine if a case truly was an anomaly or 
if I missed something in the analysis. Brinkmann and Kvale suggested that when a 
discrepant cases is encountered this could be a trigger to interrogate the data again using 
a different perspective and asking different questions of the same data in order to 
explicate different interpretations of meaning. Should a case be truly unique and 
different, I attempted to make this condition transparent as I described how I attempted to 
transform the informant’s text. By applying perspectival subjectivity to interrogation of 
the text throughout the process as well as providing transparency, I improved both the 
rigor and the richness of the study.  
Issues of Trustworthiness 
Lincoln and Guba (1985), seminal authors on qualitative inquiry, stated that it is 
difficult to ensure that qualitative research is correct. They proposed four criteria to 
ensure the trustworthiness of qualitative research: credibility, transferability, 
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dependability, and confirmability. Giorgi (2012) stated that these four criteria must be 
applied consistently with respect to the ontological, epistemological, and methodological 
framework of the study. Sousa (2014) added that although there exist consistency and 
validity elements that are common to all qualitative methodologies, the researcher must 
apply quality control measures that are specific to the chosen research method.  
Credibility 
According to Sousa (2014), credibility establishes that the research results are 
believable. Sousa offered some methods to ensure credibility including triangulation, 
prolonged contact with participants, peer debriefing, reflexivity, saturation, and member-
checking. I planned to apply member-checking, concept maps, saturation, reflexivity, and 
peer debriefing because these methods are recommended by Giorgi (2012) for 
phenomenological studies.  
Houghton, Casey, Shaw, and Murphy (2013) described member-checking as 
allowing the participant to read a verbatim transcription of the interview and to 
acknowledge that the participant’s words were used. Houghton et al. highlighted a 
potential challenge in phenomenological research. Houghton et al. said that if participants 
are asked for feedback on the data after the researcher has synthesized and reconstructed 
the results participants likely will not be able to recognize their own responses once 
analysis and eidetic reduction has occurred. Sousa (2014) agreed with Houghton’s et al. 
perspective on member-checking in descriptive phenomenological studies stating that the 
researcher may readdress the participants for clarification or for more detail but this must 
occur before beginning the analysis. As previously described in the section on 
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recruitment, participant selection, and data collection, I e-mailed each participant a copy 
of their transcribed interview along with a letter asking each participant to either confirm 
that the transcript reflected their experience in their own words or to provide changes. I 
also conducted one or more follow-up calls to ensure that each participant was in 
agreement that I adequately captured how they experienced the phenomenon.  
I followed the advice of Shosha (2012) and, as a proxy for peer-debriefing, 
reviewed the data analysis process with my committee to ensure that I applied a rigorous 
approach to turning raw data into meaning units, themes, and categories. Shosha 
recommended the use of a journal to help aid in bracketing. A journal allowed me to 
make transparent any pre-conceived biases I had and to put these biases aside. I also 
followed the advice of Saldaña (2013), as described in the subsection on coding, and 
adopted the practice of writing analytics memos during the data analysis process. The 
journaling and use of analytic memos acted as an audit trail to describe any key decisions 
I made along the data analysis journey.  
According to Sousa (2014), saturation is another critical component to ensuring 
credibility of a study. The plan was to initially interview five senior supply chain leaders 
who agreed to participate in the study. I took the result of those interviews to conduct the 
initial coding. I conducted the next five interviews, adding new data to the coding. I used 
three criteria to determine if saturation has occurred: (a) I was obtaining no new 
information, (b) I was adding no new coding, and (c) I had gathered enough information 
that would allow someone else to replicate the study. If I did not meet one of the above 
three criteria, I planned to continue to gather respondents until all three criteria were met 
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or I met the Walden University minimum of 20 respondents. Once I met the criteria I 
stopped recruiting new participants. 
Transferability 
Houghton et al. (2013) stated that transferability determines if the research results 
can be transferred to another similar situation without altering the meanings from the 
original study. Transferability is determined by the reader of the research using the thick 
descriptions of the specific context, the protocol, and the raw data provided by the 
researcher of the original study. Elo et al. (2014) stressed the importance of reporting 
high quality results and applying a thorough analysis process. Elo et al. added it is 
important to include clear descriptions of the characteristics of the participants along with 
the context within which the participants experienced the phenomenon to aid the reader 
in evaluating the transferability of the study.  
Sousa (2014) stated that analytical generalizability is achieved from applying 
both internal and external consistency methods. Sousa said internal consistency includes 
constancy of process in participant selection, interview questions, data collection, and 
data analysis. Sousa added that external consistency includes the linkage between the 
application of concepts/theory, theory generation, and writing the resulting report. To aid 
in the transferability of the study, I provided detailed descriptions of the context and 
examples of raw data to make salient possible alternate interpretations of the results. I 
also provided direct quotes from the participants to add to the richness of the 
interpretations of the phenomenon. The selection of the participants also added to the 
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transferability of the study because I collected the experiences of supply chain leaders 
from several companies within a variety of industries. 
Dependability 
According to Houghton et al. (2013), dependability ensures that the data are 
gathered in a repeatable and reliable manner whereas confirmability demonstrates how 
the research findings were developed from the data. Houghton et al. recommended the 
use of an audit trail and a reflexivity journal, as important tools to ensure the study results 
are dependable and confirmable. The audit trail for the study came from two sources. I 
kept a journal of detailed notes describing the contextual background of the data 
collection process and I used analytic memos to capture the reasoning and rationale for 
all methodological decisions related to applying the descriptive phenomenological 
method as described by Giorgi (2012). The second source was from the NVivo software I 
used. Houghton et al. stated that NVivo could provide a complete trail of decisions made 
from data collection through to analysis. For example, the use of the NVivo query 
functionality may help to ensure a researcher does not place undue emphasis on minor 
findings thus helping to reduce researcher bias (Houghton et al., 2013). 
Confirmability 
Berger (2015) stated that reflexivity is the both the recognition of and the 
continual internal self-evaluation made that the researcher’s position can have in 
affecting the results of a study. Berger added that factors that influence the researcher’s 
positioning might include gender, age, ethnicity, professional experience, political 
orientation, etc. Berger shared three major areas that may be impacted by the researcher’s 
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posture and that must be addressed via a reflexive approach to study: (a) the ability of the 
researcher to access and engage the participants, (b) the impact of the researcher-
participant relationship, and (c) the worldview of the researcher and the impact of that 
worldview on how questions are posed and results are interpreted.  
Houghton et al., (2013) recommended the use of a reflective diary where the 
researcher could capture what brought the researcher to study the phenomenon and how 
that perspective might affect the research. Saldaña (2013) recommended the use of 
analytic memos to make design decision rationale, emotions, and challenges transparent. 
Berger described reflexivity as self-supervision and suggested the research employ 
strategies such as member-checking, creating an audit trail, and the use of journaling. I 
used a self-supervision journal and analytic memos to capture the reasoning, decisions, 
and emotional reactions related to the study.  
Ethical Procedures 
I gained approval from Walden University’s Institutional Review Board (IRB) to 
proceed with the research. Securing IRB approval meant that I obtained a certificate from 
the National Institute of Health showing I completed the Human Research Protection 
Training. According to Harris (2017), a researcher must demonstrate to the IRB that 
beneficence, justice, and respect for persons has been adequately addressed to receive 
IRB approval. Beneficence is described by Walden University as maximizing the 
possible benefits of the study while minimizing possible harm to the study participants. 
Justice includes fairly distributing the benefits and burdens of a study. And respect for 
persons means that the researcher acknowledges that the participants are able to 
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participate or withdraw of their own free will and the researcher protects any participants 
who have diminished autonomy. If I had found during the pilot study that I needed to 
change any of the participant recruitment, data collection, or data analysis procedures, I 
would have filed an IRB Change Request form and waited for approval before making 
the changes and continuing on with the study.  
To make sure participants understood the study, what their involvement was to be, 
how they could withdraw, how they would receive results, and that they would not be 
compensated for participating in the study I made sure that I obtained an electronically 
signed copy of the consent form for each participant in accordance with Walden 
University (Harris, 2017) IRB requirements. Since the study was of a general business 
management and not a personal nature there was little likelihood of personal risk to 
participants. I ensured that a senior person in the organization approved employees 
participating in the study and also that there was no pressure to participate. I ensured that 
participants knew they could withdraw from the study at any time. If someone did had 
withdrawn I would have deleted all of the data related to that participant and recorded on 
the participant id number cross-reference file that the participant withdrew.  
I previously described in detail in the methodology section the steps I took to 
protect the identity of each participant and their organization. These steps included use of 
a participant id number cross-reference file, sanitizing the raw transcriptions to remove 
any participant or organization information, deleting raw transcription data once the 
sanitized transcripts had been approved by the participant, saving each electronic 
document as a pass-word protected file on an external hard drive and saving each hard 
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copy file in a locked safe for a period of at least five years, in accordance with Walden 
University IRB policy. After five years I will delete the electronic files and shred the hard 
copy files.  
Summary 
In Chapter 3 I presented the approach for selecting the descriptive 
phenomenological methodology as the most appropriate approach for addressing the 
research question which was approved by the Walden University IRB (IRB approval 
number 01-29-18-0262213). I explained the role of the researcher in a descriptive 
phenomenological study. I drew from the literature to develop the methodology and 
interview protocol. I described in detail how I planned to conduct the pilot study and how 
I planned to use what I learned from the pilot study to inform the main study. I described 
how I planned to select the participants for the study, how I planned to conduct the data 
collection process along with a description of how I planned to apply Giorgi's (2009) 
descriptive analysis process for data analysis. I shared the technology I expected to use to 
gather and analyze the data from the participant interviews. I explained how I planned to 
ensure that the study was trustworthy, that I had a solid ethical procedures plan to protect 
both respondents and their organizations and that I planned to meet the requirements of 
the Walden University Internal Review Board. I believe I provided the necessary detail so 




Chapter 4: Results  
The purpose of this qualitative descriptive phenomenological study was to 
improve the understanding of the decision-making strategies used by supply chain leaders 
in their selection of key performance measures and associated goals. The central research 
question for the study was, What are the decision-making strategies key performance 
measures and goals for their organizations? In addition to the central research question, I 
developed seven interview questions for the interview protocol (Appendix C).  
In the remainder of this chapter I share the impact of the pilot study on the main 
study. I explain how aspects of the research setting may have influenced participants’ 
responses or interpretation of study results. After presenting participant demographics 
and characteristics, I describe the data collection process including changes in the data 
collection plan versus what I outlined in the proposal. I share the process I used for data 
analysis including how I moved from the original transcripts to meaning units, to 
categories, and finally to themes. Then, I explain the coding logic I used to ultimately 
develop the major themes. To demonstrate that the study is trustworthy, I present 
evidence of credibility, transferability, dependability, and confirmability.  
Then, I present the results of the study. I share the analysis in response to the 
central research question by presenting the overarching themes along with specific 
examples in the words of the participants that emerged through the data analysis. I close 




I conducted a pilot study to test the research methodology I decided to employ 
and more specifically the interview protocol. I also wanted to validate the data collection 
and member-checking process as outlined in Chapter 3. I chose the first two participants 
who agreed to participate in the main study for the pilot study. In addition to the 
questions and prompts for the main study, I asked the pilot study participants the 
following questions: 
• Did you feel that the questions I asked you allowed you to share your unique 
experiences? In essence did I get from you what you would have wanted to 
convey in an interview on this subject? 
• What did you like about the process I used to recruit you to the study? What 
did you dislike about the process? 
• Is there any other feedback about either the recruiting or the interviewing 
process or content that you want to make sure I know about? 
The first participant (P1) stated that the initial question, “What is the single most 
important key performance measure or indicator for your supply chain organization?,” 
made P1 feel a bit boxed in. P1 said, “You cornered me a little bit. I think I would 
encourage you to broaden that topic. I think I could’ve shared with you a little bit more 
on things we’re measuring.” P1 added that being allowed to share the process on two or 
three KPIs might have enabled more information sharing. I thanked P1 for the feedback 
and said the intent was not to constrain thinking or responses in any way. During the 
interview I added an ad hoc seventh question, “Was there anything I should have asked 
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and you wanted to be sure that I know?” P1 responded that I did not make P1 feel 
uncomfortable at all stating, “You went through what I would’ve asked, actually.” P1 
also added, “You left enough room for me to maneuver. You didn’t take me in any 
specific direction, not at all.” 
For the second pilot interview (P2), I slightly modified the first question by 
removing the word single from the question, “What is the most important key 
performance measure or indicator for your supply chain organization?” At the end of the 
interview I asked P2 the same additional pilot interview questions, and I received 
favorable responses both on the recruiting process and the interview (“I’m a willing 
participant. If I can share information and help with a research project and hopefully get 
information myself . . . then that collaboration is always beneficial.”). I asked if the 
questions allowed P2 to share unique experiences around KPIs and goals; P2 responded, 
“Thank you, the questions helped to facilitate linking those dots (between process 
documentation and establishing KPIs).” P2 was also complimentary of the sampling 
strategy, calling it a “Very good methodical, valid, and reproducible process.”  
The pilot study confirmed that the interview protocol (with the modifications 
noted) seemed to allow the pilot participants to share their unique experiences regarding 
the selection of KPIs and goals for their respective organizations. I used NoNotes.com to 
transcribe the recorded phone interviews. I then shared the sanitized transcripts with P1 
and P2. Working iteratively with each participant, I was able to generate sanitized 
transcripts that the two pilot study participants confirmed represented their respective 
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experiences with the topic. This showed that the proposed member-checking process was 
solid.  
After loading each sanitized transcript into the NVivo12 qualitative research 
software, I read through each one and created a memo to capture impressions of each 
interview and resulting transcript. I found that I had collected a substantial amount of rich 
raw data from P1 and P2 that, along with the conceptual framework from the literature 
review in Chapter 2, formed the basis for the initial codebook structure. I first manually 
developed the meaning units from each transcript by underlining key words and/or 
phrases with a pencil. Then, I coded these meaning units into NVivo12. Refinement of 
the codes, nodes, and subnodes continued throughout the remainder of the data collection 
and analysis phases of the main study. 
Research Setting 
I conducted all interviews via iPhone. They were recorded using the 
NoNotes.com recording app. In advance of the interviews, I e-mailed participants the 
general questions that would be asked. All but three participants had read the questions in 
advance and were prepared with their responses. The three participants who had not 
prepared apologized and said this was due to their busy schedules. I assured them that 
was fine and what I was really interested in was hearing about their experiences with 
supply chain measures and goals.  
All interviews were conducted during normal business hours. All but one 
participant took the interview from their offices. The one participant did not work from 
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home on certain days and chose to schedule our interview for one of those days. In no 
case did I sense that any participant was rushed for time or under any other form of stress. 
After I accessed each raw transcript from the NoNotes.com server, I converted it 
to a sanitized transcript following the process outlined in the proposal. There were two 
occasions where I had some technical/connectivity issues with NoNotes.com. I reinitiated 
the call, and the participants and I had a laugh about the challenges of technology. In 
those situations, I ended up with two recordings for one interview which I subsequently I 
combined but I kept in the transcript the dialogue around the fact that the call dropped 
and that we were able to pick up where we left off.  
Although conducting the interviews via phone was efficient, as I had participants 
from all over the United States and one in the United Kingdom, I found that I missed 
having the face-to-face interaction. I tried to use intonation of the voice on the phone to 
help guide the interview, but I am sure that I missed some nuances. However, after 
listening to the recordings of the interviews, I do not feel that it had much, if any, effect 
on the quality of the interviews, process, or output.  
Demographics 
Three community partners, all recognized as having exemplar supply chains, 
agreed to participate in the study (see the sample letter of cooperation in Appendix A). 
From these companies, 15 senior supply chain leaders completed the interview and 
member-checking processes. I conducted the demographic analysis, using SPSS v.25 on 




Of the 15 respondents who completed the interview process, 11 were male (73%), 
and four were female (27%). One of the selection criteria was that the participants had to 
hold senior roles in their organizations. Three of the participants were senior managers, 
three were directors, three were senior directors, five were vice presidents (VPs), and one 
was a senior vice president (SVP). Of the female respondents one was a SVP, one was a 
VP, one was a senior director, and one was a director. All 15 respondents qualified for 
the study based on their level in their respective organizations.  
Another criterion for selection was that participants were either responsible or 
accountable for selecting the KPIs and measures for their respective organizations. Using 
the RACI model; Responsible, Accountable, Consulted, or Informed (Blokdjik, 2008), 14 
of the participants stated that they were responsible for the key performance measures 
and goals for their respective areas. Eight participants said they were accountable, and 
one participant said they were also informed. All 15 participants were accountable and/or 
responsible for the KPIs and goals and were, therefore, qualified for the study based on 
their role in their organizations.  
I computed descriptive statistics for two demographic variables: (a) years as a 
supply chain professional and (b) years in current role. The mean number of years as a 
supply chain professional for the respondents was 19.87 years (SD = 9.441). The mode 
was 21 years. The participants’ years as a supply chain professional were from 4 to 35 
years for a range of 31 years. The two participants with fewer than 10 years of supply 
chain experience were seasoned professionals coming from outside the supply chain 
organization. The mean for the number of years each participant had been in their current 
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role was 3.77 (SD = 1.915). The mode was 3 years with participants reporting from 1 to 7 
years in their current role for a range of 6 years.  
Data Collection 
I followed the recruiting and data collection process as described in Chapter 3 and 
Appendix D. I was able to gain consent from and complete the data collection process 
from 15 senior supply chain leaders from the three consenting companies. Although this 
was less than the 20 participants I had originally targeted, I met the saturation criteria I 
had outlined in the proposal. The first criterion was that I was obtaining no new 
information. The first four interview questions were designed to get at the essence of the 
research question. After the first eight participants shared their KPIs and I categorized the 
KPIs as service, cost, quality, or corporate social responsibility (CSR), the next seven 
responses fit neatly into one of those categories. When asked about the decision-making 
processes used to select KPIs, by the tenth participant everyone had used naturalistic 
decision-making and this carried through to the fifteenth participant. And all but one 
participant (P13) had used two or more decision-making theories in their responses.  
The second criterion for saturation was, I was adding no new coding. Because I 
applied structural coding using the conceptual framework of decision-making, inherent in 
the design was a form of saturation. The only questions where I used open coding were in 
asking how participants used their KPIs and what they would change in the design or use. 
Within the first eight participants I had created a coding structure that fit the replies of the 
seven remaining respondents.  
137 
 
 The third criterion for saturation was that I had gathered enough information that 
would allow another researcher to replicate my study. This was the most subjective of the 
criteria. After writing the results, I re-read them through the lens of a future potential 
researcher who would want to determine if the study was trustworthy and whether there 
was enough detail in the research process as well as the participants’ responses to conduct 
a similar study with another population. If I felt certain areas were lacking, I more fully 
developed those areas. In spite of conducting only 75% of the targeted number of 
interviews, I am confident that I reached saturation in the study.  
After conducting, recording, and transcribing each phone interview using the 
NoNotes.com app, I sanitized the data as described in Chapter 3. Each participant then 
identified, either via a subsequent phone meeting or an e-mail, changes to be made to the 
sanitized transcript. Once all changes were made to the satisfaction of the participant, I 
received a verbal or e-mail confirmation that the sanitized interview reflected the 
participant’s intended responses to the interview questions. Since there were several steps 
involved in (a) recruiting participants, (b) scheduling initial interviews, (c) conducting 
those interviews, (d) transcribing, (e) sanitizing, (f) scheduling, and (g) member-checking 
the sanitized transcripts with each participant, I created an Excel-based audit trail 
showing the status in the process for each participant (Appendix E). 
Participants were very senior supply chain professionals from large companies 
and, therefore, had busy schedules. It took a long time to get an initial 45 to 60 minute 
interview with each participant and then to get another 30 minutes of time for the 
member-checking phone meeting during which I reviewed the sanitized transcript with 
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each participant. I scheduled the member-checking meeting at the conclusion of the 
initial interview. In several cases the member-checking interview was subsequently 
rescheduled due to conflicts that arose on some participants’ schedules. The first 
interview (P1) was conducted on June 19, 2018 and the final sanitized member-checking 
call with P15 took place on September 13, 2019 for a total duration of 15 months. I 
loaded the raw data from the 15 sanitized interviews, as they were completed, into 
NVivo12 for subsequent qualitative analysis.  
Data Analysis 
Saldaña (2013) advised that the central research question will guide coding 
choices made by a researcher. Initially, I created a node for each interview question. I 
then updated the style of each interview question to heading 1. This allowed for use of 
the NVivo12 auto code functionality to gather all 15 participants’ responses under each 
interview question to facilitate further coding.  
For the first interview question (Q1) I asked the participants to name one of their 
most important KPIs and the second interview question (Q2) provided the opportunity to 
provide a definition. As I looked through the responses to these two questions I decided 
that the best approach to analyze these questions was to create a table listing the KPI 
names by participant number and then assign a general theme to each KPI to see if certain 
types of KPIs were more common across participants’ responses. 
The third (Q3) and fourth (Q4) interview questions were intended to address the 
central research question regarding the decision-making strategies used by supply chain 
leaders in choosing the KPIs and goals for their organizations. I decided that for initial 
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coding I would use structural coding around the three main schools of decision-making 
theory: (a) rational decision-making, (b) heuristics and biases, and (c) naturalistic 
decision-making. Saldaña (2013) stated that structural coding is applying a conceptual-
based inquiry to data related to a specific research question. I created nodes for each main 
school of decision-making theory, the conceptual framework. Under each node I created 
subnodes that described attributes of that particular decision-making theory. For example, 
under the node naturalistic decision-making, I created subnodes (a) mental simulation, 
(b) sequential option evaluation, (c) situation comprehension, and (d) situation 
recognition. Following a deductive process, I used the conceptual framework codebook 
to code responses to Q3 (Please tell me, with as much detail as possible, about the 
process you used to decide on [insert name of KPI] as a key performance measure for 
your organization.) and Q4 (Have you determined a goal or target for [insert name of 
KPI]? If yes, then please describe, with as much detail as possible, how you came to 
decide on the goal of [insert goal].). 
I began to analyze the responses to Q3 by highlighting key words and/or phrases 
of each participant’s response to that question and coding those meaning units to the 
various nodes and subnodes of each decision-making theory. For example, P11 
commented, “You need to stretch yourselves and imagine what it’s like to be in the shoes 
of your customer . . . and improve that because companies that do that, do better in the 
marketplace and so that’s why we’re trying to do that.” I coded this sentence to mental 
simulation, a subnode under the parent node naturalistic decision-making. Early on in the 
analysis, I decided to break out fast and frugal heuristics as a separate node from 
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heuristics and biases to capture the nuances between these two lines of study on the use 
of heuristics in decision-making. I moved the various subnodes to the appropriate parent 
node.  
I was curious to see what decision-making theories each participant used. I was 
also curious how frequently each participant used language that could be associated with 
each decision-making theory. I used NVivo12’s matrix query feature to address these 
questions. I selected the 15 cases as the rows and the decision-making theories as the 
columns, with each cell showing the frequency a decision-making theory was used. I 
exported this query to an Excel file that can be found in Appendix F.  
I applied the same structural coding to the participants’ responses to Q4 as I did to 
Q3; coding meaning units to the various subnodes and nodes of decision-making theory 
using NVivo12. For example, P10 responded, “I think at the moment the target is to be 
better than the best in the corporation. . . . the short-term target is to become better, the 
long-term target is to sustain on a higher level than the average corporate level.” I coded 
this meaning unit to the subnode anchor and adjust that rolls up to the parent node 
heuristics and biases decision-making. Once I completed the structural coding for Q4 for 
all 15 participants, I used a similar process to analyze Q4 data as I did for Q3; using 
NVivo12 to create a matrix query showing by participant the number of coding 
references for each decision-making theory. I exported this query to an Excel file that can 
be found in Appendix G. 
After asking participants about their KPIs, how they selected those KPIs, and how 
they set their targets, I asked participants (Q5) how the KPIs were used in their respective 
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organizations. As I read through the first several responses to Q5, I began to see the 
beginnings of a process flow emerging from the participants’ language. I drew a 
flowchart using P1’s responses:  
So in my organization specifically, we use that measurement and we take 
it all the way from our monthly reviews with business units. It’s one of the 
key numbers we review with our carriers as well. So we take it to the 
carrier level, we take it to the [transportation] lane level, we use it to 
analyze high level plans . . . where [the] service level is going up or down . 
. . . We do go all the way down to comparing what the customer is telling 
us versus what our system is telling us . . . to have a constructive dialogue 
with the customer so we can breach the gap between reality and 
perception. Once that gap is closed, now we can start talking about putting 
a plan together. 
I modified the initial chart incorporating P10’s response: 
 I compare it versus previous experience. So, I see how we evolved 
compared to the previous measurement and I compare that against the best 
in the organization. That’s the first step . . . it allows us to say, “Yes, we 
will continue to do that,” or we change direction.  
I continued updating the flow chart by combining steps and refining the flow of 
information until I had developed a simple process flow that described not only how KPI 
results flowed through the organization but also how the organization used those results 
to drive improvements in performance. Once I developed the initial model, I reviewed the 
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model against responses from the other participants to make sure the model held together. 
For example, P13 explained that they use the KPIs in the functions and then those ladder 
up to the product value streams so I made sure the process model showed a review at 
various levels of the organization. 
The sixth interview question (Q6) was intended to explore what each participant 
would change if they could with respect to the KPIs they chose. I read through each 
participant’s responses and then performed open coding with the overarching theme of 
anything you would change. For example, P5 said that it is the availability of the data that 
has been the biggest road block. I coded that meaning unit to get data faster and easier.  
During the analysis, I created a code unintended behavioral consequences of KPI 
and another code understanding consequences of behavior on KPI. The first node was 
language describing how the KPI changed people’s behavior and the second node was the 
need to teach people how the work they do impacts the KPI results. I made these two 
nodes subnodes under the parent node KPI affects behavior. P11 commented that one 
barrier with OTIF (on time and in full) is that people were concerned if this metric would 
be the basis for their bonuses. And P7 asked, “So, how do we use these KPIs to push our 
work even harder?” 
Additionally, I found that the nodes (a) getting data faster and easier, (b) leading 
vs lagging; and (c) no change could become subnodes under the parent node better KPIs. 
But I felt that the node experimenting with new metrics was unique enough to stand alone 
as a node. For example, P12 offered, with regards to their KPIs, that they were 
experimenting and trying to figure out how to scale the KPIs.  
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After I completed the coding, including creating nodes and subnodes, I ended up 
with four nodes: (a) better KPIs, (b) experimenting with new metrics, (c) external view, 
and (d) KPI affects behavior.  
For the final interview question (Q7) I asked, “Was there anything I did not ask 
you but you wanted to be sure that I know?” I created a node called what else under 
which I captured participants’ responses. Much like with Q6, I read through each 
response creating subnodes under what else. I initially had 10 nodes for 15 participants. 
After combining some nodes, I ended up with six subnodes: (a) change culture, (b) 
external collaboration, (c) KPI structure, (d) organization structure, and (e) nothing to 
add.  
Evidence of Trustworthiness 
In Chapter 3, I shared that Lincoln and Guba (1985) acknowledged the difficulty 
in making sure that qualitative research is correct. They proposed four criteria to ensure 
the trustworthiness of qualitative research: credibility, transferability, dependability, and 
confirmability. Sousa (2014) stated that credibility establishes that research results are 
believable. Houghton et al. (2013) commented that transferability determines if the 
research results can be transferred to another similar situation without altering the 
meanings from the original study. They added that dependability ensures that the data 
were gathered in a repeatable and reliable manner and confirmability demonstrates how 




Giorgi (2012) recommended application of methods such as member-checking, 
concept maps, reflexivity, and peer debriefing to ensure the credibility for a 
phenomenological study. Member-checking was completed for all 15 participants. As 
stated previously, I sent each participant a written sanitized interview and then followed 
up with a 30-minute call to review any questions I had and/or to make any changes the 
participant desired. Each participant either gave a verbal agreement or sent an e-mail 
stating that the final version of the sanitized transcript reflected their experience with the 
research topic.  
I kept a journal throughout the research. In the journal, I kept track of the status of 
the research and wrote down what I thought the next steps were. Sometimes I had ideas 
that I thought would be helpful in later steps of research and recorded them in the journal 
for future reference. An excerpt of my reflection on the research from April 18, 2020 is 
the following:  
I conducted analysis of Q3. For details see memo called “Analysis of Q3.” 
I have enough information to write up how I did this analysis such that 
others could follow my thought logic. I can apply this same approach to 
analyzing Q4, although I will find different results I imagine. And 
comparing the results of Q3 and Q4 could also be interesting. For 
example, did I find the same predominant methodology used in both 
questions? Did I find the same frequency of using multiple decision-
making methods between questions?  
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Additionally, I wrote memos that I attached to the interviews in NVivo12 
including my initial impression of each interview. An excerpt from a memo attached to 
the P3 transcript was the following:  
P3 did an excellent job of explaining both the process for creating the KPI 
and the process for the annual target setting process. There was language 
that I could align with all three decision-making schools of thought. 
Anchoring/adjust, expertise, utility theory, and satisficing came to mind 
most often as I reviewed and then coded this interview. 
Furthermore, I shared in the analysis section how I did the initial coding and then how I 
refined and modified the coding as I progressed through the data.  
Transferability 
Houghton et al. (2013) stated that transferability is determined by the reader 
reviewing the thick descriptions of the specific context, the research protocol, and any 
raw data provided by the researcher of the original study. Elo et al. (2014) stated that it is 
important for the researcher to include clear descriptions of the participants’ 
characteristics. Sousa (2014) said internal consistency is achieved by demonstrating a 
consistent process of participant selection, interview questions, data collection, and data 
analysis. Sousa added that external consistency includes the linkage among the 
application of concepts, theme generation, and writing the results.  
Participant selection added to the transferability of my study since I collected the 
experiences of supply chain leaders from several companies within a variety of 
industries. I followed a consistent and specific set of characteristics to select the 
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participants. I also shared participants’ characteristics in the demographics section of this 
chapter. I provided the detailed research protocol I followed as described in Chapter 3 
and in Appendix D. I used a standardized research protocol for the interview and 
member-checking processes. And I applied a consistent approach to analyzing each of the 
interview questions. 
To aid in transferability of the study, I also provided the coding methodology 
which was based on the conceptual framework of decision-making theory. I provided 
descriptions of how I moved from raw data to themes and then results thereby making 
salient possible alternate interpretations of the results. And I included direct quotes from 
the participants to add to the richness of the interpretations of the phenomena.  
Dependability 
Houghton et al. (2013) said dependability comes from gathering data in a reliable 
and repeatable manner. I rigorously followed the data gathering process described in 
Chapter 3 and Appendix D. Houghton et al. also recommended using an audit trail. I 
found this recommendation useful and created an Excel file to track every step of the data 
gathering and analysis phases (Appendix E). The authors also recommended using a 
reflexivity journal, an important tool to ensure the study results are dependable and 
confirmable. I found that the most efficient method for journaling was to create a series 
of memos in NVivo12 that described my initial impressions of each interview, the steps 





According to Houghton et al. (2013), confirmability comes from demonstrating 
the development of the research findings from the data. Berger (2015) explained that 
reflexivity is the recognition of the impact of the researcher on results of a study. Berger 
highlighted factors that might influence the researcher’s positioning such as age, gender, 
and professional experience. I did find that my professional experience influenced the 
line of questioning. I had to mentally remind myself that the responses needed to reflect 
the participants’ experiences with the phenomenon.  
Berger (2015) also shared three areas that required the researcher to reflect upon 
while conducting the study. The first was the ability of the researcher to access and 
engage the participants. The second was the impact of the researcher-participant 
relationship. And the third areas was the worldview of the researcher and the impact that 
worldview could have on how questions were posed and results were interpreted.  
I found that getting time on busy senior level supply chain professionals’ 
calendars was difficult. But once we began the interview I found the participants were 
interested in the questions and became well-engaged in the dialogue. Since I had only 
met one of the 15 participants previously and only in a professional setting, I felt that 
there was little if any impact from a researcher-participant relationship on the study 
results. As I stated earlier I tried to keep top-of-mind that I would keep as much as 
possible to the interview protocol. If the conversation veered away it was only because 
that was where the participant took the dialogue, and not the other way around. During 
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the entire study a goal I kept at the forefront was that the results must reflect the views of 
the participants with as little impact from the researcher as possible.  
Study Results 
Q1 and Q2: Name and Define the Most Important Supply Chain KPIs   
For Q1, the participants were asked to select an important KPI for their 
organization and in Q2 to define that KPI. From these responses, I created a table (Table 
1) to characterize the results in general themes.  
Table 1 
Most Important Type of KPI by Participant 
KPI 
Service Cost Quality 
Corporate social 
responsibility 
P1    
P2  P2  
 P3   
P4    
P5    
 P6   
 P7   
  P8 P8 
 P9   
P10    
P11    
P12    
P13    
P14    
  P15  
9 4 3 1 
 
Note. Participants P2 and P8 referenced KPIs that included two attributes. 
 
Nine of the 15 responses included service as a KPI, three responses included cost 
metrics, three included quality, and one included a CSR metric. The first finding was that 
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60% of the participants in the data set had service as one of their most important KPIs. P4 
elaborated on this stating, “We want to get a pulse of how the customers feel as a result 
of that service.” Cost and quality were tied at 20% each with CSR at 6%. Two 
participants, P2 and P8, cited KPIs that were a combination of two themes, as shown in 
Table 1. 
Q3: Decision-Making Processes Used to Choose Selected KPIs 
I used the results of Interview Questions 1 and 2 to frame the discussion for 
Interview Questions 3 (Q3) and 4 (Q4). Q3 and Q4 were the interview questions I used to 
get at the heart of the research question, which was, What are the decision-making 
strategies used by supply chain leaders in choosing the KPIs and goals for their 
organizations? From the Excel file that showed, by participant, the number of coding 
references for each decision-making theory (Appendix F), I created a binary table 
showing whether or not a participant used language that could be associated with a 
particular type of decision-making theory (Table 2). 
Table 2 shows that five participants (P1, P2, P4, P5, and P7) used all decision-
making theories. Seven participants (P3, P6, P8, P9, P11, P12, and P14) used three of the 
decision-making theories. Two participants (P10, P15) used two decision-making 
theories, and P13 used one decision-making theory. Additionally, 100% of the 
participants used naturalistic decision-making theory, 86.7% used rational decision-
making theory, 80% used fast and frugal heuristics, and 40% used heuristics and biases 
decision-making theory. When I combined fast and frugal heuristics with heuristics and 
biases under a generic heuristics decision-making category, I found that 86.7% of the 
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participants used heuristics as a decision-making theory in selecting their KPIs; this was 
the same percentage that used rational decision-making theory. 
Table 2 
Number of Decision-Making Theories Used by Each Participant in Selecting KPIs 















P1 1 1 1 1 4 
P2 1 1 1 1 4 
P3 1 0 1 1 3 
P4 1 1 1 1 4 
P5 1 1 1 1 4 
P6 1 0 1 1 3 
P7 1 1 1 1 4 
P8 0 1 1 1 3 
P9 1 0 1 1 3 
P10 1 0 1 0 2 
P11 1 0 1 1 3 
P12 1 0 1 1 3 
P13 0 0 1 0 1 
P14 1 0 1 1 3 
P15 0 0 1 1 2 
Total # 
Participants 





80.0% 40.0% 100.0% 86.7% 
 
 
Note. A “1” designates the participant did use that particular decision-making theory, a “0” 
designates the participant did not.  
 
From Table 2 it can be seen that P13 only applied naturalistic decision-making 
theory. I went back and reviewed the sanitized transcript for P13 with the thought that 
perhaps I had missed something. I had coded P13’s response: “So a couple of things. One 
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is getting closer to the customer and understanding what they need and looking at how 
our performance helps improve their experience with our products and service,” to the 
subnode situation comprehension. I coded P13’s response: “We have been on a journey 
of transformation . . . We know that will be a competitive advantage for us going 
forward,” to the subnode situation recognition. Both of these subnodes fall under the 
parent node naturalistic decision-making. Overall P13’s response to Q3 was very concise 
and to the point regarding the company focus on “Our continuous desire to improve and 
better serve our customers.” 
Additionally, I noticed from Table 2 that P13 and P15 were the only participants 
who did not use some form of heuristics-based decision-making theory. As stated above, 
P13 only applied language indicative of naturalistic decision-making whereas P15 used 
both naturalistic decision-making and rational decision-making language.  
Although Table 2 shows how commonly each decision-making theory was used 
across all participants, the raw data in Appendix G was used to generate Table 3 that 
shows the relative intensity by capturing the frequency with which each decision-making 
theory was used. In other words, the raw data in Appendix G captures how many times 
each participant used language consistent with a decision-making theory. 
As shown in Table 3, rational decision-making language was used 42.2% of the 
time by participants when describing the process used to select KPIs. Naturalistic 
decision-making language was used 40.6% of the time. And language from rational or 
naturalistic decision-making was used much more frequently than the combined 
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heuristics usage at 17.2% (heuristics and biases at 10.9% and fast and frugal heuristics at 
6.3%).  
Table 3 









Fast and frugal 
heuristics 
Frequency 108 104 28 16 
% Frequency 42.2% 40.6% 10.9% 6.3% 
 
A finding of the study was that although heuristics decision-making theory and 
rational decision-making theory was used by the same number of participants at 86.7% 
each (Table 2), heuristics decision-making language was used much less often than either 
rational or naturalistic decision-making language was used (Table 3) in KPI selection. 
Q4: Decision-Making Process Used to Determine Goal for Selected KPIs  
From the Excel file in Appendix G, I created a binary table that shows whether or 
not a participant used language that could be associated with a particular type of decision-
making theory (Table 4). Table 4 shows that three participants (P9, P11, and P13) used 
all four decision-making theories. Ten participants (P1-7, P10, P12, and P14) used three 
decision-making theories. P15 used two decision-making theories and P8 used one 
decision-making theory. Additionally, 42.2% of the participants used some form of 
heuristics theory (13.3% used fast and frugal heuristics and 28.9% used heuristics and 
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biases) whereas naturalistic decision-making and rational decision-making theory were 
used 29.9% and 28.9% of the time respectively.  
Table 4 

















P1 0 1 1 1 3 
P2 0 1 1 1 3 
P3 0 1 1 1 3 
P4 0 1 1 1 3 
P5 0 1 1 1 3 
P6 0 1 1 1 3 
P7 0 1 1 1 3 
P8 0 0 0 1 1 
P9 1 1 1 1 4 
P10 1 1 1 0 3 
P11 1 1 1 1 4 
P12 0 1 1 1 3 
P13 1 1 1 1 4 
P14 1 0 1 1 3 
P15 1 1 0 0 2 
Total # 
Participants 





13.3% 28.9% 29.9% 28.9% 
 
 
Note. A “1” designates the participant did use that particular decision-making theory, a “0” 
designates the participant did not.  
 
Participants used heuristics decision-making theory at the same level as they used 
rational decision-making theory (86.7%) and somewhat less frequently than they used 
naturalist decision-making theory (100%) in the process of selecting KPIs; but used some 
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form of heuristics decision-making theory much more frequently (42.2%) than they used 
either naturalistic decision-making theory (29.9%) or rational decision-making theory 
(28.9%) in the process of determining goals. A third finding in the study was that there 
was a difference in the most frequently used decision-making theory in the process of 
selecting KPIs (naturalistic decision-making theory) versus the process used in 
determining goals (heuristics decision-making theory). 
There were also differences in the number of decision-making theories each 
participant used in the process of deciding on KPIs versus the number of theories used in 
the process of choosing goals (Table 4). Five participants used all four decision-making 
theories and seven participants used three decision-making theories in the process of KPI 
selection; whereas three participants used all four decision-making theories and 10 
participants used three decision-making theories in the process of goal setting. 
Conversely only one participant used a single decision-making theory in selecting the 
KPIs (P13) or in determining goals (P8). Another finding was that a majority of the 
respondents (80.0%) used three or more decision-making theories in the process of either 















Fast and frugal 
heuristics 
Frequency 8 22 43 27 
% Frequency 27.0% 43.0% 22.0% 8.0% 
 
In Table 5, naturalistic decision-making language was the most frequently used 
decision-making theory when selecting goals at 43.0% of the time although rational 
decision-making language was used 27% of the time and heuristics decision-making 
language was used 30.0% of the time (heuristics and biases at 22.0% and fast and frugal 
heuristics at 8.0%). An additional study finding was that although heuristics decision-
making theory was the most frequently used decision-making theory, naturalistic 
decision-making language was the most commonly used language used by participants 
when deciding on goals.    
Additionally, naturalistic decision-making language was used fairly consistently 
between selection of KPIs (40.6%) and determination of goals (43.0%). However rational 
decision-making language was used much more often in KPI selection (42.2%) than in 
goal determination (27%). And heuristics decision-making language was used much less 
often in KPI selection (17.2%) than in goal determination (30%) 
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Q5: How KPI is Used Within the Organization 
The flow chart developed from the responses to Q5 (Figure 1) shows that KPIs 
and the results of those KPIs are broadly shared throughout the organization. P4 stated 
that KPIs are published and presented at the North American level as well as in each 
business unit. P4 added that team members drill down into the reasons when a KPI result 
is below target noting the deviation is “an indicator of something that's happening out 
there.” Furthermore, results are shared externally with customers: “We do go all the way 
down to comparing what the customer is telling us versus what our system is telling us,” 
(P1); and with vendors: “Certainly, carrier performance is a key driver and so there are 
carrier performance reviews” (P2). 
 
Figure 1. Process flow describing how participants use their KPIs. 
Figure 1 shows that the actual company results are compared to prior period 
company results and to company targets. P11 elaborated that they not only look at the 
actual measure but also at any gaps from company target performance. P10 stated that 
they look at how the specific team results changed versus the prior period, comparing this 
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to the best team result in the organization. P10 added that vendors and customers provide 
information that allows for productive dialogue to “breach the gap between reality and 
perception.”  
The process flow in Figure 1 moves on to root cause analysis, development of 
action plans, and implementation of these plans as described by P10: 
We define . . . certain activities that we need to put in place with the teams 
in order to improve the KPI . . . . We will continue . . . or we change 
direction, [and] improve some of the activities that we put in place.  
The finding from Q5 and the resultant flowchart is that KPIs are used both as 
communication vehicles and to drive improved outcomes through a process of feedback, 
problem analysis, action planning, and implementation.  
Q6: Changes in Design or Use of KPI 
After the final coding of the responses to Q6 in which participants were asked, if 
they could, what would they like to change regarding their KPIs. The result was four 
major themes across the 15 participants. Better KPIs was cited by 12 participants and was 
the most commonly referenced area for improvement. Improvement suggestions also 
included making data easier and faster to gather along with having more leading versus 
lagging indicators. P4 described that there is ongoing work to have more predictive 
indicators, so that leaders can “minimize the risk by taking proactive actions.” 
The second most frequently mentioned improvement area, with five references, 
was experimenting with new metrics. P3 offered that there is a large initiative in their 
organization to bring in more of the voice of the customer. This was followed by the 
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suggested improvement of having an external view with four responses. P12 said, “I want 
to know how the customers are measuring our performance,” although P15 was looking 
for internal alignment on the external view of the company performance. And 
participants felt KPIs could be better at helping to improve people’s behavior as 
evidenced by P11 who stated their greatest obstacle is when people are “confronted with 
this topline measure that is outside [their] control; [they] are reluctant to embrace it and 
action it and . . . to have it in personal goals and objectives.” 
Q7: Anything I Did Not Ask but Participant Wanted Me to Know 
Q7 was intended to act as the catchall question where participants could give one 
last piece of advice around KPIs. The responses were quite varied with six themes. Ten 
participants responded in what could be termed as KPI structure. Some participants 
talked about the importance of a balanced set of metrics including P12 who shared, “That 
is the balanced score card of how we look at things. . . . There are two or three metrics 
now we look at to give our supply chain teams a good overview of how we assess their 
performance.” Others mentioned that KPIs should be outcomes focused as well as the 
importance of developing the right KPI for the right level in the organization.  
Additional topics that were brought up included talking about other important 
KPIs and the role organizational structure can play. One person was satisfied with the 
interview stating, “No, nothing comes to mind” (P3).  
Summary 
I conducted a descriptive phenomenological study employing a conceptual 
framework of decision-making theory to answer the central research question for my 
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study which was, What are the decision-making strategies used by supply chain leaders in 
choosing the key performance measures and goals for their organizations? I found that a 
majority of respondents used multiple decision-making strategies in selecting KPIs 
(80.0% of participants) and in choosing goals (86.7% of participants). I found that all 15 
participants used naturalistic decision-making strategies when choosing their measures. 
And participants used some form of heuristics decision-making theory much more 
frequently (42.2%) than they used either naturalistic decision-making theory (29.9%) or 
rational decision-making theory (28.9%) in the process of determining their goals.  
Additionally, participants described a consistent general process for KPI usage as 
a communication mechanism and as a vehicle to drive strategic outcomes via a process of 
feedback, problem analysis, action planning, and implementation. I created a process 
model from these descriptions (Figure 1). When asked how their KPIs could be 
improved, participants wanted the data to be more readily available. Participants wanted 
more KPIs that were externally focused. And participants wanted leading indicators to 
enable team members to get in front of situations and drive proactive solutions. The most 
commonly cited KPIs were service-related following by cost-related and quality-related 
(at the same frequency) and then sustainability-related KPIs.  
Mayoh and Onwuegbuzie (2015) stated that in a descriptive phenomenology the 
researcher is looking for commonality across the participants. The participants in my 
study used language that could be mapped to one or more decision-making theories in 
either choosing KPIs or deciding on targets. The participants described very similar 
processes in how KPIs were used within their respective organizations. There was 
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consistency among participants in what they would like to see improved in the design or 
use of their KPIs. And what clearly came through the interviews was a laser focus on the 
customer and the business. 
In Chapter 4, I shared the data collection process, the data analysis process, how I 
made sure the study was trustworthy, and the results of the data analysis. In Chapter 5, I 
interpret these results and highlight limitations of the study along with recommendations 
for future study. Finally I discuss the implications of the study and then bring the chapter 




Chapter 5: Discussion, Conclusions, and Recommendations 
The purpose of this descriptive phenomenological study was to improve the 
understanding of the decision-making strategies used by supply chain leaders in their 
selection of key performance measures and associated goals. I interviewed 15 participants 
from companies recognized as having exemplary supply chains. Then I applied a 
conceptual framework of decision-making theory to analyze the responses.  
There were several findings that could prove beneficial to the broader supply 
chain community with regard to KPI and goal selection. The majority of participants used 
multiple decision-making strategies when selecting KPIs (80.0%) or setting goals 
(86.7%). Naturalistic decision-making strategies, characterized as making decisions in-
situ, were used by 100% of the participants in selecting their KPIs. Heuristics decision-
making and rational decision-making strategies were used equally often at 86.7% of the 
time in KPI selection. Heuristics decision-making strategies were used most frequently 
when choosing goals (42.2%) followed by naturalistic decision-making (29.9%) and 
rational decision-making (28.9%) strategies being used at nearly the same frequency in 
goal selection. KPIs that focused on the customer and the business were key. 
Interpretation of Findings 
Finding 1: Most Elements of the Balanced Scorecard Selected as KPIs 
The majority of respondents in my study (60%) selected a service metric as one of 
their most important KPIs followed by cost and quality at 20% each and then CSR at 6%. 
Hoque (2014) shared that the four aspects of the BSC include a financial view, a 
customer view, an internal process view, and a learning and development view. The 
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results from my research are consistent with three of the four elements of the BSC with 
the customer view being measured as a service KPI, the finance view being measured via 
cost KPIs, and the internal process view being captured via quality KPIs. Only the aspect 
of learning and development was missing in the participant responses. Although the focus 
on service, cost, and quality was expected, receiving only one response on CSR was not 
consistent with the view of Bhattacharya et al. (2013) that a sustainability perspective be 
added as an additional perspective to the traditional BSC. Woods and Van der Meulen 
(2016) shared that Gartner had changed the criteria for the Top 25 Supply Chains 
recognition to include CSR. Given that all of the participating companies in my study 
were recognized as a Gartner Top 25, only a 6% response rate for CSR as a KPI was 
surprisingly low.  
Finding 2: Majority of Participants Used Multiple Decision-Making Strategies 
Another key finding of the study was that the majority of participants used 
multiple decision-making strategies when selecting KPIs (80.0%) or setting goals 
(86.7%). This finding is consistent with the perspective of Gigerenzer (2015) who stated 
that there are benefits and drawbacks to each decision-making approach. Franklin (2013) 
stated that although rational decision-making has a formal and repeatable process 
structure that includes generating an exhaustive list of solutions, valuing each option, and 
then choosing the option with the greatest value, the rigidity imposed by the process is 
problematic. Tversky and Kahneman (1974) found that people regularly made decisions 
that violated the rules of rational decision-making because humans had difficulty 
determining probabilities and calculating values that were required of rational decision-
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making models. Tversky and Kahneman found that individuals frequently used heuristics 
to simplify decision-making. Hafenbrädl et al. (2016) labeled many such rules as fast and 
frugal heuristics because research showed that these decision-making strategies 
approached or even outperformed solutions using rational rules of decision-making. 
Klein (2015) introduced a naturalistic decision-making model that balanced relying on 
intuition for speed with an intentional analytical strategy when the situation required. 
Gigerenzer stated that there has been a shift in decision-making research, from assuming 
logic or statistics is normative in all decision-making situations, to conducting research 
through the lens of ecological rationality, in which the environment determines the 
preferred decision-making approach--heuristics or otherwise. 
I determined which decision-making strategy each participant used in either 
selecting KPIs or determining goals by breaking down the participant’s language into 
specific meaning units that were coded to one or more decision-making theories. Shan 
and Young (2016) found that both naturalistic decision-making and fast and frugal 
heuristics shared some of the same belief structures including the proficiency of the 
decision-maker, existence of a defined process, and decision rules based on decision-
action matching. Consistent with Shan and Young’s findings, I found that the language in 
a single meaning unit often resulted in me coding that meaning unit to more than one 
decision-making strategy. This coding led me to interpret that most participants employed 
more than one decision-making strategy when selecting KPIs or when choosing goals.  
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Finding 3: Naturalistic Decision-Making Used by All Participants in KPI Selection 
A third key finding of the study was that naturalistic decision-making strategies 
were used by 100% of the participants in selecting their KPIs. Participants also used 
rational decision-making or heuristics decision-making strategies equally often at 86.7% 
each. Klein and Wright (2011) stated that naturalistic decision-making focused on 
creating useful models that could be applied to messy problems for which there is no 
single correct decision; factors that often exist in real work situations. Boyes and Potter 
(2015) stated that naturalistic decision-making is a combination of intuition and analysis, 
adding that greater experience leads to an expanded repertoire of prior decisions that 
could be drawn upon by the decision-maker to improve both the speed and the quality of 
expert-based decision-making in the field. Klein (2015) added that naturalistic decision-
making research is about more than preventing errors in decision-making; it is about the 
improvement and contribution of experience to making good decisions in a variety of 
complex situations. Because the participants in this study were experienced supply chain 
leaders working in organizations recognized as having highly performing supply chains, 
it follows that all of these experts would use language consistent with the naturalistic 
decision-making process including (a) situation recognition, (b) situation comprehension, 
(c) mental simulation, and (d) sequential option evaluation.  
Boyes and Potter (2015) stated that there is overlap in process between 
naturalistic decision-making and heuristics decision-making in matching the current 
situation to a prior similar situation. Okoli et al. (2013) stated that there is overlap in 
process between naturalistic decision-making and rational decision-making in option 
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evaluation. Based on prior research, it is logical that participants’ language used in 
selecting KPIs and coded to naturalistic decision-making theory, could also be coded to 
rational decision-making theory or to heuristics decision-making theory thereby 
confirming the current literature of process overlap in decision-making theories. 
Finding 4: Heuristics Decision-Making Used Most Frequently When Choosing 
Goals 
I found that participants used heuristics decision-making strategies most 
frequently (42.2%) when choosing goals. Naturalistic decision-making and rational 
decision-making strategies were used much less often in goal selection at 29.9% and 
28.9%, respectively. Tversky and Kahnemann (1974) found that people often use 
heuristics to simplify decision-making.  
Braga et al. (2015) shared that there is often confusion between the widely 
researched representativeness heuristic and the availability heuristic. Braga et al. 
explained that when a decision is based upon how closely a situation is to a stereotypical 
representation of the target, an individual would use the representative heuristic. When 
the decision relies on how easily specific examples came to mind, an individual is more 
likely to use the availability heuristic (Braga et al., 2015). I found that participants used 
many examples of language consistent with the representativeness heuristic or the 
availability heuristic. Participants described, as part of the goal setting process, that they 
often participated in external benchmarking groups in which there was already an agreed 
to performance measurement framework. Participants used the representative heuristic 
when describing how their respective companies performed relative to the benchmarks. 
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The benchmark conversations centered around setting targets and determining the target 
level required to be considered good or more appropriately to this group, excellent. 
Additionally, participants stated that customers and regulatory bodies have made clear the 
target level that is considered acceptable performance using language consistent with the 
availability heuristic.  
I also frequently used the anchor and adjust heuristics subnode while coding 
responses to the interview question on how supply chain leaders chose their goals. 
Tversky and Kahnemann (1974) described the anchoring and adjust heuristic process as 
one in which the individual has a starting value and then adjusts either up or down from 
that reference point by incorporating additional information. Cheek and Norem (2016) 
said that anchoring effects often occur in real world situations even among experts and 
particularly among individuals with an analytical thinking style. I found that several 
study participants described their goal setting process as starting with the current result 
(anchor) and then the participants described assessing the impact of various improvement 
initiatives to positively adjust the target along with any environmental conditions that 
would cause the participants to negatively adjust the target. 
It became apparent to me upon reviewing participants’ responses to the interview 
question on goal setting that an important step in the decision-making process was first to 
determine the anchor, either through beginning with an actual result, a benchmark, 
customer input, and/or other internal or external stakeholder feedback. And then 
naturalistic decision-making theory language or rational decision-making theory language 
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often became apparent as the participant described the process used to adjust up or down 
from the anchor.  
Limitations of the Study 
Myers (2013) stated limitations are the potential weaknesses of a study and are 
often out of the researcher’s control. Regardless, the researcher must determine how to 
minimize the impact of the limitations on the study. The following is a description of 
limitations for this study along with mitigation strategies employed for each limitation. 
Malterud (2012) cautioned that the researcher remain aware of the effects an 
investigator could have on the participants’ responses. At the time of data collection, I 
was the chief supply chain officer in my company; therefore, participants might 
knowingly or unknowingly have modified their responses based on what they thought I 
wanted or expected to hear during the interview. To mitigate this risk, I shared my 
background and the reason for my interest in research on how supply chain leaders 
choose the KPIs and goals for their organizations. I openly expressed my admiration to 
these participants, as senior leaders, for their roles in helping their companies earn the 
reputation and public recognition of having outstanding supply chains. I also made it 
clear that as a researcher and a professional I was most interested in what I could learn 
from each of them.  
Malterud (2012) highlighted that a limitation of a descriptive phenomenological 
study could occur during the process of de-constructing the data. One potential risk area 
for the study was that the process of assigning meaning units to one or more decision-
making theories was somewhat of a subjective process. So rather than ask myself what 
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decision-making theory a particular meaning unit should be coded to, I compared the 
language in the meaning unit to the attributes (subnodes) of each decision-making theory 
in the codebook. When a match was found I coded it to that subnode. I continued this 
process of comparing the meaning units to the subnodes. The process meant I might have 
erred on the side of coding a meaning unit to more decision-making theories than if I took 
the alternate approach. As a second coding check, I reviewed all the meaning units coded 
to each subnode and checked again for fit. If I deemed the meaning unit did not belong to 
that subnode, I determined if that meaning unit was or should be coded to another 
subnode. If not, I removed the meaning unit from the subnode.  
According to Sousa (2014), one limitation of qualitative research is constructing a 
framework of concepts that could be applied to a more general population. Sousa added 
that to overcome this limitation is to ensure transferability of a study through 
trustworthiness of the data collection, analysis, and reporting processes. I provided 
sufficient detail for each step in the process so that someone reading the study will have 
an adequate understanding of both the context and the steps taken to analyze, categorize, 
reduce, and reconstruct the common experiences of the participants in choosing the key 
performance measures and goals for their organizations. The participants in this study 
should be considered as extreme cases since they belong to organizations recognized as 
having top supply chain functions. Conducting the same study with a population coming 
from average or under-performing supply chain organizations could yield different 




Chan et al. (2014) asserted that there is a link between performance of the supply 
chain and the performance of the organization. And although there is a substantial 
amount of literature on the design, implementation, and use of PMSs, there is a gap in the 
literature on how leaders actually decide on the performance measures and goals for their 
respective organizations. I chose to apply a decision-making conceptual framework to 
improve the understanding and knowledge of the strategies used by senior supply chain 
professionals from companies having highly regarded supply chains and I shared those 
results and interpretations in this chapter. As a result of this study and other prior research 
I have several recommendations regarding further research.  
The first recommendation is to conduct the same descriptive phenomenological 
study but rather than using participants from exemplar supply chain organizations, select 
participants from companies considered to be under-performing. Using the assumption 
provided by Franco-Santos et al. (2012), who stated that prior research indicates a 
positive relationship between the quality of performance measurement systems and 
company performance, a future researcher could use publicly available information to 
find companies performing below the norm against a widely used index such as the S&P 
500. Results from the two studies could be compared and contrasted.  
Giorgi (2012) stated that a core tenet of phenomenological research is capturing 
participants’ experiences in their own words. The study I conducted was done from an 
ex-post facto perspective in which participants had to recall their experiences with the 
phenomenon. From the language in the interviews it seemed clear that in some cases the 
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experience was fairly current and in others the experience had happened further in the 
past. Replicating this study with participants from organizations who were actively going 
through a design or a refresh phase in developing their KPIs and targets could provide 
additional insights into the decision-making strategies used by supply chain leaders in 
selecting their KPIs or targets. The two studies could then be compared and contrasted. I 
expect that contemporaneous collection of data could potentially pose new obstacles I did 
not experience in my data collection phase; the most obvious obstacle being finding a 
sample population that is actively going through a design or refresh of their performance 
measurement systems.  
A third area of potential research could include selecting a single decision-making 
theory and conducting an in-depth case study analysis with several participants from the 
same organization. Since the results in this study showed that all participants used 
naturalistic decision-making in selecting their respective KPIs, a future researcher could 
use one of the naturalistic decision-making models, such as Klein’s (2015) recognition-
primed decision-making model as the conceptual framework. The organization could be 
selected from the Gartner Supply Chain Top 25 (Aronow et al., 2016) list of high 
performing organizations. A more detailed study through the recognition-primed 
decision-making lens could provide additional insights into what aspects of naturalist 
decision-making were actually used by supply chain leaders in choosing their KPIs. 
Since participants used a heuristics decision-making strategy in choosing their 
targets, a future researcher could conduct a study to explore which heuristics models are 
used most often in selecting KPI targets. The study could be a quantitative study 
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conducted via survey. Some heuristics models that seem relevant for such a study include 
the recognition heuristic (Artinger et al., 2015), the satisficing heuristic (Simon, 1995), 
and the anchor and adjustment heuristic (Tversky & Kahneman, 1974).   
A side benefit of the study I conducted was the creation of a common process 
model (Figure 1) that describes how participants used the KPIs and goals in their 
organizations. Future quantitative research could be conducted to validate the 
effectiveness of the model in driving business outcomes. A future researcher could 
conduct an action research study to improve the performance of an organization by 
applying the proposed process model and coming up with a method of evaluating if the 
model provided any benefit to that organization.  
Implications 
Implications for Social Change  
Cecere et al. (2016) found that companies with high performing supply chains 
provided higher levels of return for their shareholders. Ellinger et al. (2012) found a 
positive correlation between supply chain performance and customer service levels. 
Franco-Santos et al. (2012) stated that the design and use of performance measurement 
systems are key to organizational performance. The purpose of this qualitative 
phenomenological study was to improve the understanding of the decision-making 
strategies used by supply chain leaders, from highly performing companies, in their 
selection of key performance measures and goals for their organizations. Insights from 
this study could help improve supply chain performance leading to better customer 
service and increased shareholder benefit resulting in positive social change. 
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Most of the participants in the study chose a customer-facing KPI as their most 
important metric. Additionally, much of the language from participants regarding the 
goal-setting process reflected a strong focus on the customer, whether that focus came 
from within the organization or via feedback directly from customers. Participants also 
specifically stated that KPIs and results were used to drive improvement actions with the 
explicit goal of improving service to their customers.  
A key recommendation from the study is to include a customer-oriented service 
measure as a KPI when designing performance measurement systems. Focusing on the 
customer can drive positive social change for both the customer organization as well as 
the servicing organization. High customer service means the customers, in turn, will have 
the product needed to meet their customers’ needs and so on up the value chain, with 
each organization helping to ensure the upstream organizations’ future viability. 
Likewise, this means individuals in the organizations will be able to prosper along with 
the companies and the communities within which the companies operate.  
When asked about the decision-making strategies used to select KPIs, all 
respondents in the study used language consistent with naturalistic decision-making 
theory. Participants used language demonstrating that first they assessed the situation and 
then they relied on prior experience to develop a set of possible solutions, picking the 
solution with the closest fit to the current situation. This finding confirmed Boyes and 
Potter’s (2015) research showing that a broader set of experiences lead to a larger 
portfolio of prior decisions that the decision-maker drew upon to improve the efficiency 
and efficacy of expert-based decision-making in the field. A logical recommendation 
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from the finding and from prior research is that managers should provide the opportunity 
for other members of the organization to participate in the development of KPIs. Doing 
so allows for the development of an expanded toolbox of experiences for each member 
thereby building organizational muscle for continued KPI improvement, ultimately 
leading to better organizational performance. And as stated above, improved performance 
impacts the organization, the customers, and the communities within which they all 
operate.  
I also found that participants generally used multiple decision-making theories in 
KPI selection. The use of multiple strategies is consistent with the research of Boyes and 
Potter (2015) who found that a combination of intuition and analysis was used by 
decision-makers to improve their respective decision-making processes in real life 
situations. A third recommendation is that leaders should make their own decision-
making processes transparent so that they can intentionally incorporate more than one 
decision-making strategy in KPI development. Including other stakeholders in the 
process may also improve the result by getting multiple viewpoints and likely, multiple 
approaches to decision-making. According to Franco-Santos et al. (2012), including 
others in the decision-making process can have the additional benefit of increasing 
owners’ and designers’ satisfaction with the performance measurement system 
potentially increasing the performance of the organization. 
Participants used heuristics decision-making nearly twice as often as they used 
naturalistic decision-making or rational decision-making when establishing goals. More 
specifically, participants used language consistent with anchor and adjustment, 
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representativeness, and satisficing heuristics. Leaders should make transparent the 
decision-making process they are using when working through goal-setting. Consistent 
with the findings of Franco-Santos et al. (2012), who found a positive relationship in 
performance when individuals were included in setting performance goals, making such 
processes salient will improve the acceptance and ownership of the goals by those who 
have participated in the process. Selecting the right performance measures can contribute 
to driving desired individual behavior (Marginson et al., 2014). And as stated above 
improvement in the goal setting process can positively impact the individual, the 
organization, and the stakeholders of the organization. 
Implications for Theory 
This study was conducted to address the research problem regarding a lack of 
knowledge and understanding with respect to the decision-making strategies used by 
supply chain leaders in selecting the key performance measures and goals for their 
respective organizations. I applied a conceptual framework of decision-making theory in 
analyzing the transcripts of 15 senior supply chain professionals from companies with 
highly regarded supply chains. Applying this unique lens to the study of how supply 
chain leaders actually chose their KPIs and goals allowed me to discover that these 
participants used more than one decision-making theory when selecting KPIs and 
choosing targets. I also found that all participants used naturalistic decision-making 
strategies when selecting KPIs. And I found that participants used heuristics decision-
making strategies more often than other forms of decision-making theory when choosing 
goals. My study supported the recommendation of Gore et al. (2015) who stated that an 
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emerging area of decision-making research is the combination of naturalistic decision-
making methods with rational as well as heuristics and biases research traditions.   
Implications for Professional Practice 
I constructed a general model (Figure 1) describing how participants used their 
KPIs, goals, and actual results as both a communication vehicle and a continuous 
improvement process within their respective organizations to drive performance 
outcomes. The model that I developed from the participants’ responses was consistent 
with three of the four classifications Henri (2006) recommended for the use of KPIs: (a) 
monitoring, (b) focusing attention, and (c) strategic decision-making. Although I did not 
find explicit evidence of Henri’s fourth classification, legitimization, that does not mean 
it was not present. Rather my interview questions were not designed to understand if the 
KPIs were or were not used to legitimize prior decisions made or actions taken.  
The model I developed also supported Koufteros’ et al. (2014) claim that 
managers should use their performance management systems for diagnostic and/or 
interactive purposes. The diagnostic piece as described by the participants included 
monitoring performance against targets as well as focusing the participants’ attention on 
needed improvements. And the interactive aspect of the model included building 
organizational capabilities through dialogue that stimulated the development of new ideas 
and new actions.  
I recommend that supply chain professionals apply the model I developed as an 
output of this study to determine if there are any gaps between the model and their own 
performance measurement systems. Koufteros et al. (2014) claimed that organizations 
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with well-developed PMSs should outperform those with less developed systems. Thus, 
conducting the analysis and closing gaps in an organization’s PMS could help improve 
the effectiveness of the use of their KPIs and goals possibly leading to improved 
organizational performance. Additionally, I recommend regularly measuring actual 
performance against a target and then using any gaps identified to drive communication 
on results throughout the organization. I also recommend using those gaps to drive 
analysis and action for improved organizational outcomes. 
I also found that participants were in strong agreement regarding the need to 
generate KPI results in a more efficient manner. This finding was consistent with the 
research of Chalmeta et al. (2012) and of Gutierrez et al. (2015) that barriers to success 
for a measurement system included difficulties in collecting complete, accurate, and 
relevant data from information systems. Participants in my study shared that KPIs must 
include leading indicators, in addition to the more traditional lagging indicators. Leading 
indicators will allow organizations to proactively implement corrective solutions. This 
perspective is consistent with the recommendation of Gibbons and Kaplan (2016) that 
scorecards must balance lagging financial indicators with leading indicators reflecting the 
customer, the internal process, and the learning and growth views of organizational 
performance. The advice of the participants, all of whom came from organizations with 
well-regarded supply chains, also supports the conclusions of Koufteros et al. (2014) that 
highly performing organizations deploy PMSs in a balanced manner to drive swift actions 




I found that the supply chain leaders in my study relied on their broad and deep 
supply chain experience when deciding on the key performance measures they used to 
drive exemplary supply chain performance. It was evident to me that these leaders used 
various combinations of naturalistic, heuristic, and rational decision-making strategies 
based on the language they used when describing the processes they and their teams went 
through in selecting their KPIs. And in every case, the participants used language 
consistent with naturalistic decision-making in KPI selection.  
I also found that the supply chain leaders in my study overwhelmingly used 
language consistent with heuristics decision-making theory when these leaders described 
how they established their goals. The participants used a variety of internal and external 
inputs when establishing an initial target for a KPI. And then they adjusted that target in a 
positive direction as a result of incorporating the expected benefits of the future action 
plans they had developed with their teams, their customers, their vendors, and other 
stakeholders. Additionally these supply chain leaders adjusted the target in a negative 
direction as a result of various environmental influences that could adversely impact the 
target. Targets were established using a well-developed process; not merely chosen based 
on someone’s feelings on what a goal should be. 
What also came through loud and clear was the process discipline in using the 
performance measures and goals to develop action plans either to improve performance 
against a previous result or to proactively get in front of a potential situation and keep 
that situation from adversely impacting results. It was apparent from the participant 
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interviews that KPIs and goal setting was not merely an exercise that was done to placate 
senior management or external parties. The participants were passionate and committed 
to delivering results. And they saw the selection of performance measures and goals as a 
key step in their overall supply chain strategy.   
For supply chain leaders who might read my study, I want to leave a few key 
recommendations. Make the selection of your performance measures and goals an 
important first step in your overall supply chain strategic planning process. Work in a 
collaborative manner to decide on your KPIs and targets incorporating elements of 
naturalistic, rational and heuristics decision-making into the process. And use your KPIs, 
goals, and actual results as the basis for developing future state actions that will improve 
your service, reduce your cost, engage your teams, and help deliver on strong and 
sustained overall organizational performance and help you on your journey to 
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of Health’s standards as stated in the Protecting Human Research Participants. Although 
there is no remuneration for your participation, the researcher would be pleased to send 
you the results of the study after completion.  
 
Thank you in advance for considering participation in Elizabeth Nohe’s study. 
 
Regards, 
[Point of Contact Name] 
 
 




Appendix C: Interview Protocol 
How Supply Chain Leaders Choose the Measures that Matter 
 






Hi, my name is Elizabeth Nohe. Feel free to call me by my nickname, Betsey. I want to 
start by thanking you for agreeing to participate in my PhD research. In addition to 
pursuing my PhD, I am the VP of Supply Chain for Morton Salt. I live and work in 
downtown Chicago.  
 
Before we start the interview there are a few housekeeping items we must cover.  
 
This interview should take between 45-60 minutes. It’s important that we not be 
interrupted during the interview.  
Is this still a good time for you to be interviewed?  
[Participant responds yes or no, researcher records response.] 
 
Let me tell you a bit about the research. I am very passionate about the topic of 
performance measures and metrics. As I started researching the evolution of performance 
measurement in the business environment in general and more specifically in supply 
chain, I found there was a lot of research telling supply chain leaders what to measure; 
for example frameworks such as the SCOR model or the Gartner Hierarchy of Supply 
Chain Metrics.  
 
But I couldn’t find any research on how senior managers actually chose their measures 
and metrics. I decided that an interesting and new approach to the topic could be 
interviewing leaders in supply chain, such as you, and then analyzing the interviews 
through the lens of decision-making theory. And thus was born my study How Supply 
Chain Leaders Choose the Measures that Matter: A Descriptive Phenomenological 
Study. I hope that I can find some common decision-making approaches among those of 
you I’m interviewing that could provide new insights and help other Supply Chain 
leaders as they design or re-design their respective performance measurement systems. .  
 
I previously e-mailed to you an Informed Consent form that you signed and returned to 
me. I want to confirm again that you are a willing participant in the study. 
Are you in agreement with participating in the study? 




I also want to make sure that you understand that as a participant in the study 
confidentiality is guaranteed. All documents in the study will only refer to you by your 
participant ID number. I do have a document that maps your name to your participant ID 
and that document is password protected and stored on an external drive.  
Are you in agreement that you believe your privacy will be assured? [Participant 
responds yes or no, researcher records response.] 
 
In order to be sure I capture your responses completely and accurately I plan to record 
this interview. The interview will then be transcribed by an outside service called 
NoNotes. The transcription will be sent to me electronically. I will then make sure there 
is nothing in the transcript that could be construed as identifying information about you 
or your company. I will also delete the NoNotes audio file. Then I will send the sanitized 
transcript to you for your review.  
Is this process acceptable to you? 
[Participant responds yes or no, researcher records response.] 
If the response is no then discuss a method to gather interview responses in a mutually 
agreeable manner. 
 
As I mentioned earlier, the purpose of this interview is to explore how you, as a Supply 
Chain Leader, select the most important key performance measures and goals for your 
supply chain. I want to make sure you know that you may choose at any time to stop this 
interview or to withdraw from the study.  
Would you please confirm your understanding? 
[Participant responds yes or no, researcher records response.] 
 
Do you have any questions for me? 
[Participant responds yes or no, researcher records response.] 
 




1. What is your title? 
 
2. What gender do you identify with? [select female, male, or prefer not to 
answer] 
 
3. How many years have you been a supply chain professional? 
 
4. How many years have you been in your current position? 
 
5. What is your role in selecting the key performance measures and goals for your 





1. What is the most important key performance measure or key performance 
indicator (KPI) for your supply chain organization? 
 
2. For clarification, please define [insert name of KPI] for me.  
 
 
3. Please tell me, with as much detail as possible, about the process you used to 
decide on [insert name of KPI] as a key performance measure for your 
organization. [Make sure to collect not only process but also context.] 
 
a. Follow on questions could include: 
i. Who is responsible and accountable for the KPI 
ii. Did others participate in the process? If so, please tell me how. 
iii. What other factors might have influenced the process of selecting this 
KPI? 
• Prior experience 
• Business context 
• External environment 
• Frequency of review and/or refresh 
• Formal or informal process 
 
b. Once the description seems to have been exhaustive respond, “Thank you, 
that description was wonderful and very insightful!” 
 
4. Have you determined a goal or target for [insert name of KPI]? 
 
a. If YES then: 
i. Please describe, with as much detail as possible, how you came to 
decide on the goal of [insert goal]. 
 
b. Follow on questions could include: 
i. Did others participate in the process? If so, please tell me how. 
ii. What other factors might have influenced the process of selecting this 
goal? 
• Prior experience 
• Business context 
• External environment 
• Benchmarking activity 
• Frequency 
• Formal or informal process 
 
c. If NO then: 
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i. Please describe why you didn’t establish a goal for [insert name of 
KPI]. 
 
5. Please tell me, with as much detail as possible, how you use [insert name of 
KPI] in your organization.  
a. Specific improvement strategies tied to KPI 
b. How broadly shared within organization 
c. Formal or informal performance review process 
 
6. If you could change something in the design and/or use of [insert name of KPI] 
what would you change and why? 
a. May lead to follow on questions such as: 
i. What do you think would be the impact of implementing that change? 
ii. Are there any obstacles to implementing that change? 
 




I’d like to go over next steps with you now. 
 
In a few days, I will e-mail you a copy of the sanitized transcript of this interview. Please 
read through it and let me know either that the interview and the transcript captured your 
experiences completely and accurately or let me know what changes I should make to 
the transcript.  
 
Would it be possible for you to read and respond within 48 hours of receiving my e-
mail with the transcript attached? 
[If no, then come up with an agreed upon timeline.] 
 
If possible I’d like to set up a 15-minute follow up appointment to review and make 
any changes to the transcript. This way we both have it on our calendars.  
[Agree to a date/time. Immediately after send a follow up invitation.] 
 
The goal of a descriptive phenomenological study is to find common elements among the 
participant group on their experience in selecting key performance measures and goals. 
Once the interviews are complete I will analyze the information from the interviews 
through the lens of decision-making theory. Then I will write up the findings and make 
recommendations that can be used both by other supply chain practitioners and other 
researchers interested in performance measurement. I would be happy to review the 
results with you too.  
Would you like an executive summary of the study? 




Before we close for today, let me give you my e-mail address 
(Elizabeth.Nohe@waldenu.edu) and my cell phone number (redacted) in case you want 
to contact me.  
 
Thank you again for taking time out of your busy schedule for this interview. I really 














Appendix E: Audit Trail Showing Status of Data Collection Process by Participant 
 
 









P1 Y Y Y Y Y Y Y 
P2 Y Y Y Y Y Y Y 
P3 N Y Y Y Y Y Y 
P4 N Y Y Y Y Y Y 
P5 N Y Y Y Y Y Y 
P6 N Y Y Y Y Y Y 
P7 N Y Y Y Y Y Y 
P8 N Y Y Y Y Y Y 
P9 N Y Y Y Y Y Y 
P10 N Y Y Y Y Y Y 
P11 N Y Y Y Y Y Y 
P12 N Y Y Y Y Y Y 
P13 N Y Y Y Y Y Y 
P14 N Y Y Y Y Y Y 
P15 N Y Y Y Y Y Y 
 
Note. P1 and P2 were the pilot participants and also included in main study. 
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P1 1 4 6 3 
P2 1 13 18 21 
P3 2 0 5 6 
P4 1 6 15 13 
P5 2 2 8 10 
P6 1 0 6 13 
P7 1 1 8 16 
P8 0 2 11 9 
P9 2 0 4 4 
P10 1 0 1 0 
P11 2 0 4 1 
P12 1 0 3 3 
P13 0 0 2 0 
P14 1 0 10 7 
P15 0 0 3 2 
 








Fast and frugal  
Heuristics 
 Heuristics 
 and biases 




P1 0 4 5 5 
P2 0 2 1 2 
P3 0 1 3 2 
P4 0 3 5 3 
P5 0 1 1 1 
P6 0 1 3 3 
P7 0 1 5 3 
P8 0 0 0 1 
 P9 1 1 2 1 
P10 2 2 2 0 
P11 1 2 4 1 
P12 0 1 3 2 
P13 2 2 4 2 
P14 1 0 5 1 
P15 1 1 0 0 
 
Note. Raw data showing number of meaning units by decision-making theory by 
participant. 
 
