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Abstract
For a given schedule of a round-robin tournament and a matrix
of distances between homes of teams, an optimal home-away assign-
ment problem is to ﬁnd a home-away assignment that minimizes the
total traveling distance. We propose a technique to transform the
problem to MIN RES CUT. We apply Goemans and Williamson’s
0.878-approximation algorithm for MAX RES CUT, which is based on
a positive semideﬁnite programming relaxation, to the obtained MIN
RES CUT instances. Computational experiments show that our ap-
proach quickly generates solutions of good approximation ratios.
Keywords: sports timetabling; semideﬁnite programming; Goemans
and Williamson’s approximation algorithm.
∗This paper is also referred as A. Suzuka, R. Miyashiro, A. Yoshise and T. Matsui,
“Semidefinite Programming Based Approaches to Home-away Assignment Problems in
Sports Scheduling,” METR2005-07, Department of Mathematical Engineering and Infor-
mation Physics, Faculty of Engineering, The University of Tokyo, 2005.
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1 Home-away Assignment Problem
Recently, sports scheduling becomes one of the main topics in the area of
scheduling (e.g., see “Handbook of Scheduling” Chapter 52 (Sports Schedul-
ing) [2]). This paper deals with a home-away assignment problem that as-
signs home or away to each match of a (double) round-robin tournament so
as to minimize the total traveling distance. We propose a technique to trans-
form the problem to MIN RES CUT. We apply Goemans and Williamson’s
approximation algorithm for MAX RES CUT and report the results of com-
putational experiments.
In the following, we introduce a mathematical deﬁnition of the problem.
Throughout this paper, we deal with a (double) round-robin tournament
with the following properties:
• the number of teams (or players etc.) is 2n, where n ∈ N;
• the number of slots, i.e., the days when matches are held, is 2(2n− 1);
• each team plays one match in each slot;
• each team has its home and each match is held at the home of one of
the playing two teams;
• each team plays every other team “twice”;
• each team plays at the home of every other team exactly “once”.
Figure 1 is a schedule of a round-robin tournament, which is described as a
pair of a timetable and a home-away assignment deﬁned below.
A timetable is a matrix whose rows are indexed by a set of teams T =
{1, 2, . . . , 2n} and columns are indexed by a set of slots S = {1, 2, . . . , 4n−
2}. Each entry of a timetable, say τ(t, s) ((t, s) ∈ T×S), shows the opponent
of team t in slot s. A timetable T should satisfy the following conditions:
• for each team t ∈ T , the t-th row of T contains each element of T \{t}
exactly twice;
• for any (t, s) ∈ T × S, τ(τ(t, s), s) = t.
For example, team 2 of Fig. 1 plays team 4 in slots 7 and 9, and the match
in slot 7 is held at the home of team 4, while the other is held at the home
of team 2.
A team is said to be at home in slot s if the team plays a match at its
home in s, otherwise said to be at away in s. A home-away assignment
(HA-assignment for short) is a matrix whose rows are indexed by T and
columns by S. Each entry of an HA-assignment, say at,s ((t, s) ∈ T × S), is
either ‘H’ or ‘A,’ where ‘H’ means that in slot s team t is at home and ‘A’
is at away.
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T\S 1 2 3 4 5 6 7 8 9 10
1 3 3 4 4 6 2 5 2 6 5
2 5 5 6 3 3 1 4 1 4 6
3 1 1 5 2 2 4 6 6 5 4
4 6 6 1 1 5 3 2 5 2 3
5 2 2 3 6 4 6 1 4 3 1
6 4 4 2 5 1 5 3 3 1 2
T\S 1 2 3 4 5 6 7 8 9 10
1 A H A H A A A H H H
2 H A A A H H A A H H
3 H A A H A H H A H A
4 H A H A A A H H A H
5 A H H H H A H A A A
6 A H H A H H A H A A
Figure 1: A timetable and HA-assignment of six teams
Given a timetable T , an HA-assignment A = (at,s) ((t, s) ∈ T × S) is
said to be consistent with T if the followings are satisﬁed: (C1) ∀(t, s) ∈
T×S, {at,s, aτ(t,s),s} = {A,H}, and (C2) ∀t ∈ T , [τ(t, s) = τ(t, s′) and s = s′]
implies {at,s, at,s′} = {A,H} (Condition (C2) is assumed in an ordinary
“double” round-robin tournament). A schedule of a round-robin tournament
is described as a pair of a timetable and an HA-assignment consistent with
the timetable.
A distance matrix D is a matrix with zero diagonals whose rows and
columns are indexed by T such that the element d(t, t′) denotes the distance
from the home of t to that of t′. We do not assume the symmetricity of D nor
that the distance matrix satisﬁes triangle inequalities. Given a consistent
pair of a timetable and an HA-assignment, the traveling distance of team t is
the length of the route that starts from t’s home, visits venues where matches
are held in the order deﬁned by the timetable and the HA-assignment, and
returns to the home. The total traveling distance is the sum total of traveling
distances of all the teams.
Given only a timetable of a round-robin tournament, one should decide
a consistent HA-assignment to complete a schedule. In practical sports
timetabling, the total traveling distance is required to be reduced [1, 11]. In
this context, the home-away assignment problem is introduced as follows.
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HA assignment Problem
Instance: a timetable T and a distance matrix D.
Task: ﬁnd an HA-assignment that is consistent with T and minimizes the
total traveling distance.
We formulate the HA assignment problem as MIN RES CUT, and apply
Goemans and Williamson’s approximation algorithm [5], which is based on
the semideﬁnite programming relaxation. Computational experiments show
that our method quickly generates feasible solutions close to optimal.
The rest of this paper is organized as follows: Section 2 proposes formu-
lations of the HA assignment problem as MIN RES CUT; Section 3 reports
the results of computational experiments; Section 4 states conclusions.
The problem to ﬁnd an HA-assignment that is consistent with a given
timetable and minimizes the number of breaks (consecutive pairs of home-
games) is called the break minimization problem. There are several previous
results on this problem (see [10, 12, 3, 7] for example). In [7], Miyashiro and
Matsui formulated the break minimization problem as MAX RES CUT and
applied Goemans and Williamson’s algorithm for MAX RES CUT. Our
algorithm proposed in this paper is an extension of their procedure to HA
assignment problems. However, we need a non-trivial technique, described
in the next section, to extend their procedure to HA assignment problems.
2 Formulation as MIN RES CUT
We propose a formulation of the HA assignment problem as MIN RES CUT.
First, we deﬁne the problem MIN RES CUT. Let G = (V,E) be an undi-
rected graph with a vertex set V and an edge set E. For any vertex subset
V ′ ⊆ V , we deﬁne δ(V ′) = {{vi, vj} : vi, vj ∈ V, vi ∈ V ′  vj}. The
problem MIN RES CUT is deﬁned as follows: given a graph G = (V,E),
a speciﬁed vertex r ∈ V , a weight function w : E −→ R, and a set
Ecut ⊆ {X ⊆ V : |X| = 2}, ﬁnd a vertex subset V ′ that minimizes∑
e∈δ(V ′)∩E w(e) under the conditions that r ∈ V ′ and Ecut ⊆ δ(V ′) hold.
Here we note that the condition r ∈ V ′ is redundunt for the deﬁnition of
MIN RES CUT, because for any V ′′ ⊆ V , δ(V ′′) = δ(V \V ′′). The condition
helps to formulate the HA assignment problem as MIN RES CUT. It is easy
to show that MIN RES CUT is NP-hard even if ∀e ∈ E, w(e) = 1 holds. The
problem MAX RES CUT is the maximization version of MIN RES CUT,
and Goemans and Williamson [5] proposed a 0.878-approximation algorithm
for MAX RES CUT. Now we formulate the HA assignment problem as MIN
RES CUT. Given a timetable T = (τ(t, s)) ((t, s) ∈ T × S), let G = (V,E)
be an undirected graph with a vertex set V and an edge set E deﬁned below.
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We introduce an artiﬁcial vertex r and deﬁne V = {vt,s : (t, s) ∈ T×S}∪{r},
E = {{vt,s−1, vt,s} : t ∈ T, s ∈ S \ {1}} ∪ {{r, vt,s} : (t, s) ∈ T × S}, and
Ecut = {{vt,s, vτ(t,s),s} : (t, s) ∈ T × S}
∪{{vt,s, vt,s′} : t ∈ T, s, s′ ∈ S, τ(t, s) = τ(t, s′), s = s′}.
For a feasible solution V ′ of this MIN RES CUT instance, i.e., a vertex
subset V ′ ⊆ V satisfying r /∈ V ′ and Ecut ⊆ δ(V ′), construct an HA-
assignment A = (at,s) ((t, s) ∈ T × S) as follows: if vt,s ∈ V ′ then at,s = A,
else at,s = H. This HA-assignment is consistent with T because (C1) each
pair of vertices corresponding to a match is in Ecut, and (C2) for each team,
every pair of vertices corresponding to matches with a common opponent is
in Ecut. Obviously, for any consistent HA-assignment, there exists a unique
corresponding feasible solution of the MIN RES CUT instance. Thus, there
exists a bijection between the feasible set of MIN RES CUT and the set of
consistent HA-assignments.
Next, we discuss the total traveling distance. In the following, we denote
any singleton {v} by v for simplicity. Given a pair of timetable T and an HA-
assignment A consistent with T , the traveling distance of team t between
slots s and s + 1, denoted by (t, s), is deﬁned as follows:
(t, s) =
⎧⎪⎪⎨
⎪⎪⎩
0 (if (at,s, at,s+1) = (H,H)),
d(τ(t, s), τ(t, s + 1)) (if (at,s, at,s+1) = (A,A)),
d(t, τ(t, s + 1)) (if (at,s, at,s+1) = (H,A)),
d(τ(t, s), t) (if (at,s, at,s+1) = (A,H)).
In the following, we use the notations t′ = τ(t, s) and t′′ = τ(t, s + 1) for
simplicity. We show that the traveling distance (t, s) satisfy the following
equations;
(t, s) = d(t′, t′′) |vt,s ∩ V ′| |vt,s+1 ∩ V ′|
+d(t, t′′) (1− |vt,s ∩ V ′|) |vt,s+1 ∩ V ′|
+ d(t′, t) |vt,s ∩ V ′| (1− |vt,s+1 ∩ V ′|)
= d(t′, t′′)
|{vt,s, r} ∩ δ(V ′)|+ |{vt,s+1, r} ∩ δ(V ′)| − |{vt,s, vt,s+1} ∩ δ(V ′)|
2
+d(t, t′′)
−|{vt,s, r} ∩ δ(V ′)|+ |{vt,s+1, r} ∩ δ(V ′)|+ |{vt,s, vt,s+1} ∩ δ(V ′)|
2
+ d(t′, t)
|{vt,s, r} ∩ δ(V ′)| − |{vt,s+1, r} ∩ δ(V ′)|+ |{vt,s, vt,s+1} ∩ δ(V ′)|
2
=
d(t′, t′′)− d(t, t′′) + d(t′, t)
2
|{vt,s, r} ∩ δ(V ′)|
+
d(t′, t′′) + d(t, t′′)− d(t′, t)
2
|{vt,s+1, r} ∩ δ(V ′)|
+
−d(t′, t′′) + d(t, t′′) + d(t′, t)
2
|{vt,s, vt,s+1} ∩ δ(V ′)|.
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The ﬁrst equality is obvious, because [at,s = A ⇐⇒ |vt,s ∩ V ′| = 1] and
[at,s+1 = A ⇐⇒ |vt,s+1 ∩ V ′| = 1]. The second equality is obtained by
applying the equations
|vt,s ∩ V ′| = |{vt,s, r} ∩ δ(V ′)|, |vt,s+1 ∩ V ′| = |{vt,s+1, r} ∩ δ(V ′)|, (1)
and
|vt,s ∩ V ′| |vt,s+1 ∩ V ′|
=
|{vt,s, r} ∩ δ(V ′)|+ |{vt,s+1, r} ∩ δ(V ′)| − |{vt,s, vt,s+1} ∩ δ(V ′)|
2
.(2)
Equations (1) and (2) are obtained from the properties that r ∈ V ′ and
∀V ′ ⊆ V, |δ(V ′) ∩ {{r, vt,s}, {r, vt,s+1}, {vt,s, vt,s+1}}| ∈ {0, 2}. The third
equality is trivial. Here we note that, if we employ only Equations (1), (t, s)
becomes a quadratic function of |{vt,s, r} ∩ δ(V ′)| and |{vt,s+1, r} ∩ δ(V ′)|.
Using Equation (2), we can transform the quadratic function to a linear
function of |{vt,s, r} ∩ δ(V ′)|, |{vt,s+1, r} ∩ δ(V ′)| and |{vt,s, vt,s+1} ∩ δ(V ′)|.
In a similar way, we can show that the traveling distance of team t
before the ﬁrst slot and after the last slot, denoted by (t, 0) and (t, 4n−2)
respectively, satisfy that
(t, 0) = d(t, τ(t, 1))|{vt,1 , r} ∩ δ(V ′)|,
(t, 4n− 2) = d(τ(t, 4n− 2), t)|{vt,4n−2, r} ∩ δ(V ′)|.
From the above, the total traveling distance is represented by a linear
function of variables |e ∩ δ(V ′)| (e ∈ E) as follows:
∑
t∈T
4n−2∑
s=0
(t, s) =
∑
t∈T
4n−3∑
s=1
⎛
⎜⎜⎜⎜⎝
d(t′, t′′)− d(t, t′′) + d(t′, t)
2
|{vt,s, r} ∩ δ(V ′)|
+
d(t′, t′′) + d(t, t′′)− d(t′, t)
2
|{vt,s+1, r} ∩ δ(V ′)|
+
−d(t′, t′′) + d(t, t′′) + d(t′, t)
2
|{vt,s, vt,s+1} ∩ δ(V ′)|
⎞
⎟⎟⎟⎟⎠
+
∑
t∈T
d(t, τ(t, 1))|{vt,1 , r} ∩ δ(V ′)|
+
∑
t∈T
d(τ(t, 4n − 2), t)|{vt,4n−2, r} ∩ δ(V ′)|.
Thus, by introducing an appropriate weight function w : E → R+ (a precise
description appears in Appendix), the total traveling distance satisﬁes that
∑
t∈T
4n−2∑
s=0
(t, s) =
∑
e∈E
w(e)|e ∩ δ(V ′)| =
∑
e∈E∩δ(V ′)
w(e)
and the objective function value of MIN RES CUT, with respect to w(e), is
equivalent to the total traveling distance. From the above, the HA assign-
ment problem is formulated as MIN RES CUT.
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Here we note that the break maximization problem, which maximizes the
number of consecutive pairs of home-games, is a special case of our problem
such that the distance between any pair of homes is equal to 1. It is shown
in [8] that the break maximization problem is essentially equivalent to the
break minimization problem, which is discussed in many papers [10, 12, 3,
7]. Thus, the break minimization problem is also a special case of the HA
assignment problem discussed in this paper.
3 Computational Experiments
For MAX RES CUT, Goemans andWilliamson [5] proposed a 0.878-randomized
approximation algorithm using semideﬁnite programming. Here we apply
Goemans and Williamson’s algorithm to the proposed MIN RES CUT for-
mulation of the HA assignment problem. In the following, we brieﬂy explain
the procedure. The algorithm consists of the following three steps.
1. Semideﬁnite Programming
For a given instance of MIN RES CUT (V,E, r, w,Ecut), let W be a
matrix whose rows and columns are indexed by V such that Wij =
Wji = w({i, j}) if {i, j} ∈ E, otherwise Wij = Wji = 0. Then solve
the following semideﬁnite programming problem:
minimize C •X
subject to Eii,ii •X = 1 (∀i ∈ V ),
Eij,ji •X = −2 (∀{i, j} ∈ Ecut),
X  O, X is symmetric, X ∈ RV×V ,
where C = (diag(W1)−W )/4, X • Y =∑i∑j XijYij , Eij,ji is the
matrix in which entries Eij and Eji are ones and every other entry is
zero, and X  O means that X is positive semideﬁnite.
2. Cholesky Decomposition
Decompose an (almost) optimal solution X0 of the semideﬁnite pro-
gramming problem in Step 1 into a matrix X̂ such that X0 = X̂

X̂
(Cholesky decomposition).
3. Hyperplane Separation
Generate a vector u at uniformly random on the surface of d-dimensional
unit ball and put V1 = {i ∈ V : ux̂i ≥ 0} where d is the number of
rows of X̂ and x̂i is the column vector of X̂ index by i ∈ V . Output
a vertex subset V ′ =
{
V1 (if r ∈ V1),
V \ V1 (if r ∈ V1).
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The above three steps terminate in polynomial time. Note that a practical
procedure to obtain a good solution is to repeat Step 3 a number of times
and output a solution with the best objective value.
Goemans and Williamson [5] showed that the maximization version of
the above algorithm ﬁnds a feasible solution of MAX RES CUT, and its
expected objective value is at least 0.87856 times the optimal value. In
case of MIN RES CUT, any non-trivial bound of approximation ratio of the
above algorithm is not known.
Finally, we report our computational results. Computational experi-
ments were performed as follows. Tables 1 (a) and (b) show the results when
we generated 10 timetables for each size of 2n = 16, 18, 20, 22, 24, 26, 30. We
constructed a timetable of “double” round robin tournament by concate-
nating two copies of a timetable of “single” round robin tournament that
is randomly created as the method described in [3]. The results are shown
in Table 1 (a). Table 1 (b) reports the results when each timetable is ob-
tained by concatenating two mutually diﬀerent timetables of “single” round
robin tournament. We used the distance matrix obtained from TSP instance
att48 from TSPLIB. We chose cities of att48 with indices from 1 to 2n.
For each instance, we applied Goemans and Williamson’s algorithm
and generated 10000 HA-assignments by executing Step 3 of the algorithm
10000 times. Finally, we output a solution with the best of generated 10000
solutions. In order to evaluate the quality of the best solutions, we solved the
same instances with integer programming in a similar manner as Trick [12].
All computations were performed on Dell Dimension 8100 (CPU: Pentium4,
1.4GHz, RAM: 768MB, OS: Vine Linux 2.6) with SDPA 6.0 [13] for semidef-
inite programming problems and CPLEX 8.0 [6] for integer programming
problems.
Table 1 shows the results of the experiments. In almost of all cases
the average of approximation ratios is less than 1.18. We did not solved
26 and 30 teams instances with integer programming because it would not
terminate within reasonable computational time. The computational time
for our procedure is less than 670 seconds when 2n ≤ 24.
4 Conclusions
We proposed a formulation of HA assignment problems as MIN RES CUT
problems, and performed computational experiments with Goemans and
Williamson’s algorithm for MAX RES CUT, based on semideﬁnite program-
ming relaxation. Computational experiments showed that our approach is
highly eﬀective in terms of quality of solutions and computational speed, in
particular, for a large instance.
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Appendix
We deﬁne a weight function w : E → R+, which is discussed in Section 2,
as follows:
w({vt,s, r}) = d(τ(t, s), τ(t, s + 1))− d(t, τ(t, s + 1)) + d(τ(t, s), t)2
+
d(τ(t, s − 1), τ(t, s)) + d(t, τ(t, s)) − d(τ(t, s − 1), t)
2
(∀t ∈ T,∀s ∈ S \ {1, 4n − 2}),
w({vt,1, r}) = d(t, τ(t, 1)) + d(τ(t, 1), τ(t, 2)) − d(t, τ(t, 2)) + d(τ(t, 1), t)2 ,
w({vt,4n−2, r}) = d(τ(t, 4n − 2), t)
+
d(τ(t, 4n− 3), τ(t, 4n − 2)) + d(t, τ(t, 4n− 2))− d(τ(t, 4n − 3), t)
2
,
w({vt,s, vt,s+1}) = −d(τ(t, s), τ(t, s + 1)) + d(t, τ(t, s + 1)) + d(τ(t, s), t)2
(∀t ∈ T,∀s ∈ S \ {4n− 2}).
Then, the total traveling distance satisﬁes that
∑
t∈T
4n−2∑
s=0
(t, s) =
∑
t∈T
4n−3∑
s=1
⎛
⎜⎜⎜⎜⎝
d(t′, t′′)− d(t, t′′) + d(t′, t)
2
|{vt,s, r} ∩ δ(V ′)|
+
d(t′, t′′) + d(t, t′′)− d(t′, t)
2
|{vt,s+1, r} ∩ δ(V ′)|
+
−d(t′, t′′) + d(t, t′′) + d(t′, t)
2
|{vt,s, vt,s+1} ∩ δ(V ′)|
⎞
⎟⎟⎟⎟⎠
+
∑
t∈T
d(t, τ(t, 1))|{vt,1 , r} ∩ δ(V ′)|+
∑
t∈T
d(τ(t, 4n − 2), t)|{vt,4n−2, r} ∩ δ(V ′)|
=
∑
e∈E
w(e)|e ∩ δ(V ′)| =
∑
e∈E∩δ(V ′)
w(e).
Thus, the objective function value of MIN RES CUT with respect to w(e)
deﬁned above is equivalent to the total traveling distance.
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Table 1: Results of computational experiments
(a)
#teams ratio SDP (s) IP (s)
avg. avg. (s. d.) avg. (s. d.)
16 1.00119 81.8 (2.82) 13.2 (2.09)
18 1.11825 129.1 (23.99) 27.4 (8.87)
20 1.00119 233.1 (13.82) 61.1 (25.68)
22 1.00122 388.4 (15.10) 1550.3 (1124.54)
24 1.00478 617.7 (22.18) 68341.7 (124286.75)
26 — 989.4 (22.68) — —
30 — 2142.9 (104.27) — —
(b)
#teams ratio SDP (s) IP (s)
avg. avg. (s. d.) avg. (s. d.)
16 1.00057 86.2 (2.82) 22.3 (7.71)
18 1.17323 123.9 (28.84) 61.1 (26.40)
20 1.00071 273.8 (19.26) 328.2 (419.23)
22 1.00099 393.0 (9.49) 1244.5 (748.60)
24 1.00121 664.1 (23.83) 13078.3 (19549.06)
26 — 1057.3 (30.40) — —
30 — 2226.3 (78.00) — —
#teams: the number of teams;
ratio: average of ratios of the optimal value and the objective function value of the
best solutions obtained by our procedure;
SDP : computational time for our procedure;
IP : computational time for integer programming;
avg.: average; s. d.: standard deviation.
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