Abstract. It is shown that the difference equation
Introduction
According to the classical Malmquist's theorem [16] , if the differential equation
where R(z, w) is rational in both arguments, has a transcendental meromorphic solution, then (1.1) reduces into a Riccati equation. Steinmetz [22] , Bank and Kaufman [1] have generalized Malmquist's result by showing that the equation
where again R(z, w) is rational in both arguments, reduces into one in a list of six simple differential equations, after a suitable Möbius transformation. One of these six equations is
where τ 1 , τ 2 are constants and a(z) and b(z) are rational functions. Equation (1.3) can be transformed into
by a simple linear transformation, provided that the coefficient b(z) is a constant.
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In this paper, we are concerned with meromorphic solutions of a difference equation of the form (1.5) (∆f (z)) 2 = A(z)(f (z)f (z + 1) − B(z)),
where A(z) and B(z) are meromorphic functions, and ∆ is the difference operator ∆f (z) = f (z + 1) − f (z). We will show in Section 3 below that (1.5) possesses a continuous limit to (1.4) , which, in some cases, extends to an explicit limit between the solutions of (1.5) and (1.4), as well. In addition, we consider the order of growth and the value distribution of a meromorphic solution of (1.5), see e.g., [3] , [9] , [18] for a description of Nevanlinna's value distribution theory. One of the questions to be considered is whether
holds for distinct meromorphic solutions f 1 (z) and f 2 (z) of (1.5), where E is an exceptional set with finite logarithmic measure. In [11] , an algebraic relation for distinct meromorphic solutions to differential equation (1.4) is obtained, which yields that (1.6) is satisfied for any distinct transcendental meromorphic solutions to (1.4) in place of f j , j = 1, 2. We discuss this result in more detail in Section 4 below. Nevanlinna growth considerations of an equation related to (1.5) were considered by Liu in [15] in the following sense. Equation (1.5) can be also written in the form
which belongs to a class of algebraic difference equations of first order,
where P (z, g) and Q(z, g) are polynomials in g with meromorphic coefficients. Assume that all coefficients in (1.8) are rational functions and (1.8) possesses a transcendental meromorphic solution g(z) of finite order. Suppose in addition that deg g P (z, g) ≤ 1 and deg g Q(z, g) = 4 (or 3). Then, by means of the difference analogues of the lemma on the logarithmic derivatives, g(z) has infinitely many poles, see e.g., [6] , [2] , [14] . On the other hand, by the power test for poles of a meromorphic solution g(z) to (1.8), g(z) has only finitely many poles. This contradiction implies that (1.8) has no meromorphic solution of finite order, that is a generalization of Yanagihara's theorem [23] in some sense. By following this argument, and by using an extension of the the difference analogues of the lemma on the logarithmic derivatives obtained in [8] , it follows that (1.8) does not have any transcendental meromorphic solutions of hyper-order < 1. This paper consists of five sections. In Section 2, we give several examples of (1.5). Section 3 is devoted to showing that (1.4) can be obtained from (1.5) by a continuous limit, which also extends to solutions under some conditions. We consider the case when A(z) and B(z) are periodic functions of period 1 in Section 4. An algebraic relation among solutions to (1.5) is discussed. With some conditions in Section 5 it is shown that (1.6) holds for transcendental meromorphic solutions to (1.5). Remark 1.1. We consider the case A(z) and B(z) are constants in (1.5). For a solution f (z) to (1.5), we definef (z) = f (κ(z) + z), where κ(z) is a periodic function of period 1. Substituting κ(z) + z in (1.5) in place of z, we see thatf (z) is also a solution of (1.5), sincef (z + 1) = f (κ(z + 1) + z + 1) = f (κ(z) + z + 1).
This means that the order off (z) may be bigger than the order of f (z), and hence (1.6) is not always valid in general.
Examples
We have collected to this section a number of examples to which we keep referring to throughout the remainder of this paper.
Example 2.2. Let b be a non-zero complex number. The function
They have obviously the same order of growth. However, there exists higher order solutions to (2.3), which implies that (1.6) does not hold in general as we mentioned in Remark 1.1. Clearly, f b (z) has infinitely many poles, which are on real axis at z = 0, ±1, ±2, . . . . Thus we have N (r, f b ) ∼ r, and hence ∞ is not a deficiency for f b (z). By Remark 1.1, we may construct meromorphic solutions to (2.3) having infinitely many poles of higher order. 
Example 2.4. Let Q(z) be a periodic function of period 1. The function
4z(z + 1) .
Continuous limit
In this section we apply continuous limits to give connections between solutions of certain classes of difference equations and solutions of the corresponding differential equations. Shimomura [21] applied the continuous limit from the discrete second Painlevé equation to the second differential Painlevé equation in order to observe asymptotic expansions of solutions. Continuous limit has been contributed mostly to Painlevé analysis, e.g., [5, §50] , [19] , [20] . In [10] , the difference Riccati equation was discussed.
By a continuous limit we mean broadly the following. Let k be a positive integer. We consider a difference equation
Let ε be a complex number. We set a pair of relations (3.2) µ(z, t, ε) = 0 and ν(f (z), w(t, ε), ε) = 0.
According to (3.2), we transform (3.1) to a certain difference equation
with some conditions on coefficients of Ω 1 . Letting ε → 0, we derive a differential equation
Depending on the conditions on coefficients, the arguments above give wide scope of ideas. On the other hand, it would remain generally within the framework of the formal discussion. We discuss next a continuous limit from (1.5) to (1.4). To do this, we set (3.5) t = εz and f (z) = w(t, ε), in (1.5) and give ε 2Ã (t, ε) andB(t, ε) in place of A(z) and B(z), respectively. Since
Assume that (3.7) lim ε→0Ã (t, ε) =Ã(t, 0) and lim ε→0B (t, ε) =B(t, 0).
Letting ε → 0, we see that w(t, 0) = lim ε→0 w(t, ε), if exists, satisfies the differential equation
withÃ(t) =Ã(t, 0) andB(t) =B(t, 0). If we set (3.9)
A(z) = ε 2Ã (t, ε) and B(z) =B(t, ε), then this builds a direct connection. When we do not assume (3.9), we call the derivation (3.6) an indirect connection. We compare these connections in Examples 3.1 and 3.2 below.
Example 3.1. We observe (2.7) in Example 2.4 in view of the continuous limit assuming the condition (3.9), i.e., a direct connection. According to (3.5) and (3.9), we derive a difference equation of the form (3.6) from (2.7). We computẽ
which implies thatÃ(t, 0) = 1/t 2 andB(t, 0) = 1. The corresponding equation given by (3.8)
where C is an arbitrary constant. By (2.6) and (3.5), we have
, which corresponds to w C (z) if lim n→0 ε n Q( t εn ) = C would hold for some {ε n }, ε n → 0. In fact, we assume that Q(z) is a non-constant meromorphic periodic function of period 1. Since Q(z) is transcendental, Q(tz) − Cz has infinitely many zeros {z n }, z n → ∞ for fixed t and C with at most two exceptions. Then we define ε n = 1/z n , which implies the assertion. Example 3.2. Consider (2.3) in Example 2.2. Here we do not assume the condition (3.9), i.e., we are aiming for an indirect connection. By (3.5), the difference equation (2.3) is transformed
We set ε
2Ã
(t, ε) in place of −4 in (3.11), whereÃ(t, ε) = −4 sin 2 ε/ε 2 , andB(t, ε) = sin 2 ε−1 in place of −1 in (3.11). Then we obtain a difference equation corresponding to (3.3)
The function w(t + ε, ε) = sin(2t + ϕ(ε)) satisfies (3.11), which is confirmed by the formula sin
Then letting ε → 0 in (3.12), we see that w(t, 0) = sin 2t satisfies a differential equation corresponding to (3.8) withÃ(t, 0) = −4 andB(t, 0) = 1, i.e.,
Applying an indirect connection, we can start to discuss a difference equation (3.3) which has close properties to a differential equation (3.4) . This argument could yield various discoveries. On the other hand, indirect connections might lose some properties of the original difference equation (3.1). For example, a transcendental meromorphic solution f b (z) to (2.3) given by (2.2) possesses infinitely many poles. However, any transcendental meromorphic solution of (3.13) has no poles.
Most of the continuous limits obtained so far in the literature, see, e.g., [4, 7] and the reference therein, are indirect.
Periodic case
In this section, we consider the case when A(z) and B(z) are periodic functions of period 1. We have 
Proof. From (1.5),
Eliminating A(z) from this equation and (1.5), we obtain
which implies that f (z) is a periodic function of period 2, or
Using (4.2) and (1.5), we have
which concludes (4.1). 1 implies that (4.3) , or an identity like it, cannot be obtained in general for all pairs of distinct solutions to (1.5), since there may exist solutions to (1.5) of distinct order of growth. However, we are still interested in whether there exists an algebraic relation for solutions to (1.5) under some conditions. In the case of periodic coefficients, we have Theorem 4.3. Suppose that A(z) and B(z) are periodic functions of period 1 in (1.5), and suppose that (1.5) possesses distinct transcendental meromorphic solutions f 1 (z) and f 2 (z) such that f j (z + 2) = f j (z), j = 1, 2. Then the Casoratian
is a periodic function of period 1, and f 1 (z) and f 2 (z) satisfy the algebraic relation
where the coefficients are periodic functions of period 1.
Proof. By Proposition 4.1, f 1 (z), f 2 (z) are solutions of linear homogeneous difference equation (4.1), which can be written as
By the definition of the Casoratian,
This shows that H(z) is a periodic function of period 1. We write
From (4.5) and (1.5),
Combining this and the definition of H(z), we have
where Ξ(z) is a polynomial in f 1 (z) and f 2 (z) given by
where the coefficients are periodic functions of period 1. Using (4.6) and (1.5), we may compute
Eliminating ∆f 2 (z) and Ξ(z) from (4.6), (4.7) and (4.8), we obtain (4.4). We have thus proved Theorem 4.3. 
Value distribution and Growth relation of solutions
We suppose that (1.5) possesses two distinct meromorphic solutions f 1 (z) and f 2 (z). We discuss the relation between f 1 (z) and f 2 (z), for instance, whether (1.6) holds or not. To this end, we define a set M E of meromorphic functions as follows. If f ∈ M E then the multiplicities of all zeros and all of poles of f (z) are even. In case f (z) has no zeros and no poles, we allow f to belong to M E . Denote by G(f ) a quadratic polynomial in f 
which implies that G(f β ) does not belong to M E for some β(z). Let n odd (r, f ) be a counting function which counts poles in |z| < r whose multiplicities are odd and let n odd (r, f ) count odd multiple poles once for each occurrences. The integrated counting functions N odd (r, f ) and N odd (r, f ) are defined in a usual manner. We set
and
for convenience. Let f (z) be a transcendental meromorphic solution to (1.5). We call f (z) an admissible solution if f (z) satisfies T (r, A) = S(r, f ) and T (r, B) = S(r, f ).
Theorem 5.1. Assume that A(z) and B(z) are non-constant meromorphic functions in (1.5). Suppose (1.5) possesses two distinct admissible solutions f 1 (z) and f 2 (z). Then (1.6) holds or
Proof. For the sake of simplicity, we write f 1 (z) = a(z) and f 2 (z) = f (z). It is possible that f (z) = −a(z), in which case (1.6) clearly holds. We assume that f (z) = −a(z) below. Since f (z) and a(z) are admissible solutions, neither f (z) nor a(z) is periodic function of period 1, i.e., ∆f (z) ≡ 0 and ∆a(z) ≡ 0, by (1.5). We set
reduces to a small function with respect to f 1 and f 2 , by (5.3) and the first main theorem due to Nevanlinna, we obtain (1.6). Below we assume that g(z) is a transcendental meromorphic function and not a small function with respect to f (z) and a(z). By combining (5.3) and (1.5) we eliminate f (z), and then we use (1.5) again to eliminate ∆a(z). Then we obtain
We consider first the case C 2 (z) ≡ 0. Since a(z) ≡ 0, we have
We note that ∆a(z) ≡ 0 and g(z) − 1 ≡ 0 as mentioned above. By our assumption, we have A(z) + 2 ≡ 0. Thus by solving a(z + 1) from (5.8), and then using (1.5) and (5.8) to eliminate ∆a(z), we obtain
which implies that a(z) 2 is represented by a rational function in g(z) of degree 2 with rational coefficients. By means of the Valiron-Mohon'ko theorem [17] , [13, Theorem 2.2.5] and (5.8), we have T (r, a) = T (r, g) + S(r, f ). It follows from (1.5) and (5.9),
We apply the Valiron-Mohon'ko theorem to (5.10) again, and obtain T (r, f ) = T (r, g) + S(r, f ). Hence we have T (r, a) = T (r, f ) + S(r, f ), which implies that (1.6) holds.
We assume now that C 2 (z) ≡ 0. We write by (5.4),
Using that a(z) satisfies (1.5) again and recalling (5.3), we obtain (5.12)
where G(f ) is defined in (5.1). By (5.11) and (5.12), we see that AG(f ) ∈ M E . We change the roles of f (z) and a(z) in (5.3), and apply the same arguments above to obtain AG(a) ∈ M E . Let z 0 be a zero or a pole of A(z) of odd multiplicity. Then we see that both of G(f ) and G(a) have a zero or a pole at z 0 of odd multiplicity, which shows that (5.2) holds.
The identity (5.2) for two admissible solutions of (1.5) gives an exact invariant quantity in terms of Nevanlinna's functions, which corresponds to a counterpart of (1.6) in the differential case. In general, two admissible solutions of (1.5) do not always satisfy (1.6). We give such an example below, which is a generalization of Example 2.4. We write A(z) = (h(z + 1) − h(z)) 2 /(h(z)h(z + 1)) and B(z) = (h(z + 1) + h(z)) 2 /(4h(z)h(z + 1)) for simplicity. Let Q 1 (z) and Q 2 (z) be periodic functions of period 1 such that T (r, h) = S(r, Q j ) and T (r, h(z + 1)) = S(r, Q j ) , j = 1, 2. Then f j (z) = (h(z) 2 + Q j (z) 2 )/2h(z)Q j (z), j = 1, 2 are admissible solutions to (5.14). If we choose Q 1 (z) and Q 2 (z) satisfying T (r, Q 2 ) = S(r, Q 1 ), then (1.6) does not hold. In fact, for any solution f (z) given by (5. 
