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Abstract
Interval graphs play important roles in analysis of DNA chains in Benzer [S. Benzer, On the topology of the genetic fine
structure, Proceedings of the National Academy of Sciences of the United States of America 45 (1959) 1607–1620], restriction
maps of DNA in Waterman and Griggs [M.S. Waterman, J.R. Griggs, Interval graphs and maps of DNA, Bulletin of Mathematical
Biology 48 (2) (1986) 189–195] and other related areas. In this paper, we study a new combinatorial optimization problem, named
the minimum clique partition problem with constrained bounds, in weighted interval graphs. For a weighted interval graph G and
a bound B, partition the weighted intervals of this graph G into the smallest number of cliques, such that each clique, consisting of
some intervals whose intersection on a real line is not empty, has its weight not beyond B. We obtain the following results: (1) this
problem is NP-hard in a strong sense, and it cannot be approximated within a factor 32 − ε in polynomial time for any ε > 0; (2)
we design three approximation algorithms with different constant factors for this problem; (3) for the version where all intervals
have the same weights, we design an optimal algorithm to solve the problem in linear time.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
An undirected graph G = (V, E) is called an interval graph if, for each vertex v ∈ V , v can be associated to an
open interval Iv on the real line, such that any pair of distinct vertices u, v ∈ V are connected by an edge in E if
and only if two related open intervals Iu and Iv satisfy Iu ∩ Iv 6= ∅. Then the family {Iv}v∈V is called an interval
representation of this interval graph G. For convenience, we also treat these intervals Iv as the vertices of this interval
graph G. A graph G is called a weighted interval graph, if there is a function w : {Iv}v∈V → R+, i.e., each vertex v
(equivalently interval Iv) has a weight w(v) (or w(Iv)).
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Interval graphs have many applications in molecular biology, scheduling of tasks executed, timing of traffic lights,
and so on. For example, Benzer [1] invented interval graphs to study the analysis of DNA chains, i.e., the linearity
of the chain for higher organisms, and interval graph aids in locating genes along the DNA sequence; Waterman
and Griggs [11] utilized interval graphs to study an important representation of DNA called restriction maps;
Papadimitriou and Yannakakis [7] utilized interval graphs to study the scheduling interval-order tasks; Roberts [8]
utilized interval graphs to study the problem of timing of traffic lights to optimize some criteria such as average
waiting time. Other applications can be found in [3,5,9,12].
Since such an interval graph is a special type of perfect graph [5], many research papers have studied some
combinatorial optimization problems in interval graphs, such as computing the maximum coloring number, a
maximum independent set and a maximum clique in such an interval graph. In this paper, we study the clique partition
problem with constrained bounds in weighted interval graphs, where each clique consists of some intervals in G whose
intersection on a real line is not empty.
Our problem, named theMinimum Clique Partition Problem with Constrained bounds in Weighted Interval Graphs
(MCPBI), is stated in the following form:
INSTANCE: A weighted interval graph G = (V, E;w) with intervals I1, . . . , In , having weights w1, . . . , wn , and a
bound B;
QUESTION: Find a partition of these n intervals into the smallest number of cliques such that each clique has its
weight not beyond B.
Kaplan and Shamir [6] studied a problem related to ours. They studied some pathwidth, bandwidth and completion
problems for proper interval graphs with small cliques. Bodlaender and Jansen [2] studied the restrictions of graph
partition problems in several classes of graphs without weights. They obtained some results: the problem to partition
a cograph into bounded cliques (independent sets, respectively) remains NP-hard, and the problem to partition an
unweighted interval graph into bounded cliques is solvable in linear time by using an algorithm due to Papadimitriou
and Yannakakis [7]. However, when we study the clique partition problem with constrained bound B in weighted
interval graphs, it will become NP-hard to compute such a minimum number of cliques, each clique having a weight
not beyond B. As far as we know, there are no approximation algorithms to this new combinatorial optimization
problem, and we will design three approximation algorithms with constant factors to the problem, and we will also
redesign a new linear time algorithm to solve the problem in the version where all intervals have the same weight. Our
new linear time algorithm is completely different from the one due to Bodlaender and Jansen in [2], and the technique
they used in [2] heavily depends on a result of scheduling interval-order tasks in [7], but our linear time algorithm in
Section 4 will only depend on the new sorting technique defined in Section 3 and the GREEDY method.
This paper is divided into the following sections. In Section 2, we prove that the MCPBI problem remains NP-
hard in a strong sense, by transformation from the 3-PARTITION problem, and that it cannot be approximated within
a factor 32 − ε for any ε > 0, by transformation from the PARTITION problem. In Section 3, three approximation
algorithms with different constant factors are designed for this problem. For the case where each interval has the same
weight, we redesign an optimal algorithm to solve the problem in linear time in Section 4. We give conclusions and
remarks in the last section.
2. Hardness of the MCPBI problem
In this section, we study the hardness of the MCPBI problem, and then we prove that the MCPBI problem cannot
be approximated within a factor 32 − ε in polynomial time for any ε > 0. The NP-hardness of the MCPBI problem is
proved by transformation from the 3-PARTITION problem.
Theorem 1. The MCPBI problem is NP-hard in a strong sense.
Proof. We prove the NP-hardness of the MCPBI problem by transforming any instance of the 3-PARTITION problem
to an instance of the MCPBI problem.
Consider an instance I of the 3-PARTITION problem: Given the set S = {a1, a2, . . . , a3k} of 3k integers to satisfy
B
4 < a j <
B
2 for each 1 ≤ j ≤ 3k and Σ 3kj=1a j = kB, ask whether S can be partitioned into k subsets S1, S2, . . . , Sk
such that, for each i = 1, 2, . . . , k, Si contains exactly three elements of S and Σa∈Si a = B.
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We construct a reduction τ from I of the 3-PARTITION problem to an instance τ(I) of the MCPBI problem: a
weighted interval graph G with intervals I1, I2, . . . , I3k , for j = 1, 2, . . . , 3k, each interval I j having its left endpoint
o(I j ) = j − 1, right endpoint d(I j ) = 3k on a real line and possessing its weight a j , and the bound B = Σ
3k
j=1a j
k .
Now, we obtain the following claim.
Claim 1. There exists a feasible solution to an instance I of the 3-PARTITION problem if and only if the instance τ(I)
of the MCPBI problem has its optimal solution with value k.
In fact, for any feasible solution of an instance I of the 3-PARTITION problem, the set S is partitioned into k
subsets S1, S2, . . . , Sk such that, for i = 1, 2, . . . , k, Si contains exactly three elements of S and ∑a∈Si a = B.
Then we can construct a feasible partition to the instance τ(I) of the MCPBI problem in the following way: for each
Si = {ai1 , ai2 , ai3}, select the clique Ci = {Ii1 , Ii2 , Ii3}, and then we obtain the partition of these 3k intervals into k
cliques, each clique having exactly weight B.
Conversely, if the instance τ(I) of the MCPBI problem has an optimal clique partition {C1,C2, . . . ,Ck} with the
smallest integer k, having
∑
a∈Ci a ≤ B for each i = 1, 2, . . . , k. By the facts Σ 3kj=1a j = kB and B4 < a j < B2
for each 1 ≤ j ≤ 3k, we obtain ∑a∈C j a = B for each 1 ≤ j ≤ k and then each clique C j contains exactly
three elements from S, i.e., S j = {a j1 , a j2 , a j3} and
∑
a∈C j a = B for each 1 ≤ j ≤ k. So the instance I of the
3-PARTITION problem has the partition S1, S2, . . . , Sk .
Hence, the NP-hardness in a strong sense of the MCPBI problem follows the fact that the 3-PARTITION problem
is one of the earliest known NP-hard problems in a strong sense. This reaches the conclusion of the theorem.
We know that the MCPBI problem isNP-hard in a strong sense from Theorem 1; moreover, we obtain the following
strong result, which is proved by transformation from the PARTITION problem.
Theorem 2. For any ε > 0, there is no an approximation algorithm having a factor 32 − ε for the MCPBI problem,
unless P = NP .
Proof. Suppose that there is an approximation algorithm A having a factor 32 − ε for the MCPBI problem, then we
can show how to solve the PARTITION problem in polynomial times, i.e., deciding if there is a way to partition n
nonnegative numbers a1, a2, . . . , an into two sets, each adding up to 12Σ
n
i=1ai .
For an instance I of the PARTITION problem consisting of n nonnegative numbers a1, a2, . . . , an , we can construct
a reduction τ from I of the PARTITION problem to an instance τ(I) of the MCPBI problem: an interval graph G with
intervals I1, I2, . . . , In , for j = 1, 2, . . . , n, each interval I j having its left endpoint o(I j ) = j − 1, right endpoint
d(I j ) = n on a real line and possessing its weight a j , and the bound B = 12Σ ni=1ai .
Clearly, the answer to the PARTITION problem is ‘yes’ if and only if the MCPBI problem has exactly two cliques
of weight 12Σ
n
i=1ai .
When we use the approximation algorithm A on the instance τ(I), it produces an output m to satisfy m ≤
( 32 − ε)OPT, where OPT is the optimal value to the instance τ(I). If OPT = 2, then the preceding formula implies
m = 2, implying that the PARTITION problem has a feasible solution; if OPT ≥ 3, then we get m ≥ OPT ≥ 3,
implying that the PARTITION problem has no feasible solution. So the approximation algorithm A solves the
PARTITION problem in polynomial time. But the PARTITION problem remains NP-hard [4], a contradiction.
Hence, the theorem holds.
3. Some approximation algorithms for the MCPBI problem
Since the MCPBI problem is NP-hard and there is no polynomial-time algorithm to optimally solve it, we will
design some approximation algorithms for this problem.
We have known that such an interval graph is a special version of perfect graph, there are some polynomial-time
algorithms to compute the maximum coloring number, a maximum cardinality independent set and a maximum clique
in such an interval graph [5]. To simply state our approximation algorithms, we will utilize an optimal algorithm due to
Tarjan [10] to compute a maximum cardinality independent set in such an interval graph, by utilizing some technique
of minimum-cost flow with value 1, and this optimal algorithm runs in time O(n). For convenience, we denote such
an algorithm as MAX-IND.SET.
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Before we design approximation algorithms for the MCPBI problem, we give the rules of the sequel sorting. For
a weighted interval graph G = (V, E;w) with intervals I1, I2, . . . , In , denote two integers o(i) and d(i) respectively
as the left endpoint and the right endpoint of the interval Ii for each 1 ≤ i ≤ n, located on a real line from left to right,
each interval Ii having its weight wi .
We denote a linear order ‘≤’ on G: for any two intervals Ii and I j of G, denote Ii ≤ I j if and only if (1) either
d(i) < d( j), or (2) d(i) = d( j) and o(i) < o( j), or (3) d(i) = d( j), o(i) = o( j) and wi ≤ w j . We also denote
I j ≥ Ii if Ii ≤ I j for convenience. In particular, we denote Ii < I j if Ii ≤ I j and Ii 6= I j . Generally, it takes
O(n log n) steps to sort these n intervals, heavily depending on this linear order ‘≤’ according to the rule (3). When
either all intervals have the same weights or we do not take care of the weights of these n intervals, the preceding
order ‘≤’ is also linear, but the sorting time in this case runs in time O(n), only depending on the choices (1) and (2).
We will changeably utilize these two linear orders in the sequel, and their different running times depend on the rule
choices. For any subgraph G ′ of the interval graph G, it is known that the partial order ‘≤’ on G ′ is a linear order [9],
too.
Before we state our algorithm Clique-Partition I, we describe a GREEDY method to obtain r disjoint cliques from
the interval graph G, depending on a maximum cardinality independent set in G.
Algorithm GREEDY
INPUT: an interval graph G = (V, E) with intervals I1, . . . , In , and a maximum cardinality independent set
I = {Ii1 , Ii2 , . . . , Iir } in G, where Ii1 < · · · < Iir ;
OUTPUT: r disjoint cliques C1,C2, . . . ,Cr , where Ct contains the interval Iit .
Begin
Step 1 Put G ′ = G;
Step 2 From left to right on the real line, for t = 1, 2, . . . , r , choose a maximal clique Ct consisting of Iit and all
other intervals from G ′, and then let G ′ := G ′ − Ct , until G ′ = ∅.
End of GREEDY.
By utilizing the algorithm GREEDY and the fact that I = {Ii1 , Ii2 , . . . , Iir } is a maximum cardinality independent
set in G, where Ii1 < Ii2 < · · · < Iir , we obtain a partition {C1,C2, . . . , Cr } of these n intervals I1, . . . , In , where Ct
contains the interval Iit for each 1 ≤ t ≤ r .
Now, we design the first approximation algorithm for the MCPBI problem:
Algorithm Clique-Partition I
INPUT: a weighted interval graph G = (V, E;w) with intervals I1, . . . , In , having weights w1, . . . , wn , and a bound
B;
OUTPUT: m disjoint cliques consisting of these n intervals, each clique having its weight not beyond B.
Begin
Step 1 Use the algorithm MAX-IND.SET to compute a maximum cardinality independent set I = {Ii1 , Ii2 , . . . , Iir }
in G, where Ii1 < Ii2 < · · · < Iir ;
Step 2 Use the GREEDY algorithm to obtain r disjoint maximal cliques C1, C2, . . . , Cr , where each maximal clique
Ct contains the interval Iit for 1 ≤ t ≤ r such that {C1,C2, . . . , Cr } is a partition of these n intervals;
Step 3 For each clique C j = {I j1 , I j2 , . . . , I jm j }, where I j1 ≤ I j2 ≤ · · · ≤ I jm j only depend on the choices (1)
and (2), choose some suitable cliques in the sequels repeated: (a) C1j first contains the interval I j1 ; (b) for
2 ≤ t ≤ m j and when there are k cliques C1j , . . . , Ckj containing the intervals I j1 , I j2 , . . . , I jt−1 , add the
current interval I jt in a clique C
k′
j (1 ≤ k′ ≤ k) if the total weight sum of I jt and the intervals in Ck
′
j is not
greater than B, otherwise choose a new clique, named Ck+1j , to contain the current interval I jt ;
Step 4 Output all cliques obtained from Step 3.
End of Clique-Partition I.
Theorem 3. The algorithm Clique-Partition I is an approximation algorithm with factor 3 for the MCPBI problem,
its complexity is O(n).
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Proof. For each 1 ≤ j ≤ r , let Out j be the set of cliques produced by Step 3 in the algorithm Clique-Partition I on
each clique C j and denote OUT = ⋃rj=1 Out j . Then, such |Out j | cliques must contain at least |Out j | − 1 cliques
whose weights are greater than B2 , otherwise |Out j | will be decreased. Thus we have
m∑
i=1
wi >
B
2
(|Out1| − 1)+ B2 (|Out2| − 1)+ · · · +
B
2
(|Outr | − 1)
= B
2
(|Out1| + |Out2| + · · · + |Outr | − r)
= B
2
(|OUT| − r)
implying
|OUT| < 2
∑m
i=1wi
B
+ r ≤ 2|OPT| + |OPT| = 3|OPT|
where the second inequality depends on the two facts that the optimal solution has two lower bounds
∑m
i=1 wi
B and r ,
i.e., |OPT| ≥
∑m
i=1 wi
B and |OPT| ≥ r . So the algorithm Clique-Partition I has a factor 3.
Now, we analyze the complexity of the algorithm Clique-Partition I: (1) Step 1 needs O(n) steps to compute a
maximum cardinality independent set in such an interval graph in Tarjan [10]; (2) by using the GREEDY algorithm,
Step 2 needs O(n) steps to find such a clique partition of these n intervals; (3) since each interval must be chosen
in a clique and the index sorting in this case needs O(n) steps only depending on the rules (1) and (2), by
treating a constant number of steps to put each interval in some clique, the steps in Step 3 totally need time in
O(m1)+O(m2)+ · · · +O(mr ), i.e., at most O(n). Hence, the whole algorithm needs a running time in O(n).
This establishes the conclusion of the theorem.
When we modify Step 3 in the algorithm Clique-Partition I, i.e., we sort all intervals in each clique C j according to
the similar preceding rules (1)–(3) before we choose suitable cliques, where 1 ≤ j ≤ r , we obtain a better algorithm
with a factor 52 .
Algorithm Clique-Partition II
INPUT: a weighted interval graph G = (V, E;w) with intervals I1, . . . , In , having weights w1, . . . , wn , and a bound
B;
OUTPUT: m disjoint cliques consisting of these n intervals, each clique having its weight not beyond B.
Begin
Step 1 Use the algorithm MAX-IND.SET to compute a maximum cardinality independent set I = {Ii1 , Ii2 , . . . , Iir }
in G, for convenience, Ii1 < Ii2 < · · · < Iir ;
Step 2 From left to right on the real line, utilize the GREEDY algorithm to obtain r disjoint cliques C1, C2, . . . , Cr ,
where Ct contains the interval Iit for each 1 ≤ t ≤ r , such that {C1,C2, . . . , Cr } is a partition of these n
intervals;
Step 3 For each clique C j = {I j1 , I j2 , . . . , I jm j }, where 1 ≤ j ≤ r and Ii j ∈ C j , sort these m j intervals in C j
into decrease order according to their weights, i.e., w(I j1) ≥ w(I j2) ≥ · · · ≥ w(I jm j ) for convenience, then
choose some suitable cliques in the sequel repeated: (a) C1j first contains the interval I j1 ; (b) for 2 ≤ t ≤ m j
and when there are k cliques C1j , . . . , C
k
j containing the intervals I j1 , I j2 , . . . , I jt−1 , add the current interval
I jt in a clique C
k′
j (1 ≤ k′ ≤ k) if the total weight sum of I jt and the intervals in Ck
′
j is not greater than B,
otherwise choose a new clique, named Ck+1j , to contain the current interval I jt ;
Step 4 Output all cliques obtained from Step 3.
End of Clique-Partition II.
Theorem 4. The algorithm Clique-Partition II is an approximation algorithm with a factor 52 for theMCPBI problem,
its complexity is O(n log n).
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Proof. For each 1 ≤ j ≤ r , let Out j be the set of cliques produced by Step 3 of the algorithm Clique-Partition II on
each clique C j , and denote OUT =⋃rj=1 Out j .
Then, we obtain the following result which plays an important role to ensure the factor 52 for the algorithm Clique-
Partition II.
Claim 2. For each set Out j , where 1 ≤ j ≤ r , either these |Out j | cliques in Out j must contain at least |Out j | − 1
cliques each of which has weight greater than 2B3 or all intervals in the clique C j must be covered by at least |Out j |
cliques from the set of an optimal solution.
In fact, suppose that there exists some 1 ≤ j ≤ r such that Out j contains at least two cliques C1j and C2j whose
weights are both less than or equal to 2B3 , without loss of generality, C
1
j and C
2
j are the last two cliques whose weights
are both less than or equal to 2B3 , and C
1
j is produced before C
2
j .
When the clique C2j contains at least two intervals, then at least one interval has its weight less than or equal to
B
3 . According to our algorithm, this light interval must be added into some clique before C
2
j , for example, is added
into the clique C1j , a contradiction. When the clique C
2
j contains only one interval, by utilizing our algorithm, each
interval in the clique C j has its weight more than B3 , and for such an instance, at most two intervals in the clique C j
can be covered by any clique from the set of the optimal solution; by utilizing our algorithm, this shows that at least
|Out j | cliques from the set of an optimal solution are needed to cover all intervals in the clique C j .
By Claim 2, all intervals from the clique C j must be covered by at least 23 (|Out j | − 1) cliques, in either case, from
an optimal partition OPT. Since the r cliques C1, C2, . . . , Cr produced in the processes repeated by the algorithm
GREEDY are maximal in the interval graphs G ′s, so |Out j | cliques from the optimal solution that cover different C j
must be different. Thus we conclude
|OPT| > 2
3
(|Out1| − 1)+ 23 (|Out2| − 1)+ · · · +
2
3
(|Outr | − 1)
= 2
3
(|Out1| + |Out2| + · · · + |Outr | − r)
= 2
3
(|OUT| − r)
implying
|OUT| < 3
2
|OPT| + r ≤ 3
2
|OPT| + |OPT| = 5
2
|OPT|
where the second inequality depends on the facts that r is the cardinality of the independent set I = {Ii1 , Ii2 , . . . , Iir }
in G and the optimal solution has a lower bound r , i.e., |OPT| ≥ r . So the algorithm Clique-Partition II has a factor 52 .
The complexity of the algorithm Clique-Partition II comes from the following analysis: (1) Step 1 needs O(n)
steps to compute a maximum cardinality independent set in such an interval graph in Tarjan [10]; (2) by using the
GREEDY algorithm, Step 2 needsO(n) steps to find such a clique partition of these n intervals; (3) since each interval
must be chosen in a clique and the index sorting in this case only depends on the time O(m j log m j ) according to
their weights in the clique C j , by treating a constant number of steps to put each interval in some clique, the steps in
Step 3 need a total time in O(m1 log m1) + O(m2 log m2) + · · · + O(mr log mr ), i.e., at most O(n log n). Hence,
the whole algorithm needs a running time in O(n log n).
This establishes the conclusion of the theorem.
Finally, we design the third approximation algorithm for the MCPBI problem that has a better factor than before,
and it has a running time O(n2). For convenience, the interval is called a heavy interval if this interval has its weight
greater than B2 , otherwise the interval is called a light interval.
The ideas to design a new algorithm are to choose each heavy interval in a clique and then choose the light intervals
as the preceding algorithms; in particular when Step 3 in the following algorithm executes once, we choose a smallest
interval according to the rules (1) and (2) which is also a light interval. Here an interval Imin is called a smallest one if
Imin ≤ I holds for each light interval I in the current interval graph G which only contains light intervals, depending
on the linear order ‘≤’ according to the rules (1) and (2) [5]. When we sort all intervals in the original interval graph
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G on the linear order ‘≤’ according to the rules (1) and (2), it runs in time O(n). Similarly, when we sort all light
intervals in the original interval graph G on the linear order ‘≤’ according to the rules (1) and (3), it runs in time
O(n log n). Then we can choose a smallest interval Imin by a constant time from the current interval graph (sorted)
once, depending on the preceding index sorting.
Our third approximation algorithm for the MCPBI problem is designed:
Algorithm Clique-Partition III
INPUT: a weighted interval graph G = (V, E;w) with intervals I1, . . . , In , having weights w1, . . . , wn , and a bound
B;
OUTPUT: m disjoint cliques consisting of these n intervals, each clique having its weight not beyond B.
Begin
Step 1 For each heavy interval Ii , let a clique Ci only contain such a heavy interval Ii ; and after removing all heavy
intervals from G, the current interval graph G only contains light intervals;
(/*We only consider all light intervals in the current interval graph G below/*)
Step 2 Sort all light intervals in the current interval graph G according to the preceding rules (1) and (2), without
loss of generality, the light intervals in G are sorted as I1, . . . , In′ depending on the rules (1) and (2);
Step 3 According to the linear order ‘≤’ on G depending on the rules (1) and (2), choose a smallest element, Imin,
in the current graph G as the alive interval; and then find the maximal clique C from the current graph G to
contain such an alive interval Imin, without loss of generality, all intervals in such a maximal clique C are
sorted as Ii , Ii+1, . . . , I j , where Ii = Imin;
Step 4 Use a similar method to Step 3 in the algorithm Clique-Partition I, and then obtain mi disjoint cliques Ci1 ,
Ci2 , . . . , Cimi from the current alive clique C , simultaneously, the cliques Ci1 , Ci2 , . . . , Cimi−1 must have
weights greater than B2 ;
Step 4.1: If the last clique Cimi has its weight greater than
B
2 , then put G := G −
⋃mi
t=1 Cit and produce the
mi cliques Ci1 , Ci2 , . . . , Cimi ;
Step 4.2: If mi ≥ 2 and the last clique Cimi has its weight not greater than B2 , then put G := G −
⋃mi−1
t=1 Cit
and produce the mi − 1 cliques Ci1 , Ci2 , . . . , Cimi−1 ;
Step 4.3: If mi = 1 and the clique Cimi (=C) has its weight not greater than B2 , then put G := G − C and
produce the clique C ;
Step 5 Continue to execute Step 3 until G = ∅;
Step 6 Output all cliques obtained from Steps 1 and 4.
End of Clique-Partition III.
We note the following facts: (1) when Step 4.1 or 4.3 executes once, Step 4 will exactly produce the mi cliques
Ci1 , Ci2 , . . . , Cimi for this time; (2) when Step 4.2 executes once, Step 4 will only produce the mi − 1 cliques Ci1 ,
Ci2 , . . . , Cimi−1 for this time.
Now, we provide a proof of the correctness for the algorithm Clique-Partition III and its running complexity.
Theorem 5. The algorithm Clique-Partition III is an approximation algorithm with factor 2 for theMCPBI problem,
its complexity is O(n2).
Proof. We may assume that the output cliques are ordered as C01 , . . . , C
0
j0
, C11 , . . . , C
1
j1
, C21 , . . . , C
2
j2
, . . . , C t1, . . . ,
C tjt , where C
0
1 , . . . , C
0
j0
are sequentially produced at Step 1, each clique having its weight greater than B2 , and C
1
j1
,
C2j2 , . . . , C
t
jt are sequentially produced at Step 4.3, each clique having its weight not greater than
B
2 except the last
clique C tjt (we note that the clique C
t
jt has its weight greater than
B
2 when C
t
jt is the last clique produced before
the algorithm stops at Step 4.1, otherwise the clique C tjt has its weight not greater than
B
2 ), and the other cliques
are sequentially produced at Steps 4.1 or 4.2, each clique having its weight greater than B2 . So the number of output
cliques is m = j0 + j1 + j2 + · · · + jt , and these m cliques are disjoint by the choices in our algorithm.
By the choice at Step 4.3 of our algorithm, any two cliques Ckjk and C
k′
jk′ from {C1j1 , C2j2 , . . . , C tjt } can not be
covered simultaneously by a clique from any optimal solution OPT, otherwise at least one of Ckjk and C
k′
jk′ is not a
maximal clique, contradicting the choice at Step 4.3. Since the other cliques produced at Step 4.1 or 4.2 or Step 1 have
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weight greater than B2 , then it needs at least d j12 e cliques from any optimal solution OPT to cover the cliques C11 , . . . ,
C1j1 , and it needs at least d
j2
2 e cliques from any optimal solution OPT to cover the cliques C21 , . . . , C2j2 , and so on.
For each 1 ≤ k ≤ t , denote ε( jk) = 1 if jk is odd and ε( jk) = 0 otherwise. When ε( jk) = 0, i.e., jk is even, it needs
at least jk+ε( jk )2 cliques from any optimal solution OPT to cover the jk cliques C
k
1 , . . . , C
k
jk ; and when ε( jk) = 1, i.e.,
jk is odd, it needs at least
jk−1
2 cliques from any optimal solution OPT to cover the jk − 1 cliques Ck1 , . . . , Ckjk−1,
and simultaneously it needs at least one clique from any optimal solution OPT to cover both the clique Ckjk and any
clique from C01 , . . . , C
0
j0
. Since all cliques produced at Step 3 are maximal in the current graphs, so the cliques from
the optimal solution that cover these different cliques must be different, too. This shows that
|OPT| ≥ max
{
j0 −∑tk=1 ε( jk)
2
, 0
}
+
t∑
k=1
jk + ε( jk)
2
≥ j0 + j1 + · · · + jt
2
= m
2
which implies m ≤ 2|OPT|. So the algorithm Clique-Partition III has a factor 2 for the MCPBI problem.
Now, we analyze the complexity of the algorithm Clique-Partition III: (1) Step 1 needs at most 2n steps to find
all heavy intervals to construct the cliques, each having weight greater than B2 ; (2) Step 2 needs at most 2n steps to
sort the light intervals, depending on the rules (1) and (2); (3) for the current interval graph G executed once, it needs
a constant time to choose a smallest interval Imin from the current interval graph G after index sorting, so it totally
needs a time at most in O(n); (4) since each interval must be chosen in a clique, so the steps during Steps 3 and 4,
except the steps to find a smallest interval from the current interval graph G, totally needs a time in O(n2) similarly
to Step 3 in the algorithm Clique-Partition I. Hence, the whole algorithm needs a running time O(n2).
This establishes the conclusion of the theorem.
4. A linear algorithm for the special version of the MCPBI problem
In this section, we study the special version of the MCPBI problem, where all intervals have the same weight 1.
When we utilize the algorithms Clique-Partition I, II or III on this special interval graph, we obtain a feasible solution
whose value is not greater than 3, 52 or 2 times that of the optimal solution. But when we modify the algorithm
Clique-Partition III in some ways, we can indeed redesign an optimal algorithm for the special version of the MCPBI
problem in linear time.
Our method to redesign an optimal algorithm in linear time depends on the following ideas: (1) sort all intervals
depending on the rules (1) and (2); (2) choose a suitable maximal clique C for each circulation; (3) choose some
cliques, each having its weight not greater than B, from the intervals of C by distinguishing the cardinality of such
suitable maximal clique C ; (4) repeatedly execute Steps 2 and 3 until G = ∅.
Since the preceding partial order ‘≤’ is a linear order on the original interval graph G, then this partial order ‘≤’
is also a linear order on the current interval subgraph of G. We sort all intervals in the time O(n), and then choose a
smallest interval Imin as before in constant time at each choice in the current interval subgraph of G. Again, execute
this process repeatedly until this subgraph becomes empty.
Our linear optimal algorithm is stated in the following way:
Algorithm: Clique-Partition IV
INPUT: a interval graph G = (V, E;w) with intervals I1, . . . , In , and a bound B;
OUTPUT: m disjoint cliques consisting of these n intervals, each clique containing intervals not beyond B.
Begin
Step 1 Sort all intervals of G according to the preceding rules (1) and (2) of the linear order ‘≤’ on G;
Step 2 Choose a smallest interval Imin in G as the alive interval; and find the maximal clique C from G to contain
such an alive interval Imin, and then sort all intervals inC according to the preceding rules (1) and (2), without
loss of generality, all intervals in C are sorted as Ii1 , Ii2 , . . . , Iir , where Ii1 = Imin;
Step 3 For the current alive clique C = {Ii1 , Ii2 , . . . , Iir }, choose the new cliques from C , depending on the
following choice regulations:
Step 3.1 If r < B, i.e., |C | < B, then output the alive clique C only containing these r intervals; and put
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G := G − {Ii1 , Ii2 , . . . , Iir };
Step 3.2 If r ≥ B, set r = sB + r0, where s = b rB c and 0 ≤ r0 < B, then output the s
cliques C1 = {Ii1 , . . . , IiB }, C2 = {IiB+1 , . . . , Ii2B }, . . . , Cs = {Ii(s−1)B+1 , . . . , IisB }; and G := G −{Ii1 , . . . , IiB , . . . , Ii(s−1)B+1 , . . . , IisB };
Step 4 Continue to execute Step 2 until G = ∅;
Step 5 Output all cliques at Step 3.
End of Clique-Partition IV.
Theorem 6. The algorithm Clique-Partition IV is a linear optimal algorithm for the special version of the MCPBI
problem, where all intervals have the same weight 1.
Proof. We may assume that the output cliques are ordered as C11 , . . . , C
1
j1
, C21 , . . . , C
2
j2
, . . . , C t1, . . . , C
t
jt , where C
1
j1
,
C2j2 , . . . , C
t
jt are sequentially produced at Step 3.1 for the case r < B, each clique having its weight less than B except
the last clique C tjt (we note that the clique C
t
jt exactly has its weight B when C
t
jt is the last clique produced before
the algorithm stops at Step 3.2), and the other cliques are sequentially produced at Step 3.2 for the case r ≥ B in the
sequential circulations, each clique having exactly weight B. So the number of output cliques ism = j1+ j2+· · ·+ jt ,
and these m cliques are disjoint by the choices in the algorithm.
By the choice at Step 3.1 of our algorithm, any two cliques Ckjk and C
k′
jk′ from {C1j1 , C2j2 , . . . , C tjt } can not be
covered simultaneously by a clique from any optimal solution OPT, otherwise at least one of Ckjk and C
k′
jk′ is not a
maximal clique, contradicting the choice at Step 3.1.
Since the other cliques produced at Step 3.2 have the same weight B, then it needs at least j1 cliques from any
optimal solution OPT to cover the cliques C11 , . . . , C
1
j1
, and it needs j2 + 1 cliques from any optimal solution
OPT to cover the cliques C1j1 , C
2
1 , . . . , C
2
j2
, and so on. Then, for any optimal solution OPT, we must have
|OPT| ≥ j1 + j2 + · · · + jt = m, implying |OPT| = m.
Hence, the output cliques C11 , . . . , C
1
j1
, C21 , . . . , C
2
j2
, . . . , C t1, . . . , C
t
jt are the elements of an optimal solution OPT
to the special version of the MCPBI problem.
Now, we analyze the complexity of the algorithm Clique-Partition IV: (1) Step 1 needs 2n steps to sort the n
intervals; (2) for the current interval graph G at each circulation, it needs a constant time to choose a smallest interval
Imin from the current interval graph G, so it totally needs at most a time in O(n) to find such smallest intervals; (3)
each interval must be chosen in a clique, so the steps during Steps 2 and 3, except the steps to find such a smallest
interval from the current interval graph G, totally needs a time in O(n). Hence, the whole algorithm needs a running
time in O(n), i.e., the whole algorithm runs in linear time.
This establishes the conclusion of the theorem.
5. Conclusion
In this paper, we have studied the minimum clique partition problem with constrained weight in interval graphs,
and we have proved that this problem is NP-hard and it cannot be approximated within a factor 32 − ε in polynomial
time for any ε > 0. Then we have designed three approximation algorithms with different constant factors for this
problem and redesigned an optimal algorithm in linear time to solve the problem for the version where all intervals
have the same weights.
For further work, we will design an approximation algorithm for the MCPBI problem with a factor 32 , which will
show the tight factor 32 , by adding the result of Theorem 2. On the other hand, we will design some approximation
algorithms within a factor 2 to possess lower complexity.
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