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Introdution
Le but de e travail est l'étude de la ontinuité Lp de ertains opérateurs sur deux lasses
de groupes nilpotents de pas deux, ave omme outils, des formules de Planherel et des
fontions sphériques.
La première lasse de groupes est formée des groupes appelés de type H (ou de type
Heisenberg), la seonde des groupes nilpotents libres à deux pas. On notera Nv,2 le groupe
nilpotent libre de pas deux à v générateurs tout au long de e travail. Pour e dernier, nous
avons développé un alul de Fourier radial.
Les opérateurs prinipalement étudiés sont les fontions maximales assoiées aux sphères
de Korányi et leurs fontions d'aires, ainsi que les opérateurs de onvolution dénis grâe au
alul de Fourier radial sur Nv,2 (problème des multipliateurs).
Fontions maximales
Les fontions maximales assoiées à des boules, des sphères. . . sont des outils naturels
pour démontrer la onvergene presque partout des moyennes de fontions sur es supports
(théorème de diérentiation de Lebesgue) ; de plus, des fontions maximales assoiées à
des semi-groupes d'opérateurs interviennent dans des problèmes ergodiques (théorème de
Wiener). Dans une autre diretion, ertaines fontions maximales permettent le ontrle
d'opérateurs (théorème des intégrales singulières [CW71℄ et. . . ).
Sur les groupes de Lie, plusieurs fontions maximales ont déjà été étudiées. Elles pro-
viennent d'une part de la reherhe de résultats analogues au théorème de Wiener : des
inégalités maximales Lp pour des familles de mesures formant un semi-groupe, sont onnues
sur des groupes de Lie semi-simples [Nev94, Nev97, MNS00, NS97℄ et sur le groupe de Heisen-
berg [NT97℄. Leurs démonstrations reposent sur la méthode lassique d'étude des fontions
maximales de semi-groupes d'opérateurs [Ste70℄, ainsi que sur l'évaluation de fontions d'aire
grâe à des propriétés spetrales.
D'autre part, sur l'espae eulidien ou plus généralement sur les groupes homogènes munis
d'une norme homogène [FS82℄, on s'intéresse à la fontion maximale assoiée aux dilatées
d'une surfae donnée ; par exemple, la ontinuité Lp des fontions maximales assoiées à la
sphère eulidienne [Ste76, SW78℄, ou à la sphère de Korányi sur le groupe de Heisenberg
[Cow81℄ a déjà été démontrée. D'autres résultats ont été obtenus pour des fontions maxi-
males assoiées à un support dont la ourbure rotationelle ne s'annule pas, en utilisant les
intégrales osillantes [SS90, Sh98, MA03℄.
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Nos résultats. Un hapitre de ette thèse est onsaré à la démonstration d'inégalités Lp
pour la fontion maximale sphérique sur les groupes de type H et Nv,2 et leur fontions
d'aires, en utilisant le même point de départ que [Ste76℄. Ce résultat est déjà onnu pour
le groupe de Heisenberg [Cow81℄ et plus généralement pour les groupes de type H [Sh98℄
(ave des indies optimaux pour p dans les deux as), mais pas pour les groupes Nv,2.
Notre méthode repose sur l'interpolation de la même famille analytique d'opérateurs
que [Ste76℄, sur la ontinuité Lp de la fontion maximale standard et le ontrle L2 de
fontions d'aires. Dans notre as, e ontrle s'eetuera par des tehniques spetrales prohes
de [NT97℄.
Transformée de Fourier radiale
Les propriétés spetrales utilisées sont elles données par les fontions sphériques bornées.
Leurs expressions sont bien onnues sur le groupe de Heisenberg [BJR92℄, tout omme leurs
généralisations sur les groupes de type H au sens de Damek et Rii [DR92℄.
Nos résultats. Nous avons onstruit les fontions sphériques bornées du groupe Nv,2, à
l'aide de la théorie des représentations du groupe produit semi-diret de Nv,2 par le groupe
orthogonal ou spéial orthogonal. Elles n'étaient pas jusqu'alors expliites. Nous avons aussi
onfronté les expressions trouvées à d'autres aratérisations, surtout elles données par les
représentations sur Nv,2. Nous avons ensuite expliité les mesures de Planherel radiale et non
radiale. Les résultats sont onordants entre eux, et ave l'étude de Strihartz [Str91, setion
6℄. Nous avons ainsi obtenu la formule de Planherel sphérique et la formule d'inversion
radiale.
Multipliateurs de Fourier sur Nv,2
Nous nous sommes intéressés ensuite au problème des multipliateurs dénis par passage
en Fourier sphérique sur le groupe Nv,2. Grâe au alul de Fourier sphérique et à de longs
aluls prohes du as des groupes de type H [MRS96℄, nous avons obtenu ertaines estima-
tions L2 à poids sur le groupe Nv,2. En appliquant le théorème des intégrales singulières, nous
avons alors abouti à des onditions susantes pour le problème des multipliateurs en Fou-
rier. Cependant, es onditions ne sont pas satisfaites même pour les fontions onstantes.
L'objetif de ette première étude est d'exposer nos solutions à quelques points tehniques.
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Présentation de e doument et de nos résultats
Organisation de e doument. Dans le premier hapitre, nous donnons les dénitions,
les notations sur les fontions maximales des deux lasses de groupes que nous étudions : les
groupes de type H et les groupes Nv,2. Nous rappelons également la notion de fontions sphé-
riques qui existent sur les groupes de type H, et des éléments de la théorie des représentations
qui nous permettront de onstruire les fontions sphériques sur les groupes Nv,2.
Dans le hapitre 2, nous montrons des inégalités Lp pour la fontion maximale sphérique
sur les groupes de type H et sur les groupes Nv,2. Cela repose sur le ontrle L
2
de fontions
d'aire.
Dans le hapitre 3, nous donnons les expressions des fontions sphériques et la formule
de Planherel radiale.
Dans le hapitre 4, grâe au alul de Fourier préédemment développé, nous montrons
le ontrle L2 de fontion d'aire pour Nv,2, et nous étudions le problème des multipliateurs
sur Nv,2.
Énonés des résultats. Jusqu'à la n de e hapitre d'introdution, nous présentons
tehniquement les résultats suivants :
 les inégalités maximales sphériques sur les groupes de type H et sur les groupes Nv,2,
 le alul de Fourier du groupe Nv,2.
Fontion maximale sphérique
Nous onsidérons un groupe de Lie N de type H ou Nv,2. C'est un groupe de Lie nilpotent
onnexe simplement onnexe que l'on peut identier via l'exponentielle à son algèbre de
Lie N .
L'algèbre de Lie N est stratiée : N = V ⊕ Z ave [V,V] = Z et [N ,Z] = {0} (Z est
le entre de ette algèbre). On dénit les dilatations naturellement assoiées à une algèbre
stratiée de pas deux :
∀ r > 0 , ∀X ∈ V , Z ∈ Z δr.(X + Z) = rX + r2Z .
Elles induisent des dilatations n 7→ r.n, r > 0 sur le groupe N . De plus, les deux sous-
espaes V et Z sont naturellement munis de normes eulidiennes. On peut ainsi dénir la
norme de Korányi sur N :
|n| = (|X|4 + |Z|2) 14 où n = exp(X + Z) , X ∈ V , Z ∈ Z .
On onsidère une base orthonormée pour V et Z dans le as d'un groupe de type H, et la
base anonique formée par les générateurs et leurs rohets dans le as d'un groupe nilpotent
libre à deux pas. On peut ainsi xer une mesure de Lebesgue sur N puis une mesure de Haar
dn sur N .
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Cette norme et ette mesure étant xées, on note µ la mesure supportée par la sphère
unité S1 := {n, |n| = 1}, pour laquelle on a le passage en oordonnées polaires :
∀ f ,
∫
N
f(n)dn =
∫ ∞
0
∫
S1
f(r.n)dµ(n)rQ−1dr .
où Q = dimV + 2dimZ est la dimension homogène du groupe N . La fontion maximale
sphérique est l'opérateur A donné pour une fontion f loalement intégrable sur N par :
A.f(n) := sup
r>0
|
∫
S1
f(n r.n′
−1
)dµ(n′)| , n ∈ N .
Nous avons étudié les propriétés de ette fontion maximale A pour la norme Lp ; les espaes
Lp que nous onsidérons sont relatifs à la mesure de Haar dn :
‖f‖Lp =
(∫
N
|f(n)|pdn
) 1
p
.
Nous montrons des inégalités maximales sphériques Lp sur N dans le hapitre 2 :
Théorème 1 (Inégalité Lp pour A)
Notons v = dimV et z = dimZ. La fontion maximale sphérique vérie des inégalités Lp,
• 2 ≤ p ≤ ∞ si v = 4,
• si v > 4, dans le as d'un groupe de type H, (v − 2)/(v − 3) < p ≤ ∞,
• si v > 4, dans le as N = Nv,2, 2h0/(2h0 − 1) < p ≤ ∞ où h0 est le minimum de v + 1
et de la partie entière de (z − 1)/4,
'est-à-dire qu'il existe une onstante C qui dépend seulement de v, z, p telle que :
∀ f ∈ Lp , ‖A.f‖Lp ≤ C ‖f‖Lp .
Pour démontrer e théorème, nous avons besoin des expressions expliites des fontions
sphériques bornées ; elles sont onnues sur les groupes de type H [DR92℄ ; nous les avons
expliitées sur Nv,2 :
Calul de Fourier radial sur Nv,2
On note X1, . . . , Xv les générateurs de l'algèbre de Lie du groupe Nv,2, et v = 2v
′
ou
v = 2v′ + 1. Les veteurs X1, . . . , Xv engendre une base d'un sous-espae V, que l'on munit
du produit salaire pour laquelle la base (X1, . . . , Xv) est orthogonale.
On onvient aussi de noter le simplexe : L := {λ∗1 > . . . > λ∗v′ > 0}, et son adhérene
L¯ := {λ∗1 ≥ . . . ≥ λ∗v′ ≥ 0}. À un élément non nul Λ∗ ∈ L¯, on assoie les entiers v0, v1, le
multi-indie d'entier m ∈ Nv1 et le v1-uplet (λ1, . . . , λv1) ∈ Rv1 de la manière suivante :
 l'entier v0 est tel que λ
∗
v0
> 0 et λ∗v0+1 = 0 : 'est le nombre de λ
∗
i non nuls ;
 v1 est le nombre de λ
∗
i non nuls distints, et les λj sont les λ
∗
i non nuls et distints,
ordonnés de façon stritement déroissante :
{λ∗1 ≥ . . . ≥ λ∗v0 > 0} = {λ1 > . . . > λv1 > 0} ;
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 on notemj le nombre de paramètres λ
∗
i égaux à λj, on dénit également :m0 := m
′
0 := 0
et m′j :=
∑j
i=1mi pour j = 1, . . . v1 ; on a m
′
v1
:= m1 + . . .+mv1−1 +mv1 = v0.
Nous avons obtenu les expressions expliites des fontions sphériques bornées de la paire
de Guelfand (Nv,2, SO(v)) et (Nv,2, O(v)). Nous présentons es dernières :
Théorème 2 (Fontions sphériques sur Nv,2, O(v))
Les paramètres des fontions sphériques bornées sont r∗,Λ∗, l, dérits dans e qui suit :
1. Λ∗ ∈ L¯ ;
lorsque Λ∗ est non nul, on lui assoie omme dérit i-dessus les entiers v0, v1, le
multi-indie d'entier m ∈ Nv1 et le v1-uplet (λ1, . . . , λv1) ∈ Rv1 ;
2. le multi-indie l ∈ Nv1 si Λ∗ 6= 0, rien sinon ;
3. r∗ ≥ 0, ave r∗ = 0 si 2v0 = v.
Ave es paramètres, les fontions sphériques bornées pour Nv,2, O(v) sont données par :
Si Λ∗ 6= 0
φr
∗,Λ∗,l(n) =
∫
k∈K
Θr
∗,Λ∗,l(k.n)dk, n ∈ Nv,2 ,
où Θr
∗,Λ∗,l
est la fontion sur Nv,2 donnée pour n = exp(X + A) ∈ Nv,2 par :
Θr
∗,Λ∗,l(n) = ei<r
∗X∗v ,X>ei
Pv′
j=1 λ
∗
ja2j−1,2jΠv1j=1L¯lj ,mj−1(
λj
2
|prj(X)|2) ,
où on a déomposé X =
∑v
j=1 xjXj et A =
∑
i,j ai,j[Xi, Xj] et noté :
 L¯n,α la fontion de Laguerre normalisée de degré n et de paramètre α (voir sous se-
tion 5.1.3),
 prj la projetion orthogonale sur l'espae vetoriel engendré par les 2mj veteurs :
X2i−1 , X2i , m
′
j−1 < i ≤ m′j .
Si Λ∗ = 0
φr
∗,0(n) = J v−2
2
(r∗|X|) , n = exp(X + A) ∈ Nv,2 ,
où Jα est la fontion de Bessel réduite (voir sous setion 5.1.2).
Ce théorème sera démontré dans le hapitre 3, ainsi que le théorème donnant les fontions
sphériques bornées pour SO(v).
Les fontions sphériques sont fontions propres des opérateurs diérentiels sur Nv,2 in-
variant à gauhe et sous SO(v), en partiulier du laplaien de Kohn L = −∑iX2i . Dans
le même hapitre, nous donnerons les valeurs propres assoiées à L pour haque fontion
sphérique bornée : ave les notations du théorème 2, on a dans les as Λ∗ 6= 0 et Λ∗ = 0
respetivement :
L.φr
∗,Λ∗,l =
(
v1∑
j=1
λj(2lj +mj) + r
∗2
)
φr
∗,Λ∗,l
et L.φr
∗,0 = r∗2φr
∗,0 .
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Dans le hapitre 4, nous donnons l'expression de la mesure de Planherel radiale pour
Nv,2, O(v) :
Théorème 3 (Mesure de Planherel radiale)
La mesure de Planherel radiale est supportée par les fontions sphériques φr
∗,Λ∗,l
, dont les
paramètres X∗,Λ∗, l sont dans l'ensemble Pv = P donné par :
P2v′ = {(0,Λ∗, l) , Λ∗ ∈ L , l ∈ Nv′} ,
P2v′+1 = {(r∗,Λ∗, l) , r∗ ∈ R+ , Λ∗ ∈ L , l ∈ Nv′} .
En identiant les fontions φr
∗,Λ∗,l
, et leurs paramètres r∗,Λ∗, l, la mesure de Planherel est
la mesure sur l'ensemble P produit tensoriel :
 de la mesure sur le simplexe L donnée par :
Πjλjdη(Λ) , Λ = (λ1, . . . , λv′) ,
où η est la mesure sur le simplexe L dont l'expression est donnée dans le lemme 5.11,
 de la mesure
∑
de omptage sur Nv
′
,
 et si v = 2v′ + 1 de la mesure de Lebesgue dr∗ sur R+,
c(v) =
{
(2π)−
v(v−1)
2
−v′
si v = 2v′ ,
2(2π)−
v(v−1)
2
−1−v′
si v = 2v′ + 1 .
Il déoule des théorèmes 2 et 3 un alul de Fourier radial sur Nv,2, O(v) ; on étudie alors
le problème des multipliateurs de Fourier dans la setion 4.2.
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Chapitre 1
Généralités
Dans la première setion de e hapitre, nous rappelons les dénitions des fontions maxi-
males sphériques, puis nous présentons les groupes de type H et les groupes libres nilpotents
à deux pas ainsi que leurs strutures homogènes. Nous donnons ensuite les propriétés ara-
téristiques des fontions sphériques dans la seonde setion, puis dans une troisième setion,
des éléments sur la théorie des représentations.
1.1 Groupes et fontions maximales étudiés
Dans e travail, tous les groupes de Lie nilpotents sont supposés CONNEXES SIMPLE-
MENT CONNEXES. Lorsqu'une mesure de Haar dn est xée sur un groupe N nilpotent,
pour une fontion f loalement intégrable sur N , on dénit sa norme Lp :
‖f‖Lp := ‖f‖p :=
(∫
|f(n)|pdn
) 1
p
;
on notera aussi parfois ‖f‖2 = ‖f‖.
1.1.1 Fontions maximales sphériques
Dans ette setion, on onsidère un groupe N homogène muni d'une norme homogène
[FS82℄ ; on note n 7→ |n| la norme homogène, n 7→ r.n, r > 0, la famille de dilatations, et
Q la dimension homogène. Lorsqu'il n'y aura pas de onfusion sur la struture hoisie, on
omettra le qualiatif homogène.
Le groupe N est don nilpotent.
On suppose qu'une mesure de Haar dn est xée. Pour un ensemble E ⊂ N , on note
r.E = {r.n, n ∈ E} l'ensemble dilaté, et |E| sa mesure de Haar lorsque E est mesurable ;
toujours dans e as, on a |r.E| = rQ|E|.
On dénit omme dans le as eulidien, la boule homogène entrée en n de rayon r :
B(n, r) := {n′ ∈ N : |nn′−1| < r} ,
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et la sphère homogène entrée en n de rayon r :
S(n, r) := {n′ ∈ N : |nn′−1| = r} .
En partiulier, la boule unité B(0, 1) est notée B1, et la sphère unité S(0, 1), S1.
Il existe une unique mesure de Radon µ sur la sphère unité S1 telle que l'on ait l'égalité
[FS82℄, proposition 1.15 :
∀f ∈ L1(N),
∫
N
f(n)dn =
∫ ∞
r=0
∫
S1
f(rn)dµ(n)rQ−1dr . (1.1)
On note µs la mesure dilatée de la mesure µ dans le sens suivant :∫
S1
f(s.n)dµ(n) =
∫
s.S1
f(n)dµs(n) .
Nous dénissons alors la fontion maximale sphérique
A.f := sup
s>0
|µs ∗ f | .
Pour une fontion f loalement intégrable sur N , la fontion maximale A.f est mesurable
(il sut de onsidérer le supremum sur tous les rationels positifs).
Nous nous sommes intéressés aux propriétés Lp de la fontion maximale A :
∀ f , ‖A.f‖Lp ≤ Cp ‖f‖Lp .
Rappelons la dénition de la fontion maximale standard que nous noteronsM pour une
fontion f loalement intégrable sur N :
M.f(n) := 1|B(n, r)|
∫
B(n,r)
f(n′)dn′ n ∈ N .
Il est bien onnu que ette fontion maximale vérie des inégalités Lp, 1 < p ≤ ∞ et L1-faible,
[CW71, théorème fondamental des intégrales singulières℄ :
∀ f , ‖M.f‖Lp ≤ Cp ‖f‖Lp . (1.2)
On en déduit le orollaire :
Corollaire 1.1
Soit F : N 7→ R une fontion intégrable positive telle que F (n) = m(|n|) où m est une fon-
tion dénie sur R+, déroissante. On dénit les fontions Ft, t > 0 par Ft(n) = t
−QF (t−1.n),
et leurs opérateurs de onvolution Tt : f 7→ Ft ∗ f .
Alors la famille d'opérateur {Tt, t > 0} vérie une inégalité maximale : Lp, 1 < p ≤ ∞ :
∀ f ∈ Lp ,
∥∥∥∥sup
t>0
|Tt.f |
∥∥∥∥
Lp
≤ C ‖F‖L1 ‖f‖Lp ,
où C est une onstante qui ne dépend que de la struure homogène du groupe N .
Mais pour la fontion maximale sphérique, le as général n'est pas onnu. Il l'est sur
l'espae eulidien Rn [Ste76℄, et sur le groupe de Heisenberg Hn pour la norme de Korányi
[Cow81, Sh98℄ ave des indies pour p optimaux.
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1.1.2 Groupes de type Heisenberg
Introduits par Kaplan [Kap80℄, les groupes de type Heisenberg (ou de type H) généralisent
les groupes de Heisenberg dans le sens où les solutions élémentaires du sous-laplaien sont
formellement identiques.
Dénition 1.2
SoitN une algèbre de Lie.N est une algèbre de type H (ou de type Heisenberg) lorsqu'elle
vérie les trois onditions suivantes :
(1) En tant qu'espae vetoriel, N est muni d'un produit salaire noté < ,> et se déom-
pose en somme direte orthogonale de deux sous-espaes non nuls V et Z : N = V⊕Z.
(2) En tant qu'algèbre de Lie, [V,V] ⊂ Z et [N ,Z] = {0}. En partiulier, ette algèbre
de Lie est nilpotente.
Lorsque les onditions (1) et (2) sont satisfaites, on dénit l'appliation J : Z → EndV par :
∀X,X ′ ∈ V, ∀Z ∈ Z, < J(Z)X,X ′ >=< Z, [X,X ′] > .
(3) Pour tout Z ∈ Z, on a : J2(Z) = −|Z|2IdV .
Un groupe de type H est un groupe de lie N dont l'algèbre de Lie N est de type H
Lorsque N est un groupe de type H ave les notations de la dénition i-dessus, on a
[V,V] = Z et Z est le entre de l'algèbre de Lie. On identie N ∼ N ∼ V ⊕ Z pour noter
n = (X,A) ∈ N .
Remarque 1 L'appliation J est linéaire, inversible et à valeurs dans l'ensemble des endo-
morphismes antisymétriques de l'espae vetoriel V. En onséquene, l'espae vetoriel V est
de dimension paire.
Remarque 2 La ondition (3) établit le lien entre la struture eulidienne et elle de Lie.
Elle est équivalente à la ondition (3bis) suivante :
(3bis) Pour tout X ∈ V, |X| = 1, ad(X) est une isométrie de (ker ad(X))⊥ sur Z.
En onséquene, on a : dimZ < dimV.
Exemple : le groupe de Heisenberg. Dans e travail, on hoisit la loi suivante sur le
groupe de Heisenberg Hn = Cn × R :
(z1, . . . , zn, t).(z
′
1, . . . , z
′
n, t
′) = (z1 + z
′
1, . . . , zn + z
′
n, t+ t
′ +
1
2
∑
i
ℑziz¯′i) .
Son algèbre de Lie s'identie omme espae vetoriel à R2n⊕R. Le entre de ette algèbre est
Z = R(0, 1) ∼ R. Sa struture d'algèbre de type H orrespond à des matries Jt, t ∈ Z ∼ R
de taille 2n, diagonalisées par blo 2-2, dont les n blos 2-2 sont tous de la forme :
t
[
0 −1
1 0
]
.
Un produit diret de groupes de Heisenberg (ou de type H) étant enore un groupe de type H ;
on obtient ainsi une grande lasse d'exemples de groupes de type H.
15
1.1.3 Groupes nilpotents libres à deux pas
On dénit d'abord l'algèbre de Lie nilpotente libre à deux pas et v générateurs. Heuris-
tiquement, 'est l'algèbre de Lie nilpotente de pas deux engendrée par v veteurs libres, tels
que les seules relations entre leurs rohets soient elles néessaires à l'antiommutativité.
Pour des pas quelonques, les algèbres de Lie libres nilpotentes se dénissent par propriété
universelle [Ja62, Chap.V 4℄.
Dénition 1.3
Une algèbre de Lie libre nilpotente à deux pas et v générateurs est une algèbre de Lie
qui admet en tant qu'espae vetoriel une base :
Xi , 1 ≤ i ≤ v ; Xi,j , 1 ≤ i < j ≤ v , telle que Xi,j = [Xi, Xj], i < j .
Elle est unique à isomorphisme près et on la note Nv,2.
Les bases X1, . . . , Xv et Xi,j, i < j sont appelées anoniques dans la suite.
On notera V l'espae vetoriel engendré par les veteurs Xi, i = 1, . . . , v, et Z l'espae
vetoriel engendré par les veteurs Xi,j, i < j. Le sous-espae Z est le entre de l'algèbre de
Lie ; il est de dimension z = v(v − 1)/2.
On onvient tout au long de e travail que lorsque l'on érit X +A ∈ N , on sous-entend
X ∈ V et A ∈ Z.
Dénition 1.4
Le groupe libre nilpotent à deux pas est le groupe nilpotent dont l'algèbre de Lie est
Nv,2. On le note Nv,2.
Une réalisation de Nv,2.
Outre la dénition par générateurs, on peut dénir l'algèbre de Lie nilpotente libre à
deux pas omme suit. Soit (V, <,>) un espae vetoriel eulidien de dimension v. On note
O(V) le groupe des transformations orthogonales de (V, <,>) et SO(V) son sous-groupe des
transformations spéiales orthogonales. Leur algèbre de Lie ommune s'identie à l'espae
vetoriel des transformations antisymétriques de (V, <,>), que l'on note Z. On dénit la
somme extérieure d'espaes vetoriels : N = V ⊕ Z.
Dénissons le rohet de Lie. On dénit une appliation bilinéaire [., .] sur V × V à
valeurs dans Z par
[X, Y ].(V ) =< X, V > Y− < Y, V > X X, Y, V ∈ V, .
On étend alors ette appliation bilinéaire antisymétrique sur N ×N par :
[., .]N×Z = [., .]Z×N = 0 .
Ce rohet vérie trivialement l'identité de Jaobi ; il munit l'espae vetoriel N d'une stru-
ture d'algèbre de Lie nilpotente de pas deux.
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Ation de O(V). De plus, les groupes O(V) et son sous-groupe SO(V) agissent d'une
part, par automorphisme sur V, et d'autre part, par la représentation adjointe AdZ sur leur
algèbre de Lie ommune Z. On peut don dénir une ation de O(V) et de SO(V) sur
l'algèbre de Lie N . Montrons qu'elle respete le rohet ; il sut de voir pour X, Y, V ∈ V
et k ∈ O(V) :
[k.X, k.Y ](V ) = < k.X, V > k.Y− < k.Y, V > k.X
= k.
(
< X,t k.V > Y− < Y,t k.V > X)
= k.[X, Y ](k−1.V ) = AdZk.[X, Y ] .
On a don une ation par automorphisme du groupe O(V) (et de son sous-groupe SO(V))
sur l'algèbre N .
Produit salaire sur Z. L'appliation donnée par X ∧ Y 7→ [X, Y ]. s'étend en un iso-
morphisme (d'espae vetoriel) de Λ2(V) sur Z ; et les éléments [X, Y ] sont des générateurs
de Z. Comme sur Λ(V )2, on dénit le produit salaire de Z en étendant par bilinéarité la
forme suivante :
< [X, Y ], [X ′, Y ′] >=< X,X ′ >< Y, Y ′ > − < X, Y ′ >< X ′, Y > .
On remarque < [X, Y ], [X ′, Y ′] >=< [X, Y ]X ′, Y ′ >. Et don grâe à l'identiation
entre Z et Z∗ par le produit salaire, on a pour A∗ ∈ Z∗ et X, Y ∈ V :
< A∗, [X, Y ] >=< A∗.X, Y > . (1.3)
Lien ave la dénition par générateurs.
Fixons une base orthonormale X1, . . . , Xv de V ; alors les veteurs Xi,j := [Xi, Xj], i < j
forment une base de Z. Ainsi, l'algèbre de Lie N s'identie à l'algèbre de Lie nilpotente libre
à deux pas ave pour générateurs X1, . . . , Xv.
La base Xi,j, i < j est orthonormale pour le produit salaire de Z ; elle permet d'identier
l'espae vetoriel Z à l'ensemble Av des matries antisymétriques de taille v.
L'égalité (1.3) se redémontrent alors en développant A∗ et X, Y sur les bases anoniques.
Ation de K = O(v) ou K = SO(v). Par leurs bases anoniques, on identie V à Rv
et Z à Av ; on a don les deux ations par automorphismes :{
K × V −→ V
k,X 7−→ k.X et
{
K ×Z −→ Z
k, A 7−→ k.A = kAk−1 .
On vérie failement : k.[X,X ′] = [k.X, k.X ′] en développant X et X ′ sur la base anonique.
On retrouve l'ation (par automorphismes) du groupe K sur l'algèbre de Lie Nv,2, puis sur
le groupe Nv,2.
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1.1.4 Choix de la struture de groupe homogène.
Soit N un groupe de type H, ou un groupe libre nilpotent à deux pas, et N son algèbre
de Lie. On érit N = V ⊕ Z en reprenant les notations des dénitions 1.3 et 1.2. L'algèbre
N est stratiée à deux pas [FS82℄.
On équipe alors le groupe de dilatations adaptées à la stratiation :
∀X ∈ V, Z ∈ Z ∀r > 0 r. exp(X + Z) = exp(rX + r2Z) ,
et d'une norme homogène de Korányi :
∀X ∈ V, Z ∈ Z | exp(X + Z|) = (|X|4 + |Z|2) 14 .
où les normes eulidiennes sur V et Z sont hoisies de la manière suivante :
 si N est un groupe de type H, es normes eulidiennes sont issues de la norme euli-
dienne pour N ;
 si N = Nv,2 est un groupe libre nilpotent à deux pas, es normes eulidiennes sont elles
pour lesquelles les bases Xi, 1 ≤ i ≤ v et Xi,j, i < j sont orthogonales respetivement.
Le groupe N est ainsi muni de la struture naturelle de groupe homogène ave une norme
homogène pour un groupe stratié. La dimension homogène est Q = dimV + 2dimZ .
Nous xons la mesure de Haar suivante sur N :∫
N
f(n)dn =
∫
V
∫
Z
f(exp(X + Z))dXdZ ,
où les mesures de Lebesgues dX, dZ sur V et Z sont xées telles que :
 si N est un groupe de type H, une base orthonormale sur haun des sous espaes V
et Z donne lieu à deux mesures de Lebesgues dX et dZ sur V et Z respetivement ;
 si N = Nv,2 est un groupe libre nilpotent à deux pas, les mesures de Lebesgues sur
V et Z sont elles données par les bases anoniques Xi, 1 ≤ i ≤ v et Xi,j , i < j
respetivement.
1.2 Fontions sphériques
Dans ette setion, on rappelle d'abord les diérentes dénitions équivalentes des fon-
tions sphériques. Puis, on donne les dénitions des paires de Guelfand et leurs propriétés.
Nous illustrons alors es notions par l'exemple du groupe de Heisenberg. On donne également
leurs généralisations au sens de [DR92℄ sur les groupes de type H. Enn, on préise l'ation
du groupe spéial orthogonal sur le groupe libre nilpotent à deux pas qui en fait une paire
de Guelfand.
Pour e qui suit, on renvoit aux ours [Far82℄ et au livre [Hel62℄.
Dans es rappels et la première sous-setion, on onsidère un groupe G, loalement om-
pat, et un de ses sous-groupes ompats K, sur lesquels sont xées des mesures de Haar :
dg sur G, et dk (de masse 1) sur K.
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Dénition 1.5 (Fontions sphériques et aratères)
Une fontion sphérique est une fontion Φ ontinue sur G, biinvariante par K (i.e. invariante
sous les ations à gauhe et à droite de K), telle que l'appliation :
χ : f 7−→
∫
G
f(g)Φ(g−1)dg
soit un aratère non nul de l'algèbre de onvolution des fontions ontinues, à support
ompat, biinvariantes par K ; 'est-à-dire qu'elle doit vérier χ(f1 ∗ f2) = χ(f1)χ(f2) pour
toutes fontions f1, f2 : G→ C ontinues, à support ompat, biinvariantes par K.
La fontion obtenue par passage au quotient sur G/K s'appelle enore fontion sphérique.
On peut aussi les dénir par une équation fontionnelle (théorème 1.6), et dans le as
de groupe de Lie, omme fontion propre d'opérateurs diérentiels (théorème 1.7), [Hel62,
se.3 h.X℄.
Théorème 1.6 (Fontions sphériques et équation fontionnelle)
Soit Φ 6= 0 une fontion ontinue sur G, biinvariante par K. La fontion Φ est sphérique si
et seulement si elle vérie :
∀g1, g2 ∈ G,
∫
K
Φ(g1kg2)dk = Φ(g1)Φ(g2) . (1.4)
En partiulier on a Φ(e) = 1. De plus, si Φ est bornée, alors elle est bornée par 1.
Théorème 1.7 (Fontions sphériques et opérateurs diérentiels)
On suppose que le groupe G est un groupe de Lie onnexe. Soit φ : G/K → C une fontion
C∞, invariante à gauhe sous K.
La fontion φ est sphérique si et seulement si φ(e) = 1, et φ est fontion propre de tous
les opérateurs diérentiels sur G/K invariants sous l'ation à gauhe de G.
1.2.1 Sur une paire de Guelfand
On hoisit une mesure de Haar dg surG. On note L1(K\G/K) le sous-espae des fontions
intégrables sur G, biinvariantes par K. C'est une algèbre de onvolution, qui s'identie à
l'algèbre de onvolution des fontions intégrables sur G/K, invariantes sous l'ation à droite
de K.
Dénition 1.8
La paire (G,K) est dite paire de Guelfand si l'algèbre de onvolution L1(K\G/K) est
ommutative.
Théorème 1.9 (Fontions sphériques et spetre de L1(K\G/K))
On suppose que (G,K) est une paire de Guelfand.
Soit Φ une fontion sphérique bornée. L'appliation χ de la dénition 1.5 s'étend en un
aratère non nul de l'algèbre ommutative L1(K\G/K).
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Réiproquement, tout aratère non nul de L1(K\G/K) est de ette forme.
Notons Sp(L1(K\G/K)) le spetre de l'algèbre L1(K\G/K) et Ω, l'ensemble des fon-
tions sphériques bornées. L'appliation :
Ξ :
{
Ω −→ Sp(L1(K\G/K))
Φ 7−→ [χΦ : f 7−→
∫
G
f(g)Φ(g−1)dg]
.
est une bijetion. C'est un homéomorphisme lorsque l'on munit le spetre de sa topologie
usuelle faible-*, et Ω de la onvergene uniforme sur tout ompat de G (ou G/K).
Produit semi-diret ⊳. Soient H un groupe, et K un sous-groupe du groupe d'automor-
phismes de H . Le produit semi-diret de H par K est l'ensemble G = K × H , muni de la
loi :
(k1, h1), (k2, h2) ∈ G, (k1, h1).(k2, h2) = (k1k2, h1 k1.h2) ,
qui donne à G un struture de groupe. On note le groupe G produit semi-diret du groupe H
par K : G = K⊳H . On identie souvent le groupe K ave le sous-groupe K×{e} ⊂ G, ainsi
que le groupe N ave le sous-groupe {Id} ×N ⊂ G. On fait de même pour leurs éléments.
Dans e as, si le groupe G = K ⊳ H produit semi-diret de H par K est tel que (G,K)
est une paire de Guelfand, on dit aussi que (H,K) est une paire de Guelfand. Les fontions
sur G biinvariantes par K sont en bijetion ave les fontions sur H invariantes sous K. On
note L1
♮
l'ensemble des fontions intégrables sur H et invariantes sous K. La paire (H,K)
est alors de Guelfand si et seulement si l'algèbre de onvolution L1
♮
est ommutative.
Nous allons illustrer la notion de paire de Guelfand en donnant un exemple dans la sous-
setion qui suit, exemple qui nous sera utile lors de la onstrution des fontions sphériques
sur le groupe Nv,2 dans le hapitre 3. Il s'agit du groupe de Heisenberg H
v0
(dont la loi a
été rappelée dans la sous-setion 1.1.2), pour l'ation de ertains sous-groupes K du groupe
unitaire Uv0 don du groupe d'automorphismes de H
v0
:
∀(z, t) ∈ Hv0 = Cv0 × R, u ∈ k, u.(z, t) = (u.z, t) .
1.2.2 Sur le groupe de Heisenberg
Pour tout n ∈ N, n ≥ 1, Un désigne le groupe des matries unitaires de taille n. On
identie une matrie de Un ave l'endomorphisme sur C
n
, qu'elle représente dans la base
anonique.
On se donne deux entiers v0, v1 ∈ N, puis un v1-uplet d'entiers m = (m1, . . . , mv1) ∈ Nv1
tels que
∑v1
j=1mj = v0. Nous nous intéressons à tous les groupes K de la forme :
K(m; v1; v0) = Um1 × . . .× Umv1 .
Le groupe Umj agit sur les mj variables zi, m
′
j−1 < i ≤ m′j , où l'on a noté :
m0 := m
′
0 := 0 et m
′
j :=
j∑
i=1
mi , j = 1, . . . v1 .
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On dit qu'une fontion sur Hv0 est radiale si elle est invariante sous K(m; v0; v1) ; une
fontion f : Hv0 7→ C est don radiale si et seulement si elle peut s'érire :
f(z, t) = f ♮(r1, . . . , rv1, t) où rj =
∑
m′j−1<i≤m
′
j
z2i . (1.5)
Théorème 1.10 ((Hv0,K(m; v1; v0)) )
a) (Hv0 , K(m; v1; v0)) est une paire de Guelfand.
b) Les fontions sphériques bornées de ette paire sont :
1. les fontions ω = ωλ,l paramétrées par λ ∈ R∗ et l = (l1, . . . , lv1) ∈ Nv1 :
ω(z, t) = e−iλt
v1
Π
j=1
L¯lj ,mj−1(
|λ|
2
|prj(z)|2) ,
où on a noté prj la projetion sur les mj variables zi, m
′
j−1 < i ≤ m′j, et L¯l,m la
fontion de Laguerre normalisée (voir sous-setion 5.1.3).
2. les fontions ω = ωµ paramètrées par µ = (µ1, . . . , µv1) ∈ R+v1 :
ω(z, t) =
v1
Π
j=1
Jmj−1(µj|prj(z)|) ,
où Jα est la fontion de Bessel réduite (voir sous-setion 5.1.2).
La démonstration de la partie a) est analogue à la preuve du as (Hn, Un), [FH87℄ théo-
rème V.6.
Démonstration du théorème 1.10.a): On pose K = K(m; v1, v0). Il sut de montrer
que l'ensemble L1
♮
des fontions radiales intégrables sur Hv0 est une algèbre de onvolution
ommutative.
On dénit le morphisme θ du groupe Hv0 par : θ(z, t) = (z¯,−t). Pour une fontion
f : Hv0 → C, on adopte les notations (pour h ∈ Hv0 , k ∈ K) :
fˇ(h) = f(h−1) fk(h) = f(k.h), f θ(h) = f(θ(h)) ;
On a alors les propriétés suivantes :
 une fontion f est radiale si et seulement si on a : fk = f pour tout k ∈ K ;
 si une fontion f est radiale, alors la fontion fˇ est aussi radiale.
Comme le groupe K est un sous-groupe du groupe d'automorphismes de Hv0 , on voit que
pour deux fontions f, g sur Hv0 , on a : (f ∗ g)k = fk∗gk pour tout k ∈ K. En onséquene, le
produit de onvolution de deux fontions radiales est enore une fontion radiale et L1K(H
v0)
est une algèbre de onvolution.
On onstate que θ est un automorphisme involutif, et que par ontre, l'inverse est un
antiautomorphisme involutif de Hv0 ; ainsi, pour deux fontions f, g, on a :
f ∗ g = (f θ ∗ gθ)θ et f ∗ g = (gˇ ∗ fˇ )ˇ .
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De plus, on la propriété suivante :
∀h ∈ Hv0 , ∃k ∈ K : θ(h) = k.h−1 ;
don pour une fontion f radiale, on a : f θ = fˇ . Puis pour deux fontions radiales f, g, on
a :
f ∗ g = (f θ ∗ gθ)θ = (fˇ ∗ gˇ)ˇ = g ∗ f
L'algèbre de onvolution L1
♮
est don ommutative. 
Pour la démonstration du théorème 1.10.b), on fait les remarques suivantes : d'une part,
les groupes K(m; v1; v0) et H
v0
sont des groupes de Lie ; d'autre part, on onnait l'algèbre D♮
des opérateurs diérentiels sur Hv0 invariants à gauhe et sous K(m; v1; v0), [Hel62℄ hapter
X setion 2 :
Proposition 1.11 (D♮)
L'algèbre D♮, est engendrée par les sous-laplaiens :
∆j = −
∑
m′j−1<i≤m
′
j
X2i + Y
2
i , j = 1, . . . , v1 ,
et la dérivation en la variable du entre T
La preuve du théorème 1.10.b) est analogue à (Hn, Un), [FH87℄ théorème V.12. Elle utilise
les propriétés des fontions hypergéométriques onuentes (lemme 5.4), et des fontions de
Bessel (lemme 5.3), ainsi que l'expression des sous-laplaiens ∆j en oordonnées radiales :
Lemme 1.12
Soit une fontion f surHv0 , radiale et assez régulière. Si f ♮ désigne la fontion dénie en (1.5),
on a :
∆j .f = ∆
♮
j .f
♮ , j = 1, . . . , v1 ,
où ∆♮j est l'opérateur diérentiel sur les fontions g(rj, t) donné par :
−∆♮j .g(rj, t) = 4rj
∂2g
∂r2j
+ 4mj
∂g
∂rj
+
1
4
rj
∂2g
∂t2
, j = 1, . . . , v1 .
Démonstration du théorème 1.10.b): D'après les théorèmes 1.6 et 1.7, une fontion ω :
Hv0 → C est sphérique bornée si et seulement si elle est radiale, bornée par sa valeur 1 en 0,
et fontion propre des générateurs de D♮ :
∆j .ω = αjω , j = 1, . . . , v1 , (1.6)
T.ω = βω , (1.7)
où αj , j = 1, . . . , v1 et β sont des nombres omplexes, d'après la proposition 1.11.
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Supposons que ω soit une telle fontion. L'opérateur T étant la dérivée selon la variable
du entre, la solution de l'équation (1.7) est de la forme :
ω(z, t) = eβtΩ(z) .
Comme ω est bornée et radiale, β = iλ, λ ∈ R,
Ω(z) = Ω(r1, . . . , rv1) ave rj =
∑
m′j−1<i≤m
′
j
z2i .
ω étant solution des équations (1.6), l'expression radiale des sous-laplaiens (lemme 1.12)
implique :
4rj
∂2Ω
∂r2j
+ 4mj
∂Ω
∂rj
+
1
4
rjβ
2Ω = −αjΩ , j = 1, . . . , v1 ;
et Ω est néessairement de la forme :
Ω(r1, . . . , rv1) = Ω1(r1) . . .Ωv!(rv1) ,
où haque fontion Ωj(rj) est C
∞
, bornée et vérie l'équation :
4rj
∂2Ωj
∂r2j
+ 4mj
∂Ωj
∂rj
+
1
4
rjβ
2Ωj = −αjΩj .
Puisque la fontion ω est bornée par sa valeur 1 en 0, il en va de même pour ℜω sur Hv0 .
Par onséquent, la fontion ℜΩ, puis les fontions ℜΩj sont bornée par leurs valeurs 1 en 0.
On en déduit :
ℜΩ′j(0) ≤ 0 et don ℜαj ≥ 0 . (1.8)
Nous devons distinguer deux as λ = 0, λ 6= 0.
λ est nul : haque fontion Ωj est une fontion C
∞
bornée, prenant la valeur 1 en 0 et
qui vérie l'équation :
4rj
∂2Ωj
∂r2j
+ 4mj
∂Ωj
∂rj
+ αjΩj = 0 .
D'après le lemme 5.3, la fontion Ωj est donnée par Ωj(rj) = Jmj−1(µj√rj) ave µ2j = αj ∈ R.
Grâe à (1.8), on a aussi αj ≥ 0 ; on peut ainsi supposer µj = √αj ∈ R+. On en déduit que
la fontion ω = ωµ, µ = (µ1, . . . , µv1) est de la forme :
ωµ(z, t) =
v1
Π
j=1
Jmj−1(µj
√
rj) où rj =
∑
m′j−1<i≤m
′
j
z2i .
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λ n'est pas nul : on eetue les hangements de variables et de fontions suivants :
vj =
|λ|
2
rj et Ωj(rj) = e
−
vj
2 Fj(vj) , j = 1, . . . , v1 .
La fontion Fj(vj) vérie alors l'équation hypergéométrique onuente (5.8) de paramètres
mj > 0 et (|λ|mj − αj)/(2|λ|). D'après le lemme 5.4, la fontion Fj est don la fontion
hypergéométrique onuente :
Fj = F (|λ|mj − αj/2|λ|, mj , .) .
De plus on voit ℜ(|λ|mj − αj)/(2|λ|) < mj . Et le premier paramètre peut se mettre sous la
forme d'un entier négatif :
|λ|mj − αj
2|λ| = −lj ave lj ∈ N ,
ar sinon la fontion
Ωj : rj ∈ R+ 7−→ e−
|λ|
4
rjFj(
|λ|
2
rj)
ne serait pas bornée.
Ainsi, on trouve : Fj = F (−lj , mj, .) = C ljlj+mj−1
−1
L
mj−1
lj
, puis :
Ω(rj) =
1
C
lj
lj+mj−1
e−
|λ|
4
rjL
mj−1
lj
(
|λ|
2
rj) = L¯lj ,mj−1(
|λ|
2
rj) .
On en déduit la forme suivante de ω = ωλ,l :
ωλ,l(z, t) = e
−iλt
v1
Π
j=1
L¯lj ,mj−1(
|λ|
2
rj) où rj =
∑
m′j−1<i≤m
′
j
z2i .
Réiproquement, on peut remonter les aluls pour voir que les solutions trouvées sont
bien radiales, C∞, bornées par leur valeur 1 en 0, et fontions propres ommunes aux opé-
rateurs T et ∆j , j = 1, . . . , v1. 
Il déoule de ette preuve que la valeur propre assoiée à la fontion sphérique ω = ωλ,l pour
le sous-laplaien ∆j vaut αj = |λ|(2lj +mj).
1.2.3 Sur les groupes de type H
On onvient dans tout e texte que pour tout n ∈ N, n ≥ 1, O(n) désigne le groupe des
matries orthogonales de taille n. On onfondra souvent une matrie de O(n) et l'endomor-
phisme qu'elle représente dans la base anonique sur Rn.
On reprend également les notations pour un groupe N de type H de la sous-setion 1.1.2,
et on note v = dimV et z = dimZ. D'après la remarque 1, v est paire : v = 2v′.
24
Le groupe ompat O(v) agit sur l'espae V ∼ Rv. On dit qu'une fontion est radiale
lorsqu'elle est O(v)-invariante. Par dualité, on dénit les distributions radiales. Pour une
lasse de distributions C, on note C♮ l'ensemble de ses distributions radiales.
Le groupe O(v) agit, mais généralement pas par automorphismes sur le groupe N . Il
ne peut don pas être question de fontions sphériques de N sous K, ni de paire de Guel-
fand (N,O(v)). Toutefois, dans l'artile [DR92℄, les auteurs donnent un sens aux fontions
sphériques bornées, en onsidérant l'opérateur de radialisation sous O(v) :
f −→ f ♮ :
{ V × Z 7→ C
(X,Z) → ∫
O(v)
f(k.X, Z)dk
,
où dk est la mesure de Haar de masse 1 du groupe ompat O(v). Cet opérateur vérie
les mêmes propriétés que l'opérateur analogue sur une paire de Guelfand ; les auteurs de
l'artile [DR92℄ dénissent alors les fontions sphériques omme les fontions radiales au sens
i-dessus, et propres pour les opérateurs diérentiels invariants sous radialisation. Comme
sur le groupe de Heisenberg, es opérateurs diérentiels forment une algèbre notée D♮ qui
admet pour générateurs :
L = −
v∑
i=1
X2i et Ui , i = 1, . . . , z ,
où X1, . . . , Xv est une base orthonormale de V, et U1, . . . , Uz une base orthonormale de Z.
Les fontions sphériques sont expliites et ont les mêmes propriétés spetrales que dans
le as d'une paire de Guelfand. Nous redonnons ii une partie du ontenu de et artile,
essentiellement le théorème (3.3) page 227, ave nos notations.
Théorème 1.13 (Fontions sphériques sur un groupe de type H)
L'ensemble L1
♮
des fontions intégrables sur N et radiales est une sous-algèbre ommutative
de L1(N) pour la onvolution.
On note Ω l'union (disjointe) des ensembles de fontions sur N :
ΩL = {Φζ,l : ζ ∈ Z − {0} l ∈ N} ,
ΩB = {Φr : r ≥ 0} ,
où les fontions sont données par :
Φζ,l(X,Z) = e
i<ζ,Z>L¯l,v′−1(1
2
|ζ ||X|2) ,
Φr(X,Z) = Jv′−1(r|X|) ;
L¯n,α désigne la fontion de Laguerre normalisée, et Jα la fontion de Bessel réduite (voir
setion 5.1).
Les fontions de Ω sont C∞, bornées par leur valeur 1 en 0. De plus, elles sont sphériques
dans le sens où e sont des fontions ontinues radiales qui vérient les deux propriétés
suivantes :
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1. elles vérient l'équation fontionelle (1.4) ; et don, pour f1, f2 deux distributions ra-
diales telles que f1 ∗ f2, < fi, φ >, i = 1, 2, φ ∈ Ω ont un sens, on a :
∀φ ∈ Ω : < f1 ∗ f2, φ >=< f1, φ >< f2, φ > ; (1.9)
2. elles sont les fontions C∞, bornées par leur valeur 1 en 0, fontions propres ommunes
aux opérateurs diérentiels de D♮.
On retrouve le as de Heisenberg N = Hn, non pas pour Un mais pour O(2n), e qui ne
hange rien aux fontions sphériques.
D'après (1.9), les fontions sphériques sont les aratères de l'algèbre L1
♮
. Le théorème 1.9
s'étend aussi au as d'un groupe de type H.
Pour le leteur intéressé par la preuve du théorème 1 sur les groupes de type H (inégalité
Lp pour la fontion maximale pour les sphères homogènes), il est inutile d'aller plus loin
dans ette setion.
1.2.4 Sur le groupe Nv,2
D'après [BJR90, Theorem 5.12℄, (Nv,2, SO(v)) est une paire de Guelfand ; don les fon-
tions intégrables invariantes sous SO(v) forment une algèbre de onvolution radiale ; a for-
tiori, 'est également le as des fontions intégrables invariantes sous O(v). Les distributions
invariantes sous O(v) seront appelées radiales.
Théorème 1.14
(Nv,2, O(v)) et (Nv,2, SO(v)) sont deux paires de Guelfand.
Dans le hapitre 3, nous déterminons les fontions sphériques bornées assoiées à ette
paire ave la méthode suivante : omme les fontions sphériques bornées d'une paire de
Guelfand (G,K) sont les fontions de type positif assoiées aux représentations du groupe
G qui ont les propriétés d'être irrédutible et d'avoir un veteur K-xe non nul, nous allons
onstruire es représentations en suivant la théorie de Makey.
Nous rappelons es notions dans la setion qui suit.
1.3 Représentations
Dans ette setion, nous rappelons d'abord les propriétés des fontions de type positif,
puis le lien entre les fontions sphériques bornées d'une paire de Guelfand et les représen-
tations, ainsi que des éléments de théorie des représentations (théorèmes de Kirillov et de
Makey) que nous utiliserons dans le hapitre 3.
Tout au long de e travail, nous ne onsidérons que des groupes loalement ompats,
et sur es groupes des représentations unitaires et ontinues sur des espaes de Hilbert
séparables. Nous renvoyons par exemple à [Ma76℄ pour les dénitions de représentation,
représentation irrédutible et équivalente. Pour un groupe G (loalement ompat), on note
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Gˆ l'ensemble des représentations irrédutibles de G quotienté par ette relation d'équivalene
(notée ∼). On onfond souvent une lasse et la donnée d'un de ses éléments.
1.3.1 Cas d'une paire de Guelfand
Voii d'abord les propriétés du sous-espae des veteurs K-invariants [Far82℄ :
Théorème 1.15 (Sous-espae invariant)
Soient G un groupe et K un de ses sous-groupes ompats.
Soit (Π,H) une représentation de G.
On note HK le sous-espae des veteurs K-invariants de H.
 Si dimHK = 1, alors la représentation Π est irrédutible.
 Si (G,K) est une paire de Guelfand et si Π est irrédutible, alors dimHK ≤ 1.
On peut aratériser les fontions sphériques bornées de type positif d'une paire de Guel-
fand à l'aide des représentations [Far82, Hel62℄. Dan le as qui va nous intéresser, les fontions
sphériques bornées sont de type positif [BJR90, Corollary 8.4℄ :
Théorème 1.16 (Fontions sphériques et représentations)
Soit (G,K) une paire de Guelfand.
a) Les fontions sphériques bornées de type positif sont les fontions de type positif
Φ assoiées à une lasse de représentations irrédutibles qui possèdent au moins un
veteur K-xe non nul.
Dans e as, l'espae des veteurs K-invariants est la droite CΦ.
b) Si de plus G est le produit semi-diret K ⊳ N , où N est un groupe de Lie nilpotent
onnexe simplement onnexe et K un groupe de Lie ompat, alors les fontions sphé-
riques bornées sont de type positif.
Exemple : la paire de Guelfand (K(m; v0; v1),H
v0). Reprenons les notations et les
résultats développés dans la sous-setion 1.2.2. D'après le théorème 1.10, les fontions sphé-
riques bornées sont les fontions ω = ωλ,l ou ω = ωµ dénies sur H
v0
, ou enore leurs
extensions Ωω au groupe entier Hheis = K(m; v0; v1) ⊳H
v0
:
∀ (k, h) ∈ Hheis = K(m; v0; v1) ⊳Hv0 Ωω(k, h) = ω(h) .
Pour une fontion sphérique bornée ω, on note (Hω,Πω) la représentation irrédutible de
Hheis assoiée à Ω
ω
omme fontion de type positif, [Far82, Hel62℄.
Lemme 1.17
 Les représentations irrédutibles sur K(m; v0; v1) ⊳H
v0
ayant un veteur K(m; v0; v1)-
xe (non nul) sont les représentations (Hω,Πω) assoiées aux fontions de type positif
Ωω, extension des fontions ω = ωλ,l, λ ∈ R∗, l ∈ Nv1 et ω = ωµ, µ ∈ R+v1 .
L'espae des veteurs K(m; v0; v1)-xes pour la représentation Πω est la droite CΩ
ω
.
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 Sur le entre Z := {(0, t) : t ∈ R} du groupe de Heisenberg Hv0 = Cv0 × R, la
représentation Πω oïnide ave le aratère :{
(0, t) 7→ eiλt si ω = ωλ,l ,
(0, t) 7→ 1 si ω = ωµ .
Démonstration du lemme 1.17: La première partie du lemme est une onséquene du
théorème 1.16.
Pour la seonde, omme la représentation Πω est irrédutible, sa restrition au entre Z
est de dimension 1. Grâe à l'expression de ω = ωλ,l, ωµ théorème 1.10, on alule :
∀ (0, t) ∈ Z , ∀ (z′, t′) ∈ Hv0 : ω(z′, t + t′) = ω(0, t)ω(z′, t′) ;
on en déduit grâe à la dénition de Ωω, pour (0, t) ∈ Z et g′ = (k′; z′, t′) ∈ Hheis :
Ωω ((Id; 0,−t)g′) = Ωω(k′; z′, t′ − t) = ω(z′, t′ − t)
= ω(0,−t)ω(z′, t′) = ω(0,−t)Ωω(g′) .
Ainsi sur Z, la représentation Πω oïnide ave la représentation de dimension 1, donnée par
le aratère (0, t) 7→ ω(0,−t) sur la droite CΩ don sur l'espae de Hilbert tout entier. 
Rappelons maintenant quelques éléments de la théorie des représentations dont nous
aurons besoin pour utiliser le théorème 1.16.
1.3.2 Méthode des orbites
Redonnons la méthode des orbites pour les groupes nilpotents (voir par exemple [Puk67℄,
partie II, hapitre III 3 et [Kir74℄, 15), et appliquons-la au groupe Nv,2. La desription de
Nˆ est déja onnue (voir [Gav77℄ ave une autre méthode que elle des orbites).
Théorème 1.18 (Kirillov)
Soient N un groupe de Lie nilpotent et N son algèbre de Lie.
Pour une forme linéaire f ∈ N ∗ et un polarisationN0 en f , on dénit χ l'homomorphisme
dont la diérentielle est if sur le sous-groupe N0 = expN0, et IndNN0χ la représentation
induite par χ de N0 sur N . Cette représentation est irrédutible, et sa lasse d'équivalene
notée Tf ne dépend pas de la polarisation N0 en f .
On a la bijetion de Kirillov :{ N ∗/N −→ Nˆ
N.f 7−→ N.Tf .
Nous l'appliquons au groupe libre nilpotent à deux pas noté dans ette sous setion
N = Nv,2. On note aussi ii N = Nv,2 son algèbre de Lie, et N ∗ son dual ; V∗ et Z∗
désignent les espaes duaux de V et Z respetivement ; lorsque l'on érit X∗ + A∗ ∈ N ∗, on
sous-entend X∗ ∈ V∗ et A∗ ∈ Z∗.
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Les expressions des représentations Tf , f ∈ N ∗/N , peuvent s'obtenir et s'érire (longue-
ment) en utilisant les bases anoniques, et l'image de leurs veteurs par des transformations
orthogonales ; mais ette démarhe rend les hoix eetués peu lisibles. Ii, nous allons uti-
liser la seonde réalisation de l'algèbre de Lie N = Nv,2, que nous avons dérite dans la
sous-setion 1.1.3.
Conventions onernant les éléments de Z∗. Rappelons que l'espae vetoriel Z∗ est
identié par le produit salaire naturel à Z, l'ensemble des endomorphismes antisymétriques.
Supposons A∗ ∈ Z∗ xé. On lui assoie alors la forme bilinéaire antisymétrique ωA∗ sur V
donnée pour X, Y ∈ V par :
ωA∗(X, Y ) =< A
∗X, Y > .
D'après l'égalité (1.3), on a aussi ωA∗(X, Y ) =< A
∗, [X, Y ] >.
Le radial de la forme ωA∗ est égal au noyau kerA
∗
de l'endomorphisme antisymé-
trique A∗ ; son supplémentaire orthogonale dans (V, <,>) est l'image de A∗, notée ℑA∗.
Ainsi, ωA∗ induit sur ℑA∗ la forme symplétique notée ωA∗,r ; en partiulier, la dimension de
l'espae ℑA∗ est paire et sera notée 2v0.
Choix d'un sous espae isotrope. Fixons E1, un espae vetoriel maximal totalement
isotrope pour ωA∗,r. Sa dimension est v0. On pose E2 = A
∗E1. Comme E1 est inlus dans le
supplémentaire ℑA∗ de kerA∗, les sous-espaes vetoriels E1 et E2 sont isomorphes don la
dimension de E2 est aussi v0.
Par dénition de ωA∗,r et omme E1 est totalement isotrope pour ωA∗,r, on voit que
l'espae vetoriel E2 est aussi le supplémentaire orthogonal de E1 dans (ℑA∗, <,>). Comme
l'endomorphisme A∗ est un isomorphisme normal en restrition à ℑA∗, on en déduit dans
(ℑA∗, <,>) :
A∗E2 = A
∗(E1)
⊥ = (A∗E1)
⊥ = E⊥2 = E1 .
Finalement, E2 est aussi un sous-espae totalement isotrope de ωA∗,r, qui est maximal à
ause des dimensions.
On note p0 : V → kerA∗, p1 : V → E1 et p2 : V → E2 les projetions orthogonales. On a
IdV = p0 + p1 + p2.
Dénition des représentations assoiées. Soit X∗ ∈ kerA∗. On dénit les représenta-
tions (HX∗,A∗ , UX∗,A∗) par e qui suit :
 si A∗ = 0, 'est la représentation de dimension 1 (i.e. HX∗,A∗ = C), donnée par le
aratère : exp(X + A) 7→ exp(i < X∗, X >).
 si A∗ 6= 0, HX∗,A∗ = L2(E1), F ∈ HX∗,A∗ , n = exp(X + A), X ′ ∈ E1 :
UX∗,A∗(n).F (X
′) = exp
(
i < A∗,
1
2
[p1(X + 2X
′), p2(X)] + A >
)
ei<X
∗,X>F (p1(X) +X
′)
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On montrera dans e qui suit, que le hoix de E1 pour la onstrution de ette repr±en-
tation (HX∗,A∗ , UX∗,A∗) ave A∗ 6= 0, n'en hange pas la lasse d'équivalene.
Remarque 3 L'algèbre de Lie du noyau kerUX∗,A∗ de UX∗,A∗ est(
kerA∗ ∩ (X∗)⊥
)
⊕ (A∗)⊥ ,
où (X∗)⊥ est l'espae vetoriel orthogonal à X∗ dans (V, <,>), et (A∗)⊥ est l'espae vetoriel
orthogonal à A∗ dans (Z, <,>). En eet, ave les notations i-dessus, on a l'équivalene :
∀X ′ ∈ E1 UX∗,A∗(n).F (X ′) = F (X ′)⇐⇒

p1(X) = p2(X) = 0
< X∗, X >= 0
A = 0
.
Remarque 4 La représentation UX∗,A∗ s'identie sur le entre Z ave le aratère :
expA −→ exp(i < A∗, A >) .
Ces représentations sont elles données par la méthodes des orbites :
Proposition 1.19
Le représentant privilégie de haque orbite N ∗/N est f = A∗ +X∗, où A∗ ∈ Z∗ et X∗ ∈ V∗
tel que X∗ ∈ kerA∗. On a (HX∗,A∗ , UX∗,A∗) ∈ Tf .
On obtient don Nˆ omme l'ensemble des lasses TX∗+A∗ des représentations UX∗,A∗ , ave
A∗ ∈ Z∗ et X∗ ∈ kerA∗.
Le reste de ette sous setion est onsaré à la démonstration de ette proposition.
Représentant de N ∗/N . Donnons l'expression des représentations adjointe et oadjointe
pour n = exp(X + A) ∈ N :
∀X ′ + A′ ∈ N Ad.n(X ′ + A′) = X ′ + A′ + [X,X ′] ,
∀X∗ + A∗ ∈ N ∗ Coad.n(X∗ + A∗) = X∗ + A∗ − A∗.X .
Ainsi, l'orbite N.f de f = X∗ + A∗ ∈ N ∗ pour l'ation oadjointe de N est l'espae ane
X∗ +ℑA∗ +A∗ ⊂ N ∗. Déomposons X∗ = (X∗ −X∗0 ) +X∗0 où en identiant V ∼ V∗ par le
produit salaire, p0(X
∗) = X∗0 ∈ kerA∗, X∗−X∗0 ∈ kerA∗⊥ = ℑA∗ ; on a Coad. exp(−(X∗−
X∗0 ).(f) = p0(X
∗) + A∗). Ainsi, on peut hoisir omme représentant privilègié d'une orbite
X∗0 + A
∗
ave X∗0 ∈ kerA∗.
Constrution d'une représentation assoiée. Fixons une forme linéaire f = X∗ + A∗
ave X∗ ∈ kerA∗. On dénit la forme Bf bilinéaire antisymétrique sur N assoiée à f :
∀ V, V ′ ∈ N : Bf(V, V ′) = f([V, V ′]) .
Or on voit failement grâe à l'égalité (1.3) :
Bf(X + A,X
′ + A′) = f([X,X ′]) =< A∗, [X,X ′] >= wA∗(X,X
′) .
puis que :
30
 si A∗ = 0, alors Bf est nulle, et Lf = N est une polarisation en f ,
 si A∗ est non nul, et si E1 est un sous-espae totalement isotrope pour ωA∗,r, alors en
posant E2 := A
∗E1 ⊂ ℑA∗, le sous espae Lf := E2 ⊕ kerA∗ ⊕ Z est une polarisation
en f .
On note
 L = Lf = expLf le sous-groupe de N d'algèbre de Lie Lf .
 χ le aratère sur L dont la diérentielle est if .
 U la représentation de N induite par χ.
Lorsque A∗ = 0, alors on a L = N , et U est la représentation sur N qui s'identie au
aratère χ :
∀n = exp(X + A) ∈ N, χ(n) = exp(i < X∗, X >) .
Plaçons-nous maintenant dans le as A∗ 6= 0, et expliitons U .
L'espae de la représentation est HU est l'ensemble des fontions G : N → C telles que :
1. ∀l ∈ L, n ∈ N G(ln) = χ(l)F (n) ,
2. n˙→ |G(n)| ∈ L2(N/L) .
La représentation est donnée par :
∀G ∈ HU , ∀n, n′ ∈ N , U(n).G(n′) = G(n′n) .
Expliitons l'expression de la représentation (HU , U).
Lemme 1.20
Soit G ∈ HU et n = exp(X + A) et n′ = exp(X ′ + A′). On a :
U(n).G(n′) = exp
(
i < A∗,
1
2
([p1(X + 2X
′), p2(X)] + [p1(X
′), p2(X
′)]) + A′ + A >
)
ei<X
∗,X+X′>G ◦ exp ◦p1(X +X ′) .
On utilise les notations E2, p0, p1, p2 développées plus haut (E1 étant xé). Rappelons
IdV = p0 + p1 + p2.
Démonstration :On garde les notations du lemme. On a n′n = abc où :
a = exp(A′ + A +
1
2
[X ′, X ]) , c = exp(p1(X +X
′)) ,
b = exp (X +X ′) exp (−p1(X +X ′))
= exp(X +X ′ − p1(X +X ′) + 1
2
[X +X ′,−p1(X +X ′)])
= exp((p2 + p0)(X +X
′) +
1
2
[X +X ′,−p1(X +X ′)]) .
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On remarque a, b ∈ L, don G(n′n) = χ(a)χ(b)G(c). Or par dénition de χ, on a d'une part :
χ(a) = exp(if(A′ + A+
1
2
[X ′, X ]))
= exp(i < A∗, A′ + A > +
i
2
< A∗, [X ′, X ] >) ,
d'autre part,
χ(b) = exp
(
if
(
(p2 + p0)(X +X
′) +
1
2
[X +X ′,−p1(X +X ′)]
))
= exp
(
i < X∗, (p2 + p0)(X +X
′) > +
i
2
< A∗, [X +X ′,−p1(X +X ′)] >
)
.
Comme on a hoisi X∗ ∈ kerA∗, on a < X∗, p1(X +X ′) >= 0 et :
< X∗, (p2 + p0)(X +X
′) >=< X∗, X +X ′ > ;
On a omme le sous espae E1 est isotrope pour ωA∗,r,
< A∗, [X +X ′,−p1(X +X ′)] >= ωA∗(X +X ′,−p1(X +X ′))
= ωA∗,r((p1 + p2)(X +X
′),−p1(X +X ′)) = ωA∗,r(p2(X +X ′),−p1(X +X ′))
=< A∗, [p1(X +X
′), p2(X +X
′)] > ,
et omme le sous espae E2 l'est aussi :
< A∗, [X ′, X ] > = ωA∗(X
′, X) = ωA∗,r((p1 + p2)X
′, (p1 + p2)X)
= ωA∗,r(p1(X
′), p2(X)) + ωA∗,r(p2(X
′), p1(X))
= < A∗, [p1(X
′), p2(X)] + [p2(X
′), p1(X)] > .
En rassemblant les termes, on obtient don :
G(n′n) = exp(i < A∗, A′ + A > +
i
2
< A∗, [p1(X
′), p2(X)] + [p2(X
′), p1(X)] >)
exp(i < X∗, X +X ′ > +
i
2
< A∗, [p1(X +X
′), p2(X +X
′)] >)
G(exp(p1(X +X
′))) ,
puis l'expression de (HU , U). 
Maintenant la transformation unitaire :
HU −→ HX∗,A∗ = L2(E1)
G 7−→ F = {X1 7→ G ◦ exp ◦p1(X1))} .
entrelae les représentations U et UX∗,A∗ de N .
Deux hoix diérents de sous espae E1 totalement isotrope pour ωA∗,r onduisent à deux
polarisations pour la même forme linéaire f = X∗ + A∗, et don à deux représentations U
équivalentes, puis à deux représentations UX∗,A∗ équivalentes.
Cei ahève la démonstration de la proposition 1.19.
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1.3.3 Desription de Nˆ/G
Nous démontrons ii le orollaire du théorème de Kirillov suivant :
Corollaire 1.21 (Nˆ/G)
Soient G,N deux groupes. On suppose que N est nilpotent ; on note N son algèbre de
Lie et N ∗ le dual de ette algèbre. On suppose également que G agit ontinûment par
automorphismes sur N ; le groupe G agit alors sur l'ensemble Nˆ et sur le dual N ∗ (par
automorphismes) :{
G× Nˆ −→ Nˆ
(g, ρ) 7−→ g.ρ = {n 7→ ρ(g−1.n)} et
{
G×N ∗ −→ N ∗
(g, f) 7−→ g.f = {n 7→ f(g−1.n)} .
Pour un élément f ∈ N ∗, on note G.f l'orbite pour ette dernière ation, et Tf la représen-
tation de N assoiée par le théorème de Kirillov.
On a pour f ∈ N ∗ et g ∈ G :
g.Tf = Tg.f . (1.10)
On en déduit la bijetion : {
N\N ∗/G −→ Nˆ/G
G.f 7−→ G.Tf .
Démonstration du orollaire 1.21: Montrons l'égalité (1.10). Fixons f ∈ N ∗ et g ∈ G.
On hoisit une polarisation N0 en f . On note alors g.N0 = N ′0. Comme G agit par automor-
phismes sur N , on vérie aisément que N ′0 est une polarisation en f ′ := g.f . On note χ et
χ′ les homomorphismes sur N0 = expN0 et N ′0 = expN ′0 ayant pour diérentielles if et if ′
respetivement. On a :
Ind
N
N0
χ = (H,Π) ∈ Tf et IndNN ′0χ
′ = (H′,Π′) ∈ Tf ′ .
Mesures hoisies. Dans es indutions, on suppose que les mesures ont été hoisies de la
manière suivante :
 Les mesures dn et dn0 sur N et N0 sont hoisies telle qu'il existe une mesure dn˙
sur N/N0, N-invariante et qu'elles vérient pour toute fontion ontinue h à support
ompat sur N : ∫
N
h(n)dn =
∫
N/N0
(∫
N0
h(nn0)dn0
)
dn˙ .
 Le groupe G agit sur l'algèbre de Lie N par automorphismes. Le jaobien du hange-
ment de variable n 7→ g.n est don la valeur absolue du déterminant de l'appliation
X 7→ g.X sur N ; en partiulier, il est onstant sur N ; on le note | det g|.
On dénit la mesure dn′0 sur N
′
0 omme la mesure-image par n 7→ g.n de | det g|dn0 :
'est-à-dire pour toute fontion ontinue h à support ompat sur N ′0 :∫
N0
h(g.n0)| det g|dn0 =
∫
N ′0
h(n′0)dn
′
0 ;
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 On dénit l'ensemble C0(N ;N0) des fontions ontinues sur N , invariantes par N0,
qui passées au quotient sur N/N0, sont à support ompat ; on fait de même pour
C0(N ;N
′
0). Les mesures (positives de Radon) surN/N0 s'identient aux formes linéaires
positives sur C0(N ;N0) ; et de même sur N/N
′
0.
Comme g est un automorphisme ontinu qui envoie N0 sur N
′
0, on a la bijetion :{
C0(N ;N0) −→ C0(N ;N ′0)
h 7−→ h(g.) : n 7→ h(g.n) ;
ela permet de dénir dn˙′ la mesure sur N/N ′0 omme la forme linéaire positive sur
C0(N ;N
′
0) donnée par :
h 7−→
∫
N/N0
h(g.n)dn˙ i.e.
∫
N/N0
h(g.n)dn˙ =
∫
N/N ′0
h(n)dn˙′ .
La mesure dn˙′ est N-invariante ar dn˙ l'est ; en eet, on a pour h ∈ C0(N ;N ′0), n1 ∈ N :∫
N/N ′0
h(n1n)dn˙
′ =
∫
N/N0
h(n1 g.n)dn˙ =
∫
N/N0
h( g.n)dn˙ .
De plus, la mesure dn˙′ vérie pour toute fontion h ontinue à support ompat dans N :∫
N
h(n)dn =
∫
N
h(g.n)| det g|dn =
∫
N/N0
(∫
N0
h(g.(nn0))| det g|dn0
)
dn˙
=
∫
N/N0
(∫
N0
h(g.n g.n0))| det g|dn0
)
dn˙ =
∫
N/N ′0
(∫
N ′0
h(n′ n′0)dn
′
0
)
dn˙′ .
par dénition de dn′0 et dn˙
′
.
Opérateur d'entrelaement entre g.Π et Π′. On pose pour une fontion u ∈ H′ et
pour n ∈ N : {A.u}(n) = u(g.n).
Montrons A : H′ → H. Soit u ∈ H′. On a pour n0 ∈ N0 et n ∈ N :
A.u(n0 n) = u(g.(n0 n)) = u(g.n0 g.n) = exp(if
′(g.n0))u(g.n) ,
par dénition de H′, ar g.n0 ∈ N ′0. Comme f ′ = g.f et u(g.n) = A.u(n), on a bien :
A.u(n′0n) = exp(if(n
′
0)A.u(n)) .
De plus, la fontion |A.u| passe au quotient en une fontion sur N/N0 qui est loalement
intégrable ar n 7→ g.n est ontinue ; d'après le hoix des mesures dn˙ et dn˙′, on a :∫
N/N0
|A.u(n)|2dn˙ =
∫
N/N0
|u(g.n)|2dn˙
=
∫
N/N ′0
|u(n′)|2dn˙′ = ‖u‖2H′ <∞ ;
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et don A.u ∈ H et ‖A.u‖H = ‖u‖H′.
Montrons g.Π ◦ A = A ◦ Π′. En eet pour g ∈ G, u ∈ H′, n, n′ ∈ N , on a :
{g.Π(n) ◦ A.u} (n′) = {Π(g−1.n) ◦ A.u} (n′) = A.u(n′ g−1.n)
= u(g.(n′ g−1.n)) = u(g.n′ n) ,
{A ◦ Π′(n).u} (n′) = Π′(n).u(g.n′) = u(g.n′ n) .
Nous venons de montrer que A est un opérateur unitaire qui entrelae g.Π et Π′. L'éga-
lité (1.10) entre lasse de représentations est don démontrée.
D'après ette égalité, les lasses de représentations assoiées aux formes linéaires de G.f
sont les éléments de G.Tf . 
Sous les hypothèses du orollaire préédent, pour un élément ρ ∈ Nˆ , on note Gρ son
groupe stabilisateur :
Gρ = {g ∈ G; g.ρ = ρ} .
Proposition 1.22 (Stabilisateur)
Soient N un groupe nilpotent, et K un groupe (loalement ompat) qui agit ontinûment
sur N omme groupe d'automorphismes. On note G = K ⊳ N leur produit semi-diret ; le
groupe G agit ontinûment par automorphisme sur N .
Fixons ρ ∈ Nˆ . Alors le groupe Gρ stabilisateur de ρ peut s'érire omme Kρ ⊳ N , où Kρ
est le sous-groupe :
Kρ := {k ∈ K : k.ρ = ρ} ⊂ K .
On peut toujours supposer ρ = Tf , f ∈ N ∗, et dans e as :
Kρ = {k ∈ K ⊂ G : k.f ∈ N.f} .
Démonstration de la proposition 1.22: D'après le théorème 1.18 de Kirillov, il existe
une forme linéaire f ∈ N ∗ tel que Tf = ρ. D'après le théorème 1.18 de Kirillov et son
orollaire 1.21, on a :
g ∈ Gρ ⇐⇒ g.ρ = ρ ⇐⇒ g.Tf = Tg.f = Tf ⇐⇒ g.f ∈ N.f ,
d'où :
∀g = (k, n) ∈ G : g ∈ Gρ ⇐⇒ k.f ∈ N.f .
On en déduit que le groupe Gρ peut s'érire omme Kρ ⊳ N , où Kρ est le sous-groupe :
Kρ = {k ∈ K : k.f ∈ N.f} ⊂ K .
Or en remontant les équivalenes préédentes, on voit :
k.f ∈ N.f ⇐⇒ Tk.f = k.Tf = Tf ⇐⇒ k.ρ = ρ .
On obtient la première aratérisation de Kρ donnée dans la proposition 1.22. 
Nous ne onsidérerons ii que le as d'un sous groupe normal N d'un group G ; le
groupe G agit alors sur N par onjugaison, don sur le dual N ∗ par la représentation oad-
jointe.
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1.3.4 Théorème de Makey
Une partie de la théorie de Makey dérit Gˆ en fontion de Nˆ lorsque N est un sous
groupe distingué fermé de type I de G ; le problème est d'étendre les représentations ρ de N
à leurs stabilisateurs Gρ lorsque le quotient Nˆ/G a une struture mesurable raisonnable.
Ce problème fut étudié plus avant en onsidérant les multipliateurs de Gρ/N ; nous n'irons
pas dans ette diretion.
Pour l'énoné du théorème i-dessous, nous renvoyons par exemple à [Lip74, h.III se.B
theorem 2℄.
Théorème 1.23 (Makey)
Soient N un groupe nilpotent, et K est un groupe ompat qui agit ontinûment sur N par
automorphismes. On note G = K ⊳ N le produit semi-diret.
Le groupe G agit sur N par onjugaison, don sur Nˆ . Pour ρ ∈ Nˆ , on note Gρ le
stabilisateur de ρ, et on pose
Gˇρ = {ν ∈ Gˆρ; ν|N est un multiple de ρ} .
Alors pour ρ ∈ Nˆ et ν ∈ Gˇρ, la représentation Πν = IndGGρν est irrédutible ; Gˆ est l'union
disjointe :
Gˆ =
⋃
ρ∈Nˆ/G
{Πν ; ν ∈ Gˇρ} .
Ce théorème est vrai lorsque G est un groupe loalement ompat et N un sous-groupe
distingué fermé régulièrement plongé de type I de G.
Propriétés utilisées ave le théorème 1.23
Nous utiliserons le orollaire suivant du théorème des sous-groupes de Makey (voir par
exemple [Lip74, h.II se.A subse.1 theorem 1℄) :
Corollaire 1.24 (Théorème des sous-groupes)
Soient G1, G2 deux sous-groupes fermés d'un groupe G.
Si l'ensemble des doubles lasses de G sous G1 et G2 est réduit à elle de l'élément neutre,
alors pour toute représentation ν de G1, on a :[
Ind
G
G1
ν
]
|G2
∼ IndG2G1∩G2(ν|G1∩G2) .
De plus, nous utiliserons une version faible du théorème du nombre d'entrelaement (voir
par exemple [Lip74, h.II se.A lemma 5℄) :
Lemme 1.25 (Théorème du nombre d'entrelaement)
Soient H un sous-groupe fermé d'un groupe G et γ une représentation de H , tels que la
variété homogène G/H admette une mesure G-invariante nie. Le nombre de fois que la
représentation Ind
G
Hγ ontient 1G (omme un fateur diret disret) est égale au nombre de
fois que γ ontient 1H (omme un fateur diret disret).
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Chapitre 2
Fontion maximale sphérique
Dans e hapitre, nous démontrons le théorème 1, 'est-à-dire des inégalités Lp pour
la fontion maximale sphérique assoiée à la norme de Korányi sur les groupes de type H
ou Nv,2. Le résultat est déja onnu sur les groupes de Heisenberg [Cow81℄, et sur les groupes
de type H [Sh98℄, mais pas pour les groupes Nv,2.
Tout au long des deux setions qui suivent, N désigne un groupe de type H, ou un
groupe libre nilpotent de pas deux. On reprend les notations de la setion 1.1, en partiulier
N = V ⊕Z. On pose dimV = v et dimZ = z, Q = v+2z et v = 2v′ ou 2v′+1. Le groupe N
est muni de sa struture de groupe homogène et d'une norme homogène, sur lequel on a xé
un mesure de Haar dn (sous-setion 1.1.4). On note µ la mesure pour laquelle on a le passage
en oordonnées polaires (1.1) ; on en onnait failement l'expression (voir proposition 2.7).
On note A la fontion maximale sphérique (sous-setion 1.1.1).
Dans les deux setion qui suivent, nous montrons le théorème 1 :
Théorème prinipal 2.1 (‖A‖p→p)
Pour v′ ≥ 2 et pour p ∈ [1,∞] tel que :
a) 2 ≤ p ≤ ∞ si v′ = 2,
b) si v′ > 2, dans le as d'un groupe de type H, (v′ − 1)/(v′ − 3/2) < p ≤ ∞,
) si v′ ≥ 2, dans le as N = Nv,2, 2h0/(2h0−1) < p ≤ ∞ où h0 est le minimum de v+1
et de la partie entière de (z − 1)/4,
la fontion maximale sphérique A vérie des inégalités Lp :
∀ f ∈ Lp , ‖A.f‖Lp ≤ C ‖f‖Lp ,
où C est une onstante de v, z, p.
Ce résultat est déjà onnu sur les groupes de Heisenberg [Cow81℄, et on peut le déduire
de [Sh98℄ pour les groupes de type H. Les indies pour p alors obtenus sont optimaux :
p > n/(n−1), où n = v+ z est la dimension topologique du groupe. Nous n'obtiendrons pas
l'optimalité dans le as des groupes de type H, mais nous ouvrirons le as du groupe libre
nilpotent de pas deux. En eet, la ourbure rotationnelle de la sphère de Kornáyi du groupe
Nv,2 s'annule sur le entre.
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Notre démonstration va suivre le même point de départ que [Ste76℄ ; nous serons amenés
à étudier les fontions d'aires dénies pour des fontions f ∈ S(N) de la lasse de Shwartz
sur N par :
Sj(f) :=
√∫ ∞
0
|∂js(f ∗ µs)|2s2j−1ds ;
elle repose sur les deux théorèmes suivants :
Théorème 2.2 (‖A‖p→p et
∥∥Sj∥∥
2→2
)
Soit h ∈ N. On suppose v′ ≥ 2 et 1 ≤ h < (Q−2)/2. Si on a un ontrle L2 pour les fontions
d'aires Sj , j = 1, . . . h :
∀j = 1, . . . h ∃C > 0 ∀f ∈ S(N) ∥∥Sj(f)∥∥ ≤ C ‖f‖
alors pour p ∈ [1,∞] tel que :
a) 2 ≤ p ≤ ∞ si h = 1,
b) (2h)/(2h− 1) < p ≤ ∞ si h > 1,
la fontion maximale sphérique A vérie des inégalités Lp :
∀ f ∈ Lp , ‖A.f‖Lp ≤ C ‖f‖Lp ,
où C est une onstante de v, z, p, h.
Le théorème i-dessus se généralise au groupe stratié de rang 2.
Théorème 2.3 (
∥∥Sj∥∥
2→2
)
On suppose v′ ≥ 2. On a :
a) dans le as d'un groupe de type H :
∀h = 1, . . . , v′ − 1 ∀f ∈ L2(N) ∥∥Sh(f)∥∥ ≤ C ‖f‖ ,
b) dans le as d'un groupe Nv,2,
∀h ∈ N, 1 ≤ h ≤ z − 1
4
, v + 1 ∀f ∈ L2(N) ∥∥Sh(f)∥∥ ≤ C ‖f‖ ,
où C est une onstante de v, z.
Ces deux derniers théorèmes impliquent le théorème 2.1.
2.1 Inégalité Lp, p ≥ 2 pour A
Le but de ette setion est de démontrer le théorème 2.2.a). Il repose sur le ontrle L2
de la fontion maximale pour les boules, l'interpolation de Marinkiewiz, et la proposition
suivante :
Proposition 2.4
Soit f ∈ S(N). On a :
A.f ≤ Q|B1|M.f + 1√
2Q
S1.f .
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2.1.1 Démonstration du théorème 2.2.a)
Admettons la proposition 2.4, et supposons que les hypothèses du théorème 2.2.a) sont
vériées ; 'est-à-dire que la fontion d'aire S1 vérie une inégalité L2.
Montrons que A vérie des inégalités L2 et L∞. La fontion maximale M vérie
des inégalités Lp (voir (1.2)), en partiulier L2. Comme S1 vérie aussi une inégalité L2, on
en déduit que 'est aussi le as pour A ; il existe une onstante C2 > 0 telle que :
∀f ‖A.f‖L2 ≤ C2 ‖f‖L2 . (2.1)
Trivialement A vérie une inégalité L∞ ; il existe une onstante C∞ > 0 telle que :
∀f ‖A.f‖L∞ ≤ C∞ ‖f‖L∞ . (2.2)
Interpolons. Fixons momentanément r(.) : (N, dn) 7→ R+ une fontion mesurable, et
onsidérons l'opérateur T déni sur les fontions simples de N par :
T.f(n) =
(
µr(n) ∗ f
)
(n) .
D'après (2.1) et (2.2), T est borné sur L2 et sur L∞ ; d'après l'interpolation de Marinkiewiz
[SW71℄, T s'étend en un opérateur borné sur haque Lp pour 2 ≤ p ≤ ∞, ave des onstantes
qui ne dépendent que de p, C2, C∞. Cei est vrai pour toute fontion r(.) : (N, dn) 7→ R+
mesurable. On peut don repasser au supremum : la fontion maximaleA vérie une inégalité
Lp, 2 ≤ p ≤ ∞.
Le théorème 2.2.a) sera ainsi démontré lorsque nous aurons prouvé la proposition 2.4.
2.1.2 Contrle de A par M et S1
Le but de ette sous-setion est de démontrer la proposition 2.4. On proède omme dans
le as eulidien [Ste93℄.
Soit f ∈ S(N). La fontion (s, n) 7→ f ∗ µs(n) est alors dérivable et de dérivée ontinue
selon (s, n) ∈ R∗+ ×N , et on a :
f ∗ µt(n) = 1
tQ
∫ t
0
∂s(s
Qf ∗ µs(n))ds
=
1
tQ
∫ t
0
QsQ−1f ∗ µs(n)ds+ 1
tQ
∫ t
0
sQ∂s(f ∗ µs(n))ds ,
Pour le premier terme du membre de droite, on voit d'une part d'après la formule (1.1)
du passage en oordonnées polaires :∫ t
0
sQ−1f ∗ µs(n)ds =
∫ t
0
∫
S1
f(n s.n′
−1
)dµ(n′)sQ−1ds =
∫
B(0,t)
f(nn′
−1
)dn′ ,
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d'autre part |B(n, t)| = |B(0, t)| = tQ|B(0, 1)| d'où :
1
tQ
=
|B1|
|B(n, t)| .
On a don :
1
tQ
∫ t
0
QsQ−1f ∗ µs(n)ds = Q|B1| 1|B(n, t)|
∫
B(n,t)
f(n′′)dn′′ .
Pour le seond terme, on utilise Hölder :
1
tQ
|
∫ t
0
sQ∂s(f ∗ µs(n))ds| ≤ 1
tQ
(∫ t
0
|sQ− 12 |2ds
) 1
2
(∫ t
0
|s 12∂s(f ∗ µs(n))|2ds
)1
2
≤ 1√
2Q
(∫ ∞
0
s|∂s(f ∗ µs(n))|2ds
) 1
2
=
1√
2Q
S1.f(n) .
On a don pour tout t > 0 :
|f ∗ µt(n)| ≤ Q|B1| 1|B(n, t)|
∫
B(n,t)
f(n′′)dn′′ +
1√
2Q
S1.f(n) .
Prenons le supremum en t dans e qui préède :
A.f(n) ≤ Q|B1|M.f(n) + 1√
2Q
S1.f(n) .
Cei ahève la démonstration de la proposition 2.4, et don elle du théorème 2.2.a).
2.2 Inégalité Lp, p < 2 pour A
Le but de ette setion est de démontrer le théorème 2.2.b). Pour ela, nous allons plaer
l'opérateur de onvolution par µ dans une famille analytique d'opérateurs Aα, pour laquelle
nous montrerons des inégalités maximales à l'aide des fontions d'aires. Nous nirons par un
argument d'interpolation.
Nous hoisissons la même famille analytique d'opérateurs Aα que dans [Ste76℄.
Proposition 2.5 (Aα)
Nous dénissons pour α ∈ C\(−N) sur R+ la fontion mα et sur N la fontion F α par :
mα(x) := 2
(1− x2)α−1+
Γ(α)
, x ∈ R+ et F α(n) := mα(|n|) , n ∈ N .
Pour ℜα > 0, nous dénissons ainsi l'opérateur Aα de onvolution ave F α. Il est ontinu
sur Lp, 1 < p ≤ ∞.
Cette famille d'opérateurs {Aα} est analytique dans le demi-plan ℜα > 0, et se pro-
longe analytiquement dans le demi-plan ℜα > 1 − h lorsque h < (Q − 2)/2 en une famille
d'opérateurs sur la lasse de fontions S(N) de Shwartz. Pour α = 0, A0 est l'opérateur de
onvolution ave µ.
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2.2.1 Famille d'opérateurs {Aα}
Le but de ette sous-setion est de démontrer la proposition 2.5 On remarque :
Lemme 2.6
Pour ℜα > 0, F α est intégrable et radiale sur N . Pour α > 1, mα est déroissante.
Démonstration :En eet, on a :∫
N
|F α(n)|dn ≤
∫ 1
0
(1− r2)ℜα−1
|Γ(α)| r
Q−1dr ,

Ainsi pour ℜα > 0, l'opérateur Aα est l'opérateur de onvolution ave la fontion F α ∈
L1 ; 'est don un opérateur borné sur Lp, 1 < p ≤ ∞. De plus, la famille d'opérateurs
{Aα} est analytique sur le demi-plan ℜα > 0. Nous avons à montrer qu'elle se prolonge
analytiquement, et que A0 est l'opérateur de onvolution ave µ
Nous aurons besoin de l'expression de µ :
Proposition 2.7
On note σ˜n la mesure de la spère unité eulidienne S
(n)
1 sur R
n
.
Ave les notations i-dessus, on a pour une fontion g loalement intégrable sur N :∫
S1
g(n)dµ(n) = 2
∫ 1
0
∫
S
(v)
1
∫
S
(z)
1
g(exp(rX +
√
(1− r4)Z))
dσ˜z(Z)dσ˜v(X)r
v−1(1− r4) z−22 dr .
On remarque que la mesure µ est symétrique et radiale 'est-à-dire invariante sous n 7→ n−1
et sous O(v) respetivement.
Démonstration de la proposition 2.7: Posons :
I(g) :=
∫
N
g(n)dn =
∫
V
∫
Z
g(exp(X + Z))dXdZ .
En eetuant un passage en oordonnée polaire en X ∈ V ∼ Rv et en Z ∈ Z ∼ Rz,
I(g) =
∫ ∞
0
∫
S
(v)
1
∫ ∞
0
∫
S
(z)
1
g(exp(r1X + r2Z))dσ˜z(Z)r
z−1
2 dσ˜v(X)r
v−1
1 dr1 .
Considérons le hangement de variables suivant :
(r1, r2) −→ (r′1, r′) où r1 = r′r′1 et r′4 = r41 + r22 ,
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dont le jaobien est r2dr2 ∧ dr1 = 2r′4dr′ ∧ dr′1. Ave e hangement de variable, on a :
I(g) = 2
∫ ∞
0
∫ 1
0
∫
S
(v)
1
∫
S
(z)
1
g(r′ exp(r′1X + (1− r′14)
1
2Z))dσ˜z(Z)dσ˜v(X)
r′1
v−1
(1− r′14)
z−2
2 r′
Q−1
dr′1dr
′ .
De l'uniité de la mesure µ vériant la formule (1.1) du passage en oordonnée polaire,
on trouve l'expression de µ donnée dans la proposition. 
Pour montrer la proposition 2.5, nous aurons également besoin du lemme tehnique sui-
vant :
Lemme 2.8
On note Dr l'opérateur diérentiel sur les fontions de la variable r ∈ R :
Dr := ∂r
1
2r
=
1
2r
∂r − 1
2r2
.
On peut érire l'opérateur f 7→ Dhr .
[
f ∗ µrrQ−1
]
omme une ombinaison linéaire sur
j = 0, . . . , h de : f 7→ rQ−1−2h+j∂jr(f ∗ µr).
Démonstration du lemme 2.8: On a :
Dr.
[
rQ−1−2h+j∂jrf ∗ µr
]
=
1
2
∂r
[
rQ−2−2h+j∂jrf ∗ µr
]
=
1
2
(Q− 2− 2h+ j)rQ−3−2h+j∂jrf ∗ µr +
1
2
rQ−2−2h+j∂j+1r f ∗ µr
= K1r
Q−1−2(h+1)+j∂jrf ∗ µr +K2rQ−1−2(h+1)+(j+1)∂j+1r f ∗ µr ,
où les Ki, i = 1, 2 sont des onstantes de Q, h, j. On en déduit le lemme par réurrene. 
La proposition 2.5 sera démontrée lorsque nous aurons montré le lemme suivant :
Lemme 2.9
Pour ℜα > 1− h, l'opérateur Aα oïnide sur S(N) ave l'opérateur :
Aα,h := f 7−→
∫ 1
0
mα+h+1(r) Dhr .
[
f ∗ µrrQ−1
]
dr .
En eet, d'une part, en utilisant le lemme 2.8, on voit failement que la famille d'opérateur
Aα,h,ℜα > 1 − h sur S(N) est analytique. D'autre part, l'opérateur A0,1 oïnide ave
l'opérateur de onvolution ave µ :
A0,1.f = −
∫ 1
0
2∂r
(
1
−2rf ∗ µrr
Q−1
)
dr =
[
1
r
f ∗ µrrQ−1
]1
0
= f ∗ µ .
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Démonstration du lemme 2.9: Montrons d'abord Aα = Aα,0 : par passage en oordonnées
polaires (1.1), pour f ∈ S(N), on a :
Aα.f(n) =
∫
N
f(nn′
−1
)F α(n′)dn′ =
∫ ∞
0
f ∗ µrmα(r)rQ−1dr .
En intégrant par partie, on a don :
Aα.f =
∫ 1
0
2(1− r2)α−1
Γ(α)
f ∗ µrrQ−1dr
=
[
2(1− r2)α
αΓ(α)
1
−2rf ∗ µrr
Q−1
]1
0
−
∫ 1
0
2(1− r2)α
αΓ(α)
∂r
(
1
−2rf ∗ µrr
Q−1
)
dr .
Le rohet est nul (on a supposé Q ≥ 3). En utilisant l'équation fontionnelle (5.1) pour Γ,
l'opérateur Aα oïnide ave Aα,1 qui a un sens pour ℜα > −1.
Si à l'ordre h, l'opérateur Aα oïnide ave Aα,h, alors eetuons une intégration par
partie : ∫ 1
0
mα+h(r)Dhr .
[
f ∗ µrrQ−1
]
dr =
∫ 1
0
2(1− r2)α+h−1
Γ(α + h)
Dhr .
[
f ∗ µrrQ−1
]
dr
=
[
2(1− r2)α+h
(α + h)Γ(α + h)
1
−2rD
h
r .
[
f ∗ µrrQ−1
]]1
0
−
∫ 1
0
2(1− r2)α+h
(α + h)Γ(α + h)
∂r.
[
1
−2rD
h
r .
[
f ∗ µrrQ−1
]]
dr
Le rohet en r = 1 est nul. D'après le lemme 2.8, on peut mettre rQ−1−2h−1 en fateur
et don le rohet en r = 0 est nul. En utilisant l'équation fontionnelle (5.1) pour Γ et la
dénition de Dr, l'opérateur A
α
oïnide ave Aα,h+1.
On a don montré par réurene Aα = Aα,h lorsque ℜα > 1 − h, pour tout 0 ≤ h <
(Q− 2)/2. 
Grâe aux lemmes 2.8 et 2.9, en développant Dhr .
[
f ∗ µrrQ−1
]
dans l'ériture Aα = Aα,h,
on obtient :
Corollaire 2.10 (Bαh,j)
Pour ℜα > 1−h et 1 ≤ h < (Q−2)/2, l'opérateur Aα oïnide ave une ombinaison linéaire
sur 0 ≤ j ≤ h des opérateurs suivants :
Bαh,j := f 7−→
∫ 1
0
mα+h(r)rQ−1−2h+j∂jrf ∗ µrdr .
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2.2.2 Inégalités maximales pour Aα
Nous donnons le sens suivant à la notion de dilatation :
 pour une fontion f sur N :
(f)r(n) = r
−Qf(
1
r
.n) ,
 pour une mesure ν sur N :
νr(n) = ν(r.n) et don
∫
N
fdνr =
∫
N
f(r.n)dν(n) ,
 pour un opérateur T qui opère sur un espae de fontions stables par dilatations au
sens i-dessus :
Tr.f(n) = (T f(r.)) (r
−1.n) où f(r.) = n 7→ f(r.n) .
Ces notations sont ohérentes dans le sens où : si T est un opérateur de onvolution ave
une fontion ou une mesure ψ, alors Tr est un opérateur de onvolution ave la fontion ou
la mesure ψr respetivement.
Pour un opérateur T qui opère sur un espae de fontions stables par dilatation, on peut
ainsi onsidérer la fontion maximale assoiée à la famille de ses dilatées Tr, r > 0 :
supr>0 |Tr|.
On dénit Aα la fontion maximale assoiée aux dilatés de Aα : Aα := supr |Aαr |, et Bαh,j
la fontion maximale assoiée aux dilatés de Bα : Bαh,j := supr |(Bαh,j)r|.
Nous souhaitons montrer des inégalités maximales L2 et Lp :
Proposition 2.11 (‖A‖p→p ,ℜα ≥ 1)
On a un ontrle maximal Lp pour Aα :
∀[a, b] ⊂ [1,∞[ ∀p ∈]1,∞] ∃C > 0 ∀x ∈ [a, b] ∀y ∈ R ∀ f ∈ S(N)
‖Ax+iy.f‖Lp(N) ≤ C e2y ‖f‖Lp(N) .
Proposition 2.12 (‖A‖
2→2
,ℜα < 0)
Soit 1 ≤ h < (Q− 2)/2. Si on a un ontrle L2 des fontions d'aires Sj, j = 1, . . . , h :
∀j = 1, . . . h ∃C > 0 ∀f ∈ S(N) ∥∥Sj(f)∥∥ ≤ C ‖f‖
alors on a un ontrle maximal L2 pour Aα :
∀[a, b] ⊂ [1− h,∞[ ∃C > 0 ∀x ∈ [a, b] ∀y ∈ R ∀ f ∈ S(N)
‖Ax+iy.f‖L2(N) ≤ C e2y ‖f‖L2(N) .
La preuve de la proposition 2.11 repose sur le orollaire 1.1.
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Démonstration de la proposition 2.11: On a :
|Aα.f | = |f ∗ F α| ≤ |f | ∗ |F α| .
et :
|F α(n)| = |(1− |n|
2)
α−1
+
Γ(α)
| ≤ (1− |n|
2)
ℜα−1
+
|Γ(α)| = |
Γ(ℜα)
Γ(α)
|Fℜα(n) .
On en déduit loalement en x = ℜα, uniformément en y = ℑα, grâe à la majoration (5.3) :
|Aα.f | ≤ |Γ(x)
Γ(α)
||f | ∗ F x ≤ |Γ(x)
Γ(α)
|Ax.|f | ≤ C e2y Ax.|f | ,
C étant une onstante issue de la majoration (5.3). D'après le lemme 2.6, la fontion F x
vérie les hypothèses du orollaire 1.1 : l'opérateur Ax vérie une inégalité Lp. On obtient
la majoration voulue de ‖Aα.f‖Lp, pour tout 1 < p ≤ ∞. 
La proposition 2.12 repose sur le orollaire 2.10 et les deux lemmes suivants :
Lemme 2.13
Pour 0 < j ≤ h < (Q− 2)/2, on a un ontrle pontuel des Bαh,j par les fontions d'aires Sj :
∀[a, b] ⊂ [1
2
− h,∞[ ∃C > 0 ∀x ∈ [a, b] ∀y ∈ R ∀ f ∈ S(N)
|Bx+iyh,j .f | ≤ C e2ySj(f) .
Lemme 2.14
Pour 1 ≤ h < (Q− 2)/2, on a un ontrle L2 de Bαh,0 :
∀[a, b] ⊂ [1− h,∞[ ∃C > 0 ∀x ∈ [a, b] ∀y ∈ R ∀ f ∈ S(N)∥∥Bx+iyh,0 .f∥∥ ≤ C e2y ‖f‖ .
La proposition 2.12 sera don démontrée lorsque l'on aura prouvé es deux lemmes.
Démonstration du lemme 2.13: Pour f ∈ S(N) et t > 0, on a :
∂r
[
f(t.) ∗ µr(t−1n)
]
= ∂r
∫
r.S1
f(t(t−1nn′
−1
)dµr(n
′)
= ∂r
∫
r.S1
f(n tn′
−1
)dµr(n
′) = ∂r
∫
S1
f(n rtn′
−1
)dµ(n′)
= t∂r′
[∫
S1
f(n r′n′
−1
)dµ(n′)
]
|r′=rt
= t [∂r′ [f ∗ µr′(n)]]|r′=rt ,
puis par réurene, pour h ≥ 1 :
∂hr
[
f(t.) ∗ µr(t−1n)
]
= th
[
∂hr′ [f ∗ µr′(n)]
]
|r′=rt
,
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d'où :
(Bαh,j)t.f =
∫ 1
0
mα+h(r)rQ−1−2h+jtj [∂jr′f ∗ µr′]|r′=rtdr ,
|(Bαh,j)t.f |2 ≤
∫ 1
0
|rj− 12 tj [∂jr′f ∗ µr′]|r′=rt|2dr
∫ 1
0
|mα+h(r)rQ−1−2h+ 12 |2dr , (2.3)
par Hölder. On pose α = x + iy. La seonde intégrale du membre de droite de (2.3) est
majorée par :∫ 1
0
|mα+h(r)rQ−1−2h+ 12 |2dr ≤
∫ 1
0
4(1− r2)2(x+h−1)
|Γ(α+ h)|2 r
2Q−1−4hdr
=
4
|Γ(α + h)|2
∫ 1
0
(1− r′)2(x+h−1)r′Q−1−2hdr
′
2
= 2
Γ(2x+ 2h− 1)Γ(Q− 2h)
Γ(2x+Q− 1)|Γ(α+ h)|2
grâe à (5.2) lorsque 2x + 2h − 1, Q − 2h > 0 . En utilisant l'estimation (5.3), lorsque
h < Q/2, le terme préédent est majoré à une onstante près loalement en x > −h + 1
2
et
x > −(Q− 1)/2 uniformément en y ∈ R par : e4y.
Pour la première intégrale du membre de droite de l'inégalité (2.3), eetuons le hange-
ment de variable r′ = rt :∫ 1
0
|rj− 12 tj[∂jr′f ∗ µr′]|r′=rt|2dr =
∫ t
0
|(r
′
t
)
j− 1
2
tj∂jr′f ∗ µr′|2
dr′
t
≤
∫ ∞
0
|∂jr′f ∗ µr′|2r′2j−1dr′ = Sj(f)2 .

Passons à la preuve du lemme 2.14 ; elle repose sur le orollaire 1.1.
Démonstration du lemme 2.14: Bαh,0 est un opérateur de onvolution ave la fontion
Gαh donnée par : G
α
h(n) := F
α+h(n)|n|−2h. En eet, grâe à la formule (1.1), le passage en
oordonnées polaires donne :
Bαh,0.f(n) =
∫ 1
0
mα+h(r)rQ−1−2hf ∗ µr(n)dr = f ∗Gαh(n) .
On note α = x+ iy et on a :
|Gαh(n)| ≤
Γ(x+ h)
|Γ(α+ h)|F
x+h(n)|n|−2h = Γ(x+ h)|Γ(α + h)|G
x+h(n) ≤ C e2yGxh(n) ,
le dernière majoration étant due à (5.3), d'où loalement en x :
|Bαh,0.f | ≤ |f | ∗ |Gαh | ≤ C e2yBxh,0.|f | . (2.4)
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Pour Q− 1− 2h > −1, elle est intégrable :∫
N
Gxh(n
′)dn′ =
∫ 1
0
(1− r2)α+h−1
Γ(x+ h)
rQ−1−2hdr .
Ainsi, loalement en x tel que x + h − 1 > 0 et pour h < Q/2, la fontion Gxh vérie les
hypothèses du orollaire 1.1 ; on en déduit que l'opérateur Bxh,0 vérie une inégalité maxi-
male Lp pour tout 1 < p ≤ ∞ en partiulier L2. Ave la majoration (2.4), on en déduit le
lemme 2.14. 
2.2.3 Interpolation
On ahève ii la démonstration du théorème 2.2.b). On suppose omme dans les hy-
pothèses du théorème, h > 1 et que haque fontion d'aire Sj, j = 1, . . . , h vérie une
inégalité L2.
Linéarisation. Fixons momentanément r(.) : (N, dn) 7→ R+ une fontion mesurable. Pour
z ∈ C dans la bande 0 ≤ ℜz ≤ 1, on dénit l'opérateur T z sur les fontions simples de N :
T z.f(n) = ez
2
A
α(z)
r(n) .f(n) ,
où on a noté α(z) = z + (1− z)x1 ave 0 > x1 > 1− h xé.
On a la majoration pontuelle de T z.f grâe à la fontion maximale sphérique :
∀ f ∀ z ∈ C , 0 ≤ ℜz ≤ 1 |T z.f | ≤ e−(ℑz)2Aα(z).f .
D'après les propositions 2.11 et 2.12, l'opérateur T z vérie :
 lorsque ℜz = 1, une inégalité Lp ave 1 < p ≤ ∞,
 lorsque ℜz = 0, une inégalité L2.
Interpolation. Grâe à la nouvelle famille d'opérateurs {T z}0≤ℜz≤1 est une famille ana-
lytique d'opérateurs admissible au sens de [SW71℄. On interpole en z0 tel que α(z0) = 0.
L'opérateur T z0 vérie don une inégalité Lq où le paramètre q est tel que :
1
q
=
1− z0
2
+
z0
p
et 1 < p ≤ ∞ . (2.5)
La onstante de ette inégalité Lq ne dépend que de N et des onstantes des inégalités
obtenues pour Aα (propositions 2.11 et 2.12). Elle est en partiulier indépendante du hoix
de r(.).
Fin de la démonstration du théorème 2.2.b) On peut don repasser au supremum :
l'opérateur ez
2
0Aα(z0) vérie la même inégalité Lq, et e pour tout q tel que (2.5) ave z0 =
x1
x1−1
∈ [0, (h− 1)/h] (ar 1 − h < x1 < 0). Par onséquent, la fontion maximale sphérique
A vérie à une onstante près une inégalité Lq pour (2h)/(2h− 1) < q ≤ 2.
D'après la partie a) déjà démontrée, la fontion maximale sphérique A satisfait également
une inégalité Lq pour 2 ≤ q ≤ ∞. Le théorème 2.2 est ainsi omplètement démontré.
47
2.3 Fontions d'aire pour un groupe de type H
Le but de ette setion est de démontrer le théorème 2.3.a). Nous montrerons la partie
b) orrespondant à Nv,2 dans la setion 4.1.
Comme dans le hapitre 1, on note Ω l'ensemble des fontions sphériques bornées de N
pour O(v). On pose pour ω ∈ Ω :
Sˆj(ω) :=
√∫ ∞
0
|∂js < µs, ω > |2s2j−1ds .
Le théorème 2.3.a) sera démontré une fois que l'on aura démontré les deux propositions
suivantes :
Proposition 2.15 (Sj et Sˆj)
Pour j ∈ N− {0}, s'il existe une onstante C > 0 telle que :
∀ω ∈ Ω Sˆj(ω) ≤ C ,
alors
∀f ∈ L2(N) ‖S(f)‖ ≤ C ‖f‖ ,
Au ours de la preuve, on utilisera une mesure spetrale E sur Ω, qui nous amènera à
estimer Sˆj sur Ω tout entier. On pourrait donner une expression expliite de E, grâe à
une formule de Planherel non radiale, adaptée aux fontions sphériques dans le sens de
[BJR90, theorem G℄ dans le as d'une vraie paire de Gelfand. On peut par exemple hoisir
la formule donnée par les représentations de Bargmann ou de Shrödinger. Nous utiliserons
ette autre méthode sur le groupe nilpotent libre à deux pas.
Proposition 2.16 (
∥∥∥Sˆj∥∥∥
∞
)
Si v′ ≥ 2, il existe une onstante C > 0 telle que :
∀j = 1, . . . , v′ − 1 ∀ω ∈ Ω Sˆj(ω) ≤ C .
2.3.1 Fontion d'aire et mesure spetrale
Cette sous-setion est onsarée à la preuve de la proposition 2.15. Nous aurons besoin
de la proposition suivante :
Proposition 2.17
On note End L2(N) les endomorphismes ontinus de l'espae de Hilbert L2(N).
Il existe une mesure spetrale E pour l'algèbre ommutative L1
♮
à valeur dans End L2(N)
telle que :
∀F ∈ L1♮ ∀f, g ∈ L2(N) < f ∗ F, g >=
∫
Ω
< F, ω > dEf,g(ω) . (2.6)
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On a : ∥∥∂js(f ∗ µs)∥∥2 ≤ ∫
Ω
|∂js < µs, ω > |2dEf (ω) . (2.7)
Lorsqu'on admet la proposition i-dessus, la démonstration de la proposition 2.15 est
aisée.
Démonstration de la proposition 2.15: Grâe à Fubini, puis à (2.7), et enn de nouveau
par Fubini, on a :∥∥Sj(f)∥∥2 = ∫ ∞
0
∥∥∂jsf ∗ µs∥∥2 s2j−1ds
≤
∫ ∞
0
∫
Ω
|∂js < µs, ω > |2dEf(ω)s2j−1ds =
∫
Ω
|Sˆj(ω)|2dEf(ω) .
Don si Sˆj(ω) est borné par C indépendemment de ω ∈ Ω, alors, ‖Sj(f)‖2 est borné par C2
multiplié par ∫
Ω
dEf(ω) ≤ ‖f‖2 .

Remarque 5 Comme 'était déjà le as dans [Nev94, Nev97, MNS00, NS97℄, nous avons
besoin d'une estimation L∞ de Sˆj sur tout le spetre Ω. Nous pourrions nous passer de l'es-
timations de Sˆj sur la partie ΩB en utilisant une formule de Planherel non-radiale adaptée.
Dans le as d'un groupe de type H, es deux méthodes onduisent au même résultat.
Démonstration de la proposition 2.17
On utilisera le lemme suivant, qui onstruit une approximation de l'unité radiale :
Lemme 2.18
Il existe une fontion φ : N 7→ [0, 1], C∞, radiale, à support dans la boule unité B1, vériant∫
N
φ(n)dn = 1.
Pour une telle fontion φ, on dénit alors pour η > 0 les fontions φη par :
φη(n) := η
−Qφ(η−1.n) , n ∈ N .
Les fontions φη, η > 0 forment une approximation radiale de l'unité sur N .
Démonstration du lemme 2.18: Il existe φ1 : N 7→ [0, 1] une fontion C∞, à support dans
la boule unité B1, et telle que φ1(0) = 1. On dénit :
φ2(n) =
∫
O(v)
φ1(k.n)dk puis φ(n) =
φ2(n)∫
N
φ2(n)dn
.
La fontion φ ainsi dénie onvient. 
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Démontrons la première partie de la proposition 2.17, 'est-à-dire l'existene d'une
mesure spetrale E satisfaisant (2.6). Considérons le morphisme d'algèbre :
Π :
{
L1(N) −→ End L2(N)
F 7−→ {Π(F ) : f 7→ f ∗ F} .
Notons C l'adhérene de ΠL1
♮
dans l'algèbre normée End L2(N), ‖.‖ par la norme des opé-
rateurs. Comme d'une part Π est un morphisme ontinu d'algèbres normées et que d'autre
part d'après le théorème 1.13, l'algèbre de onvolution L1
♮
est ommutative, l'ensemble C
est une sous-algèbre ommutative de End L2(N), ‖.‖. De plus l'algèbre C est aussi normale :
(Π(F ))∗ = Π(F ∗) où F ∈ L1(N) en notant F ∗(n) = F¯ (n−1) . (2.8)
D'après les propriétés spetrales des C∗-algèbre ommutatives (voir par exemple [Rud73℄),
l'algèbre C admet un mesure spetrale EΠ : Sp(C) → P, où on a noté Sp(C) le spetre de
l'algèbre C et P l'ensemble des projetions ontinues de L2(N) :
∀T ∈ C , T =
∫
Sp(C)
T̂ dEΠ .
On dénit l'appliation :
Π′ :
{
Sp(C) −→ Sp(L1♮)
Λ 7−→ Λ ◦ Π .
On en déduit une mesure spetrale E du spetre de L1
♮
, identié à Ω par le théorème 1.9 en
posant :
E = Π∗EΠ :
{ B(Ω) −→ P
B 7−→ EΠ(Π′−1(B)) ,
où B(Ω) désigne les boréliens sur Ω. Cette mesure spetrale vérie bien la propriété (2.6).
Démontrons la seonde partie de la proposition 2.17, 'est-à-dire l'inégalité (2.7).
Fixons une approximation radiale de l'unité φη, η > 0 omme dans le lemme 2.18.
Nous allons appliquer la formule (2.6) à la fontion F ∗s,η,j ∗Fs,η,j où Fs,η,j = ∂js(φη ∗µs) et
la fontion F ∗s,η,j est donné par (2.8). On vérie failement que la fontion Fs,η,j est radiale
ar µs et φη le sont, puis qu'elle est intégrable :
φη ∗ µs(n) =
∫
s.S1
φη(ng
−1)dµs(g) =
∫
S1
φη(n s.g
−1)dµ(g) ,
∂js(φη ∗ µs)(n) =
∫
S1
∂jsφη(n s.g
−1)dµ(g) ,
|∂js(φη ∗ µs)|(n) ≤
{
0 si sg−1 6∈ η.B1 ,∫
S1
sup |Djφη|1η.B1(n s.g−1)dµ(g) si sg−1 ∈ η.B1 .
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On a nalement :∫
N
|Fs,η,j(n)|dn =
∫
N
|∂js(φη ∗ µs)|(n)dn ≤ η−Q+j sup |Dφ||η.B1| ≤ ηj|B1| sup |Dφ| .
d'où Fs,η,j ∈ L1♮, puis F ∗s,η,j ∗ Fs,η,j ∈ L1♮. Appliquons (2.6) à ette dernière fontion :
∀ f ∈ L2(N) < f ∗ F ∗s,η,j ∗ Fs,η,j , f >L2(N) =
∫
ω∈Ω
< F ∗s,η,j ∗Fs,η,j), ω > dEf(ω) , (2.9)
Or on voit pour le membre de gauhe de ette égalité, d'après (2.8) :
< f ∗ F ∗s,η,j ∗ Fs,η,j , f > = < Π(F ∗s,η,j ∗ Fs,η,j).f, f >
= < Π(Fs,η,j).f,Π(Fs,η,j).f > = ‖Π(Fs,η,j).f‖2
= ‖∂s(f ∗ φη ∗ µs)‖2 = ‖φη ∗ ∂s(f ∗ µs)‖2 ,
et pour le membre de droite omme < ., ω > est un aratère de L1
♮
:
< F ∗s,η,j ∗ Fs,η,j , ω >= | < Fs,η,j, ω > |2 = |∂js < µs, ω > |2| < φη, ω > |2 .
L'égalité (2.9) devient don :∥∥φη ∗ ∂js(f ∗ µs)∥∥2 = ∫
Ω
|∂js < µs, ω > |2| < φη, ω > |2dEf (ω) .
Maintenant omme la fontion ω est bornée par 1, et que l'intégrale de φη vaut 1, on a
| < φη, ω > | ≤ 1, et le membre de droite de l'égalité préédente est majorée par∫
Ω
|∂js < µs, ω > |2dEf(ω) ;
et omme φη, η > 0 est une approximation de l'unité, le membre de droite tend vers
‖∂js(f ∗ µs)‖2 lorsque η tend vers 0. On en déduit la majoration (2.7).
Cei ahève la démonstration de la proposition 2.17.
2.3.2 Contrle L∞ de Sˆj dans le as d'un groupe de type H
Cette sous-setion est onsarée à la preuve de la proposition 2.16 dans le as d'un groupe
de type H.
Nous aurons besoin du lemme tehnique :
Lemme 2.19 (Dérivée d'une fontion de s2)
Soit f est une fontion régulière et h ∈ N. On pose g(s) = f(s2).
g(h) s'érit omme ombinaisons linéaires de sd(j,h)f (h
′+j)(s2),
 où d(j, h) = 2j, sur 0 ≤ j ≤ h′, si h = 2h′,
 où d(j, h) = 2j + 1, sur 0 ≤ j ≤ h′ − 1, si h = 2h′ − 1.
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On remarque :
d(j, h) + h = 2h′ + 2j . (2.10)
Nous supposons dans ette setion v′ ≥ 2. Dans le as d'un groupe de type H, omme
Ω = ΩL ∪ ΩB, la proposition 2.16 est équivalente aux deux propositions suivantes :
Proposition 2.20
Il existe une onstante C > 0 telle que :
∀h = 1, . . . , v′ − 1 ∀ω ∈ ΩB Sˆh(ω) ≤ C .
Proposition 2.21
Il existe une onstante C > 0 telle que :
∀h = 1, . . . , v′ − 1 ∀ω ∈ ΩL Sˆh(ω) ≤ C .
Démonstration de la proposition 2.20: Soit ω = Φr. On a pour n = (X,Z) ∈ N :
ω(s.n) = Φr(sX, s
2Z) = Jv′−1(rs|X|) ,
∂hsω(s.n) = (r|X|)hJ (h)v′−1(rs|X|) ,
d'où :
|Sˆh(ω)|2 ≤
∫ ∞
0
s2h−1
∫
S1
|(r|X|)hJ (h)v′−1(rs|X|)|2dµ(X,Z)ds ;
par le hangement de variable s′ = rs|X|, ette dernière intégrale vaut :∫
S1
∫ ∞
0
s′
2h−1|J (h)v′−1(s′)|2ds′dµ(X,Z) = |µ|
∫ ∞
0
s′
2h−1|J (h)v′−1(s′)|2ds′ ,
qui est nie d'après le lemme 5.1, lorsque −1 < 2h− 1 < 2(v′ − 1). 
Démonstration de la proposition 2.21: Soit ω = Φζ,l. Ii, on a ω(s.n) = Φs2ζ,l(n) ;
ave les notations du lemme 2.19, ∂hsω(s.n) s'érit omme une ombinaison linéaire de :
sd(j,h)f (h
′+j)(s2) où
f(s) := Φsζ,l(n) = e
is<ζ,Z>L¯l,v′−1(1
2
s|ζ ||X|2) et n = (X,Z) ∈ N .
Calulons les dérivées de ette dernière fontion :
∂jsf(s) =
j∑
m=0
Cmj < ζ, Z >
j−m(
1
2
|ζ ||X|2)
m
L¯(m)l,v′−1(
1
2
s|ζ ||X|2) eis<ζ,Z>
et don le terme |∂jsf(s)| est majoré à une onstante (de j) près par :
|ζ |j
j∑
m=0
|Z|j−m|X|2m|L¯(m)l,v′−1(
s
2
|ζ ||X|2)| .
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Grâe à ette majoration, l'expression |Sˆh(ω)|2 est ainsi majorée à une onstante (de h) près
par le maximum sur 0 ≤ j ≤ h/2 et 0 ≤ m ≤ h′ + j de :
I(j, h, l,m) :=
∫ ∞
0
(∫
S1
sd(j,h)|ζ |h′+j|Z|h′+j−m|X|2m|L¯(m)l,v′−1(
s2
2
|ζ ||X|2)|dµ(X,Z)
)2
s2h−1ds
=
∫ ∞
0
|ζ |2(h′+j)
(∫
S1
|Z|h′+j−m|X|2m|L¯(m)l,v′−1(
s2
2
|ζ ||X|2)|dµ(X,Z)
)2
s4(h
′+j)−1ds ,
grâe à (2.10).
Utilisons l'expression de µ donnée dans la proposition 2.7 dans e qui suit :∫
S1
|Z|h′+j−m|X|2m|L¯(l)l,v′−1(s′)|dµ(X,Z) ≤
∫ 1
0
r2m|L¯(m)l,v′−1(s′)|(1− r4)
w−2
2 rv−1dr ,
et don par Hölder :(∫
S1
|Z|h′+j−m|X|2m|L¯(m)l,v′−1(s′)|dµ(X,Z)
)2
≤
∫ 1
0
(1− r4)− 12dr
∫ 1
0
|L¯(m)l,v′−1(s′)|2r2(2m+v−1)(1− r4)w−
3
2dr ,
L'intégrale I(j, h, l,m) est don majorée à une onstante près par :∫ ∞
0
|ζ |2(h′+j)
∫ 1
0
|L¯(m)l,v′−1(
s2
2
|ζ |r2)|2r2(2m+v−1)(1− r4)w− 32drs4(j+h′)−1ds ;
ette dernière intégrale est égale par Fubini et le hangement de variable s′ = s
2
2
|ζ |r2 à :∫ 1
0
∫ ∞
0
|ζ |2(h′+j)−1|L¯(m)l,v′−1(s′)|2
(
2s′
|ζ |r2
)2(j+h′)−1
ds′
|ζ |r2r
2(2m+v−1)(1− r4)w− 32dr
=
∫ 1
0
r2(−2(j+h
′)+2m+v−1)(1− r4)w− 32dr
∫ ∞
0
|L¯(m)l,v′−1(s′)|2(2s′)2(j+h
′)−1
ds′ .
La première intégrale i-dessus est bien nie ar −2(j+h′)+ 2l+ v− 1 ≥ −2h+ v− 1 > −1
2
lorsque h ≤ v′ − 1. D'après le lemme 5.5 la seonde est nie tant que j + h′ ≤ v′ − 1, don
tant que h ≤ v′ − 1. 
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Chapitre 3
Transformée de Fourier radiale pour
Nv,2
Dans e hapitre, nous expliitons les fontions sphériques bornées du groupe nilpotent
libre à 2 pas et à v générateurs noté Nv,2, et la mesure de Planherel assoiée.
Notations. On onvient dans ette setion d'identier par la base anonique les éléments
de Z et Z∗ à des matries antisymétriques. On assoie à un élément Λ∗ ∈ L, v0 ∈ N, et
si Λ∗ 6= 0, v1 ∈ N, le multi-indie d'entier m ∈ Nv1 et le v1-uplet (λ1, . . . , λv1) ∈ Rv1 de la
manière suivante :
 l'entier v0 est tel que λ
∗
v0
> 0 et λ∗v0+1 = 0 : 'est le nombre de λ
∗
i non nuls ;
 v1 est le nombre de λ
∗
i non nuls distints, et les λj sont les λ
∗
i non nuls et distints,
ordonnés de façon stritement déroissante :
{λ∗1 ≥ . . . ≥ λ∗v0 > 0} = {λ1 > . . . > λv1 > 0} ;
 pour j = 1, . . . , v1,mj est le nombre de paramètres λ
∗
i égaux à λj ; on dénit également :
m0 := m
′
0 := 0 et m
′
j :=
j∑
i=1
mi , j = 1, . . . v1 ;
on a m′v1 := m1 + . . .+mv1−1 +mv1 = v0.
Si Λ∗ 6= 0, on peut don mettre la matrie antisymétrique D2(Λ∗) sous la forme (pour les
notations voir les sous-setions 5.2.1 et 5.2.2) :
D2(Λ
∗) =

λ∗1J
0
.
.
. 0
λ∗v′J
(0)
 =

λ1Jm1
0
.
.
. 0
λv1Jmv1
0
 .
On onvient de noter :
55
 Q l'ensemble des (r∗,Λ∗) ∈ R+ × L¯ vériant r∗ = 0 si 2v0 = v,
 L¯n,α la fontion de Laguerre normalisée (voir setion 5.1.3),
 prj la projetion sur l'espae vetoriel engendré par les 2mj veteurs
X2i−1 , X2i , m
′
j−1 < i ≤ m′j .
Ave es notations, nous redonnons maintenant l'énoné du théorème 2 :
Théorème prinipal 3.1 (Fontions sphériques bornées pour Nv,2, O(v))
Les paramètres des fontions sphériques bornées sont (r∗,Λ∗) ∈ Q, puis le multi-indie
l ∈ Nv1 si Λ∗ 6= 0, ∅ sinon.
Ave es paramètres, les fontions sphériques bornées pour Nv,2, O(v) sont données par :
Si Λ∗ 6= 0
φr
∗,Λ∗,l(n) =
∫
O(v)
Θr
∗,Λ∗,l(k.n)dk, n ∈ Nv,2 ,
où Θr
∗,Λ∗,l
est la fontion donnée pour n = exp(X + A) ∈ Nv,2 par :
Θr
∗,Λ∗,l(n) = eir
∗<X∗v ,X>ei<D2(Λ
∗),A>
v1
Π
j=1
L¯lj ,mj−1(
λj
2
|prj(X)|2) ,
où on a noté dk la mesure de Haar de masse 1 du groupe O(v).
Si Λ∗ = 0
φr
∗,0(n) =
∫
O(v)
eir
∗<X∗v ,k.X>dk, n = exp(X + A) ∈ Nv,2 .
On trouve aussi les fontions sphériques pour Nv,2, SO(v) :
Théorème prinipal 3.2 (Fontions sphériques bornées pour Nv,2, SO(v))
Les paramètres des fontions sphériques bornées sont (r∗,Λ∗) ∈ Q, ainsi que si Λ∗ 6= 0,
ǫ = ±1 et le multi-indie l ∈ Nv1 .
Ave es paramètres, les fontions sphériques bornées pour Nv,2, SO(v) sont données par :
Si Λ∗ 6= 0
φr
∗,Λ∗,l,ǫ(n) =
∫
SO(v)
Θr
∗,Λ∗,l,ǫ(k.n)dk, n ∈ Nv,2 ,
où on a noté dk la mesure de Haar de masse 1 du groupe SO(v), et Θr
∗,Λ∗,l,ǫ
la fontion
donnée pour n = exp(X + A) ∈ Nv,2 par :
Θr
∗,Λ∗,l,ǫ(n) = eir
∗<X∗v ,X>ei<D
ǫ
2(Λ
∗),A>
v1
Π
j=1
L¯lj ,mj−1(
λj
2
|prj(X)|2) .
Si Λ∗ = 0
φr
∗,0(n) =
∫
SO(v)
eir
∗<X∗v ,k.X>dk, n = exp(X + A) ∈ Nv,2 .
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Pour les deux théorèmes préédents, dans le as Λ∗ = 0, on retrouve les fontions de Bessel
omme dans le as des groupes de Heisenberg et des groupes de type H (lemme 5.2) :
φr
∗,0(exp(X + A)) = J v−2
2
(r∗|X|) ,
où |.| désigne la norme eulidienne sur V pour la base anonique des générateurs. Si de plus,
r∗ = 0, on trouve la fontion onstante 1.
3.1 Expression des fontions sphériques bornées
Le but de ette setion est de démontrer les deux théorèmes préédents, 'est-à-dire de
donner les expressions des fontions sphériques bornées de la paire de Guelfand
N = Nv,2 , K = O(v) ou SO(v) , ou enore G = K ⊳ N , K .
Nous onvenons dans ette setion que le terme fontion sphérique signie fontion
sphérique bornée ou enore fontion sphérique de type positif (théorème 1.16b).
Pour ρ ∈ Nˆ , on note :
 Gρ et Kρ les groupes de stabilité de la lasse de ρ sous G et K respetivement,
 Gˇρ l'ensemble des lasse de représentations ν ∈ Gˆρ telles que ν|N est un multiple de ρ,
 G˜ρ l'ensemble des lasses ν ∈ Gˇρ telles que l'espae des veteurs K-invariants de la
représentation Ind
G
Gρν est de dimension 1.
Grâe aux théorèmes des sous groupes et du nombre d'entrelaement, on verra que ν ∈ Gˇρ
est dans G˜ρ si et seulement si l'espae de ses veteurs Kρ-invariants est une droite (voir plus
loin le lemme 3.7).
Les preuves des théorèmes 3.1 et 3.2 reposent sur les deux théorèmes et la proposition
qui suivent :
Théorème 3.3 (G˜ρ)
a) Fixons ρ ∈ Nˆ et (Hν , ν) un représentant d'une lasse de G˜ρ. Soit ~uν un veteur
unitaire Kρ-invariant pour ν. On lui assoie un veteur unitaire K-invariant f~uν pour
Ind
G
Gρ ν ; la fontion de type positif alors assoiée à Ind
G
Gρ ν ∈ Gˆ pour e veteur f~uν
est la fontion notée φν donnée par :
φν(n) =
∫
k∈K
〈
ν(I, k.n).~uν , ~uν
〉
Hν
dk, n ∈ N , (3.1)
où dk désigne la mesure de Haar de masse 1 du groupe ompat 1.
b) On obtient toutes les fontions sphériques bornées omme les fontions sphériques de
type positifs φν lorsque ρ parourt un ensemble de représentants de Nˆ/G, et que ν
parourt un ensemble de représentants de G˜ρ.
Proposition 3.4 (N ∗/G)
a) Si K = O(v), les orbites de l'ation oadjointe de N sous G sont paramètrées par
(r∗,Λ∗) ∈ Q. Elles sont notées O(r∗,Λ∗). Le représentant privilégié de O(r∗,Λ∗) est
r∗X∗v +D2(Λ
∗).
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b) Si K = SO(v), les orbites de l'ation oadjointe de N sous G sont paramètrées par
(r∗,Λ∗) ∈ Q et ǫ = ±1. Elles sont notées O(r∗,Λ∗, ǫ). Le représentant privilégié de
O(r∗,Λ∗) est r∗X∗v +D
ǫ
2(Λ
∗).
Evidemment, les orbites O(r∗,Λ∗, 1) et O(r∗,Λ∗,−1) se onfondent lorsque la dernière oor-
donnée de Λ∗ est λv′ = 0.
Théorème 3.5 (φν)
Soient (r∗,Λ∗) ∈ Q et ǫ = ±1 si Λ∗ 6= 0, sinon ∅. Soit ρ ∈ Tf une représentation assoiée au
représentant privilégié f = r∗X∗v +D
ǫ
2(Λ
∗).
a) Si Λ∗ = 0, G˜ρ est l'ensemble des lasses des représentations ν
r∗,0
.
La fontion φν assoiée à ν = νr
∗,0
par (3.1) est φr
∗,0
(donnée dans les théorèmes 3.1
et 3.2).
b) Si Λ∗ 6= 0, G˜ρ ontient les lasses des représentations irrédutibles νr∗,Λ∗,l,ǫ, l ∈ Nv1 ;
es dernières possèdent une droite invariante sous Kρ.
La fontion φν assoiée à ν = νr
∗,Λ∗,l,ǫ
par (3.1) est φr
∗,Λ∗,l,ǫ
(donnée dans le théo-
rème 3.2).
Lors de la démonstration de e dernier théorème (sous-setions 3.1.6 et 3.1.7), nous
donnerons les expressions des représentations νr
∗,0
et νr
∗,Λ∗,l,ǫ
.
3.1.1 Démarhe de la preuve
Admettons les deux théorèmes et la proposition qui préèdent, et onservons leurs nota-
tions. Du orollaire 1.21 et de la proposition 3.4, on en déduit que Nˆ/G est l'ensemble des
lasses des représentations assoiées à f = r∗X∗v + D
ǫ
2(Λ
∗), lorsque les paramètres (r∗,Λ∗)
parourt Q, et le paramètre ǫ parourt ±1 si K = SO(v) et vaut ∅ si K = O(v). D'après le
théorème 3.3.b), et les premières parties du théorème 3.5.a) et b), on en déduit que toutes
les lasses des représentations de G qui ont une droite invariante par K sont obtenues en
onsidérant les représentations induites par νr
∗,0
, et νr
∗,Λ∗,l,ǫ, l ∈ Nv1 , lorsque les paramètres
(r∗,Λ∗) parourt Q et si K = SO(v) et Λ∗ 6= 0, ǫ égale ±1 ; si K = O(v), alors ǫ vaut
toujours ∅.
Et don d'après le théorème 3.3.a), les fontions sphériques sont les fontions φν données
par (3.1), lorsque ν parourt νr
∗,0
et νr
∗,Λ∗,l,ǫ
. D'après les seondes parties du théorème 3.5.a)
et b), les fontions sphériques sont don :
 les fontions φr
∗,0, r∗ ∈ R+,
 et les fontions φr
∗,Λ∗,l,ǫ
où (r∗,Λ∗) ∈ Q et l ∈ Nv1 ainsi que ǫ = ±1, si K = SO(v) et
ǫ = ∅ si K = O(v).
Les théorèmes 3.1 et 3.2 seront don démontrés lorsque nous aurons prouvé les théo-
rèmes 3.3 et 3.5, ainsi que la proposition 3.4. Le reste de ette setion est onsaré à leurs
démonstrations. Nous ommençons par démontrer le théorème 3.3 et la proposition 3.4.
Ensuite, nous dérivons le stabilisateur et le groupe quotient N = N/ ker ρ pour une repré-
sentation ρ ∈ Tr∗X∗v+Dǫ2(Λ∗). Nous pourrons alors démontrer le théorème 3.5 grâe au lemme
suivant :
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Lemme 3.6 (Représentation quotientée par son noyau)
a) Une représentation d'un groupe (omme tout morphisme) passe au quotient par le
noyau ou un sous-groupe du noyau.
De plus, si la représentation du groupe est irrédutible, alors la représentation quotien-
tée l'est aussi.
b) Soient ν1 et ν2 deux représentations d'un groupe G.
Si elles sont équivalentes alors leurs noyaux oïnident ker ν1 = ker ν2, et les repré-
sentations passées au quotient à tout sous-groupe de leurs noyaux ommuns, sont
équivalentes.
Réiproquement, si leurs noyaux oïnident et les représentations passées au quotient
sous leur noyau ommun, sont équivalentes, alors les représentation ν1 et ν2 sont équi-
valentes.
3.1.2 Ensemble G˜ρ
Le but de ette sous-setion est de démontrer le théorème 3.3.
Fixons ρ ∈ Nˆ . Nous reprenons les notations qui lui ont été assoiées au début de la sous
setion préédente. D'après la proposition 1.22, le groupe de stabilité de la lasse de ρ sous
G se met sous la forme Gρ = Kρ ⊳ N , où Kρ est le sous-groupe ompat :
Kρ = {k ∈ K : k.ρ = ρ} ⊂ K .
Lemme 3.7 (G˜ρ)
Soit ν ∈ Gˆρ. La lasse de ν est dans G˜ρ si et seulement si la représentation ν restreinte à Kρ
ontient exatement une fois 1Kρ .
Démonstration du lemme 3.7: Par dénition de G˜ρ, une représentation ν ∈ Gˆρ est dans
G˜ρ si et seulement si la représentation [Ind
G
Gρ ν ]|K ontient exatement une fois 1K .
Comme Gρ = Kρ ⊳N , où Kρ est un sous-groupe (fermé) de K, la double lasse Gρ\G/K
est triviale. Appliquons le orollaire 1.24 du théorème des sous-groupes aux sous-groupes :
G1 = Gρ, G2 = K, G1 ∩G2 = Gρ ∩K = Kρ, .
On obtient :
∀ν ∈ Gˆρ, [IndGGρ ν ]|K = Ind
K
Kρ(ν|Kρ) .
Nous appliquons alors le lemme 1.25 aux groupes ompats Kρ ⊂ K et à la représentation
γ = ν|Kρ . 
Fixons (Hν , ν) ∈ G˜ρ. D'après le lemme 3.7, le sous-espae vetoriel de Hν des veteurs
K-invariants est une droite C~uν , ~u = ~uν étant l'un de ses deux veteurs unitaires. On herhe
à en déduire un veteur K-xe de la représentation (HΠ,Π) = IndGGρ ν.
L'espae HΠ est l'ensemble des fontions f : G→Hν telles que :
1. ∀gρ ∈ Gρ, g ∈ G f(gρg) = ν(gρ)f(g) ,
2. g˙ → ‖f(g)‖Hν ∈ L2(G/Gρ) .
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Faisons un petit aparté sur les mesures hoisies :
 sur G = K ⊳ N : la mesure de Haar dg = dkdn,
 sur Gρ = Kρ ⊳ N : la mesure de Haar dg˙ = dkρdn, où dkρ est la mesure de Haar
normalisée sur le groupe ompat Kρ ;
 sur G/Gρ ∼ K/Kρ : la mesure dk˙ identiée à la mesure de masse 1 sur K/Kρ invariante
par translation sous K.
La représentation Π est donnée par :
∀g, g′ ∈ G, f ∈ HΠ Π(g).f(g′) = f(g′g) .
Lemme 3.8
Soit la fontion f sur G donnée par : f(k, n) = ν(I, n).~u pour (k, n) ∈ G.
Le veteur f~uν = f ∈ HΠ est K-invariant et unitaire.
Démonstration :Montrons que la fontion f est dans l'espae HΠ.
Pour g = (k, n) ∈ G et gρ = (kρ, nρ) ∈ Gρ, on a gρ g = (kρ k, nρ kρ.n) et don par dénition
de f : f(gρ g) = ν(I, nρ kρ.n).~u ; or (I, nρ kρ.n) = (kρ, nρ) (I, n) (k
−1
ρ , 0). Comme ν est un
morphisme, on a :
f(gρ g) = ν
(
(kρ, nρ) (I, n) (k
−1
ρ , 0)
)
.~u = ν(kρ, nρ) ν(I, n) ν(k
−1
ρ , 0).~u
= ν(kρ, nρ) ν(I, n).~u
ar ~u ∈ Hν est invariant sous Kρ. On obtient don f(gρ g) = ν(gρ).f(g), d'où f ∈ HΠ.
Montrons que f est un veteur K-invariant.
Pour g = (k′, n′) ∈ G et k ∈ K, on a :
Π(k, 0).f(g′) = f (g′ (k, 0)) = f(k′k, n′) = ν(I, n′).~u = f(g′) ;
il est aussi unitaire :
‖f‖2 =
∫
G/Gρ
‖f(g)‖2Hν dg˙ =
∫
K/Kρ
‖f(k, 0)‖2Hν dk˙
=
∫
K/Kρ
‖ν(I, 0).~u‖2Hν dk˙ =
∫
K/Kρ
1dk˙ = 1 ;
ar dk˙ est de masse 1. 
On obtient don la fontion sphérique, omme fontion de type positif assoiée à la
représentation Π, que l'on note φν :
φν(g) =
〈
Π(g).f, f
〉
HΠ
=
∫
G/Gρ
〈
Π(g).f(g′) , f(g′)
〉
Hν
dg˙′ .
Or d'après les expressions de Π et f , pour g = (k, n), g′ = (k′, n′) ∈ G, on a :
Π(g).f(g′) = f(g′ g) = f(k′ k, n′ k′.n)
= ν(I, n′ k′.n).~u = ν(I, n′)ν(I, k′.n).~u ,
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puis : 〈
Π(g).f(g′), f(g′)
〉
Hν
=
〈
ν(I, n′)ν(I, k′.n).~u , ν(I, n′)~u
〉
Hν
=
〈
ν(I, k′.n).~u , ~u
〉
Hν
.
On obtient don l'expression (3.1) :
φν(g) =
∫
K/Kρ
〈
ν(I, k′.n).~u , ~u
〉
Hν
dk˙′ =
∫
K
〈
ν(I, k.n).~u , ~u
〉
Hν
dk ,
d'après le hoix de la mesure sur l'espae homogène K/Kρ et la K-invariane de ~u.
Cei ahève la démonstration du théorème 3.3.a).
Maintenant, démontrons le théorème 3.3.b). Lorsque ρ parourt un ensemble de représen-
tants de Nˆ/G et lorsque ν parourt un ensemble de représentants de G˜ρ, on obtient toutes les
représentations irrédutibles Π = IndGGρ ν qui ont une droite K-xe d'après le théorème 1.23 ;
d'après les théorèmes 1.15 et 1.16, on obtient don toutes les fontions sphériques bornées
en onsidérant les fontions sphériques de type positif assoiées à Π.
3.1.3 Desription de N ∗/G
Nous démontrons ii la proposition 3.4. On garde les notations de la sous-setion 1.3.2.
Proposition 3.9 (Coad de G)
Soit g = (k, n) ∈ G ave n = exp(X + A) ∈ N . On a :
∀f = X∗ + A∗ ∈ N ∗, Coad.g(f) = k.X∗ + k.A∗ − (k.A∗).X .
Démonstration de la proposition 3.9: Gardons les notations de la proposition. Pour tout
X ′ + A′ ∈ N on a :
g exp(t(X ′ + A′)g−1) = (k, nk. exp(t(X ′ + A′)))(k−1, k−1n−1)
= (I, nk. exp(t(X ′ + A′)) kk−1n−1) = (I, n exp(t(k.X ′ + k.A′))n−1) .
On en déduit pour X ′ + A′ ∈ N :
Ad.g(X ′ + A′) = Ad.n(k.X ′ + k.A′) = k.X ′ + k.A′ + [X, k.X ′] .
puis :
Coad.g(f)(X ′ + A′) = f
(
Ad.g−1(X ′ + A′)
)
=< X∗, k−1.X ′ > + < A∗, k−1.A′ > − < A∗, [k−1.X, k−1.X ′] > .
Or on a par dénition de l'ation de K sur N ∗ :
< X∗, k−1.X ′ >=< k.X∗, X ′ > et < A∗, k−1.A′ >=< k.A∗, A′ > ;
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et aussi :
< A∗, [k−1.X, k−1.X ′] > = < A∗, k−1.[X,X ′] >=< k.A∗, [X,X ′] >
= < k.A∗.X,X ′ > .

Cette proposition nous permet de déterminer toutes les orbites de N ∗/G dans les deux
as K = O(v) et SO(v).
Fixons une orbite O. Toutes les formes linéaires f = X∗f + A
∗
f ∈ O sont telles que les
matries antisymétriques A∗f sont toutes orthogonalement semblables et nous leur assoions
Λ∗ = (λ∗1, . . . , λ
∗
v′) ∈ L (proposition 5.8).
On note v0 la dimension des sous espaes isotropes maximals pour ωA∗
f
,r où A
∗
f ∈ O ; 'est
aussi le nombre de λ∗i non nuls.
Pour haque f = X∗f + A
∗
f ∈ O, nous hoisissons alors :
1. Distingons les as :
 siK = O(v), k ∈ K tel que la matrie antismétrique k.A∗f = D2(Λ∗) soit diagonalisée
par blo 2-2 ;
 si K = SO(v), k ∈ K et ǫ = ±1 tels que la matrie antismétrique k.A∗f = Dǫ2(Λ∗)
soit diagonalisée par blo 2-2 ave Λ∗ ∈ L (proposition 5.9) ;
2. X ∈ V est tel que (k.A∗f ).X ∈ V∗ soit égale à la projetion orthogonaleX∗0 de k.X∗f ∈ V∗
sur ℑk.A∗f = ℑD2(Λ∗) ; en partiulier, X∗0 = 0 si ℑD2(Λ∗), 'est-à-dire si v = 2v′ et
Λ∗ = (λ∗1, . . . , λ
∗
v′), ave auun λi nul ;
3. k′ ∈ K qui laisse stable ℑD2(Λ∗), don également (ℑD2(Λ∗))⊥, tel que k′.X∗0 =
x∗X∗v , x
∗ ∈ R.
Si K = O(v) ou dim (ℑD2(Λ∗))⊥ > 1, on peut supposer x∗ = r∗ ≥ 0.
Si x∗ < 0, K = SO(v) et dim (ℑD2(Λ∗))⊥ = 1 'est-à-dire v = 2v0 + 1, on pose
r∗ = −x∗ et :
k′′ =
[
Id2v′−2 0
0 −Id2
]
.
On obtient :
 si K = O(v), (k′k, expX).f = r∗X∗v +D2(Λ
∗),
 si K = SO(v) et 2v0 + 1 < v, (k
′k, expX).f = r∗X∗v +D
ǫ
2(Λ
∗),
 si K = SO(v) et 2v0 + 1 = v, (k
′k, expX).f = r∗X∗v +D
−ǫ
2 (Λ
∗),
La proposition 3.4 est don démontrée.
3.1.4 Stablisateur de ρ
Le but de ette sous-setion est de dérire le stabilisateur Kρ d'une représentation ρ
assoiée à f = r∗Xv +D
ǫ
2(Λ
∗) ∈ N ∗. Rappelons (proposition 1.22) que 'est le stabilisateur
l'orbite oadjointe dans K de f .
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Proposition 3.10 (Kρ)
Soit (r∗,Λ∗) ∈ Q. v0 désigne le nombre de λ∗i non nuls, où Λ∗ = (λ∗1, . . . , λ∗v′) ; On note
Λ˜∗ = (λ∗1, . . . , λ
∗
v0) ∈ Rv0 . Soit ρ une représentation assoiée à f = r∗Xv +Dǫ2(Λ∗) ∈ N ∗, où
ǫ = ∅ si K = O(v), et ǫ = ±1 si K = SO(v).
Si Λ∗ = 0, alors le groupe Kρ est le sous-groupe de O(v) qui stabilise r
∗X∗v .
Si Λ∗ 6= 0, alors le groupe Kρ est le produit diret K1 ×K2, où
1. le groupe K1 est le groupe formé des éléments k1 ∈ SO(v) de la forme :
k1 =
[
k˜1 0
0 Id
]
;
tels que k˜1 ∈ SO(2v0) ommute (matriiellement) ave D2(Λ˜∗) ∈ A2v0 ;
2. le groupe K2 est le groupe formé des éléments k2 ∈ K de la forme :
k2 =
[
Id 0
0 k˜2
]
,
tels que k˜2 ∈ O(v − 2v0 − 1) laisse stable r∗X∗v .
Dans la démonstration de ette proposition, on reprend les notations de son énoné et
on onvient de noter A∗ = Dǫ2(Λ
∗) et X∗ = r∗X∗v .
On aura besoin du lemme suivant :
Lemme 3.11
Kρ = {k ∈ K : kA∗ = A∗k et kX∗ = X∗} .
Démonstration du lemme 3.11: D'après la proposition 3.9, pour f = X∗+A∗ ∈ N ∗, on a :
∀k ∈ K Coad.k(f) = k.X∗ + k.A∗ et N.f = X∗ + ℑA∗ .
Fixons momentanément k ∈ Kρ. On a Coad.k(f) ∈ N.f . Comme la déomposition
N ∗ = V∗ ⊕ Z∗ est en somme direte, on a :
(1) k.A∗ = A∗ et (2) k.X∗ ∈ X∗ + ℑA∗ .
La ondition (1) implique que les matries k et A∗ ommutent. Don en partiulier, omme
X∗ ∈ ℑA∗⊥, kX∗ puis kX∗−X∗ sont aussi dans ℑA∗⊥. Or la ondition (2) implique kX∗−
X∗ ∈ ℑA∗ : e veteur est don nul. Ainsi k ommute ave A∗ et stabilise X∗.
Réiproquement, si k ommute ave A∗ et stabilise X∗, alors on a Coad.k(f) ∈ N.f et
k ∈ Kρ. 
Démonstration de la proposition 3.10: Lorsque Λ∗ = 0, Kρ est le xateur dans K du
veteur X∗ ∈ V∗ ∼ Rv. La première partie de la proposition 3.10 est don démontrée.
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Démontrons la seonde partie. On adopte les notations de la setion 5.2, ainsi que ǫ˜ = ǫ
si K = SO(v) et v0 = v
′
, et 1 sinon. Nous sommes dans le as Λ∗ 6= 0. A∗ se met sous la
forme :
A∗ =
[
D2(Λ˜
∗) 0
0 0
]
ave D2(Λ˜
∗) =
 λ1Jm1 0 0. . .
0 0 λv1J
ǫ˜
mv1
 ,
où on a noté λ1 > λ2 > . . . > λv1 > 0 les paramètres λ
∗
i notés de manière distinte, et mi le
nombre des λ∗i = λi. On onvient également :
m0 := m
′
0 := 0 , et m
′
j =
j∑
i=1
mi , j = 1, . . . v1 .
Soit k ∈ Kρ. L'image de A∗ est l'espae vetoriel engendré par X1, . . . , X2v0 ; le noyau
de A∗ est l'espae vetoriel engendré par X2v0+1, . . . , Xv. Comme les matries k et A
∗
om-
mutent, l'image et le noyau de A∗ sont stables par k ; la matrie k peut don s'érire sous la
forme :
k =
[
k˜1 0
0 k˜2
]
ave k˜1 ∈ O(2v0) et k˜2 ∈ O(v − 2v0 − 1) ;
de plus la matrie k˜1 ommute ave D2(Λ˜
∗), et la matrie k˜2 stabilise le veteur X
∗
ar k
stabilise le veteur X∗ ∈ kerA∗. Maintenant, les espaes propres pour A∗ sont les espaes
vetoriels engendrés par les veteurs X2i−1, X2i, m
′
j−1 < i ≤ mj ave j = 1, . . . v1. Comme
les matries k˜1 et D2(Λ˜
∗) ommutent, es sous espae sont propres pour k˜1 ; on peut don
érire k˜1 ave des blos [k˜1]j ∈ O(mj), i = 1, . . . , v1 sur la diagonale ; de plus, vu la forme de
D2(Λ˜
∗), haque blo [k˜1]j , ommute ave Jmj pour j < v1, ou ave ǫ˜Jmv1 pour j = v1.
Appliquons la proposition 5.10 à haque blo de k˜1 : det [k˜1]j = 1. Ave la déomposition
de k˜1 en blo matriiel, on en déduit : det k˜1 = Πj det [k˜1]j = 1.
On peut don érire k omme le produit k = k1k2 = k2k1 ave ki ∈ Ki, i = 1, 2 pour les
groupes K1, K2 donnés dans la proposition 3.10.
Réiproquement, toute matrie k ∈ Kρ s'érit sous ette forme-là. 
On peut davantage dérire le sous-groupe K1 :
Corollaire 3.12 (Isomorphisme entre K1 et K(m; v0; v1))
Fixons le paramètre Λ∗ ∈ L− {0} et éventuellement si K = SO(v), ǫ = ±1. On leur assoie
omme i-dessus les indies v0, v1 et m = (m1, . . . , mv1).
On dénit l'appliation si K = SO(v) et v0 = v
′, ǫ = −1,
Ψ1 :
{
K1 −→ K(m; v0; v1)
k1 7−→
(
ψ
(m1)
1 ([k˜1]1), . . . , ψ
(mv1−1)
1 ([k˜1]v1−1), ψ
(mv1 ,−1)
1 ([k˜1]v1)
)
,
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sinon :
Ψ1 :
{
K1 −→ K(m; v0; v1)
k1 7−→
(
ψ
(m1)
1 ([k˜1]1), . . . , ψ
(mv1−1)
1 ([k˜1]v1−1), ψ
(mv1 )
1 ([k˜1]v1)
)
;
le groupe K(m; v0; v1) = Um1 ×Um2 × . . .×Umv1 a déjà été dérit dans la sous-setion 1.2.2.
L'appliation Ψ1 est un isomorphisme de groupe entre K1 et K(m; v0; v1).
Démonstration du orollaire 3.12: On reprend les notations de la démonstration de la
proposition 3.10. Appliquons la proposition 5.10. Pour k1 ∈ K1,
 haque blo [k˜1]j , j = 1, . . . , v1− 1 ommute ave Jmj , et don est isomorphe par ψ(mj)1
à une matrie unitaire de taille mj ;
 si K = SO(v), v0 = v
′, ǫ = −1, le blo [k˜1]v1 ave −Jmv1 ; et don est isomorphe par
ψ
(mv1 ,−1)
1 à une matrie unitaire de taille mj .
 sinon, le blo [k˜1]v1 ave Jmv1 ; et don est isomorphe par ψ
(mv1 )
1 à une matrie unitaire
de taille mj .
Réiproquement, on a pour (u1, . . . , umv1 ) ∈ K(m; v0; v1) selon les as :
(ψ
(m1)
1
−1
u1, . . . , ψ
(mv1 ,−1)
1
−1
umv1 ) ou (ψ
(m1)
1
−1
u1, . . . , ψ
(mv1 )
1
−1
umv1 ) ∈ K1 .
L'appliation Ψ1 est don un morphisme de groupe entre K1 et K(m; v0; v1). 
Remarque 6 Toujours d'après la proposition 5.10, l'appliation Ψ1 est ompatible ave la
omplexiation dans le sens où on a selon les as :
ψ(v
′,−1)
c {k˜1.(x1, y1, . . . , xv′ , yv′)} = Ψ1(k1).ψ(v
′,−1)
c (x1, y1, . . . , xv′ , yv′) .,
ou
ψ(v0)c {k˜1.(x1, y1, . . . , xv0 , yv0)} = Ψ1(k1).ψ(v0)c (x1, y1, . . . , xv0 , yv0) .
3.1.5 Groupe quotient N = N/ ker ρ
Expression des représentants ρ onsidérés. Nous allons maintenant donner l'expres-
sion de ρr∗,Λ∗,ǫ assoiée à la forme linéaire r
∗Xv +D
ǫ
2(Λ
∗) que nous allons onsidérer.
Vu la onstrution eetuée dans la sous-setion 1.3.2, dans le as Λ∗ = 0, on pose
ρr∗,0 = UX∗,0 la représentation de dimension 1 donnée par le aratère :
exp(X + A) ∈ N 7−→ exp(i < X∗, X >) ;
dans le as Λ∗ 6= 0, il reste à hoisir un sous espae E1 ; nous allons le faire grâe à la base
anonique.
Supposons don Λ∗ 6= 0. On note A∗ ∈ Z∗ identié par la base anonique Xi,j, i < j à la
matrie antisymétrique D2(Λ
∗) 6= 0 et 2v0 la dimension de l'image ℑA∗ de A∗ ; l'expression
de la représentation Ur∗Xv ,Dǫ2(Λ∗) (mais pas sa lasse) dépend du hoix de E1, sous espae
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maximal totalement isotrope pour la forme (X, Y ) 7→< A∗X, Y > restreinte à ℑA∗ × ℑA∗.
Ii, grâe à la base anonique, on pose :
E1 = RX1 ⊕ . . .⊕ RX2j−1 ⊕ . . .⊕ RX2v0−1 .
On note ρr∗,Λ∗,ǫ la représentation Ur∗Xv,Dǫ2(Λ∗) orrespondant à e hoix. On peut donner
expliitement l'expression de ρr∗,Λ∗,ǫ, ainsi que des représentations ρ, ρ1, et ρ2 que nous
allons dénir dans la suite.
Notations. Fixons une des représentations (H, ρ) = (Hr∗,Λ∗,ǫ, ρr∗,Λ∗,ǫ) ave Λ∗ nul ou non.
On onvient de noter :
 ker ρ le noyau de ρ,
 N = N/ ker ρ le groupe quotient et N son algèbre de Lie,
 ρ le morphisme induit sur N (qui est une représentation sur le même espae que ρ,
dont on peut donner une expression expliite),
 n ∈ N l'image de n ∈ N par la projetion anonique N → N ,
 Y ∈ N l'image de Y ∈ N par la projetion anonique N → N ,
 si Λ∗ 6= 0 : B = |Λ∗|−1Dǫ2(Λ∗). où pour Λ∗ = (λ∗1, . . . , λ∗v′) ∈ L, |Λ∗|2 =
∑v′
j=1 λ
∗
j
2
; on
remarque |Λ∗| = |D2(Λ∗)|, où la norme préédente est la norme pour laquelle la base
Xi,j, i < j est orthonormale.
Le but de ette sous-setion est de démontrer les trois propositions suivantes :
Proposition 3.13 (N et ρ)
Soit (H, ρ) = (Hr∗,Λ∗,ǫ, ρr∗,Λ∗,ǫ).
a) Si Λ∗ 6= 0, le groupe N est isomorphe au produit (diret) des deux groupes N1 et N2, et
la représentation ρ est équivalente au produit tensoriel des représentations ρ1 sur N1 et ρ2
sur N2, où :
 le groupe de Lie nilpotent N1 a pour algèbre de Lie N1 qui admet pour base omme
espae vetoriel : X1, . . . , X2v0 , B ; son entre est RB ;
 la représentation ρ1 induit sur le entre le aratère :
exp(aB) 7−→ exp(ia|Λ∗|) .
 N2 et ρ2 sont dérits par :
 ou bien r∗ = 0 et N2 est le groupe trivial, et ρ2 la représentation triviale ;
 ou bien r∗ 6= 0 et N2 est le groupe d'algèbre de Lie RXv, et ρ2 est la représentation
assoiée au aratère :
exp xXv −→ exp(ix) .
b) Si Λ∗ = 0, alors N et ρ ont la même desription que N2 et ρ2 i-dessus.
Ave les onventions de notations du début de ette sous-setion, pour k ∈ Kρ, les
représentations ρ et k.ρ sont équivalentes ; en partiulier, elles ont même noyau. Don l'ation
de Kρ laisse stable ker ρ et passe au quotient sur N . Nous dérivons ette dernière ation.
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Proposition 3.14 (Kρ et N)
On garde les notations des propositions 3.10 et 3.13.
a) Si Λ∗ 6= 0, le groupe K1 agit sur N1, et le groupe K2 agit trivialement sur N2 : le
produit semi-diret Kρ ⊳ N peut s'érire : Kρ ⊳ N ∼ (K1 ⊳ N1) × K2 × N2.
b) Si Λ∗ = 0, l'ation de Kρ est triviale sur N : le produit semi-diret Kρ ⊳ N est en fait
diret : Kρ ⊳ N ∼ Kρ ×N .
L'utilisation de la base anonique dans l'expression de ρr∗,Λ∗,ǫ nous permet d'établir sim-
plement un isomorphisme entre N1 et le groupe de Heisenberg H
v0 = Cv0 × R. Gardons
les notations de la proposition 3.13, dans le as Λ∗ 6= 0, et du orollaire 3.12. On dénit
l'appliation Ψ2 : H
v0 → N1 donnée par si v0 = v′, K = SO(v), ǫ = −1 :
Ψ2(x1 + iy1, . . . , xv′ + iyv′ , t)
= exp
({
v′−1∑
j=1
√
|Λ∗|
λ∗j
(
xjX2j−1 + yiX2j
)−√ |Λ∗|
λ∗j
(
yv′X2v′−1 + xv′X2v′
)}
+ tB
)
.
sinon :
Ψ2(x1 + iy1, . . . , xv0 + iyv0 , t) = exp
(
v0∑
j=1
√
|Λ∗|
λ∗j
(
xjX2j−1 + yiX2j
)
+ tB
)
.
Proposition 3.15 (N1 et K1)
L'appliation Ψ2 est un ismorphisme entre les groupes N1 et H
v0
. Les groupes H := K1 ⊳N1
et Hheis := K(m; v0; v1) ⊳H
v0
sont isomorphes par l'appliation :
Ψ0 :
{
Hheis = K(m; v0; v1) ⊳H
v0 −→ H = K1 ⊳ N1
Ψ−11 (k1) , h 7−→ k1 , Ψ2(h) .
Les démonstrations du as Λ∗ = 0 sont diretes.
Démonstration des propositions 3.13 et 3.14 si Λ∗ = 0: Dans e as, la représentation ρ
s'identie au aratère χ dont la diérentielle est ir∗X∗v . Son noyau ker ρ a don pour algèbre
de Lie l'ensemble des veteurs X ∈ V qui vérient < r∗X∗v , X >= 0. Le groupe N a alors
une algèbre de Lie isomorphe à R si r∗ est non nul, et à {0} sinon.
La représentation ρ se fatorise en une représentation unitaire irrédutible ρ sur N , qui
est assoiée au aratère si r∗ est non nul :
exp xXv −→ exp(ix) ,
et si r∗ est nul, le aratère trivial 1. 
Jusqu'à la n de ette sous-setion, on onvient de noter A∗ = D2(Λ
∗) et X∗ = r∗Xv,
ainsi que d'omettre r∗ et Xv si r
∗ = 0.
On onnait :
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 grâe à la remarque 3, le noyau de la représentation ρr∗,Λ∗,ǫ, dont on déduit la base
voulue pour N ,
 grâe à la remarque 4, son expression sur le entre de N , dont on déduit l'expression
de ρ1 sur RB.
Pour démontrer la proposition 3.13.a), il reste à exhiber le entre de N . Pour ela, nous
alulons tous les rohets de la base onsidérée.
Lemme 3.16
Dans e qui suit, on suppose Λ∗ 6= 0 ; on garde les notations de la proposition 3.13.
L'algèbre de Lie N admet pour base omme espae vetoriel la famille de veteurs :
X1, . . . , X2v0 , B, à laquelle on ajoute Xv si 2v0 < v et r
∗ 6= 0 .
Les rohets des veteurs de ette base valent 0, sauf :
[X2i−1, X2i] =
{
ǫ
λ∗
v′
|Λ∗|B si i = v
′
et K = SO(v),
λ∗i
|Λ∗|B sinon.
.
En partiulier, X∗ ommute ave tous les veteurs Xi, i = 1, . . . , 2v0.
Démonstration du lemme 3.16: On déduit la base de N de l'expression du noyau (voir
remarque 3). On voit diretement d'après (1.3) :
 si (i, j) 6= (2i′ − 1, 2i′), < A∗, [Xi, Xj ] >=< A∗.Xi, Xj >= 0 et don [Xi, Xj] = 0,
 < A∗, [X2i′−1, X2i′ ] >=< A
∗.X2i′−1, X2i′ > vaut ǫλ
∗
v′ si i = v
′
et K = SO(v), et λi′
sinon ; et don [X2i′−1, X2i′ ] vaut ǫλ
∗
v′ |Λ∗|−1B si i = v′ et K = SO(v), et λi′|Λ∗|−1B
sinon.

Démonstration de la proposition 3.14 si Λ∗ 6= 0: Soit n = exp(X +A) ave X déomposé
selon la base anonique :
X =
v∑
i=1
xiXi . (3.2)
On a :
n = exp(X+ < D2(Λ
∗), A > B) , ave X =
2v0∑
j=1
xjXj + xvXv .
Don pour k ∈ Kρ, on a : k.n = exp(k.X + k.A), et k.n = exp(k.X + k.A), ave :
k.X =
2v0∑
j=1
xjk.Xj + xvXv ,
k.A = < A∗, k.A > B =< k−1.A∗, A > B =< A∗, A > B = A ,
ar k−1.A∗ = A∗ et k.X∗ = X∗. On peut don diretement dénir l'ation (par automor-
phisme) du groupe Kρ sur le groupe N . De plus, on remarque les propriétés suivantes :
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 Si k ∈ K1 et n ∈ N1 alors k.n ∈ N1 ; et don K1 agit sur N1.
 Si k ∈ K2 et n ∈ N2 alors k.n = n ; et don K2 agit trivialement sur N2.

Démonstration de la proposition 3.15: Notons (z, t), (z′, t′) ∈ Hv0 ave :
z = (x1 + iy1, . . . , xv0 + iyv0) et z
′ = (x′1 + iy
′
1, . . . , x
′
v0
+ iy′v0) .
D'après l'expression de (z, t).(z′, t′) et Ψ2, on a si v0 = v
′, K = SO(v), ǫ = −1 :
Ψ2 ((z, t).(z
′, t′)) = exp
({
v′−1∑
j=1
√
|Λ∗|
λ∗j
(xj + x
′
j)X2j−1 + (yj + y
′
j)X2j
−
√
|Λ∗|
λ∗v′
(yv′ + y
′
v′)X2v′−1 + (xv′ + x
′
v′)X2v′
}
+ (t+ t′ +
1
2
v0∑
j=1
xjy
′
j − yjx′j)A
)
,
sinon :
Ψ2 ((z, t).(z
′, t′)) = exp
(
v0∑
j=1
√
|Λ∗|
λ∗j
(xj + x
′
j)X2j−1 + (yj + y
′
j)X2j
+ (t + t′ +
1
2
v0∑
j=1
xjy
′
j − yjx′j)A
)
.
Or d'après la valeur des rohets des Xj donnée dans le lemme 3.16, on voit :[
v0∑
j=1
√
|Λ∗|
λ∗j
(xjX2j−1 + yjX2j) ,
v0∑
j=1
√
|Λ∗|
λ∗j
(x′jX2j−1 + y
′
jX2j)
]
=
v0∑
j=1
|Λ∗|
λ∗j
xjy
′
j
[
X2j−1, X2j
]
+
|Λ∗|
λ∗j
yjx
′
j
[
X2j , X2j−1
]
=
v0∑
j=1
(xjy
′
j − yjx′j)B ,
ainsi que :[
−
√
|Λ∗|
λ∗v′
(yv′X2v′−1 + xv′X2v′) , −
√
|Λ∗|
λ∗v′
(y′v′X2v′−1 + x
′
v′X2v′)
]
=
1
λ∗v′
(
yv′x
′
v′
[
X2v′−1, X2v′
]
+ xv′y
′
v′
[
X2v′ , X2v′−1
])
= (xv′y
′
v′ − yv′x′v′)B .
On en déduit dans les deux as :
Ψ2 ((z, t).(z
′, t′)) = exp
(
v0∑
j=1
√
|Λ∗|
λ∗j
(xjX2j−1 + yjX2j) + tA
)
exp
(
v0∑
j=1
√
|Λ∗|
λ∗j
(x′jX2j−1 + y
′
jX2j) + t
′A
)
= Ψ2(z, t).Ψ2(z
′, t′) .
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L'appliation Ψ2 est don un morphisme de groupe et il est lairement bijetif. Par dénition
de Ψ1 et Ψ2, et d'après la remarque 6, on a :
∀ k˜1 ∈ K1 , h ∈ Hv0 : Ψ−11 (k1).h = Ψ−12 (k1.Ψ2(h)) ;
ainsi l'appliation Ψ0 est un isomorphisme de groupe K(m; v0; v1) ⊳H
v0 → K1 ⊳ N1. 
3.1.6 Cas O(r∗, 0)
Nous montrons ii le théorème 3.5.a). Fixons ρ = ρr∗,0, et ν ∈ G˜ρ. On note ν|N = c.ρ,
1 ≤ c ≤ ∞ et ν la représentation donnée par le passage au quotient du groupe Gρ par ker ρ
de la représentation ν.
Desription de G˜ρ. D'après la proposition 3.14 dans le as Λ
∗ = 0, le produit semi-diret
Kρ ⊳N est en fait diret, don la représentation ν s'érit omme le produit tensoriel de deux
représentations unitaires irrédutibles :
 l'une de N , qui oïnide ave c.ρ (étant irrédutible c = 1),
 et l'autre de Kρ ayant un veteur Kρ-xe (étant irrédutible, elle est triviale).
La représentation ν oinide don ave la représentation : (k, n) ∈ Kρ × N 7→ ρ(n). Or
d'après la proposition 3.13 dans le as Λ∗ = 0, si r∗ 6= 0, la représentation ρ est assoiée au
aratère exp xXv 7→ eix. Don ν est la représentation assoiée au aratère :
(k, exp(xX)) 7−→ exp(ix)
On en déduit que la représentation ν = νr
∗,0
est donnée par :
k, exp(X + A) 7−→ ei<r∗X∗v ,X> ,
si r∗ 6= 0. C'est aussi le as si r∗ = 0, ar alors ρ est la représentation triviale 1.
Nous venons don de trouver que G˜ρ est l'ensemble des lasses des représentations ν
r∗,0
lorsque r∗ parourt R+. L'espae de la représentation de νr
∗,0
est de dimension 1. On note ~u
un de ses veteurs unitaires.
Formule pour φν, ν ∈ G˜ρ. Expliitons d'après la formule (3.1), la fontion sphérique φν
assoiée à la représentation ν = νr
∗,0
. On a :〈
ν(I, n).~u , ~u
〉
Hν
= ei<r
∗X∗v ,X>
d'où φν(exp(X + A)) =
∫
k∈K
ei<r
∗X∗v ,k.X>dk .
φν = φr
∗,0
, et le théorème 3.5.a) est ainsi démontré.
3.1.7 Cas O(r∗,Λ∗, ǫ)
Nous montrons ii le théorème 3.5.b). Fixons ρ = ρr∗,Λ∗,ǫ ave Λ
∗ 6= 0, et ν ∈ G˜ρ. On
note : ν|N = c.ρ, 1 ≤ c ≤ ∞ et ν la représentation donnée par le passage au quotient du
groupe Gρ par ker ρ de la représentation ν.
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Desription de G˜ρ. D'après la proposition 3.14 dans le as Λ
∗ = 0, le groupe Kρ ⊳ N est
isomorphe au produit diret de H = K1 ⊳N1 et de K2 et N2. La représentation ν s'érit don
omme le produit tensoriel de trois représentations unitaires irrédutibles :
1. l'une de H dont les veteurs K1-invariants forment une droite,
2. l'autre de K2 dont les veteurs K2-invariants forment une droite,
3. la dernière, de N2.
À ause de l'irrédutibilité, la représentation sur K2 est triviale : K2 ⊂ ker ν ; d'après le
lemme 3.6, ν passe au quotient en une représentation unitaire irrédutible ν sur H × N2
qui oïnide ave c.ρ sur N et dont les veteurs K1-invariants forment une droite. Nous
reprenons les notations du lemme 1.17, ainsi que elle de Ψ0 (proposition 3.15). Pour une
fontion sphérique ω de (Hv0 , K(m; v0; v1)), on dénit les représentations (Hω,Πω) de H par :
Hω = {F ◦Ψ0 , F ∈ Hω} , Πω = Πω(Ψ0.) .
Lemme 3.17
La représentation ν est de la forme :
∀ (k1, n1) ∈ H = K1 ⊳ N1 , n2 = exp(xX) ∈ N2 , k2 ∈ K2 :
ν ((k1, n1).(k2, n2)) = γ1(k1, n1) exp(ix) ,
où γ1 est une représentation du K1 ⊳ N1 équivalente à Π
ω
ave ω = ω|Λ∗|,l, l ∈ Nv1 ; la droite
K1-xe de Hω est CΩω ◦Ψ0.
Démonstration :La représentation ν s'érit omme le produit tensoriel de γ1 et γ2 tel que
(a) la représentation γ1 du groupe H est irrédutible ; ses veteurs K1-invariants forment
une droite ; elle oïnide ave c.ρ sur N1 ;
(b) la représentation γ2 du groupe N2 est irrédutible et oïnide ave c.ρ sur N2.
À ause de l'irrédutibilité d'après la ondition (a), on a c = 1. Don si N2 6= {0}
'est-à-dire r∗ 6= 0, on voit :
ρ(exp(xXv)) = γ2(exp(xXv)) = exp(ix) .
De plus, d'après la proposition 3.15, H est isomorphe à Hheis = K(m; v0; v1) ⊳ H
v0
par
Ψ0 ; et d'après la première partie du lemme 1.17, on onnait les représentations irrédu-
tibles (Hω,Πω) sur Hheis dont les veteurs K1-invariants forment une droite. On en déduit
que les représentations irrédutibles de H dont les veteurs K1-invariants forment une droite,
sont toutes les représentations (Hω,Πω) données dans l'énoné, lorsque ω parourt l'ensemble
des fontions sphériques de Hheis. De plus, la droite K1-xe de Hω est CΩω ◦Ψ0.
Ainsi les représentations γ1 vériant (a) sont les représentations γ1 équivalentes à une
représentation Πω satisfaisant : Πω
|N1
∼ ρ1. Supposons ette ondition vériée. D'après la
restrition des représentations Πω et ρ1 sur le entre expRB de N1 (voir respetivement la
seonde partie du lemme 1.17, et la proposition 3.13), le as ω = ωµ est impossible, et la
fontion ω est de la forme ω = ω|Λ∗|,l. Par onséquent, les représentations γ1 vériant (a)
sont parmi les représentations γ1 équivalentes à une représentation Π
ω
ave ω = ω|Λ∗|,l. 
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G˜ρ ⊂ G˜′ρ. On note la projetion anonique (X est déomposé selon (3.2)) :
q1 :
{
N −→ N1
n = exp(X + A) 7−→ exp
(∑2v0
j=1 xjXj +
<A∗,A>
|Λ∗| B
)
.
Par la projetion anonique :
Kρ ⊳ N = K1 ×K2 ⊳ N −→
(
K1 ⊳ N1
)× (K2 ×N2)
k = k1k2, n = exp(X + A) 7−→
(
(k1, q1(n)) , (k2, exp(r
∗ < X∗v , X > X))
) ,
la représentation ν se relève en la représentation ν ; grâe au lemme 3.17, ν est équivalente
à une représentation (Hω, νr∗,Λ∗,l) sur Kρ ⊳ N ave ω = ω|Λ∗|,l, donnée par :
∀ k = k1k2 ∈ Kρ = K1 ×K2 , n = exp(X + A) ∈ N :
νr
∗,Λ∗,l(k, n) = eir
∗<X∗v ,X>Πω(k1, q1(n)) .
On note G˜′ρ l'ensemble des lasses des représentations ν
r∗,Λ∗,l,ǫ
, l ∈ Nv1 . C'est un ensemble de
lasse de représentations de Kρ ⊳N , qui ontient G˜ρ ; les restritions à N de ses représentants
(Hω, νr∗,Λ∗,l,ǫ) peuvent (a priori) ne pas être équivalentes à ρ. Cependant, par onstrution,
elles ont une droite Kρ-xe dont un des veteurs unitaires est ~u = Ω
ω ◦ Ψ0. Notons φν la
fontion sphérique assoiée.
Lemme 3.18 (Calul de φν, ν ∈ G˜′ρ)
La fontion φν est donnée par :
φr
∗,Λ∗,l,ǫ(n) =
∫
k∈K
eir
∗<X∗v ,k.X>ω ◦ Ψ˜2(k.n)dk (3.3)
=
∫
k∈K
Θr
∗,Λ∗,l,ǫ(k.n)dk ,
où ω = ω|Λ∗|,l et Ψ˜2 = Ψ
−1
2 ◦ q1, et la fontion Θr∗,Λ∗,l,ǫ est donnée par :
Θr
∗,Λ∗,l,ǫ(exp(X + A)) = eir
∗<X∗v ,X>ei<D
ǫ
2(Λ
∗),A>
v1
Π
j=1
L¯lj ,mj−1(
λj
2
|prj(X)|2) .
Démonstration du lemme 3.18: D'après l'expression de la représentation ν = νr
∗,Λ∗,l,ǫ
,
on a :
ν(I, n)~u = eir
∗<X∗v ,X>Πω(I, q1(n))Ω
ω ◦Ψ0 ,
puis : 〈
ν(I, n).~u , ~u
〉
Hν
= eir
∗<X∗v ,X>
〈
Πω(I, q1(n))Ω
ω ◦Ψ0 , Ωω ◦Ψ0
〉
Hω
.
L'isomorphisme Ψ0 donne :〈
Πω(I, q1(n))Ω
ω ◦Ψ0 , Ωω ◦Ψ0
〉
Hω
=
〈
Πω(I,Ψ
−1
2 ◦ q1(n))Ωω, Ωω
〉
Hω
.
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De l'expression de Ψ2 (proposition 3.15), on en déduit une expression Ψ˜2 = Ψ
−1
2 ◦q1 (X étant
déomposé selon (3.2)) si K = SO(v), v0 = v
′, ǫ = −1 :
Ψ˜2(exp(X + A)) = (
√
λ1
|Λ∗|(x1 + ix2), . . . ,−
√
λv′
|Λ∗|(x2v′ + ix2v′−1),
< Dǫ2(Λ
∗), A >
|Λ∗| ) ,
sinon :
Ψ˜2(exp(X + A)) = (
√
λ1
|Λ∗|(x1 + ix2), . . . ,
√
λv0
|Λ∗|(x2v0−1 + ix2v0),
< D2(Λ
∗), A >
|Λ∗| ) .
Par dénition de la représentation Πω, la fontion Ω
ω
étant la fontion de type positif assoiée
à ette représentation (ou par l'équation fontionnelle (1.4) des fontions sphériques pour
Ωω), on a : 〈
Πω(I, Ψ˜2(n))Ω
ω, Ωω
〉
Hω
= Ωω
(
I, Ψ˜2(n)
)
= ω ◦ Ψ˜2(n) .
Grâe à l'expression de Ψ˜2, en renommant les λ
∗
i en les λj distints, et grâe à l'expression
de ω = ω|Λ∗|,l théorème 1.10, on obtient dans les deux as :
ω ◦ Ψ˜2(exp(X + A)) = ei<Dǫ2(Λ∗),A>
v1
Π
j=1
L¯lj ,mj−1(
λj
2
|prj(X)|2) ,
puis l'expression (3.1) de la fontion φν = φr
∗,Λ∗,l,ǫ
donnée dans le lemme. 
Cei ahève la démonstration du théorème 3.5.
Les théorèmes 3.1 et 3.2 sont ainsi démontrés.
3.2 Remarques
Nous onfrontons ii les résultats des théorèmes 3.1 et 3.2 ave eux déjà onnus, ou
eux issus d'autres propriétés des fontions sphériques. Nous obtiendrons des propriétés du
sous-laplaien de Kohn.
3.2.1 Représentation sur Nv,2
Dans la setion préédente, nous avons aratérisé les fontions sphériques bornées des
paires (Nv,2, O(v)) et (Nv,2, SO(v)) grâe aux représentations des groupes O(v) ⊳ Nv,2 et
SO(v) ⊳ Nv,2. On peut aussi le faire grâe aux représentations sur N = Nv,2 [BJR90, theo-
rem G℄. Rappelons brièvement une partie de e résultat. Pour une représentation (H,Π)
irrédutible de N , on dénit pour un élément k du stabilisateurKΠ dans K, l'opérateur d'en-
trelaement WΠ, donné (à une onstante omplexe de module 1 près) par : WΠ(k) ◦Π(n) =
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Π(k.n) ◦WΠ(k). On obtient ainsi la représentation projetive WΠ : KΠ 7→ EndH. On dé-
ompose H =∑l Vl en une somme orthogonale de sous espaes irrédutibles invariants sous
l'ation de WΠ. Les fontions sphériques sont données par
φΠ,ζ(n) =
∫
K
< Π(k.n).ζ, ζ > dk ,
lorsque Π ∈ Nˆ et ζ ∈ Vl, |ζ | = 1 (deux représentations Π équivalentes ou deux veteurs
du même espae Vl donnent la même fontion sphérique). Au ours de la preuve de [BJR90,
theorem 8.7℄ (et des lemmes qui le préèdent), on utilise que pour une fontion f ∈ L1(N)♮,
Π(f) préserve haque sous espae Vl et vaut en restrition à e sous espae, à une onstante
près IdVl (lemme de Shur). Cette onstante vaut < φΠ,ζ, f >, ζ ∈ Vl, |ζ | = 1. Cette propriété
est aussi vrai pour les mesures radiales de masses nies. On a don aussi pour ζ ∈ El, ζ ′ ∈ El′ :∫
K
< Π(k.n).ζ, ζ ′ > dk = φΠ,ζ(n) < ζ, ζ
′ > ,
qui vaut 0, si l 6= l′.
Cas Λ∗ = 0. Chaque fontion sphérique φr
∗,0
est trivialement assoiée par [BJR90, theo-
rem G℄ à la représentation de N de dimension 1 donnée par le aratère :
n = exp(X + A) 7−→ exp(ir∗ < X∗v , X >) .
Cas Λ∗ 6= 0. Soient (r∗,Λ∗) ∈ Q ave Λ∗ 6= 0 et l ∈ Nv1 , ǫ = ±1, ∅. On onsidère la
représentation Π = Πr∗,Λ∗,ǫ de N sur l'espae H = L2(Rv0) donnée pour une fontion f ∈ H
de la variable (y1, . . . , yv0) ∈ Rv0 , et pour n = exp(X+A) ∈ N ave X déomposé selon (3.2)
si v0 = v
′
et ǫ = −1 par :
Π(n).f(y) = exp (ir∗xv+ < D
ǫ
2(Λ
∗), A >)
exp i
(
v′−1∑
j=1
λ∗j
2
x2jx2j−1 +
√
λ∗jx2jyj −
λ∗v′
2
x2v′x2v′−1 −
√
λ∗v′x2v′yv′
)
f(y1 +
√
λ∗1x1, . . . , yv′ +
√
λ∗v′x2v′−1) ,
et sinon par :
Π(n).f(y) = exp i
(
r∗xv+ < D
ǫ
2(Λ
∗), A > +
v0∑
j=1
λ∗j
2
x2jx2j−1 +
√
λ∗jx2jyj
)
f(y1 +
√
λ∗1x1, . . . , yv0 +
√
λ∗v0x2v0−1) .
Cette représentation Π = Πr∗,Λ∗,ǫ est équivalente à ρr∗,Λ∗,ǫ grâe à l'opérateur d'entrelae-
ment :
F ∈ Hr∗,Λ∗,ǫ 7−→ f ∈ H ave f(y1, . . . , yv′) = (
v0
Π
j=1
λ∗j )
1
4
F (
√
λ∗1y1, . . . ,
√
λ∗v0yv0) .
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La représentation Π est don irrédutible ; on peut aussi le voir diretement en s'inspirant
du as du groupe de Heisenberg [Fol89℄. Ainsi, 'est une représentation de N assoiée par
Kirillov, à l'orbite ontenant r∗Xv + D
ǫ
2(Λ
∗). Nous avons déjà dérit son noyau ker Π dans
la remarque 3, puis son stabilisateur KΠ dans la sous-setion 3.1.4, enn le groupe quotient
N/ kerΠ dans la setion 3.1.5. Rappelons que le groupe N/ kerΠ est isomorphe par Ψ2 au
groupe de Heisenberg, à une éventuel fateur eulidien près, et que KΠ est isomorphe par
Ψ1 au groupe K(m, v0, v1) ⊂ Uv0 .
La déomposition de H parWΠ se ramène au même problème sur le groupe de Heisenberg
pour le groupe K(m, v0, v1). Ce dernier est onnu : en eet, par exemple pour K = Uv0 , et
pour les représentations de Bargmann sur Hv0 , es espaes sont les espaes de polynmes
homogènes de degré xé [FH87, h.IV,III.2℄ ; les représentations de Bargmann et de Shrö-
dinger sont équivalentes et leur opérateur d'entrelaement envoie le monme homogène sur
la fontion de Hermite tel que le degré égale le paramètre (à une normalisation près) [FH87,
h.IV,III.1℄.
On obtient ainsi une autre onstrution des fontions sphériques bornées de (Nv,2, SO(v)),
dans la forme que nous donnons maintenant (mais que nous ne démontrons pas).
Pour l = (l1, . . . , lv1) ∈ Nv1 , on note El l'ensemble des α = (α1, . . . , αv1) tels que αj ∈
Nmj , |αj| = lj pour j = 1, . . . , v1 ; pour un tel α ∈ El, nous onsidérons la fontion unitaire
ζα ∈ H donnée grâe aux fontions de Hermite (voir sous-setion 5.1.5) par :
ζα :
{
Rv0 −→ R
y1, . . . , yv0 7−→ Πv1j=1hαj (ym′j−1+1, . . . , ym′j )
.
Comme les fontions de Hermite sur R forment une base hilbertienne de L2(R), la famille
ζα, α ∈ El, l ∈ Nv1 est une base orthonormée de l'espae de Hilbert H. On peut montrer que
les espaes Vl, engendrés par ζα, α ∈ El sont irrédutibles pour l'ation de KΠ.
On sait don déjà que pour α ∈ El et α′ ∈ El′, la fontion
n 7−→
∫
K
< Πr∗,Λ∗,ǫ(k.n).ζα, ζα′ >Hdk ,
est une fontion sphérique si l = l′ et α = α′, et nulle sinon. On montre que ette fontion
sphérique est
φΠ,ζα = φ
r∗,Λ∗,l,ǫ , α ∈ El ;
pour ela, par exemple, on peut onsidérer le veteur :
ζl = (CardEl)
− 1
2
∑
α∈El
ζα ∈ Vl ,
et utiliser les propriétés des fontions de Hermite et de Laguerre. En partiulier, pour α ∈
El, α
′ ∈ El′ et l, l′ ∈ Nv1 , on a :∫
K
< Πr∗,Λ∗,ǫ(k.n).ζα, ζα′ >Hdk =
{
φr
∗,Λ∗,l,ǫ(n) si l = l′, α = α′ ,
0 sinon .
(3.4)
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pour K = SO(v) ou O(v).
Soit une fontion f ∈ L1(N)♮. Grâe à e qui a été rappelé sur Π(f) ou par alul diret,
on a pour α ∈ El :
Πr∗,Λ∗,ǫ(f).ζα =< f, φ
r∗,Λ∗,l,ǫ > ζα . (3.5)
3.2.2 Sous-laplaien
Le sous-laplaien de Kohn est l'opérateur diérentiel :
L := −
v∑
i=1
X2i .
C'est un opérateur sous-elliptique (à oeients analytiques) invariant par translation à
gauhe et par O(v) et SO(v) ; don les fontions sphériques (qui en sont des fontions propres)
sont analytiques (e que l'on pouvait déjà voir sur leurs expressions expliites).
Chaque représentation Π = Πr∗,Λ∗,ǫ induit la représentation suivante, notée dΠ de l'al-
gèbre des opérateurs diérentiels sur N invariants à gauhe sur l'espae des fontions de
Shwarz S(Rv0) :
j = 1, . . . , v0 dΠ(X2j−1) =
√
λ∗j∂yj et dΠ(X2j) = i
√
λ∗jyj ,
2v0 < j < v dΠ(Xj) = 0 et dΠ(Xv) = ir
∗
Id ,
∀i < j dΠ(Xi,j) =

i
√
λ∗j′Id si (i, j) = (2j
′ − 1, 2j′), j′ 6= v′ ,
iǫ
√
λ∗j′Id si (i, j) = (2v
′ − 1, 2v′) ,
0 sinon.
En partiulier, pour le sous-laplaien L, on a :
dΠ(L) = r∗2Id−
v0∑
i=1
λ∗i
(
∂2yi − y2i
)
.
Comme haque fontion de Hermite-Weber hk, k ∈ N sur R vérie l'équation diéren-
tielle : y′′ + (2k + 1− x2)y = 0, on alule failement pour α ∈ El :
dΠ(L).ζα =
(
v1∑
j=1
λj(2lj +mj) + r
∗2
)
ζα . (3.6)
Ainsi, les fontions ζα, α ∈ El, l ∈ Nv1 forment une base orthonormée de veteurs propres de
l'opérateur dΠ(L).
Grâe aux égalités (3.4) et (3.6), on déduit la valeur propre assoiée à une fontion
sphérique bornée φr
∗,Λ∗,l,ǫ
pour le sous-laplaien L :
L.φr
∗,Λ∗,l,ǫ =
(
v1∑
j=1
λj(2lj +mj) + r
∗2
)
φr
∗,Λ∗,l,ǫ . (3.7)
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Cette égalité a un sens pour Λ∗ = 0, en onvenant toujours que si Λ∗ = 0, φr
∗,Λ∗,l,ǫ
signie
φr
∗,0
(et évidemment λ∗i = 0 et λj = 0 aussi). Sa preuve est direte lorsque l'on onsidère les
expressions des fontions sphériques bornées données dans le théorème 3.2. En partiulier
pour ǫ = 1, on trouve les valeurs propres pour le sous laplaien et les fontion sphériques de
la paire Nv,2, O(v)
Dans le as Λ∗ 6= 0, on a donné une ébauhe de preuve i dessus. On peut aussi faire le
alul diret et utiliser des identités remarquables sur les fontions de Laguerre, ou enore
en utilisant notre onstrution des fontions sphériques bornées et e que l'on a rappelé dans
la sous-setion 1.2.2 sur le groupe de Heisenberg.
Corollaire 3.19 (Transformée de Fourier du noyau de m(L))
Soit m ∈ S(R). Le noyau M ∈ S(N) de l'opérateur m(L) est une fontion radiale dont on
onnait la transformée de Fourier sphérique :
〈
M,φr
∗,Λ∗,l,ǫ
〉
= m(
v1∑
j=1
λj(2lj +mj) + r
∗2) ,
pour tout (r∗,Λ) ∈ Q, l ∈ Nv1 si Λ∗ 6= 0, et ǫ = ±1, ∅.
3.2.3 Autres opérateurs diérentiels
Une autre méthode pour déterminer les fontions sphériques, serait d'utiliser le théo-
rème 1.7, 'est à dire de onsidérer les fontions sphériques omme fontions propres om-
munes des opérateurs diérentiels invariants à gauhe et par O(v) ou SO(v). C'est e que
nous avions fait pour les paires de Guelfand (Hv0 , K(m; v0; v1)). Mais sur le groupe N = Nv,2,
il n'est pas aisé de trouver des générateurs pour es opérateurs.
Outre le sous-laplaien L, on onnait d'autres opérateurs diérentiels invariants à gauhe
et par K. Citons d'abord le laplaien du entre :
∆Z = −
∑
i<j
X2i,j ,
dont on alule failement la valeur propre assoiée à une fontion sphérique :
∆Z .φ
r∗,Λ∗,l,ǫ =
(
v′∑
i=1
λ∗i
2
)
φr
∗,Λ∗,l,ǫ . (3.8)
Il y a également les opérateurs diérentiels assoiés à polynmeK-invariant en les oeients
de matrie et de veteur ; par exemple, le polynme P (A,X) = ‖A.X‖2, et tous les polynmes
P (A,X) = ‖An.X‖2 , n ∈ N.
On peut donner des exemples d'opérateurs DP issus de polynme P seulement en les
oeients de matrie invariant sous l'ation par onjugaison de K sur les matries :
 ave le polynme P (A) = ‖A‖2 = trae (AtA), on retrouve le laplaien du entre
DP = 2∆Z ;
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 si l'on onsidère le polynme aratéristique d'une matrie A :
Xp + cp−1(A)X
p−1 + . . . c0(A) .
Le polynme ci est symétrique en les oeients de la matrie A et K-invariant. On
peut don lui assoier un opérateur diérentiel sur N invariant à gauhe et sous K, en
identiant une matrie antisymétrique A de oeient antisymétrique Ai<j et l'élément∑
Ai,jXi,j du entre de N .
Par exemple, en étendant les notations Xi,j = −Xj,i, i < j et Xi,i = 0, on peut onsi-
dérer le polynme en les oeients matriiels c0(A) = detA ; L'opérateur diérentiel
assoié est :
Dc0 =
∑
ǫ(σ)ΠiXi,σ(j) ,
la somme étant sur toutes les bijetions σ de {1, . . . , p} et ǫ(σ) désignant la signature
de σ. On onnait pour et opérateur les valeurs propres assoiées à haque fontion
sphérique :
Dc0φ
r∗,Λ∗,l,ǫ =

v′
Π
i=1
λ∗i
2φr
∗,Λ∗,l,ǫ
si v = 2v′ ,
0 si v = 2v′ + 1 .
Ave les égalités (3.8) et (3.7), on démontre :
Lemme 3.20 (Une famille de fermés de Ω)
L'ensemble des fontions sphériques bornées Ω (pour SO(v) ou O(v)), muni la onvergene
uniforme sur tout ompat, s'identie au spetre de l'algèbre L1(N)
♮
, muni de la topologie
faible-*. Le sous-ensemble ΩN , N > 0 de Ω formé :
 des fontions sphériques φr
∗,0
ave r∗ ≤ N ,
 des fontions sphériques φr
∗,Λ∗,l,ǫ
ave Λ∗ ∈ L − {0} et ǫ = ±1, ∅ vériant :
v′∑
i=1
λ∗i
2 ≤ N2 et
v1∑
j=1
λj(2lj +mj) + r
∗2 ≤ N2 ,
est fermé dans l'ensemble Ω.
De e lemme, on déduit failement :
Corollaire 3.21 (Identiation des strutures boréliennes de Ω)
Lorsque l'on identie les fontions sphériques et leurs paramètres, les strutures boréliennes
de l'ensemble (topologique) Ω et des paramètres (r∗,Λ∗) ∈ Q, l ∈ Nv1 , ǫ = ±1, ∅ des fontions
sphériques bornées pour SO(v) ou O(v), s'identient également.
3.3 Mesure de Planherel radiale
Dans ette setion, nous expliitons la mesure de Planherel radiale pour les fontions
sphériques pour O(v). La mesure de Planherel radiale est la mesure pour laquelle on a la
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formule de Planherel radiale :
∀f ∈ L1loc(N)♮ : ‖f‖L2(N) = ‖< f, φ >‖L2(dm(φ)) . (3.9)
Nous avons déjà donné son expression dans le théorème 3. Dans ette setion, après avoir
redonné l'énoné de e théorème, nous le démontrons.
3.3.1 Expression de la mesure de Planherel radiale
On identie les fontions sphériques et leurs paramètres. Le orollaire 3.21 nous permet
d'identier aussi les strutures boréliennes. Le théorème qui suit montre que la mesure de
Planherel radiale est supportée par les fontions sphériques φr
∗,Λ∗,l
, dont les paramètres
r∗,Λ∗, l sont dans l'ensemble Pv = P donné par :
P2v′ = {(0,Λ∗, l) , Λ∗ ∈ L , l ∈ Nv′} ,
P2v′+1 = {(r∗,Λ∗, l) , r∗ ∈ R+ , Λ∗ ∈ L , l ∈ Nv′} ,
ave les notations du théorème 3.1.
On note η′ la mesure sur le simplexe L donnée par :
dη′(Λ) = Πjλjdη(Λ) , Λ = (λ1, . . . , λv′) ,
où η est la mesure sur le simplexe L dont l'expression est donnée dans le lemme 5.11,
On note également m sur P, produit tensoriel :
 de la mesure η′,
 de la mesure
∑
de omptage sur Nv
′
,
 et si v = 2v′ + 1 de la mesure de Lebesgue dr∗ sur R+,
à la onstante de normalisation près :
c(v) =
{
(2π)−
v(v−1)
2
−v′
si v = 2v′ ,
2(2π)−
v(v−1)
2
−1−v′
si v = 2v′ + 1 .
Dans le as v = 2v′, on note la mesure :
dm(Λ∗, l) = dm(φ0,Λ
∗,l) = c(v)dη′ ⊗
∑
,
et dans le as v = 2v′ + 1 :
dm(r∗,Λ∗, l) = dm(φr
∗,Λ∗,l) = c(v)dη′ ⊗
∑
⊗dr∗ .
Rappelons l'énoné du théorème 3 :
Théorème prinipal 3.22 (Mesure de Planherel radiale)
La mesure de Planherel est supportée par P et s'identie à m.
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Dorénavant, on onfond les fontions sphériques φ et leurs paramètres : on érira pour
une fontion g : P → C, g(φ) ou g(r∗,Λ∗, l) pour g(r∗,Λ∗, l) lorsque φ = φr∗,Λ∗,l.
Avant de passer à la démonstration de e théorème, nous donnons quelques notations
et propri

tés onernant la transformée de Fourier eulidienne. Nous utiliserons les notations
suivantes pour la transformée de Fourier d'une fontion f : Rd → C :
Fζ/x.f =
∫
Rd
f(x)e−ix.ζdx et Fˇζ/x.f =
∫
Rd
f(x)eix.ζdx .
On identie V,V∗ et Rv, ainsi que Z,Z∗ et Rz, z = v(v−1)/2 ; ela nous permet de onsidérer
les transformées de Fourier eulidienne en es variables.
On remarque :
Lemme 3.23
Soit f ∈ S(N)♮. Soient A∗ ∈ Av et k ∈ O(v) tels que k.A∗ = A∗. On a :
∀X ∈ V ∼ R FA∗/A. [f(exp(X + A))] = FA∗/A.
[
f(exp(X + k−1.A))
]
.
On a aussi pour A∗ ∈ Av et k ∈ O(v) :∫
Rv
FA∗/A. [f(exp(X + A))] dX =
∫
Rv
Fk.A∗/A. [f(exp(X + A))] dX .
Démonstration du lemme 3.23: Pour la première égalité, eetuons le hangement de
variable A′ = k−1.A :
FA∗/A. [f(k. exp(X + A))] =
∫
Av
f(exp(X + k−1.A))e−i<A
∗,A>dA
=
∫
Av
f(exp(X + A′))e−i<A
∗,k.A′>dA′ .
On a d'une part, par dualité :< A∗, k.A >=< k−1.A∗, A >, d'autre part k−1.A∗ = A∗ ar A∗
et k ommute par hypothèse.
Pour la seonde égalité, ommençons par remarquer :
Fk.A∗/A. [f(exp(X + A))] =
∫
Av
f(exp(X + A))e−i<k.A
∗,A>dA
=
∫
Av
f(exp(X + A′))e−i<A
∗,k−1.A>dA =
∫
Av
f(exp(X + k.A′))e−i<A
∗,A′>dA′ ,
après le hangement de variable A′ = k−1.A. Maintenant, omme f est radiale, on voit :
f(exp(X + k.A′)) = f(exp(k−1.X + A′)) ; on en déduit :
Fk.A∗/A. [f(exp(X + A))] = FA∗/A. [f(exp(X + k.A))] = FA∗/A.
[
f(exp(k−1.X + A))
]
,
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puis : ∫
Rv
Fk.A∗/A. [f(exp(X + A))] dX =
∫
Rv
FA∗/A.
[
f(exp(k−1.X + A))
]
dX
=
∫
Rv
FA∗/A. [f(exp(X ′ + A))] dX ′
après le hangement de variable X ′ = k−1.X . 
Démontrons le théorème 3.22. On dénit les sous groupes Ki, i = 1, . . . , v0 de K de la
manière suivante : Ki est l'ensemble des éléments k ∈ SO(v) tels que k.Xj = Xj pour tout
j 6= 2i−1, 2i, qui laissent stable le plan Pi := RX2i−1⊕RX2i. On note dki la mesure de Haar
(de masse 1) du groupe ompat Ki, i = 1, . . . , v0. Par restrition à Pi, les éléments de Ki
sont des transformations orthogonales diretes du plan Pi, et on a le passage en oordonnées
polaires :∫
Pi
f(x2i−1X2i−1 + x2iX2i)dx2i−1dx2i = 2π
∫
Ki
∫ ∞
0
f(riki.X2i−1)ridridki . (3.10)
On note K˜ = K1 × . . . × Kv′ ; 'est un groupe ompat, dont on note dk˜ = dk1 . . . dkv′ la
mesure de Haar de masse 1. On dénit la mesure sur R+
v′
: r˜dr˜ = r1dr1 . . . rv′drv′ .
Par approximation, pour montrer le théorème 3.22, il sut de montrer la formule (3.9)
pour la lasse de fontions S(N)♮. Soit don f ∈ S(N)♮.
Soit φ = φr
∗,Λ∗,l
une fontion spérique telle que Λ∗ ∈ L et r∗ = 0 si v = 2v′. D'après son
expression donnée dans le théorème 3.1, on a :
< f, φ > =
∫
Rv
∫
Av
f(exp(X + A))eir
∗xvei<D2(Λ
∗),A>
v′
Π
j=1
Llj(
λj
2
(x22j−1 + x
2
2j))dAdX
=
∫
R
∫
Av
∫
Pv′
. . .
∫
Pv1
f ◦ exp
(
v′∑
i=1
x2i−1X2i−1 + x2iX2i + x2v′+1X2v′+1 + A
)
eir
∗xvei<D2(Λ
∗),A>
v′
Π
j=1
Llj (
λj
2
(x22j−1 + x
2
2j))dx1 . . . dx2v′ dAdx2v′+1 .
Appliquons aux v′ plans Pi, i = 1, . . . , v
′
la formule (3.10). On obtient :
< f, φ >= (2π)v
′
∫
R
∫
Av
∫
R+
v′
∫
K˜
f ◦ exp
(
v′∑
i=1
riki.X2i−1 + x2v′+1X2v′+1 + A
)
v′
Π
j=1
Llj(
λj
2
r2j )dk˜ r˜dr˜ e
ir∗xvei<D2(Λ
∗),A> dAdx2v′+1 .
On a don :
< f, φ >= (2π)v
′
∫
R+
v′
∫
K˜
F (r˜,Λ∗, r∗, k˜)
v′
Π
j=1
Llj (
λj
2
r2j )dk˜ r˜dr˜ ,
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où on a posé pour r˜ = (r1, . . . , rv′) ∈ R+v
′
,Λ∗ ∈ L, r∗ ∈ R+ et k˜ = (k1, . . . , kv′) ∈ K˜ :
F (r˜,Λ∗, r∗, k˜)
:= Fr∗/x2v′+1 .FD2(Λ∗)/A .
[
f ◦ exp
(
v′∑
i=1
riki.X2i−1 + x2v′+1X2v′+1 + A
)]
.
Montrons que l'expression F (r˜,Λ∗, r∗, k˜) ne dépend pas de k˜ = (k1, . . . , kv′) : par déntion
des sous-groupes Ki, on a :
f
(
exp
(
v′∑
i=1
riki.X2i−1 + x2v′+1X2v′+1 + A
))
= f
(
k1 . . . kv′ . exp
(
v′∑
i=1
riX2i−1 + x2v′+1X2v′+1 + (k1 . . . kv′)
−1.A
))
;
= f
(
exp
(
v′∑
i=1
riX2i−1 + x2v′+1X2v′+1 + k˜
−1.A
))
,
ar la fontion f est radiale. Maintenant omme les matries orthogonales diretes du plan
ommutent ave J , la matrie D2(Λ
∗) ommute ave tous les ki ∈ Ki, i = 1, . . . , v′ don
ave k˜. Ainsi d'après la première égalité du lemme 3.23 et elle qui préède, on a :
FD2(Λ∗)/A .
[
f
(
exp
(
v′∑
i=1
riki.X2i−1 + x2v′+1X2v′+1 + A
))]
= FD2(Λ∗)/A .
[
f
(
exp
(
v′∑
i=1
riX2i−1 + x2v′+1X2v′+1 + A
))]
,
puis :
F (r˜,Λ∗, r∗, k˜) = Fr∗/x2v′+1 .FD2(Λ∗)/A .
[
f
(
exp
(
v′∑
i=1
riX2i−1 + x2v′+1X2v′+1 + A
))]
:= F (r˜,Λ∗, r∗) .
Ave ette nouvelle notation, on a :
< f, φ > = (2π)v
′
∫
R+
v′
∫
K˜
F (r˜,Λ∗, r∗)
v′
Π
j=1
Llj (
λj
2
r2j )dk˜ r˜dr˜
= (2π)v
′
∫
R+
v′
F (r˜,Λ∗, r∗)
v′
Π
j=1
Llj (
λj
2
r2j )r˜dr˜ .
Eetuons les hangements de variables r′j = λjr
2
j/2, j = 1, . . . , v
′
; on a
dr′ = dr′1 . . . dr
′
v′ =
v′
Π
j=1
λj r˜dr˜ ,
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d'où :
< f, φ >= (2π)v
′ v
′
Π
j=1
λ−1j
∫
R+
v′
F˜ (r′,Λ∗, r∗)
v′
Π
j=1
Llj(r′j) dr′ , (3.11)
où on a posé pour r′ = (r′1, . . . , r
′
v′) ∈ R+v
′
, Λ∗ ∈ L, et r∗ ∈ R+ :
F˜ (r′,Λ∗, r∗) := F (
√
2r′1
λ1
, . . . ,
√
2r′v′
λv′
,Λ∗, r∗) .
Or les fontions Πv
′
j=1Llj , l ∈ Nv′ forment une base orthonormale de l'espae L2(Rv′) (voir
sous-setion 5.1.4). Don on a :∫
R+
v′
|F˜ (r′,Λ∗, r∗)|2dr′ =
∑
l
|
∫
R+
v′
F˜ (r′,Λ∗, r∗)
v′
Π
j=1
Llj(r′j) dr′|2 .
Le membre de droite d'après l'égalité (3.11), vaut ((2π)−v
′
Πjλj)
2∑
l | < f, φ > |2.
Le membre de gauhe se alule diretement d'abord en eetuant les hangements de va-
riable r′j = λjr
2
j/2,∫
R+
v′
|F˜ (r′,Λ∗, r∗)|2dr′ =
v′
Π
j=1
λj
∫
R+
v′
|F (r˜,Λ∗, r∗)|2r˜dr˜ ,
puis en remarquant que par dénition de F , on a :∫
R+
v′
|F (r,Λ∗, r∗)|2r1dr1 . . . rv′drv′ =
∫
R+
v′
∫
K˜
|F (r˜,Λ∗, r∗, k˜)|2dk˜ r˜dr˜
=
∫
R2v
′
|Fr∗/x2v′+1FD2(Λ∗)/A.
[
f ◦ exp
(
v′∑
i=1
x2i−1X2i−1 + x2iX2i + x2v′+1X2v′+1 + A
)]
|2
(2π)−v
′
dx1dx2 . . . dx2v′−1dx2v′ .
en ayant appliqué aux v′ plans Pi, i = 1, . . . , v
′
la formule (3.10).
On en déduit l'égalité :
((2π)−v
′
Πjλj)
2∑
l
| < f, φ > |2
= (2π)−v
′
Πjλj
∫
R2v
′
|Fr∗/x2v′+1FD2(Λ∗)/A.
[
f ◦ exp
(
v∑
i=1
xiXi + A
)]
|2dx1 . . . dx2v′ .
Dans le as v = 2v′, on a :
(2π)−v
′
Πjλj
∑
l
| < f, φ > |2 =
∫
Rv
|FD2(Λ∗)/A . [f(exp(X + A))] |2dX .
83
Dans le as v = 2v′ + 1, par parité pour la variable r∗, après intégration ontre dr∗, d'après
la formule de Planherel sur R, on obtient :
(2π)−v
′
Πjλj2
∫
R+
∑
l
| < f, φ > |2dr∗ = 2π
∫
Rv
|FD2(Λ∗)/A . [f(exp(X + A))] |2dX .
Appliquons la seonde égalité du lemme 3.23 pour tout k ∈ O(v) :∫
Rv
|FD2(Λ∗)/A . [f(exp(X + k.A))] |2dX =
∫
Rv
|Fk.D2(Λ∗)/A . [f(exp(X + A))] |2dX
=
∫
SO(v)
∫
Rv
|Fk.D2(Λ∗)/A . [f(exp(X + A))] |2dXdk ;
et don en intégrant sur L, il vient :∫
L
∫
R
∑
l
| < f, φ > |2dr∗dη(Λ∗)
= 2π
∫
SO(v)
∫
L
∫
Rv
|Fk.D2(Λ∗)/A . [f(exp(X + A))] |2dX dη(Λ∗)dk ,
sahant que dans le as paire, le terme 2π et l'intégrale ontre dr∗ n'y sont pas.
Eetuons le passage en oordonnées polaires sur Av (voir setion 5.2) : le membre de
droite de ette dernière égalité peut s'érire :∫
Av
∫
Rv
|FA∗/A . [f(exp(X + A))] |2dXdA∗ ,
ou enore grâe à la formule de Planherel eulidienne :
(2π)
v(v−1)
2
∫
Av
∫
Rv
|f(exp(X + A))|2dX dA = (2π)v(v−1)2 ‖f‖2 .
Finalement, on a obtenu :
(2π)−v
′
∫
L
∫
R
∑
l
| < f, φ > |2dr∗Πjλjdη(Λ∗) = 2.2π(2π)
v(v−1)
2 ‖f‖2 ,
sahant que dans le as paire, le terme 2.2π et l'intégrale ontre dr∗ n'y sont pas.
Cei ahève la démonstration du théorème 3.22.
3.3.2 Inversion
Pour toute fontion f ∈ L2(N) radiale, on dénit au sens L2 :
f(n) =
∫
P
φ¯(n) < f, φ > dm(φ) ,
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'est-à-dire que f est la fontion de L2(N)
♮
qui orrespond à la forme sesquilinéaire de l'espae
de Hilbert L2(N)
♮
:
h ∈ L2(N)♮ 7→
∫
P
< h, φ > g(φ)dm(φ) ;
les intégrales i-dessus ont bien un sens, ar on a :
 d'une part g(φ) ∈ L2(dm(φ)) par hypothèse,
 d'autre part < h, φ >∈ L2(dm(φ)) d'après la formule (3.9) de Planherel,
 d'où < h, φ > g(φ) ∈ L1(dm(φ)).
Réiproquement, soit g une fontion sur P. Si g ∈ L2(m), on dénit au sens L2 la fontion
f : N → C suivante :
f(n) =
∫
P
φ¯(n)g(φ)dm(φ) .
C'est une fontion radiale de arrée intégrable, et sa transformée de Fourier est donnée par :
< f, φ >= g(φ).
On peut aussi dénir les distributions radiales à partir des distributions sur P. En eet,
si h est une fontion C∞ à support ompat sur N (on note h ∈ C∞0 (N)), alors la fontion
φ 7→< h, φ > est à déroissane rapide sur P (d'après la forme des fontions φ et les propriétés
des fontions de Laguerre) et on a : < h, φ >=< h♮, φ > où on a noté :
h♮ : n ∈ N 7−→
∫
O(v)
h(k.n)dk .
Pour g une distribution de Shwarz sur P, en partiulier pour g ∈ L∞(P), on dénit alors
l'appliation linéaire
f : h ∈ C∞0 (N) 7−→
∫
N
< h♮, φ > g(φ)dm(φ) ;
l'appliation f est ainsi une distribution (radiale) sur N , dont la transformée de Fourier est
< f, φ >= g.
3.3.3 Lien ave le as non radial
Nous donnons ii ave nos notations la formule de Planherel non radiale, qui est déjà
onnue [Str91℄ setion 6.
On note m′ la mesure produit tensoriel des mesures suivantes :
 dk∗ la mesure de Haar sur O(v),
 m sur P.
Théorème 3.24 (Formule de Planherel non radiale)
Soit ψ ∈ S(N).
ψ(0) =
∫
trae (k∗.Πr∗,Λ∗(ψ))dm
′(r∗, k∗,Λ∗) ,
‖ψ‖2L2(N) =
∫
‖k∗.Πr∗,Λ∗(ψ)‖2HS dm′(r∗, k∗,Λ∗) ,
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où ‖.‖HS désigne la norme de Hilbert-Shmitt sur les opérateurs de l'espae de Hilbert
L2(Rv
′
), et où on onvient dans le as v = 2v′, Πr∗,Λ∗ = Π0,Λ∗ et d'omettre l'intégration
ontre dr∗.
On pose pour une fontion f sur N : f ∗(n) = f(n−1). On déduit de e théorème, ainsi
que de l'égalité (3.5) :
Corollaire 3.25
Soient h1, h2 C
∞
deux fontions à support ompat sur N , et F ∈ L1♮ On a :
| < F ∗ h1, h2 > | ≤ sup
φ∈P
| < F, φ > | ‖h1‖L2(N) ‖h2‖L2(N) ,
Démonstration :On déduit de l'égalité (3.5), que pour deux fontions F1, h ∈ L1(N) ave
F1 radiale, on a, en notant Π = Πr∗,Λ∗ et pour α ∈ El :
< k∗.Π(F1 ∗ h).ζα, ζα > = < Π(F1)k∗.Π(h).ζα, ζα >=< k∗.Π(h).ζα,Π(F1)∗ζα >
< k∗.Π(F1 ∗ h).ζα, ζα > = < F¯ , φ >< k∗.Π(h).ζα, ζα > .
Grâe à une approximation de l'unité radiale, ette dernière égalité est enore valable dans
le as F1 = F , distribution radiale dont la transformée de Fourier radiale est bornée sur P.
Reprenons les notations du orollaire. D'après e qui préède, on a, toujours en notant
Π = Πr∗,Λ∗ ,Λ
∗ ∈ L :
< k∗.Π(F ∗ h1 ∗ h∗2).ζα, ζα >=< F¯ , φr
∗,Λ∗,l,ǫ >< k∗.Π(h1 ∗ h∗2).ζα, ζα > .
Comme la famille ζα, α ∈ El, l ∈ Nv′ est une base orthonormée de L2(Rv′), on a en utilisant
l'égalité i-dessus :
trae (k∗.Π(F ∗ h1 ∗ h∗2)) =
∑
l∈Nv′
∑
α∈El
< k∗.Π(F ∗ h1 ∗ h∗2).ζα, ζα >
=
∑
l∈Nv′
< F¯ , φr
∗X2v′+1,Λ
∗,l >
∑
α∈El
< k∗.Πr∗X2v′+1,Λ∗(h1 ∗ h∗2).ζα, ζα > ,
d'où :
|trae (k∗.Π(F ∗ h1 ∗ h∗2))| ≤ sup
φ∈P
| < F, φ > |
∑
l∈Nv′
∑
α∈El
| < k∗.Π(h1 ∗ h∗2).ζα, ζα > | .
Or on a par Cauhy-Shwarz dans L2(Rv
′
) :
| < k∗.Π(h1 ∗ h∗2).ζα, ζα > | = | < k∗.Π(h1).ζα, k∗.Π(h2).ζα > |
≤ ‖k∗.Π(h1).ζα‖L2(Rv′ ) ‖k∗.Π(h2).ζα‖L2(Rv′ ) ,
d'où :
|trae (k∗.Π(F ∗ h1 ∗ h∗2))| ≤ sup
φ∈P
| < F, φ > |
∑
l∈Nv′
∑
α∈El
| < k∗.Π(h1).ζα, k∗.Π(h2).ζα > |
≤ sup
φ∈P
| < F, φ > | ‖k∗.Π(h1)‖HS ‖k∗.Π(h2)‖HS .
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Utilisons la formule de Planherel non radiale :
< F ∗ h1, h2 >= F ∗ h1 ∗ h∗2(0) =
∫
trae (k∗.Πr∗,Λ∗(F ∗ h1 ∗ h∗2))dm′(r∗, k∗,Λ∗) ,
puis l'inégalité i-dessus (en omettant les indies des représentations Π et ertains arguments
de m′) :
| < F ∗ h1, h2 > | ≤
∫
sup
φ∈P
| < F, φ > | ‖k∗.Π(h1)‖HS ‖k∗.Π(h2)‖HS dm′(r∗, k∗,Λ∗)
≤ sup
φ∈P
| < F, φ > |
(∫
‖k∗.Π(h1)‖2HS dm′
) 1
2
(∫
‖k∗.Π(h2)‖2HS dm′
) 1
2
= sup
φ∈P
| < F, φ > | ‖h1‖L2(N) ‖h2‖L2(N) ,
d'après Cauhy-Shwarz puis le orollaire 3.24. 
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Chapitre 4
Utilisation du alul de Fourier radiale
sur Nv,2
Grâe au alul de Fourier obtenu dans le hapitre préédent, nous ontrolons la norme
L2 des fontions d'aires dans le as du groupe nilpotent libre à deux pas, et nous étudions
le problème des multipliateurs.
4.1 Contrle L2 des fontions d'aire pour Nv,2
Le but de ette setion est de démontrer le théorème 2.3.b).
Comme dans le as d'un groupe de type H, on pose pour une fontion sphérique bornée
ω ∈ Ω de N pour O(v) :
Sˆj(ω) :=
√∫ ∞
0
|∂js < µs, ω > |2s2j−1ds .
Nous reprenons les mêmes notations et onventions pour le groupe N = Nv,2 que dans
le hapitre 2 et pour les fontions sphériques bornées φ = φr
∗,Λ∗,l ∈ P que dans la sous-
setion 3.3.1. En partiulier z = v(v − 1)/2 et v = 2v′ ou 2v′ + 1. On suppose v′ ≥ 2 dans
toute ette setion.
Le théorème 2.3.b) sera démontré une fois que l'on aura démontré les deux propositions
suivantes :
Proposition 4.1 (Sj et Sˆj)
Pour j ∈ N− {0}, on a :
∀f ∈ L2(N) ‖S(f)‖ ≤ sup
φ∈P
|Sˆj(φ)| ‖f‖ ,
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Proposition 4.2 (
∥∥∥Sˆj∥∥∥
∞
)
Si v′ ≥ 2, il existe une onstante C > 0 telle que :
∀j ≤ z − 1
4
, v + 1 ∀ω ∈ P Sˆj(ω) ≤ C .
Nous pourrions utiliser la même démarhe que sur le groupe de type H ; 'est-à-dire
utiliser une mesure spetrale E abstraite sur le spetre de l'algèbre ommutative L1
♮
, en
identiant e spetre à l'ensemble des fontions sphériques Ω. Nous serions alors amenés à
faire des estimations sur Ω tout entier. Nous allons plutot utiliser la mesure de Planherel
non radiale du théorème 3.24. Cela nous permettra de ne demander des estimations de Sˆj
que sur la partie P des fontions sphériques.
4.1.1 Fontion d'aire et Sˆj(ω)
Nous démontrons ii la proposition 4.1. Dans ette sous-setion, on utilise les notations
des sous-setions 3.2.1, 3.3.1, et 3.3.3. En partiulier, en utilisant la formule de Planherel non
radiale donnée dans le théorème 3.24, et la base orthonormée de L2(Rv
′
) ζα, α ∈ El, l ∈ Nv′
pour aluler la norme Hilbert-Shmidt des opérateurs, on a pour toute fontion f ∈ S(N) :
‖f‖2L2(N) =
∫ ∑
l
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2dm′(r∗, k∗,Λ∗) . (4.1)
La proposition 4.1 déoule du lemme suivant :
Lemme 4.3 (
∥∥Sj(f)∥∥)
Soit f ∈ S(N). On a :
∥∥Sj(f)∥∥2
L2(N)
=
∫ ∑
l∈Nv′
|Sˆj(φr∗,Λ∗,l)|2
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2dm′(r∗, k∗,Λ∗) .
En eet, admettons e lemme. On a don :∥∥Sj(f)∥∥2
L2(N)
≤
∫ ∑
l∈Nv′
| sup
φ∈P
Sˆj(φ)|2
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2dm′(r∗, k∗,Λ∗)
= | sup
φ∈P
Sˆj(φ)|2
∫ ∑
l∈Nv′
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2dm′(r∗, k∗,Λ∗)
= | sup
φ∈P
Sˆj(φ)|2
∫
‖k∗.Πr∗,Λ∗(f)‖2HS dm′(r∗, k∗,Λ∗)
= | sup
φ∈P
Sˆj(φ)|2 ‖f‖2L2(N) ,
grâe à la formule de Planherel (4.1).
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Démontrons le lemme 4.3. Par Fubini, on a :∥∥Sj(f)∥∥2
L2(N)
=
∫ ∞
s=0
∥∥∂js(f ∗ µs)∥∥2L2(N) s2j−1ds .
Appliquons la formule de Planherel (4.1) à ∂js(f ∗ µs) ∈ S(N) ;∥∥∂js(f ∗ µs)∥∥L2(N) = ∫ ∑
l∈Nv′
∑
α∈El
|k∗.Πr∗,Λ∗(∂js(f ∗ µs)).ζα|2dm′(r∗, k∗,Λ∗) .
Appliquons le lemme suivant à Π = k∗.Πr∗,Λ∗ et ζ = ζα :
Lemme 4.4
Pour une représentation (H,Π) ∈ Nˆ et un veteur ζ ∈ H, on a :
Π(∂js(f ∗ µs)).ζ = ∂js . (Π(f)Π(µs).ζ) .
Ce lemme sera démontré à la n de ette sous-setion.
Comme µs est une mesure radiale de masse nie, l'opérateur k
∗.Πr∗,Λ∗(µs) vaut d'une
part toujours Πr∗,Λ∗(µs) et d'autre part en restrition à haque sous espae Vl, l'identité à la
onstante < µs, φ
r∗,Λ∗,l > près (voir sous-setion 3.2.1). On en déduit :
k∗.Πr∗,Λ∗(f)k
∗.Πr∗,Λ∗(µs).ζα = k
∗.Πr∗,Λ∗(f)
(
< µs, φ
r∗,Λ∗,l > Id.ζα
)
= < µs, φ
r∗,Λ∗,l > k∗.Πr∗,Λ∗(f).ζα .
Rassemblons les deux arguments préédents ; on a :
k∗.Πr∗,Λ∗(∂
j
s(f ∗ µs)).ζα = ∂js . < µs, φr
∗,Λ∗,l > k∗.Πr∗,Λ∗(f).ζα ,
et ∑
α∈El
|k∗.Πr∗,Λ∗(∂js(f ∗ µs)).ζα|2 = |∂js . < µs, φr
∗,Λ∗,l > |2
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2 .
Revenons à∥∥Sj(f)∥∥
L2(N)
=
∫ ∞
s=0
∫ ∑
l∈Nv′
∑
α∈El
|k∗.Πr∗,Λ∗(∂js(f ∗ µs)).ζα|2dm′(r∗, k∗,Λ∗)s2j−1ds
=
∫ ∞
s=0
∫ ∑
l∈Nv′
|∂js . < µs, φr
∗,Λ∗,l > |2
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2dm′(r∗, k∗,Λ∗)
s2j−1ds .
En utilisant Fubini, on trouve :∥∥Sj(f)∥∥
L2(N)
=
∫ ∑
l∈Nv′
∫ ∞
s=0
|∂js . < µs, φr
∗,Λ∗,l > |2s2j−1ds
∑
α∈El
|k∗.Πr∗,Λ∗(f).ζα|2dm′(r∗, k∗,Λ∗) .
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Grâe à la dénition de Sˆj, on en déduit le lemme 4.3. Pour que la preuve soit omplète, il
reste à montrer le lemme 4.4.
Démonstration du lemme 4.4: Comme µs est une mesure de probabilité, Π(µs).ζ est bien
dénie (par dualité) omme veteur de H.
Comme f ∗ µs et ∂js(f ∗ µs) ∈ S(N), on voit pour un veteur ζ ′ ∈ H
< Π(∂js(f ∗ µs)).ζ, ζ ′ > =
∫
N
∂js(f ∗ µs)(n) < Π(n−1).ζ, ζ ′ > dn
= ∂js
∫
N
(f ∗ µs)(n) < Π(n).ζ, ζ ′ > dn .
On dénit don par dualité le veteur de H :
Π(∂js(f ∗ µs)).ζ = ∂js
∫
N
(f ∗ µs)(n)Π(n).ζdn .
On peut aisément aluler (ar f ∈ S(N) et µs est une mesure de probabilité à support
ompat) : ∫
N
(f ∗ µs)(n)Π(n−1).ζdn =
∫
N
∫
N
f(n′−1n)Π(n−1).ζdndµs(n
′)
=
∫
N
∫
N
f(n1)Π(n
−1
1 n
′−1).ζdndµs(n
′) ,
après le hangement de variable n1 = n
′−1n ; grâe à Π(n−11 n
′−1) = Π(n−11 )Π(n
′−1), on a
nalement :∫
N
(f ∗ µs)(n)Π(n−1).ζdn =
∫
N
f(n1)Π(n
−1
1 ).
∫
S1
Π(n′
−1
).ζdµs(n
′) dn .

Ainsi, le lemme 4.4 est démontré, don le lemme 4.3, puis la proposition 4.1 le sont
également.
4.1.2 Estimations de Sˆj
Cette sous-setion est onsarée à la démonstration de la proposition 4.2. Nous admet-
trons plusieurs lemmes, qui seront démontrés dans la sous-setion suivante.
Fixons φ = φr
∗,Λ∗,l ∈ P, et h ∈ N− {0}. On note A∗ = D2(Λ∗).
Lemme 4.5
L'expression ∂hs < µs, φ > peut s'érire omme une ombinaison linéaire sur les deux ouples
d'entiers g = (h1, h2) et j = (j1, j2) ( et l'entier h˜ si v est impaire ) tels que :
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 h1 + h2 = h si v est paire, et h1 + h2 + h˜ = h si v est impaire (et dans e as, on note
h¯ = h1 + h2),
 et 0 ≤ ji ≤ hi/2, i = 1, 2,
de :
bg,h(s) := sd1+d2
∫ 1
r=0
bˇh˜,h
′
1+j1(r, s) J (h′2+j2)z−2
2
(s2
√
1− r4|A∗|)
(
√
1− r4|A∗|)h
′
2+j2 rv−1(1− r4) z−22 dr ,
où on a noté :
 les entiers di = d(ji, hi), i = 1, 2, (dérits dans le lemme 4.5),
 hi = 2h
′
i, 2h
′
i + 1 pour i = 1, 2,
ainsi que :
bˇh˜,n(r, s) =
∫
S
(v)
1
(irr∗xv)
h˜eirsr
∗xv∂ns′
[
v′
Π
j=1
Llj (λ∗js′r2
|prj(X)|2
2
)
]
s′=s2
dσ˜v(X) .
Jusqu'à la n de ette setion, nous gardons les notations de e lemme, que nous démon-
trerons dans la sous-setion 4.1.3. La proposition 4.2 est don équivalente à la proposition
suivante :
Proposition 4.6
Les intégrales :
Ig,j :=
∫ ∞
0
|bg,j(s)|2s2h−1ds
sont bornées indépendemment de Λ∗, r∗, l, et e pour tous les paramètres g, j omme dans
le lemme 4.5, tant que h < v + 1 + 3/4, (z − 1)/4, (z − 2)/2.
Le reste de ette sous-setion est onsarée à sa démonstration, d'abord dans le as
h 6= 0, r∗ 6= 0 ou r∗ = 0, puis dans le as h = 0, r∗ 6= 0.
Majorations des I h˜,h
′
1
,j1,h2,j2
si h 6= 0 ou r∗ = 0
Nous souhaitons montrer la proposition 4.6 lorsque (h 6= 0, r∗ 6= 0) ou (r∗ = 0), si
h < (z − 2)/2. On utilise la majoration des intégrales bˇh˜,n(r, s), donnée dans le lemme :
Lemme 4.7
Les expressions bˇh˜,n(r, s) pour 0 ≤ n ≤ h˜, sont majorées à une onstante près de v, h˜ par :
(|A∗|r2)ns−h˜
∑
0≤i≤h˜
(|A∗|s2r2)i .
Admettons e dernier lemme, et montrons la proposition 4.6 lorsque h 6= 0, r∗ 6= 0 ou
r∗ = 0.
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Commençons par majorer l'expression de bg,j(s) (voir lemme 4.5) par Cauhy-Shwarz :
|bg,j(s)|2 ≤ s2(d1+d2)|A∗|2(h′2+j2)
∫ 1
0
|bˇh˜,h′1+j1(r, s)rv−1(1− r4)− 14 |2dr∫ 1
0
|J (h′2+j2)z−2
2
(s2
√
1− r4|A∗|)(1− r4) z−22 +
h′2+j2
2
+ 1
4 |2dr .
Utilisons le lemme 4.7. Si r∗ 6= 0, l'expression |bg,j(s)|2 est majorée à une onstante près par :
s2(d1+d2)|A∗|2(h′2+j2)
∫ 1
0
(
s−h˜(|A∗|r2)h
′
1+j1
(|A∗|s2r2)irv−1(1− r4)− 14
)2
dr∫ 1
0
|J (h′2+j2)z−2
2
(s2
√
1− r4|A∗|)(1− r4) z−22 +
h′2+j2
2
+ 1
4 |2dr
= |A∗|2(h′2+j2+h′1+j1+i)s2(d1+d2)−2h˜+4i
∫ 1
0
r2(v−1+2i+2(h
′
1+j1))(1− r4)− 12dr∫ 1
0
|J (h′2+j2)z−2
2
(s2
√
1− r4|A∗|)(1− r4) z−22 +
h′2+j2
2
+ 1
4 |2dr .
Si r∗ = 0, on obtient la même expression ave h˜ = i = 0. Comme la première intégrale en r
est nie, Ig,j est majorée à une onstante près qui ne dépend que de v et h par le maximum
sur 0 ≤ i ≤ h˜ des intégrales :
J (i) := |A∗|2(h′2+j2+h′1+j1+i)
∫ ∞
0
s2(d1+d2)−2h˜+4i∫ 1
0
|J (h′2+j2)z−2
2
(s2
√
1− r4|A∗|)(1− r4) z−22 +
h′2+j2
2
+ 1
4 |2dr s2h−1ds .
Rassemblons les exposants de s dans haque intégrale J (i) ; on utilise d'abord −h˜+ h = h =
h1 + h2, puis l'égalité (2.10) :
2(d1+d2)−2h˜+4i+2h−1 = 2(d1+h1+d2+h2)+4i−1 = 4(h′1+ j1+h′2+ j2)+4i−1 .
Eetuons le hangement de variable s′ = s2
√
1− r4|A∗| :
J (i) =
∫ ∞
s′=0
|J (h′2+j2)z−2
2
(s′)|2s′h′2+j2+h′1+j1+2i−1ds
′
2
∫ 1
0
(1− r4)z−2+ 12−(h′1+j1+2i)dr .
Dans la dernière expression de J (i), l'intégrale ontre dr est nie lorsque pour tout j1 et i :
z − 2 + 1
2
− (h′1 + j1 + 2i) > −1 ;
or on a :
h′1 + j1 + 2i ≤ h+ 2h˜ = h+ h˜ ≤ 2h ;
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don es intégrales sont nies lorsque 2h < z−1/2 (qui est toujours vérié). L'exposant de s′
dans l'intégrale ontre ds′ dans la dernière expression de J (i), est :
h′2 + j2 + h
′
1 + j1 + 2i− 1 = d1 + d2 + h+ 2i− 1 ;
Comme nous nous sommes plaés dans le as où h 6= 0, et exposant est positif ou nul.
D'après le lemme 5.1, ette intégrale est nie lorsque h′2+ j2+h
′
1+ j1+2i− 1 < 2(z− 2)/2 ;
or on a :
h′2 + j2 + h
′
1 + j1 + 2i ≤ h1 + h2 + 2h˜ = h+ 2h˜ = h + h˜ ≤ 2h ;
don l'intégrale ontre ds′ sera nie lorsque 1− q + 2h < −1 ou enore h < (z − 2)/2.
La proposition 4.6 est don démontrée dans les as (h 6= 0, r∗ 6= 0) ou (r∗ = 0), ar dans
e dernier as h = h ≥ 1.
Majorations des I0,0
Nous souhaitons montrer la proposition 4.6 lorsque h = 0 et r∗ 6= 0. Nous supposons
don ii r∗ 6= 0 et h = h˜, ou enore g = j = (0, 0) = 0. On utilise deux majorations de
|bˇh,0(r, s)| données dans le lemme qui suit, ainsi qu'un lemme tehnique.
Lemme 4.8
Si Λ∗ 6= 0, r∗ 6= 0, l'expression bˇh,0(r, s) est majorée à une onstante près d'une part par :
(rr∗)h, d'autre part par :
1
(rr∗s2)h
∑
0≤j≤2h
(|A∗|s2r2)j .
Lemme 4.9
Fixons j ∈ N− {0}. On pose pour x > 0, a > 0 :
J
(i)
a,x;j :=
∫ ∞
x
−1
j
(∫ 1
0
(as2r2)
i
xrjs2j
|J z−2
2
(s2
√
1− r4a)|rv−1(1− r4) z−22 dr
)2
s2j−1ds .
Ces intégrales pour i = 0, . . . 2j sont majorées indépendemment de a > 0, x > 0 lorsque
z > 3/4, j < (z − 1)/4, et j < v + 1 + 3/4.
Admettons es deux lemmes et montrons la proposition 4.6 lorsque h = 0 et r∗ 6= 0, si
v > 3, h < v + 1 + 3/4, (z − 1)/4.
L'intégrale I0,0 est la somme des deux intégrales :
J∞ :=
∫ 1/r∗
0
|b0,0(s)|2s2h−1ds ,
J0 :=
∫ ∞
1/r∗
|b0,0(s)|2s2h−1ds .
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Comme bˇh,0(r, s) est majorée par (rr∗)h à une onstante près (lemme 4.8), et omme les
fontions de Bessel sont bornées par 1, l'expression b0,0(s) est bornée à une onstante près
par r∗h. On obtient don que l'intégrale J∞ est majorée à une onstante près par :∫ 1/r∗
0
r∗2hs2h−1ds = r∗2h
(1/r∗)2h
2h
=
1
2h
.
D'après la seonde majoration de bˇh,0(r, s) du lemme 4.8, l'expression b0,0(s) est majorée
à une onstante près par le maximum des intégrales∫ 1
0
(|A∗|s2r2)i
(r∗rs2)h
|J z−2
2
(s2
√
1− r4|A∗|)|rv−1(1− r4) z−22 dr , i = 0, . . . , 2h .
Ainsi, l'intégrale J0 est majorée à une onstante près qui ne dépend que de v, h par le
maximum sur i = 0, . . . , 2h des intégrales J
(i)
|A∗|,r∗h,h
; d'après le lemme 4.9, J0 est don
majoré indépendemment de r∗, A∗, l lorsque h < (z − 1)/4 et h < v + 1 + 3/4.
Cei ahève la démonstration de la proposition 4.6 dans le as r∗ 6= 0 et h = 0. Comme
les autres as ont été préédemment démontrés, la proposition 4.6 est prouvée sous réserve
que les lemmes 4.5, 4.7, 4.8, et 4.9 soient démontrés.
4.1.3 Démonstration des lemmes tehniques
Dans ette sous-setion, nous démontrons les lemmes tehniques utilisées dans la sous-
setion préédente.
Démonstration du lemme 4.5
Pour démontrer le lemme 4.5, nous avons besoin de l'expression de < µs, φ > :
Lemme 4.10
Rappelons que pour n ∈ N− {0}, σ˜n désigne la mesure de masse 1 sur la sphère eulidienne
S
(n)
1 de R
n
. On a :
< µs, φ >= 2
∫ 1
0
∫
S
(v)
1
eitr
∗xv
v′
Π
j=1
Llj (λ∗jt2
|prj(X)|2
2
)dσ˜v(X)
J z−2
2
(s2
√
1− r4|A∗|) rv−1(1− r4) z−22 dr .
Démonstration du lemme 4.10: D'après l'expression de φ donnée dans le théorème 3.1, et
omme la mesure µs est radiale, on a :
< µs, φ >=< µs,Θ
r∗,Λ∗,l >=
∫
S1
Θr
∗,Λ∗,l(s.n)dµ(n)
= 2
∫ 1
0
∫
S
(v)
1
∫
S
(z)
1
Θr
∗,Λ∗,l(srX, s2
√
(1− r4)A)dσ˜z(A)dσ˜v(X)rv−1(1− r4)
z−2
2 dr ,
grâe à l'expression de µ, proposition 2.7. Par dénition de Θr
∗,Λ∗,l
théorème 3.1, il vient :∫
S
(v)
1
∫
S
(z)
1
Θr
∗,Λ∗,l(srX, s2
√
(1− r4)A)dσ˜z(A)dσ˜v(X)
=
∫
S
(v)
1
eisrr
∗xv
v′
Π
j=1
Llj (
λ∗j
2
|prj(srX)|2)dσ˜v(X)∫
S
(z)
1
eis
2
√
(1−r4)<A∗,A>dσ˜z(A) .
Or la dernière intégrale ontre σ˜z vaut J z−2
2
(s2
√
1− r4|A∗|), lemme 5.2. 
Nous pouvons maintenant démontrer le lemme 4.5.
L'expression :
∂hs
[
eirsr
∗xv
v′
Π
j=1
Llj (λjs2r2
|prj(X)|2
2
)J z−2
2
(s2
√
1− r4|A∗|)
]
,
est égale à une ombinaison linéaire sur h˜+h = h et h1+h2 = h du produit des 3 fontions :
∂h˜s
[
eirsr
∗xv>
]
∂h1s
[
v′
Π
j=1
Llj (λjs2r2
|prj(X)|2
2
)
]
∂h2s
[
J z−2
2
(s2
√
1− r4|A∗|)
]
.
1. On alule aisément :
∂h˜s
[
eirsr
∗xv>
]
= (irr∗xv >)
h˜eirsr
∗xv .
2. D'après le lemme 2.19, omme fontion de s2 dérivée h1 fois, l'expression :
∂h1s
[
v′
Π
j=1
Llj (λjs2r2
|prj(X)|2
2
)
]
,
est ombinaison linéaire sur 0 ≤ j1 ≤ h1/2 de :
sd1∂
h′1+j1
s′
[
v′
Π
j=1
Llj (λjs′r2
|prj(X)|2
2
)
]
s′=s2
.
3. D'après le lemme 2.19, omme fontion de s2 dérivée h2 fois, l'expression :
∂h2s
[
J z−2
2
(s2
√
1− r4|A∗|)
]
,
est ombinaison linéaire sur 0 ≤ j2 ≤ h2/2 de :
sd2∂
h′2+j2
s′
[
J z−2
2
(s′
√
1− r4|A∗|)
]
s′=s2
= sd2(
√
1− r4|A∗|)h
′
2+j2J (h′2+j2)z−2
2
(s2
√
1− r4|A∗|) .
On onlut grâe à l'expression de < µs, φ > donnée dans le lemme 4.10.
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Démonstration du lemme 4.7 dans le as r∗ = 0
Dans le as r∗ = 0, on a h = h, h˜ = 0 et :
bˇ0,n(r, s) =
∫
S
(v)
1
∂ns′
[
v′
Π
j=1
Llj(λjs′r2
|prj(X)|2
2
)
]
s′=s2
dσ˜v(X) .
L'expression :
∂ns′
v′
Π
j=1
Llj(λjs′r2
|prj(X)|2
2
) , (4.2)
est ombinaison linéaire de :
Π
j∈J
(λjr
2
|prj(X)|2
2
)
ej
L(ej)lj (λjs′r2
|prj(X)|2
2
) , (4.3)
où J parourt les sous-ensembles de N ∩ [1, v′] tel que ej ∈ N et
∑
j∈J ej = n. Comme les
fontions de Laguerre et leurs dérivées sont bornées, on en déduit que l'expression (4.2) est
majorée à une onstante près de n, v par la somme de
|A∗|n Π
j∈J
(r2
|prj(X)|2
2
)
ej
= (r2|A∗|)n Π
j∈J
(
|prj(X)|2
2
)
ej
,
puis que |bˇ0,n(r, s)| est majorée à une onstante près de n, v par (r2|A∗|)n.
Le lemme 4.7 est don démontré dans le as r∗ = 0.
Démonstration du lemme 4.7 dans le as r∗ 6= 0, h 6= 0
La démonstration du lemme 4.7 repose sur h˜ intégrations par partie. Avant de donner
une démonstration générale, nous allons d'abord montrer le as partiulier :
Lemme 4.11
L'expression bˇ1,0(r, s) est majorée à une onstante près de v par :
1 + (|A∗|s2r2)
s
.
Démonstration de lemme 4.11: Choisissons pour atlas de la sphère S
(v)
1 eulidienne de R
v
les deux alottes sphériques de ples X1 et −X1 :
C1 := {X ∈ S(v)1 , < X,X1 > > −
1
2
} et C2 := {X ∈ S(v)1 , < X,−X1 > >
1
2
} .
Fixons une partition de l'unité de la sphère pour et atlas : 'est-à-dire deux fontions C∞
ψ1, ψ2 dénies sur la sphère S
(v)
1 telles que :
supp ψi ⊂ Ci et 0 ≤ ψi ≤ 1 i = 1, 2 et ψ1 + ψ2 = 1 sur S(v)1 .
98
Comme arte pour C1, on onsidère la projetion stérérographique de ple X1 et on note C
′
1
son image sur Rv−1. De même, pour C2, on onsidère la projetion stérérographique de ple
−X1 et on note C ′2 son image sur Rv−1. C ′1 et C ′2 sont ompats. Par es hangements de
artes, les points X =
∑
i xiXi de la sphère sont paramètrés par les oordonnées xi, i 6= 1 ;
de plus, la mesure σ˜v s'envoie sur une mesure de densité ontre la mesure de Lebesgue dx
sur haque domaine Ci, i = 1, 2. La densité Di, i = 1, 2 est C
∞
.
On a don en déomposant sur et atlas puis en eetuant une intégration par partie :
bˇ1,0(r, s) =
∫
S
(v)
1
irr∗xve
irsr∗xv
[
v′
Π
j=1
Llj(λjs′r2
|prj(X)|2
2
)
]
s′=s2
dσ˜v(X)
=
∫
S
(v)
1
xv
s
∂xve
isrr∗xv
v′
Π
j=1
Lljdσ˜v(X)
=
∑
i=1,2
∫
Ci
xv
s
∂xve
isrr∗xv
v′
Π
j=1
Lljψi(X)dσ˜v(X)
=
∑
i=1,2
∫
C′i
1
s
eisrr
∗xv∂xv
[
v′
Π
j=1
Lljxvψi(X)Di
]
dx .
Nous avons omis l'argument des fontions Lmj , lorsqu'il vaut λjs2r2
|pr
j
(X)|
2
, ave X fontion
des paramètres de la artes Ci. On a don :
|bˇ1,0(r, s)| ≤ 1
s
∑
i=1,2
∫
C′i
|∂xv
[
v′
Π
j=1
Lljxvψi(X)Di
]
|dx . (4.4)
Estimons la dérivée :
∂xv
[
v′
Π
j=1
Lljxvψi(X)Di
]
=
v′
Π
j=1
Llj∂xv [xvψi(X)Di]
+xvψi(X)Di∂xv
[
v′
Π
j=1
Llj
]
.
Comme les fontions de Laguerre et leurs dérivées sont bornées, on a :
|
v′
Π
j=1
Llj | ≤ C ,
∂xv
[
v′
Π
j=1
Llj
]
=
∑
j0
λj0s
2r2∂xv
[ |prj0(X)|2
2
]
L′lj0Πj 6=j0Llj ,
|∂xv
[
v′
Π
j=1
Llj
]
| ≤ Cs2r2
∑
j0
λj0|∂xv
[ |prj0(X)|2
2
]
| ,
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où C est une onstante de v. On en déduit pour i = 1, 2 :∫
C′i
|∂xv
[
v′
Π
j=1
Lljxvψi(X)Di
]
|dx ≤
∫
C′i
C|∂xv [xvψi(X)Di] |dx
+
∑
j0
λj0Cs
2r2
∫
C′
i
|∂xv
[ |prj0(X)|2
2
]
|xvψi(X)Didx .
Or haque domaine C ′i ompat ; la fontion densité Di est C
∞
; les intégrales des normes
de xvψi(X)Di et de sa dérivée, multiplié par 1 ou par la dérivé de |prj0(X)|2 sont nies et
bornées par une onstante notée enore C qui ne dépend que de v. On obtient don :∫
C′i
|∂xv
[
v′
Π
j=1
Lljxvψi(X)Di
]
|dx ≤ C
(
1 + s2r2
∑
j0
λj0
)
.
On onlut grâe à la majoration i dessus et |A∗| ∼∑j0 λj0 ainsi que (4.4). 
Nous pouvons maintenant utiliser la méthode que nous venons de dérire pour montrer
le lemme 4.7.
On a :
bˇh˜,n(r, s) =
∫
S
(v)
1
. . . dσ˜v(X) =
∑
i=1,2
∫
C′i
. . . ψiDidx
=
∑
i=1,2
∫
C′i
(irxv)
h˜(irs)−h˜∂h˜xv
[
eirsr
∗xv
]
∂ns′
[
v′
Π
j=1
Llj (λjs′r2
|prj(X)|2
2
)
]
s′=s2
ψiDidx .
Après h˜ intégrations par partie, on a :
bˇh˜,n(r, s) = (−s)−h˜
∑
i=1,2
∫
C′i
eirsr
∗xv
∂h˜xv∂
n
s′
[
v′
Π
j=1
Llj(λjs′r2
|prj(X)|2
2
)xh˜vψiDi
]
s′=s2
dx .
Or l'expression (4.2) est ombinaison linéaire de (4.3) où J parourt les sous-ensembles de
N ∩ [1, v′] tel que ej ∈ N et
∑
j∈J ej = n ; puis l'expression :
∂h˜xv∂
n
s′
[
v′
Π
j=1
Llj(λjs′r2
|prj(X)|2
2
)xh˜vψiDi
]
s′=s2
, (4.5)
est ombinaison des :
∂h˜xv .
[
j∈J
Π (λjr
2
|prj(X)|2
2
)
ej
L(ej)lj (λjs2r2
|prj(X)|2
2
)xh˜vψiDi
]
;
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don grâe aux estimations des fontions de Laguerre et de ses dérivées, l'expression (4.5)
est majorée à une onstante près qui ne dépend que de v et h˜ par :
(|A∗|r2)n
∑
0≤j≤h˜
(|A∗|s2r2)j .
Après intégration sur haque domaine C ′i, puis sommation et multipliation par s
−h˜
, on
obtient la majoration voulue de |bˇh˜,n(r, s)|.
Le lemme 4.7 est don démontré dans le as r∗ 6= 0, h 6= 0.
Démonstration du lemme 4.8
On a une majoration grossière de
bˇh,0(r, s) =
∫
X
(irr∗xv)
heirsr
∗xv
v′
Π
j=1
Llj (λjs2r2
|prj(X)|2
2
)dσ˜v(X) ,
à une onstante près par (rr∗)h ar les fontions de Laguerre sont bornées.
Pour la seonde majoration donnée dans le lemme, nous proédons omme dans la dé-
monstration du lemme 4.11. On a :
bˇh,0(r, s) =
∫
S
(v)
1
. . . dσ˜v(X) =
∑
i=1,2
∫
C′i
. . . ψiDidx
=
∑
i=1,2
∫
C′i
(irr∗xv)
h(irr∗s)−2h∂2hxv .
[
eirsr
∗xv
] v′
Π
j=1
Llj(λjs2r2
|prj(X)|2
2
)ψiDidx ,
et don après 2h intégrations par partie :
bˇh,0(r, s) = s−2h(irr∗)−h
∑
i
∫
Ci
eirsr
∗xv
∂2hxv .
[
v′
Π
j=1
Llj(λjs2r2
|prj(X)|2
2
)xhvψiDi
]
dx .
En proédant de la même manière que dans la démonstration du lemme 4.7, on obtient que
l'expression
∂2hxv
[
v′
Π
j=1
Llj (λjs2r2
|prj(X)|2
2
)xhvψiDi
]
,
est majorée à une onstante près (de v, h) par :∑
0≤j≤2h
(|A∗|s2r2)j ;
puis la majoration voulue de |bˇh,0(r, s)|.
Cei ahève la démonstration du lemme 4.8.
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Démonstration du lemme 4.9
Dans le as où i = 0, en majorant les fontions de Bessel par 1, on voit :
J
(0)
a,x;j ≤ |x|−2
∫ ∞
x
− 1
j
(∫ 1
0
rv−1−j(1− r4) z−22 dr
)2
s−2j−1ds
=
(∫ 1
0
rv−1−j(1− r4) z−22 dr
)2
x−2
∫ ∞
x
− 1
j
s−2j−1ds .
et don l'intégrale J
(0)
a,x;j est majorée à une onstante près par 1/(2j).
Dans le as où i = 1, . . . , 2j, par Cauhy-Shwarz, l'expression (J
(i)
a,x;j)
2
est majorée par
le produit de :
x−4
∫ ∞
x
− 1
j
(
s−2j−
1
2
)2
ds =
1
4j
,
et de l'intégrale :∫ ∞
x−1
(∫ 1
0
(as2r2)
i|J z−2
2
(s2
√
1− r4a)|rv−1−k(1− r4) z−22 dr
)4
s2
−1
2 ds
≤
∫ ∞
0
(∫ 1
0
(as2r2)
i|J z−2
2
(s2
√
1− r4a)|rv−1−k(1− r4) z−22 dr
)4
ds
s
=
∫ ∞
s′=0
(∫ 1
0
(s′r2)
i|J z−2
2
(s′
√
1− r4)|rv−1−j(1− r4) z−22 dr
)4
ds′
s′
après le hangement de variable s′ = as2. Cette dernière expression est majorée grâe à
l'inégalité de Hölder appliquée à l'intégrale ontre dr par :∫ ∞
s′=0
s′
4i
∫ 1
0
(
|J z−2
2
(s′
√
1− r4)|(1− r4) z−22 + 38
)4
dr(∫ 1
0
(
rv−1−j+2i(1− r4)− 38
) 4
3
dr
)3
ds′
s′
.
Dans ette dernière expression, la seonde intégrale ontre dr est bien nie lorsque
∀ i = 1, . . . , 2j : v − 1− j + 2i > −3/4 ,
'est-à-dire lorsque j < v+1+3/4 ; don les intégrales (J
(i)
a,x;j)
2
sont majorées à une onstante
près par le maximum sur i = 1, . . . , 2j des intégrales :∫ ∞
s′=0
∫ 1
0
(
|J z−2
2
(s′
√
1− r4)|(1− r4) z−22 + 38
)4
drs′
4ids
′
s′
=
∫ ∞
s˜=0
|J z−2
2
(s˜)|4s˜4i−1ds˜
∫ 1
0
(1− r4)4( z−22 + 38 )−4i 12dr ,
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après Fubini et le hangement de variable s˜ = s′
√
1− r4. Dans l'expression préédente,
l'intégrale ontre dr est nie tant que :
4(
z − 2
2
+
3
8
)− 4i1
2
> −1, i = 1, . . . , 2j ⇐⇒ 4(z − 2
2
+
3
8
)− 41
2
> −1
⇐⇒ z > 3
4
,
e qui est le as. D'après le lemme 5.1, l'intégrale ontre ds˜ est nie lorsque 4i − 1 − 1 <
4(z − 2)/2 pour i = 1, . . . , 2j don lorsque j < (z − 1)/4 e qui est le as.
Cei ahève la démonstration du lemme 4.9, et de tous les lemmes utilisés dans la sous-
setion préédente.
4.2 Multipliateurs de Fourier sur Nv,2
Dans ette setion, on s'intéresse aux multipliateurs dénis par passage en Fourier sphé-
rique sur le groupe N = Nv,2 nilpotent libre à 2 pas. C'est le problème déni omme suit :
soit f ∈ L∞(m) ; on dénit la fontion F la distribution radiale dont la transformée de Fou-
rier est f (sous-setion 3.3.2) ; on dénit l'opérateur de onvolution par F sur les fontions
simples de N : Tf(h) = h∗F . Le problème des multipliateurs en Fourier onsiste à trouver
des onditions sur la fontion f pour que l'opérateur Tf s'étende en un opérateur ontinu
Lp(N)→ Lp(N) pour haque p ∈]1,∞[.
Autre problème des multipliateurs. Le problème des multipliateurs de Fourier a été
étudié dans le as eulidien et indiretement sur les groupes de type H, groupes nilpotents
ayant un alul de Fourier. En fait, l'étude dans es as est équivalente à un problème de
multipliateurs pour des opérateurs diérentiels radiaux. En eet, dans le as eulidien, ela
se ramène au problème des multipliateurs pour le laplaien −∆ standard : herher des
onditions sur la fontion m pour que l'opérateur m(−∆) s'étende en un opérateur ontinu
Lp → Lp revient à onsidérer le problème des multipliateurs en Fourier pour la fontion
m(t2), auquel Hörmander a apporté une réponse optimale. Dans le as des groupes de Heisen-
berg, le problème des multipliateurs de Fourier se ramène au problème des multipliateurs
pour les deux opérateurs : le sous-laplaien de Kohn, et la dérivation du entre. Il en va de
même plus généralement sur les groupes de type H [MRS96℄.
Notre travail repose sur le théorème des intégrales singulières, puis des estimations de
normes L2 à poids sur N . Cela onduit à eetuer de longs aluls tehniques té Fourier
prohes du as des groupes de type H [MRS96℄. Le résultat n'est qu'un premier pas dans
l'étude du problème. Il n'inlut pas les fontions onstantes. Nous souhaitons essentiellement
présenter nos solutions à quelques points tehniques. En partiulier, nous proposons une
déomposition de l'espae té Fourier et nous traduisons la multipliation par la norme
té groupe, en opérateur té Fourier (voir les opérateurs Ξ et ℵ plus loin).
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Organisation de ette setion. Apres avoir posé plusieurs notations, en partiulier elle
d'une partition de l'unité té Fourier, nous donnons l'énoné du théorème annoné dans l'in-
trodution, puis la démarhe de la preuve. Cette dernière utilise des estimations de normes L2
sur le groupe, que nous démontrons dans la setion suivante grâe à de opérations eetuées
té Fourier.
4.2.1 Notations et résultat
Nous supposerons v′ > 2.
Partition de l'unité sur P
La partition est indiée par le produit des ensembles I := Ir × IΛ × Il où :
 Il est l'ensemble des v
′
-uplets ζ = (ζ1, . . . , ζv′) ∈ Nv′ ;
 IΛ est l'ensemble :
IΛ := {(η, δ) : η ∈ I1Λ , δ ∈ I2Λ(η)} ,
où I1Λ est l'ensemble des v
′
-uplets η = (η1, . . . , ηv′) ∈ Zv′ vériant :
ηi ≤ ηi+1 + 1 , i = 1, . . . , v′ − 1 ,
et pour η ∈ I1Λ, I2Λ(η) est l'ensemble des v′-uplets δ = (δi,j)1≤i<j≤v′ ∈ Zv
′(v′−1)/2
vériant
la ondition :
2ηj − 4.2ηi ≤ 2δi,j ≤ 4.2ηj − 2ηi 1 ≤ i < j ≤ v′ .
 Ir est l'ensemble des θ ∈ R, qui est omis si v = 2v′.
Soit χ une fontion C∞, supportée dans l'intervalle [1/1, 2] telle que :
χ ≥ 0 et ∀ y > 0 :
+∞∑
j=−∞
χ(2−jy) = 1 .
On dénit la fontion χι : P → C pour ι = (θ, (η, δ), ζ) ∈ I par :
χι(r,Λ, l) = χ(2
−θ|r|4) Π
1≤i≤v′
χ(2−ζi(li + 1)) χ(2
−ηiλ2i ) Π
i<j
χ(2−δi,j (λ2j − λ2i )) ,
en onvenant que dans le as v = 2v′, les termes en r sont omis. Les χι ont un sens pour des
paramètres ι ∈ Z× Zv′ × Z v
′(v′−1)
2 × Nv′ , mais dans e as χι = 0 sur P.
On obtient une partition de l'unité de P :
∀φ ∈ P :
∑
ι∈I
χι(φ) = 1 . (4.6)
C'est une somme loalement uniformément nie 'est-à-dire qu'il existe une borne C (ne
dépendant que de χ et v′) telle que pour tout φ ∈ P, le nombre de paramètre ι vériant
χι(φ) 6= 0 est au plus C.
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Partition de l'unité de supp χι
On dénit pour h ∈ Z la fontion χh ∈ L2(m) par :
χh(φ) = χ
(
2−h(
v′∑
i=1
λi(2li + 1) + |r|2)
)
.
On pose pour des paramètres h ∈ Z, et ι = (θ, η, δ, ζ) ∈ I :
sι :=
∑
i
2
ηi
2
+ζi
(
+2
θ
2
)
.
Sur le support de la fontion χι, on a :
2−2sι ≤
∑
i
λi(2li + 1)
(
+|r|2) ≤ 24sι .
On a une partition de l'unité nie sur le support de χι :
∀φ ∈ supp χι :
∑
h∈Z : 2−3sι<2h<25sι
χh(φ) = 1 . (4.7)
Opérateurs sur P
Nous avons déjà rappelé nos onventions de notation sur le transformée de Fourier euli-
dienne. On utilisera aussi ii la transformée de Fourier sur Zv
′
et Tv
′
, où T désigne le tore
R/[0, 2π].
On dénit les opérateurs ∆i, ∂λi , ∂r sur les fontions tests f : P → C ∈ D(P) par
(Λ = (λ1, . . . , λv′) ∈ L, l = (l1, . . . , lv′) ∈ Nv′ , r ∈ R+ ) :
∆i.f(r,Λ, l) = f(r,Λ, (l1, . . . , li + 1, . . . , l
′
v))− f(r,Λ, l) ,
∂λi .f(r,Λ, l) = ∂λi .[λi 7→ f(r, (λ1, . . . , λi, . . . , λv′), l)] ,
∂r.f(r,Λ, l) = ∂r.[r 7→ f(r, (λ1, . . . , λi, . . . , λv′), l)] .
On étend es opérateurs par dualité sur l'ensemble D′(P) des distributions de P.
On étend les fontions f : P → C de manière triviale en une fontion
f˜ :
 R× R
v′ × Zv′ → C
(r,Λ, l) 7→
{
f(r,Λ, l) si (r,Λ, l) ∈ P ,
0 sinon .
(4.8)
On identie souvent une fontion sur P, et son extension triviale.
On remarque :
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Lemme 4.12
Soit ι = (θ, (η, δ), ζ) ∈ I. Sur le support de la fontion χι, on a l'équivalene de la fontion
densité de la mesure η′ sur le simplexe L par rapport à la mesure de Lebesgue dΛ
dη
dΛ
∼ 22d(η,δ) ,
où on a noté :
d(η, δ) :=
{ |δ|+ 1
4
|η| dans le as v = 2v′ ,
|δ|+ 3
4
|η| dans le as v = 2v′ + 1 .
En partiulier, on a :
∀ f ∈ L∞(m) : ‖fχι‖L2(m) ∼ 2d(η,δ) ‖fχι‖L2(R×Rv′×Zv′ ) ,
où on a identié fχι ∈ L2(m) et sa fontion étendue de manière triviale sur R× Rv′ × Zv′ .
Opérateurs sur L2(R× Rv
′
× Zv
′
)
On assoie à un paramètre ι = (θ, (η, δ), ζ) ∈ I, les quantités suivantes :
Lι = min
i<j
δi,j + 4max
i0
|ηi0 −min
i<j
δi,j| ,
Rι =
1
2
max(θ,min
i<j
δi,j) ,
Dι = 8max
i0
|ηi0 −min
i<j
δi,j|+max(−min
i<j
δi,j + θ, 0) + 4max
i
ζi ,
et l'opérateur non borné auto-adjoint positif sur l'espae de Hilbert L2(R×Rv′ ×Zv′) donné
par :
Tι := Id+
v′∑
i=1
2
Lι
2 ∂2λi + 2
Rι
2 ∂2r + 2
Dι
2
v′∑
i=1
∆2i .
Énoné du théorème
Ave les notations préédentes, on peut énoner le résultat de notre étude :
Théorème 4.13 (Multipliateurs)
Soit f ∈ L∞(m), une fontion de P.
On note F la distribution radiale dont la transformée de Fourier est f . On dénit alors
l'opérateur Tf de onvolution par F sur les fontions simples de N = Nv,2.
On identie fι = fχι à son extension triviale sur R× Rv′ × Zv′ .
S'il existe ǫ > Q/2 tel que la somme suivante :∑
ι∈I
s
−Q
4
ι 2
d(η,δ)
∥∥∥T ǫ2ι .fι∥∥∥ ,
est nie, alors l'opérateur Tf s'étend en un opérateur ontinu L
p → Lp pour tout 1 < p <∞.
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Les hypothèses de régularité (plus de Q/2 dérivées), et de déroissane ne sont pas véri-
ées pour les fontions f onstantes. Cependant, les moyens mis en oeuvre dans ette étude
(en partiulier l'expression des opérateurs Ξ et ℵ) permettront dans des travaux ultérieurs
d'améliorer e premier pas pour des fontions assez régulières mais peu déroissantes, puis
éventuellement d'adapter ertaines méthodes des groupes de type H.
Remarquons que dans le as d'un groupe de type H, la forme des valeurs propres pour
les fontions sphériques du sous-laplaien de Kohn et des dérivations du entre permet
de regarder de manière équivalente les problèmes des multipliateurs de Fourier et spe-
traux onjoints pour es opérateurs diérentiels radiaux ; en partiulier, ertaines propriétés
onnues des multipliateurs spetraux sur les groupes de Lie nilpotents [Chr91, Ale94℄ sont
utilisées dans [MRS96℄. De tels phénomènes dans le as de Nv,2 ne semblent pas aussi direts.
En eet, le entre est de dimension v(v − 1)/2, il n'y a pas de diretions indépendantes
et
∑v′
j=1 λj(2lj + 1) + r
2
est la valeur propre du sous-laplaien L pour la fontion sphérique
bornée φr,Λ,l ∈ P (voir (3.7)). Il sera aussi moins faile que dans la as d'un groupe de type H
d'utiliser sur Nv,2 les résultat sur les multipliateurs de Fourier au problème des multipli-
ateurs spetraux pour le sous-laplaien (i.e. trouver un exposant optimal pour la lasse de
Sobolev loale des fontions qui sont des mutlipliateurs spetraux).
4.2.2 Démarhe de la démonstration du théorème 4.13
D'après le théorème des intégrales singulières [CW71℄, pour que l'opérateur Tf s'étende
en un opérateur ontinu Lp(N)→ Lp(N), il sut de montrer :
∃C1 > 0 : ∀h ‖Tf(h)‖L2 ≤ C1 ‖h‖L2 (4.9)
∃C2, C3 > 0 : ∀y, y0 ∈ N
∫
|ny−10 |>C2|yy
−1
0 |
|F (ny−1)− F (ny−10 )|dn < C3 (4.10)
D'après le orollaire 3.25, la ondition (4.9) est déjà vériée ave C1 = ‖f‖L∞ .
Avant de passer à l'étude de la ondition (4.10), nous expliitons les déompositions de
fontions dont nous aurons besoin pour ette étude.
Déompositions des fontions sur P
Soit f ∈ L∞(m). On dénit pour ι ∈ I la fontion fι := fχι ∈ L2(m). D'après la
déomposition (4.6) de l'unité, on voit que l'on a déomposé :
f =
∑
ι∈I
fι .
Nous déomposons aussi fι sur supp χι. On dénit les fontions fι,h ∈ L2(m) par :
fι,h := fιχh = fχιχh , ι ∈ I, h ∈ Z : 2−3sι < 2h < 25sι .
D'après la déomposition (4.7) de l'unité, on a :
fι =
∑
h∈Z : 2−3sι<2h<25sι
fι,h .
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Déompositions de fontions radiales sur N
On dénit les fontions Fι, Fι,h ∈ L2(N)♮ omme les fontions radiales dont les trans-
formées de Fourier sphériques sont respetivement fι, fι,h. D'après la proposition 3.19, la
fontion χh ∈ L2(m) est la transformée de Fourier du noyau de l'opérateur χ(2−hL) ,
On déompose :
F =
∑
ι∈I
Fι et Fι =
∑
2−3sι<2h<25sι
Fι,h , (4.11)
la somme pour F onverge dans S(N)′ (l'ensemble des distributions tempérées), et la somme
pour Fι est nie. Pour Fι, on voit :
Fι,h = Fι ∗ χ(2−hL).δ0 , (4.12)
où l'on a noté χ(2−hL).δ0 le noyau de l'opérateur χ(2
−hL).
Par homogénéité du sous-laplaien on a :
χ(2−hL).δ0(y) = 2
hQ
2 χ(L).δ0 (2
h
2 y) . (4.13)
En eet, on a : Lδr = r2L, où on a noté δr la dilatation sur des fontions h : N → C et
sur des opérateurs T sur un espae de fontions stables par dilatation :
δr.h := h(r.) et T
δr .h := δr−1 . (T.(δr.h)) .
On en déduit que pour une fontion m ∈ S(R), en notant M ∈ S(N) le noyau de l'opé-
rateur m(L), et Mr ∈ S(N) le noyau de l'opérateur m(r2L), on a la propriété d'homogénéité
du sous-laplaien :
Mr = r
−Qδ 1
r
.M .
Étude de la ondition (4.10)
Pour les paramètres :
ι ∈ I , h ∈ Z : 2−3sι < 2h < 25sι , y, z ∈ N , r > 0 ,
on note l'intégrale :
Iι,h;y,z;r :=
∫
|yn−1|>4r
|Fι,h(yn−1)− Fι,h(zn−1)|dn ,
et son supremum sur |yz−1| < r et h :
Sι,r := sup
{
Iι,h;y,z;r
∣∣∣∣ y, z ∈ N vériant |yz−1| < rh ∈ Z vériant 2−3sι < 2h < 25sι
}
.
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D'après les déompositions (4.11) et le fait que le nombre des entiers h ∈ Z vériant 2−3sι <
2h < 25sι est borné indépendemment de ι ∈ I, la deuxième ondition (4.10) sera vériée, si
la ondition suivante est satisfaite :
∃C > 0 : ∀ r > 0
∑
ι∈I
Sι,r < C . (4.14)
Pour étudier l'intégrale Iι,h;y,z;r, nous avons besoin de dénir pour ι ∈ I, pour ǫ′ > 0 et
g ∈ L∞(m) dont le support est inlus dans elui de χι (en partiulier g ∈ L2(m)),
Nι,ǫ′(g) :=
∥∥∥(1 + s2ι |n|4)ǫ′G(n)∥∥∥
L2(n∈N)
,
en notant G ∈ L2(N)♮ la fontion dont la transformée de Fourier est g.
Proposition 4.14
Pour (Q+ 1)/2 > ǫ > Q/2, l'expression Sι,r est majorée à une onstante qui ne dépend que
de ǫ, p, par :
min(s
1
2
ι r, 1) s
−Q
4
ι (rs
1
2
ι )
−ǫ+Q
2
Nι, ǫ
4
(fι) .
Dans la setion qui suit, nous montrerons la proposition suivante :
Proposition 4.15
Soit ι(θ, (η, δ), ζ) ∈ I un paramètre.
Pour tout ǫ > 0, on a pour toute fontion g ∈ L∞(m) identiée à sa fontion étendue de
manière triviale sur R× Rv′ × Zv′ :
supp g ⊂ supp χι =⇒ Nι,ǫ(g) ≤ C 2d(η,δ)
∥∥T 2ǫι .g∥∥L2(R×Rv′×Zv′ ) ,
où C désigne une onstante qui ne dépend que de v, ǫ, et en partiulier pas de la fontion g
ou du paramètre ι.
Admettons es deux propositions. On en déduit que l'expression Sι,r est majorée à une
onstante près par :
min(s
1
2
ι r, 1) s
−Q
4
ι (rs
1
2
ι )
−ǫ+Q
2
2d(η,δ)
∥∥∥T ǫ2ι .fι∥∥∥
L2(R×Rv′×Zv′ )
. (4.15)
 Si ι est tel que s
1
2
ι r ≤ 1, alors l'expression (4.15) est majorée par :
s
1
2
ι rs
−Q
4
ι (rs
1
2
ι )
−ǫ+Q
2
2d(η,δ)
∥∥∥T ǫ2ι .fι∥∥∥ ;
de plus, on a r ≤ s−
1
2
ι d'où :
s
1
2
ι rs
−Q
4
ι (rs
1
2
ι )
−ǫ+Q
2
= s
1
2
(1−ǫ)
ι r
1−ǫ+Q
2 ≤ s−
1
2
Q
2
ι .
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 Sinon, on a : s
1
2
ι r ≥ 1, et l'expression (4.15) est majorée par :
s
−Q
4
ι (rs
1
2
ι )
−ǫ+Q
2
2d(η,δ)
∥∥∥T ǫ2ι .fι∥∥∥ ≤ s−Q4ι 2d(η,δ) ∥∥∥T ǫ2ι .fι∥∥∥ .
La somme sur ι ∈ I de e terme est bornée pour une puissane ǫ ∈]Q/2,−(Q + 1)/2,
indépendemment de r > 0 lorsque la somme∑
ι∈I
s
−Q
4
ι 2
d(η,δ)
∥∥∥T ǫ2ι .fι∥∥∥ ,
sera nie. C'est exatement l'hypothèse du théorème 4.13.
Don le théorème 4.13 sera démontré lorsque les propositions 4.14 et 4.15 seront prouvées.
C'est e que nous faisons dans la sous-setion et dans la setion qui suivent.
4.2.3 Étude de l'intégrale Iι,h;y,z;r
Cette sous-setion est onsarée à la démonstration de la proposition 4.14. C'est une
onséquene du lemme qui suit lorsque K = s
1
2
ι .
Lemme 4.16
On se donne un paramètre K > 0 inférieur (à une onstante qui ne dépend que de ǫ, v) à 2
h
2
.
Pour |yz−1| < r et ǫ > Q/2, l'intégrale Iι,h;y,z;r est majorée à une onstante qui ne dépend
que de v, ǫ, par :
{min
d=0,1
2
h
2
drd} K−Q2 (1 + rK)−ǫ+Q2 ‖(1 +K|n|)ǫFι(n)‖L2(n∈N) .
Démonstration du lemme 4.16: Dans la preuve, C désigne une onstante qui ne dépend
que des dimensions du groupe N , et éventuellement de ǫ et qui pourra évoluer au ours du
alul. Lorsque |yz−1| < r, on ontrle l'intégrale Iι,h;y,z;r soit d'après l'inégalité triangulaire,
soit grâe aux inégalités de Taylor ([VSCC92℄, Théorème IV.7.3) :
soit par 2
∫
|n′|>2r
|Fι,h(n′)|dn′ , soit par Crmax
i
∫
|n′|>2r
|Xi.Fι,h(n′)|dn′ .
On herhe don à ontrler pour D = Id ou Xi, i = 1, . . . , v les intégrales :∫
|n′|>2r
|D.Fι,h(n′)|dn′ ;
En utilisant l'ériture (4.12), on a :∫
y′∈N
|D.χ(2−hL).δ0(y′)|
∫
|n′|>2r
|Fι(n′y′−1)|dn′ dy′ ≤ Jr,h,ǫ,D ‖(1 +K|n|)ǫFι(n)‖L2(n∈N) ,
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par Cauhy-Shwarz et un hangement de variable n = n′y′−1, en dénotant l'intégrale :
Jr,h,ǫ,D :=
∫
y′∈N
|D.χ(2−hL)(y′)|
√∫
|n′|>2r
(1 +K|n′y′−1|)−2ǫdn′dy′
Il sut don d'estimer les intégrales Jr,h,ǫ,D. Or d'une part, d'après l'égalité (4.13), on a :
D.χ(2−hL).δ0(y
′) = 2
h
2
(Q+d(D)) D.χ(L).δ0 (2
h
2 y′) ,
où d(D) = 0 si D = Id et 1 si D = Xi est le degré de l'opérateur diérentiel D ; d'autre part,
on obtient de l'inégalité triangulaire :
∀ x, y ∈ N : (1 + |xy|) ≤ C ′(1 + |x|)(1 + |y|) ,
où C ′ désigne la onstante de l'inégalité triangulaire ; on en déduit :∫
|n′|>2r
(1 +K|n′y′−1|)−2ǫdn′ ≤ C ′2ǫ(1 +K|y′|)2ǫ
∫
|n′|>2r
(1 +K|n′|)−2ǫdn′ .
On alule failement ette dernière intégrale : grâe au passage en oordonnées polaires
(voir (1.1)), puis au hangement de variable ρ′ = Kρ :∫
|n′|>2r
(1 +K|n′|)−2ǫdn′ =
∫ ∞
ρ=2r
(1 +Kρ)−2ǫρQ−1dρ
= K−Q
∫ ∞
ρ=2rK
(1 + ρ′)
−2ǫ
ρ′
Q−1
dρ′ ≤ K−Q
∫ ∞
ρ=2rK
(1 + ρ′)
−2ǫ+Q−1
dρ′
= K−Q(2ǫ−Q)−1(1 + 2rK)−2ǫ+Q .
On a don :∫
|n′|>2r
(1 +K|n′y′−1|)−2ǫdn′ ≤ C(1 +K|y′|)2ǫK−Q(1 + rK)−2ǫ+Q ,
puis en rassemblant e qui préède et en utilisant l'hypothèse sur K :
Jr,h,ǫ,D ≤ C 2h2 (Q+d(D))
√
K−Q(1 + rK)−2ǫ+Q∫
y′∈N
|D.χ(L).δ0 (2h2 y′)|(1 + 2h2 |y′|)
ǫ
dy′
= C 2
h
2
d(D)K−
Q
2 (1 + rK)−ǫ+
Q
2
∫
N
|D.χ(L).δ0 (y′′)|(1 + |y′′|)ǫdy′′ ,
grâe au hangement de variable y′′ = 2
h
2 y′. Or on a χ ∈ S(R+), d'où χ(L).δ0 ∈ S(N) ; les
dernières intégrales ontre dy′′ sont don nies. On en déduit que pour tous les opérateurs
D = Id ou Xi, i = 1, . . . , v, les intégrales Jr,h,ǫ,D sont bornées à une onstante près par :
2
h
2
d(D)K−
Q
2 (1 + rK)−ǫ+
Q
2 .

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4.3 Contrle de la norme Nι,ǫ
Le but de ette setion est de démontrer la proposition 4.15.
Par la formule (3.9) de Planherel, on a :
N2ι,ǫ(g) =
∫
P
| < (1 + s2ι |n|4)ǫG, φ > |2dm(φ)
=
∫
P
| < G, (1 + s2ι (|X|4 + |A|2))ǫφ > |2dm(φ)
Nous herhons don à exprimer les termes |X|2φ et |A|2φ en fontion des opérateurs de
déalage et de dérivation appliqués aux paramètres de φ = φr,Λ,l(n = exp(X + A)).
Rappelons :
φr,Λ,l(exp(X + A)) =
∫
O(v)
ei<k.D2(Λ),A>fr,Λ,l(k
−1.X)dk
où la fontion fr,Λ,l = fφ est paramètrée par P et est dénie sur Rv par :
fφ(X) := e
i<rX∗v ,X>
v′
Π
j=1
Llj(λj
|prj(X)|2
2
) .
Opérateurs de déalage et de dérivation
On utilisera les opérateurs de déalage ∆, α, β, γ sur les fontions N→ C dénis dans la
sous-setion 5.1.4. Pour une fontion donnée sur Nv
′
, on dénit les opérateurs ∆i, αi, βi, et
γi pour i = 1, . . . , v
′
omme les opérateurs τ±, α, β, γ agissant respetivement sur la ième
variable entière de l. Les propriétés pour es opérateurs données dans la sous-setion 5.1.4
onduisent aux propriétés suivantes pour les αi, βi, γi :
αi.
v′
Π
j=1
Llj (yj) = yiL′li Πj 6=iLlj(yj) , (4.16)
βi.
v′
Π
j=1
Llj (yj) = yiLli Π
j 6=i
Llj(yj) , (4.17)
γi.
v′
Π
j=1
Llj (yj) = αiL′li Πj 6=iLlj (yj) .
On remarque que l'on peut déduire en dérivant enore l'égalité (4.16) suivant yi une autre
égalité :
γi.
v′
Π
j=1
Llj(yj) = αi.L′li Πj 6=iLlj (yj) = (L
′
li
+ yiL′′li) Πj 6=iLlj(yj) . (4.18)
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Grâe à es égalités, on a failement quelques propriétés de dérivation et de déalage pour
la fontion fφ :
|pri(X)|2
2
fφ(X) =
βi
λi
.fφ(X) , (4.19)
∂λi .fφ(X) =
αi
λi
.fφ(X) , (4.20)
∂2λi .fφ(X) =
(
−αi
λ2i
+ (
αi
λi
)
2
)
.fφ(X) . (4.21)
On dénit l'opérateur Ξ sur les fontions sur P :
Ξ := 2
∑
i
βi
λi
(
−1
2
∂2r si v = 2v
′ + 1
)
.
De l'égalité (4.19), on obtient failement pour n = exp(X + A) :
|X|2φ(n) = Ξ.φ(n) .
On dénit aussi l'opérateur sur les fontions de P :
ℵ :=
∑
m
∂2λm − 2
αm
λm
.∂λm +
α2m + αm
λ2m
+
∑
i<j
−4
λ2j − λ2i
(λi∂λi − αi − λj∂λj + αj)
+4
∑
i<j
λ2j + λ
2
i
(λ2j − λ2i )2
(−αj + λjγj βi
λi
− αi + λiγiβj
λj
− 2αiαj)
+
(∑
i
2
λ2i
(−λiγi∂2r − 2ri∂rαi + r2
βi
λi
+ ir∂r)− 2
λi
∂λi si v = 2v
′ + 1.
)
Lemme 4.17 (Expression de |X|2φ et |A|2φ)
On a :
Ξ.φ(exp(X + A)) = |X|2φ(exp(X + A))
ℵ.φ(exp(X + A)) = |A|2φ(exp(X + A))
Nous venons de montrer la première égalité. La sous-setion qui suit sera onsarée à
montrer la seonde.
Remarque 7 Nous remarquons grâe à (5.10), (5.14), (5.15), (5.16), au lemme 5.6, que
haque terme de ℵ, et de Ξ, puis Ξ2 se développe en des termes omportant au moins une
dérivation disrète ou non.
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4.3.1 Étude de |A|2φ
Dans ette sous-setion, pour alléger les notations, on sous-entendra les arguments et les
paramètres du terme φ = φr,Λ,l(exp(X + A)).
On remarque :
|A|2φ =
∫
O(v)
∆A∗=k.D2(Λ)
{
A∗ → ei<A∗,A>} fφ(k−1.X) dk ,
où ∆ est le laplaien sur l'ensemble Av des matries antisymétriques. D'après son expression
en oordonnées polaires (lemme 5.12), on a :
|A|2φ = F1 + F2 + F3 (+F4 + F5 si v = 2v′ + 1) ,
où les Fi sont données par :
F1 =
∫
O(v)
∑
m
∂2λm
{
Λ→ ei<k.D2(Λ),A>} fφ(k−1.X) dk ,
F2 =
∫
O(v)
∑
i<j
∑
(m,n)∈Ii,j
D2[k → ei<k.D2(Λ),A>](ψ−1(k.Em,n), ψ−1(k.Em,n))
fφ(k
−1.X) dk ,
F3 =
∫
O(v)
∑
i<j
−4
λ2j − λ2i
(λi∂λi − λj∂λj ).
{
Λ→ ei<k.D2(Λ),A>} fφ(k−1.X) dk ,
et dans le as v = 2v′ + 1 :
F4 =
∫
O(v)
∑
i,˜i=2i,2i−1
1
λi
D2[k → ei<k.D2(Λ),A>]( ~Ei˜,v, ~Ei˜,v) fφ(k−1.X) dk ,
F5 =
∫
O(v)
∑
i
2
λi
− ∂λi
{
Λ→ ei<k.D2(Λ),A>} fφ(k−1.X) dk .
Exprimons diéremment F1
On a :
F1 =
∑
m
∂2λm .φ−E1 − E2
où les termes orretifs E1 et E2 sont donnés par :
E1 = 2
∑
m
∫
O(v)
∂λm .e
i<k.D2(Λ),A>∂λm .fφ(k
−1.X) dk ,
E2 =
∑
m
∫
O(v)
ei<k.D2(Λ),A>∂2λmfφ(k
−1.X) dk .
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On peut exprimer à l'aide du terme φ déalé ou dérivé es termes E1, E2. D'abord pour le
terme E1, on voit que d'après les égalités (4.20) et la linéarité des opérateurs αm, on a :
E1 = 2
∑
m
∫
O(v)
∂λme
i<k.D2(Λ),A>
αm
λm
.fφ(k
−1.X) ; dk
= 2
∑
m
αm
λm
.
∫
O(v)
∂λme
i<k.D2(Λ),A> fφ(k
−1.X) dk .
Or on voit :∫
O(v)
∂λme
i<k.D2(Λ),A> fφ(k
−1.X) dk
= ∂λm .
∫
O(v)
ei<k.D2(Λ),A>fφ(k
−1.X)dk −
∫
O(v)
ei<k.D2(Λ),A>∂λmfφ(k
−1.X)dk .
D'où on déduit d'après les égalités (4.20) et la linéarité des opérateurs αm :
E1 = 2
∑
m
αm
λm
.∂λm .φ−
αm
λm
.
∫
O(v)
ei<k.D2(Λ),A>∂λmfφ(k
−1.X)dk
= 2
∑
m
αm
λm
.∂λm .φ−
αm
λm
.
∫
O(v)
ei<k.D2(Λ),A>
αm
λm
fφ(k
−1.X)dk
= 2
∑
m
αm
λm
.∂λm − (
αm
λm
)
2
.φ .
Ensuite, pour le terme E2, d'après les égalités (4.21), on a :
E2 =
∑
m
−αm
λ2m
+ (
αm
λm
)
2
.φ .
On voit don que l'on peut exprimer le terme F1 omme :
F1 =
[∑
m
∂2λm −
(
2
∑
m
αm
λm
.∂λm − (
αm
λm
)
2
)
−
(∑
m
−αm
λ2m
+ (
αm
λm
)
2
)]
.φ
=
[∑
m
∂2λm − 2
αm
λm
.∂λm +
α2m + αm
λ2m
]
.φ .
Exprimons diéremment le terme F3
On a :
F3 =
∑
i<j
−4
λ2j − λ2i
(λi∂λi − λj∂λj ).φ−E3 .
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où le terme orretif E3 est donné par :
E3 =
∫
O(v)
ei<k.D2(Λ),A>
∑
i<j
−4
λ2j − λ2i
(λi∂λi − λj∂λj ).fφ(k−1.X) dk
=
∑
i<j
−4
λ2j − λ2i
(αi − αj).φ ,
d'après (4.20). On voit don que l'on peut exprimer le terme F3 omme :
F3 =
[∑
i<j
−4
λ2j − λ2i
(λi∂λi − λj∂λj )−
∑
i<j
−4
λ2j − λ2i
(αi − αj)
]
.φ
=
[∑
i<j
−4
λ2j − λ2i
(λi∂λi − αi − λj∂λj + αj)
]
.φ .
Exprimons diéremment F2
La somme est sur (m,n) ∈ Ii,j et i < j :
F2 =
∑
2
d
dt
2
t=0
∫
O(v)
ei<ke
tDk,Λψ
−1(k.B
i,j
m,n).D2(Λ),A> fφ(k
−1.X) dk
=
∑
2
∫
O(v)
ei<k.D2(Λ),A>
d
dt
2
t=0
fφ((ke
−t.Dk,Λψ
−1(k.Bi,jm,n))−1.X) dk ,
où on a noté : (les {Em,n} designent la base anonique des matries antisymétriques)
Bi,jm,n = Dk,Λψ
−1(k.Em,n) =
1
λ2j − λ2i
(ǫjλjEmj ,nj + ǫiλiEmi,ni) ,
et où les indies et les signes sont donnés par le tableau :
(m,n) ǫj (mj, nj) ǫi (mi, ni)
(2i-1,2j) - (2i-1,2j) + (2i,2j-1)
(2i,2j) + (2i,2j-1) - (2i-1,2j)
(2i-1,2j) + (2i-1,2j-1) + (2i,2j)
(2i,2j-1) - (2i,2j) - (2i-1,2j-1)
.
Fixons i < j, et (m,n) ∈ Ii,j et alulons
d
dt
2
t=0
fφ((ke
−tB)
−1
.X) , B = Bi,jm,n .
Pour ela, nous allons eetuer un développement limité à l'ordre 2. Commençons par :
|prp((ke−tB)−1.X)|2 = |prp(etBk−1.X)|2 = |prp((I + tB +
t2
2
B2)k−1.X)|2 + o(t2)
= |prp(k−1.X)|2 + 2t < prp(Bk−1.X), prp(k−1.X) >
+t2(< prp(B
2k−1.X), prp(k
−1.X) > +|prp(Bk−1.X)|2) + o(t2) .
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On obtient don le développement limité (en onvenant que lorsque leurs arguments ne sont
pas expliités, les fontions Llp et leurs dérivées sont prises en l'argument (λp
|pr
p
(X)|2
2
)) :
Llp(λp
|prp((ke−tB)−1X)|2
2
) = Llp + tapL′lp +
t2
2
(bpL′lp + a2pL′′lp) + o(t2) ,
où on a noté :
ap = ap(B) = λp < prp(Bk
−1.X), prp(k
−1.X) > ,
bp = bp(B) = λp(< prp(B
2k−1.X), prp(k
−1.X) > +|prp(Bk−1.X)|2) .
On voit :
 ap(B) = bp(B) = 0 lorsque p 6= i, j,
 dans le as v = 2v′ + 1, < X∗v , (ke
−tB)
−1
.X >=< X∗v , k
−1.X >.
On en déduit :
d
dt
2
t=0
fφ((ke
−t.Bi,jm,n)
−1
.X)
=
(
(bjL′lj + a2jL′′lj )Lli + (biL′li + a2iL′′li)Llj + 2aiajL′liL′lj
)
Π
p 6=i,j
Llp
(
ei<rX
∗
v ,k
−1X>
)
.
Pour aluler ∑
(m,n)∈Ii,j
d
dt
2
t=0
fφ((ke
−t.Bi,jm,n)
−1
.X) , (4.22)
il sut don
1. de aluler les expressions a2i , a
2
j , aiaj ,
2. de aluler les expressions bi, bj,
3. puis de les sommer sur (m,n) ∈ Ii,j, es expressions étant dépendante de la matrie
antisymétrique B = Bi,jm,n.
Calulons les expressions ai et aj. Comme on a :
< prp( ~Em,nk
−1X), prp(k
−1X) >=
{
[k−1X ]n[k
−1X ]m si p = i ,
−[k−1X ]m[k−1X ]n si p = j ,
on en déduit :
ai =
λi
λ2j − λ2i
(ǫjλj [k
−1.X ]nj [k
−1.X ]mj + ǫiλi[k
−1.X ]ni[k
−1.X ]mi) ,
aj = − λj
λ2j − λ2i
(ǫjλj[k
−1.X ]nj [k
−1.X ]mj + ǫiλi[k
−1.X ]ni[k
−1.X ]mi) .
On en déduit les expressions a2i , a
2
j , aiaj : par exemple,
a2i =
λ2i
(λ2j − λ2i )2
(λ2j [k
−1.X ]
2
nj
[k−1.X ]
2
mj
+ λ2i [k
−1.X ]
2
ni
[k−1.X ]
2
mi
+2ǫiǫjλiλj[k
−1.X ]nj [k
−1.X ]mj [k
−1.X ]ni[k
−1.X ]mi) .
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Calulons les expressions bi et bj. Commençons par le premier terme de bp, p = i, j.
Comme on a d'une part :
B2 =
1
(λ2j − λ2i )2
(λ2jE
2
mj ,nj
+ λ2iE
2
mi,ni
) ,
et d'autre part :
< prp( ~E
2
m,nk
−1X), prp(k
−1X) >=
{ −[k−1X ]2m si p = i ,
−[k−1X ]2n si p = j ,
on en déduit que < prp(B
2k−1.X), prp(k
−1.X) > vaut :
−1
(λ2j − λ2i )2
(λ2j [k
−1X ]
2
mj
+ λ2i [k
−1X ]
2
mi
) si p = i ,
−1
(λ2j − λ2i )2
(λ2j [k
−1X ]
2
nj
+ λ2i [k
−1X ]
2
ni
) si p = j .
Maintenant, alulons le deuxième terme de bp, p = i, j. Comme on a d'une part :
|prp(Bk−1.X)|2 =
1
(λ2j − λ2i )2
(λ2j |prp(Emj ,njk−1.X)|2 + λ2i |prp(Emi,nik−1.X)|2) ,
et d'autre part :
|prp( ~Em,nk−1X)|2 =
{
[k−1X ]
2
n si p = i ,
[k−1X ]
2
m si p = j ,
on en déduit :
|prp(Bk−1.X)|2 =
1
(λ2j − λ2i )2
{
(λ2j [k
−1X ]
2
nj
+ λ2i [k
−1X ]
2
ni
) si p = i ,
(λ2j [k
−1X ]
2
mj
+ λ2i [k
−1X ]
2
mi
) si p = j .
Rassemblons les deux termes de bp, p = i, j. On obtient :
bi =
λi
(λ2j − λ2i )2
(
λ2j ([k
−1X ]
2
nj
− [k−1X ]2mj ) + λ2i ([k−1X ]
2
ni
− [k−1X ]2mi)
)
,
bj = − λj
(λ2j − λ2i )2
(
λ2j([k
−1X ]
2
nj
− [k−1X ]2mj ) + λ2i ([k−1X ]
2
ni
− [k−1X ]2mi)
)
.
Nous allons maintenant sommer sur (m,n) ∈ Ii,j haune des nouvelles expressions des
bi, bj, a
2
i , a
2
j , aiaj .
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Sommons a2i , a
2
j , aiaj. On remarque que lorsque l'on va sommer sur (m,n) ∈ Ii,j , les
doubles produits
2ǫiǫjλiλj [k
−1.X ]nj [k
−1.X ]mj [k
−1.X ]ni[k
−1.X ]mi ,
vont disparaître et l'on va obtenir :∑
(m,n)
a2i (Bm,n) =
λ2i
(λ2j − λ2i )2
(λ2j + λ
2
i )|prj(k−1.X)|2|pri(k−1.X)|2 ,
∑
(m,n)
a2j (Bm,n) =
λ2j
(λ2j − λ2i )2
(λ2j + λ
2
i )|prj(k−1.X)|2|pri(k−1.X)|2 ,
∑
(m,n)
aiaj(Bm,n) = − λiλj
(λ2j − λ2i )2
(λ2j + λ
2
i )|prj(k−1.X)|2|pri(k−1.X)|2 .
Sommons bi, bj. On obtient :∑
(m,n)
bi = 2λi
λ2j + λ
2
i
(λ2j − λ2i )2
(|prj(k−1X)|2 − |pri(k−1X)|2) ,
∑
(m,n)
bj = −2λj
λ2j + λ
2
i
(λ2j − λ2i )2
(|prj(k−1X)|2 − |pri(k−1X)|2) .
Autre expression de F2. On en déduit don que la somme (4.22) est le produit de
λ2j + λ
2
i
(λ2j − λ2i )2
Πp 6=i,jLlp
(
ei<rX
∗
v ,k
−1.X>
)
,
ave :
−2λj(|prj(k−1X)|2 − |pri(k−1X)|2)L′ljLli + λ2j |prj(k−1.X)|2|pri(k−1.X)|2L′′ljLli
+2λi(|prj(k−1X)|2 − |pri(k−1X)|2)L′liLlj + λ2i |prj(k−1.X)|2|pri(k−1.X)|2L′′liLlj
−2λiλj|prj(k−1.X)|2|pri(k−1.X)|2L′liL′lj .
Grâe aux égalités (4.17), (4.16) et (4.18), on peut réérire e qui préède de la manière
suivante :
λ2j + λ
2
i
(λ2j − λ2i )2
(−4αj + 4λjγj βi
λi
− 4αi − 4λiγiβj
λj
− 8αiαj)fφ(k−1.X) .
On voit don que l'on peut exprimer le terme F2 omme :
F2 =
[
4
∑
i<j
λ2j + λ
2
i
(λ2j − λ2i )2
(−αj + λjγj βi
λi
− αi + λiγiβj
λj
− 2αiαj)
]
.φ .
Supposons maintenant v = 2v′ + 1. Il reste à exprimer omme opérateur de dérivé et de
déalage sur φ les termes F4, F5.
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Exprimons diéremment F5
D'après les égalités (4.20), on a :
F5 =
∑
m
− 2
λm
∂λm .φ− E5 ,
où le terme orretif E5 est donné par :
E5 =
∑
m
− 2
λm
∫
O(v)
ei<k.D2(Λ),A> ∂λm .fφ(k
−1.X) dk =
∑
m
− 2
λm
αm
λm
.φ ,
grâe à (4.20). On voit don que l'on peut exprimer le terme F5 omme :
F5 =
∑
m
[
− 2
λm
(∂λm +
αm
λm
)
]
.φ .
Exprimons diéremment F4
Comme dans le as du terme F2, on voit :
F4 =
∫
O(v)
∑
i,˜i=2i,2i−1
1
λ2i
ei<k.D2(Λ),A>
d
dt
2
t=0
fφ((ke
−tE
i˜,v)
−1
.X) dk ,
Développement limité de fφ((ke
−tEi˜,v)
−1
.X). On a pour i˜ = 2i ou 2i− 1 :
|prp((ke−tEi˜,v)−1.X)|2 = |prp(k−1X)|2 + 2t < prp(Ei˜,vk−1X), prp(k−1X) >
+t2(< prp(E
2
i˜,v
k−1X), prp(k
−1X) > +|prp(Ei˜,vk−1X)|2) + . . .
Or ii, on voit :
< prp(Ei˜,vk
−1X), prp(k
−1X) > =
{
[k−1X ]v[k
−1X ]˜i si p = i ,
0 sinon ,
< prp(E
2
i˜,v
k−1X), prp(k
−1X) > =
{ −[k−1X ]2i˜ si p = i ,
0 sinon ,
|prp(Ei˜,vk−1X)|2 =
{
[k−1X ]
2
v si p = i ,
0 sinon .
On peut don faire un développement limité :
ΠiLli(λi
|prp((ke−t.Ei˜,v)−1X)|2
2
) =
(
Lli +
λi
2
2t[k−1X ]v[k
−1X ]˜iL′li
+
λi
2
t2(−[k−1X ]2i˜ + [k−1X ]
2
v)L′li +
1
2
(
λi
2
2t[k−1X ]v[k
−1X ]˜i)
2
L′′li + o(t2)
)
Πp 6=iLlp .
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On peut aussi faire un développement limité de ei<rX
∗
v ,(ke
−t.E
i˜,v )
−1
X>
. Commençons par :
< X∗v , (ke
−t.E
i˜,v)
−1
X >=< X∗v , e
t.E
i˜,vk−1X >
=< X∗v , k
−1X > +t < X∗v , Ei˜,vk
−1X > + t
2
2
< X∗v , E
2
i˜,v
k−1X > +o(t2) .
On voit :
< X∗v , Ei˜,vk
−1X > = [k−1X ]˜i
< X∗v , E
2
i˜,v
k−1X > = −[k−1X ]v .
On en déduit le développement limité :
ei<rX
∗
v ,(ke
−t.E
i˜,v )
−1
X> = ei<rX
∗
v ,k
−1X>(
1 + x(t[k−1X ]˜i −
t2
2
[k−1X ]v) +
1
2
(xt[k−1X ]˜i)
2
+ o(t2)
)
.
On peut don obtenir le développement limité de fφ((ke
−tE
i˜,v)
−1
.X) omme produit des
développements de
ΠiLli(λi
|prp((ke−t.Ei˜,v)−1X)|2
2
) et ei<rX
∗
v ,(ke
−t.E
i˜,v )
−1
X> .
Le terme en
1
2
t2 donne une autre expression de :
d
dt
2
t=0
fφ((ke
−tE
i˜,v)
−1
.X)
=
(
λi(−[k−1X ]2i˜ + [k−1X ]2v)L′li + (λi[k−1X ]v[k−1X ]˜i)
2L′′li + 2rλi[k−1X ]v[k−1X ]
2
i˜L′li
+((r[k−1X ]˜i)
2 − r[k−1X ]v)Lli
)
Πi 6=pLlp ei<rX
∗
v ,k
−1X> .
Autre expression de F4. Il reste à sommer sur i˜ :∑
i˜=2i,2i−1
d
dt
2
t=0
fφ((ke
−tE
i˜,v)
−1
.X)
=
(
λi(−|pri([k−1X ])|2 + 2[k−1X ]2v)L′li + λ2i [k−1X ]
2
v|pri([k−1X ])|2L′′li
+2rλi[k
−1X ]v|pri([k−1X ])|2L′li + (r2|pri([k−1X ])|2 − 2r[k−1X ]v)Lli
)
Πi 6=pLlp ei<rX
∗
v ,k
−1X>
=
(
−2αi − 2λiγi∂2r − 4ri∂rαi + (r22
βi
λi
+ 2ir∂r)
)
.fφ(k
−1.X) ,
grâe aux égalités (4.16), (4.17) et (4.18). Par linéarité des opérateurs αi, βi, γi, ∂r, on a :
F4 =
[∑
i
2
λ2i
(−αi − λiγi∂2r − 2ri∂rαi + r2
βi
λi
+ ir∂r)
]
. φ .
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Résumons
On obtient don l'expression :
|A|2φ :=
∑
m
∂2λm − 2
αm
λm
.∂λm +
α2m + αm
λ2m
+
∑
i<j
−4
λ2j − λ2i
(λi∂λi − αi − λj∂λj + αj)
+4
∑
i<j
λ2j + λ
2
i
(λ2j − λ2i )2
(−αj + λjγj βi
λi
− αi + λiγiβj
λj
− 2αiαj) ,
à laquelle il faut ajouter si v = 2v′ + 1 :∑
i
2
λ2i
(−αi − λiγi∂2r − 2ri∂rαi + r2
βi
λi
+ ir∂r) +
∑
m
− 2
λm
(∂λm +
αm
λm
)
=
∑
i
2
λ2i
(−λiγi∂2r − 2ri∂rαi + r2
βi
λi
+ ir∂r)− 2
λi
∂λi
Cei ahève la démonstration du lemme 4.17.
4.3.2 Propriétés des opérateurs Ξ,ℵ
Nous aurons besoin de onnaître une expression manipulable des puissanes de l'opéra-
teur Ξ2 + ℵ. Nous utiliserons toujours dans e qui suit, la notation |a| = ∑i ai pour un
n-upplet a = (a1, . . . , an) ∈ Zn.
Lemme 4.18 (Expression des puissanes de Ξ2 + ℵ)
Pour ǫ ∈ N, dans le as v = 2v′, l'opérateur (Ξ2 + ℵ)ǫ peut se mettre sous la forme de la
somme des termes suivants :
EP := QP (τ) Πi<j
(λ2i + λ
2
j)
Ni,j
(λ2j − λ2j)Di,j
Πi λ
a+i −a
−
i
i ∂
bi
λi
{lcii ∆dii }
(
re(i∂r)
f
)
,
où QP ∈ Q[X+1 , X−1 , . . . , X+v′ , X−v′ ] et τ = (τ+1 , τ−1 , . . . , τ+v′ , τ−v′ ). La somme est à prendre sur
l'ensemble des paramètres Iǫ qui est dérit dans e qui suit :
 Iǫ est l'ensemble des paramètres P = (A, F ) où A = (a, b, c, d) si v = 2v
′
et A =
(a, b, c, d, e, f) si v = 2v′ + 1, et F = (N,D) ;
 les paramètres a = (a+, a−) ∈ Nv′ × Nv′ et b, c, d ∈ Nv′ , et dans le as v = 2v′ + 1,
e, f ∈ N vérient :
2|N |+ |a− |+ |a+ | ≤ 4(|b|+ 2|d|)− 2ǫ , e ≤ f + 2|d| − 2ǫ , |c| ≤ 2|d| ,
(et les entiers e, f ont même parité si v=2v'+1) ,
(4.23)
et :
0 < |b|+ f + |d| ≤ 4ǫ . (4.24)
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 les paramètres N = (Ni,j), D = (Di,j) ∈ Nq vérient :
|N | ≤ ǫ , |D| ≤ 2ǫ ; (4.25)
 les paramètres a, b, N,D et e, f dans le as v = 2v′+1 qui sont les paramètres portant
sur Λ et r dans le as v = 2v′ + 1, vérient la relation d'homogénéité :
2|N | − 2|D|+ |a+| − |a−| − |b|
(
+
e− f
2
)
= −2ǫ . (4.26)
Les polynmes QP , P ∈ Iǫ sont tels que la somme
∑
P EP soit symétrique en haun des
groupes de termes
λi , i = 1, . . . , v
′ li , i = 1, . . . , v
′ λ2i ± λ2j , i < j ,
∆i , i = 1, . . . , v
′ ∂λi , i = 1, . . . , v
′ .
En partiulier, le ardinal de l'ensemble Iǫ est nie, et ne dépend que de ǫ.
La ondition (4.24) exprime le fait que dans haque terme EP , il y a au moins un dériva-
tion (disrète ou non), et qu'il ne peut y avoir en tout que 4ǫ. D'après la remarque 7, 'est
déjà le as pour ǫ = 1. La preuve est faite par réurrene sur ǫ.
Démonstration du lemme 4.18: Le pas ǫ = 1 est vrai, d'après les égalités (5.11), (5.12),
(5.13), (5.15), (5.16) et les lemmes 5.6 et 5.7 donnés dans la sous-setion 5.1.4. Supposons le
pas ǫ vrai. Montrons que le pas ǫ+1 est alors vrai. Commençons par montrer que l'opérateur
Ξ2(Ξ2 + ℵ)ǫ est de la forme voulue. D'après le lemme 5.6 et l'hypothèse de réurrene en
partiulier la symétrie des termes, il sut de montrer que les opérateurs
λ−1i0 {l
qi0
i0
∆
pi0+qi0
i0
} λ−1j0 {l
qj0
j0
∆
pj0+qj0
j0
} ((i∂r)2p∗)QP (τ)Πi λa+i −a−ii ∂biλi {lcii ∆dii } (re(i∂r)f) ,
pour les paramètres :
pi0 + pj0 (+p
∗) = 2 , pi0 , pj0, p
∗ ∈ N , 0 ≤ qi0 ≤ pi0 , 0 ≤ qj0 ≤ pj0 ,
et a, b, c, d(, e, f) vériant les onditions (4.23) et (4.24) peuvent s'érire omme une somme
d'opérateurs de la forme :
Q˜P (τ) Πi λ
a˜+i−a˜−i
i ∂
b˜i
λi
{lc˜ii ∆d˜ii }
(
re˜(i∂r)
f˜
)
.
ave Q˜P ∈ Q[X+1 , X−1 , . . . , X+v′ , X−v′ ], a˜, b˜, c˜, d˜(, e˜, f˜) vériant les onditions (4.23) pour ǫ+ 1.
Les propriétés de dérivation en r, et les égalités (5.18)-(5.19) donnés dans la sous-setion 5.1.4
permettent d'armer que 'est vrai.
Ensuite montrons que l'opérateur∑
m
(∂λm −
αm
λm
)
2
(Ξ2 + ℵ)ǫ ,
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est de la forme voulue. D'après le lemme 5.7 et l'hypothèse de réurrene, il sut de montrer
que l'opérateurs
∑
i0
λ−a
′
i0
∂b
′
λi0
{ld′i0∆c
′
i0} QP (τ) Πi<j
(λ2i + λ
2
j)
Ni,j
(λ2j − λ2j)Di,j
Πi λ
a+i −a
−
i
i ∂
bi
λi
{lcii ∆dii } ,
pour les paramètres P = (a, b, c, d(, e, f);N,D) ∈ Iǫ et :
(a′, b′, c′, d′) ∈ N4 , a′ + b′ = 2 , b′ + c′ ≤ 2 , c′ ≤ 2d′ ,
peuvent s'érire omme une somme d'opérateurs de la forme :
Q˜P (τ) Πi<j
(λ2i + λ
2
j)
N˜i,j
(λ2j − λ2j)D˜i,j
Πi λ
a˜i
i ∂
b˜i
λi
{lc˜ii ∆d˜ii }
(
re˜(i∂r)
f˜
)
;
la somme se fait sur les paramètres P˜ = (a˜, b˜, c˜, d˜(, e˜, f˜); N˜, D˜) ∈ Iǫ+1 ; les polynmes Q˜P ∈
Q[X+1 , X
−
1 , . . . , X
+
v′ , X
−
v′ ] sont tels que la somme est symétrique. Les deux égalités qui suivent,
et elles (5.18)-(5.19) permettent d'armer que 'est vrai.
(
λ−11 ∂λ1 + λ
−1
2 ∂λ2
) (λ21 + λ22)N
(λ21 − λ22)D
= 2N
(λ21 + λ
2
2)
N−1
(λ21 − λ22)D
,
(
∂2λ1 + ∂
2
λ2
)
.
(λ21 + λ
2
2)
N
(λ21 − λ22)D
= (2N − 8ND)(λ
2
1 + λ
2
2)
N−1
(λ21 − λ22)D
+ 4D(D + 1)
(λ21 + λ
2
2)
N
(λ21 − λ22)D+1
.
Les mêmes arguments montrent que l'opérateur
∑
m
2
λm
(∂λm −
αm
λm
).QP (τ) Πi<j
(λ2i + λ
2
j)
Ni,j
(λ2j − λ2j)Di,j
Πi λ
ai
i ∂
bi
λi
{lcii ∆dii } ,
est également de la forme voulue.
On alule diretement :
(λ1∂λ1 + λ2∂λ2)
(λ21 + λ
2
2)
N
(λ21 − λ22)D
= 2N
(λ21 + λ
2
2)
N−1
(λ21 − λ22)D−1
+ 2D
(λ21 + λ
2
2)
N
(λ21 − λ22)D
,
e qui permet d'armer que l'opérateur
1
λ2j0 − λ2i0
(
λi0∂λi0 − λj0∂λj0
)
.(Ξ2 + ℵ)ǫ ,
est de la forme voulue.
Enn, les propriétés de dérivation en r, et les égalités (5.18)-(5.19) permettent d'armer
que les autres opérateurs de ℵ appliqués à (Ξ2 + ℵ)ǫ sont également de la forme voulue.

Ce lemme tehnique permet d'estimer les normes Nι,ǫ, objet de la proposition 4.15.
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4.3.3 Démonstration de la proposition 4.15
Dans ette preuve, C désigne une onstante qui ne dépend que de v, ǫ et qui peut évoluer
au ours du alul. Nous onvenons aussi que le signe ∼ entre deux expressions a et b
stritement positives, signie qu'il existe une onstante C telle que C−1b ≤ a ≤ Cb.
Soit ι ∈ I, ǫ > 0 et g ∈ L∞(m). On suppose que le support de g est inlus dans elui de
χι (en partiulier g ∈ L2(m)), et que g est assez régulière. On note G ∈ L2(N)♮ la fontion
dont la transformée de Fourier est g.
D'après la formule (3.9) de Planherel, on a :
Nι,ǫ(g)
2 ∼ ∥∥(1 + s2ǫι |n|4ǫ)G(n)∥∥2L2(n∈N)
=
∫
P
| < (1 + s2ǫι |n|4ǫ)G(n), φ > |2dm(φ) .
Maintenant utilisons les opérateurs Ξ,ℵ que nous avons dénis sur les fontions g : P → R
assez régulières. D'après le lemme 4.17, on a :
(1 + s2ǫι |n|4ǫ)φ(n) = (Id+ s2ǫι (Ξ2 + ℵ)ǫ).φ(n) ,
et dans ette dernière expression, l'opérateur (Id + s2ǫι (Ξ
2 + ℵ)ǫ) agit sur les paramètres de
la fontion sphérique φ (nous identions la fontion φ et ses paramètres dans P).
Par onséquent, on a :
< (1 + s2ǫι |n|4ǫ)G(n), φ > =
∫
N
G(n)(1 + s2ǫι |n|4ǫ)φ(n)dn
=
∫
N
G(n)(Id + s2ǫι (Ξ
2 + ℵ)ǫ).φ(n)dn
= (Id+ s2ǫι (Ξ
2 + ℵ)ǫ).
∫
N
G(n)φ(n)dn
= (Id+ s2ǫι (Ξ
2 + ℵ)ǫ).g(φ) ,
puis :
Nι,ǫ(g)
2 ∼ ∥∥(Id+ s2ǫι (Ξ2 + ℵ)ǫ)g∥∥2L2(m) .
Supposons ǫ ∈ N. Comme on a sι ∼
∑
i λi(2li+1)+r
2
, et d'après le lemme 4.18, on voit :
∥∥(Id+ s2ǫι (Ξ2 + ℵ)ǫ)g∥∥2L2(m) ≤ C2
(
‖g‖2L2(m) +
∑
P∈Jǫ
‖FP .g‖2L2(m)
)
,
où :
FP := QP (τ) Πi<j
1
(λ2j − λ2i )Di,j
Πiλ
ai
i ∂
bi
λi
{lcii ∆dii }
(
re(i∂r)
f
)
,
où QP ∈ Q[X+1 , X−1 , . . . , X+v′ , X−v′ ] et τ = (τ+1 , τ−1 , . . . , τ+v′ , τ−v′ ). La somme est à prendre sur
l'ensemble des paramètres Jǫ qui est dérit dans e qui suit :
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 Jǫ est l'ensemble ni des paramètres P = (A,D) où A = (a, b, c, d) si v = 2v
′
et
A = (a, b, c, d, e, f) si v = 2v′ + 1 ;
 les paramètres a ∈ Zv′ et b, c, d ∈ Nv′ , et dans le as v = 2v′ + 1, e, f ∈ N vérient :
2|N |+ |a− |+ |a+ | ≤ 4(|b|+ 2|d|) , e ≤ f + 2|d| , |c| ≤ 2|d| ,
(et les entiers e, f ont même parité si v=2v'+1) ,
(4.27)
et :
0 < |b|+ f + |d| ≤ 4ǫ . (4.28)
 le paramètre D = (Di,j) ∈ Nq vérie :
|D| ≤ 2ǫ ; (4.29)
 les paramètres a, b, N,D et e, f dans le as v = 2v′+1 qui sont les paramètres portant
sur Λ et r dans le as v = 2v′ + 1, vérient la relation d'homogénéité :
− 2|D|+ |a| − |b|
(
+
e− f
2
)
= 0 . (4.30)
Majoration de ‖FP .g‖
2 , P ∈ Jǫ
Les opérateurs τ+ de translations ne hangent pas la somme sur Nv
′
; et les opérateurs τ−
peuvent juste faire disparaître quelques termes. Don on a :
‖FP .g‖2 ≤ C2
∫
R
∫
L
∑
l
Πi<j
1
(λ2j − λ2i )2Di,j
Πi λ
2ai
i l
2ci
i |r|2e
|Πi∂biλi∆dii ∂fr .g|2
dη′
dΛ
dΛdr ,
les paramètres pour les termes en r, étant omis dans le as v = 2v′, dη′/dΛ désignant la
fontion densité de la mesure η′ sur le simplexe L par rapport à la mesure de Lebesgue dΛ.
Or le support de la fontion g est inlus dans elui de χι. Outre l'équivalent de dη
′/dΛ du
lemme 4.12, on a sur le support de χι, les estimations suivantes :
 |r|4 ∼ 2θ, d'où |r|2e ≤ C2θ e2 ,
 λ2i ∼ 2ηi d'où Πiλ2aii ≤ CΠi2ηiai ,
 li ∼ 2ζi d'où Πi l2cii ≤ C2Πi 22ciζi ,
 λ2j − λ2i ∼ 2δi,j d'où Πi<j(λ2j − λ2j)2Di,j ≥ C−2Πi<j22δi,jDi,j .
On obtient la majoration :
‖FP .g‖2 ≤ C2 22d(η,δ)2exp
∫
L
∫
R
∑
l
|Πi∂biλi∆dii ∂fr .g|2drdΛ ,
où on note momentanément l'exposant :
exp := −2δ.D + a.η + e
2
θ + 2c.ζ .
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Notons δmι = mini<j δi,j et ζ
M
ι = maxi ζi. On a δ.D ≥ δmι |D|. Utilisons P ∈ Jǫ. On a
d'après la ondition (4.30) :
−2δ.D ≤ −2δmι |D| = (|b| − |a|+
f − e
2
)δmι ,
d'où :
exp ≤ (|b| − |a|+ f − e
2
)δmι + a.η +
e
2
θ + 2c.ζ
= |b|δmι +
∑
i
ai(ηi − δmι ) +
e
2
(−δmι + θ) +
f
2
δmι + 2c.ζ .
Or on a grâe à la ondition (4.27) :
c.ζ ≤ ζMι |c| ≤ ζMι 2|d| ,
e
2
(−δmι + θ) ≤
1
2
(f + 2|d|)max(−δmι + θ, 0) ,∑
i
ai(ηi − δmι ) ≤
∑
|ai||ηi − δmι | ≤ 4(|b|+ 2|d|)max
i
|ηi − δmι | ,
On obtient don que l'exposant exp est majoré par :
|b|δmι + 4(|b|+ 2|d|)max
i
|ηi − δmι |+
1
2
(f + 2|d|)max(−δmι + θ, 0) +
f
2
δmι + 4ζ
M
ι |d| ,
= Lι|b|+Rιf +Dι|d|
par dénition de Lι, Rι, Dι, puis :
‖FP .g‖2 ≤ C222d(η,δ)2Lι|b|+Rιf+Dι|d|
∫
L
∫
R
∑
l
|Πi∂biλi∆dii ∂fr .g|2drdΛ .
On note enore g : R×Rv′ × Zv′ → C la fontion g : P → C étendue de manière triviale au
sens (4.8). On a obtenu la majoration de la norme pour P ∈ Jǫ :
‖FP .g‖2L2(m) ≤ C222d(η,δ)
∥∥∥Πi(2Lι2 ∂λi)bi(2Dι2 ∆i)2di(2Rι2 ∂r)fg∥∥∥2
L2(R×Rv′×Zv′ )
.
Sommation sur P ∈ Jǫ
Grâe à la formule de Planherel pour g, on a :∥∥(Id + s2ǫι (Ξ2 + ℵ)ǫ)g∥∥2L2(m) ≤ C2 22d(η,δ) ∑
P∈J ′ǫ
‖FP .g‖2L2(R×Rv′×Zv′) ,
où J ′ǫ est l'ensemble Jǫ, auquel on a rajouté l'élément P = 0 et pour lequel F
′
P = Id.
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Utilisons la formule de Planherel sur L2(R × Rv′ × Zv′) ; nous noterons les variables
duales de l ∈ Zv′ ,Λ ∈ Rv′ , r ∈ R par l̂ ∈ Tv′ , Λ̂ ∈ Rv′ et r̂ ∈ R si v = 2v′ + 1.∥∥∥Πi(2Lι2 ∂λi)bi(2Dι2 ∆i)2di(2Rι2 ∂r)fg∥∥∥2
L2(R×Rv′×Zv′ )
=
∫
Tv
′
∫
Rv
′
∫
R
|Πi(2Lι2 λ̂i)
bi
(2
Dι
2 (l̂i − 1))
di
(2
Rι
2 r̂)
f F .g|2dr̂dΛ̂dl̂ ,
ave 0 ≤ |b|+ f + |d| ≤ 4ǫ. En sommant sur es paramètres, on a :∑
0≤|b|+f+|d|≤4ǫ
|Πi(2Lι2 λ̂i)
bi
(2
Dι
2 (l̂i − 1))
di
(2
Rι
2 r̂)
f |2
=
(
1 + 2
Lι
2
∑
i
λ̂i
2
+ 2
Rι
2 r̂2 + 2
Dι
2
∑
i
|l̂i − 1|2
)4ǫ
.
On en déduit : ∑
0≤|b|+f+|d|≤4ǫ
‖FP .g‖2 ≤ C2
∫
Tv
′
∫
Rv
′
∫
R
T̂ι
4ǫ|F .g|2dr̂dΛ̂dl̂ ,
où on dénit la fontion
T̂ι :
{
R× Rv′ × Tv′ −→ R∗+
(r̂, Λ̂, l̂) 7−→ 1 + 2Lι2 ∑i λ̂i2 + 2Rι2 r̂2 + 2Dι2 ∑i |l̂i − 1|2 .
Nous avons don obtenu :∥∥(Id+ s2ǫι (Ξ2 + ℵ)ǫ)g∥∥2L2(m) ≤ C2 22d(η,δ) ∥∥∥T̂ι2ǫF .g∥∥∥L2(R×Rv′×Tv′ ) .
Majoration de Nι,ǫ(g) obtenue
Grâe à la formule de Planherel sur R×Rv′ ×Zv′ , la transformée de Fourier de l'opéra-
teur Tι, est égale à la multipliation par la fontion T̂ι. Et don ii, on a :∥∥∥T̂ι2ǫF .g∥∥∥
L2(R×Rv′×Tv′ )
=
∥∥T 2ǫι g∥∥L2(R×Rv′×Zv′ ) .
Résumons. Nous avons montré jusqu'à présent que pour tout ǫ ∈ N, on a :
∃C = C(p, ǫ) > 0 ∀ ι ∈ I ∀ g ∈ L2(m) supp g ⊂ supp χι :
Nι,ǫ(g) ≤ C 2d(η,δ) ‖T 2ǫι .g‖L2(dr,dΛ,dl) .
Par interpolation, e résultat est vrai pour tout ǫ > 0. Cei ahève la démonstration de la
proposition 4.15, et don du théorème 4.13.
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Chapitre 5
Appendie
La première setion de e hapitre est onsarée aux propriétés onnues de ertaines
fontions spéiales. La seonde setion préise e que nous avons appelé le passage en polaire
sur les matries antisymétriques.
5.1 Fontions spéiales
Dans ette setion, nous donnons les propriétés des fontions Γ, Jα de Bessel, Ln,α de
Laguerre, hk de Hermite Weber.
5.1.1 Fontion Γ
Nous rappelons :
 l'équation fontionnelle :
∀α ∈ C− {0,−1, . . .}, αΓ(α) = Γ(α+ 1) ; (5.1)
 pour p, q > 0, ∫ 1
0
xp−1(1− x)q−1dx = Γ(p)Γ(q)
Γ(p + q)
(5.2)
 l'estimation uniforme loale en x > 0 lorsque y →∞ [Tit75℄ :
Γ(x+ iy) ∼
√
2πe−
π
2
y|y|x− 12 ,
dont on déduit :
∀[a, b] ⊂]0,∞[ ∃C > 0 ∀x ∈ [a, b] ∀y ∈ R |Γ(x+ iy)| ≥ C−1 e−2y , (5.3)
et lorsque n→∞ :
Cnn+α
−1 =
Γ(n + 1)Γ(α+ 1)
Γ(n+ α + 1)
∼ ( e
n
)
α
Γ(α + 1) . (5.4)
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5.1.2 Fontion Jα
Pour α > 0, on dénit les fontions de Bessel réduites (omme [FH87℄, hapitre II) :
Jα(z) = Γ(α+ 1)(z
2
)
−α
Jα(z) =
∞∑
ν=0
(−1)ν z
2νΓ(α + 1)
22νν!Γ(ν + α + 1)
.
Souvent, on omettra le qualiatif réduit.
Grâe à son expression en série entière et à l'estimation pour z → ∞ : Jα(z) = O(z− 12 )
[Sze75℄ 1.71, la fontion Jα vérie :
J ′α(z) = −
Γ(α + 1)
Γ(α + 2)
zJα+1(z) et Jα(z) = O(z− 12−α) ,
et don par réurrene sur k ∈ N :
∀ x > 0 |J (k)α (x)| ≤ Ckx−α−
1
2 . (5.5)
Lemme 5.1 (Majoration des intégrales pour Jα)
Les intégrales suivantes : ∫ ∞
s=0
|J (k)α (s)|2sβds
sont nies lorsque β > −1 et β < 2α pour tout k ∈ N.
Les intégrales suivantes : ∫ ∞
s=0
|J (k)α (s)|4sβds
sont nies lorsque β > −1 et β − 1 < 4α pour tout k ∈ N.
Démonstration du lemme 5.1: La fontion Jα est entière. Don les intégrales en 0 sont
nies. En∞, d'après la majoration (5.5), la première intégrale est nie lorsque : 2(−α− 1
2
)+
β < −1, et la seonde lorsque 4(−α− 1
2
) + β < −1. 
Nous avons besoin des propriétés suivantes [FH87℄ :
Lemme 5.2
Pour un paramètre α de la forme α = (n− 2)/2, n ∈ N, n ≥ 3, la fontion de Bessel réduite
se met sous la forme
Jn−2
2
(|x|) =
∫
S
(n)
1
ei<x,y>dσ˜n(y) ,
où σ˜n désigne la mesure sur la sphère unité eulidienne S
(n)
1 de R
n
.
Lemme 5.3
Pour n > 0 et α ∈ C, le système :{
4xy′′ + 4ny′ + αy = 0
y(0) = 1
a pour unique solution C∞ au voisinage de 0 la fontion entière y(x) = Jn−1(µ
√
x) où µ2 = α.
Elle est bornée si et seulement si α ≥ 0.
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5.1.3 Fontion Ln,α
On note L
(α)
n le polynme de Laguerre de degré n et de paramètre α > −1. On peut le
dénir par les onditions d'orthogonalité et de normalisation suivantes [Tha93, Sze75℄ :
∀ n,m ∈ N :
∫ ∞
x=0
e−xxαL(α)n (x)dx = Γ(α + 1)C
n
n+αδn,m . (5.6)
On appelle fontion de Laguerre de degré n et de paramètre α la fontion notée Ln,α
sur R donnée par :
Ln,α(x) = Lαn(x)e−
x
2 .
On aura besoin de la fontion de Laguerre normalisée de degré n et de paramètre α que
l'on note L¯n,α et qui est donnée par :
L¯n,α := Ln,α
Cnn+α
La fontion de Laguerre normalisée est bornée par sa valeur 1 en 0. On omettra souvent
le qualiatif normalisé.
Rappelons [Sze75℄ : d'une part le alul des dérivés des polynmes de Laguerre : Lαk
′ =
−Lα+1k−1 , dont on déduit :
L′k,α =
−1
2
Lk,α − Lk−1,α+1 , (5.7)
d'autre part la déroissane exponentielle des fontions de Laguerre :
∃C > 0 ∀ k ∈ N , x ∈ R+ : |L¯k,α(x)| ≤ Ce−γx ,
dont on déduit par réurrene sur l'égalité (5.7), que les fontions de Laguerre normalisées
L¯n,α et leurs dérivées sont bornées indépendemment du degré k (mais pas du paramètre α
et du nombre de dérivés).
Lemme 5.4 ([FH87℄ proposition V.11)
L'équation hypergéométrique onuente de paramètre α, γ ∈ C s'érit :
zy′′ + (γ − z)y′ − αy = 0 . (5.8)
Pour γ 6= 0,−1,−2, . . ., on appelle fontion hypergéométrique onuente de paramètres α, γ
la fontion entière notée F (α, γ; .) et donnée par :
F (α, γ; z) =
∞∑
k=0
(α)k
(γ)k
zk
k!
,
où l'on note pour β ∈ C et k ∈ N : (β)k = β(β + 1) . . . (β + k). La fontion F (α, γ; .) est
solution de l'équation (5.8) de paramètre α, γ ; et toute solution C∞ au voisinage de 0 lui
est proportionnelle.
Supposons γ > 0.
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1. Si α est un entier négatif : α = −l, l ∈ N, alors F (α, γ; .) est un polynme, de Laguerre
de degré l à un onstante près :
F (−l, γ; z) = 1
C ll+γ−1
Lγ−1l (z) .
2. Si ℜα < γ et si α n'est pas un entier négatif, alors on a l'estimation suivante pour z
grand :
F (α, γ; z) ∼ Γ(γ)
Γ(α)
ezzα−γ .
D'après [Mar82℄, lorsque α, α+ β > −1. on a les estimations suivantes :
∫ ∞
x=0
|Ln,α+β(x)|2xαdx ∼
∣∣∣∣∣∣
nα si β < 1
2
nα lnn si β = 1
2
nα+2β−1 si β > 1
2
. (5.9)
On en déduit le lemme suivant :
Lemme 5.5
Pour j, α ∈ N− {0}, les intégrales :∫ ∞
x=0
|L¯(m)l,α (x)|2x2j−1dx où 0 ≤ m ≤ j ,
sont bornées indépendemment de l tant que j ≤ α.
Démonstration du lemme 5.5: Grâe à une réurrene sur (5.7), L(m)l,v′−1 est une ombi-
naison linéaire de Ll−n,v′−1+n où 0 ≤ n ≤ m ; ainsi il sut de majorer pour 0 ≤ n ≤ m les
intégrales :
I(α, j, l,m, n) =
∫ ∞
x=0
|Ll−n,α+n(x)
C ll+α
|2x2j−1dx .
D'après l'estimation (5.9) et grâe à la formule (5.4), on a les équivalents pour l grand :
 si α + n− (2j − 1) > 1
2
,
I(α, j, l,m, n) ∼ (l − n)2j−1
(
(
e
l
)
α
Γ(α + 1)
)2
∼ l2j−1−2αe2αΓ(α + 1)2 ;
 si α + n− (2j − 1) > 1
2
I(α, j, l,m, n) ∼ (l − n)2j−1+2(α+n−(2j−1))−1
(
(
e
l
)
α
Γ(α + 1)
)2
∼ l−2j−1+2ne2αΓ(α + 1)2 .
Don les intégrales I(α, j, l,m, n), 0 ≤ n ≤ m ≤ j sont bornées indépendemment de l tant
que 2j − 1− 2α ≤ 0. 
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5.1.4 Propriétés des fontions Ln = Ln,0
On adopte la notation :
Ll := L¯l,0 = Ll,0 .
D'après les onditions (5.6) d'orthogonalité et de normalisation des polynmes de La-
guerre, les fontions :
Πp
′
j=1Llj : x = (x1, . . . , xp′) ∈ Rp
′ 7→ Πp′j=1Llj(xj) , l = (l1, . . . , lp′) ∈ Np
′
,
forment une base orthonormale de l'espae L2(Rp
′
).
Opérateurs de Déalage
Opérateurs τ+, τ−,∆. Pour une fontion R dénie sur N, on dénit les fontions de
déalage τ+, τ− par :
τ+R(l) = R(l + 1) et τ−R(l) =
{
R(l − 1) si l ≥ 1
0 si l = 0
On dénit l'opérateur de diérene sur les fontions de N :
∆ = τ+ − Id .
L'opérateur ∆ ommute ave τ+ et τ−.
Nous montrons ii que grâe aux propriétés des polynmes de Laguerre, ertains opéra-
teurs de déalage sur la fontion de Laguerre Ll sont égaux à des opérateurs de dérivation
ou de multipliation par la variable.
Opérateur β. D'après [Sze75℄ page 101, on a :
lLl(x) = (−x+ 2l − 1)Ll−1(x)− (l − 1)Ll−2(x) ,
don ii :
xLl(x) = −(l + 1)Ll+1(x) + (2l + 1)Ll(x)− lLl−1(x) .
On pose alors pour une fontion R : N→ C :
β.R := −(l + 1)τ+.R + (2l + 1)R− lτ−.R ,
et on a :
β.Ll(x) = xLl(x) .
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Opérateur α. Enore d'après [Sze75℄ page 102, on a :
xL′l(x) = l (Ll(x)− Ll−1(x)) ,
don ii :
xL′l(x) = xe−
x
2
(
L′l(x)−
1
2
Ll(x)
)
= e−
x
2
(
l(Ll(x)− Ll−1(x))− 1
2
xLl(x)
)
= l(Ll(x)−Ll−1(x))− 1
2
β.Ll(x) .
On pose alors pour une fontion R : N→ C :
α.R := l(R − τ−.R)− 1
2
β.R := −1
2
R− l
2
τ−.R +
l + 1
2
τ+.R ,
et on a :
α.Ll(x) = xL′l(x) .
Opérateur γ. Toujours d'après [Sze75℄ page 102, on a :
L
(α)
l = L
(α+1)
l − L(α+1)l−1 et L(α)l
′
= −L(α+1)l−1 ,
et don :
L′l − L′l−1 = −Ll−1 .
En utilisant l'expression de α et ette dernière égalité, on a :
α.L′l = −
1
2
L′l −
l
2
L′l−1 +
l + 1
2
L′l+1
= e−
x
2
(
−1
2
L′l −
l
2
L′l−1 +
l + 1
2
L′l+1 −
1
2
(−1
2
Ll − l
2
Ll−1 +
l + 1
2
Ll+1)
)
= e−
x
2
(
− l
2
Ll−1 − l + 1
2
Ll − 1
2
(−1
2
Ll − l
2
Ll−1 +
l + 1
2
Ll+1)
)
= e−
x
2
(
−2l + 1
4
Ll − l
4
Ll−1 − l + 1
4
Ll+1
)
.
On en déduit :
α.L′l = −
2l + 1
4
Ll − l
4
Ll−1 − l + 1
4
Ll+1 .
On dénit l'opérateur sur les fontions de N :
γ := −2l + 1
4
I − l
4
τ− − l + 1
4
τ+ ,
et on a :
γ.Ll = α.L′l .
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Lien entre les opérateurs ∆ et α, β, γ
On vérie diretement :
4(α2 + α) = −τ−2 ((l + 2)(l + 1)∆)− τ− ((l + 1)l∆) + (l + 1)(l + 2)(∆2 + 2∆) .(5.10)
2α = (Id+ τ−)(l∆) + τ+ + τ− , (5.11)
β = −τ−(l∆2)− (2Id− τ−)∆ , (5.12)
4γ = −τ−(l∆2)− (2Id− τ−)∆ + 2(2l + 1)Id . (5.13)
Sur les fontions de deux variables l1, l2 entières, on en déduit en partiulier :
α1 − α2 = (τ−1 + I)(l1 + 1)∆1 − (τ−2 + I)(l2 + 1)∆2 (5.14)
2(α1 + α2 + 2α1α2) = (Id+ τ
−
1 )(l1 + 1)∆1 + (Id+ τ
−
2 )(l2 + 1)∆2
+(Id+ τ−1 )(Id+ τ
−
2 ) (l1 + 1)(l2 + 1) ∆1∆2 , (5.15)
4γ1β2 = 4β1β2 − 2τ−2 (2l1 + 1)l2∆22 − 2(2Id− τ−2 )(2l1 + 1)∆2 . (5.16)
On herhe à érire la puissane de ertains opérateurs en fontion de ∆, la multipliation
par l, à des déalages près. Préisons la forme de es déalages : 'est une ombinaison linéaire
nie à oeients rationnels en les opérateurs τ+
k+
et τ−
k−
où k+, k− ∈ N. On peut don
l'érire sous la forme : P (τ+, τ−) := P (τ±), où P ∈ Q[X, Y ] est un polynme de deux
variables à oeients rationnels.
Comme on alule diretement : [τ+
p
, l] = pτ+
p
et [τ−
p
, l] = −pτ−p, on a :
∀P ∈ Q[X, Y ] , ∃!Qp ∈ Q[X, Y ] : [P (τ±), l] = QP (τ±) . (5.17)
On remarque que les termes suivants (pour P ∈ Q[X, Y ]) :
w := l∆P (τ±)lq , x := l∆2P (τ±)lq ,
peuvent se mettre sous la forme d'une somme de terme du type R(τ±)lr∆s où R ∈ Q[X, Y ] et
r, s ∈ N. En eet, d'une part, d'après la propriété (5.17) et la ommutativité des opérateurs
∆, τ±, il existe un polynme Q ∈ Q[X, Y ] tel que
w =
(
P (τ±)l +Q(τ±)
)
∆lq et x =
(
P (τ±)l +Q(τ±)
)
∆2lq ;
d'autre part, on onnait le ommutateur : [∆, lq] = τ+(lq − (l − 1)q) ; alulons l'autre om-
mutateur [∆2, lq]. en ommençant par :
∆2lq = ∆lq∆−∆[lq,∆] = (lq∆− [lq,∆])∆−∆[lq,∆] ;
on déduit de l'expression de [∆, lq] :
[∆2, lq] = −[lq,∆]∆−∆[lq,∆]
= −τ+ (lq − (l − 1)q)∆−∆τ+ (lq − (l − 1)q) ;
∆ (lq − (l − 1)q) = lq∆− τ+ (lq − (l − 1)q)
−(l − 1)q∆+ τ+ ((l − 1)q − (l − 2)q)
= (lq − (l − 1)q)∆ + τ+ (−lq + 2(l − 1)q − (l − 2)q) ,
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puis grâe à la ommutativité des opérateurs ∆ et τ+ :
[∆2, lq] = −τ+ {2 (lq − (l − 1)q)∆ + τ+ (−lq + 2(l − 1)q − (l − 2)q)} ;
on en déduit :
w = l∆P (τ±)lq
=
(
P (τ±)l +Q(τ±)
)
(lq∆+ τ+(lq − (l − 1)q)) , (5.18)
x = l∆2P (τ±)lq
=
(
P (τ±)l +Q(τ±)
) (
lq∆2
+τ+
{
2 (lq − (l − 1)q)∆ + τ+ (−lq + 2(l − 1)q − (l − 2)q)}) . (5.19)
Lemme 5.6 (Puissane de β)
Pour p ∈ N, p ≥ 1, l'opérateur βp est la somme sur q = 0, . . . , p des opérateurs :
Pq(τ
±)lq∆p+q où Pq ∈ Q[X, Y ] .
Démonstration du lemme 5.6: Le as p = 1 est évident d'après l'égalité (5.12). Montrons
e lemme par réurrene. On xe p, et on suppose la propriété du lemme vraie au rang p.
Montrons maintenant que la propriété du lemme est alors vraie au rang p + 1. D'après
l'expression (5.12) de β, et l'hypothèse de réurrene, on a :
βp+1 =
(−τ−(l∆2)− (2Id− τ−)∆) (Pq(τ−)lq∆p+q)
= −τ−lPq(τ±)∆2lq∆p+q − (2Id− τ−)
(
Pq(τ
±)∆lq∆p+q
)
,
ar les opérateurs τ− et ∆ ommutent. Le premier terme du membre de gauhe est de la
forme voulue grâe au alul (5.19) ; le deuxième l'est également, ar on a déjà diretement
alulé : [∆, lq] = τ+(lq − (l − 1)q). 
On aura également besoin de l'expression des puissanes de l'opérateur ∂λ − α/λ en
fontion de ∆ :
Lemme 5.7 (Puissane de ∂λ− α/λ)
Pour une fontion
R :
{
R× N → C
λ, l 7→ R(λ, l) ,
l'expression (
∂λ − α
λ
)p
.R (λ, l)
peut s'érire sous la forme d'une somme sur
(a, b, c, d) ∈ N4 tels que a+ b = p , b+ c ≤ p , d ≤ c ,
de termes de la forme :
Pa,b,c,d(τ
±)λ−a∂bλ(l
d∆c).R (λ, l) , où Pa,b,c,d ∈ Q[X, Y ] .
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Démonstration du lemme 5.7: Le as p = 1 est évident d'après l'égalité (5.11). Montrons
e lemme par réurrene. On xe p, et on suppose la propriété du lemme vraie au rang p.
Montrons maintenant que la propriété du lemme est alors vraie au rang p + 1. D'après
l'expression (5.11) de α, et l'hypothèse de réurrene, l'expression(
∂λ − α
λ
)p+1
.R (λ, l)
peut s'érire sous la forme d'une somme sur le quadruplet (a, b, c, d) ∈ N4 tel que a + b = p
et b+ c ≤ p, d ≤ c de :(
∂λ − (Id + τ
−)(l∆) + τ+ + τ−
2λ
)
Pa,b,c,d(τ
±)λ−a∂bλ(l
d∆c).R (λ, l) ,
don grâe à la ommutativité des opérateurs en λ et l, sous la forme :
Pa,b,c,d(τ
±)∂λλ
−a∂bλ(l
d∆c).R (λ, l) +
1
2
(Id+ τ−)(l∆)Pa,b,c,d(τ
±)λ−a−1∂bλ(l
d∆c).R (λ, l)
+
τ+ + τ−
2
Pa,b,c,d(τ
±)λ−a−1∂bλ(l
d∆c).R (λ, l) ,
Le dernier terme de la somme préédente se met sous la forme voulue. De même pour le
deuxième grâe au alul (5.18) et à la ommutativité des opérateurs en λ et l, ainsi que
pour le premier, ar on voit : ∂λλ
−a∂bλ = −aλ−a−1∂bλ + λ−a∂b+1λ . 
5.1.5 Fontion de Hermite-Weber
Les fontions de Hermite-Weber hk, k ∈ N sur R sont données par :
hk(x) = (2
kk!
√
π)
− k
2 e−
x2
2 Hk(x) où Hk(s) = (−1)kes2(d/ds)ke−s2 ,
Hk est le polynme de Hermite de degré k.
Rappelons (voir setion 5.6 de [Sze75℄), que les fontions de Hermite-Weber hk, k ∈ N
sur R forment une base orthonormale de L2(R) et que haque fontion hk vérie l'équation
diérentielle : y′′ + (2k + 1− x2)y = 0.
On dénit les fontions de Hermite-Weber hα, α ∈ Nn sur Rn par :
hα = Π
n
i=1hαi .
5.2 Matries antisymétriques
Nous préisons ii les oordonnées polaires sur l'ensembleAv des matries antisymétriques
de taille v. On aura à distinguer les as v = 2v′ et v = 2v′ + 1. On note O(v) le groupe des
matries orthogonales, et SO(v) le groupe des matries orthogonales de déterminant 1.
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5.2.1 Rédution
Le groupe O(v) agit par onjugaison sur Av :
∀k ∈ O(v) , A ∈ Av : k.A = kAk−1 .
Pour en dérire les orbites, on dénit le simplexe L, et son adhérene L¯ :
L := {Λ = (λ1, . . . , λv′) ∈ Rv′ : λ1 > . . . > λv′ > 0 } ,
L¯ := {Λ = (λ1, . . . , λv′) ∈ Rv′ : λ1 ≥ . . . ≥ λv′ ≥ 0 } .
À un élément Λ ∈ Rv′ , on assoie la matrie antisymétrique D2(Λ) de taille v :
D2(Λ) =

λ1J
0
.
.
. 0
λv′J
(0)
 où J =
[
0 1
−1 0
]
,
'està dire :
si v=2v' :
 λ1J0 . . . 0
λv′J
 et si v=2v'+1 :

λ1J
0
.
.
. 0
λv′J
0
 .
Proposition 5.8 (Av/O(v))
Toute matrie antisymétrique A ∈ Av est orthogonalement semblable à une matrie diago-
nalisée par blo 2-2. En eet, le polynme aratéristique de A est de la forme :
P (x) =
{
Πv
′
i=1(x
2 − λi2) si v = 2v′
xΠv
′
i=1(x
2 − λi2) si v = 2v′ + 1 ,
où Λ = (λ1, . . . , λv′) ∈ Rv′ ; il existe une matrie orthogonale k ∈ O(v) telle que : A =
k−1D2(Λ)k. On peut hoisir Λ ∈ L¯.
La démonstration se fait de manière élémentaire par réurene sur la taille v de la matrie,
et grâe aux propriétés des endomorphismes normaux.
On dénit plus généralement pour Λ ∈ Rv′ , la matrie antisymétrique Dǫ2(Λ) de taille v :
Dǫ2(Λ) =

λ1J
0
.
.
. 0
λv′−1J
ǫλv′J
(0)
 où ǫ ∈ {1,−1} .
Évidemment, on a D12(Λ) = D2(Λ), et D2(λ1, . . . , λv′) = D2(λ1, . . . ,−λv′).
Proposition 5.9 (Av/SO(v))
Pour toute matrie antisymétrique A ∈ Av il existe k ∈ SO(v), Λ ∈ L¯ et ǫ = ±1 tels que :
A = k−1Dǫ2(Λ)k.
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5.2.2 Isomorphisme Sp(n) ∩O(n) ∼ Un
Dénissons pour n ∈ N− {0}, les matries antisymétriques de taille 2n× 2n :
Jn := J
+1
n :=
 J . . . 0. .
.
0 . . . J
 et J−1n :=
 J . . . 0. .
.
0 . . . −J
 .
et la omplexiation :
ψ(n,+1)c = ψ
(n)
c : x1, y1, . . . , xn, yn → x1 + iy1, . . . , xn + iyn ,
ψ(n,−1)c : x1, y1, . . . , xn, yn → x1 + iy1, . . . , xn−1 + iyn−1, yn + ixn .
Proposition 5.10 (Matries orthogonales ommutant ave Jǫn)
Soit n ∈ N − {0}. Les matries orthogonales de taille 2n qui ommutent ave J ǫn ont pour
déterminant 1. On a un isomorphisme ψ
(n,ǫ)
1 entre
 le groupe des matries 2n− 2n orthogonales qui ommutent ave J ǫn,
 le groupe Un des matries unitaires de taille n.
Il vérie :
∀ k,X : ψ(n,ǫ)c (k.X) = ψ(n,ǫ)1 (k).ψ(n,ǫ)c (X) .
On notera ψ
(n,+1)
1 = ψ
(n)
1 .
Démonstration rapide de la proposition 5.10: Soit k ∈ O(2n) qui ommute ave J ǫn. Une
base de l'espae propre assoiée à la valeur propre −1 pour k peut s'érire sous la forme :
e1, J
ǫ
n.e1, e2, J
ǫ
n.e2 . . . don la dimension de e sous-espae propre est paire et det k = 1.
Érivons la matrie k par blo 2-2 :
k =
 k
′
1,1 . . . k
′
1,n
.
.
.
k′n,1 k
′
n,n
 où k′l,c = [ k2l−1,2c−1 k2l−1,2ck2l,2c−1 k2l,2c
]
;
On dénit les oeients d'une matrie omplexe u ul,c = k2l−1,2c−1 + ik2l,2c−1, 1 ≤ l, c ≤ n,
si ǫ = 1, et si ǫ = −1 :
ul,c =

k2l−1,2c−1 + ik2l,2c−1, si 1 ≤ i, j < n,
k2l−1,2n − ik2l−1,2n−1 si (i, j) = (i, n) 6= (n, n),
k2n,2c−1 − ik2n,2c si (i, j) = (n, j) 6= (n, n),
k2n,2n − ik2n,2n−1 si (i, j) = (n, n).
Comme la matrie k est orthogonale, la matrie u est unitaire. 
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5.2.3 Passage en oordonnées polaires
En fait, nous allons nous intéressés à l'ensemble Dv des matries antisymétriques aux-
quelles on assoie omme dans la proposition 5.8 Λ ∈ L ⊂ L. On obtient le passage en
oordonnées polaires :
Lemme 5.11 (Passage en oordonnées polaires)
Il existe η une mesure sur le simplexe L ⊂ Rv′ donnée par :
dη(Λ) =
{
cΠj<k(λ
2
j − λ2k)2dΛ si v = 2v′
cΠiλ
2
iΠj<k(λ
2
j − λ2k)2dΛ si v = 2v′ + 1
(où dΛ = dλ1 . . . dλv′) ;
la onstante c est telle que l'on ait le passage en oordonnées polaires sur l'ensemble des
matries antisymétriques Av :∫
Av
g(A)dA =
∫
O(v)
∫
L
g(k.D2(Λ))dη(Λ)dk . (5.20)
Ce lemme est déjà bien onnu : dans [Str91℄ (page 398), on renvoit à [Hel62℄ page 382. Nous
le montrons ii à la main.
Nous avons besoin aussi de résultats sur le Laplaien sur Av. Rappelons que lorsque la
base anonique de l'espae vetoriel Av est Ei,j , i < j où Ei,j désigne la matrie antisymé-
trique dont toutes les entrées sont nulles sauf elle de la ième ligne et jème olonne qui vaut
1 et elle de la jème ligne et ième olonne qui vaut -1, le laplaien sur l'espae vetoriel Av
est donné par :
∆f =
∑
i<j
D2f(Ei,j, Ei,j) .
Nous aurons en fait besoin de l'expression du Laplaien en oordonnées polaires sur le sous
ensemble Dv. Pour ela, dénissons l'appliation
ψ :
{
O(v)×L −→ Av
k,Λ 7−→ k.D2(Λ) ,
dont l'image est Dv, le sous groupe Kr de O(v) omme l'ensemble des matrie de la forme :
rθ1
0
.
.
. 0
rθv′
(1)
 où
la matrie rθ désigne une rotation du plan :
rθ =
[
cos θ − sin θ
sin θ cos θ
]
.
On voit :
Kr = {k ∈ O(v) ∀Λ ∈ L ψ(k,Λ) = D2(Λ)} .
On note
140
 l'espae homogène K˜ = O(v)/Kr omme variété quotient de O(v) par le sous groupe
Kr (l'ation onsidérée est elle à droite),
 p : O(v)→ K˜ la submersion anonique,
 dk˜ la mesure sur la variété homogène induite par les deux mesure de Haar normalisée
de masse 1.
On peut don dénir l'appliation que l'on note enore ψ :
ψ :
{
K˜ ×L −→ Av
p(k),Λ 7−→ k.D2(Λ) ,
qui devient une bijetion sur Dv, et aussi un diéomorphisme de variétés.
Préisons les espaes tangents de es variétés. Évidemment, on identie TL ∼ Rv′ et
TAv ∼ R v(v−1)2 en tout point. On munit l'espae O(v) des artes loales au point k ∈ O(v) :
(ai,j)1≤i<j≤v 7−→ k exp
(∑
i<j
ai,jEi,j
)
,
où exp désigne l'appliation matriielle exponentielle, et Ei,j, 1 ≤ i < j ≤ v la base ano-
nique des matries antisymétriques donnée plus haut. L'espae tangent au point k peut don
s'identier à
TkO(v) ∼ {k ~A , ~A matrie antisymétrique de taille p } .
Par passage au quotient, lorsque l'on a hoisi k ∈ O(v) tel que p(k) = k˜ pour haque k˜, la
variétés K˜ est munie des artes loales au point k˜ :
(ai,j)1≤i<j≤v,(i,j)6=(2k−1,2k) 7−→ p
(
k exp
(∑
ai,jEi,j
))
,
et l'espae tangent au point k˜ peut don s'identier à
Tk˜K˜ ∼
{
k ~A , ~A
matrie antisymétrique de taille p,
dont les blos 2-2 sur la diagonale sont nuls
}
,
dont nous xons la base anonique formée par les veteurs kEi,j, pour 1 ≤ i < j ≤ v et
(i, j) 6= (2k − 1, 2k). Lorsqu'il n'y aura pas de onfusion possible, on notera de la même
manière k ∈ O(v) et son image p(k), et de même pour les veteurs des espaes tangents
TO(v) et TK˜. On identie Tk˜,Λ(K˜ ×L) ∼ Tk˜K˜ ⊕TΛL et sa base anonique est don formée
par les veteurs suivants :
 les veteurs
~Ei,j = kEi,j, i < j, (i, j) 6= (2l − 1, 2l),
 les veteurs
~E2l−1,2l, l = 1, . . . , v
′
, le veteur olonne de TL ∼ Rv′ dont toutes les entrées
sont nulles sauf la lème qui vaut 1 ; on peut les identier au hamps de veteurs ∂λi
dérivée en les variables de Λ.
Dans la suite, on identie la diérentielle Dk,Λψ à l'appliation linéaire sur Tk˜K˜ ⊕ TΛL.
Elle est donnée par :
Dk,Λψ(ke
t ~A, ~Λ) =
d
dt t=0
d
duu=0
ψ(ket
~A,Λ+ u~Λ) .
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Lemme 5.12 (Laplaien en oordonnées polaires)
Soit f une fontion sur Av, v ≥ 1. On pose g = f ◦ ψ : 'est une fontion sur K˜ × L. On a
pour A = ψ(k,Λ) :
∆f(A) =
∑
l
∂2λlg +
∑
i<j
∑
(m,n)∈Ii,j
D2k,Λg(Dψ
−1(k.Em,n), Dψ
−1(k.Em,n))
+
∑
i<j
− 4
λ2j − λ2i
(λi∂λi − λj∂λj ).g+∑
i
∑
i˜=2i,2i−1
1
λ2i
D2.g( ~Ei˜,v,
~Ei˜,v)−
2
λi
∂λi .g si v = 2v
′ + 1
 ;
On a omis l'argument (k,Λ) de g et de ses dérivées. Les sommes sur un seul indie se font sur
l'ensemble {1, . . . , v′}. Les sommes indiées par i < j se font sur l'ensemble {1 ≤ i < j < v′},
qui est vide lorsque v′ = 1. Pour 1 ≤ i < j ≤ v′, v′ > 1, on a noté Ii,j = {(2i − 1, 2j −
1), (2i, 2j), (2i− 1, 2j), (2i, 2j − 1)}.
On a le alul expliite des Dψ−1(k.Em,n) = Dk,Λψ
−1(k.Em,n), (m,n) ∈ Ii,j :
Dψ−1(k.E2i−1,2j−1) =
1
λ2j−λ
2
i
(−λj ~E2i−1,2j + λi ~E2i,2j−1)
Dψ−1(k.E2i,2j ) =
1
λ2j−λ
2
i
(−λi ~E2i−1,2j + λj ~E2i,2j−1)
Dψ−1(k.E2i−1,2j ) =
1
λ2j−λ
2
i
(λj ~E2i−1,2j−1 + λi ~E2i,2j)
Dψ−1(k.E2i,2j−1 ) =
1
λ2j−λ
2
i
(−λi ~E2i−1,2j−1 − λj ~E2i,2j) ,
où on a noté
~Ei,j = kEi,j , i < j, (i, j) 6= (2l − 1, 2l).
5.2.4 Démonstrations
Nous démontrons ii les deux lemmes de la sous setion préédente.
Démonstration de lemme 5.11
Comme Dv est un ouvert dense de Av, on a :∫
Av
g(A)dA =
∫
Dv
g(A)dA =
∫
L
∫
K˜
g(k.D2(Λ))| detDk,Λψ| dΛdk ,
où detDk,Λψ le déterminant de l'appliation linéaire Dk,Λψ vue dans les bases anoniques
des espaes tangents.
On note Ii,j est l'ensemble ordonné :
Ii,j = {(2i− 1, 2j − 1), (2i, 2j), (2i− 1, 2j), (2i, 2j − 1)} .
Nous allons expliiter Dk,Λψ, son déterminant et ainsi que son inverse Dψ
−1
dont nous
aurons besoin dans la démonstration de lemme 5.12.
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On a pour k ~A ∈ TkO(v) :
D(k,Λ)ψ(k ~A) = k.[ ~A,D2(Λ)] (le rohet est elui des matries) .
On a pour
~Λ ∈ TL
D(k,Λ)ψ(~Λ) = k.D2(~Λ) .
L'appliation linéaire D(k,Λ)ψ envoie

~E2l−1,2l sur k.E2l−1,2l, l = 1, . . . , v
′
. Don on a :
Dψ−1k.E2l−1,2l = ~E2l−1,2l = ∂λl .
 pour tout i < j (lorsque v′ > 1), l'espae vetoriel ~Vi,j engendré par les veteurs
~El,m, (l, m) ∈ Ii,j sur l'espae vetoriel k.Vi,j engendré par les veteurs k.El,m, (l, m) ∈
Ii,j. De plus l'appliation D(k,Λ)ψ restreinte au départ à ~Vi,j et à l'arrivée à k.Vi,j se
représente dans la base de départ
~El,m, (l, m) ∈ Ii,j et d'arrivée k.El,m, (l, m) ∈ Ii,j par
la matrie : 
0 0 −λj −λi
0 0 λi λj
λj −λi 0 0
λi −λj 0 0
 ,
dont le déterminant est (λ2i − λ2j)2, et l'inverse est :
1
λ2j − λ2i

0 0 λj −λi
0 0 λi −λj
−λj −λi 0 0
λi λj 0 0
 .
On en déduit le alul expliite des Dψ−1(k.Em,n), (m,n) ∈ Ii,j donné dans l'énoné
du lemme 5.12.

~E2i,v sur −λik.E2i−1,v et ~E2i−1,v sur λik.E2i,v (lorsque v = 2v′ + 1) pour i = 1, . . . , v′.
Et don en restrition à
~E2i,v, ~E2i−1,v et à son image, le déterminant de Dψ est λ
2
i et
son inverse est donnée par :
Dψ−1(k.E2i,v) =
1
λi
~E2i−1,v et Dψ
−1(k.E2i−1,v) = − 1
λi
~E2i,v .
On en déduit :
| detDk,Λψ| =
{
Πj<k(λ
2
j − λ2k)2 si v = 2v′
Πiλ
2
iΠj<k(λ
2
j − λ2k)2 si v = 2v′ + 1
,
143
Démonstration du lemme 5.12
Comme le laplaien est égale à la trae de la matrie hessienne dans la base anonique
{Em,n}, et dans toute autre base orthonormée {k.Em,n} pour tout k ∈ O(v) et en partiulier
pour k de la déomposition en polaire de A, on a :
∆f(A = k.D2(Λ)) =
∑
m<n
D2f(Em,n, Em,n) =
∑
m<n
D2f(k.Em,n, k.Em,n) .
Comme Df ◦Dψ = Dg, on a :
D2f(Dψ,Dψ) +DfD2ψ = D2g ,
et don sur Dv, on a :
D2f =
(
D2g −Dg ◦Dψ−1 ◦D2ψ) (Dψ−1, Dψ−1) . (5.21)
Pour obtenir la formule, il nous sut d'expliiter l'opérateur enore D2ψ ainsi que les
expressions Dψ−1(A) et Dψ−1 ◦D2ψ(Dψ−1A,Dψ−1A) pour des matries A = k.Em,n.
Conernant D2ψ, on voit que :
D2ψ(k ~A1, k ~A2) = k.[ ~A2, [ ~A1, D2(Λ)]] , (5.22)
D2ψ(~Λ1, ~Λ2) = 0 . (5.23)
Expliitons Dψ−1 ◦D2ψ(Dψ−1(A), Dψ−1(A)) :
 pour A = k.E2l−1,2l, d'après (5.23) :
D2ψ(Dψ−1(k.E2l−1,2l), Dψ
−1(k.E2l−1,2l)) = D
2ψ( ~E2l−1,2l, ~E2l−1,2l) = 0 ,
et don Dψ−1 ◦D2ψ(Dψ−1(A), Dψ−1(A)) = 0.
 pour A ∈ k.Vi,j (lorsque v′ > 1) : on pose k ~A = Dψ−1(A) ∈ ~Vi,j alulé préédemment.
On a don d'une part :
Dψ(k ~A) = A = k.[ ~A,D2(Λ)] ,
et d'autre part, d'après (5.22) :
D2ψ(Dψ−1(A), Dψ−1(A)) = D2ψ( ~A, ~A) = k.[ ~A, [ ~A,D2(Λ)]]
= k.[ ~A, k−1.A] = [k. ~A,A] .
Dans les 4 as A = k.Em,n, (m,n) ∈ Ii,j, on a k. ~A = ~Em,n par hoix de notation don :
[k. ~A,A] =
1
λ2j − λ2i
(−λjk.E2j−1,2j + λik.E2i−1,2i) ,
d'après e qui préède, puis :
Dψ−1 ◦D2ψ(Dψ−1(A), Dψ−1(A)) = 1
λ2j − λ2i
(−λj ~E2j−1,2j + λi ~E2i−1,2i) .
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 pour A = k.El,v, l = 2i, 2i− 1, 1 ≤ i ≤ v′ (lorsque v = 2v′ + 1) dans les deux as :
D2ψ(Dψ−1(A), Dψ−1(A)) = [k. ~A,A] = −λ−1i k.E2i−1,2i ,
puis
Dψ−1 ◦D2ψ(Dψ−1(A), Dψ−1(A)) = −λ−1i ~E2i−1,2i .
Et don, grâe à l'égalité (5.21), on obtient les expressions de D2f(kEm,n), puis l'on
somme. On obtient l'expression de lemme 5.12 voulue.
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