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Abstract
Robust Quasi-LPV Controller Design via Integral Quadratic
Constraint Analysis
James C. Kempsell Jr.
Supervising Professor: Dr. Juan C. Cockburn
Reduced cost of sensors and increased computing power is enabling
the development and implementation of control systems that can
simultaneously regulate multiple variables and handle conflicting
objectives while maintaining stringent performance objectives. To
make this a reality, practical analysis and design tools must be devel-
oped that allow the designer to trade-off conflicting objectives and
guarantee performance in the presence of uncertain system dynam-
ics, an uncertain environment, and over a wide range of operating
conditions. As a first step towards this goal, we organize and stream-
line a promising robust control approach, Robust Linear Parameter
Varying control, which integrates three fields of control theory: In-
tegral Quadratic Constraints (IQC) to characterize uncertainty and
nonlinearities, Linear Parameter Varying systems (LPV) that formal-
izes gain-scheduling, and convex optimization to solve the resulting
robust control Linear Matrix Inequalities (LMI).
To demonstrate the potential of this approach, it was applied to
the design of a robust linear parametrically varying controller for an
ecosystem with nonlinear predator-prey-hunter dynamics.
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Notation
This chapter explicitly defines the notation used in equations through-
out the document.
• Lowercase bold letters, e.g., b, x, etc., denote vectors. Capital
letters, e.g., A,B, etc., denote matrices.
• The conjugate transpose of a matrix is denoted with the super-
script ∗. For example,
[
4− 5j 3
]∗
=
 4 + 5j
3

• The Kronecker product is denoted by the symbol ⊗. For matri-
ces A ∈ Rm×n and B ∈ Rp×q, the Kronecker product A ⊗ B ∈
Rmp×nq is defined as
A⊗B =

a11B . . . a1nB
... . . . ...
am1B . . . amnB

• Hn×m∞ denotes the space of measurable, bounded, stable func-
tions. RHn×m∞ requires that the functions be real.
• We will round brackets for general matrices, including block
xiv
matrices and matrices of transfer functions. For example
M =
M11 M12
M21 M22

where the precise nature of Mii depends on the context.
• To save space when writing symmetric matrix equations the sym-
bol ? will be used to denote the obvious symmetric expression.
For example, ABBA = ?BA. The ? symbol may also be trans-
posed: (AB)TAB = ?TAB. With block matrices,?
?
T M11 M12
M21 M22
 =
M11 M12
M21 M22
T M11 M12
M21 M22

• Curled inequality symbols≺ or represent generalized inequal-
ities. Between vectors it represents component-wise inequali-
ties, between symmetric matrices it represents matrix inequali-
ties, for example M  0 indicates that M is positive definite.
1Chapter 1
Introduction
1.1 Feedback Control
Feedback control theory aims to manage any dynamical system to-
wards a desirable setpoint through informed action based on mea-
surements. Fundamentally, feedback control can be applied to any
type of dynamical system including, but not limited to, mechanical,
biological, chemical, or electrical systems.
The system being managed is referred to as the plant, whose be-
havior is captured by two outputs: z and y. z is a vector of variables
that must be kept “small”. These are often error signals, such as the
difference between the desired and measured temperature of a room.
The second output, y, represents measurements available for feed-
back, such as temperature or voltage. The controller then decides
what action to take and influences the plant through the control sig-
nalsu. Finally,w collects all external influence on the system, such as
2disturbances, sensor noise, or reference signals. Many control prob-
lems can be transformed to this standard feedback interconnection,
shown Figure 1.1, which allows us to pose a large class of control
problems in a unified manner.
wz
y u
Figure 1.1: Standard Feedback Interconnection
1.1.1 Generalized Plant
In the context of control systems design, the plant represents the
parts of a system that cannot be modified by the control engineer. To
design a control system, additional information such as the nature of
exogenous inputs, performance constraints, uncertainties and more
must be accounted for. The Generalized Plant G consolidates all the
information in the standard feedback interconnection and facilitates
the design and analysis of control systems for a wide variety of prob-
lems.
For example, we are given a control problem to design C1 and C2
so that v tracks the reference signal r while keeping the control input,
3u, small. The weighting filter Wr shapes the expected spectrum of r,
so the controller knows where performance is most crucial. The lay-
out shown in Figure 1.2 is not standard at all, but once it is reformed
to look like the interconnection in Figure 1.1, applying control theory
becomes much more straightforward.
Wr C1
r
−
+w
P
u v
C2
Figure 1.2: Feedback Loop [9]
To convert this layout into the standard layout, simply identify
the four signals: w, z, u and y. w is all external signals, which in
this case is still just w. z is all the performance related inputs. We
have two constraints: minimize tracking error, and minimize control
output, so z =
(
r − v u
)T
. y represents all the measurements given
as input to the controller. Both C1 and C2 are parts of the controller,
so y =
(
r v
)T
. Finally, u is all input to the actual plant, which is just
u [9].
Standardizing control problems using the Generalized plant is a
very powerful tool that will be used heavily in this thesis.
41.2 Research Goals
The goals of this thesis are to organize results from [1] [28] [21] in a
unified framework that allows the designer to balance multiple con-
flicting performance objectives in the presence of uncertainty, and
second to demonstrate the application of this approach to a system
with nonlinear predator-prey dynamics.
To have practical value, this framework must abstract the details
of the IQC implementation, allowing engineers to make design choices
without worrying about the technical details. The framework will
simply require a model, and allow choices such as weights, parame-
ter range and solver options.
The proposed approach will be demonstrated on the predator-
prey-hunter bioeconomic system explored in [21] and [8]. This sys-
tem was chosen for several reasons. First, there are many inherent
conflicting objectives for the controller to manage, such as ecologi-
cal sustainability, livestock safety and hunter entertainment. Second,
there are many uncertainties, such as measurement noise and delay,
model imperfection, and seasonal disturbances. Finally, this is an ap-
propriate application to demonstrate control theory’s relevance out-
side the typical electro-mechanical domain.
51.3 Thesis Organization
This thesis begins with background information that frames the prob-
lem and the chosen solution. Chapter 2 provides the foundation of
the thesis work to provide an understanding of how this solution
was formed. The first half of the chapter introduces model con-
struction. Starting with a nonlinear uncertain differential equation
model, applying these techniques results in an LPV model with all
the imperfections compartmentalized. The second half explains how
to manipulate the model into solvable LMI’s that result in a robust
controller.
Chapter 3 introduces the primary model used for testing by ex-
plaining its relevance, justifying its construction, and analyzing its
imperfections. In addition, the results of previous research is pre-
sented to provide context on how our method can improve results,
and reasoning for the reference signals chosen.
Chapter 4 details the controller synthesis algorithm using IQC
analysis. Chapter 5 details the design choices available to the en-
gineer.
Simulation results are presented in Chapter 6 for all three different
types of controllers given by this algorithm: nominal LPV, static IQC
and dynamic IQC’s.
6Finally, Chapter 7 concludes the paper by discussing the issues
encountered with this algorithm, then summarizes the results and
proposes future research.
7Chapter 2
Background
This chapter summarizes the theoretical foundation behind building
and analyzing a generalized plant that isolates nonlinearities and un-
certainties.
2.1 Nonlinear dynamical systems
Consider the multi-input and multi-output nonlinear system described
by the differential equations (2.1), with state vector x, input u and
output y. f and g are nonlinear functions that may include any type
of dynamics including, but not limited to x, x2, xu, 1x .
x˙ = f(x, u)
y = g(x, u) (2.1)
Given a particular set of initial conditions x0, Equation (2.1) de-
fines a solution y(t) that is defined for all t > 0.
8The nonlinear model, derived from physical formulas and mea-
surements, is the most accurate model of the system. The next few
sections illustrate different methods to linearize or alter this plant to
be amenable to control applications.
2.2 Gain Scheduling
The practical approach to develop a controller for a nonlinear system
is via Gain Scheduling [20]. The first step is to linearize the plant at
many different operating points. This creates a grid of Linear Time
Invariant (LTI) plants that are identical to the nonlinear system at ex-
actly one point, and approximate nearby dynamics. In principle, as
the number of points in the grid approaches infinity, the approxima-
tion becomes identical to the nonlinear model. However in practice,
only a finite number of points can be selected, so the grid density
must be chosen to balance computational complexity and approxi-
mation accuracy.
Second, a controller is designed at each point using any suitable
linear control design technique. This gives a grid of controllers the
same size as the grid of approximations. Finally a scheduling strat-
egy is designed to switch and interpolate the controllers at different
operating points using measurements that correlate with the operat-
ing conditions. This Gain Scheduling technique is attractive because
9it allows the use of well understood linear control methods [18].
First and foremost, gain scheduling is an ad-hoc technique with
no agreed upon method to interpolate between controllers. Perhaps
most importantly, there are no performance or even stability guaran-
tees [30]. So, the only way to test performance is through extensive
simulations. Also, there can only be a finite number of controllers
calculated beforehand. If the plant leaves the range of pre-computed
controllers, gain-scheduling is likely to fail. Gain-scheduled systems
must also assume slow variation in the parameters, or the controller
will undoubtedly fail [31].
2.3 Linear Parameter Varying Systems
Linear Parameter Varying (LPV) systems are linear systems whose
state space matrices depend on a set of time varying parameters.
Originally, they were developed as a rigorous approach to gain-scheduling
on a variables available for real-time measurement [3]. Where Gain
Scheduling must interpolate between a grid of controllers, an LPV
controller has a realization at every point [4].
Designing a controller for an LPV plant yields an LPV controller
that depends plant’s time varying parameters, causing the controller
to vary with time like the plant. Because these variables may now
10
be used to acquire a realization of the controller at any given mo-
ment, they are now referred to as Scheduling Variables. Figure 2.1
shows how the generalized plant interconnection is extended to an
LPV system [22].
wG(ρ(t))
K(ρ(t))
y u
z
Figure 2.1: LPV Generalized System
2.4 Quasi-LPV Representation of Nonlinear Systems
When the states are measured and form part of the scheduling vari-
ables, it is possible to represent nonlinear dynamics as a quasi-LPV
system. The nonlinear equations (2.1) can be written as.
x˙ = A(ρ(t))x+B(ρ(t))u
y = C(ρ(t))x+D(ρ(t))u (2.2)
where ρ(t) is a vector of scheduling variables. If ρ(t) does not contain
the states, Equation (2.2) represents a Linear Parameter Varying (LPV)
system. If ρ(t) contains at least one state, then the system is said to be
11
in quasi-LPV form. At each moment in time, ρ(t) is constant, making
the (frozen) dynamics linear. However, since ρ(t) varies with time,
the system is time-varying through the parameters.
Many practical systems can be modeled as LPV or quasi-LPV sys-
tems with varying degrees of conservatism. For example, linearizing
a nonlinear system along a trajectory leads to an LPV system. How-
ever, to model nonlinear systems along any trajectory, it is necessary
to allow the states to be part of the scheduling vector ρ(t). The fol-
lowing example illustrates this case [33].
x =
x1
x2
 x˙ =
x22
x1
⇒
0 x2
1 0
x1
x2
 = A(ρ)x, ρ = x2 (2.3)
In this simple example choosing x2 as a scheduling parameter turns
a nonlinear system into a quasi-LPV system.
Using states as scheduling variables introduces additional diffi-
culties in the analysis and design of controls systems. First, it as-
sumes that we can measure internal states, which may not always be
possible (no sensors available) or feasible (too expensive). Second,
this representation is not unique and therefore some intrinsic prop-
erties of the system such as controllability and observability could be
lost [35].
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2.5 Linear Fractional Representation of Uncertainty
An effective way to model systems with uncertainty is to isolate or
“pull–out” the uncertainties via Linear Fractional Transformations
(LFT). Figure 2.2 illustrates the effect of an LFT applied to a state-
space system with uncertain parameters q of the form:x˙
y
 =
A(q) B(q)
C(q) D(q)
x
u
⇒
x˙
y
 = Σ(q)
x
u
 (2.4)
Applying the LFT adds addition input δu and output δy, but the un-
certainty q is now independent of the rest of the system’s dynamics.
xx˙
uy D(q) C(q)
B(q) A(q)
ff
ff
ff
ff
∆(q)
xx˙
δuδy
uy
ff
ff
ff
ff
ff
D11 D21 C1
D12 D22 C2
B1 B2 A
-
Figure 2.2: Linear Fractional Representation of Uncertain State-Space System [7]
The Linear Fractional Representation (LFR) problem consists of
finding a coefficient matrix M and a block structure ∆ such that
Fu(M,∆) = ∆ ? M = M21∆(I −M11∆)−1M12 +M22 (2.5)
where the operator ? is called the Redheffer star product. In this case,
and many others, ? is equivalent to the feedback interconnection
shown in Figure 2.2. The LFR coefficient matrix, M , represents the
13
nominal dynamics of the system (with no uncertainty, e.g., ∆ = 0),
and ∆ encodes the structure of the uncertain parameters. The fol-
lowing example from [11] illustrates an elementary approach to con-
struct an LFR.
Consider a state-space system where the parameters k, m and c
are uncertain.
 y˙
my¨
 =
x˙1
x˙2
 ,

x˙1
x˙2
y
 =

0 1m 0
−k −c 1
1 0 0


x1
x2
F
 (2.6)
Each uncertain parameter takes values in a bounded interval and can
be described by the algebraic equations
k = k¯(1 + δkwk), δk ∈ [−1, 1]
m = m¯(1 + δmwm), δm ∈ [−1, 1]
c = c¯(1 + δcwc), δc ∈ [−1, 1] (2.7)
and δ = [δk, δm, δc]T is a vector of normalized uncertainties. With this
normalization we can guarantee that when δ = 0 we recover the
nominal parameters. The pair of matrices (M ,∆) that result from
14
“pulling–out” the uncertain parameters
M =
M11 M12
M21 M22
 =

0 m¯−1 0 −wm 0 0
−k¯ −c¯ 1 0 wk wc
1 0 0 0 0 0
0 m¯−1 0 −wm 0 0
−k¯ 0 0 0 0 0
0 −c¯ 0 0 0 0

, (2.8)
∆ =

δm 0 0
0 δk 0
0 0 δc
 (2.9)
Notice that M11 looks identical to the original matrix in (2.6). With
all the uncertain parameters pulled-out, M has the same dynamics
as the original system. To verify the coefficients, “reconnect” the two
blocks using the Redheffer Star product, i.e., ∆ ? M defined by (2.5).
The result gives the original Equation (2.6) [11].
Finding the matricesM and ∆ is equivalent to a multidimensional
realization problem and there are several algorithms to do this [7]
[23]. These advanced techniques can be used to extract both time
variant parameters and nonlinearities, making LFR’s a perfect com-
bination with quasi-LPV modeling, because both the nonlinearities
and model uncertainties may be isolated into ∆ blocks.
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2.6 Linear Matrix Inequalities
Many common control problems may be expressed as Linear Matrix
Inequalities (LMI), such as calculatingH∞ orH2 norms, determining
stability, and many others [30]. Recent advances in convex optimiza-
tion have opened the door to solving systems of LMI’s [5], which are
at the core of the IQC approach used in this work.
Definition 1 (Strict) Linear Matrix Constraint
An LMI constraint on a vector x ∈ Rn is defined as,
F (x) = F0 +
n∑
i=1
Fixi  ( 0) (2.10)
where F0 = F T0 and Fi = F Ti ∈ Rn×n are given
Both strict LMIs () and nonstrict LMIs () appear in control prob-
lems. Note LMI’s are actually affine matrix inequalites.
The LMI (2.10) defines a convex constraint on x, meaning the set
{x|F (x)  0x ∈ Rn} is convex. Convexity is fundamental property
of these LMI’s and is exploited when solving large systems of LMI’s.
Multiple LMI’s F 1(x)  0, ...F p(x)  0 can be expressed as a single
LMI, diag(F 1(x), ..., F p(x))  0, and from now on no distinction will
be made between a single LMI and a set of LMIs.
An example of a common use of LMI’s in control is the test for
Lyapunov stability of a system x˙ = Ax, which is characterized by
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the following inequalities
xTKx > 0
xT (ATK +KA)x < 0 (2.11)
that can be written as an single LMI as−K 0
0 ATK +KA
 ≺ 0 (2.12)
where the decision variable, K = KT , is a symmetric matrix, instead
of a vector. Note that the inequality F (K) ≺ 0 is linear in K [26].
2.6.1 Feasibility and Eigenvalue Problems
LMIs appearing in control problems break down into two large sub-
sets: feasibility problems and eigenvalue problems. To solve a fea-
sibility problem, it is sufficient to find a set of decision variables x
where the LMI is valid. Equation (2.12) is an example of a feasibility
LMI, because one must only find one K that satisfies the inequality
to guarantee that the system is exponentially stable [30].
LMI eigenvalue problems seek to find an optimal solution by min-
imizing the largest eigenvalue of a (symmetric) matrix, subject to
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LMI constraints. For example,
minimize λ
subject to λI − A(x)  0 (2.13)
B(x)  0
where A and B are symmetric matrices that depend affinely on the
decision variablex. This has been shown to be a convex optimization
problem [5].
Another common eigenvalue problem is to minimize a linear func-
tion subject to an LMI:
minimize cTx
subject to F (x)  0 (2.14)
with F an affine function of x. If the matrices Fi are all diagonal,
this problem reduces to minimizing the linear function cTx subject
to a set of linear inequalities on x. Both of these problems will be
discussed later since they arise in the synthesis stage of controller
development.
2.6.2 Schur Complements
Schur complements are often used to transform quadratic inequali-
ties to LMIs [32].
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Lemma 1 Let Q(x) = Q(x)T and R(x) = R(x)T be affine matrices of x,
with compatible size. Then the condition[
Q(x) S(x)
ST (x) R(x)
]
 0 (2.15)
is equivalent to
R(x) > 0
Q(x)− S(x)R(x)−1S(x)T > 0 (2.16)
For example, consider a continuous algebraic Riccati inequality, which
is quadratic with respect to the decision variable P = P T ,
ATP + PA+ PBR−1BTP +Q ≺ 0 (2.17)
Using Schur complements in can be transformed to the LMI−ATP − PA−Q PB
BTP R
  0 (2.18)
where A,B,Q = QT , R = RT > 0 are fixed matrices of appropriate
sizes. This LMI is convex in P .
2.7 IQC Analysis
Integral Quadratic Constraints (IQC) can be used to characterize dif-
ferent types of uncertainties, isolated in the ∆ block, and analyze
their effect on performance and stability [24] of feedback systems.
Figure 2.3 [16] illustrates the use of multiple IQC’s (Π1, Π2). Each IQC
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characterizes a range of uncertainties that includes ∆. The striped re-
gion represents the uncertainties captured by both IQC’s, resulting in
a less conservative approximation of ∆.
∆
IQC(Π1)
IQC(Π2)
Figure 2.3: IQC Uncertainty Characterization [16]
IQC’s are defined by an integral over quadratic forms generated
by an inner product of two signals. The result of the integral is com-
pared with 0 to determine if the IQC is valid.
Robust analysis with IQC’s comprises two steps. First, the IQC is
tested on ∆ using Equation (2.19):
∫ ∞
−∞
 v(jω)
∆(v)(jω)
∗Π(jω)
 v(jω)
∆(v)(jω)
 dω ≥ 0 (2.19)
where Π is the so called “multiplier” to be tested and v is any finite
energy, integrable and continuous signal. If the inequality is satisfied
for all v, then Π defines a valid IQC on ∆, expressed as Π ∈ IQC(∆).
Many different multipliers may define valid IQCs on ∆. The more
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that are found, the more precise characterization of the uncertainty
IQCs can provide.
The second analysis step is performed after synthesis to ensure
that the uncertainty requirements were met. G(jω) is the frequency
response of the generalized closed loop system. If Equation (2.20) is
true for all the multipliers Π, the system is robustly stable [24] with
respect to the characterized uncertainty.G(jω)
I
∗Π(jω)
G(jω)
I
 < 0 ∀ω ∈ R ∪∞ (2.20)
IQCs can characterize a wide variety of uncertainties and nonlin-
earities such as: stability, passivity, positivity[16], uncertain dynam-
ics, time varying dynamics, and time delays [24]. IQCs show promise
as a method to test a controller for robustness. In this thesis, the uni-
fying framework is given by the use of IQCs and LMIs.
2.7.1 Static and Dynamic Multipliers
Depending on the constraint being defined, a multiplier Π can be
frequency dependent or frequency independent. Frequency inde-
pendent multipliers are referred to as “Static” because across all fre-
quencies the weight is simply a matrix gain. Static multipliers result
in more numerically malleable systems, but characterize the uncer-
tainty with significant conservativeness.
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On the other hand, frequency dependent multipliers, or Dynamic
multipliers, retain the frequency dependence allowed by the IQC
definition. In practice, Dynamic multipliers must be stable and proper
transfer functions, ruling out the use of ideal filters.
2.8 The Kalman-Yakubovich-Popov Lemma
The Kalman-Yakubovich-Popov (KYP) lemma is a fundamental re-
sult in control theory that provides the connection between frequency
dependent matrix inequalities and the feasibility of linear matrix in-
equalities. Using the KYP, the frequency dependent IQC analysis
equations, (2.19) and (2.20), may be converted into frequency inde-
pendent LMIs with a finite number of unknown variables. The KYP
lemma can be stated as follows [28]:
Lemma 2 [26] For any triplet of matrices A ∈ Rn×n, B ∈ Rn×m and M ∈
R(n+m)×(n+m) =
(
M11 M12
M21 M22
)
, the following statements are equivalent:
(a) There exists a symmetric K = KT such that(
I 0
A B
)T (
0 K
K 0
)(
I 0
A B
)
+M ≺ 0 (2.21)
(b) M22 ≺ 0 and for all ω ∈ R and complex vectors col(x,w) 6= 0
(
A− jωI B)(x
w
)
= 0 implies
(
x
w
)∗
M
(
x
w
)
< 0 (2.22)
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If (A,B) is controllable, the corresponding equivalence also holds for
non-strict inequalities.
(c) If,
M = −
(
0 I
C D
)T (
Q S
ST R
)(
0 I
C D
)
(2.23)
then the second statement is equivalent to the following condition ∀ω ∈
R, with det(jωI − A) 6= 0,(
I
C(jωI − A)−1B +D
)∗(
Q S
ST R
)(
I
C(jωI − A)−1B +D
)
≺ 0
(2.24)
When the lemma was first introduced, it was used to convert equa-
tions with many variables to those with frequency dependence be-
cause loop shaping and other graphical control methods were preva-
lent. Now that computers efficient algorithms to solve semidefinite
programs are widely available, increasing the number of variables at
the price of eliminating frequency dependence is useful [28].
2.9 Weights
The design of frequency dependent weights is crucial in the formula-
tion of the control problem as an optimization problem. For example,
in tracking problems weights are required because reducing the er-
ror signals below unity gain at all frequencies is impossible. Instead,
designers must choose which frequencies are most important [10].
23
Figure 2.4 shows how weights are typically used. Weights are ap-
plied at the inputs (Wr,Wψ), to shape and scale the spectrum of these
signals. They are also applied at the outputs (We,Wu) to limit the
bandwidth where the error signals must be kept small.
w1
w2
z3
z1
z2
K (ρ)G(ρ) Wr
Wψ
Wu
We
eu
y
+
−
Figure 2.4: Weight Layout Diagram
Since the order of the controller depends on the order of the weights,
it is common to use first order filters as weights [25] [2]. An addi-
tional requirement on these weights is that they must be biproper,
stable and minimum-phase. This requirement is imposed by the for-
mulation of the problem. Typically these filters are either low pass
filters or high pass filters.
A convenient characterization of first order low pass filters used
as design weights is shown in equation (2.25) [32],
W`(s) =
s/m+ ωc
s+ ωca
(2.25)
where a (a  1 ) is the low frequency gain, m (m > 1) is the high
frequency gain and ωc is the crossover frequency.
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Similarly, first order high pass filters used as design weights can
be parameterized as
Wh(s) =
s+ ω˜c a˜
s/m˜+ ω˜c
(2.26)
where ω˜c is the crossover frequency, a˜ is the low frequency gain (a˜ >
1 ) and m˜ the high frequency gain (m˜ 1 ).
It is sometimes necessary to increase the order of the weights,
however, this will also increase the order of the controller. A sim-
ple extension of the above to nth order weights is
W`(s) =
(
s/
n√
m+ ωc
s+ ωc
n√
a
)n
(2.27)
Wh(s) =
(
s+ ω˜c
n√
a˜
s/
n√
m˜+ ω˜c
)n
(2.28)
Weights applied to output signals are designed to shape specific
sensitivity functions while weights applied to input signals are used
to scale the signals and constrain their spectrum. This is why typi-
cally weights on input signals are low pass filters (for reference sig-
nals and disturbances) and high pass filters (for sensor noise).
Choosing weights is a delicate matter. Initially weight parame-
ters can be chosen to match desired performance specifications and
input spectra. However, when working with multiple signals it is
not easy to balance their effect on different signals and performance
objectives.
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2.9.1 Tracking Error Weight Design
Typical tracking response specifications require low steady–state track-
ing error, and a fast response. This should be enforced at low fre-
quencies where the model is more accurate and should be relaxed
completely at high frequencies where uncertainty in the model and
measurements is large. Therefore, the tracking error weight, We(s),
is typically a low pass filter, equivalently, its inverse W−1e (s) is a high
pass filter. When designing these weights it is more convenient to
think about the inverse filter W−1e (s) as shaping the size of the track-
ing error: where the error must be kept small |W−1e (jω)| must be
small.
Consider a tracking error weighting filter We(s) with inverse
We(s)
−1 =
s+ ωca
s/m+ ωc
(2.29)
Typically the designer will first choose the crossover frequency, ωc,
that is determined by constraints on the bandwidth of the actuators
and the distribution of uncertainties. If the crossover frequency is
very small, the control action will be relatively slow; increasing the
bandwidth makes the controller faster and more aggressive.
The next parameter to be chosen is the low frequency gain a. Since
tracking errors must be small at low frequencies a should be chosen
small (a 1 ).
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Finally the high frequency gain (of the inverse filter)m can be cho-
sen such that m > 1. The choice of m becomes critical when the sys-
tem is unstable and non-minimum phase due intrinsic performance
limitations due to the analyticity of the sensitivity functions [32].
2.9.2 Controller Action Weight Design
Designing a weight that limits control action is the “reciprocal” of
designing for the tracking error, since we are concerned with shap-
ing the spectrum at the input of the plant. This weight determines
what frequencies can be used by the controller to achieve the desired
tracking error while satisfying intrinsic limitations of the plant and
actuators. The designer will usually preclude the use of high fre-
quencies, and allow low frequencies. The challenge is to design a
weight Wu consistent with the tracking error objectives given by We
Based on our discussion it is clear that the controller action filter
Wu(s) should be chosen as a high pass filter, for example,
Wu(s) =
s+ ω˜c a˜
s/m˜+ ω˜c
(2.30)
First the designer will choose the crossover frequency. Note that
the crossover frequency for Wu must be higher than that for We,
otherwise the system will not have enough control authority to re-
duce the tracking error in the desired frequency band. Increasing
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the crossover frequency increases the allowed bandwidth of the con-
troller, which may be necessary to satisfy the tracking requirements,
but if it is too large it will amplify noise and excite unmodelled dy-
namics.
2.9.3 Designing Input Weights
A properly designed input weight has two objectives: to inform the
controller what frequencies to expect, and to keep the DC gain of the
system mostly unaffected by weights.
The first objective can be achieved using prior information about
the spectrum of input signals such as reference commands, distur-
bances and noise. A suitable input filter should have high gains at
the frequencies where input signals are expected to have significant
spectral components .
For instance, if a reference signal r is known to have a bandwidth
of [0, ωr], the input weight would be an ideal low pass filter [10] with
frequency response:
V (jω) =

1 , ω ∈ [−ωr, ωr]
0 , otherwise
(2.31)
Since this ideal filter is not realizable it is approximated by a suit-
able biproper, stable and minimum phase low pass filter such as
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(2.26) and (2.28).
2.9.4 Weight Design Summary
Even in simple control problems as illustrated in Fig. 2.4, there are
numerous weights that must be chosen by the designer. Attempts
to automate the process of adjusting and choosing weights have not
been successful due to the lack of convexity, high dimensionality of
the problem and the complex coupling between weights and perfor-
mance objectives.
The design of robust controllers involves an iterative process in
which performance weights must be modified to trade–off perfor-
mance against robustness. The success of this approach relies heav-
ily of a suitable choice of weights. For a good discussion on weight
design see [10] (Chapter 9)
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Chapter 3
Predator-Prey Systems with Harvest-
ing
This chapter introduces the system used to demonstrate the applica-
tion of the IQC robust control framework. This system models the
population dynamics of two species: a predator and its prey. To con-
trol the system, wildlife managers allot hunting tags to keep the two
populations, and the ecosystem around them, in balance.
3.1 Dynamic Equations
The following set of differential equations characterizes the inter-
actions between populations of predators, prey, with harvesting by
hunters [6]:
x˙1(t) = r1x1(t)
(
1− x1(t)
q1
)
+ αx1(t)x2(t)− k1h1(t) + d1(t) (3.1)
x˙2(t) = r2x2(t)
(
1− x2(t)
q2
)
− βx2(t)x1(t)− k2h2(t) + d2(t) (3.2)
In this model, x1 is the population of the predator species, and x2 is
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the prey stock. The first term in both equations shows that the pop-
ulations grow using the standard logistic growth model, described
by:
p˙ = r p
(
1− p
q
)
(3.3)
where r represents the rate of population (p) growth when p << q.
The carrying capacity, q tapers off growth and causes a horizontal
asymptote at q. Using the logistic growth model implies that the
growth of the species is proportional to the population when small,
and that the population cannot naturally rise above the carrying ca-
pacity. This upper limit represents the ecosystem’s limited resources
of food and water.
If the prey population is 0, the predator will still grow to its carry-
ing capacity (in fact, a population of prey would push it over). This
shows the model implicitly accounts for other sources of food, but
does not model their respective populations.
The second terms in (3.1), αx1x2 and −βx1x2, model the preda-
tor’s hunting of the prey. The more prey there are to eat, the more
likely the predator is to reproduce. On the flip side, the prey popu-
lation decreases from hunting, because they are being eaten by the
predator.
The third term adds in human interaction. Hunting permits are
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sold separately for the predator (h1(t)) and prey (h2(t)), and each
population has different hunting success rates, k1 and k2. Hunting
is the control input, and only reduces the population.
The final term, d1(t) and d2(t), explicitly adds external disturbances
that directly affect the two populations, such as disease, poaching
and weather. The goal of the control system is to keep the predator-
prey stocks close to a desired optimum in the presence of external
disturbances and uncertainty in the system dynamics [22].
This plant was chosen to ease comparison of this framework’s
controllers with the research done in [8] and [21]. This model tests
the framework effectively because it is nonlinear, but with intuitive
dynamics. In addition, there are time-varying measurable param-
eters (x1, x2) perfectly suited for scheduling variables, along with
many unmeasurable uncertain parameters.
3.1.1 Stability Analysis
To gain some perspective on the system’s uncontrolled dynamics, its
stability was analyzed when d1(t) = d2(t) = h1(t) = h2(t) = 0, mean-
ing all external effects on the system are eliminated. This shows what
levels the populations are naturally attracted to, and if the natural
dynamics allow extinction.
To analyze the stability of the system, find all the fixed points in
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the first quadrant, then determine each one’s stability.
This system’s fixed points can be found algebraically, and are
0
0
q1
0
 0
q2


q1r2(r1 + αq2)
αβq1q2 + r1r2
q2r1(r2 − βq1)
αβq1q2 + r1r2
 (3.4)
To analyze the stability of each fixed point, create a matrix of par-
tial derivatives. Each column defines which variable to differentiate
with, and the row determines which function to differentiate. Then,
evaluate this matrix at the fixed point. If all eigenvalues are nega-
tive, the fixed point is stable. Otherwise, it is unstable. This model
has two equations and two variables, so it is a 2× 2 matrix [27]:r1 − 2x1r1q1 + αx2 αx1
−βx2 r2 − 2x2r2q2 − βx1
 (3.5)
The first point has little interest to us, except to note that it is an
unstable fixed point, so it will never be reached unless the controller
drives both populations to zero. Because both r1 and r2 are defined
as positive, no amount of parameter variation will make this fixed
point stable:r1 − 2x1r1q1 + αx2 αx1
−βx2 r2 − 2x2r2q2 − βx1
∣∣∣∣∣∣x1=0,
x2=0
=
r1 0
0 r2
 (3.6)
The second fixed point occurs when all the predators die off, and
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the prey live alone:r1 − 2x1r1q1 + αx2 αx1
−βx2 r2 − 2x2r1q2 − βx1
∣∣∣∣∣∣x1=0,
x2=q2
=
r1 + αq2 0
−βq2 −r2
 (3.7)
This matrix is triangular, so its eigenvalues are simply the diagonal
elements. This fixed point is always unstable, because r1 + αq2 is al-
ways positive. This makes sense, because unless there are exactly 0
predators, the dynamics state their population will recover.
When x2 = 0, there is a fixed point at x1 = q1. This fixed point is
reachable, so its stability analysis is relevant. Evaluating the partial
derivative matrix at this point gives,r1 − 2x1r1q1 + αx2 αx1
−βx2 r2 − 2x2r2q2 − βx1
∣∣∣∣∣∣x1=q1,
x2=0
=
−r1 αq1
0 r2 − βq1
 (3.8)
Since this matrix is triangular, its eigenvalues are simply its diago-
nal elements. For this fixed point to be stable, r2 < βq1; that is, the
population of wolves and their kill rate is enough to overpower prey
reproduction. Luckily, with our nominal parameters, this is not true.
However, with different parameters, this fixed point would have a
significant effect on the dynamics.
The final fixed point is the most desirable, where both popula-
tions are non-zero, and remain balanced. When r2 > βq1, this point
is stable and in the first quadrant. As βq1 grows, this fixed point
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moves toward the previous one, and when r2 = βq1 the fixed points
exchange stability. Also, when r2 < βq1, the desirable fixed point is
located in the third quadrant and loses its relevance.
These results show that this model may become unbalanced with-
out external control. If the interaction coefficients are sufficiently
large, then one species may completely die off.
3.2 Case Study: Wolves and Elk in Idaho
Data published by the State of Idaho about its wolf and elk popula-
tion was analyzed by [22] to generate reasonable nominal parameters
for the model, shown in 3.1.
Description Ecology Parameter Value
growth rate (wolf) r1 0.26
growth rate (elk) r2 0.20
carrying capacity (wolf) q1 1600
carrying capacity (elk) q2 400000
interaction coefficient α 5E−7
efficiency of wolf β 5E−5
hunting success rate (wolf) k1 0.005
hunting success rate (elk) k2 0.50
Table 3.1: Nominal parameter values for simulations
As expected, both the elk’s population and carrying capacity are
several orders of magnitude larger than the wolves’, because each
wolf kills several elk per year. Because the wolf population is so
much lower, its hunting success rate is lower as well.
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An interesting result is that the growth rate of the predator is actu-
ally larger than that of the prey. This is practical for several reasons.
First, the most common elk deaths are the calves, because they make
easy prey. On the other hand, fewer wolf pups die young. Also, a
mating pair of wolves may have a litter of several, while elk seldom
have twins.
The interaction coefficients look small, but recall that term includes
a product of both populations. If both populations were at the car-
rying capacity, the interaction term would dictate a decrease in elk
population of 32,000 and an increase in wolves of 320. So, if these
coefficients were any larger, population swings would occur much
faster.
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Figure 3.1: Optimal Wolf and Elk Stocks
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3.2.1 Simulation Parameters
The simulation parameters used in this thesis were taken from [22]
and are based on goals set by Idaho Department Fish and Game for
the population of wolves and elk over the course of 10 years.
The current population is about 1000 wolves and 110,000 elk. The
State would like to reduce the number of wolves to 500 and increase
the population of elk to 200,000 over the course of ten years, then
maintain those populations for two years following. During that
time, neither population can exceed its carrying capacity or decrease
below 0. The maximum hunting tags rate per year is set to 40,000
and 110,000 for wolves and elk, respectively. The controller must de-
termine the number of hunting tags to sell per time period to best
meet the objectives set forth by the ecosystem managers.
Using Optimal Control Theory, an optimal predator-prey stock
trajectory was obtained to maximize an economic welfare [22]. This
trajectory was then used as a reference for the control system to keep
the actual stock “close” to its desired trajectory. The desired trajec-
tory is shown in Figures 3.1(a) and 3.1(b).
Note that the desired wolf stocks trajectory is essentially a de-
creasing ramp leveling off at the end of the planning period, as shown
in 3.1(a). The desired elk trajectory first drops slightly, presumably
due to the initially high level of wolves.
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Figure 3.2: Disturbance Profiles for Simulations
3.2.2 Noise and Disturbance
An integral part of the design of a feedback control system is mod-
eling external disturbances and noise. Disturbances were modeled
based on historical data [22]. Seasons are one of the biggest distur-
bances affecting these two populations. During the winter, elk are
less adept at fleeing wolves. In addition, food is more scarce and
the old and young of both populations die off. A realization of the
38
disturbance signal for the winter used in the simulations is shown in
Figure 3.2(b).
Summer is another season that is detrimental to both species be-
cause less food and water is available. According to the U.S. Drought
Monitor, Idaho experiences mild drought-like conditions August through
November. Also, every three years or so the drought is significantly
worse. The effects of summer are modeled in Figure 3.2(a).
The final disturbance models times of flourishing, and times of
disease. There is no statistical data behind these choices, the intent
is to capture the general effects of disease as a periodic event. Flour-
ishing is represented as low frequency sin wave sin(1.25t) + 1, while
disease is higher frequency − sin(4.4t)− 1. Figure 3.2(c) shows these
two signals superimposed on top of each other, while Figure 3.2(d)
shows the sum of all disturbances.
Finally, measurement noise is modeled as a band-limited white
noise process. The magnitude of noise was chosen to be the same for
both elk and wolves.
3.3 LPV Formulation
A simple way to find an LPV model of the predator-prey nonlinear
dynamics is to formally factor out the state vector
(
x1 x2
)T
from the
39
0 1 2 3 4 5 6 7 8 9 10
−8
−6
−4
−2
0
2
4
6
8
10
S
ev
er
it
y
Time (years)
(a) Predator Noise
0 1 2 3 4 5 6 7 8 9 10
−8
−6
−4
−2
0
2
4
6
8
S
ev
er
it
y
Time (years)
(b) Prey Noise
Figure 3.3: Noise Profile for Simulations
dynamic equations. An obvious factorization is
A(ρ)
x1
x2
 =
r1(1− x1q1 ) αx1
−βx2 r2(1− x2q2 )
x1
x2
 , ρ =
x1
x2
 (3.9)
Then, any variables available for measurements (including the sys-
tem states) that “remain” in the factorA(ρ) will be set as “scheduling
parameters”. In this case, ρ =
(
x1 x2
)T
. Note that an intrinsic as-
sumption is that the states are available for measurement.
It should be noted that an LPV representation of a nonlinear sys-
tem is not unique. For example, Equation (3.10) also represents a
valid LPV model for (3.2). From an algebraic point of view we could
add to A(ρ) any terms on the null-space of A(ρ)x without changing
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it. These models may have very different control theoretical proper-
ties such as controllability and observability [34].
A(ρ)
x1
x2
 =
r1(1− x1q1 ) + αx2 0
0 −βx2 + r2(1− x2q2 )
x1
x2
 ,ρ =
x1
x2

(3.10)
3.4 Linear Fractional Representation
To formulate the robust control problems of LPV systems it is neces-
sary to first find a Linear Fractional Representation (LFR) of all the
state-space matrices that depend on the scheduling variables ρ. This
is a multidimensional realization problem that can be solved, for ex-
ample using the Structured Tree Decomposition algorithm (StreeD)
of [7]. This algorithm has three basic steps. First, decompose A(ρ)
into single parameter matrices. Second, find the LFR of each elemen-
tary matrix. Finally, recombine the systems one at a time to arrive at
a final solution representation.
3.4.1 Decomposition into Elementary Factors
The model will be factored using two different types of factoriza-
tions: structural and affine. Structural decompositions separate fac-
tors related by addition, or who are in different locations inside the
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matrix. The following two decompositions are considered structural:a 0
b 0
 =
a 0
0 0
+
0 0
b 0
 (3.11)
a+ b 0
0 0
 =
a 0
0 0
+
b 0
0 0
 (3.12)
Affine decompositions factor a variable out of a column or row
of a matrix. Factoring out of a column/row creates a multiplicative
factor to the right/left. Figure (3.13) illustrates factoring a out of a
column, and Figure (3.14) illustrates factoring a out of a row.
ab 0
a 0
 =
b 0
1 0
a 0
0 0
 (3.13)
ab a
0 0
 =
a 0
0 0
b 1
0 0
 (3.14)
To decompose the predator-prey model, start with a structural de-
composition to separate the rows of A(ρ), because they depend on
different parameters.r1(1− x1q1 ) αx1
−βx2 r2(1− x2q2 )
 =
r1(1− x1q1 ) αx1
0 0
+
 0 0
−βx2 r2(1− x2q2 )

(3.15)
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Next, factor r1 out of the first column, and r2 out of the second
column, for their respective halves and pull out the revealed constant
matrix:
A(ρ) =
1 0
0 0
+
−x1q1 αx1
0 0
r1 0
0 1
+
0 0
0 1
+
 0 0
−βx2 −x2q2
1 0
0 r2
 (3.16)
Next, factor the scheduling parameters, x1 and x2, out of their
rows. This operation pulls out two variables apiece, but only gen-
erates one elementary matrix, effectively reducing the final number
of repetitions by 1.
A(ρ) =
1 0
0 1
+
x1 0
0 1
− 1q1 α
0 0
r1 0
0 0
+
0 0
0 1
+
1 0
0 x2
 0 0
−β − 1q2
1 0
0 r2
 (3.17)
Finally, factor out α and β from their respective columns to get the
final factored matrix shown in (3.18) made up entirely of elementary
matrices with 0 or 1 uncertain parameters. Note that q1 or q2 could
have been factored out instead, showing that this factorization is not
unique.
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A(ρ) =
1 0
0 0
+
x1 0
0 1
− 1q1 1
0 0
1 0
0 α
r1 0
0 1

0 0
0 1
+
1 0
0 x2
0 0
1 − 1q2
−β 0
0 1
1 0
0 r2
 (3.18)
Figure 3.4 shows a tree representation of the result of the applica-
tion of the StreeD factorization where the leaves represent elemen-
tary factors for which minimal realizations are known.
The StreeD algorithm can be used to obtain LFR of matrix func-
tions that depend on the scheduling variables in a rational manner.
To include arbitrary nonlinear dependence such as exponentials and
sinusoids must be first be approximated by rational functions.
3.4.2 LFR of Elementary Matrices
Next, find an LFR (M11,M12, M21, M22) for each elementary matrix
on the leaves. Because there is only one parameter, this is very easy
to do. First, M22 is any constant in the matrix. If there are only con-
stants, M11,M12 and M21 are empty matrices.
If there is a parameter, M21 ∗M12 should give a 1 in the slot of the
uncertain parameter. Because this is an elementary matrix, M21 will
have one column and M12 one row, making this an outer product.
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Figure 3.4: Elementary Decomposition Tree Diagram
For example, x1 0
0 0
 =
1
0
(1 0)x1 (3.19)
Table 3.2 shows the LFR of each elementary matrix in (3.18). To
verify any, simply plug in to Equation (2.5). ∅ denotes an empty
matrix, which is used because two constant feedthrough blocks have
no uncertain parameters.
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Table 3.2: Elementary Matrix LFR
Matrix LFR Matrix LFR(
1 0
0 0
)  ∅ ∅ ∅∅ 1 0
∅ 0 0
 (x1 0
0 1
)  0 1 01 0 0
0 0 1

(− 1
q1
1
0 0
)  0 1 0−1 0 1
0 0 0
 (1 0
0 α
)  0 0 10 1 0
1 0 0

(
r1 0
0 0
)  0 1 01 0 0
0 0 0
 (0 0
0 1
)  ∅ ∅ ∅∅ 0 0
∅ 0 1

(
1 0
0 x2
)  0 0 10 1 0
1 0 0
 (0 0
1 − 1
q2
)  0 0 10 0 0
1 1 0

(−β 0
0 1
)  0 1 0−1 0 0
0 0 1
 (0 0
0 r2
)  0 0 10 1 0
1 0 0

3.4.3 Reconnecting Elementary Matrices
To reconnect the factored matrix, work up from the leaves of the tree
shown in Figure 3.4. Where a parameter was factored out, cascade
the LFR’s together, as shown in Equation (3.20). If matrices were
split using a structural decomposition, recombine with the parallel
recombination formula in Equation (3.21).
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(∆1 ? M)(∆2 ? N) = (∆1 ⊕∆2) ? L L11 L12
L21 L22
 =

M11 M12N21 M12N22
0 N11 N12
M21 M22N21 M22N22
 (3.20)
(∆1 ? M) + (∆2 ? N) = (∆1 ⊕∆2) ? L L11 L12
L21 L22
 =

M11 0 M12
0 N11 N12
M21 N21 M22 +N22
 (3.21)
The first combination is the cascade of − 1q1 and −β:

0 1 0
−1 0 1
0 0 0
 ? 1q1



0 0 1
0 1 0
1 0 0
 ? α
 =


0 0 1 0
0 0 0 1
−1 1 0 0
0 0 0 0
 ? diag(
1
q1
, α)
 (3.22)
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Continue applying (3.20) and (3.21) up to nodesN2 andN6. The fi-
nal parallel cascade gives the full LFR for the predator-prey system:

0 −1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 1 0
1 0 0 1 0 0
0 0 0 0 0 0

? diag
(
x1,
1
q1
, α, r1
)

×


0 −1 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
1 0 0 1 0 0

? diag
(
x2,
1
q2
, β, r2
)

=

0 −1 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 −1 −1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
1 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 1 0 0

? diag
(
x1,
1
q1
, α, r1, x2,
1
q2
, β, r2
)
(3.23)
The final LFR shown in (3.23) is a complete representation of the
model dynamics. Applying Equation (2.5) will return exactly toA(ρ).
However, the parameters are not in the order that makes the most
sense. Preferably, the scheduling parameters would come first, then
each pair of uncertain parameters would be next to each other. To
fix this issue, simply reorder the rows and columns of M11, the rows
of M12 and the columns of M21 so that ∆ has the desired parameter
ordering.
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The permutation vector used for reordering was p = (1, 5, 4, 8, 2, 6, 3, 7)
leading to a the final LFR shown below
∆ = diag
(
x1, x2, r1, r2,
1
q1
,
1
q2
, α, β
)
(3.24)
A(ρ) =

0 0 0 0 −1 0 1 0 0 0
0 0 0 0 0 −1 0 −1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 0
1 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0

?∆ (3.25)
3.5 Results of Previous Research
Research results on the control of predator-prey-hunter systems re-
ported in [21] was used as the foundation for this work. Their ap-
proach starts with the generation of a reference trajectory for the
stocks of predators and prey formulated as an optimal control prob-
lem. Then they design an LPV controller to keep the system close to
the desired trajectory in the presence of external disturbances.
The wolf stock, shown in Figure 3.5(a) shows consistent positive
error. This is not surprising, because the disturbance tends to increase
the population, and the number of predator hunting tags is satu-
rated. However, after it reaches steady state, the population over-
shoots by about 10%.
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The predator’s control signal matches the optimal signal almost
perfectly for the first 10 years, although this is only caused by the
maximum allowable hunting tags. During steady state, however, the
control signal changes rapidly.
The prey stock and control signal, shown in 3.5(b) and 3.5(d),
tracks both optimal signals very closely both during the transition
and steady state periods. Unlike the predator, the control signal does
not fluctuate.
The main limitation of their controller are the rapid changes, par-
ticularly in during the steady state period. This was considered a
posteriori as the cost of implementing this feedback policy and would
require adjusting the hunting tags issued.
3.6 Predator-Prey System Weights
The weights used in the design of a feedback controller for the predator-
prey system are shown in (3.26)-(3.29). They were designed using the
guidelines outlined in section 2.9, and adjusted by trial and error in
simulation.
The output weights, shown in equations (3.26)-(3.27) were de-
signed with performance as a top priority, and not noise rejection.
We is a low pass filter and Wu a high pass filter. Their respective
gains at 0 and ∞ are shown in Table 3.3, and their magnitude plots
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in Figure 3.6.
We =
s/100 + 1
s+ (1)10−5
(3.26)
Wu =
s+ (104) 10−4
s/100 + 104
(3.27)
Table 3.3: Output Weight Gains
Weight Name Crossover Freq (rad/s) DC gain (dB) High Frequency gain (dB)
We(s) 1 100 -40
Wu(s) 10,000 -80 40
The tracking error weight is a low pass filter, with crossover fre-
quency at 1 rad/s. The control input weight passes high frequency,
with a crossover frequency of 100 rad/s. The highest gain on We, 100
dB, is significantly higher than on Wu. This means that more control
energy will be spent reducing tracking error than reducing control
input. In fact, the control input is given very light weight. Until
about 10 rad/s, the controller is barely restricted.
An unrestricted controller causes two things. First, it allows for
very good tracking performance. However, it also passes noise through
to the output at frequencies shared with the control action. Prefer-
ably, the weight on the control input would be stricter, but the LMI’s
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were infeasible if it was reduced any lower.
Wr(s) =
s/10 + 10
s+ (10)10−4
(3.28)
Wψ(s) =
s/10 + 15
s+ (15)10−3
(3.29)
Table 3.4: Input Weight Gains
Weight Name Crossover Freq (rad/s) DC gain (dB) High Frequency gain (dB)
Wr 10 80 -20
Wψ 15 60 -20
Both input weights are fairly similar, because the expected inputs
have similar spectra. Wr weights our reference input, which is pre-
dominantly a ramp. The ramp signal has dominant spectral compo-
nents at low frequencies.
The weight on the disturbance also emphasizes low frequencies
because we expect the disturbance to be seasonal ( 2 cycles/year), or
once every few years ( 1/2 cycles/year). So, a cutoff frequency of 15
rad/s ( 2.38 cycles/year) captures both disturbances. For this model,
one unit of time is one year, so with respect to scaled time “1 Hz”
represent one cycle/year.
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Figure 3.5: Scenario B LPV (relaxed) simulation results
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Figure 3.6: Magnitude of Tracking Error Weights
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Chapter 4
Robust LPV Controller Synthesis
4.1 Problem Definition
∆ s
∆ u
G
K
∆ c
LPV Controller
Uncertain LPV Plant
r
q
y
h
s
p
u
f
z w
Figure 4.1: Closed Loop System Block Diagram [1]
Consider the uncertain LPV generalized plant, G, illustrated in
Figure 4.1. The proper, potentially unstable, minimal realization in
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state-space form is shown in Equation (4.1). Without loss of gener-
ality, the direct feed-through from control input u to measurement
y, Dyu = 0. This standard assumption simplifies the analysis and
synthesis formulas and can alway be satisfied [1]. The state space
equations of G are:
x˙
r
q
z
y

=

A Bs Bp Bw Bu
Cr Drs Drp Drw Dru
Cq Dqs Dqp Dqw Dqu
Cz Dzs Dzp Dzw Dzu
Cy Dys Dyp Dyw 0


x
s
p
w
u

(4.1)
The input vector lengths are
(
nr nq nz ny
)
respectively, while the
outputs have length
(
ns np nw nu
)
. The measured scheduling sig-
nals, r, are sent to ∆s and return as the scheduling input s. The ma-
trix ∆s is an affine function of measurable real scalar time varying pa-
rameters ρ := (ρ1, ...ρk), meaning ∆s(ρ) = E0+ρ1E1+...+ρkEk, where
Eo, E1,...Ek are fixed matrices. ρ is constrained to vary in a convex
hull, Λ, defined by its vertices ρ1, ... ρm, where ρj = {ρj1, ..., ρjk} for
j = 1, ...,m. ∆s is an element of S := co(∆s(ρ1), ...,∆s(ρm)). To re-
fresh, k is the number of scheduling parameters, andm is the number
of extreme points in the convex hull Λ.
Figure 4.2 illustrates two typical cases of convex hulls. Figure 4.2(a)
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shows a hypercube that arises when the parameters ρi are indepen-
dent and take values in the bounded interval ρi ∈
[
ρ−i , ρ
+
i
]
. Fig-
ure 4.2(b) shows a situation where the set is a polytope. For the
LPV theory to hold, the set Λ must be compact and convex. The32 CHAPTER 2. THEORETICAL BACKGROUND ON CONTROL THEORY
Parameter set Polytope matrix set
ρ2
ρ1ρ
1
ρ
2
ρ2
ρ1
Σ(ω3)
Σ(ω1)
Σ(ω4)
Σ(ω2)
ω1
ω2 ω4
ω3
Figure 2.1: Illustration of the polytopic parameter and system representation.
• i = 1 and k = 2, i.e.,
C(ω1)2 := {ρ2|ρ2 = ρ2 if (ω1)2 = ρ2 or ρ2 = ρ2 otherwise} (2.12)
we obtain, C(ω1)2 = ρ2
• i = 3 and k = 1, i.e.,
C(ω3)1 := {ρ1|ρ1 = ρ1 if (ω3)1 = ρ1 or ρ1 = ρ1 otherwise} (2.13)
we obtain, C(ω3)1 = ρ1
Then we have,
ω1 = [ρ1, ρ2] α1(ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
ω2 = [ρ1, ρ2] α2(ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
ω3 = [ρ1, ρ2] α3(ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
ω4 = [ρ1, ρ2] α4(ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
(2.14)
The polytopic system is defined as:[
A(ρ) B(ρ)
C(ρ) D(ρ)
]
= α1(ρ)
[
A(ω1) B(ω1)
C(ω1) D(ω1)
]
+ α2(ρ)
[
A(ω2) B(ω2)
C(ω2) D(ω2)
]
+ α3(ρ)
[
A(ω3) B(ω3)
C(ω3) D(ω3)
]
+ α4(ρ)
[
A(ω4) B(ω4)
C(ω4) D(ω4)
] (2.15)
♦
2.2.2 LTI/LPV systems and signals norms
Before introducing the mathematical background on systems, norm and control synthesis, basic
notions and definition on topology are recalled to provide the reader all the elements to understand
the notations and concepts that are used in some definitions. These definitions are somehow the
elementary notions of the tools involved in this thesis. Reader is also invited to refer to the famous
book of Zhou et al. (1996), where all the following definitions and additional information are given.
(a) Hypercube
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• i = 1 and k = 2, i.e.,
C(ω1)2 := {ρ2|ρ2 = 2 if (ω1)2 = ρ2 or 2 = 2 otherwis } (2.12)
we obtain, C(ω1)2 = ρ2
• i = 3 and k = 1, i.e.,
C(ω3)1 := {ρ1|ρ1 = 1 if (ω3)1 = ρ1 or 1 = 1 otherwis } (2.13)
we obtain, C(ω3)1 = ρ1
Then we have,
ω1 = [ρ1, ρ2] α1(ρ) =
|ρ1 − 1||ρ2 − 2|
(ρ1 − 1)(ρ2 − 2)
ω2 = [ρ1, ρ2] α (ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
ω3 = [ρ1, ρ2] α3(ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
ω4 = [ρ1, ρ2] α4(ρ) =
|ρ1 − ρ1||ρ2 − ρ2|
(ρ1 − ρ1)(ρ2 − ρ2)
(2.14)
The polytopic system is defined as:[
A(ρ) B(ρ)
C(ρ) D(ρ)
]
= α1(ρ)
[
A(ω1) B(ω1)
C(ω1) D(ω1)
]
+ α2(ρ)
[
A(ω2) B(ω2)
C(ω2) D(ω2)
]
+ α3(ρ)
[
A(ω3) B(ω3)
C(ω3) D(ω3)
]
+ α4(ρ)
[
A(ω4) B(ω4)
C(ω4) D(ω4)
] (2.15)
♦
2.2.2 LTI/LPV systems and signals norms
Before introducing the mathematical background on systems, norm and control synthesis, basic
notions and definition on topology are recalled to provide the reader all the elements to understand
the notations and concepts that are used in some definitions. These definitions are somehow the
elementary notions of the tools involved in this thesis. Reader is also invited to refer to the famous
book of Zhou et al. (1996), where all the following definitions and additional information are given.
(b) Polytope
Figure 4.2: Typical Scheduling Parameter Sets Λ [26]
plant is subject to perturbations of real repeated time-invariant pa-
rameters ∆u=diag(δ1In1, ...δlInl)∈ U ⊂ Rnp×nq , where U = {δi : |δi| ≤
1, i = 1, ..., l} and nq=np=
∑l
i=1 ni. ∆u interacts with G through an
LFT, along channels p and q [1].
The vector w contains all exogenous signals, such as noise, dis-
turbances and references. In general, it includes every signal that
should be precluded from affecting the output. The vector z con-
tains all error signals that must be kept small for good performance,
such as tracking error, control effort, etc.
The final set of signals involve the controllerK. All measurements
are collected in the signal y and all the control actions in the signal
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u. Since LPV controllers are self-scheduled, there is an additional
block, ∆c(ρ) for the controller that depends on the same scheduling
variables as the plant (or a subset), but not on the uncertain parame-
ters. A state space realization for the controller is given in (4.2).
x˙c
u
f
 =

Ac By Bh
Cu Duy Duh
Cf Dfy Dfh


xc
u
h
 (4.2)
Given the generalized plant G, the convex hull Λ and the parametric
uncertainty ranges, the goal of Robust LPV control systems design
and analysis is to develop a self-scheduled LPV controller K ?∆c(ρ)
such that for all combinations of uncertain parameters, the intercon-
nection of Figure 4.1 is stable and the L2 gain fromw to z is less than
a prescribed value γ > 0.
Recently an approach to solve this problem using LMI’s and IQC’s
was proposed in [1]; the results are summarized here. First, a nom-
inal LPV controller that ignores the uncertainties (∆u = 0) is de-
signed. Then, the uncertainty is included, closing the loop around
the complete uncertain plant, and the maximum uncertainty toler-
ance for the nominal controller is determined. Then, a rescaled gen-
eralized plant that combines the time-invariant uncertainty with the
performance channels is created, and a new ”nominal” LPV con-
troller synthesized. The details of this approach will be explained
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in this chapter.
4.2 Nominal LPV Controller Synthesis
This section discusses the details involved in the synthesis of an LPV
controller for the nominal generalized plant given by (4.1), with the
uncertainty channel removed: Gnom = ∆u(0) ? G.
Equation (4.3) neatly relates all the unknowns (controller and closed-
loop system) with the known matrices (open loop system). This
equation shows that the closed loop matrices may be found by clos-
ing the u → y channel with the controller. This adds the controller
scheduling channel from 4.2, h→ f .

A Bs Bh Bw
Cr Drs Drh Drw
Cf Dfs Dfh Dfw
Cz Dzs Dzh Dzw
 :=

A 0 Bs 0 Bw
0 0 0 0 0
Cr 0 Drs 0 Drw
0 0 0 0 0
Cz 0 Dzs 0 Dzw

+

0 Bh 0
I 0 0
0 Dru 0
0 0 I
0 Dzu 0

×

Ac By Bh
Cu Duy Duh
Cf Dfy Dfh


0 I 0 0 0
Cy 0 Dys 0 Dyw
0 0 0 I 0

(4.3)
The nominal LPV controller design is performed in three steps,
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explained in each of the following three sections. First, solve the syn-
thesis LMI for the decision variables X ,Y ,P and P˜ . Using this result,
solve an equivalent quadratic matrix inequality (QMI) for the closed
loop state space matrices. Finally, use the previous equation to pull
out the controller from the closed loop system [28].
4.2.1 Solving for Decision Variables
The first step toward nominal LPV control synthesis involves solving
the optimization problem (4.7) for a minimal γ, decision variables X
and Y , and multipliers,
P =
 Q S
ST R
 , P˜ =
 Q˜ S˜
S˜T R˜
 . (4.4)
Two important matrices in this LMI are Φ and Ψ, shown in (4.5)
and (4.6).
Φ = N

Bu
Dru
Dzu
 (4.5)
Ψ = N

Cy
Dys
Dyp
 (4.6)
Φ is basis for the subspace of outputs that cannot be instantaneously
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affected by the controller commands u(t). Similarly, Ψ is basis for the
subspace of inputs that cannot be instantaneously measured by the
controller measurements y(t) [28].
These two matrices capture portions of the plant that need to be
controlled or observed more closely.  X I
I Y
  0 (4.7)
ΨT

?
?
?
?
?
?

T 
0 X 0 0 0 0
X 0 0 0 0 0
0 0 Q S 0 0
0 0 ST R 0 0
0 0 0 0 −γI 0
0 0 0 0 0 1γI


I 0 0
A Bd Bp
0 I 0
Cd Ddd Ddp
0 0 I
Cp Dpd Dpp

Ψ ≺ 0 (4.8)
ΦT

?
?
?
?
?
?

T 
0 Y 0 0 0 0
Y 0 0 0 0 0
0 0 Q˜ S˜ 0 0
0 0 S˜T R˜ 0 0
0 0 0 0 −1γ I 0
0 0 0 0 0 γI


−AT −CTd −CTp
I 0 0
−BTd −DTdd −DTpd
0 I 0
−BTp −DTdp −DTpp
0 0 I

Φ  0 (4.9)
 ∆(ρj)
I
T  Q S
ST R
 ∆(ρj)
I
  0, j = 1, ...,m (4.10)
 I
−∆(ρj)T
T  Q˜ S˜
S˜T R˜
 I
−∆(ρj)T
 ≺ 0, j = 1, ...,m (4.11)
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m is the number of vertices in the convex hull of acceptable schedul-
ing parameters. So, equations (4.10) and (4.11) are each m different
LMI’s that individually test multipliers P and P˜ at every extreme
point of the scheduling parameters.
To arrive at this LMI we must start with the assumption that a
controller that achieves the desired performance exists. After appli-
cation of the “Full Block S-Procedure” in [28], it is proven that the
feasibility of these LMIs becomes necessary for the existence of the
LPV controller. The following section uses the multipliers found here
to determine a realization for the closed loop dynamics.
4.2.2 Solving for Closed Loop Dynamics
The next step takes the decision variables obtained in the solution of
the LMI’s described in the previous section and applies them to an
equivalent LMI as shown in [28]. While (4.7)-(4.11) relate the decision
variables with the open loop characteristics, (4.12) relates the closed
loop dynamics.
The LMI shown in equation (4.12) is linear in its decision vari-
ables, and quadratic with respect to the plant matrices. Because the
decision variables have already been solved for in section 4.2.1, this
is a Quadratic Matrix Inequality (QMI), not an LMI.
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
?
?
?
?
?
?
?
?

T 
0 X 0 0 0 0 0 0
X 0 0 0 0 0 0 0
0 0 Q S Q12 S12 0 0
0 0 ST R ST21 R12 0 0
0 0 QT12 S21 Q2 S2 0 0
0 0 ST12 R
T
12 S
T
2 R2 0 0
0 0 0 0 0 0 −γI 0
0 0 0 0 0 0 0 1γI

×

I 0 0 0
A Bs Bp Bw
0 I 0 0
Cr Drs Drp Drw
0 0 I 0
Cq Dqs Dqp Dqw
0 0 0 0
Cz Dzs Dzp Dzw

≺ 0 (4.12)
In order to solve this QMI, first extend the decision variables found
in section 4.2.1 (X , Y , P , P˜ ) into the decision variables used in equa-
tion (4.12).
X is defined as a positive definite block matrix with X in the up-
per left block, whose inverse contains Y in the upper left block. To do
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this define the matrix Z = im(X−Y −1). If (X−Y −1) is full rank, then
Z = I , and Equation (4.13) is trivially true. However, this method to
calculate X also works for rank deficient Z [28].
X =
 X Z
ZT (ZT (X − Y −1)Z)−1
 and X−1 =
Y ∗
∗ ∗
 (4.13)
Similarly, P and P˜ are extended into P , where the upper left block
of P is P , and the upper left block of P−1 is P˜ . Similar to Z, U is
defined as im(P − P˜−1).
P˜ :=

Q S Q12 S12
ST R ST21 R12
QT12 S21 Q2 S2
ST12 R
T
12 S
T
2 R2
 =
 P U
UT [UT (P − P˜−1)U ]−1
(4.14)
Finally, plug these decision variables and γ into (4.12) and solve
the QMI optimization problem for the closed loop state space matri-
ces via the Projection Lemma [13] [29].
4.3 Controller Robustification
The remaining sections of this chapter explain the steps put forth in
[1] to use the uncertainty information to rescale the generalized plant
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that captures the uncertainty information, and construct an LPV con-
troller for the new plant that is fully robust.
First, consider the full uncertain closed loop system M = G ? K,
similar to Gnom above, but G includes the uncertainty block ∆u as
well.
M :=
 Mκψ Mκw
Mzψ Mzw
 =

M11 M1p Mκw
Mq1 Mqp Mqw
Mz1 Mzp Mzw
 =

A B1 Bp Bw
C1 D11 D1p D1w
Cq Dq1 Dqp Dqw
Cz Dz1 Dzp Dzw

(4.15)
κ =
(
r f q
)T
and ψ =
(
s h p
)T
denote the collection of schedul-
M
∆
ψ=
s
h
p
κ=
r
f
q
+
+
wzz
- ξ
w
Figure 4.3: Closed Loop System with Uncertainty [1]
ing and uncertainty channels. M is subject to perturbations by a
bounded and causal operator ∆ =
(
∆s ∆c ∆u
)
contained in ∆ :=
(S,∆c(S),U) (see section 4.1 for definitions of S and U.)
If ∆ (I −Mkψ∆)−1 exists and defines a bounded causal operator
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on L2 for all ∆ ∈ ∆, then the closed loop system is robustly stable
[1]. The system interconnection of Figure 4.3 has robust L2-gain per-
formance level of γ if it is robustly stable and the worst-case L2 gain
is less than γ.
Recall that an uncertainty variable ∆ satisfies the IQC defined by
a multiplier Π ∈ RH(nκ+nφ)×(nκ+nψ)∞ if the following condition holds
true (see section 2.7 for details) [24]:〈 κ
∆κ
 ,Π
 κ
∆κ
〉 ≥ 0 ∀κ ∈ Lnκ2 (4.16)
In practice, a whole family of multipliers are parameterized as
Π = Φ∗ΘΦ, where Θ is a set of symmetric matrices, and Φ is a matrix
function in RHnφ×nψ∞ . nφ is typically much larger than nψ, making Φ
tall.
Now, the IQC for the LPV system shown in Figure 4.1 will be con-
structed. Both Θ and Φ consist of two blocks: one for the scheduling
variables (∆s(ρ),∆c(ρ)) and the other for the uncertainty (∆u).
For the scheduling variables, choose a static full-block multiplier
inside Θ. Like all IQC multipliers, the block must be symmetric, such
as the block shown in (4.17) This case has already been solved, so a
static multiplier is sufficient. Similarly, Φsched is simply I , making the
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IQC multiplier for the scheduling variables Πsched = I ∗ΘschedI
Θsched =
 Qe Se
STe Re
 (4.17)
Qe = Q
T
e , Re = R
T
e
Choose a very similar structure for Θu, but with extra coupling along
the diagonal. The interesting addition for the uncertainty comes with
the structure of Φu, which is transfer function, transforming Πu and
therefore Π into a dynamic multiplier. To construct Φu, first define Ψ:
an approximation of a basis of transfer functions.
Ψ = Il ⊗
(
1 1s+α ...
1
(s+α)v
)T
⊗ Inl =
 AΨ BΨ
CΨ DΨ
 (4.18)
Θu =
 D G
GT −D
 (4.19)
D = DT , G = −GT
Ψ must be chosen by the designer carefully to avoid numerical
problems. The parameter α defines the location of the pole repeated
many times within Ψ. v determines the order of the basis, typically
chosen less than 3. Larger v can achieve a closer approximation, but
also involves larger matrices in the solution. v = 0 removes the fre-
quency dependence of Ψ, making Π a simpler Static multiplier.
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l and nl are determined by the system’s uncertainties. l is the to-
tal number of repetitions of the uncertainties, while nl is simply the
number of uncertainties. If l and nl are large, Ψ becomes very large,
tall and sparse, because of the two Kronecker products in its defini-
tion.
One more component is needed to build Φu, a positive scalar τ ∈
[0, 1]. τ is used to scale the magnitude of the uncertainty set. If the
LMI’s are infeasible, τ may be reduced to help find a solution. The
following equation shows Φu, as well as the final structure for Θ and
Φ.
Φu = diag(Ψ, τΨ), (4.20)
Θ = diag(Θsched,Θu), (4.21)
Φ = diag(Φsched,Φu) (4.22)
Because Θ and Φ have been designed as diagonal matrices, the
LMI that results from plugging them into (4.16) naturally splits into
separate LMI’s. The frequency dependence of (4.23) comes from Ψ
[1]:
Ψ(jω)∗DΨ(jω)  0, ∀w ∈ R (4.23)
(?)T
 Qe Se
STe Re
 I
diag(∆s(ρ
j),∆c(ρ
j))
  0, j = 1, ...,m (4.24)
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Before moving forward, Π will be extended with a third diagonal
block that simply adds anL2 performance constraint to the final LMI:
Πe = Φ
∗
eΘΦ, Φe = diag(Φ, I, I), Θe = diag(Θ, I,−γ2I). (4.25)
The previous constraints established stability in the face of uncer-
tainty, while this block adds on γ to provide a measure of perfor-
mance.
It was proven in [24] that for all ∆ ∈ ∆ the feedback interconnec-
tion of Figure 4.3 is stable and the L2-gain from w to z is less than γ,
if (I−Mκψ∆)−1 exists and (4.23), (4.24), and the following Frequency
Domain Inequality (FDI) is satisfied:
(?)∗Πe(jω)

M11(jω) M1p(jω) M1w(jω)
I 0 0
Mq1(jω) Mqp(jω) Mqw(jω)
0 I 0
Mz1(jω) Mzp(jω) Mzw(jω)
0 0 I

≺ 0,∀w ∈ R (4.26)
Both (4.23) and (4.26) are FDI’s that require solution of an LMI
at every frequency ω ∈ R, which is intractable to solve directly. In-
stead, using the Kalman-Yakubovich-Popov lemma, these FDI are
replaced by LMI’s independent of frequency. Equation (4.27), with
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unknown X , is equivalent to (4.23), and (4.28), with unknown ma-
trix Xˆ , is equivalent to (4.26) [1].
(?)T

0 X 0
X 0 0
0 0 Θe


I 0
AΨ 0 BΨCq BΨDq1 BΨDqp BΨDqw
0 AΨ 0 0 BΨ 0
0 0 A B1 Bp Bw
0 0 C1 D11 D1p D1w
0 0 0 I 0 0
CΨ 0 DΨCq DΨDq1 DΨDqp DΨDqw
0 τCΨ 0 I 0 0
0 0 Cz Dz1 Dzp Dzw
0 0 0 0 0 I

≺ 0 (4.27)
 XˆAΨ + ATΨXˆ + CTΨDCΨ XˆBΨ + CTΨDDΨ
BTΨXˆ +D
T
ΨDCΨ D
T
ΨDDΨ
  0 (4.28)
The first significant result of [1] is that if LMI’s (4.24), (4.27) and
(4.28) are all feasible, then an LPV controller that stabilizes the uncer-
tain LPV system while achieving robust performance level γ exists.
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4.4 Rescaling the Generalized Plant
Recall the static DG multiplier defined in Equation (4.19) used when
constructing Π. That multiplier will now be modified to be a dy-
namic multiplier, and used when rescaling the plant: Ψ∗
τΨ∗
 D G
GT −D
( Ψ∗ τΨ∗ ) =
 Ψ∗DΨ τΨ∗GΨ
τΨ∗GTΨ −τ 2Ψ∗DΨ

(4.29)
Perform a Cholesky factorization on D, and pull it inside DΨ:
DTΨDDΨ = Dˆ
T
ΨDˆΨ. Then, plug DˆΨ into (4.28) and perform a Schur
complement to get the following algebraic Riccati inequality (ARI):
ATΨXˆ + XˆAΨ + C
T
ΨDCΨ − (?)T Dˆ−1Ψ Dˆ−TΨ (BTΨXˆ +DΨDCΨ)  0 (4.30)
Because DˆTΨDˆΨ  0, the solution to the algebraic Riccati equal-
ity (ARE), obtained replacing  with = in (4.30), has a unique anti-
stable solution Z. Then, set CˆΨ = Dˆ−TΨ (B
T
ΨZ + D
T
ΨCΨ), and Ψˆ = AΨ BΨ
CˆΨ DˆΨ
, where Ψˆ is square, invertible and Ψˆ is anti-stable. This
allows Ψ∗DΨ = Ψˆ∗Ψˆ.
Ψˆ is now a scaled version of the basis realization, which will be
used heavily when rescaling the generalized plant.
The final set of variables needed to obtain the main result involves
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factoring (4.29) into (4.31). This factorization adds γ and expresses
the uncertainty as τγ , the ratio of current uncertainty over the theoret-
ical maximum.
(
?
)T  I 0
0 −γ2I
 Ψˆ τΨˆ−∗Ψ∗GΨ
0 τγ (Ψˆ + Ψˆ
−∗GΨ)

=
 Ψˆ τΨˆ−∗Ψ∗GΨ
0 τγ (Ψˆ + Ψˆ
−∗GΨ)
T  Ψˆ τΨˆ−∗Ψ∗GΨ
0 −τγ(Ψˆ + Ψˆ−∗GΨ)

=
 Ψ∗DΨ τΨ∗GΨ
τΨ∗GTΨ −τ 2Ψ∗DΨ
 (4.31)
Multiplying (4.31) through proves it is equivalent to (4.29), using
the identity Ψ∗DΨ = Ψˆ∗Ψˆ derived above. In the factorized form on
the first line of Equation (4.31), the symmetric outer parts are square,
lower/upper triangular and stable/anti-stable respectively. In state
space form, the right outer factor is represented as follows:
AΨ 0 BΨ 0
0 AˇΨ 0 BˇΨ
CˆΨ CˇΨ1 DˆΨ DˇΨ1
0 CˇΨ2 0 DˇΨ2
 :=
 Ψˆ τΨˆ−∗Ψ∗GΨ
0 τγ (Ψˆ + Ψˆ
−∗GΨ)
 (4.32)
We now have all the variables needed to express the final result of [1],
shown in (4.33). If the LMI’s (4.23), (4.27) and (4.28) are feasible, then
the robustly stabilizing controller exists for the following rescaled
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generalized plant:
Hˆnom :=

AΨ Aˆqp BΨCq BΨDqs BΨDˆqp BΨDqw BΨDqu
0 AˆΨ 0 0 BˆΨ 0 0
0 Aˆp A Bs Bˆp Bw Bu
0 Cˆrp Cr Drs Dˆrp Drw Dru
CˆΨ Cˆee DˆΨCq DˆΨDqs DˆΨDˆee DˆΨDqw DˆΨDqu
0 Cˆzp Cz Dzs Dˆzp Dzw Dzu
0 Cˆyp Cy Dys Dˆyp Dyw 0

(4.33)
where
Aˆqp = −BΨDˆqpCˇΨ2, Aˆp = −BˆCˇΨ2, Cˆee = CˇΨ1 − DˆΨDˆeeCˇΨ2,
Cˆrp = −DˆrpCˇΨ2, Cˆzp = −DˆzpCˇΨ2, Cˆyp = −DˆypCˇΨ2,
Dˆqp = DqpDˇ
−1
Ψ2, Bˆp = BpDˇ
−1
Ψ2, Dˆee = (Dqp + Dˆ
−1
Ψ DˇΨ1)Dˇ
−1
Ψ2,
Dˆrp = DrpDˇ
−1
Ψ2, Dˆzp = DzpDˇ
−1
Ψ2, Dˆyp = DypDˇ
−1
Ψ2.
Notice that all the nominal dynamics remain. TheB,C, andDma-
trices corresponding to the plain A matrix are the same as they were
in the problem statement, except for the uncertainty channel which
is scaled by DΨ. The additional states correspond to the number of
repeated poles when developing Ψ and Ψˆ.
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The importance of this result is that the uncertainty channel is con-
verted into a performance constraint that previously derived con-
trol design and analysis methods can optimize. That is, minimizing
the gain along that input channel now minimizes the effect of uncer-
tainty on the original system.
4.4.1 Linear Time Invariant Static Uncertainty
The uncertainty primarily used in this thesis is the Linear Time In-
variant Static perturbation, because it is designed to characterize the
uncertainty introduced by a vector of uncertain parameters, ρ =
[ρ1 ... ρl]
T . The equation that represents this uncertainty follows in
(4.34).
ULTIS(r, D) = {∆ = blkdiag(Iri ⊗ ρi)i=1:l : ρ ∈ B ⊂ Rl} (4.34)
B is a hyper-rectangular box that may be defined by two opposite
corners Bmin and Bmax, which has an index for each parameter in ρ.
r is a vector of integers defining the number of repetitions for each
perturbation.
This type of perturbation may be represented with the IQC multi-
plier in (4.35) [12] [14]:
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Π(r,B) =
Ψ(s) 0
0 Ψ(s)
∗ S11 S12
ST12 S22
Ψ(s) 0
0 Ψ(s)
 : S ∈ S(r,B)
(4.35)
where S is defined by the corners of B:
S =

S11 = −blkdiag(Bmini Bmaxi )i=1:l
S12 = −blkdiag(12(Bmini + Bmaxi ))i=1:l
S22 = −blkdiag(Il)
(4.36)
Π characterizes the perturbations in (4.34) realized by Ψ. If the con-
troller from this algorithm satisfies K ∈ IQC(Π), then it is robustly
stable with respect to the parameters in ∆.
4.5 Algorithm Summary
Given an LPV generalized plant in the form (4.1), these results create
a procedure to construct a robust LPV controller of the form (4.2).
First, perform nominal LPV controller synthesis as shown in sec-
tion 4.2. Using this controller, construct the weighted closed-loop
plantM from (4.15) and the LFT shown in (4.3). Then, find the largest
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τ for which the analysis LMI (4.27) is feasible. This gives the uncer-
tainty scaling shown in (4.29) that can be used to rescale the general-
ized plant [1].
Construct the rescaled weighted generalized plant via (4.33). Then,
repeat the nominal LPV synthesis process from 4.2 on the rescaled
plant to get a new controller.
If γ is suitably small or has converged, then this controller is the
final result. Otherwise, repeat the γ analysis-plant rescale-Nominal
LPV synthesis process [1].
4.6 Concluding Remarks
In this chapter, the approach that will be used to design a robust LPV
controller was introduced. The author stresses that this chapter is not
a contribution of this thesis; rather, these are results from [1] and [28].
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Chapter 5
Design for Numerical Tractability
Using this framework, much of the design work will be dedicated
towards developing numerically tractable solutions. Intractable nu-
merics cause many problems. First and foremost, it can cause the
synthesis process to fail to find a solution. Second, simulations may
consume an impractical amount of resources. This chapter is devoted
to choosing settings to tweak the numerics of the system, and pro-
vide better results.
5.1 Numerical Solutions of LMI’s
A toolbox to numerically solve the LMI’s given in Chapter 4 was
used as the basis for the framework developed in this thesis. Nearly
every step of the algorithm is a convex optimization problem, whose
numerics can be tuned using various options. While choosing these
options doesn’t have the direct effect on performance that designing
weights does, they have a profound impact on whether the LMI’s
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are feasible, and if a controller is designed at all. Therefore, under-
standing the numerical intricacies of the algorithm is vital for proper
controller design.
5.1.1 Robustification Process Options
The robustification algorithm gives four options for customization.
The first chooses the repeated pole locations. The second two select
analysis and synthesis gamma relaxation, and the final chooses the
number of γ-rescale iterations to execute.
The repeated pole locations are α in Equation (4.18), where (v− 1)
times the number of uncertain parameters is the number of repeti-
tions. Therefore, this only affects the dynamic scalings where v = 1.
The default of −3.5 is a reasonable start; however, if the LMI’s are
persistently infeasible, trying new values may be helpful.
The effect of the next two options on the final result is much easier
to see. The first is the relaxation factor on the analysis LMI’s (Eq
(4.28), (4.27)). The relaxation factor (¿1) increases τ to ease finding a
solution. However, a larger relaxation will reduce the performance
of the final result, and increase the number of DK iterations required.
The second relaxation factor is applied on the synthesis LMI’s (4.10)
and (4.11), and performs the exact same role on γ. The goal is to
keep these two relaxations as close to 1 as possible. Anything over
78
1.15 means each iteration provides no benefit past the first iteration,
so try to keep both below the default of 1.1.
Finally, the number of iterations chooses how many times to re-
peat the analysis/rescale/synthesis process. Choose this as the num-
ber of iterations where gamma stops decreasing. Choosing too many
iterations may result in an infeasible LMI.
5.1.2 LMI Relaxation Options
The synthesis LMI actually solved by the toolbox adds additional
offsets, coefficients and restrictions on the LMI to get a better con-
troller. Equations (5.1)-(5.7) show the modified version of (4.7)-(4.11)
that includes factors f1, ..., f6 and coefficients c1, ..., c4. X − f1I I
I Y − f2I
  0 (5.1)
ΨT

?
?
?
?
?
?

T 
0 X 0 0 0 0
X 0 0 0 0 0
0 0 Q S 0 0
0 0 ST R 0 0
0 0 0 0 −γI 0
0 0 0 0 0 1γI


I 0 0
A Bd Bp
0 I 0
Cd Ddd Ddp
0 0 I
Cp Dpd Dpp

Ψ ≺ −f5I (5.2)
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ΦT

?
?
?
?
?
?

T 
0 Y 0 0 0 0
Y 0 0 0 0 0
0 0 Q˜ S˜ 0 0
0 0 S˜T R˜ 0 0
0 0 0 0 −1γ I 0
0 0 0 0 0 γI


−AT −CTd −CTp
I 0 0
−BTd −DTdd −DTpd
0 I 0
−BTp −DTdp −DTpp
0 0 I

Φ  f6I (5.3)
 ∆(ρj)
I
T  Q S
ST R
 ∆(ρj)
I
  f3I, j = 1, ...,m (5.4)
 I
−∆(ρj)T
T  Q˜ S˜
S˜T R˜
 I
−∆(ρj)T
 ≺ −f4I, j = 1, ...,m (5.5)
Q ≺ −f3I, R˜  f4I, X ≺ c1, Y ≺ c2 (5.6)
||P || < c3, ||P˜ || < c4 (5.7)
The first two offsets, f1 and f2, move the minimum eigenvalue of
X/Y from 0 to f1/f2, respectively. Without the factor, the solution
may have a very small eigenvalue. While technically positive defi-
nite, this can introduce numerical problems in later steps. Choosing
values on the order of 10−2 is appropriate, although most problems
are solvable leaving f1 = f2 = 0 [1]. The remaining factors all per-
form a similar role: enforcing strict inequalities by slightly altering
the smallest magnitude allowable eigenvalue.
The coefficients enforce reasonable bounds on the decision vari-
ables X , Y , Q, R, P and P˜ . Unlike the offsets, which should be kept
small or zero, there is no general recipe for the optimal choices of
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c1, ..., c4. The norms of the coefficients’ corresponding decision vari-
ables is a reasonable start, guaranteeing that the norms will not grow
as more iterations are completed. Attempting to reduce the norm
of both X and Y or both P and P˜ does not produce better results.
Hence, one should not try to reduce the sizes of both, but rather in
reducing X and P , leave more room for Y and P˜ [1].
5.1.3 Solver Options
At its core, the algorithm is powered by the MATLAB solvers mincx
and feasp in the Robust Control Toolbox. feasp solves Equation
(2.13), which is used to determine γ. Using the same system and
the calculated gamma, mincx solves for the controller by reducing it
into the problem shown in Equation (2.14).
Without the numerical manipulations discussed in the previous
section, the resulting solutions will always be badly conditioned.
However, mincx also provides options that can help generate tractable
solutions.
The first option, relative accuracy, defines the minimum improve-
ment required for the function to terminate. Smaller values are rec-
ommended to increase accuracy, but will also increase the time needed
to synthesize the controller.
The second option sets the maximum number of iterations allowed
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for mincx. During all our tests, this maximum was never reached, so
the the default of 100 is a reasonable choice. The third option imposes
an arbitrary maximum allowed for the solution of x. This provides a
similar effect to the bounds introduced in section 5.1.2. Setting this to
0 removes the bound on the solution, helping find a feasible solution,
but possibly harming its numerical conditioning.
The fourth option is the most interesting. This sets the number of
iterations back to check if the solution has improved by more than
the relative accuracy. Lower values mean less accuracy, but faster
synthesis. Choosing this value too high may cause memory prob-
lems, so choose a number that gives reasonable accuracy.
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Chapter 6
Results
This chapter summarizes the results and compares the tracking error
performance between the nominal, static and dynamic controllers for
several sources of uncertainty in the model parameters.
6.1 Robustness with respect to r1 and r2
The first simulation tests were designed to study the robusntess of
the control systems with respect to changes in r1 and r2 from their
nominal values. It was found that to observer any meaningful change
the parameters needed to be perturbed by nearly 80%.
Solid lines indicate nominal parameter values, dashed lines rep-
resent a parameter being increased, while dash-dot represents a de-
crease. Each parameter was increased and decreased once, for a total
of five cases in each plot. On most plots, only 1 line is visible, be-
cause all five almost overlap. The two control plots show three lines,
because there is very little coupling between r1 and h2, and r2 and h1.
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Figure 6.1 shows the results with the Nominal controller, Figure 6.2
with the static and Figure 6.3 with the dynamic controller.
All three plots show very similar trajectories, never going above
7% tracking error. Initially, the prey error spikes high, because the
initial reference requires a decrease in population. Most likely, the
controller is still transitioning from steady state, and cannot react to
a fast reference. The “static” controller (e.g., the controller designed
with static multipliers) handles this better, with a peaking error of
only 4.5%.
All three plots also look identical when tracking the predator. Be-
cause this reference is simply a ramp from beginning to end, there is
no initial spike in error. Over time, the tracking performance appears
to degrade; however, the tracking error is constant with the popula-
tion decreasing, causing increased percentage error. When tracking
the predator, the dynamic case performs best peaking at about 4.6%
error, although the worst case is only at 5.5%.
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Figure 6.1: Nominal r1 & r2 Results
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Figure 6.2: Static r1 & r2 Results
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Figure 6.3: Dynamic r1 & r2 Results
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Table 6.1: Tracking Error 2-Norm for growth rates: r1 & r2
Controller Type Predator Error Prey Error
Nominal 5,243 2.071E8
Static 4997 4.562E7
Dynamic 4506 1.995E8
Table 6.1 shows the induced 2-norm of each error signal with nom-
inal parameters. In this case the ratios of the 2-norm are identical to
the L2 gain from w → z, because w is the same. The nominal con-
troller is worse in both cases, while the static shows nearly a four
fold improvement in prey tracking while the “dynamic” controller
performing best at predator tracking.
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6.2 Comparison to Previous Results
Tables 6.2 and 6.3 show the equivalent measurements for the static
and dynamic controllers when designed for the carrying capacity
and interaction coefficients respectively. Both show slight improve-
ments over the nominal controller on both the prey and predator
tracking error, just as changing the growth rate did.
Table 6.2: Tracking Error 2-Norm Carrying Capacities: q1 & q2
Controller Type Predator Error Prey Error
Nominal 5,243 2.071E8
Static 4830 2.108E7
Dynamic 4602 2.388E7
Table 6.3: Tracking Error 2-Norm Interaction Coefficients: α & β
Controller Type Predator Error Prey Error
Nominal 5,243 2.071E8
Static 4744 4.407E7
Dynamic 4905 1.6939E8
Table 6.4 shows the controller designed by [22], with an equiv-
alent simulation with disturbance and an identical reference signal.
While the prey tracking is not significantly better than our robust
LPV design, there is a significant improvement in predator tracking.
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Table 6.4: Previous Results Tracking Error
Predator Error Prey Error
698 1.5562E7
6.3 Summary
The IQC based approach discussed in this thesis shows promise as a
general tool for robust LPV control design and analysis. Our results
show that it is possible to obtain good tracking performance as well
a disturbance rejection across wide operating conditions . However
more work has to be done to fully characterize the the effect of noise
entering the scheduling variables.
It was also observed that the numerical stability of the algorithms
used in the solution of the problem needs to be improved. In its cur-
rent version many parameters introduced to improve the stability of
the solvers (e.g. see Section 5.1) had to be chosen by hand and more
often than not a proper choice of parameters was not obvious. This
limited our freedom in tuning performance weights during the de-
sign process and remains the primary obstacle to make this approach
practical.
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Chapter 7
Conclusions and Future Work
7.0.1 Numerical Conditioning
One of the main issues that we had to contend with was the sensitiv-
ity of the numerical algorithms to small changes in design parame-
ters such as weights. Figure 7.1 shows an instance of a plot of the the
performance γ against an increase in the size of the uncertainty ∆τ
by a scalar factor τ . As τ increases the performance γ was expected
to decrease monotonically. However, this is not what is observed
suggesting that the problem formulation was ill conditioned. When
τ = 0, γ is calculated for the nominal system. This appears to be both
the minimum and mode of Figure 7.1. When τ happens to impact
numerical malleability, γ spikes up, but is otherwise unaffected by
changes in uncertainty. Therefore, numerics can have as much, or
more, influence on γ than the actual design.
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Figure 7.1: Optimal Gamma vs Uncertainty Magnitude
7.0.2 Quasi-LPV Limitations
While in principle this approach could handle arbitrary nonlinear
uncertain systems, in practice there are important assumptions that
limit its generality. The two most salient are:
1. The state of the plant must be available for measurement.
2. It is not know how to properly choose one Quasi-LPV represen-
tation over another to guaranteed properties such as controlla-
bility.
The first assumption is not unique to this approach. While in lin-
ear systems we can take advantage of separability to design state-
estimators for the states that cannot be measured directly, separabil-
ity does not hold for nonlinear systems.
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The second limitation can be partially addressed by the velocity-
based approach of [17] and further developed in [19, 18].
7.0.3 Noise effect on Scheduling Variables
The present of noise in the measured variable, in particular in the
scheduling variables, needs to be studied in more depth. In some
of our simulations we observed that when noise was injected the
performance of the system deteriorated significantly and was not af-
fected by changes signal weights. It appears then that the observed
behavior is mostly due to the effect of noise in the scheduing vari-
ables used in the quasi-LPV characterization of the nonlinear system.
7.0.4 Velocity-based Formulation
The work of [19, 18] and [17] suggests that a quasi-LPV formulation
based on a Velocity-based extended linearization may offer some ad-
vantages over the algebraic quasi-LPV approach used in this work.
Promising preliminary results along these lines have been reported
in [15].
93
Bibliography
[1] J. Veenman and C. W. Scherer. On robust LPV Controller
Synthesis: A Dynamic Integral Quadratic Constraint Based Ap-
proach. In 2010 49th IEEE Conference on Decision and Control
(CDC), pages 591–596. IEEE, 2010.
[2] R. Asgharian and S. A. Tavakoli. A Systematic Approach to Per-
formance Weights Selection in Design of Robust H∞ PSS Us-
ing Genetic Algorithms. IEEE Transactions on Energy Conversion,
11(1):111–117, 1996.
[3] Greg Becker and Andy Packard. Robust performance of
linear parametrically varying systems using parametrically-
dependent linear feedback. Systems & Control Letters, 23(3):205–
215, 1994.
[4] Thomas J. Besselmann. Constrained Optimal Control: Piecewise
Affine and Linear Parameter-Varying Systems. PhD thesis, Ham-
burg University of Technology, 2010.
[5] Stephen Boyd, Laurent El-Ghaoui, Eric Feron, and Venkatara-
manan Balakrishnan. Linear Matrix Inequalities in System and
Control Theory, volume 15. Siam, 1994.
[6] Gardner Brown, Brett Berger, and Moses Ikiara. A Predator-Prey
Model with an Application to Lake Victoria fisheries. Marine
Resource Economics, 20:221–247, 2005.
94
[7] J. C. Cockburn. Multidimensional Realizations of Systems with
Parametric Uncertainty. Perpignan, France, June 19-23 2000.
MTNS.
[8] J. C. Cockburn, K. McLoud, and J. Wagner. Robust Control of
Predator-Prey-Hunter Systems. In American Control Conference,
pages 1934–1939, San Francisco, CA, USA, June 29 - July 1 2011.
[9] Juan C. Cockburn. The Generalized Plant and Nominal Stabi-
lization. 2013. Lecture Notes.
[10] Ad Damen and Siep Weiland. Robust Control. July 2002.
[11] J. Doyle, A. Packard, and K. Zhou. Review of LFTs LMIs, and
µ. In 30th Conference on Decision and Control, volume 2, pages
1227–1232. IEEE, December 1991.
[12] Michael K. H. Fan, Andre´ L. Tits, and John C. Doyle. Robustness
in the Presence of Mixed Parametric Uncertainty and Unmod-
eled Dynamics. IEEE Transactions on Automatic Control, 36(1):25–
38, 1991.
[13] Pascal Gahinet and Pierre Apkarian. A Linear Matrix Inequal-
ity Approach to H∞ Control. International Journal of Robust and
Nonlinear Control, 4(4):421–448, 1994.
[14] Pascal Gahinet, Pierre Apkarian, and Mahmoud Chilali. Affine
Parameter-Dependent Lyapunov Functions and Real Para-
metric Uncertainty. IEEE Transactions on Automatic Control,
41(3):436–442, 1996.
[15] Cai Guang-Bin, Duan Guang-Ren, and Hu Chang-Hua. A
95
velocity-based LPV modeling and control framework for non-
linear tracking. In C29th Chinese Control Conference (CCC), pages
286–291. IEEE, 2010.
[16] Ulf Jo¨nsson. Lectures on Input-Output Stability and Integral
Quadratic Constraints. May 2001.
[17] I. Kaminer, A. Pascoal, P. Khargonekar, and E.Coleman. A Veloc-
ity Algorithm for the Implementation of Gain-Scheduled Con-
trollers. Automatica, 31(8):1185–1191, 1995.
[18] D.J. Leith and W.E. Leithead. Gain-Scheduled Controller De-
sign: An Analytic Framework Directly Incorporating Non-
Equilibrium Plant Dynamics. International Journal of Control,
70(2):249–269, 1998.
[19] D.J. Leith and W.E. Leithead. Input-Output Linearisation by
Velocity-Based Gain-Scheduling. International Journal of Control,
72(3):229–246, 1999.
[20] Douglas J Leith and William E Leithead. Survey of gain-
scheduling analysis and design. International journal of control,
73(11):1001–1025, 2000.
[21] K. Macksamie, J. C. Cockburn, and J. Wagner. LPV Tracking
Control for Economic Management of Ecosystems. In IEEE In-
ternational Conference on Control Applications, pages 1131–1135.
IEEE, October 3-5 2012.
[22] Kevin Macksamie. Optimal Economic Planning and Control for
the Management of Ecosystems. Master’s thesis, Rochester In-
stitute of Technology, December 2011.
96
[23] Andre´s Marcos, Declan G Bates, and Ian Postlethwaite. A
Symbolic Matrix Decomposition Algorithm for Reduced Or-
der Linear Fractional Transformation Modelling. Automatica,
43(7):1211–1218, 2007.
[24] A. Megretski and A. Rantzer. System Analysis via Integral
Quadratic Constraints. IEEE Transactions on Automatic Control,
42(6):819–830, June 1997.
[25] H. Oloomi and B. Shafai. Weight Selection in Mixed Sensitiv-
ity Robust Control for Improving the Sinusoidal Tracking Per-
formance. In Decision and Control, 2003. Proceedings. 42nd IEEE
Conference on, volume 1, pages 300–305. IEEE, 2003.
[26] Charles Poussot-Vassal. Commande Robuste LPV Multivariable de
Chassis Automobile. PhD thesis, Institut National Polytechnique
de Grenoble-INPG, 2008.
[27] Rex Clark Robinson. An Introduction to Dynamical Systems, vol-
ume 19. AMS Bookstore, 2013.
[28] Carsten Scherer. LPV Control and Full Block Multipliers. Auto-
matica, 37(3):361–375, 2001.
[29] Carsten Scherer, Pascal Gahinet, and Mahmoud Chilali. Multi-
objective Output-Feedback Control via LMI Optimization. IEEE
Transactions on Automatic Control, 42(7):896–911, 1997.
[30] Carsten Scherer and Siep Weiland. Linear Matrix Inequalities
in Control. Lecture Notes, Dutch Institute for Systems and Control,
Delft, The Netherlands, 2000.
97
[31] Jeff Shamma and Michael Athans. Gain Scheduling: Poten-
tial Hazards and Possible Remedies. Control Systems, IEEE,
12(3):101–107, 1992.
[32] Sigurd Skogestad and Ian Postlethwaite. Multivariable Feed-
back Control: Analysis and Design. New York, 1996.
[33] Weehong Tan, Andrew Packard, and Gary Balas. Quasi-LPV
Modeling and LPV Control of a Generic Missile. In Proceedings
of the American Control Conference, volume 5, pages 3692–3696.
IEEE, 2000.
[34] Wallace Turcio, Takashi Yoneyama, and Fernando Moreira.
Quasi-LPV Gain-Scheduling Control of a Nonlinear Aircraft
Pneumatic system. In 21st Mediterranean Conference on Control
& Automation (MED), pages 341–350. IEEE, 2013.
[35] S. K. Zegeye. Quasi-Linear Parameter Varying Modeling of
Variable-Speed Pitch-Regulated Wind Turbine. Master’s thesis,
Delft University of Technology, 2007.
