Customer Lifetime Value (CLV) is a useful and important concept in marketing to help any company in budgeting marketing cost for its customers. This paper presents a fairly new class of CLV models that is Markov Chain Models (MCM). The major advantage of this model is its flexibility to be modified to several different classification schemes. One of them is the probability transition matrix containing the rate of retention and acquisition. It plays an important role to calculate the total cost to maintain the satisfaction of a customer. In contrast, a company can set the future benefit for a certain customer. The term of this is called CLV. The aim of this paper is to estimate the matrix for a customer from the target
Introduction
CLV describes the value of a customer to be the concern of marketing teams. Customer retention refers to situations in which customers who are not retained are considered lost for good. Various models have developed for calculating CLV from retention rate of a customer . At first, the calculation of CLV was focused on only a loyal customer. When he get out, company assume he/she had no CLV again. The data required for the calculation is sufficient retention rate in addition to the net contribution, acquisition and retention costs, and current interest rates. The one with some flexible advantages is Markov Chain Model (MCM) which is a stochastic model often used to explain the behaviour of state changes of an object. In this model, the company considers that a customer through some states. Every state can give CLV which is different. MCM capable of doing CLV calculations in all state at once. This gives the opportunities to improve the model by modifying the states as the modeler wishes.
Pfeifer and Caraway [10] assumed that a customer can be segmented into the following categories or state: prospect, customer and former customer. They have not discussed the specific character of customers. Reference [3, 4] was doing simulation for CLV behavior from changed of several variables. Reference [2] , try to applicate the calculating of CLV in insurance customer based on data. The model proposed will be talking about the estimation of probabilities that a customer transit from one state to other state and retained in the same state. It contains acquisition and retention rate. Of course, it will need the expected profit from the relationship inter customer states in the probabilistic frame.
A company would have some target in obtaining profit from its customers. The problem is how to estimate acquisition and retention rate based on target. This problem is familiar called inverse problems [8, 13] . This paper contains proposed a method for solving the inverse problem of CLV formula. The result is obtaining the probability transition matrix of a customer which contain acquisition and retention rate. Given that the company has determined target for CLV in certain period of time, by obtaining a customer's transition matrix helps the company to know how optimal rate, or expected relative frequency of a customer to be retained or not. This paper is organized as follows. Starting from the formulation of fundamental Markov Chain Model for Customer Lifetime Value, continues to the statement of inverse problem. After some brief explanation of the proposed method, this paper will present application of this method on health insurance data.
Customer Lifetime Value and Problem Formulation
The first model described in [3, 4] is the fundamental Markov Chain Model for Customer Lifetime Value (CLV) for two types of customer, that are customer and former customer. Consider the following situation of a certain customer and the marketing division of a company. If successful, the company will earn (or Net Contribution) from each customer's purchase. Assume that in each period, at most one purchase can be made, only at the end of the period defined. Periods are of equal length, and the company uses a per-period discount rate to account for the time value of money. For each period, the company will spend some amount of remarketing expenditures, namely , throughout the period in efforts to remarket an active customer. Assume that the probability of the certain customer's repurchase after any number of period depends only on his/her recency. Let the probability that he/she will purchase at the end of any period be . This can also be interpreted as the probability for a customer to remain as a customer. Then, the probability that he/she won't purchase anymore at the end of any period will be 1 − . If he/she is considered to be a former customer, the company will not spend any expenditures to remarket him/her. From the state of a former customer, one can turn back to the company to be a customer again with the probability , or remain as a former customer with the probability 1 − . According to To use Markov chain, it shoud be assumed that the future prospects for the company's relationship with him/her, especially one period ahead, depends only on the current state of the relationship. With this assumption, the Markov property is satisfied. Thus, the onestep transition matrix can be presented as:
where 0 ≤ , ≤ 1.
Reference [2] also presented his second model containing three possible states of any customer, those are lower-level client (1), higher-level client (2) , and former client (3), with the one-step transition matrix: where 0 ≤ 1 , 2 , 1 , 2 , 1 , 2 ≤ 1.
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Define the reward vector, , where each entry corresponds to the fund that go in and go out from the firm from each customer state. The firm will get the amount Nc from any purchase made by any customer, while spending for the efforts in remarketing a customer. It is clear that − should be positive. A former customer won't make any fund go into the firm, so the firm will just spend as the marketing cost for his/her. For the three state model, the values of the purchase from low-level and high-level clients are categorized respectively as 1 and 2 , so are the marketing costs, those are 1 and 2 . Thus, for the first and second model, can be written respectively as = ( The present value of the reward at -th period is the -times discounted value of the product of -th transition probability matrix and the reward vector, written as:
CLV for T period is defined as the total present value of each period = 0, 1, 2, … , , which can be written mathematically as follows:
where ∈ ℝ × , ∈ ℝ ×1 , and each row corresponds to the states of a customer. Moreover, for the infinite horizon, it can be shown that
where I is the identity matrix.
Some improvements can be made by modifying the possible states. Thus, variations depends on the transition matrix P.
Thus, the problem can be formulated as follows. Inverse problem is meant to obtain transition probability matrix P, given some information about expected profit at period T, , and the vector R. That is, solve this equation for P:
Note that ( ) is a × 1 vector. Hence, the formula represents a system of nonlinear equations. For example, consider the two state case. The inverse problem has the form as shown below:
For = 2 case, the equation above can be rewritten as 
From here, the inverse problem is used to approximate the value of and satisfying the system of nonlinear equations above. For the three-states case, there will be a system of three nonlinear equations as well. By formulating this inverse problem into an optimization problem, the approximate roots this system can be obtained.
Solving Systems of Nonlinear Equations Using Flower Pollination Algorithm
Given any system of nonlinear equations with variables,
In case of two-state customer, as shown in equation (11), it is obtained that = 2 and = 2 with 1 = , and 2 = ; 1 and 2 are as shown in the first and the second row of (10) .
Based on experiments in [6, 7] , the most effective form of optimization problem for solving nonlinear equations is as follows (12) Especially for the inverse problem with 1 , 2 , 3 , … , as the elements of transition matrix , this optimization problem can be adopted to be 
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To solve this maximization problem, various optimization algorithms can be applied. Recently, Metaheuristic optimization algorithms has become popular choices for approximating the solution of such problem. Usually, this type of algorithm uses random populations as the initial guess of the solutions. One of the promising algorithm is Flower Pollination Algorithm, proposed by Xin-She Yang (2012).
Given any objective function ( ), where is a × 1 vector, optimization methods are developed to obtain the exact or approximate solutions of which makes ( ) maximum or minimum.
This algorithm is inspired by the characteristic of flower pollination, which can be modeled by the following four rules [11, 12] : 1.
Biotic and cross-pollination can be considered as a process of global pollination process, and pollen-carrying pollinators move in a way which obeys Lévy flights (Rule 1).
2.
For local pollination, abiotic and self-pollination are used (Rule 2).
3.
Pollinators such as insects can develop flower constancy, which is equivalent to a reproduction probability that is proportional to the similarity of two flowers involved (Rule 3).
4.
The interaction or switching of local pollination and global pollination can be controlled by a switch probability
with a slight bias towards local pollination (Rule 4).
Here the population is equivalent to the pollen, and a pollen is equivalent to a flower. To convert the above rules into updating equations, Yang (2013) represent Rule 1 and flower constancy mathematically as
where is the -th pollen or solution at the -th iteration and * is the current best solution found among all solutions at the current iteration. Here is a scaling factor to control the step size. Additionally, ( ) is a vector representing step size as well as its magnitude. Since insects may move over a long distance with various distance steps, Yang used a Lévy flight to mimic this characteristic efficiently. That is, draw > 0 from a Lévy distribution Researches show that this algorithm can work well on problems with high dimensionality in a reasonable time of computation. As for the inverse problem, corresponding objective function would be as shown in (9).
Study Case
For study case, real data is taken as shown in the table below. From Permana (2014), based on the health insurance customer data from a health insurance firm in Bandung from 1994 to 2014, there are four types of customer migration schemes. Say the names of of the customers are Adi, Badu, Cici, and Deni, each one represents different migration schemes. Here obtained four types of transition matrices. Here are the customers' status table of their membership from 1994 to 2014. The symbol "Y" under year column means that he/she bought an insurance policy from the firm at the current year, the symbol "N" means that he/she didn't buy any insurance policy, so they can be categorized as former customer. For the fourth customer, Deni, the symbol "Y1" means that he is still a low-level client, and the symbol "Y2" means that he changes his contract to be a higher-lever client. From here, the transition matrices satisfying the formulas (1) and (2) In this simulation, it's assumed that the interest rate is constant and uniformlydistributed between 10% and 15%. This assumption is concluded from past discussions with certain practitioners from health insurances in Bandung at the end of 2014. The net contribution given by a customer and a lower-level customer and their marketing cost are, respectively, = 1 = 10 (million rupiahs) and = 1 = 0.3 1 annually. The ones given by a higher-level customer are N2=15 (million rupiahs) and 2 = 0.2 2 . Using (3) and (4), the results are obtained as presented in Table 2 .
Table 2 CLV Vector with Uniformly-Distributed Interest Rates
From the data and the CLV value, a simulation on approximating the value of P is conducted for the same T value based on equation (5) e  94  95  96  97  98  99  00  01  02  03  04  05  06  07  08  09  10  11  12  13 14 
Table 3 Experiment Result in Health Insurance Data
For practical use, given the information about rewards and discount rate, if a firm has expected target for CLV in a certain period, then the marketing division can set the minimum target of the ratio of customer retention and acquisition.
Conclusion
Flower Pollination Algorithm gives promising result in solving inverse problem in Markov Chain Model for computing CLV. This hypotheses is also strengthened by application in real health insurance data. Also, this method can be used for high dimensional problem with high nonlinearity within a reasonable computation time. Further research about the uniqueness of the solution of the inverse problem is required.
