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Let h 1 (x)h 2 (x) be the parity check polynomial of a binary cyclic code, where the degrees of h1(x) and h 2 (x) are rn 1 and m 2 , and the exponents of hl(x) and h 2 (x) a~e n 1 and n 2 respectively.
The generalization of what follows to more than two factors is straightforward and will not be considered here.
Let the code length be n = l.e.m. 
Assuming that the weight distributions of the codes generated by 9 1 (X) and 92(x) are known, the key to the weight of v(x) lies in the ability to determine IIf. We proceed as follows.
has a non-zero coefficient in v1(x) and x has a nonzero coefficient in v 2 (x), we wish to know under what conditions k I +6 l n l k 2 +6 2 n 2 n 2 n l x and x for 0 < 6 1 < -a and 0 < 8 2 <~will coincide. and hl(x) and h 2 (x) are primitive polynomials, the minimum distance of the code whose parity check
We shall now describe two classes of codes to which the above theorem is easily applied.
Suppose h1(x) and h 2 (x) are primitive polynomials. Then the codes generated by gl(x) and g2(x) are maximum length sequence codes, where each codeword is a cyclic shift of the generator polynomial.
Having found gl(x) and g2(x), the determination of rJl) and rJ2)
is quite simple. Numerical results are listed in Table land   Table 2 . Table 3 .
In the course of preparing this paper for publication, it was discovered that a (31,10) code with minimum distance 10 is missing from the Chen [3] tables in the back of Peterson and
Weldon [4] . This code has a parity check polynomial which is the product of two primitive polynomials of degree six, one of which is the reciprocal of the other. However, this code is included in Table 16 .1 of Berlekamp [5] .
The following symbols are used to label the columns of the tables.
(n,k): n = code length, k = degree of the parity check polynomial.
hex}: parity check polynomial of the code. 
