This paper investigates the relationship between electricity demand and temperature in the European Union. We address this issue by means of a panel threshold regression model on 15 European countries over the last two decades. Our results confirm the non linearity of the link between electricity consumption and temperature found in more limited geographical areas in previous studies. By distinguishing between North and South countries, we also find that this non linear pattern is more pronounced in the warm countries. At last, rolling regressions highlight the significant impact of climate change on electricity use in Europe.
Sustainable, Competitive and Secure Energy" in order to develop a common European Energy Policy. As a result, the first proposals, "Energy for a Changing World" were published by the European Commission in January 2007. Many of the proposals are designed to limit global temperature changes to no more than 2˚C above pre-industrial levels, below the temperature judged to cause a "dangerous global warming".
In line with these challenges, this paper focuses on the European electricity demand and on the potential impact of climate change on energy use. More specifically, this paper explores the effect of climate variables on energy demand by analysing the direct impact of temperature on the electricity consumption of 15 European countries. This choice is motivated by the important share of energy devoted to heating and cooling purposes. Hence, temperature is a major determinant of electricity consumption. Moreover, this question is currently of crucial concern given the observed climate change. According to the United Nations Intergovernmental Panel on Climate Change (IPCC) (2007) , global warming has already made the world 0.74˚C warmer over the last 100 years and temperatures are probably going to increase by 1.8-4˚C by the end of the century. Exploring the link between electricity use and temperature is important to assess the impact of climate change on energy demand. This study is complicated by the non-linear pattern of the relationship between electricity consumption and temperature. In winter, the expected link between electricity demand and temperature is negative since an increase in temperature diminishes the need for energy resources used for heating purpose. This negative response is referred to as the heating effect in the related literature. In contrast, in summer, a temperature increase may raise the demand for electricity. An increase in temperature leads to a higher use of air conditioners and other cooling devices. This is the so-called cooling effect. Taking into account this non linearity requires a specific treatment.
Most of the existing literature dealing with the link between electricity demand and temperature captures this non linearity by using heating degree days and cooling degree days (HDD and CDD hereafter) variables (Al-Zayer and Al-Ibrahim, 1996 , Sailor and Muñoz, 1997 , Valor et al., 2001 , Sailor, 2001 , Pardo et al., 2002 , Amato, 2005 . This method has some drawbacks. The definition 1 of the HDD and CDD variables relies on an arbitrary choice of threshold values 2 , generally set to 18.3˚C (or 65˚F) 3 . Such a value may not be appropriate for the European countries. Moreover, it is more sensible to directly consider the temperature level in the model to study the sensitivity of electricity demand to temperature.
In this paper, we adopt the method used recently by Moral-Carcedo and Vicéns-Otero (2005) in their analysis of the effect of temperature on the electricity demand in Spain.
easily since the variable is directly considered as an explanatory variable in the model.
One innovation of our paper is the application of this approach to a panel of 15 member states of the European Union over the last two decades. To this aim, we use the non-dynamic panel smooth transition regression model with fixed individual effects introduced by Gonzàlez et al. (2005) . Focusing on a panel of countries rather than on a single country permits to learn about an individual's behaviour by observing the behaviour of the others and permits to derive results on a large geographical area. This provides guidelines to formulate policy recommendations at the European scale. In addition, considering a long-run time perspective is relevant to measure the impact of climate change.
In this paper, we also consider more general transition functions than the ones used
by Moral-Carcedo and Vicéns-Otero (2005) . First, we allow for more than one transition function as done by Gonzàlez et al. (2005) . This provides a more accurate characterization of the transition between the cold and warm regimes. We also consider both logistic and exponential transition functions. To our knowledge, the study presented here is the first to apply an exponential smooth transition regression model to panel data. Although the use of the exponential transition may seem less intuitive, it permits to capture the weakening of the link between consumption and temperature for the lower values of the temperature.
Our results allow to characterize the non-linear link between electricity consumption and temperature in Europe. On the whole panel, a clear heating effect is identified, whereas the cooling effect is less important than in previous studies applied to other geographical areas as the United-States, Saudi Arabia or Spain. Such a result is sensible since there are less warm days than cold days in most European countries and since the cooling devices are less developed. By distinguishing between North and South countries, we also show that the non-linear pattern is more pronounced in the warm countries than in the cold ones. We find a clear U-shaped relationship in the warmer countries, whereas the electricity demand of the colder ones is more influenced by the heating effect. Finally, rolling regressions highlight a significant impact of the climate change especially in the South countries.
The outline of this paper is as follows. The next section describes the data and the preliminary treatment of the trend and the non climatic seasonality pattern of the con-sumption variable. The third section introduces the model specification and the estimation methods. The fourth section presents the empirical results. The last section concludes. Unit University of East Anglia (Mitchell et al., 2004) .
A limitation of our analysis is that we do not distinguish between residential, commercial and industrial demand for electricity. Residential, commercial and industrial sectors exhibit distinct demand responses to temperature. Only the residential and commercial sectors demonstrate a clear sensitivity to climate variables 5 . We also quantify the impact of temperature change on energy consumption only at a national level. Hence, we capture an average response for a large geographical area without taking into account regional differences in temperature, in energy systems (energy sources, efficiencies, distribution systems, characteristics of end users, etc) and in sectoral composition. Distinguishing sectors and regions would have been more relevant, but it was not possible to obtain disaggregate data on the 15 countries and over the whole period considered in this study. of data, we do not consider these additional countries in this study. 5 See for example Bigano et al. (2006) for a discussion of this point.
To investigate the temperature sensitivity of electricity consumption, we have to remove the effect of non-climatic factors on this variable. In line with the previous literature (Sailor and Muñoz, 1997 , Pardo et al., 2002 , Moral-Carcedo and Vicéns-Otero, 2005 , three components are filtered out from the electricity demand:
• The demographic trend: the population of the whole area increased by 5% from 1985 to 2000 which boosted the electricity use.
• The technological trend due to the improving of energy efficiency, the expansion of air-conditioning, the changes in square footage, home insulation and in appliance usage,. . .
• The monthly seasonality related to the activity: in particular, the decrease in production during the summer period leads to a reduction in consumption which could offset the cooling effect.
We simply remove the demographic trend by dividing the consumption by the population.
Then, the two last components are eliminated by applying three alternative filters (referred to as filters A, B and C in what follows) to the electricity consumption per capita of each country.
First, we use the approach proposed by Moral-Carcedo and Vicéns-Otero (2005) . The filtered demand F D A t is obtained as the residuals of the OLS regression of the electricity demand on a third degree time polynomial 6 and a dummy for the month of August:
where E t denotes the electricity consumption at time t, t is a time variable (t = 0, 1, 2, . . .), I aug,t is a dummy for August which equals 1 if the t observation corresponds to the month of August, 0 otherwise. The dummy variable is introduced to remove the change in consumption due to the decrease in activity during the summer holiday 7 . The non significant terms are discarded from the model. 6 Higher order terms are generally not significant in the trend estimation. 7 Moral-Carcedo and Vicéns-Otero (2005) also include a "working day effect variable" to filter out the calendar effect in the demand of a particular day, but this can not be done on monthly data.
Second, we employ the filter applied by Li and Sailor (1995) , Sailor and Muñoz (1997) and Sailor (2001) . The filtered consumption is obtained as:
where F D B y,t refers to the filtered consumption and E y,t to the electricity demand in year y at time t ,Ē y is the average monthly electricity consumption for year y andĒ is the average monthly electricity consumption on the whole period. Contrary to the two other filters, this transformation removes the long-run trend in the consumption data, but does not filter out the non climatic seasonal effects. Therefore, it may appear to be less relevant.
Nevertheless, it is used for the aim of comparison with previous studies.
We propose a third filter to isolate the influence of climate on electricity use. As in Moral-Carcedo and Vicéns-Otero, the electricity demand is regressed on a third-order polynomial trend 8 . A seasonal unadjusted production term is also included among the regressors to filter the impact of the activity. The estimated model is given by:
where Y t designs the seasonal unadjusted production at time t. Again, the non significant variables are removed from the equation. The filtered demand F D C t is given by the residual component. This last approach can be more relevant than the use of a dummy for the month of August since the seasonal effect of the activity may not be restricted to the summer period.
Figures 1, 2 and 3 display scatter plots of the filtered consumption against the temperature in the 15 countries under study. We also report a local polynomial kernel regression of order 2 with a Gaussian kernel between the two variables 9 . As an illustrative example,
8 Again, higher order terms are not considered because they are generally found not significant in the trend estimation. 9 Local polynomial kernel regressions of order 2 fit the dependent variable Y at each value x (the grid points) by choosing the set of parameters β i , i = 0, 1, 2 to minimize the weighted sum of squared residuals:
where T is the number of observations of X and Y, h is the bandwidth and K is a kernel function that integrates to 1. In this study, we use a
range of X and 100 grid points and the warm countries which clearly exhibit the two effects (Greece, Italy, Portugal and Spain). Note also that even in the warm countries, the heating effect is more pronounced than the cooling one since there are more cold days than warm ones in the European countries and since the cooling systems are less developed. The only exception is Greece where the two effects are equally balanced.
The three filters give similar results. Yet, we note a higher dispersion in the scatter plots around the fitted polynomial when using the filters A and B (Figures 1 and 2 ).
As far as the filter A is concerned, there is a higher variability of the consumption for the highest temperatures in many countries (Austria, Belgium, Denmark, Finland, France, Ireland and Sweden) . It could mean that the seasonal effect of the activity in summer is not completely removed by the August dummy. In Figure 2 , there are many outliers irrespective of the temperature level in most countries (Austria, Belgium, Denmark, Germany, Greece, Ireland, Italy and Portugal). These findings could suggest that the filter C ( Figure 3) introduced in this paper is more relevant to remove the trend and the non climate effects 10 See Table 1 for a ranking of the countries according to the average monthly temperature from 1985 to
2000.
11 Note however that a weak cooling effect is observed in Austria with the filter A. This could be a spurious effect of the increase in the variability of the filtered consumption for the highest temperatures mentioned below for this filter.
from the electricity use.
Methodology

Specification
The results obtained in the previous section and in the earlier literature suggest that temperature does not have a linear impact on electricity consumption. Indeed, demand both increases when temperature decreases in cold periods and when it increases in summer.
One solution to circumvent this issue is to include HDD and CDD variables in the spec- For this reason, we apply a class of panel threshold models developed by Hansen (1999) and Gonzàlez et al. (2005) to characterize the relationship between electricity use and temperature in the 15 European countries. The corresponding model with fixed effects α i is then defined as follows:
for i = 1, . . . , N and t = 1, . . . , N, where N and T design the cross-section and the time dimensions of the panel, F D it is the filtered demand and T it the monthly average temperature of the i th country at time t. The residual ǫ it is assumed to be
To explain simply the mechanism of transition, let us consider first a brutal transition (PTR model) as in Hansen (1999) . In this case, the function g(.) equals an indicator function:
In this model, the transition mechanism between extreme regimes is very simple: at each date, if the threshold variable (i.e. the temperature) observed for a given country is smaller than a given value, called the location parameter c, the electricity demand of the country is defined by a particular model (or regime); this regime is different if the temperature is larger than this location parameter. More precisely, the coefficient of the temperature is equal to β 0 if the temperature is smaller than c and to β 0 + β 1 if temperature is larger. In our application, the coefficient β 0 associated with colder values is expected to be negative, whereas β 0 + β 1 prevailing in warm periods should be positive.
Even if the PTR model can be extended to a more general specification with r regimes, the link between electricity consumption and temperature can be divided only into a (small) finite number of classes. Such an assumption reduces the possibility of heterogeneity and may be unrealistic even for the European countries which have different characteristics of consumption. Moreover, we have seen previously that the transition from the regime where electricity demand reacts negatively to temperature increases to the regime where the response is positive is gradual rather than brutal. There is a neutral zone around mild temperatures where the demand is inelastic to temperature. It means that the regression coefficients change gradually when moving from the cold regime to the warm one. Therefore, we use a smooth transition function (PSTR model) introduced by Gonzalès et al.
(2005).
As common in the literature on threshold panel data, we consider a logistic transition function (LPSTR model) but also an exponential transition function (EPSTR model).
Such a specification has never been applied to panel data to our knowledge. These two functions are defined as follows:
The coefficient c denotes a location parameter and the coefficient γ determines the slope of the transition function. In the two cases, the transition function g(.) is a continuous function bounded between 0 to 1. The logistic function in (6) has a S-shape. It could be used to represent a smooth transition from the cold regime (where the temperature coefficient is negative) to the warm one (where the coefficient becomes positive) with a neutral zone for mild temperatures where the demand is inelastic. The parameter γ determines the smoothness i.e. the speed of the transition from one regime to the other one. When the γ parameter tends to infinity, the transition function g(T it ; γ, c) tends to the indicator function (equation 5) and thus the LPSTR model corresponds to the PTR model. In contrast, when γ tends to zero, the transition function g(T it ; γ, c) is constant and the model reduces to the standard linear model with individual effects (the so-called "within" model).
The exponential function (7) is U-shaped. Thus, in the two opposite regimes (far removed from the location parameter), the coefficient between electricity demand and temperature is assumed to be the same. At first sight, this function could appear inappropriate to model the relationship between electricity use and temperature. Indeed, the link between the two variables is clearly different for the lowest and highest temperatures.
However, the values of the transition variable need not be associated to all part of the transition function. In the extreme case where the transition variable is always above the location parameter, the exponential function has an equivalent shape to that of the logistic function 12 . In our application, we will obtain a less extreme case where the left part of the exponential function is partly visited. As explained later, this provides a better representation of the link between electricity demand and very cold temperatures. To conclude, a drawback of this exponential function is that for either γ → 0 or γ → ∞, the function collapses to a constant (equal to 0 and 1, respectively). Hence, the model becomes linear in both cases and the Exponential Panel Smooth Transition Regression model does not nest the PTR model as a special case.
Regardless of the transition function selected, the PSTR model has the great advantage to allow parameters to vary across temperatures and countries. More precisely, the coefficient is defined as a weighted average of the parameters β 0 and β 1 :
Consequently, this specification allows for an evaluation of the influence of the variable T it on electricity consumption according to the level of T it . It is important to note that the coefficient in a PSTR model can be different from the estimated parameters defined in the extreme regimes, i.e. the parameters β 0 and β 1 , as illustrated by equation (8). Therefore, it is generally difficult to interpret directly the values of these parameters (as in a probit or logit model). It is generally preferable to interpret the sign of these parameters, which indicates (i) an increase or a decrease in the coefficient depending on the value of the temperature variable and (ii) the varying coefficient in the time and individual dimensions given by equation (8).
Finally, the PSTR model can be generalised to r + 1 extreme regimes as follows:
where the r transition functions g j (T it ; γ j , c j ) depend on the slope parameters γ j and on the location parameters c j . In this generalisation, the coefficient for the i th country at time t is defined by the weighted average of the r + 1 parameters β j associated to the r + 1 extreme regimes:
Estimation and linearity test
The estimation of the PSTR model consists of several stages. In the first step, a linearity test is applied and the threshold specification with one transition function is estimated.
Then, if the linear specification is rejected, the optimal number of transition functions is determined by conducting tests of no remaining non-linearity.
Regardless of the choice of the transition function, the estimation of the parameters of the PSTR model requires eliminating the individual effects α i by removing individualspecific means and then applying non linear least squares to the transformed model (see Gonzàlez et al., 2005 or Colletaz and Hurlin, 2006 for more details).
The linear model must be tested against the PSTR alternative and the number r of transition functions required to capture all the non-linearity must be determined by following the testing procedure of Gonzàlez et al. (2005) . Testing the linearity in a PSTR model (equation 4) can be done by testing H 0 : γ = 0 or H 0 : β 0 = β 1 . In both cases, the test is non standard since the PSTR model contains unidentified nuisance parameters under H 0 (Davies, 1987) . A possible solution is to replace the transition function g j (T it , γ j , c j )
by a Taylor expansion around γ = 0 and to test an equivalent hypothesis in an auxiliary regression. The use of a first-order Taylor development leads to equation (11) for the logistic transition and to equation (12) for the exponential transition:
In these auxiliary regressions, parameters θ 1 and θ 2 are proportional to the slope parameter 
where N and T denote the cross-section and time dimensions of the panel respectively.
Under the null hypothesis, the LM statistic has an approximate χ 2 (1) distribution for the logistic function and an approximate χ 2 (2) distribution for the exponential function.
The method is similar when it comes to selecting the number of transition functions in the model. We use a sequential approach by testing the null hypothesis of no remaining non-linearity. If the linearity hypothesis has been rejected, we then test whether there is one transition function (H 0 : r = 1) or whether there are at least two transition functions (H 0 : r = 2). Recall that a model with r = 2 is defined as:
The procedure of test consists in replacing the second transition function by its first-order Taylor expansion around γ 2 = 0 and then in testing linear constraints on the parameters.
If the first-order Taylor approximation of g 2 (T it ; γ 2 , c 2 ) is used, the LPSTR and EPSTR models become:
and the test of no remaining non-linearity is simply defined by H 0 : θ 1 = 0 (LPSTR) or The testing procedure is then as follows. Given a PSTR model with r = r * , the null H 0 : r = r * is tested against H 1 : r = r * + 1. If H 0 is not rejected, the procedure ends. Otherwise, the null hypothesis H 0 : r = r * + 1 is tested against H 1 : r = r * + 2. The procedure continues until the first acceptance of H 0 . Given the sequential aspect of this testing procedure, the significance level must be reduced by a constant factor 0 < ρ < 1 at each step in order to avoid excessively large models. We assume ρ = 0.5 as suggested by Gonzàlez et al. (2005) .
Threshold results
This section presents the results of tests and estimation of the EPSTR and LPSTR specifications described previously. We consider the three filters A, B and C and three alternative panels: the 15 countries, the 4 colder countries (Austria, Denmark, Finland and Sweden) and the 4 warmer countries (Greece, Italy, Portugal and Spain).
For each model, the first step is to test the linear specification of electricity consumption against a specification with threshold effects. If the linearity hypothesis is rejected, the second step will be to determine the number of transition functions required to capture the non-linearity. The results of these tests are reported in Table 2 . For each specification, the LM statistics for the linearity tests (H 0 : r = 0 versus H 1 : r = 1) and for the no remaining non-linearity tests (H 0 : r = a versus H 1 : r = a + 1) are computed.
The values of the statistics are reported up to the first non rejection of H 0 . Our analysis is limited to a model with at most five transition functions. We justify this choice by two arguments. First, it reduces the computational costs of the estimation. Moreover, it does not affect (or only slightly affects) the estimates of the other threshold parameters and of the slope parameters in the existing regimes when a supplementary regime is introduced.
Whatever the transition and the filter, the linearity tests clearly lead to the rejection of the null hypothesis of linearity of the relationship between electricity consumption and temperature. This first result confirms the non-linearity highlighted in the previous literature. The strongest rejection of the null hypothesis of linearity is obtained on the whole sample and particularly with the third filtering method. In contrast, the lowest value of the LM statistic is attained for the sample of cold countries. This may be due to the fact that the cold countries exhibit only the heating effect. Yet even in this case, the value of the test statistic is far above the critical value at standard levels.
The specification tests of no remaining non-linearity lead to the identification of an optimal number of transition functions in all cases. This number is always smaller than the maximum number of functions allowed in the algorithm, except for the EPSTR speci- Tables 3, 4 and 5 contain the parameter estimates of the final PSTR models. As mentioned before, only the signs of the estimated parameters β j can be interpreted when there is one transition function. For instance, if we consider the Logistic PSTR model with r = 1, the β 1 parameter is always positive, whereas the coefficient β 0 is negative. This merely implies that when the threshold variable (i.e. the temperature) increases, the link between electricity consumption and temperature becomes less negative. For the highest temperatures, this link is positive. The analysis is slightly more complicated for the exponential function. The coefficient increases in the two situations, i.e. when the temperature moves away from the location parameter value to either direction (this last point will be explained below). This observation cannot be generalized in a model with more than one transition function (r > 1). Indeed no general result can be deduced here. It depends on the value of the slope parameters γ j and the location parameters c j .
Turning to the slope parameters γ j , we note that their estimated values are relatively small. This point is particularly important. Recall that when the slope parameter tends to infinity, the transition function tends to an indicator function for the LPSTR model and to one for the EPSTR model. Consequently, the transition functions are not sharp and the non-linearity of the energy demand cannot be reduced to a limited number of regimes. Indeed, a PSTR model with a smooth transition function can be interpreted as a model which allows a "continuum"of regimes. This "continuum"of regimes is clearly required when measuring the threshold effects of the energy consumption (as assumed in the non-parametric approach used in the first part of this paper).
The location parameters c j indicate the temperature level at which the transition function reaches an inflexion point. In the LPSTR models, one transition function is retained.
In these specifications, the results are quite similar for the three filtering methods 15 . With the filter C for instance, we obtain a temperature of 16.1˚C for all countries, 22.4˚C for the warm countries and 14.7˚C for the cold countries. At this level, two remarks can be made. First, the location parameter obtained is different from the value of 18.3˚C generally admitted arbitrarily in the literature and changes with the countries under study.
This point underlines one of the advantages of our approach as mentioned previously. The location parameters are not imposed but estimated. Second, we observe that the value is higher when the sample contains a more important part of warm countries. This result is rather intuitive.
In the EPSTR models where one transition function is retained, the value of the location parameter is -5.0˚C. However, only 3.3% of temperature observations are lower than this threshold value. This implies that most observations of the threshold variable are in 15 Nevertheless, the value of the location parameter obtained with the filter B is higher for all countries.
the right part of the U-shaped curve. For the threshold values superior to -5.0˚C, this transition function has a shape relatively similar to a logistic function. The link between electricity consumption and temperature becomes less negative for higher temperatures.
The presence of observations in the left part of the curve implies that the variation of temperature interplays less on the electricity consumption when the temperature is very low. Indeed, the coefficient becomes less negative when the temperature diminishes below -5.0˚C. It means that the response of electricity consumption to additional decreases in the temperature level is less important when it is very cold (heating cannot be increased infinitely). This effect cannot be taken into account with the LPSTR specification.
To better illustrate the difference in the results obtained with the EPSTR and LPSTR specifications, Figure 5 depicts the elasticities defined in equation (8) against temperature.
For the sake of parsimony, the results are reported only for the two specifications for filter C and for the whole panel. This figure confirms that the transition pattern implied by the logistic and exponential functions is identical for the temperatures larger than -5.0˚C.
As expected, above -5.0˚C, the two specifications imply a link between consumption and temperature to be less and less negative as the temperature increases. However, for the EPSTR model, the elasticities increase below this temperature, reflecting the decrease in the sensitivity of the demand to the temperature, when it is cold. This figure is also convenient to identify the zone where the consumption is inelastic to the temperature. For both specifications, the elasticities equal to zero around 16˚C.
Unfortunately, we are not able to pursue the analysis of the location parameter influence in the EPSTR models with several transition functions, because we do not know the "theoretical shape" of the transition in these kinds of specifications. To go further, we have represented the estimated electricity consumption as in Moral-Carcedo and Vicéns-Otero Indeed, even if it is not clear to the first reading due to the scale, considering the warm and cold countries is equivalent to studying the whole sample. This work on sub-samples acts like a zoom, and shows that a PSTR model provides a simple parametric approach to capture cross-country heterogeneity 17 . This point is interesting, because heterogeneity is a recurrent issue in panel data.
As far as the impact of temperature on electricity consumption is concerned, the following remarks can be made. Figure 6 shows that only the heating effect prevails in the cold countries: when the temperature increases, the consumption decreases. It confirms our intuition about the low rejection of the linearity hypothesis for this group of countries.
In contrast, the warm countries exhibit the two opposite effects: the heating and the cooling effects. In particular, there is a strong positive link between electricity consumption and summer temperatures. These observations can be used to infer about the potential impact of climate change in the different European countries. An increase in the average yearly temperature could be associated with a rising electricity demand in the warm countries exhibiting the two effects, whereas it should diminish the electricity use in colder areas. To have a closer look at the influence of climatic change on electricity use in Europe, we compare the estimated consumption at different dates by using rolling regressions.
Given the increase in the temperature observed over the period under study 18 , we can assess the potential impact of climate change on electricity consumption in the European countries. To this aim, a small experiment based on rolling regressions is conducted. The 17 A similar result is obtained by Destais, Fouquau and Hurlin (2007) . 18 See Table 1 .
EPSTR specification is re-estimated on three overlapping sub-periods of five years 19 . Relying on the results of the linearity tests, we choose to present the results obtained with the third filter and for two groups of countries: the whole panel and the group of warm countries. The panel of cold countries is not considered since the mean temperature diminishes from the second to the third sub-period (see Table 1 ). The estimated consumption are depicted in Figure 7 . Several results are worth commenting on. First, we note a general increase in the consumption regardless of the temperature level when comparing the results obtained on the three sub-periods. This effect is particularly important in the warm countries. We also note a stronger cooling effect on the last sub-period especially in the warm countries where the estimated consumption is sharper for the highest temperatures at the end of the period. In contrast, no cooling effect appears at the beginning of the period since the cooling devices were not as developed as today. Hence we find a higher sensitivity of the electricity consumption in summer. This change of behaviour may be due to the increase in the temperature observed over the last two decades.
Conclusion
In this paper, we have examined the relationship between electricity demand and temperature in Europe. Using a threshold panel model applied to 15 European countries over the last two decades, we have confirmed the non-linear pattern of this relationship found in more limited geographical areas in earlier studies. Moreover, rolling regressions have shown the change of electricity use in Europe especially in the warm countries. The sensitivity of the demand is higher in the recent period.
These results are robust to the kind of treatment of the non climatic seasonality component and to the choice of the panel even though the non-linearity is found more pronounced in the South countries. The application of an Exponential panel threshold specification also provides a more accurate characterization of the relationship especially for the coldest temperatures. However, the results are fairly similar to those obtained with a logistic function given the flexibility of the two specifications. Hence, the use of both models gives an additional check of the robustness of our results.
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