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Abstract
This thesis evaluates machine learning classification and clustering algorithms with
the aim of automating the root cause analysis of failed tests in agile software testing
environments. The inefficiency of manually categorizing the root causes in terms
of time and human resources motivates this work. The development and testing
environments of an agile team at Ericsson Finland are used as this work’s framework.
The author of the thesis extracts relevant features from the raw log data after
interviewing the team’s testing engineers (human experts). The author puts his
initial efforts into clustering the unlabeled data, and despite obtaining qualitative
correlations between several clusters and failure root causes, the vagueness in the rest
of the clusters leads to the consideration of labeling. The author then carries out a new
round of interviews with the testing engineers, which leads to the conceptualization
of ground-truth categories for the test failures. With these, the human experts
label the dataset accordingly. A collection of artificial neural networks that either
classify the data or pre-process it for clustering is then optimized by the author.
The best solution comes in the form of a classification multilayer perceptron that
correctly assigns the failure category to new examples, on average, 88.9% of the
time. The primary outcome of this thesis comes in the form of a methodology for the
extraction of expert knowledge and its adaptation to machine learning techniques
for test failure root cause analysis using test log data. The proposed methodology
constitutes a prototype or baseline approach towards achieving this objective in a
corporate environment.
Keywords root cause analysis, software testing, log data analysis, machine learning,
artificial neural networks, classification, clustering, automation
Wayfarer, the only way
is your footsteps, there is no other.
Wayfarer, there is no way,
you make the way by walking.
As you go, you make the way
and stopping to look behind,
you see the path that your feet
will never travel again.
Wayfarer, there is no way –
only foam trails to the sea.
Antonio Machado (1875–1939)
Campos de Castilla, “Proverbios y cantares” (XXIX)
Translation by Alan S. Trueblood (1917–2012)
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Elements
x A scalar
x A vector
X A matrix
XT Transpose of matrix X
xi Element i of vector x
Xi,j Element (i, j) of matrix X
Xi,: Row i of matrix X
X:,j Column j of matrix X
x(t) Scalar x at algorithm iteration t
x(t) Vector x at algorithm iteration t
X A random variable
X A set
{x1, x2, . . . , xn} A set containing all elements from x1 to xn
[a, b] The real interval including a and b
Symbols and operators
E Expected value of a random variable
H Information or Shannon entropy
I Self-Information
σ Standard deviation of a random variable
σ2 Variance of a random variable
Σ Covariance matrix of a random vector
N (x;µ,Σ) Gaussian distribution over x with mean µ and covariance Σ
∇ Gradient of a function
|x| Number of elements in vector x
∥x∥p Lp norm of vector x
∩ Intersection of two sets
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1 Introduction
1.1 Background and motivation
The digitization of our human society and the rapid and steady progress of hardware
devices in the last decades has caused software to become ubiquitous in virtually
every aspect of our lives: software is now an essential and indispensable engine for
our society to function [1, 2, 3, 4]. The importance of the software industry is steadily
growing, and along with it, the complexity of the produced software systems [5, 6].
In addition to its development, software needs to be tested and debugged so as to
ensure it provides its intended functionality in a flawless fashion [7, 6]. Automated
tests generate raw diagnostics in the form of log files: these record everything that
is tested and the results the tests produce, tracking, among others, variable values,
function calls, inputs, and outputs [8, 9]. When tests fail, testing engineers need to
manually analyze the log data to determine the origin of the failures and gain insights
for code correction [10, 11]. This activity is tackled via root cause analysis (RCA), a
process defined as a structured investigation of a problem aimed at pinpointing its
cause, obtaining feedback for improvement and future error prevention [12, 10, 11].
Alongside the growing intricacy of software projects, the task of testing and
debugging software is becoming more complicated and expensive, given the difficulty
for testing engineers to keep track of all pieces of code that are developed in a project
[13, 6]. This is further stressed in modern agile environments, where software is aimed
at being made ready for release in fast-paced sprints (i.e., completion periods). In
such environments, the application of continuous integration and deployment (CI/CD)
has become a common practice [14]. Firstly, as soon as new code is developed, it
is automatically tested, which constitutes the first action of CI. Should any tests
fail, the developer in charge will need to update the code, correcting any possible
bugs. Once this iterative cycle results in all the tests passing, the code is pushed
to the main branch (staging or production system), which constitutes the second
action of CI: the test results control whether the developed software is ready for
being included in the final production system. Ensuring that the code in the main
branch is ready for release at any time corresponds to the practice of CD [15, 14]. As
a result of this process, vast amounts of log files are generated in short time intervals,
whose unstructured formatting is unintuitive and abstruse to human readers [16].
In order to meet the tight deployment-cycle time constraints, when analyzing log
files manually, testing engineers generally rely on their intuition and accumulated
knowledge, checking only what are deemed to be suspicious log files. Usually, these
files are queried with search commands (such as grep) for specific predefined keywords
(e.g., error, fail, crash, etc.) [16].
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It is a well-known fact that software outperforms humans in analyzing vast volumes
of log data in terms of speed and cost: besides their fast processing capabilities,
machines do not get tired of analyzing log files, and their performance is also unaffected
by tedium or distraction.
Hence, given the expensive and potentially automatable action performed by
testing engineers, manual RCA proves to be time-consuming, costly, and overall, an
inefficient process [17].
As a first option for automating RCA, the log files can be analyzed by a rule-based
system consisting of a software program whose behavior is fully enclosed by its coded
specifications [16]. This presents itself as a solution for overcoming the inefficient
nature of manual RCA; nonetheless, it faces a major disadvantage that makes its
use suboptimal [16, 18]: the sheer amount of conditions and statements that need to
be hard-coded causes the proposal to degenerate into an impractical solution, where
certain failure conditions might even be unknown and not originally accounted for
until they take place.
Machine learning (ML) excels in such a scenario: the good performance it obtains
over vast amounts of data without the need for strictly defined rules makes it an
appealing option [19]. A working ML solution learns from the data and can potentially
find hidden patterns not accounted for by either manual labor or a rule-based software
solution: it presents itself as the most effective and economical choice.
1.2 Purpose
Given the background and problem statement presented in Section 1.1, this work
pursues an ML system for automating test failure RCA via log data analysis in agile
CI/CD software testing environments.
The obtained results serve as a proof of concept or baseline approach towards
automating test failure RCA in the corporate testing environment of an agile team
at Ericsson Finland. The primary result of this work comprises a methodology for
the extraction of expert knowledge and its adaptation to ML techniques for RCA:
the stages of feature extraction, conceptualization of ground-truth categories, and
algorithm assessment are tackled. The outcome presented in this work constitutes a
prototype solution based on the obtained findings.
This Master’s thesis has been funded by Ericsson Finland and has been carried
out as a research project within its R&D division.
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1.3 Research method
The following research questions are addressed in this work:
1. How can meaningful features be defined and extracted from software testing
log data?
2. How can the existing developers’ knowledge be mapped into distinctive ground-
truth root-cause classes?
3. How can the root cause of a failed test be identified using ML?
In order to answer them, the author follows the research methodology of action
research [20, 21].
In its first phase of inquiry, the author poses the initial research questions, and a
literature review follows in order for him to gain an understanding of the state of
the art. Once this is accomplished, the design process takes place, where the author
sets short-term objectives with illustrative deadlines.
In the second phase of action, the author collects data in the form of features,
and experimentation happens, where the author drafts and deploys different ML
solutions. The author assesses these methods by selecting specific metrics, studied in
the literature review.
Afterward, in the phase of analysis, the author collects the results. The author
iterates between these three phases until the desired outcome is obtained and all
research questions can be answered satisfactorily. Once this is achieved, the author
reaches the final conclusions and reports them.
The whole iterative process is illustrated in Figure 1.
Regarding the development of ML algorithms, the author follows the principles
of the agile programming methodology, which are aimed at iteratively developing
minimum viable products (MVPs) in short-term paces, gathering rapid feedback
and updates on how to steer the direction of the development [22]. Due to the
individual nature of this work, the author carried out weekly meetings with the thesis
supervisors (who acted as product owners), where the evolution and status of the
project were discussed, and feedback was obtained.
The choice of following the principles of the agile methodology gets further
endorsed by the fact that it is the methodology used in the development and testing
environments of Ericsson Finland.
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1.4 Structure of the thesis
The remainder of this thesis is organized as follows: Section 2 reviews the previous
work related to the objective of applying ML to the automation of software testing
failure RCA; Section 3 describes the testing environment this work is based on;
Section 4 tackles the used ML technologies in terms of their analytical definition and
functionality; Section 5 presents the development work, the implemented architectures,
and the design criteria that lead to the final proposals; Section 6 gathers the obtained
results; Finally, Section 7 concludes this thesis.
18
D
ef
in
iti
on
of
 
R
es
ea
rc
h 
Q
ue
st
io
ns
 
Li
te
ra
tu
re
 
R
ev
ie
w
 
D
es
ig
n 
Pr
oc
es
s 
Ph
as
e 
I: 
In
qu
iry
 
D
at
a 
C
ol
le
ct
io
n 
Ex
pe
rim
en
- 
ta
tio
n 
Ph
as
e 
II
: 
A
ct
io
n 
Ph
as
e 
II
I:
A
na
ly
sis
 
C
ol
le
ct
io
n
of
 
R
es
ul
ts
 
Ph
as
e 
IV
: 
C
on
cl
us
io
ns
 
R
ea
ch
in
g 
of
 
C
on
cl
us
io
ns
 
R
ep
or
tin
g
of
 
C
on
cl
us
io
ns
 
Fi
na
l 
St
at
e?
 
Y
es
 
N
o 
Fi
gu
re
1:
Bl
oc
k
di
ag
ra
m
de
pi
ct
in
g
th
e
ph
as
es
an
d
ite
ra
tiv
e
na
tu
re
of
th
e
ac
tio
n
re
se
ar
ch
m
et
ho
do
lo
gy
[2
0,
21
].
19
2 State of the art
In recent years, the disciplines of ML, deep learning (DL), and data science have
grown significantly in importance in both corporate environments and academia
[23, 24], where the number of published research works including any of these terms
has been steadily increasing on a yearly basis, as can be seen in Figure 2.
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(a) Time evolution of the number of publications containing the terms “machine
learning”, “deep learning”, and “data science”.
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Figure 2: Time evolution of the worldwide count of publications containing the terms
“machine learning”, “deep learning”, and “data science” [25].
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Many factors have contributed to this phenomenon [26, 23]: firstly, the advances
in computational power have caused powerful hardware to be affordable, which
is needed to process the vast amounts of complex information that ML systems
require to excel; additionally, influenced by the generalized use of the Internet, the
availability of datasets is rising, some of which are even available free of charge; on
top of this, extensive research on the academic field of ML has caused its theoretical
understanding to increase, leading to new algorithms and refinements of mature
proposals that enhance its overall performance; lastly, a vast amount of ML software
development tools and libraries have been emerging, many of which are offered as
free software.
Along these lines, and given the opportunity of exploiting the capabilities of ML
in a wide range of applications, an extensive effort has been put into applying ML
and statistical techniques to software testing [27, 28, 29, 30, 31, 32]: this situation
can be further appreciated in Figure 3, which shows how research in this field is
continually growing.
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Figure 3: Time evolution of the worldwide count of publications containing the terms
“machine learning” and “deep learning” combined with “software testing” in their
abstracts [33].
When dealing specifically with log data analysis, different techniques have been
researched.
An early attempt was carried out by Andrews in 1998 [8]: he presents finite-state
machine design criteria for analyzing log files automatically. An automaton designed
in such a way analyzes the events that happen as a program runs, tracked in the
produced log files, and does not “learn” in an ML-sense, causing its action to fall
under the category of artificial intelligence (AI; the distinction between the two
disciplines is clarified in Section 4): the activity of the log analyzer consists on stating
whether an analyzed log file conforms to a given specification or not.
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Regarding pattern recognition, Weiss and Hirsh [34] present timeweaver, an ML
system that makes use of genetic algorithms for identifying rare events in sequential
data: past events are used to predict a current event, which is deemed to be “rare”
if the prediction does not match it. Vaarandi [35] investigates a clustering algorithm
based on log word frequency: it is designed to detect word clusters in log messages
so that each cluster corresponds to a particular line pattern that occurs frequently
enough. His envisioned algorithm is released via the Simple Logfile Clustering Tool.
Concerning failure prediction, Fulp et al. [36] present a spectrum-kernel-based
support vector machine to predict software failure events based on system log files:
the frequency representation of sequences of system log messages is fed to a support
vector machine using a sliding window. Taking a different route, in his doctoral
dissertation, Salfner [37] introduces a continuous-time extension of hidden Markov
models applied to event-driven time sequences of errors: it is built on the recognition
of symptomatic patterns of error sequences. Fronza et al. [38] continue the work on
support vector machines, combining them with random indexing: the former get fed
with sequences of operations extracted from log files, obtained by the action of the
latter.
With respect to anomaly detection, Lee [39] presents his research on the field of
inductive learning, exploring the application of data mining techniques for building
intrusion detection models. Xu et al. [40] investigate the use of principal component
analysis (PCA) combined with term-weighting on parsed console logs.
Commercially, several applications have been developed in recent years serving
the need of log data analysis, like the highly successful Splunk and Elasticsearch-
Logstash-Kibana Stack, among others [41, 42, 43]. The interest in them has grown
in recent years, as can be appreciated in Figure 4. Given this situation, several
researchers have also focused their attention on commercially available tools, like
Stearly et al. [44], who study the effectiveness of Splunk in simplifying data mining
tasks, showing how such a tool greatly facilitates extracting valuable information
from machine data.
With regard to the topic of applying ML to the task of identifying the root causes
of failed tests using log data analysis, previous research has framed this scenario as
either an anomaly detection problem or an abnormal log detection issue.
Along these lines, Stearley [46] pursues a system analyzer by tackling system log
messages. In his work, a comparison between the performance of a bioinformatic-
inspired algorithm, known as TEIRESIAS [47], and the previously mentioned Simple
Logfile Clustering Tool by Vaarandi [35] takes place: the former performs a useful
log analysis by detecting anomalies and investigating cause-effect hypothesis at
the cost of a non-scalable system memory demand, whereas the latter provides
less effective results based on detecting word clusters in log messages without any
memory restriction, being able to tackle longer log files (that exceed 10000 lines). In
a recent publication, Du et al. [48] develop DeepLog, a deep neural network model
for anomaly detection and diagnosis of system logs, modeled as natural language
22
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Figure 4: Worldwide normalized Google Trends search volume of the Splunk and
ELK Stack (Elasticsearch, Logstash, Kibana) log analyzers [45, 41].
sequences. DeepLog is based on a long short-term memory recurrent neural network:
it is trained to learn patterns during normal execution and detects anomalies when
the obtained patterns differ from the learned ones. Lastly, Debnath et al. [49] present
LogLens, a real-time log anomaly detector that works with minimal or even no target
system knowledge and user specification, based on unsupervised learning: it learns
the normal behavior of log events, builds a finite-state machine that captures it, and
afterward, makes use of it for detecting anomalies.
Recent work in the form of a Master’s thesis carried out at Ericsson gets closer
to the topic of this thesis: Felldin [50] tackles log data collected from Ericsson Base
Stations with the aim of obtaining the cause of a fatal error, implementing a Bayesian
classifier for this purpose. Despite its closeness with this work, his study focuses
on the specific Ericsson Base Stations’ setting, tackling dump file data rendered as
markup files and using specific ground-truth error classes from malfunctioning base
stations: neither does the environment correspond to a more general agile CI/CD
testing setting, nor can the methodology and results be generalized to one.
Therefore, the review of the existing literature this section has carried out indicates
that no previous work has been published analyzing the performance of clustering
and classification algorithms for determining the root causes of failed tests in agile
CI/CD testing environments.
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3 Software testing in agile software engineering
3.1 The paradigms of agile, extreme programming, and
CI/CD
Before the 1990s, software engineering practices generally focused on thoughtful and
extensive planning, heavy and rigorous control of the development, and formalized
quality assurance [4]. Whereas these practices worked well in large, long-lasting,
and critical software projects, such as the ones from the aerospace industry or even
governmental systems, they generated discontent in small- and medium-sized corpo-
rations involving projects that had shorter time spans and needed more prototyping,
as more time and resources were spent on the planning stages than on the actual
development. Furthermore, specification reviews and changes were unable to be
tackled at a quick pace, due to the theoretical need for planning before coding.
This situation led to the conception of the agile methodology, which gives more
importance to the actual product development than to its design and documentation
[22]. Overall, the agile methodology in any of its variations could be summarized
as “people over process”, stressing the objective of reducing bureaucracy. It aims at
avoiding work steered in a direction that might not be, after all, the desired one, a
strict and rigid hierarchy which slows down the pace of the development, and the
writing of extensive documentation that might never be used.
Since its envisioning, several variations of the agile methodology have been
proposed; among them, extreme programming (XP) is characterized by a fast-paced,
iterative cycle of the software development [4].
In a general fashion, its target is to adapt the software development process to
potential changes in stakeholder requirements: these are expressed as scenarios (user
stories), from which a granular division into tasks is obtained. For each task, a series
of tests are conceived and coded before their actual development takes place; after
this has been achieved, the required code is produced and tested. Once all tests result
in success, the produced code is officially integrated into the system. The completion
of all tasks leads to the release of a new version of the software program, followed by
an overall evaluation of the system. The feedback that is obtained after this stage
triggers a new iteration in the overall cycle, which is illustrated in Figure 5.
The iterations are carried out in short periods of time, where frequent releases
ensure an incremental development that pursues individual MVPs (i.e., working
programs that feature some sought functionality): larger objectives are divided into
smaller ones that can be implemented and tested within one iteration, and each task
is assigned to a small team of approximately 3 to 9 programmers who tackle the
development specified from a user’s perspective. The purpose of this is to provide
the project’s stakeholders with a continuous prototype to gather feedback and be
able to decide how to act next, instead of working for a long time on a product that
might eventually not be satisfactory.
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Figure 5: Iterative workflow of the XP methodology. Figure adapted from [4].
Throughout the process, communication and cooperation between the developers
are pursued via daily meetings and informal conversations. The stakeholders are
openly invited to engage in the development process, steering its direction: change is
not only accepted but also embraced.
One of the core principles of XP is that of CI/CD. As soon as new code is
generated, it is tested (CI). If any test fails, the code needs to be fine-tuned by the
developer in charge; once all tests are passed, the code is integrated to the system,
being generated ready for release at any moment, however mature the implementation
might be (CD).
In short, CI/CD could be understood as a constant flow of testing and deploying
code: given the continuous and rapid nature of this practice, vast amounts of test
log data are generated in short time spans.
Two major differences between a CI/CD-based environment and a more traditional
software engineering setting are that of the testing and integration pace and that of
the amount of debugging to be carried out after the testing finishes. When applying
CI/CD, the pace of the testing and integration to the mainline is high (a fact that
comes with constant production of vast amounts of log data), but the amount of
debugging after testing is lower, given that software is being incrementally validated
in short time frames. When applying a more traditional workflow, testing and
integration take place less frequently, a fact that can come with the disadvantage of
the developers facing a mainline that is so different from their baselines that the time
needed for integrating exceeds the time it took to apply new changes (a situation
colloquially referred to as “integration hell”) [51, 15].
3.2 Software encapsulation via containers
A good practice concerning software design and development for medium- to large-
sized projects is to encapsulate the functionality of the software in containers [52].
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When an operating system (OS) is containerized, it allows for the existence of
multiple isolated environments called containers [53, 54]. Each container engine runs
independently on top of the host OS of a given machine, as can be visualized in
Figure 6. In a conceptually layered scheme, each container’s libraries are placed
separately on top of each container engine, over which the actual applications are
located. This general framework can be seen in Figure 6a. Given that each container
engine shares the same host OS, this practice constitutes a lightweight form of
OS-level virtualization [52].
Not only does containerization provide container independence and hence security,
but it also allows for managing container memory in an independent fashion with
respect to other containers. Additionally, the containerized software is shipped so
that it is not OS-dependent, meaning that the final software is transparent to the
final host OS: the developers do not need to take it into account when undertaking
the development. Depending on the implementation, containers can be split among
different servers, as can be appreciated in Figure 6b.
Containers are lightweight and stand-alone, as they include all necessary parts by
themselves, that is, the produced code, runtime, system tools, libraries, and settings
[54]. Overall, a container could be defined as a standardized, encapsulated, and
self-reliant run-time environment based on an OS.
Designing and developing software in a containerized manner provides the benefit
of establishing independent units in the developed system, thus creating boundaries in
the behavior of the software program: on the one hand, from the software development
perspective, this allows for separating the structure of the code and providing all
the benefits that have been mentioned throughout this section; on the other hand,
from the viewpoint of software testing, containers establish a unit in the behavior of
the code, clearly separating the elements to be tested in unit and integration testing.
The latter aspect is dealt with in Section 3.3.
3.3 Software testing: levels, suites, and regression testing
Once developed, software needs to be validated to ensure it works flawlessly, a task
accomplished by means of testing [7].
Tests are automated executions of a program or its parts with a given set of inputs
that lead to a comparison between the obtained results in each run and their expected
outcomes. Naturally, the total number of test cases that form the test plan has to
be finite, requiring a suitable selection from all available test conceptualizations.
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Figure 6: Containerized deployments for single and multiple servers [53, 54].
Software tests are categorized in a hierarchy according to their scope [55]. Firstly,
unit testing validates a program in terms of its smallest separable elements, so
that these are tested in an independent fashion with respect to one another. In a
containerized environment, unit tests can be designed to tackle all the parts of a single
container. The next level corresponds to integration testing, where the interactions
between different units are validated (containers in a containerized setting). Lastly,
the highest level corresponds to system testing, where the whole program in its
entirety is validated. The scope of each test level can be further visualized in Figure 7,
where Figures 7a, 7b, and 7c correspond to unit, integration, and system testing,
respectively.
Besides their conceptualization in levels, tests are grouped in suites, which are
collections of test cases in terms of the similarity of their evaluated functionality, as
can be seen in Figure 8 [56, 55].
Additionally, when new modifications take place in the developed program by
introducing or changing code, regression tests are run to ensure that no unintended ef-
fects have been caused in the form of bug introduction: they retest earlier passed tests
in a suite to guarantee that the previously established behavior remains unchanged
after incremental code updates [55].
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Figure 7: Testing levels in a containerized software design framework [55]: containers
(units) interact with each other, as displayed with the arrows. The dotted lines
enclose the scope of a given test level.
3.4 Testing environment
This work is based on the software testing environment of a software development
and testing team at Ericsson Finland: it follows the agile methodology via the XP
framework, where the produced software is containerized, and CI/CD is applied. Its
overall testing activity is displayed in Figure 9.
Once the developers have produced functional code, they commit it to a repository.
This event triggers the CI tool, which starts executing unit and integration tests:
these are run in dedicated servers, and they produce as outputs a binary result
(either pass or fail) and a collection of test logs. Among others, the logs gather
server analytics obtained during the evolution of the tests. Since the servers use the
Hypertext Transfer Protocol (HTTP) as a means of communication, the responses are
standardized according to their category. A three-digit code serves as an identifier,
where the first numeral alludes to the class a response belongs to, as can be seen in
Table 1 [57].
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Figure 8: Hierarchical categorization of the test plan, test suites, and test cases: the
test plan consists of suites, each of them gathering all cases that evaluate a similar
functionality [56, 55].
In addition to the automated tests, a manual review of the code is carried out
via a manual inspection tool: other developers are required to provide feedback for
potential corrections.
If any issue is encountered at any of the two branches of validation (either software
testing or manual inspection), the author of the code is notified: with the obtained
feedback, the RCA stage can take place, where the author works on retrieving the
source of the problem. Once that is achieved, the author can fine-tune the code,
resulting in a new iteration of the cycle. When all tests are passed and the manual
inspection provides positive feedback, the code is pushed to the main branch. This
iterative process corresponds to the commit cycle that takes place every time new
code is committed; it is illustrated in Figure 9a.
Furthermore, daily regression tests are continuously run, ensuring that the main
branch contains functioning code and no new bugs have been introduced by pushing
new updates. Their runtime of 2 hours translates into 12 regression tests per day.
Lastly, nightly system tests are run to ensure that the software program in its
entirety works flawlessly in the final main branch. These two periodic processes can
be visualized in Figure 9b.
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This research focuses on the obtained feedback regarding failed tests in the commit
cycle and their subsequent RCA: the vast number of produced logs and the fast pace
at which tests are carried out in the CI/CD environment motivates the automation
of their analysis as to retrieve the root cause of the failed tests.
From all the produced log files, this thesis makes use of two distinct categories
that are generated at each iteration of the commit cycle, from which the features are
extracted (cf. Section 5.2). The first type gathers, among others, the test results for
each of the run suites, as can be seen in the sample file displayed in Listing 1. The
second type records each operation the containers perform as the tests are being run;
whereas all of them are of interest in this work, special attention is put into four of
them: server requests (which obtain an HTTP response from the contacted server),
encountered errors, tracebacks that route back to a raised exception in the stack
trace, and raised warnings. Their syntax can be appreciated in Listing 2.
HTTP status codes Category Description
1xx Informational The request was received,continuing process
2xx Successful
The request was
successfully received,
understood, and accepted
3xx Redirection
Further action needs to
be taken in order to
complete the request
4xx Client Error
The request contains bad
syntax or cannot be
fulfilled
5xx Server Error
The server failed to fulfill
an apparently valid
request
Table 1: HTTP status codes, as defined by the Internet Engineering Task Force [57].
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Figure 9: Software testing environment of the agile team at Ericsson Finland this
Master’s thesis work is based on.
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1 # Startup and configuration
...
3 START_TIME=’YY-MM-DD HH:MM:SS.sss’
4 ========================================================
5 suite_1 | PASS |
6 ========================================================
7 suite_1 :: test_1 | PASS |
8 1 test total , 1 passed , 0 failed
9 ========================================================
10 suite_2 | PASS |
11 ========================================================
12 suite_2 :: test_1 | PASS |
13 --------------------------------------------------------
14 suite_2 :: test_2 | PASS |
15 --------------------------------------------------------
16 suite_2 :: test_3 | PASS |
17 3 tests total , 3 passed , 0 failed
18 # Additional suites
...
20 ========================================================
21 suite_N | FAIL |
22 ========================================================
23 suite_N :: test_1 | PASS |
24 --------------------------------------------------------
25 suite_N :: test_2 | FAIL |
26 --------------------------------------------------------
27 suite_N :: test_3 | FAIL |
28 --------------------------------------------------------
29 suite_N :: test_4 | PASS |
30 --------------------------------------------------------
31 suite_N :: test_5 | FAIL |
32 5 tests total , 2 passed , 3 failed
33 ========================================================
34 Tests | FAIL |
35 115 tests total , 110 passed , 5 failed
36 END_TIME=’YY-MM-DD HH:MM:SS.sss’
37 # Resource cleanup
...
Listing 1: Sample log file containing granular pass/fail results per suite.
1 # Generic syntax
2 YYYY -MM -DD::HH:MM:SS.sss container_1: ‘statement ‘ ‘information ‘
...
4 YYYY -MM -DD::HH:MM:SS.sss container_2: ACTION ‘url ‘ (HTTP/A.B CDE)
=> ‘results ‘
5 YYYY -MM -DD::HH:MM:SS.sss container_3: ERROR ‘description ‘
6 YYYY -MM -DD::HH:MM:SS.sss container_4: Traceback (most recent call
last): ‘path ‘/‘file ‘ ‘line ‘ ‘function ‘ ‘exception ‘
7 YYYY -MM -DD::HH:MM:SS.sss container_5: WARNING REPORT ====
DD -MM-YYYY::HH:MM:SS === ‘report ‘
Listing 2: Sample log file recording the container activity (further specifying the four
types of statements of particular interest).
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4 Artificial intelligence, machine learning,
representation learning, and deep learning
The field of AI focuses on the development of machines that demonstrate intelligence
[58], i.e., the study of intelligent agents: automata that are able to perform intelligent
tasks, mimicking human cognitive functions such as learning to take actions that
maximize the chance of successfully achieving a goal in a specific environment [58, 59].
In this context, learning is understood as an entity’s ability to progressively improve
its performance on a specific activity [58, 19].
The scope of AI is itself not clearly defined and is changing as time passes. Since
the conception of the first modern computer by Alan Turing [60], machines have
demonstrated the ability to carry out an increasing number of human tasks, a fact
that has led the general public to stop considering such abilities as “intelligent” [61].
Hence, at a specific moment in time, research in AI targets human abilities that
have not yet been demonstrated by computers [62]. Once achieved, they are generally
not acknowledged anymore as intelligent, a fact that is attested through Tesler’s
Theorem [61]:
“AI is whatever has not been done yet”.
Therefore, the discipline of AI puts its efforts into improving the overall perfor-
mance of machines by making them undertake more complicated pieces of work. As
an end goal, AI research pursues the development of artificial general intelligence, so
that a machine could successfully carry out any intellectual activity that a human
being can [63, 64].
AI is a multidisciplinary field, gathering knowledge from mathematics, computer
science, psychology, linguistics, and philosophy, among others [58]. It was initially
founded on the grounds that human intelligence could be precisely described so that
a machine would be able to simulate it [65]. Since the twenty-first century, AI has
experienced a rapid growth in interest in both academia and the corporate world,
caused, among other reasons, by the advances in computer power, by the growth of
available datasets due to the generalized use of the Internet, and by the increase of
its theoretical understanding [26, 23] (cf. Section 2).
The achievement of intelligence by an automaton can be instructed manually and
stored in knowledge bases, however, the difficulty in formalizing instructions and a
computer’s lack of flexibility when being hard-coded suggests the possibility of it
learning by itself [23]. This capability is known as ML, which is the subfield of AI
that focuses on providing automata with the ability to learn without being explicitly
programmed to do so [66, 67].
ML can be itself understood as the mathematical tool that enables machines to
learn a structure from data. Depending on the process and the available information
a computer is provided with, in a traditional and plain categorization, its activity
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can be subdivided into supervised and unsupervised learning [68, 69].
In a general and simplified fashion, a machine starts with a particular set of data,
known as the training set [69, 70]. The machine tries to learn a structure from this
set, and its action is corrected and directed towards improvement as time passes
[19]. Once it has achieved a satisfactory performance, the machine is expected to
generalize this structure to other unknown datasets that share similarities with the
training set.
From a collection of features, which are data points from the problem in question,
a machine makes predictions [69]. These predictions are based on a set of parameters
that are adjusted by the machine, steering its performance towards improvement.
Depending on the availability of ground-truth values for the predictions, the problem
is of supervised or unsupervised learning, respectively. For the former case, these
values, known as labels, can be used as a way of quantifying the goodness of the
machine’s performance. For the latter scenario, different data is made use of for
this purpose (like the reconstruction error of the output with respect to the input
in the case of an autoencoder (AE), as is seen later). The function that measures
this is called the loss function, and it maps a specific cost to the performance, where
the machine’s objective is to minimize it and either get its predictions closer to the
ground-truth values or enhance them in the way the loss function has been defined
[69, 71]. Supervised algorithms can be further sub-categorized regarding the essence
of the pursued output: regression for continuous results (e.g., the temperature in a
city at a given moment in time), and classification for discrete values (e.g., whether
a picture displays a child or an adult person) [69].
Generally, as has been previously hinted, a machine does not act on the raw data
itself, but on a more compact representation of it, expressed through a collection of
features [23, 72]. These features are not generally influenced by the system itself,
making its selection one of the most critical steps to be carried out in the design of
an ML solution. The sub-branch of ML that deals with the discovery of new data
representations from the original features is known as representation learning (RL).
In certain scenarios, an RL system pre-processes the data in such a way that
it can be handled afterward with an ML algorithm. A prime example of such a
technology is the AE, a system comprised of a cascaded encoder and decoder function,
where the encoding is constrained, and the subsequent decoding preserves the original
structure of the data as much as possible. The basic architecture of an AE is shown
in Figure 10.
However good properties RL offers, only relatively simple structures can be
discovered from the data: if one wishes to separate different factors of variation, RL
is generally not good enough [23]. Factors of variation can be understood as human
constructs that help to describe attributes of observed data, and they generally do
not manifest themselves in a directly observable fashion. As an example, the age,
gender, geographical accent, and cadence of a speaker in a speech recording are
factors of variation that help humans distinguish its author.
34
Input 
Decoder
Encoder
Encoded
Data 
Decoded
Output 
Figure 10: Basic structure of an AE, mapping an input to an encoded representation
through the encoder, and from there to the decoded output via the decoder.
Extracting factors of variation from raw data is generally a hard task, but it can
be tackled employing DL, the sub-branch of RL that obtains several representations
in terms of other, simpler representations. This leads to a layered conceptual scheme,
where more complex structures are obtained from simpler structures as the layers
get “deeper”.
From an analytic perspective, a DL system constructs a complex mathematical
function from the cascading of simpler functions. The entities that compute these
functions and therefore perform DL are called artificial neural networks (ANNs),
a name inherited from their inspiration by biological neural networks in animals’
brains [70].
An example of an ANN is the multilayer perceptron (MLP) or feedforward ANN,
which performs a collection of cascaded function compositions. Its action can be
represented as a graph, as shown in Figure 11. Each function composition operation
is obtained by means of “neurons”, which are grouped in layers according to their
“depth”. Normally, an ANN is formed by an input layer, a variable number of hidden
layers, and an output layer: the input layer has a number of neurons equal to the
number of features in the dataset, the hidden layers then obtain cascaded data
representations, and the output layer stores the final values.
The previously tackled AE can be itself considered an ANN that is shallow, given
that it only has one hidden layer. Nonetheless, adding more hidden layers to its
architecture would enable for its action to share properties of both RL and DL.
The categorization this section has tackled can be further visualized in the Venn
diagram displayed in Figure 12.
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Figure 11: Densely connected MLP architecture, with m input neurons, ℓ neurons in
the hidden layer, and n output neurons. The number of hidden layers determines
the depth of the ANN.
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Figure 12: Venn diagram showing the relationship of AI and its sub-branches, along
with an example for each field. Figure adapted from [23].
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4.1 Learning process of an ML system
There are a number of elements that constitute an ML solution and describe its
learning process [69]. For the sake of simplicity, the focus of this subsection is put
in a supervised learning problem where the output is continuous (i.e., regression),
whose derivation is similar to that of an unsupervised learning scenario.
A machine starts having some knowledge about a set of ground-truth values
through their labels, stored in vector y, and their features, gathered in matrix X,
where each row corresponds to a given data point, and each column represents a
feature. With those, a certain kind of prediction or hypothesis function h (X) is aimed
so that it generalizes to new data in a satisfactory fashion. The hypothesis function
relates to the features in a certain way, bounded by the problem’s specification. In
the case of linear regression, the relationship is linear:
h (X) =XTw, (1)
where w is a weight vector, being responsible for fine-tuning the prediction by
controlling the contribution of each feature. Analytically, the pursued hypothesis
function h (X) belongs to a given hypothesis space H, containing all feasible and
pursued mappings of a given kind.
Given the knowledge of the labels, a cost function can be defined so that it
minimizes the average squared difference between the ground-truth values and their
predictions:
J ((X,y) , h) =
∑N
i=1 (yi − h (Xi,:))2
N
, (2)
where N represents the number of examples.
This particular cost function is known as the mean squared error (MSE) loss
function, and the ML system in question iterates the search of weights until it finds
a combination of values that minimizes its cost.
Gradient descent (GD) is an available method for accomplishing this [73, 69]. It
iteratively updates the weight values following the direction of maximum steepness
(gradient) of the cost function:
w(t+1) ← w(t) − α∇J
(
w(t)
)
, (3)
where t indexes the training iterations, α is the learning rate, and ∇J (w) is the
gradient of the cost function.
High values of the learning rate ensure accelerating the convergence of GD, but
risk overshooting the function’s minimum, and in the worst-case scenario, never
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converging. Alternatively, low values cause GD to converge at a slower pace, taking
more iterations. Figure 13 shows an instance of a satisfactory evolution of GD for a
bivariate convex cost function.
u
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Figure 13: GD example: six subsequent updates over a bivariate convex cost function,
depicted as a series of level sets, leading to the minimization of the cost function.
While GD performs well (provided that the learning rate is set to a working
value), it computes the gradient of the cost function for all the training examples,
a fact that might be a disadvantage over large training sets, making its evolution
usually slow.
Stochastic GD (SGD) is a variation of GD that updates the parameters for each
training example [73, 69]:
w(t+1) ← w(t) − α∇J
(
w(t), (Xi,:, yi)
)
. (4)
Its increased speed comes at the cost of complicating the convergence to an exact
minimum value due to generally overshooting it. Additionally, SGD updates do not
follow the path of overall maximum steepness, defining a curved path along the loss
function instead.
As a toy model, Figure 14 shows three different predictions obtained with three
different weight vectors, where the aim is set at finding the best linear prediction on
the training set. Afterward, the prediction is expected to generalize well to new data.
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Figure 14: Predictions from an ML system based on some data in a univariate
feature space. The machine trains its model to fit the training data (black crosses)
by minimizing the cost function that is dependent on the weights w. Given that this
is an iterative process, several predictions are generated (being three shown in the
picture). Once the ML system achieves the prediction with the lowest associated
training loss, it expects to generalize its action to other previously unseen data (grey
crosses). Figure adapted from [69].
Two obstacles are present during this process [23, 19, 69]. On the one hand, if
the prediction fits the training set too accurately, it might not generalize well, a
case known as overfitting. On the other hand, if the prediction returns a high error
value on the training set itself, underfitting takes place, where the predictor fails
at the initial stage. Whereas the latter can be tackled by working on minimizing
the cost function’s value on the training set, the former can be dealt with by means
of regularization, understood as an action taken on the cost function to reduce its
generalization error without affecting its training error. For this purpose, an extra
additive term can be added to the cost function:
J ((X,y) , h) =
∑N
i=1 (yi − h (Xi,:))2
N
+ λR (J) . (5)
The regularization function R (J) smoothens the final prediction: it adds an extra
penalization to the cost function, usually imposed on the complexity of J , forcing
the learning process to achieve a simpler result on the training set. The amount of
regularization to be applied is controlled by the regularization parameter λ.
Two of the most well-known regularization functions are used in this thesis,
namely, L1 and L2 regularization [23].
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L1 regularization introduces a penalty in the form of the sum of the absolute
values of the weight vector elements:
R (J) = ∥w∥1. (6)
On the other hand, L2 regularization, which also goes by the name of ridge
regression, takes into account the sum of squared magnitudes of the weights as a
penalty term, thus penalizing large weight values with a greater impact than L1
regularization (for a shared value of the regularization parameter λ):
R (J) = ∥w∥2. (7)
In order to provide a convincing result on the training of a given ML algorithm,
a simple and good practice consists of assessing its performance over a training and
validation set [19, 69]: the training set is used for minimizing the cost function and
fine-tuning the parameters, and the validation set ensures that no overfitting is taking
place and that the performance generalizes well. Finally, once the optimal solution
is found on both sets, a test set is used for reporting the final performance metrics,
as it has not been used for enhancing the algorithm’s performance [19, 23].
4.2 ANNs
Different ANN architectures are available for different purposes. This thesis puts
its attention on AEs and MLPs, the former for pre-processing data that is later
clustered, the latter corresponding to the feedforward ANN architecture used for
classification.
The processing unit of an ANN receives the name of “neuron” [70]. A neuron
consists of three essential elements: a set of connecting links that feed the neuron, an
adder that sums the different input values, and an activation function that constrains
the output.
The kth neuron in a network gets a collection of values xk1 to xkp corresponding
to either input features if the neuron is located in the input layer, or otherwise, to
values processed by another neuron. These inputs get multiplied by weights wk1 to
wkp, which control the influence of each input and thus tune the action of the neuron.
Afterward, the processed inputs are added together. A fixed bias term bk is included
in this summation, whose action is to either increase or decrease the sum vk:
vk =
p∑
j=1
wkjxkj + bk. (8)
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The final amplitude value is scaled to a given range, usually [0, 1] or [−1, 1]. This
is achieved by applying a nonlinear function φ (·) to vk, known as the activation
function:
yk = φ (vk) . (9)
The action a neuron performs can be represented in the form of a block diagram,
as can be seen in Figure 15.
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Figure 15: Block diagram of a neuron. Figure adapted from [70].
Different activation functions exist for applying a final constraint on the neurons’
summation; this thesis focuses on the sigmoid, hyperbolic tangent (tanh), rectified
linear unit (ReLU), and softmax activation functions, whose transfer functions are
described next. Given that sigmoid, tanh, and ReLU are univariate functions (unlike
softmax, which is a multivariate function), their plots are gathered in Figure 16.
The sigmoid activation function scales the values between 0 and 1 in such a way
that input values around 0 undergo a linear transformation, whereas extreme values
are scaled to 0 and 1 depending on them being negative or positive, respectively (cf.
Figure 16a):
φsigmoid (vk) =
1
1 + e−vk . (10)
Similarly, the tanh activation function squashes the input values in a range
bounded by -1 and 1 (cf. Figure 16b):
φtanh (vk) =
evk − e−vk
evk + e−vk . (11)
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ReLU is defined as a half-wave rectifier, which nullifies negative values and keeps
positive values unaltered, not establishing an upper bound on the output values (cf.
Figure 16c):
φReLU (vk) = max (0, vk). (12)
As of the time of writing this thesis, ReLU is the most popular activation function
in deep ANNs due to its demonstrated efficient performance in the training process
[74, 75].
Lastly, the softmax function exponentially normalizes the values of a given layer
to the [0, 1] range so that all of them add up to 1:
φ softmax (vk) =
evk∑q
i=1 e
vi
, (13)
where q is the number of neurons in the current layer.
Due to its nature, the softmax activation function is generally used at the output
layer in an MLP classifier: each output neuron stores a value that can be interpreted
as the probability that a given example has of belonging to a specific category (cf.
Section 4.3).
In DL, an ANN-specific GD variation known as the backpropagation algorithm
is generally applied for training and optimizing weights [23]. For an input X, the
ANN computes the calculations through the neurons sequentially, until producing
the final predicted values yˆ, a process known as forward propagation. This allows
for the computation of the cost J ((X,y) , h). Afterward, backpropagation permits
the information of the cost to flow backward so that its gradient is computed; the
weights can then be optimized. This solution, initially mentioned in the context of
DL by Werbos in 1975 [76], proves to be a more efficient computation than a direct
analytic derivation of the gradient. In this context, the combination of a forward
pass and backward pass of all training examples is given the name of “epoch”, a unit
that quantifies the amount of training an ANN undergoes.
Specific to ANN, the techniques of dropout and batch normalization can be
used as regularizers [23]. Dropout consists of the deactivation of several neurons
at random throughout the iterations of the training process. This makes it harder
for the network to overfit: communication between all neurons is blocked at certain
moments; thus, the ANN is less likely to learn a more established structure from
the data. Batch normalization corresponds to standardizing the neurons’ inputs
in the hidden layers to be zero mean and unit variance, which results in a slight
regularization effect due to the values of the inputs being bounded:
xˆk =
xk − E [xk]
σ [xk]
. (14)
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Figure 16: Transfer functions of the sigmoid, tanh, and ReLU activation functions.
A special consideration for DL concerns the optimization of the neurons’ weights:
even though SGD already speeds up the evolution of the training process, it can still
take a considerable amount of time depending on the ANN architecture in question. In
order to overcome this, several optimization algorithms have been developed, among
which, this thesis focuses its attention on adaptive moment estimation (Adam),
proposed by Kingma and Ba [77, 23, 73].
This algorithm computes adaptive learning rates for each parameter. It starts by
calculating an exponentially weighted average of past gradients and their squares:
mw
(t+1) ← β1m(t)w + (1− β1)∇J
(
w(t)
)
, (15)
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vw
(t+1) ← β2v(t)w + (1− β2)
(
∇J
(
w(t)
))2
, (16)
where mw and vw are the first and second moments of the weights, and β1 and β2
are hyperparameters to be tuned.
These values get then corrected as to counteract their intrinsic bias towards zero
(due to the fact that mw(t=0) and vw(t=0) are initialized as vectors of zeros):
mˆw =
mw
(t+1)
1− (β1)t+1
, (17)
vˆw =
vw
(t+1)
1− (β2)t+1
. (18)
The weights get then updated using both moments:
w(t+1) ← w(t) − α mˆw√
vˆw + ε
, (19)
where ε functions as a denominator’s addend, storing a small value to avoid a division
by zero.
4.3 Classification
Classification tasks constitute a branch of supervised learning that aims at predicting
the category within k predefined candidates a given input belongs to [23].
This thesis focuses on using MLPs for this purpose: these ANNs are universal
function approximators, where their good performance in regression analysis can
be extrapolated to the categorical case of classification [78, 23]. Their general
architecture consists of an input layer with as many neurons as features, an output
layer with as many neurons as classes, and a given number of hidden layers, each
with a certain number of neurons.
Each of the output neurons is assigned to a conceptual class. For the sake of
consistency, the labels associated with the data need to match this assignment. When
using a softmax activation function in the output layer, the final output values are
interpreted as the probability a given example has of belonging to a specific class.
Thus, for each example, the class associated with the output neuron that stores
the highest value is selected as the predicted category. The objective of the ANN is to
adjust the weights of the neurons so that the classification maximizes the matching
between the predicted and the ground-truth categories.
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In this scenario, where the output layer of the MLP stores values that represent
the probability of the input belonging to a category, the categorical cross-entropy
loss function is used [79]:
J ((X,y) , h) = −
N∑
i=1
k∑
g=1
Yi,g log (yˆi,g), (20)
where i indexes the examples, g indexes the classes, Y is the label vector converted to
a one-hot-encoded matrix, and yˆ is the one-hot-encoded vector of the final predictions:
yˆ = h (X) . (21)
A one-hot-encoded matrix is a matrix with as many rows as examples and as
many columns as the number of ground-truth categories: it is set to zero but for the
indices whose columns match the ground-truth categories, where the value is equal
to 1.
Minimizing the categorical cross-entropy causes the one-hot-encoded predictions
to be closer to the labels.
4.4 Clustering analysis
Clustering analysis is a form of unsupervised learning where the task is set at grouping
data points according to some similarity measure. It is usually used in the process of
discovering a structure in unlabeled data [69].
Clustering can be further subdivided into hard and soft clustering. The former
encompasses algorithms that assign one and only one cluster to a given example,
whereas the latter takes a probabilistic approach, where an example is given a
probability value of being assigned to a cluster.
Several proposals are available in each subgroup, among which k-means and
Gaussian Mixture Models (GMMs) are of interest in this work, the former being an
example of hard clustering, the latter an instance of soft clustering; these algorithms
correspond to prime examples of their corresponding categories [69].
The k-means algorithm relies on an iterative approach that consists of two steps.
Initially, the number of clusters k is decided. The (k ×m)-dimensional cluster-
center matrix C is then initialized at random, where m is the number of features.
In the first step, an assignment takes place, where each data pointXi,: is assigned
to its closest cluster center, defined in terms of the Euclidean distance:
ai = argmin
j∈{1,...,k}
∥Xi,: −Cj,:∥ , (22)
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where a is a vector storing the assigned cluster for each example.
Then, each of the k cluster centroids gets updated as the average value of all data
points assigned to that cluster:
Ci,: =
1
|{i :Xi,; ∈ ai}|
∑
i:Xi,;∈ai
Xi,:. (23)
The algorithm ends once it has converged, a state that is usually defined as the
difference in assignments in a number of consecutive updates lying below a particular
threshold.
The simplicity of k-means comes at the cost of achieving rather simple linear
boundaries, a situation that GMMs overcome by allowing more complex divisions in
the m-dimensional feature space.
GMMs turn the problem of clustering into that of parameter estimation: the
observed data points are now seen as realizations of a random vector modeled via a
Gaussian probability distribution.
The probability distribution of the random vector thus depends on the cluster
indices c ∈ {1, . . . , k}, with their respective associated mean vectors µ and covariance
matrices Σ:
P (Xi,:|ci) = N
(
µ(ci),Σ(ci)
)
, (24)
where µ(ci) and Σ(ci) correspond to the unknown mean vector and the unknown
covariance matrix associated with the cluster indexed as ci.
Since the cluster centers are unknown, they can be conceptualized as independent
and identically distributed random variables (RVs) distributed over the set of k
cluster indices. This leads to the model being a mixture of Gaussians, given that the
marginal distribution is a superposition of Gaussian distributions:
P (Xi,:) =
k∑
j=1
N
(
µ(j),Σ(j)
)
P (ci = j)
=
k∑
j=1
N
(
µ(j),Σ(j)
)
pj,
(25)
where the parameters to be estimated are the underlying cluster distributions pj, as
well as the means µ(j) and covariances Σ(j) of the normal distribution.
GMMs rely on the expectation-maximization algorithm for this purpose, whose
approach shares certain similarities with the k-means algorithm: it consists of two
iterative steps, namely, cluster assignment and parameter estimation update.
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After the number of clusters k has been selected, an initial guess for pˆj , µˆ(j), and
Σˆ(j) is carried out (being these the estimates of pj, µ(j), and Σ(j), respectively).
Then, the assignment of probabilities of each data point belonging to a cluster is
undertaken:
Ai,j =
pˆjN
(
Xi,:; µˆj, Σˆj
)
∑k
q=1 pˆqN
(
Xi,:; µˆq, Σˆq
) . (26)
After this is achieved, the estimates of the GMM parameters are updated:
µˆj =
1∑N
i=1Ai,j
N∑
i=1
Ai,jXi,:, (27)
Σˆj =
1∑N
i=1Ai,j
N∑
i=1
Ai,j (Xi,: − µˆj) (Xi,: − µˆj)T . (28)
As with k-means, the convergence is defined in terms of the amount of change in
cluster assignments between updates lying below a given threshold.
The resulting m-dimensional regions follow smoother contours, which sometimes
achieve more satisfactory results than the regions with linear boundaries obtained
with the k-means algorithm.
For both algorithms, the membership of new data can be retrieved, meaning that
the cluster boundaries can be defined on a training set, and later be used for assigning
clusters to validation and test examples. When doing so, in order to keep all output
cluster labels consistent, certain matching algorithms can be used, among which,
the Hungarian algorithm is of interest in this work [80]. After having obtained the
confusion matrix C, which displays the fixed clusters as columns and the predicted
clusters for a given set as rows (storing the counts of matches), it aims at minimizing
the cost of assigning a row to a column:
aj = argmin
j
∑
i
∑
j
Ci,jBi,j, (29)
where B is a Boolean matrix whose unit entries correspond to assigned rows and
columns.
In order to evaluate the performance of clustering, different metrics have been
proposed, which are introduced in Section 6.1.
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4.4.1 Pre-processing techniques for clustering analysis
While clustering algorithms are usually fed with the original data features, RL can
be used for obtaining new data representations that might help in the clustering
task.
For instance, PCA is a statistical technique that pursues dimensionality reduction
while retaining as much variation in the original data as possible [81, 69]. The original
data undergoes an orthogonal transformation so that the possibly correlated initial
features are converted to a collection of linearly uncorrelated variables that take the
name of principal components.
Informally, the new representation of the data is aimed at being as concise as
possible, while at the same time, at conveying as much of the original information as
possible, in a way that the new variables are independent of one another.
For this sake, the covariance matrix of the features Σ undergoes eigenvalue
decomposition:
Σ = (u1, . . . ,uD)
⎛⎜⎜⎜⎝
λ1 . . . 0
0 . . . 0
0 . . . λD
⎞⎟⎟⎟⎠ (u1, . . . ,uD)T , (30)
where (u1, . . . ,uD) are the orthonormal eigenvectors, (λ1, . . . , λD) are the decreasing
eigenvalues, arranged in a diagonal matrix, and Σ is the covariance matrix:
Σ =XTX. (31)
From the total number of principal components D, a number d < D is selected
to reduce the dimensionality of the data. The d extracted components are arranged
as a compression matrix:
WPCA = (u1, . . . ,ud)T . (32)
The new principal components are then obtained as a linear product of the
compression matrix and the original features:
XPCA =WPCAX. (33)
The percentage of retained variance from the original features can be calculated
as:
Retained Variance (%) =
∑d
j=1 λj∑D
i=1 λi
× 100, (34)
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a value that can be used for deciding the number of components to be retained d
[82].
Whereas PCA achieves a new representation that maximizes data variation, and
therefore intuitively might feed the clustering algorithm with an uncorrelated set of
variables, AEs can generalize its action to nonlinear mappings that outperform it
[83, 23]. This leads to the idea of feeding a clustering algorithm with the encoded
representation obtained by an AE.
Nonetheless, a standard AE does not pursue achieving an encoded representation
where the data is grouped in clusters. With this in mind, Song et al. [84] recently
proposed combining both of the aforementioned actions (RL and clustering), designing
a custom AE whose loss function incorporates the original reconstruction error defined
in terms of the MSE, and the k-means Euclidean distance for cluster assignment:
J ((X, c) , h) = 1
N
N∑
i=1
Xi,: −X ′i,:2 − η N∑
i=1
f (t) (Xi,:)− c∗(i)2. (35)
The first term corresponds to the loss function of the AE, i.e., its reconstruction
error: X is the feature matrix, and X ′ is the output matrix reconstructed by the
decoder.
The second term is the Euclidean distance as taken from the k-means algorithm,
whose contribution is controlled via the parameter η. f (t) (·) is the encoder function
at the tth iteration, and c∗(i) is the closest cluster center corresponding to the ith
element in the code layer:
c∗(i) = argmin
C
(t−1)
j,:
f (t) (Xi,:)−C(t−1)j,: 2. (36)
The AE first optimizes the encoding function f (·) and then updates the cluster
centers:
C
(t)
j,: =
∑
Xi,:∈C(t−1)j,:
f (t) (Xi,:)⏐⏐⏐C(t−1)j,: ⏐⏐⏐ . (37)
In summary, this modified version of the AE aims at finding a compromise
between the reconstruction error and obtaining an encoded layer where the data is
grouped in k clusters.
A special consideration that AEs must fulfill in order to learn the most salient
features from a given input is that they have to be undercomplete, meaning that
their hidden layer (or layers) must be of a lower dimension than their input layer
[23].
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5 Automating RCA in agile CI/CD software
testing
5.1 Iterations of the development work
As presented in Section 1.3, the author of this thesis follows the research methodology
of action research. In total, two major iterations took place during the development
of this Master’s thesis work.
5.1.1 First iteration: clustering of the unlabeled log data
In the first iteration, the author of the thesis assessed clustering algorithms on the log
data to determine whether a structure could be found from it that would correlate
to the root causes of the failed tests.
During its first phase of inquiry, the author defined the initial research questions,
which correspond to the first and third final questions that are gathered in Section 1.3;
the second question is not posed at this stage given that no ground-truth root cause
categories were pursued in the first iteration. A literature review followed, where the
author studied the previous attempts in clustering unlabeled log data. Afterward,
the design process was carried out, where the initial short-term deadlines were set
by the author and the thesis supervisors.
In the second phase of action, the author gained knowledge on the testing
environment (described in Section 3.4) and determined which log files would be
necessary to gather and process (also gathered in Section 3.4). In order to fetch them,
the author wrote a log collection program. Subsequently, the author analyzed the log
files manually and interviewed the testing engineers to understand what they paid
attention to in the log files in order to retrieve the root causes of the test failures.
After having explored the debugging process of several testing engineers, one could
see how the pass/fail ratios and their occurrence across suites seemed to correlate
with the origin of the failures. Additionally, the responses that the servers provided
to the containers’ requests and the number of times the containers were invoked gave
hints on why certain tests failed. These findings lead to a conceptual categorization
of four feature groups that best summarize the evolution and result of a test, as
assessed by the testing engineers (cf. Section 5.2). The features are obtained by
processing the raw log files: the author wrote a software program for processing the
raw log data, adapted to the environment this work is based on in such a way that it
locates the statements in the log files that relate to the envisioned feature groups
and extracts the features.
The author then tested the clustering algorithms presented in Section 4.4 with
different cluster sizes: from all the tested values, the best results were achieved with
k = 5 and k = 10 clusters. In the third phase of analysis, a qualitative assessment
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of the obtained results was undertaken: even though good qualitative correlations
were attained with several clusters and failure causes, the meaning of other clusters
remained vague. As an example, two clusters when selecting k = 10 with the k-means
algorithm seemed to correlate well with two different containers crashing on execution,
causing the corresponding tests to fail. The results when making use of the k-means
algorithm and GMMs can be visualized in Figures 17 and 18, respectively; the chosen
visualization plots the failed tests’ normalized invocations of a specific container with
respect to the overall test success ratio. This visualization displays a mild correlation
between the number of times the container gets called and the overall test success
ratio. Given the obtained outcome, a satisfactory solution was not reached, and
therefore, a new iteration of the action research methodology had to take place.
The first iteration and its constituent phases are summarized in Figure 19 in the
form of a block diagram.
5.1.2 Second iteration: clustering and classification of the labeled log
data
Seeing that no clear structure could be retrieved from the log data by clustering it,
a new iteration of the action research methodology took place: the labeling of the
data got taken into consideration.
In the new phase of inquiry, one additional research question was included given
that ground-truth root cause classes were pursued (which corresponds to the second
question gathered in Section 1.3). The subsequent literature review focused on
classification and clustering of labeled log data, and afterward, the design process
established the short-term deadlines by the author and the thesis supervisors.
During the second phase of action, new logs were collected and added to the dataset
by using the already-developed log collection software. The previously envisioned
features were extracted (the feature extraction software remained unchanged). In
order to get the data labeled, the author interviewed the testing engineers to retrieve
the conceptual root cause categories that they conceptualize when dealing with failed
tests. Five high-level descriptors were retrieved, which correspond to the most general
root causes of failed tests (cf. Section 5.3). The testing engineers were then asked to
manually label the collected test cases.
Having obtained labels, the classification MLP presented in Section 4.3 was now
considered. While classification seems to be the most reasonable ML methodology
for this new scenario, for the sake of completeness, clustering was also assessed so
as to be able to quantify its performance and compare it to the results obtained
with classification MLPs. Moreover, the data pre-processing techniques presented in
Section 4.4.1 were now taken into consideration in order to assess the improvement
obtained by applying more intricate variations of clustering algorithms to the original
log data (cf. Section 5.4.1).
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(a) k-means algorithm with k = 5.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Overall test success ratio
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
N
or
m
al
iz
ed
co
nt
ai
n
er
in
vo
ca
ti
on
s
(f
or
a
sp
ec
ifi
c
co
nt
ai
n
er
)
Cluster #0
Cluster #1
Cluster #2
Cluster #3
Cluster #4
Cluster #5
Cluster #6
Cluster #7
Cluster #8
Cluster #9
(b) k-means algorithm with k = 10.
Figure 17: Visualizations of the initial k-means-based clustering attempts.
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(b) GMMs with k = 10.
Figure 18: Visualizations of the initial GMM-based clustering attempts.
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In the third phase of analysis, the algorithms’ outcomes were quantitatively
assessed by means of two metrics: the adjusted mutual information (AMI) and the
rand index (RI), which are further explained in Section 6.1.
Given that the obtained results were satisfactory (cf. Section 6), the fourth phase
of conclusions took place, where the answers to the posed research questions were
reached and reported (cf. Section 7).
In Figure 20, a block diagram displays the second iteration and its constituent
phases.
5.2 Feature extraction
As has been mentioned at the beginning of this chapter, the feature extraction process
is carried out by heuristics obtained from domain expert knowledge. The features
are grouped into four distinct conceptual categories:
• Container activity (count of entries): number of times a given container
is invoked.
• Server analytics (count of entries): HTTP 5xx responses, errors, trace-
backs, and warnings.
• Success rate per test suite.
• Overall test success.
Table 2 lists the number of features in each group, as well as the normalization
that is carried out for each one of them. The normalized features have their values
bounded between 0 and 1 to ensure an equal contribution of each feature as well as
to increase the speed in the convergence of the optimization algorithms [85, 69].
The success rates are obtained as the quotient of the number of passed tests divided
by the number of scheduled tests, both for each suite and the global computation.
For the container invocations and server HTTP responses, intra-feature normal-
ization is applied, meaning that each feature’s count is divided by the maximum
count within all examples.
As tests are being run, the number of features is subject to variation depending
on which suites and containers are used in a given test pool. The feature extraction
software is programmed to take this into account and to adapt the number of features
dynamically as new tests are included (thus, the size of the feature groups in Table 2
that are followed by an asterisk (*) may change depending on the retrieved tests).
With the final dataset, a total amount of 188 features is obtained.
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Feature category Number of features Feature scaling
Container invocations
(normalized count of
entries)
56* Intra-featurenormalization
Server analytics
(normalized count of
entries)
4 Intra-featurenormalization
Success rate
per test suite 127* Ratio (passed/total)
Global success rate 1 Ratio (passed/total)
Table 2: Information on the extracted features.
5.3 Conceptual root cause classes
With the aim of automating the RCA carried out by the agile team at Ericsson Finland,
the most general root cause categories that the testing engineers conceptualize are
pursued. Five different classes are retrieved after interviewing the experts:
• Functional errors, where the error lies in the product’s developed code (i.e.,
development errors).
• Connectivity errors, whose failure corresponds to a problem in the commu-
nication between the servers.
• Infrastructure errors, being the failure caused by the testing environment
(e.g., hardware errors).
• Test errors, corresponding to failures caused by the presence of bugs in the
tests’ code.
• Intentionally interrupted tests, which gather tests whose execution was
stopped by the testing engineers before completion.
5.4 Evaluated algorithms
The technologies presented in Section 4 have been deployed for the problem of
accurately mapping the failed tests with their corresponding root causes: specifically,
the k-means algorithm and GMMs for clustering and MLPs for classification (cf.
Sections 4.3 and 4.4, respectively).
A total number of 1271 failed test cases have been collected and labeled, corre-
sponding to the period ranging from February to July 2018.
These test cases are then split into train, validation and test sets at random,
following a 60%/20%/20% division. 20 different random splits are formed with the
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aforementioned ratios, so as to avoid overfitting to a given form of partitioning of the
data. All algorithms are computed 20 times with these set divisions, and the average
values and standard deviations of the evaluation metrics are reported (cf. Section 6).
5.4.1 Clustering analysis
The k-means algorithm is initialized 10 times with different random centroids, iterat-
ing at maximum 300 times, should it not converge before (the convergence being
defined as no changes happening in the assignments). The best result from those
10 initializations is kept in terms of the pursued loss function (so that a suboptimal
local minimum is avoided).
GMMs are also initialized 10 times, iterating a maximum number of 300 times
with the same convergence criterion as k-means.
Given that the number of pursued root cause categories is 5, the number of
clusters is set to be k = 5 (for the initial clustering attempts, more values of k, such
as k = 10, are also considered).
Both algorithms are fed with several variations of the original feature matrix:
• Raw data, i.e., the feature matrix without any further alteration (with unla-
beled and labeled data).
• Data preprocessed with PCA, keeping a number of principal components
that retains 95% of the original variance on the training set (with labeled data).
• Data preprocessed by an AE, feeding the encoded representation of the
original feature matrix. The most suitable ANN structure is found by means
of hyperparameter tuning (grid search; with labeled data).
The AE’s optimal hyperparameters are found via grid search: all combinations of
architectures with a set of defined parameters are assessed, and the best-performing
combination of hyperparameters is reported.
The considered structure of the AE is always undercomplete, where the number
of hidden layers varies from 1 to 14. Specifically, the number of neurons is iterated to
range all the powers of two from 1 to a number below the number of features. Given
that the latter corresponds to 188, 128 is the last number of neurons being assessed.
The AE is designed to be symmetric; therefore, 7 different exponent values in
both the encoder and the decoder are tested. All combinations of powers of two from
1 to 7 are constrained to be arranged in decreasing order in the encoder, and the
structure is always mirrored in the decoder, leading to 28 total network structures.
Sigmoid, tanh, and ReLU are the evaluated activation functions, fulfilling that
only one activation function is present in the whole network at a time. Both L1 and
L2 regularization are carried out, each of them testing the regularization values of
λ = [0.01, 0.1, 1, 10], as well as no regularization.
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SGD and Adam are the selected optimization algorithms, and a maximum number
of 100000 epochs is run, where the early stopping criterion is used for determining
the convergence of the validation loss (i.e., the training is stopped whenever the
validation error starts to increase). Its patience is set to 50 epochs, which means
that if the network’s validation error does not decrease after 50 consecutive forward
and backward passes, it stops training, and the ANN’s weights at the last epoch
that displayed improvement are kept. The learning rate α of SGD is set to 0.01,
whereas in Adam, its value is equal to 0.001; the parameters β1, β2, and ε are set to
0.9, 0.999, and 1× 10−8, respectively, as recommended by the authors of the Adam
algorithm [77].
Dropout regularization is also included, testing the ratios of 0.3, 0.5, and 0.8, as
well as no dropout. Batch normalization is also tried out when no dropout is taking
place, given the unsuitability of both methods acting simultaneously [86].
A standard AE is tested with the MSE loss function: the encoded representation
it achieves is fed to the clustering algorithm. Additionally, the custom AE proposed
by Song et al. [84] is implemented, whose loss function combines the standard
MSE with a centroid updating term. For the latter case, the parameter controlling
the contribution of the second term of the loss function is assessed with the values
η = [−1,−0.7,−0.5,−0.2,−0.1, 0.1, 0.2, 0.5, 0.7, 1].
The counts of all different AE hyperparameter possibilities are gathered in Tables 3
and 4 for the standard AE and the custom-loss AE proposal, respectively. The best
results for each case are kept.
5.4.2 Classification
Regarding classification, MLPs are tested with hyperparameters similar to those
that the AEs for clustering were assessed with: ReLU, sigmoid and tanh activation
functions for the hidden layers (the activation function at the output layer always
being softmax in order to scale the values to the [0, 1] range); L1 and L2 regularization
with λ = [0.01, 0.1, 1, 10], and no regularization; Adam and SGD optimizers (with
the same α, β1, β2, and ε parameters); 100000 epochs at maximum, making use of
the early stopping criterion, with a patience equal to 50 epochs; dropout with ratios
of 0.3, 0.5, 0.8, and no dropout, the last case with and without batch normalization.
The used loss function is the categorical cross-entropy.
The first tested network structure contains a minimum of one hidden layer and a
maximum of 10 hidden layers, whose number of neurons are placed in decreasing order.
Powers of 2 are tested, whose exponents range from 1 to 10, as no undercomplete
consideration is required for MLPs.
The count of hyperparameter permutations is shown in Table 5.
After this initial attempt, seeing that the best results consisted of a network with
7 hidden layers, a more extensive combination of network structures is designed,
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collecting all permutations of values in decreasing order starting from 1000 neurons
to 20 neurons with decrements of 70. The reason for the decrement value of 70 stems
from the compromise between extensive testing and execution time.
The new count of hyperparameter permutations can be seen in Table 6.
5.4.3 Runtime
The vast number of runs were executed during 27 days on a dedicated machine,
yielding the results gathered in Section 6.
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Hyperparameters Number of runs
Loss functions 1
Clustering models 2
Network structures 28
Optimizers 2
Activation functions 3
Dropout or batch norm. 5
Regularizer functions 2
Regularizer values 4
Total regularization combinations (4× 2) + 1 = 9
Total count 15120
Table 3: Hyperparameter tuning for the standard AE: Itemized number of runs.
Hyperparameters Number of runs
Loss functions 1
Weighing parameter η values 10
Clustering models 2
Network structures 28
Optimizers 2
Activation functions 3
Dropout or batch norm. 5
Regularizer functions 2
Regularizer values 4
Total regularization combinations (4× 2) + 1 = 9
Total count 151200
Table 4: Hyperparameter tuning for the custom-loss AE: Itemized number of runs.
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Hyperparameters Number of runs
Loss functions 1
Network structures 55
Optimizers 2
Activation functions 3
Dropout or batch norm. 5
Regularizer functions 2
Regularizer values 4
Total regularization combinations (4× 2) + 1 = 9
Total count 14850
Table 5: Hyperparameter tuning for the classification MLP: Itemized number of
runs.
Hyperparameters Number of runs
Loss functions 1
Network structures 6435
Optimizers 2
Activation functions 3
Dropout or batch norm. 5
Regularizer functions 2
Regularizer values 4
Total regularization combinations (4× 2) + 1 = 9
Total count 1737450
Table 6: Hyperparameter tuning for the classification MLP (extensive analysis with
7 hidden layers): Itemized number of runs.
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6 Results
6.1 Evaluation metrics
Given the need for quantifying the performance of the classification and clustering
algorithms, the labels obtained from the developers’ manual work are used for this
purpose (cf. Section 5).
When assessing classification, the simple measure of accuracy or RI provides the
ratio of correctly assigned data with respect to the total count of processed samples
[87]:
accuracy (Ω,C) = RI (Ω,C) = 1
K
k∑
i=1
|ωi ∩ ci|, (38)
where C = {c1, c2, . . . , ck} is the set of ground-truth classes, Ω = {ω1,ω2, . . . ,ωk}
is the set of predicted classes, k is the number of distinct ground-truth categories,
and K is the total number of processed samples. Its value is bounded between 0 and
1, the former being a result of total mismatch, and the latter being the consequence
of a perfect match.
Focusing the attention on clustering, the value the RI yields shows some depen-
dency with the number of clusters and samples, a fact that can be corrected by
introducing an adjustment for chance, leading to the adjusted RI (ARI) [88, 89, 90]:
ARI (Ω,C) = RI (Ω,C)− E [RI (Ω,C)]max (RI (Ω,C))− E [RI (Ω,C)] . (39)
Purity is a straightforward measure that assesses the spread in the prediction
of categories with respect to the ground-truth categories: it evaluates the tendency
of clusters to contain a single ground-truth category [87]. For each of the obtained
clusters, the most frequent ground-truth category is assigned to it, and then, its
normalized sum is computed:
purity (Ω,C) = 1
K
k∑
i=1
max
j
|ωi ∩ cj|. (40)
Nonetheless, the measure of purity does not penalize the assignment with respect to
the pursued ground-truth category for each cluster, but only considers the relative
spread of assignments. It is bounded between 1
k
and 1, the former representing
the value of maximum spread in the assignments, and the latter indicating uniform
assignments without any spread. Following a naive example, if a matching task
assigns as many categories as available examples, the measure of purity will be equal
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to 1, regardless of the number of ground-truth categories. This property confirms
the need for more sophisticated metrics.
As an alternative, the mutual information (MI) measures the agreement or amount
of information that the prediction and ground-truth assignments share, ignoring
permutations [90]. Its computation is based on the concept of information or Shannon
entropy (H), a measure of uncertainty of an RV V , defined as the expected value
of its self-information (I), which is the surprise or uncertainty when sampling V
[58, 23]:
H (V ) = E [I (V )] = E
[
log
(
1
P (V )
)]
= E [− log (P (V ))] = −
n∑
i=1
P (vi) log (P (vi)).
(41)
When the probability distribution of the RV V is close to uniform, the entropy is
maximized (having a value close to 1), and the uncertainty when sampling the RV is
high. When the probability distribution of V tends to be deterministic, the entropy
is minimized (having a value close to 0), and the uncertainty when sampling V is
low.
Conceptualizing the assignment for each element of the original dataset D to the
ground-truth categories belonging to C as the RV A, and similarly, the matching
from the dataset D to the predicted categories Ω as the RV B, their corresponding
entropies are defined as:
H (A) = −
N∑
i=1
P (ai) log (P (ai)), (42)
H (B) = −
N∑
i=1
P (bi) log (P (bi)), (43)
where P (ai) = |ci|N and P (bi) =
|ωi|
N
are the probabilities of a randomly-picked
object from A or B to belong to ground-truth category ci or predicted category ωi,
respectively.
The MI between both RVs A and B is then defined as [79]:
MI (A,B) =
N∑
i=1
N∑
j=1
P (ai, bj) log
(
P (ai, bj)
P (ai)P (bj)
)
. (44)
It represents the measure of mutual dependence between both RVs, i.e., how much
information one RV conveys about the other one: the higher its value, the higher
the dependence between the prediction and the ground-truth assignments.
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The MI can be normalized with respect to the individual entropies, leading to the
normalized MI (NMI), whose value is enclosed between 0 and 1:
NMI (A,B) = MI (A,B)√
H (A)H (B)
. (45)
As is the case with the RI, the values of MI increase in proportion to the number
of clusters and samples, which leads to the adjusted MI or AMI [89, 90]:
AMI (A,B) = MI (A,B)− E [ MI (A,B)]max (H (A) ,H (B))− E [ MI (A,B)] . (46)
The AMI extends its validity to classification [91], and thus, it is also used for
assessing classification algorithms.
6.2 Best-performing ANNs
When carrying out grid searches over the ANN structures presented in Section 5,
the best results in terms of AMI are collected for each category of tested algorithms.
Additionally, the values of accuracy are included in the classification algorithms given
their intuitive meaning.
The ANNs’ parameters are gathered in Table 7, and their visual structure can
be found in Figures 21 and 22 for clustering and classification, respectively (where
all the layers are depicted as rectangles with constant width and variable height,
proportional to the number of neurons, shown as text inside the rectangles).
Concerning clustering, the best AEs display shallow architectures: but for the
custom-loss case, where the number of hidden layers is equal to 3, the best AEs used
in conjunction with k-means and GMMs have only one hidden layer, the former with
128 and the latter with 32 neurons. The dropout rate in both scenarios is 0.5; hence,
no batch normalization is used. The AE that combines k-means with the custom
loss consisting of the MSE and the centroid-update term has 3 hidden layers of sizes
64, 32 and 64, respectively. It neither regularizes with dropout nor implements batch
normalization. The optimizers and activation functions for all AEs are Adam and
ReLU, respectively.
Concerning classification, the best base-2 architecture has 7 hidden layers, and
the extended architecture tests the same number of hidden layers but with different
counts of neurons per layer (cf. Section 5.4). But for batch normalization, which the
base-2 architecture does not implement (while the extended architecture does), all
other parameters are shared in both networks: ReLU as an activation function, no
dropout, and SGD as an optimizer.
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6.3 Performance
The performance of the tested algorithms is shown in Tables 8 and 9.
Regarding clustering, applying PCA to the raw data does not cause any improve-
ment with respect to clustering the raw data directly for both k-means and GMMs:
the principal components are not able to find a better data representation. The
results with GMMs are in fact worse than those obtained with k-means.
With the best AE, k-means still outperforms GMMs. There is a slight improvement
when using k-means, and a greater one when using GMMs with respect to no pre-
processing or to pre-processing with PCA, a fact that is expected due to the non-linear
representation the AE obtains from the original data, which aids in the subsequent
clustering.
Using the AE with the custom loss, the results reach the maximum average AMI
value of 0.451, which proves that it is the most suitable solution for clustering: its
loss function is defined in such a way that both actions of reconstruction and cluster
assignment are pursued; hence, both actions achieve the best clusters.
However, classification feedforward networks significantly outperform clustering
analysis, reaching an average accuracy value of 0.880 with the base-2 architecture (and
an associated average AMI value of 0.654), and 0.889 with the extended architecture
(where 0.665 is the associated average AMI value).
The final results prove that classification tasks are better suited than clustering-
based approaches for this work’s scenario.
k-means GMMs
Raw data 0.401 ± 0.050 0.295 ± 0.037
PCA (95% of original variance retained) 0.400 ± 0.052 0.290 ± 0.038
Clustering (via the standard AE) 0.415 ± 0.031 0.405 ± 0.036
Clustering (via the custom-loss AE) 0.451 ± 0.041 —
Table 8: Clustering AMI results.
AMI Accuracy
Base-2 architecture 0.654 ± 0.043 0.880 ± 0.021
7-layer architecture 0.665 ± 0.043 0.889 ± 0.020
Table 9: Classification AMI and accuracy results.
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7 Conclusions
7.1 From expert knowledge to ML-based RCA
In this work, classification and clustering algorithms have been explored for accu-
rately categorizing the root causes of failed tests in agile CI/CD software testing
environments by means of log data analysis.
Clustering of the unlabeled data can be used as a tool for obtaining a first analysis
of the log data: it can help retrieve an inherent structure in the data, should it
exist. Unfortunately, the obtained results with this work’s dataset did not correlate
well with the root causes of the failed tests: while some clusters seemed to gather
examples where a single failure condition was present, the meaning behind the other
clusters remains vague. Therefore, for this scenario, clustering of the unlabeled data
is not an efficient solution for automating the RCA of failed tests.
Labeling is an expensive process both in terms of time and manual labor; nonethe-
less, it is an efficient tool that enables the use of powerful supervised learning MLPs
that achieve satisfactory results. For the sake of completeness, this thesis also evalu-
ated clustering algorithms on the labeled log files, applied both to the raw data and
to more complex pre-processed variations of it. Even though clustering on the more
intricately pre-processed data improved the matching with the envisioned ground-
truth categories with respect to applying simpler or no pre-processing techniques at
all, classification MLPs outperform any other algorithm, and thus, they constitute
the most efficient solution.
7.2 Answers to the research questions
Three research questions have been posed in this Master’s thesis.
The extraction and definition of meaningful features from the testing log data is
tackled by interviewing the testing engineers and by following their debugging activity,
a process that requires a previous understanding of the testing environment. Even
though not being a straightforward activity, by rigorously planning the interviews
and following the debugging activity of the testing engineers in a structured fashion,
a satisfactory collection of features can be obtained that best reflect the human
expert knowledge used for RCA. As a result, four distinct conceptual feature groups
are obtained that summarize the information the testing engineers make use of
when dealing with manual RCA. Given the satisfactory results obtained with the
classification MLPs, the envisioned feature groups adequately transfer the testing
engineers knowledge to a feature matrix.
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In order to map the existing developers’ knowledge into distinctive ground-truth
root-cause categories, further interviewing of the testing engineers has to take place,
where the human experts are asked to frame the conceptual ground-truth categories
they envision when dealing with failed tests. These interviews prove to be simpler
than the ones that pursue crafting the feature matrix: the sought information is not
latent, as the concept of “ground truth category” is used in their everyday debugging
process.
Overall, these interviews establish a relationship between the information in the
log data the human experts pay attention to and the root causes of the failed tests.
Lastly, concerning the use of ML for accurately identifying the root causes of the
failed tests, this thesis experimentally shows how MLP-based classification proves
to be the best-performing solution, significantly surpassing the action of clustering
analysis (no matter how intricate its foundation): the best ANN correctly assigns an
example with its failure root cause, on average, 88.9% of the time.
7.3 Promising future research directions
The results of the best-performing MLP solution can be further improved by contin-
uing the development and research on several areas:
• A more extensive hyperparameter optimization could be run by making use of
a parallelized implementation running on several machines, searching over a
broader range of hyperparameters.
• With respect to the ground-truth failure categories, more granularity could be
considered, taking as labels more specific categories than the highest-level ones.
For this to be achieved, the testing engineers would need to be interviewed
more extensively, and a diagram with their envisioned ground-truth categories
would need to be constructed.
• The extraction of new features might improve the algorithms’ outcome, whose
envisioning could be carried out by means of extensive interviewing of the testing
engineers; in fact, the feature extraction software is already programmed to
extract an additional feature group with values related to CPU usage in the
servers that run the tests, but its inclusion had to be discarded in this work
due to the earliest tests not having this information available.
• The use of natural language processing could be tested for mining the log files
directly and obtaining a representation in a new feature space, which could
then be used for classification, as presented by Bertero et al. [92]. Additionally,
more research could be carried out in this area with the aim of finding more
intricate proposals, and their performance could be compared to traditional
classification with a set of defined features, as has been carried out in this work.
71
All in all, the performance of the system might be enhanced by both expanding
the number of ground-truth categories and the collection of features and by adding
complexity to the tested algorithms.
The work carried out in this thesis gathers a first approach towards automating
test failure RCA in an agile CI/CD software testing environment. A manual revision
of the best-performing MLP’s outcome is required; nonetheless, the aforementioned
improvement areas might make the machine’s output less dependent on an a posteriori
human validation.
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