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Java. Opravite pregled ogrodij za razvoj mikrostoritev v Javi. Podrobno ana-
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Povzetek
Naslov: Optimizacija gradnje javanskih arhivov in slik Docker v arhitekturi
mikrostoritev
Avtor: Aljaž Pavǐsič
Trenutni pristop pakiranja mikrostoritev, ki ga ponuja ogrodje KumuluzEE,
je pakiranje v debeli JAR (ang. uber JAR ali fat JAR). Ta aplikacijsko kodo
in vse potrebne odvisnosti združi v eno datoteko, kar sicer zagotavlja visoko
prenosljivost, vendar pa za to žrtvuje optimalnost gradnje slik pri virtuali-
zaciji. Združenost v eno datoteko zahteva postavitev celotne mikrostoritve
v en sloj slike Docker, kar pa ob vsaki spremembi aplikacijske kode zahteva
ponovno gradnjo celotnega sloja. Ker se odvisnosti ne spreminjajo pogosto,
pa vendar predstavljajo večino prostora, ki ga mikrostoritev zaseda, je po-
novno kopiranje odvisnosti nepotrebno potratno. V tem delu smo obstoječe
možnosti pakiranja mikrostoritev, ki jih ponuja ogrodje KumuluzEE, razširili
z novim tipom pametni JAR (ang. smart JAR), ki ločuje aplikacijsko kodo
od odvisnosti in s tem pohitri ponovno gradnjo slik Docker. Poleg tega smo
ogrodju dodali tudi funkcionalnost avtomatskega generiranja datotek Doc-
kerfile.




Title: Optimization of Java archive and Docker image building in microser-
vices architecture
Author: Aljaž Pavǐsič
The current approach to packaging microservices offered by the KumuluzEE
framework is packaging into an uber JAR. This type combines the appli-
cation code and all dependencies into a single file, which guarantees high
portability but sacrifices optimal building of images for virtualization. The
unification into a single file demands the entire microservice to be put into a
single image layer, which requires a complete rebuild of that layer upon any
change to the application code. Since dependencies rarely change but still
represent the majority of the space taken up by the microservice, copying
them repeatedly is unnecessarily wasteful. In this thesis, we expanded on
the packaging types offered by the KumuluzEE framework by introducing a
new smart JAR packaging type, which separates the application code from
the dependencies and thus speeds up the rebuilding of Docker images. We
also expanded the framework with the functionality of automated Dockerfile
generation.




Distribucija in izvajanje mikrostoritev se danes pomikata čedalje bolj v smer
vsebnikov na platformah za virtualizacijo. Med najbolj razširjenimi platfor-
mami je Docker, ki ponuja številne prednosti tako pri gradnji slik kot pri
prenosu le-teh na oddaljene repozitorije. Te prednosti pa pridejo do izraza
le, če Docker uporabljamo na pravi način, ta pa ni vedno najbolj očiten ali
najbolj enostaven.
Za številna orodja za razvoj mikrostoritev, med njimi tudi KumuluzEE, je
glavni način pakiranja mikrostoritev pakiranje v debeli JAR. Ta aplikacijsko
kodo združuje z viri in odvisnostmi v eno izvedljivo datoteko, kar sicer ponuja
visoko prenosljivost, je pa neučinkovito z vidika slik Docker.
Najmanǰsi del mikrostoritve je največkrat aplikacijska koda, ki pa se
hkrati tudi največkrat spreminja. Pakiranje v eno datoteko nas prisili, da
celotno mikrostoritev postavimo v en sloj slike Docker, kar posledično zah-
teva ponovno gradnjo celotnega sloja ob vsaki spremembi aplikacijske kode,
čeprav so odvisnosti ostale nespremenjene. To je časovno neučinkovito in
rešljivo z uporabo drugačnih tipov pakiranja. Če mikrostoritev pakiramo
tako, da so odvisnosti ločene od aplikacijske kode, jih lahko postavimo v
ločene sloje slike. Spremembe v aplikacijski kodi tako zahtevajo le zame-




V diplomskem delu smo opisani problem rešili z nadgradnjo vtičnika Ma-
ven, ki je del ogrodja KumuluzEE. V prvem koraku smo obstoječi cilj vtičnika
za pakiranje razširili z možnostjo izbire novega tipa pakiranja pametni JAR.
Ta v arhivsko datoteko zapakira le aplikacijske razrede in vire, vse potrebne
odvisnosti pa kopira v ločen direktorij, kar omogoča enako ločitev tudi znotraj
slike Docker. V drugem koraku smo v vtičnik dodali nov cilj, ki avtomati-
zira gradnjo datotek Dockerfile, s katero natančno definiramo sloje v sliki.
Vtičnik iz projekta Maven prebere vse potrebne informacije in zgradi dato-
teko Dockerfile tako, da z njo grajene slike komponente mikrostoritev ločijo
v sloje, kot smo to zasnovali v prvem koraku. S tem smo optimizirali čas
gradnje in prenosa slik Docker, prav tako pa smo razvijalcem olaǰsali delo.
V 2. poglavju se seznanimo z arhitekturo mikrostoritev in različnimi orodji
za njihov razvoj. V 3. poglavju pregledamo načine pakiranj javanskih apli-
kacij in izpostavimo njihove prednosti in slabosti v kontekstu mikrostoritev.
Poglavje 4 se osredotoča na platformo za virtualizacijo Docker in gradnjo
slik Docker. Poglavja 5, 6 in 7 so namenjena opisu zasnove in implementa-
cije novega tipa pakiranja mikrostoritev in dinamičnega generiranja datoteke
Dockerfile. V 8. poglavju predstavimo testno mikrostoritev in naši rešitvi te-




Preden se lotimo glavne tematike tega dela, moramo spoznati arhitekturo
mikrostoritev (ang. microservice architecture) in pojasniti, v čem se ta raz-
likuje od monolitske (ang. monolithic).
Monolitski pristop k razvoju aplikacij temelji na obravnavi aplikacije kot
neločljive celote. Takšne aplikacije – monoliti – so sestavljene v enem kosu,
njihove funkcionalnosti pa so med seboj tesno povezane in vsaka za svoje
delovanje potrebuje vse ostale. Ta pristop je zadostoval za razvoj enostavne
in relativno majhne programske opreme, v zadnjih letih pa je neprestano
naraščanje kompleksnosti aplikacij izpostavilo njegove šibkosti. Velike mo-
nolitske aplikacije so zahtevne tako za razvoj kot za vzdrževanje, kakršne
koli spremembe pa zahtevajo ponovno postavitev celotnega monolita. Ta
neobvladljivost in težavnost je privedla do uveljavitve drugačnega pristopa k
razvoju [11].
Arhitektura mikrostoritev se razvoja velike in kompleksne aplikacije loti
tako, da jo razdeli na samostojne in med seboj neodvisne komponente. Apli-
kacija torej ni združena celota, temveč skupek manǰsih storitev – mikrosto-
ritev – ki opravljajo različne naloge in med seboj komunicirajo. Neodvisnost
komponent omogoča delovanje preostalega sistema tudi v primeru, ko je ena
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ali več mikrostoritev nedosegljivih. To olaǰsa tudi vzdrževanje in posodablja-
nje, saj v primeru spremembe kode ene od komponent ni potrebno ponovno
postaviti celotnega sistema [26, 25].
Vizualizacija razlike med monoliti in arhitekturo mikrostoritev je prika-
zana na sliki 2.1.
Slika 2.1: Primerjava mikrostoritev in monolitskih aplikacij.
Prehod na arhitekturo mikrostoritev je prinesel številne spremembe na
vseh nivojih razvoja in uporabe.
Z razvojnega vidika delitev na manǰse izolirane module ponuja predvsem
prednosti. Vsak modul je lahko odgovornost druge skupine razvijalcev, ki
lahko zaradi manǰse kompleksnosti izdelka delo opravi hitreje in učinkoviteje.
Arhitektura ponuja tudi možnost najema zunanje razvojne skupine (ang.
outsourcing) za razvoj modula, kar lahko še dodatno razbremeni razvijalce.
Povečana je tudi hitrost in enostavnost posodobitev, sprememb in popravkov
razvite kode, saj je ta del manj kompleksnega sistema.
Pakiranje in namestitev mikrostoritev je bolj kompleksen proces kot pri
monolitski arhitekturi. Monolitska aplikacija je po naravi pakirana z vsemi
odvisnostmi in lastno kodo v samostojno celoto, ki jo lahko nato namestimo
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v enem koraku. V nasprotju s tem arhitektura mikrostoritev zahteva na-
mestitev posameznih mikrostoritev za delovanje celotne aplikacije, vendar
dandanes obstajajo sistemi, ki ta proces avtomatizirajo.
Arhitektura mikrostoritev ima prednosti tudi po namestitvi, največji med
njimi sta uravnavanje obremenitve posameznih modulov in obvladovanje na-
pak. Število uporabnikov spletnih storitev lahko močno niha, kar lahko
določene komponente storitve preobremeni. Pri arhitekturi mikrostoritev
lahko ta problem rešimo tako, da poženemo dodatno instanco preobreme-
njene komponente in obremenitev porazdelimo z izravnalnikom (ang. load
balancer). Ta pristop ni mogoč pri monolitski aplikaciji, saj preobremenjena
komponenta ni ločena od ostalih. V primeru odpovedi ali napake moramo pri
monolitski arhitekturi ponovno zagnati celotno aplikacijo, medtem ko mikro-
storitve omejijo težavo na specifično komponento. To ostalim komponentam
omogoča nemoteno delovanje, če imajo ustrezne sisteme za obravnavanje od-
povedi ostalih komponent.
2.2 Mikrostoritve v Javi
Vsaka mikrostoritev mora delovati kot samostojna celota, kar pomeni, da
mora vsebovati vse potrebno za samostojen zagon in delovanje. Tako kot
v drugih jezikih lahko tudi v Javi to zahteva veliko ponavljajoče se kode,
kar razvijalci po navadi vidijo kot potrato časa. V ta namen so bila razvita
različna javanska orodja in ogrodja, ki poskrbijo za osnovne funkcionalnosti
in s tem olaǰsajo in pohitrijo razvoj mikrostoritev.
Med temi ogrodji so trenutno najbolj razširjena ogrodja Spring Boot [32],
Dropwizard [7] in Eclipse MicroProfile [23], ki ponujajo enostavno uporabo,
obsežno dokumentacijo in veliko število obstoječih uporabnikov [14]. Ne-
katera ogrodja so tudi odprtokodna, kar razvijalcem omogoča, da jih ne le
uporabljajo, temveč tudi prispevajo k njihovem hitrem razvoju.
Med drugimi ogrodji, ki se hitro razvijajo in širijo, je tudi ogrodje Kumu-
luzEE, ki že več let nastaja kot projekt Laboratorija za integracijo informa-
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cijskih sistemov na FRI [17, 9]. To ogrodje bomo v tem delu uporabili kot
temelj za implementacijo naše rešitve.
2.3 Maven
Za bolǰse razumevanje ogrodja KumuluzEE se bomo najprej na hitro seznanili
z orodjem za upravljanje projektov Maven,
Maven temelji na uporabi objektnega modela projekta (POM) za eno-
stavno upravljanje s projekti in njihovimi odvisnostmi. Za orodje je ključnega
pomena modularnost razvoja programske opreme, kar Maven doseže s tako
imenovanimi artefakti. To so komponente, ki jih poimensko vključimo v do-
kument POM, Maven pa jih nato v fazi gradnje projekta vključi v končno
kodo [19]. Med artefakte spadajo tudi vtičniki (ang. plugins), ki so po-
membni za naše diplomsko delo.
Vtičniki so moduli, ki jih Maven uporablja za izvajanje opravil. Orodje
ponuja širok nabor vtičnikov, ki jih moramo le vključiti v dokument POM,
lahko pa sami ustvarimo namenske vtičnike za specifična opravila. Vsak
vtičnik ima lahko definiranih več ciljev (ang. goals), ki jih lahko izberemo
za izvajanje in opravljajo različne naloge. Ogrodja za razvoj mikrostoritev,
med njimi tudi KumuluzEE, določene funkcionalnosti implementirajo v obliki
vtičnikov, na primer pakiranje mikrostoritev.
2.4 KumuluzEE
KumuluzEE je lahko ogrodje za razvoj mikrostoritev z uporabo standardnih
Java EE tehnologij in migracijo obstoječih aplikacij v oblačno arhitekturo
(ang. clout-native). Prednost uporabe ogrodja KumuluzEE je njegova mo-
dularnost in enostavnost uporabe z njim razvitih mikrostoritev. Ko z ogrod-
jem KumuluzEE razvijemo mikrostoritev, jo lahko z vtičnikom Maven, ki je
del ogrodja, zapakiramo v datoteko JAR. Ta datoteka vsebuje vse potrebno
za samostojen zagon in delovanje mikrostoritve. Uporaba ogrodja v projektu
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je enostavna, saj večino dela za nas naredi Maven.
Poudarek tega diplomskega dela je na načinih pakiranja mikrostoritev,
zato si bomo podrobneje pogledali vtičnik Maven.
Pakiranje mikrostoritev z ogrodjem KumuluzEE lahko izvedemo z vključitvijo
vtičnika kumuluzee-maven-plugin [18]. Ta ima definiran cilj repackage, ki
mikrostoritev v projektu Maven zapakira v datoteko JAR. Primer uporabe














Izsek 2.1: Primer vključitve vtičnika KumuluzEE.
Cilj tega dela je dodati novo možnost pakiranja mikrostoritev v ogrodje
KumuluzEE, kar bomo storili z dodajanjem novega cilja v obstoječi vtičnik.
Da se lahko tega lotimo, moramo najprej spoznati različne tipe arhivov JAR
in razumeti, kako njihove lastnosti vplivajo na virtualizacijo. To je tema,






JAR je kratica za arhiv Java (ang. Java ARchive), ki predstavlja standardni
format pakiranja programske opreme, napisane v jeziku Java. Programi so
danes sestavljeni iz več datotek, ki vsebujejo izvorno kodo, prav tako pa
lahko za delovanje potrebujejo druge tipe datotek, kot so na primer slike,
videi in zvočne datoteke. Z vidika prenosljivosti in praktičnosti je veliko
število datotek slabo, zato Java omogoča pakiranje vseh potrebnih datotek
za delovanje programa v eno arhivsko datoteko. Pri tem uporablja format
Zip, kar vsebino arhiva stisne in s tem zmanǰsa končno velikost datoteke JAR.
Poleg izvorne kode je glavna komponenta arhiva JAR datoteka MANI-
FEST.MF, ki jo lahko dodamo sami ali pa to prepustimo programu za pa-
kiranje. Ta datoteka vsebuje metapodatke o našem programu in deklarira
glavni razred, prav tako pa lahko v njej navedemo morebitne zunanje odvi-
snosti – datoteke, ki jih naš program potrebuje, a niso vsebovane v arhivu.
[8].
Arhiv spletne aplikacije WAR je podrazred arhiva JAR, ki je namenjen
nameščanju spletnih aplikacij. Od splošnega arhiva JAR se razlikuje po da-
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totečni strukturi, ki je v primeru arhiva WAR standardizirana za uporabo
na javanskem aplikacijskem strežniku. Arhiv WAR največkrat vsebuje ja-
vanske razrede za servlete, slike, statične strani HTML in ostale resurse ter
datoteko web.xml, ki vsebuje nastavitve za aplikacijski strežnik. Servleti in
ostali javanski razredi imajo lahko zunanje odvisnosti, ki so lahko vključene
v arhiv WAR v obliki manǰsih arhivov JAR, vendar je vsebina arhiva WAR
običajno minimalna za hitreǰse nameščanje na aplikacijski strežnik.
3.2 Tipi JAR
Kot smo povedali v poglavju 2, lahko vsebino mikrostoritve razdelimo na
dva glavna dela – aplikacijsko kodo in odvisnosti. Odvisnosti lahko še naprej
delimo na direktne in izvajalne, kot bomo spoznali v nadaljevanju. Direk-
tne odvisnosti zajemajo tuje razrede, na katere se aplikacijska koda sklicuje,
izvajalne odvisnosti pa zajemajo predvsem izvajalno okolje, ki nadomešča







Debeli JAR oziroma uber JAR (ang. fat JAR ali uber JAR) vsebuje celotno
aplikacijsko kodo in vse odvisnosti, ki jih aplikacija potrebuje za zagon in
delovanje [1]. Za zagon potrebujemo le arhivsko datoteko in standardno
izvajalno okolje Java (ang. Java Runtime Environment). Ta prenosljivost in
enostavnost uporabe je glavni razlog za visoko priljubljenost tega pristopa
[10].
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Slika 3.1: Diagram vsebine različnih tipov JAR
3.2.2 Votli JAR
Votli JAR (ang. Hollow JAR) vsebuje vse izvajalne odvisnosti (ang. run-
time dependencies), ne pa same aplikacije. Deluje kot pripravljen aplikacijski
strežnik, na katerega lahko nato postavimo aplikacijsko kodo. To po navadi
naredimo tako, da strežniku ob zagonu kot parameter podamo pot do aplika-
cijske kode, zapakirane v suhi WAR ali suhi JAR. Lahko ga poženemo samo-
stojno, vendar je brez dodatne aplikacijske kode neuporaben [10]. Med ob-
stoječimi implementacijami pakiranja v ta tip spada orodje WildFly Swarm,
ki poleg pakiranja ponuja še dodatne možnosti konfiguracije. V primeru vir-
tualizacije lahko ta strežnik postavimo v nižji sloj in s tem optimiziramo
gradnjo slik [34].
3.2.3 Suhi JAR/suhi WAR
Suhi JAR oziroma suhi WAR (ang. thin JAR oziroma thin WAR) poleg
aplikacijske kode vsebuje tudi odvisnosti, ki jih ta potrebuje. Za pogon in
delovanje potrebuje delujoč zunanji strežnik, ki vsebuje vse izvajalne odvi-
snosti, saj so te izključene iz arhiva. Tega lahko priskrbimo v obliki votlega
JARa. Funkcionalno sta suhi JAR in suhi WAR identična, razlika je le v
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formatu pakirane datoteke [10]. Eno od ogrodij, ki ponujajo pakiranje v suhi
JAR, je Spring Boot [12].
3.2.4 Mršavi JAR/mršavi WAR
Mršavi JAR in mršavi WAR (ang. skinny JAR in skinny WAR) sta po veli-
kosti najmanǰsa mogoča arhiva. Aplikacijska koda ni ločena le od izvajalnih
odvisnosti, temveč tudi od vseh odvisnosti in knjižnic, na katere se koda
zanaša. Za delovanje potrebuje tako zunanji strežnik kot vse odvisnosti, ki
so tu izključene iz pakiranja [10].
3.2.5 EAR
Arhiv podjetne aplikacije vsebuje manǰse arhive tipov JAR ali WAR in da-
toteke .xml, ki služijo kot deskriptorji. Ti deskriptorji vsebujejo nastavi-
tve za namestitev aplikacije, modula ali komponente na javanski aplikacijski
strežnik. Aplikacijski strežnik ni vsebovan v arhivu in mora biti prisoten v
namestitvenem okolju. Ker so informacije v deskriptorjih deklarativne, jih
lahko spreminjamo brez sprememb izvorne kode aplikacije. Ob zagonu in
med izvajanjem javanski strežnik deskriptor prebere in delovanje prilagodi
nastavitvam [13].
3.3 Primerjava
Velikost arhiva je odvisna od vsebine, kot je opisano zgoraj in prikazano v
tabeli 3.1.
Debeli Votli Suhi Mršavi
Aplikacijski razredi X X X
Odvisnosti X X
Izvajalno okolje X X
Tabela 3.1: Primerjava vsebine arhiva.
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Zdaleč največji arhiv je debeli JAR, saj vsebuje kombinacijo votlega in
suhega JARa. Odvisno od velikosti same aplikacije je votli JAR lahko manǰsi
od suhega, saj suhi vsebuje direktne odvisnosti aplikacijske kode, ki lahko
hitro povečajo velikost arhiva. Najmanǰsi arhiv je mršavi JAR, ki vsebuje le
aplikacijsko kodo brez odvisnosti in je običajno velikosti nekaj kilobajtov.
Različne vsebine arhivov povzročajo tudi razlike v kompleksnosti upo-
rabe. Debeli JAR je najbolj enostaven, saj nima zunanjih odvisnosti in
za zagon potrebuje le standardno javansko izvajalno okolje. Kombinacija
votlega in suhega JARa je bolj kompleksna, saj moramo poleg strežnika
v votlem JARu namestiti tudi samo aplikacijo. Odstranitev odvisnosti v
mršavem JARu povzroči še dodatno stopnjo kompleksnosti, saj mora aplika-
cijski strežnik poleg aplikacije prejeti še vse potrebne odvisnosti.
3.4 Prednosti in slabosti
Vsak tip arhiva JAR ima prednosti in slabosti, zaradi česar so primerni za
različne namene. V tem delu se bomo osredotočili predvsem debeli JAR, na
njegove prednosti in slabosti v kontekstu mikrostoritev in uporabnosti tega
tipa pri virtualizaciji.
Glavni prednosti, ki ju debeli JAR ponuja, sta enostavnost izvajanja in
visoka prenosljivost. Ker arhiv vsebuje vse potrebne odvisnosti, vključno z
izvajalnimi, potrebujemo za pogon aplikacije samo standardno izvajalno oko-
lje Java. Če želimo aplikacijo preseliti na drugo lokacijo ali celo drug sistem,
lahko to storimo s prenosom ene datoteke, katero lahko nato poženemo z
enim ukazom. Na prvi pogled se to morda ne zdi slabo, vendar težave po-
stanejo očitne, če debeli JAR uporabimo v virtualizaciji. Več o temu bomo
povedali v poglavju 4, kjer se bomo natančneje posvetili virtualizaciji.
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3.5 Pametni JAR
Naš cilj je razviti in testirati nov tip arhiva JAR, ki bo ohranil visoko preno-
sljivost debelega JARa in hkrati omogočal učinkovito uporabo v virtualizaciji
(to zahtevo bomo podrobneje opisali v poglavju 4). Zasnovo in implementa-




4.1 Kaj je virtualizacija?
Virtualizacija je proces pogona navidezne instance računalnǐskega sistema
znotraj sistema z dejansko strojno opremo. Tradicionalni pristop k virtu-
alizaciji je virtualizacija operacijskega sistema, kjer na gostiteljskem (ang.
host) operacijskem sistemu teče ena ali več instanc gostujočega (ang. guest)
operacijskega sistema, ki jih nadzoruje nadzornik (ang. hypervisor) [30, 22].
Te instance sicer tečejo na isti strojni opremi, vendar so med seboj izolirane.
Deljenje virov in informacij med njimi tako ni nič bolj enostavno kot delje-
nje med fizično ločenimi sistemi. Ena večjih pomanjkljivosti tega pristopa
pri virtualizaciji mikrostoritev je podvajanje operacijskega sistema, saj vsaka
instanca mikrostoritve zahteva svojo instanco operacijskega sistema. Z vi-
dika izkorǐsčanja virov je to neučinkovito, saj instance operacijskih sistemov
porabljajo nezanemarljiv odstotek virov, ki posledično niso na voljo samim
mikrostoritvam. Kot odgovor na te pomanjkljivosti se je v zadnjih letih
pojavil in razvil drugačen pristop k virtualizaciji – virtualizacija na nivoju
operacijskega sistema (ang. containerization) [31].
Virtualizacija na nivoju operacijskega sistema instance gostujočih ope-
racijskih sistemov nadomesti z vsebniki (ang. containers), nadzornika pa s
sistemom za upravljanje vsebnikov. Eden takšnih sistemov, kateremu je pri-
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ljubljenost v zadnjih letih strmo narastla, je Docker [22]. Tega si ga bomo
podrobneje ogledali v naslednjem podpoglavju.
4.2 Docker
Docker je odprtokodno orodje, ki je močno pripomoglo k razširitvi uporabe
virtualizacije na nivoju operacijskega sistema [22]. Razvit je bil z namenom
olaǰsanja in pohitritve razvojnega cikla, distribucije in zagona programske
opreme, kar je dosegel z unikatnim pristopom k virtualizaciji. Prikaz tega
pristopa v primerjavi z virtualizacijo operacijskih sistemov lahko vidimo na
sliki 4.1.
Slika 4.1: Primerjava Docker vsebnikov in virtualizacije operacijskih siste-
mov. Vir: [4]
Programi, ki jih poženemo v sistemu Docker, tečejo v tako imenovanih
vsebnikih. Ti tečejo v ločenih uporabnǐskih prostorih (ang. user-space), ki
si sicer delijo operacijski sistem in vire strojne opreme, vendar lahko vsak
vsebnik dostopa le do vsebine prostora, ki mu je dodeljen. S tem ohranimo
navidezno ločenost programov brez potrebe po ločenih instancah gostujočih
operacijskih sistemov, kar prihrani sistemske vire, zmanǰsa čas zagona in
poenostavi upravljanje programov [33, 28]. Vsebniki predstavljajo tekoče
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instance slik Docker, ki so ključne za naše delo na tem mestu, zato si bomo
njihovo zgradbo in delovanje pogledali bolj podrobno.
4.3 Slike Docker
Slika Docker je recept, po katerem Docker gradi vsebnike. So statične, ne-
spremenljive in shranjene v repozitoriju, kjer jih Docker lahko uporablja kot
osnove za vsebnike ali kot gradnike novih slik [2]. Poleg lokalnega registra slik
Docker ponuja tudi spletni repozitorij Docker Hub, kjer lahko slike objavimo
za enostavno in hitro distribucijo.
Vsaka slika Docker je sestavljena iz zaporedja nespremenljivih slojev,
kjer vsak nov sloj predstavlja množico razlik od preǰsnjega – datoteke, ki
so bile dodane, odstranjene ali spremenjene in ukaze, ki so bili izvedeni v
uporabnǐskem prostoru. Če želimo vsebino slike spremeniti, jo moramo po-
novno zgraditi, vendar Docker v tem primeru ponovno uporabi vse sloje, na
katere ta sprememba ne vpliva [2, 33]. Ključna omejitev tega postopka je,
da mora Docker ponovno zgraditi tudi vse sloje nad spremenjenim, tudi če
je med njimi kakšen, ki ni bil spremenjen. Zaradi tega je smiselno, da vse
sloje, ki se pogosto spreminjajo, postavimo na vrh slike. Če se s tem v mislih
sedaj vrnemo na pakiranje in strukturo mikrostoritev, ki smo ju obdelali v
poglavjih 2 in 3, lahko hitro vidimo, zakaj je arhitektura slojev lahko zelo
primerna za virtualizacijo mikrostoritev.
Kot smo omenili v poglavju 2, sama aplikacijska koda predstavlja naj-
manǰsi del mikrostoritve, a se vseeno spreminja najbolj pogosto, medtem
ko je največji del – odvisnosti – relativno statičen. Od tu logično sledi, da
je v primeru virtualizacije na nivoju operacijskega sistema odvisnosti smi-
selno postaviti v nižji, aplikacijsko kodo pa v vǐsji sloj slike. Ob manǰsih
in pogostih spremembah kode bo tako med ponovno gradnjo slike Docker
moral zamenjati le vrhnji sloj, večino slike bo pa lahko ponovno uporabil. S
tem bomo predvidoma zmanǰsali čas ponovne gradnje, prav tako pa bomo
pohitrili posodobitev obstoječe slike na spletnem repozitoriju.
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4.4 Datoteka Dockerfile
Za reševanje problemov, ki smo ju opredelili v uvodu, je pomembno, da po-
drobneje spoznamo komponento sistema Docker, ki jo imenujemo datoteka
Dockerfile. Če je slika recept za vsebnik, je datoteka Dockerfile recept za
sliko. Vsaka vrstica z ukazom v datoteki se ob gradnji slike preslika v nov
sloj, katerega vsebina je definirana v ukazu [33]. Z ukazom docker build
poženemo proces gradnje slike. Natančneje bomo delovanje pojasnili na pri-
meru datoteke v izseku 4.1.
1 FROM openjdk:8
2 LABEL maintainer="chuckledog" description="kumuluz demo app"
3
4 ENV DEPLOY_DIR /app
5
6 COPY kumuluz-demo-app.jar ${DEPLOY_DIR}
7
8 ENTRYPOINT java -jar ${DEPLOY_DIR}/kumuluz-demo-app.jar
9 EXPOSE 8080
Izsek 4.1: Primer enostavne datoteke Dockerfile za sliko Docker z debelim
JARom.
Vsak ukaz v datoteki Dockerfile se začne s ključno besedo. V primeru v
izseku 4.1 uporabljamo sledeče [5]:
• FROM: definiramo, da naša slika kot temelj uporablja sliko openjdk:8.
Ta predstavlja najnižji sloj.
• LABEL: tu podamo opcijske metapodatke o sliki. V tem primeru sta
to ime upravljalca in kratek opis.
• ENV: deklariramo ime in vrednost okoljske spremenljivke (ang. envi-
ronment variable), ki jo nato uporabljamo na več mestih.
• COPY: povemo, katere datoteke oziroma direktorije naj Docker kopira
v končno sliko.
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• ENTRYPOINT: ukaz, ki se bo pognal v ukazni vrstici. V tem pri-
meru je to ukaz za pogon debelega JARa.
• EXPOSE: specificiramo, na katerih omrežnih vratih naj vsebnik po-
sluša.
Za razumevanje optimizacijskega problema je najpomembneǰsi ukaz v da-
toteki ukaz COPY. Ob klicu tega ukaza Docker v sliko doda nov sloj, tega pa
napolni z datotekami, ki jih podamo v samem ukazu [3]. V zgornjem primeru
imamo na voljo le eno datoteko (kumuluz-demo-app.jar), ki je pakirana kot
debeli JAR. Tu lahko končno vidimo, zakaj je debeli JAR neprimeren za vir-
tualizacijo na nivoju operacijskega sistema. Zaradi neločljivosti aplikacijske
kode in odvisnosti smo celotno mikrostoritev prisiljeni postaviti v en sloj,
kar posledično zahteva ponovno gradnjo celotnega sloja tudi ob najmanǰsi
spremembi aplikacijske kode. V poglavju 5 se bomo posvetili implementa-
ciji rešitve, ki bo ogrodju KumuluzEE omogočala pakiranje mikrostoritev v
obliko, ki bo lahko bolje izkoristila arhitekturo slojev.
4.5 Spletni repozitoriji
Alternativa načinu gradnje slik z datoteko Dockerfile je prenos le-teh s sple-
tnih repozitorijev. Eden glavnih takšnih repozitorijev je DockerHub [6], ki
deluje na podoben način kot GitHub. Razvijalci lahko zgrajeno sliko Docker
z ukazom docker push potisnejo na spletni repozitorij, kjer je na voljo jav-
nosti. Po prenosu lahko z ukazom docker pull obstoječe slike prenesemo
v lokalni datotečni sistem, kjer so takoj pripravljene na uporabo. Sistem
izkorǐsča arhitekturo slojev in ob ponovni gradnji slike in novem potisku na
repozitorij preko spleta prenese le sloje, ki so bili med ponovno gradnjo spre-
menjeni. S tem se zmanǰsa količina prenešenih podatkov in poveča hitrost
posodobitve repozitorija. V primeru pakiranja mikrostoritve v arhiv debeli
JAR je zaradi združenosti v eno datoteko izkorǐsčanje slojev omejeno in se
posledično ob posodobitvi ponovno prenesejo vse odvisnosti.
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4.6 Google Jib
Orodje Google Jib omogoča avtomatizirano gradnjo slik Docker brez paki-
ranja aplikacij v arhiv ali potrebe po lokalnem demonu Docker. Vgrajeno
ima podporo za razvojni orodji Gradle in Maven, kjer ga lahko v projekt











Izsek 4.2: Vključitev vtičnika jib-maven-plugin v projekt Maven.
V konfiguraciji vtičnika lahko specificiramo ime slike in ciljni repozitorij
ter uporabnǐsko ime in geslo za vpis, če ju Jib še nima shranjenih. Specifici-
ramo lahko tudi izvorno sliko in podamo okoljske spremenljivke [16]. Vtičnik
lahko poženemo z ukazom mvn compile jib:build.
Ob zagonu cilja Maven prevede aplikacijske razrede in razreši odvisnosti,
nakar Jib avtomatsko ustvari sliko Docker in jo potisne na oddaljeni repo-
zitorij. Slika, ki jo Jib zgradi, je optimizirana na podoben način, kot smo
gradnjo slik optimizirali v tem diplomskem delu. Orodje aplikacijo razdeli na
aplikacijske razrede, resurse in odvisnosti, ki jih nato postavi v ločene sloje
slike Docker in ob naknadnih gradnjah spremeni le potrebne sloje [15].
Datoteke aplikacije v sliki niso pakiranje v arhiv, kar je ekvivalentno
aplikaciji, pakirani v eksplodiran (ang. exploded) format – format, kjer je
aplikacija v obliki ločenih in nepakiranih direktorijev in prevedenih razredov.
Pristop h gradnji slik, ki ga uporablja orodje Google Jib, je bil motivacija
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za naše delo v tem delu, saj doseže podoben rezultat, kot ga želimo doseči z
našo implementacijo, le da je naš cilj poleg delitve aplikacije na komponente
tudi pakirati aplikacijsko kodo v izvedljiv arhiv JAR. Ta arhiv – tako imeno-





pakiranja v pametni JAR
Kot smo omenili v poglavjih 3 in 4 je naša glavna naloga pri implementa-
ciji rešitve pakiranja v pametni JAR ločitev odvisnosti in izvajalnega okolja
od aplikacijske kode in ohranitev prenosljivosti aplikacije. V ta namen mo-
ramo določiti vsebino končnega arhiva JAR in datotečno strukturo, ki jo bo
potreboval za delovanje.
Namesto v arhivu JAR bodo odvisnosti shranjene v ločenem direktoriju
lib, ki se bo v nahajal na isti lokaciji kot pametni JAR. Direktorij lib bo
vseboval vse potrebne odvisnosti v obliki arhivov mršavi JAR.
Arhiv pametni JAR mora vsebovati vse aplikacijske razrede in morebitne
vire, kot so slike in datoteke s podatki, zagonsko komponento in datoteko
MANIFEST.MF. Pametni JAR bo torej kombinacija mršavega JARa in zagon-
ske komponente. Zagonska komponenta bo do neke mere ohranila preno-
sljivost in jo bomo podrobneje spoznali v naslednjem poglavju, v datoteko
MANIFEST.MF pa bomo zapisali imena vseh odvisnosti in jo tako uporabili kot
povezavo med arhivom pametni JAR in direktorijem z odvisnostmi. Opisana
struktura je prikazana na sliki 5.1
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Slika 5.1: Diagram datotečne strukture in vsebine arhiva pametni JAR.
5.1 Vtičnik Maven
Pakiranje smo implementirali kot razširitev obstoječega vtičnika Maven, ki
je del ogrodja KumuluzEE. Ta vtičnik lahko v naš projekt vključimo preko
datoteke POM, kjer mu lahko podamo tudi dodatne parametre. Primer























Izsek 5.1: Vključitev KumuluzEE vtičnika Maven v projekt.
Ob vključitvi najprej specificiramo ime in verzijo vtičnika (vrstice 2, 3 in
4), nato pod oznako <executions> izberemo cilje, ki jih želimo pognati, pod
oznako <configuration> pa podamo dodatne parametre za konfiguracijo.
KumuluzEE vtičnik Maven ima vgrajen cilj repackage, ki projekt zapa-
kira v format debeli JAR. Tega v datoteki POM izberemo z oznako <goal>
(vrstica 9). Namesto uvedbe novega cilja smo za pakiranje v pametni JAR le
razširili obstoječi cilj repackage z možnostjo izbire tipa pakiranja. Možnost
smo dodali v datoteki POM pod oznako <packagingType> (vrstica 14). Prav
tako smo dodali opcijska parametra <port> in <appModules>, kjer lahko na-
vedemo spletna vrata, ki jih bo aplikacija uporabljala (vrstica 15) in imena
modulov, ki se najpogosteje spreminjajo (vrstice 16–18). To nam bo pri gra-
dnji datoteke Dockerfile omogočalo, da te module postavimo v vrhnje sloje
slike Docker. Dodali smo tudi možnost specifikacije izvorne slike Docker
preko parametra <baseImage>. Primer implementacije nove oznake v kodi
vtičnika lahko vidimo na izseku 5.2.
1 private static final String PACKAGING_TYPE_UBER = "uber";
2 private static final String PACKAGING_TYPE_SMART = "smart";
3 private static final String PACKAGING_TYPE_EXPLODED = "exploded";
4
5 @Parameter(defaultValue = PACKAGING_TYPE_UBER, property = "packagingType")
6 private String packagingType;
Izsek 5.2: Dodajanje parametra packagingType v vtičnik Maven.
Poleg možnosti pakiranja v debeli JAR KumuluzEE podpira tudi ek-
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splodirani format, kjer aplikacija ni pakirana v datoteko JAR in je le sku-
pek prevedenih razredov. Ta možnost je implementirana kot samostojni cilj
copy-dependencies, zato smo za bolj intuitivno uporabo vtičnika obstoječi
cilj repackage razširili tudi s to možnostjo. Podprte vrednosti parametra
packagingType so torej uber, smart in exploded (vrstice 1, 2 in 3), privzeta
vrednost, če parameter ni podan, pa je uber (vrstica 5).
Ob klicu cilja repackage se pakiranje v pametni JAR izvede v treh ko-
rakih, ki so prikazani na izseku 5.3.





Izsek 5.3: Postopek pakiranja aplikacije v vtičniku Maven.
V nadaljevanju si bomo podrobneje ogledali vsakega od korakov v po-
stopku pakiranja.
5.2 Kopiranje odvisnosti
Za zagon in delovanje aplikacije morajo biti v lokalnem direktoriju arhiva
prisotne vse potrebne odvisnosti. Te odvisnosti so največkrat shranjene v
oddaljenih ali lokalnih repozitorijih, od koder jih orodje Maven lahko pridobi
in prenese v končni direktorij med pakiranjem. Za kopiranje odvisnosti smo v
naši implementaciji uporabili obstoječo metodo copyDependencies() v Ku-
muluzEE vtičniku Maven. Ta je del cilja copy-dependencies in za delovanje
uporablja vtičnik Maven maven-dependency-plugin [20]. Ta na podlagi dato-
teke POM določi direktne in tranzitivne odvisnosti projekta in jih kopira v
ciljni direktorij, ki ga kot parameter podamo ob klicu cilja. V našem primeru
za ciljni direktorij podamo lib.
Rezultat klica metode copyDependencies() je direktorij z ustreznim ime-
nom, ki vsebuje vse direktne in tranzitivne odvisnosti projekta v obliki da-
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totek mršavi JAR. Uporabo tega direktorija bomo opisali v poglavju 7.
Za zagon pametnega JARa smo v arhiv s klicem metode unpackDependen-
cies() dodali tudi zagonsko komponento, katere funkcijo in delovanje bomo
natančneje opredelili v poglavju 6.
5.3 Pakiranje v pametni JAR
S koraki v preǰsnjih podpoglavjih smo dosegli ločitev odvisnosti od aplika-
cijske kode, vendar sama ločitev ne zadostuje za delovanje. Prevod razredov
iz izvorne kode za nas opravi Maven, vendar moramo prevedene razrede še
vedno zapakirati v izvedljiv arhiv. Prav tako moramo arhivu podati infor-
macije, kje se nahajajo njegove zunanje odvisnosti.
V poglavju 3 smo omenili datoteko MANIFEST.MF, v kateri lahko po-
leg meta podatkov arhivu podamo tudi poti do zunanjih odvisnosti. Me-
todo, s katero smo implementirali pakiranje in deklaracijo vsebine datoteke
MANIFEST.MF, lahko vidimo na izseku 5.4.


























25 executionEnvironment(project, session, buildPluginManager)
26 );
27 }
Izsek 5.4: Metoda za pakiranje aplikacije v pametni Jar.
Pakiranje izvedemo s klicem vtičnika maven-jar-plugin [21].
Metodi executeMojo() podamo parametre, s katerimi izberemo vtičnik
(vrstice 3–7), cilj, ki ga želimo izvesti (vrstica 8), in podrobno konfiguracijo
(vrstice 9–24). Prva dva koraka sta enaka kot pri pakiranju v debeli JAR, v
tretjem pa določimo drugačno vsebino datoteke MANIFEST.MF.
V elementu z oznako manifest (vrstica 15) vtičniku podamo podatke, ki
jih želimo vključiti v manifest. Ključni parameter za pakiranje v pametni
JAR ima oznako addClasspath (vrstica 16), ki jo nastavimo na true in s tem
končnemu arhivu povemo, da se vsebina arhiva sklicuje na elemente v zuna-
njem direktoriju. Poleg tega podamo tudi element classpathPrefix, ki hrani
ime tega direktorija (vrstica 17) in element mainClass, ki določi zagonski
razred arhiva (vrstica 18). V našem primeru je to zagonska komponenta pa-
metnega JARa, ki smo jo implementirali kot razred EeSmartLoader. Zadnji
element manifesta je packagingType (vrstica 21), ki zagonskemu mehanizmu
aplikacije pove, v kakšni obliki je aplikacija pakirana. Nastavimo ga kar
na vrednost parametra packagingType. Primer vsebine tako ustvarjenega
manifesta lahko vidimo na izdelku 5.5.
1 Manifest-Version: 1.0
2 Created-By: Apache Maven 3.6.2
3 Built-By: Chuckledog
4 Build-Jdk: 11.0.2





Izsek 5.5: Skraǰsan primer vsebine datoteke MANIFEST.MF.
Tako ustvarjeni arhiv pametni JAR ločuje odvisnosti od aplikacijske kode.
To samo po sebi sicer ne vpliva na delovanje aplikacije in ne optimizira gra-
dnje slik Docker, vendar pa ponuja možnost optimizacije z uporabo pravilno
sestavljene datoteke Dockerfile, kar bomo podrobneje obdelali v poglavju 7.
Poleg tega smo želeli ohraniti tudi prenosljivost, ki jo ponuja debeli JAR,






Z ločitvijo odvisnosti od arhiva JAR izgubimo prenosljivost, ki jo zagotavlja
debeli JAR, saj moramo sami poskrbeti, da ob prenosu aplikacije na drugo
lokacijo poleg arhiva prenesemo tudi vse odvisnosti. To v primeru virtuali-
zacije ne predstavlja težave, saj lahko odvisnosti zapakiramo v sliko Docker,
v primeru izvajanja zunaj virtualizacije pa moramo odvisnosti ročno kopi-
rati. Teh odvisnosti je lahko zelo veliko, zato smo v ta namen pametnemu
JARu dodali zagonsko komponento, ki ob zagonu preveri prisotnost potreb-
nih odvisnosti v lokalnem direktoriju in uporabniku ponudi možnost prenosa
manjkajočih odvisnosti s spleta.
6.1 Zagonska komponenta
Zagonska komponenta služi za preverjanje prisotnosti odvisnosti pred zago-
nom aplikacije in morebiten prenos manjkajočih odvisnosti s spletnih repo-
zitorijev. Sestavljena je iz glavnega razreda EeSmartLoader in pomožnega
razreda DependecyResolver.
Za izpis informacij na zaslon smo uporabili pomožni razred SmartPromp-
ter, ki nize preoblikuje v ustrezen format in jih nato izpǐse na zaslon.
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1 public class EeSmartLoader {
2
3 private static String RESOLVE_DEPENDENCIES = "resolveDependencies";
4
5 public static void main(String[] args) throws Throwable {
6
7 if (args.length > 1) {





13 ResourceBundle bootLoaderProperties = ResourceBundle.getBundle
("META-INF/kumuluzee/boot-loader");
14
15 String mainClass = bootLoaderProperties.getString("main-class"
);
16 String[] repositoryArray = bootLoaderProperties.getString("
repository-paths").split(",");
17 String[] dependencyArray = bootLoaderProperties.getString("
dependency-paths").split(",");
18
19 List<String> missingDeps = DependencyResolver.
checkDependencies(dependencyArray);
20
21 if (args.length == 0) {
22
23 if (missingDeps.size() == 0){
24 ClassLoader classLoader = EeSmartLoader.class.
getClassLoader();
25 Class<?> clazz = classLoader.loadClass(mainClass);
26
27 Method method = clazz.getMethod("main", String[].class
);
28






34 SmartPrompter.promptUser("One or more dependencies are
missing. Terminating boot process.");
35 }
36 }
37 else if (args[0].equals(RESOLVE_DEPENDENCIES)){
38 if (DependencyResolver.resolveDependencies(repositoryArray
, missingDeps)){
39 SmartPrompter.promptUser("All dependencies downloaded.
You may now run the application normally.");
40 }
41 else {
42 SmartPrompter.promptUser("One or more dependencies









Izsek 6.1: Metoda main zagonske komponente arhiva pametni JAR.
Glavna metoda razreda EeSmartLoader je metoda main(), ki je tudi
zagonska metoda arhiva pametni JAR (Izsek 6.1).
Ob zagonu metoda najprej preveri morebitne argumente, ki so ji bili po-
dani. Če je število argumentov večje od 1, uporabnika opozorimo na napako
in program ustavimo (vrstice 7–10). V primeru ustreznega števila argumen-
tov (0 ali 1) nadaljujemo z izvajanjem.
V naslednjem koraku preberemo datoteko boot-loader.properties. Podrob-
nosti o vsebini in generiranju te datoteke bomo pojasnili v podpoglavju
6.2, trenutno je pomembno le, da vsebuje vse potrebne podatke za more-
biten prenos odvisnosti s spleta. Datoteko preberemo in jo shranimo kot
objekt ResourceBundle [29] (vrstica 13), iz katerega nato preberemo po-
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trebne podatke. Ime glavnega razreda aplikacije shranimo v niz mainClass,
seznama spletnih poti repozitorijev in odvisnosti pa shranimo kot tabeli nizov
repositoryArray in dependencyArray (vrstice 15–17).
Tabelo spletnih poti odvisnosti nato uporabimo kot parameter metode
checkDependencies() razreda DependencyResolver, ki preveri prisotnost
podanih odvisnosti in vrne seznam le tistih, ki lokalni datoteki manjkajo. Ta
seznam shranimo v spremenljivko missingDeps (vrstica 19).
Naslednji koraki so odvisni od podanega argumenta. Če uporabnik ob
zagonu arhiva ni podal argumenta, preverimo seznam manjkajočih odvisno-
sti (vrstica 23) in v primeru, da ta ni prazen, uporabniku izpǐsemo opozorilo
(vrstica 34). Če pa je seznam prazen, nadaljujemo z zagonom glavnega ra-
zreda aplikacije. Najprej ustvarimo instanco nalagalnika razredov (ang. class
loader) (vrstica 24) in z njim naložimo glavni razred aplikacije, katerega ime
smo shranili v spremenljivko mainClass (vrstica 25). Iz naloženega glavnega
razreda nato pridobimo glavno metodo main (vrstica 27). S klicem glavne
metode (vrstica 30) poženemo KumuluzEE aplikacijo.
Če je uporabnik ob zagonu podal argument in je ta enak nizu
”
resolve-
Dependencies“ (vrstica 37), namesto zagona aplikacije izvedemo pridobitev
manjkajočih odvisnosti s spleta. To storimo s klicem metode za razreševanje
odvisnosti resolveDependencies() razreda DependencyResolver (vrstica
38). Če je pridobitev odvisnosti uspela, uporabniku izpǐsemo sporočilo o
uspehu in program zaključimo, če pa ene ali več odvisnosti nismo uspeli
pridobiti, pa na to uporabnika opozorimo (vrstici 39 in 42).
Izvorna koda metode za razreševanje odvisnosti je prikazana na izseku
6.2.
1 public static boolean resolveDependencies(String[] repos, List<String>
missingDeps){
2
3 log.info("Checking local dependencies.");
4
5 if (missingDeps.size() > 0){
6
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7 log.info("A total of " + missingDeps.size() + " dependencies are
missing:");
8 for (String dep : missingDeps){
9 log.info(dep.substring(dep.lastIndexOf("/") + 1));
10 }




14 missingDeps = downloadDependencies(repos, missingDeps);
15 if (missingDeps.size() > 0){













Izsek 6.2: Metoda za razreševanje odvisnosti v pametnem JARu.
V metodi najprej preverimo vsebino seznama missingDeps, ki ga metoda
prejme kot parameter (vrstica 5). Če je seznam prazen, vrnemo vrednost
true, sicer imena manjkajočih odvisnosti izpǐsemo in uporabniku ponudimo
možnost prenosa odvisnosti s spleta (vrstice 8–11). To storimo s klicem me-





no“ in vrednost pretvori v ustrezen objekt
boolean. Če uporabnik ne odobri prenosa odvisnosti, metoda vrne vrednost
false (vrstica 12), sicer nadaljuje s prenosom.
Prenos opravimo s klicem metode downloadDependencies() (vrstica 14),
ki je tudi del razreda DependencyResolver in katere izvorno kodo lahko vi-
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dimo na izseku 6.3. Metoda vrne seznam odvisnosti, ki jih nismo uspeli
prenesti s spleta. Če ta seznam ni prazen, o napaki obvestimo uporabnika
in vrnemo vrednost false (vrstica 16), sicer vrnemo vrednost true. V vsa-
kem opisanem primeru uporabniku pred vrnitvijo iz metode tudi izpǐsemo
informacijo o uspehu oziroma napaki.
1 private static List<String> downloadDependencies(String[] repoPaths, List<
String> depPaths){
2 try {
3 File depsDir = new File(getJarDirectory() + DEPENDENCY_DIR);
4 List<String> missingDeps = new LinkedList<>();
5
6 if (depsDir.exists() || depsDir.mkdir()) {
7 for (String depPath : depPaths) {
8 String filename = depPath.substring(depPath.lastIndexOf("/
"));
9 boolean downloaded = false;
10
11 for (String repoPath : repoPaths) {
12 URL url = new URL(String.join("/",repoPath, depPath));
13
14 HttpURLConnection httpURLConnection = (
HttpURLConnection)url.openConnection();
15 httpURLConnection.setInstanceFollowRedirects(false);
16 if (httpURLConnection.getResponseCode() ==
HttpURLConnection.HTTP_OK) {
17
18 ReadableByteChannel readableByteChannel = Channels
.newChannel(url.openStream());
19




22 log.info("Downloaded dependency: " + filename.
substring(1));













35 log.warning("Could not find nor create dependency directory at









Izsek 6.3: Metoda za prenos odvisnosti s spleta v pametnem JARu.
Metoda downloadDependencies() kot parameter prejme seznam poti
manjkajočih odvisnosti depPaths in seznam naslovov spletnih repozitorijev
repoPaths.
Najprej ustvarimo instanco razreda File, ki predstavlja direktorij z odvi-
snostmi (vrstica 3). Če direktorij ne obstaja, ga ustvarimo (vrstica 6) in nato
začnemo s prenosom odvisnosti. Ustvarimo tudi nov seznam missingDeps,
kamor bomo shranili imena vseh odvisnosti, ki jih nismo uspeli prenesti.
Kot smo pokazali na izseku 6.5, v seznamih repoPaths in depPaths hra-
nimo spletne naslove repozitorijev in poti do odvisnosti. Za prenos določene
datoteke s spleta potrebujemo celotno pot do nje, ki jo v naši metodi dobimo
tako, da združimo naslov repozitorija s potjo do določene odvisnosti (vrstica
12). S tako ustvarjenim URL naslovom nato odpremo http povezavo in pre-
verimo http kodo odgovora (vrstice 14–16). Če je koda enaka 200, vemo, da
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datoteka na tem naslovu obstaja in jo lahko prenesemo (vrstice 18–21).
Ker za določeno odvisnost nimamo podatka, v katerem repozitoriju se
nahaja, moramo prenos poskusiti z vsemi podanimi repozitoriji. To storimo
z zanko, ki jo prekinemo takoj, ko prenos datoteke uspe (vrstici 11 in 25).
Če v zanki dosežemo konec seznama repozitorijev, odvisnosti pa nismo uspeli
prenesti, manjkajočo odvisnost dodamo na seznam missingDeps (vrstica 30).
Ta postopek z zanko ponovimo za vse odvisnosti na seznamu depPaths
(vrstica 7) in ob zaključku izvajanja metode vremo seznam manjkajočih od-
visnosti missingDeps.
6.2 Vključitev v arhiv
Implementirana komponenta v obliki razreda EeSmartLoader in pomožnih
razredov je statična in ni odvisna od posameznega projekta, zato smo im-
plementacijo le-te shranili kar v samem vtičniku Maven. Podoben pristop
vtičnik že uporablja za pakiranje v debeli JAR. Znotraj vtičnika je shranjena
arhivska datoteka kumuluzee-loader.jar, ki vsebuje zagonski komponenti Ee-
Bootloader in EeClassLoader, ki ob zagonu debelega JARa poskrbita za ustre-
zno nalaganje razredov. Ti komponenti se med pakiranjem kopirata v ciljni
direktorij, kjer sta nato zapakirani v končni arhiv JAR skupaj z aplikacijsko
kodo in odvisnostmi. Za našo rešitev smo le modificirali obstoječo imple-
mentacijo tega kopiranja in v arhivsko datoteko dodali novo komponento za
pametni JAR.
1 private void unpackDependencies() throws MojoExecutionException {
2 getLog().info("Unpacking kumuluzee-loader dependency.");
3
4 try {
5 // get plugin JAR
6 URI pluginJarURI = getPluginJarPath();
7 Path pluginJarFile = Paths.get(pluginJarURI);
8 FileSystem pluginJarFs = FileSystems.newFileSystem(pluginJarFile,
null);
9 Path loaderJarFile = pluginJarFs.getPath(LOADER_JAR);
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10 Path tmpJar = Files.createTempFile(TEMP_DIR_NAME_PREFIX, ".tmp");
11 Files.copy(loaderJarFile, tmpJar, StandardCopyOption.
REPLACE_EXISTING);
12
13 JarFile loaderJar = new JarFile(tmpJar.toFile());
14 loaderJar.stream().parallel()




17 .forEach(loaderJarEntry -> {
18 try {
19
20 Path outputPath = Paths.get(outputDirectory,
loaderJarEntry.getName());
21 Path outputPathParent = outputPath.getParent();
22















36 // Create the boot loader config file
37 Path loaderConf = Paths.get(outputDirectory, "META-INF", "
kumuluzee", "boot-loader.properties");
38 Path loaderConfParent = loaderConf.getParent();
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47 loaderConfContent.append("\nrepository-paths=" + String.join("
,", getRepositoryPaths()));







53 } catch (IOException e) {
54 throw new MojoExecutionException("Failed to unpack kumuluzee-
loader dependency: " + e.getMessage() + ".");
55 }
56 }
Izsek 6.4: Izvorna koda metode unpackDependencies() v vtičniku Maven.
Na izseku 6.4 je prikazana implementacija kopiranja zagonske kompo-
nente v arhiv pametni JAR.
Metoda getpluginJarPath() (vrstica 6) vrne pot do arhivske datoteke
kumuluzee-loader.jar, ki vsebuje potrebne komponente. Vtičnik arhiv kopira
v začasno datoteko (vrstice 8–11) in nato vsebino kopira v končni direktorij,
preden začasno datoteko izbrǐse (vrstice 14–34). S pogojem v vrstici 16
ločimo med zagonskimi komponentami posameznih tipov pakiranja, tako da
se ob izvedbi kode v končni direktorij kopirajo le potrebne datoteke.
Poleg kopiranja zagonske komponente metoda na izseku 6.4 opravi še eno
pomembno nalogo. Namen zagonske komponente je preverjanje prisotnosti
odvisnosti v zunanji datoteki in morebiten prenos manjkajočih s spleta, za
kar potrebuje podatke o vseh odvisnostih in spletnih repozitorijih, kjer jih
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lahko po potrebi najde. Te podatke metoda unpackDependencies() zapǐse
v datoteko boot-loader.properties, ki je nato vključena v končni pametni JAR
(vrstice 37–51).
Ta datoteka nastane tudi med pakiranjem v debeli JAR, vendar je v tem
primeru njena vsebina le ime glavnega razreda aplikacije. Za pametni JAR se
poleg glavnega razreda zraven zapǐseta tudi seznama spletnih naslovov repo-
zitorijev in poti do posameznih odvisnosti. Metodi getRepositoryPaths()
(vrstica 47) in getDependencyPaths() (vrstica 48) podatke prebereta iz da-






Izsek 6.5: Skraǰsan primer vsebine datoteke boot-loader.properties.
Podatke o repozitorijih in odvisnostih shranimo v obliki ločenih URL na-
slovov. Element repository-paths vsebuje URL naslove spletnih repozitorijev,
element dependency-paths pa poti do datotek odvisnosti znotraj datotečnega
sistema repozitorija.
6.3 Uporaba
Preverjanje prisotnosti odvisnosti se izvede avtomatsko ob zagonu arhiva pa-
metni JAR, prenos odvisnosti pa zahteva dodaten argument resolveDepen-
dencies ob zagonu. Kot smo omenili na začetku poglavja, je to smiselno le
v primeru uporabe zunaj virtualizacije, kjer bi morali ob prenosu aplikacije
ročno prenesti tudi večje število odvisnosti. Z vključitvijo zagonske kom-
ponente smo vsaj deloma ohranili prenosljivost debelega JARa, saj lahko





V poglavju 4 smo opisali gradnjo slik Docker in pokazali, kako lahko to sto-
rimo z uporabo datoteke Dockerfile. Če pogledamo primer takšne datoteke za
aplikacijo KumuluzEE na izseku 4.1, lahko opazimo, da je postopek gradnje
takšne slike sistematičen in poteka v predvidljivih korakih:
1. deklaracija izvorne slike;
2. zapis morebitnih metapodatkov in okoljskih spremenljivk;
3. kopiranje potrebnih datotek;
4. definicija zagonskega ukaza;
5. specifikacija omrežnih vrat.
Datoteke Dockerfile za različne mikrostoritve se bodo sicer razlikovale v
imenih datotek, številki omrežnih vrat, izvorni sliki, morebitnih modulih in
metapodatkih, vendar pa bo osnovna struktura vedno enaka. Večina teh
podatkov je na voljo v datoteki POM in lahko do njih dostopamo znotraj




V poglavju 2 smo omenili, da lahko z orodjem Maven ustvarimo modularne
mikrostoritve, katerih module Maven nato ob pakiranju pretvori v ločene
mršave JARe. Naša implementacija pametnega JARa tako pakirane module
sicer obravnava kot odvisnosti, vendar je v praksi verjetnost sprememb kode
v modulih veliko večja kot sprememba v ostalih odvisnostih. Smiselno je
torej, da tudi mršave JARe modulov postavimo v ločene sloje, čeprav se v
končnem arhivu ti nahajajo v istem direktoriju kot ostale odvisnosti. Ta
ločitev je tudi prikazana na sliki 7.1, kjer lahko vidimo zgradbo slike Docker,
ki izkorǐsča prednosti pametnega JARa in primerjavo le-te s sliko, zgrajeno
iz debelega JARa.




Za dinamično generiranje datotek Dockerfile smo uporabili sistem predlog
Mustache (ang. Mustache templates) [24]. Prevajalnik Mustache (ang. Mu-
stache compiler), ki ga kot odvisnost vključimo v kodo, sprejme pripravljeno
predlogo datoteke in objekt, ki vsebuje potrebne podatke. Za generiranje da-
totek Dockerfile za mikrostoritve KumuluzEE smo implementirali nov razred
KumuluzProject, ki je prikazan na izseku 7.1.
1 public class KumuluzProject {
2
3 private String name;
4
5 private String description;
6
7 private List<KumuluzProject> modules;
8
9 private List<KumuluzPriject> appModules;
10
11 private String executableName;
12
13 private String port;
14
15 private boolean windowsOS;
16
17 private String baseImage;
18
19 // getters, setters, constructors
20
21 }
Izsek 7.1: Razred za shranjevanje podatkov o mikrostoritvi (prikazani so le
atributi, pomembni za generiranje datotek Dockerfile).
Atributa name in description sta metapodatka brez funkcionalnega vpliva
na sliko, modules je seznam morebitnih modulov mikrostoritve, appModules
je seznam aplikacijskih modulov, ki se največkrat spreminjajo, executableName
je ime arhiva pametni JAR, port je številka omrežnih vrat, windowsOS je vre-
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dnost, ki nam pove, ali bomo sliko Docker poganjali na sistemu z operacijskim
sistemom Windows, baseImage pa je ime izvorne slike Docker. Za vsak tip
pakiranja, ki ga KumuluzEE podpira, smo ustvarili datoteke Dockerfile in na
podlagi teh primerov nato pripravili predloge Mustache, ki so prikazane na
izsekih 7.2, 7.3 in 7.4.
1 FROM {{baseImage}}
2 LABEL{{#name}} name="{{name}}"{{/name}}{{#description}} description="{{
description}}"{{/description}}
3 COPY lib /opt/lib
4 {{#modules}}
5 COPY modules/{{executableName}} /opt/lib
6 {{/modules}}
7 {{#appModules}}
8 COPY modules/{{executableName}} /opt/lib
9 {{/appModules}}
10
11 COPY {{executableName}} /opt
12
13 ENTRYPOINT ["java", "-jar", "/opt/{{executableName}}"]
14 EXPOSE {{port}}
Izsek 7.2: Predloga za generiranje slike Docker iz arhiva pametni JAR
1 FROM {{baseImage}}
2 LABEL{{#name}} name="{{name}}"{{/name}}{{#description}} description="{{
description}}"{{/description}}
3 COPY dependency /opt/dependency
4 COPY classes /opt/classes
5 {{#windowsOS}}
6 ENTRYPOINT ["java", "-cp", "/opt/classes;/opt/dependency/*", "com.kumuluz.
ee.EeApplication"]
7 {{/windowsOS}}{{^windowsOS}}




Izsek 7.3: Predloga za generiranje slike Docker iz eksplodiranega formata
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1 FROM {{baseImage}}
2 LABEL{{#name}} name="{{name}}"{{/name}}{{#description}} description="{{
description}}"{{/description}}
3 COPY {{executableName}} /opt
4
5 ENTRYPOINT ["java", "-jar", "/opt/{{executableName}}"]
6 EXPOSE {{port}}
Izsek 7.4: Predloga za generiranje slike Docker iz arhiva debeli JAR
V predlogi Mustache lahko poleg statične vsebino uporabljamo tudi spre-
menljivke, ki jih prevajalnik Mustache nato nadomesti s podanimi vrednostmi.
To storimo z dvojnimi zavitimi oklepaji okoli imena spremenljivke, ki se
ujema z imenom vrednosti v objektu KumuluzProject, prav tako pa lahko v
predlogi uporabimo tudi pogojne stavke in zanke [24].
V predlogah na izsekih 7.2, 7.3 in 7.4 smo izkoristili predvidljivo strukturo
končnih datotek Dockerfile. Prva dva ukaza v vseh treh predlogah sta dekla-
racija izvorne slike in zapis metapodatkov o sliki, zadnji pa je izbira omrežnih
vrat. Razlike so v vmesnih ukazih, ki jih bomo natančneje pojasnili.
Predloga za pametni JAR (izsek 7.2) s prvim ukazom COPY (vrstica 3)
v direktorij slike kopira direktorij lib, ki vsebuje vse odvisnosti mikrostoritve.
Nato v zanki preko seznama modulov modules s serijo ukazov COPY kopiramo
mršave arhive morebitnih modulov in jih s tem postavimo v ločene sloje (vr-
stice 4–6). Aplikacijske module, ki smo jih v vtičniku Maven določili kot
najbolj pogosto spreminjajoče, nato kopiramo na vrh slike v zanki preko se-
znama appModules (vrstice 7–9). Zadnji ukaz COPY (vrstica 11) kopira glavni
arhiv pametni JAR in ga postavi v najvǐsji sloj slike. Z ukazom ENTRYPOINT
(vrstica 13) nato definiramo ukaz, ki se izvede ob zagonu vsebnika.
Postopek je podoben tudi za eksplodirani format (izsek 7.3). Kopirati mo-
ramo direktorij classes, ki vsebuje prevedene razrede z aplikacijsko kodo in
direktorij dependency, ki vsebuje vse odvisnosti. To storimo z ločenima uka-
zoma COPY, da direktorija postavimo v ločena sloja (vrstici 3 in 4). Upoštevati
moramo tudi format zagonskega ukaza, ki je odvisen od operacijskega sis-
tema. Ukazu moramo podati poti do aplikacijskih razredov in odvisno-
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sti, ki ju ločimo s podpičjem v primeru operacijskega sistema Windows, ali
dvopičjem kjer koli drugje. V predlogi to storimo s pogojnim stavkom, kjer
uporabimo vrednost windowsOS podanega objekta KumuluzProject (vrstice
5–9).
V primeru generiranja datoteke Dockerfile za arhiv debeli JAR je posto-
pek kratek in enostaven (izsek 7.4). Poleg izvorne slike, metapodatkov in
omrežnih vrat v datoteko zapǐsemo en sam ukaz COPY, ki kopira celoten ar-
hiv debeli JAR (vrstica 3), zagonski ukaz pa je enak kot pri arhivu pametni
JAR.
Izpolnitev predlog in generiranje datotek smo implementirali kot nov cilj
v vtičniku Maven kumuluzee-maven-plugin, ki smo ga poimenovali generate-
dockerfile. Ob izvedbi cilja vtičnik iz projekta Maven in datoteke config.yaml
prebere potrebne podatke in jih preko objekta KumuluzProject posreduje
prevajalniku Mustache. Implementacijo metode generateDockerfile() ra-
zreda AbstractDockerfileMojo lahko vidimo na izsekih 7.5, 7.6 in 7.7.
1 KumuluzProject kumuluzProject = new KumuluzProject();
2 packagingType = packagingType.toLowerCase().trim();





7 dockerfileTemplate = DOCKERFILE_UBER_TEMPLATE;
8 }
9 else if (packagingType.equals("smart")){
10 dockerfileTemplate = DOCKERFILE_SMART_TEMPLATE;
11 executableName = executableName.replace(".jar", "-smart.jar");
12 }
13 else if (packagingType.equals("exploded")){








21 dockerfileTemplate = DOCKERFILE_EXPLODED_TEMPLATE;
22 }
23 else {




Izsek 7.5: Izbira tipa pakiranja v vtičniku Maven.
Enako kot pri cilju repackage v datoteki pom.xml tudi tu podamo kon-
figuracijski parameter packagingType, ki določi tip pakiranja, prav tako pa
lahko podamo tudi parameter windowsOS, če želimo končno sliko Docker
uporabiti na operacijskem sistemu Windows.
Na izseku 7.5 vidimo prvi del implementacije. Najprej ustvarimo in-
stanco razreda KumuluzProject, ki bo služila za hranjenje podatkov o pro-
jektu (vrstica 1). Prvi podatek, ki ga pridobimo, je ime končne izvršljive
datoteke executableName, ki ga sestavimo iz imena projekta in trenutne
verzije (vrstica 3). Nato na podlagi parametra packagingType izberemo
ustrezno predlogo Mustache in ime datoteke s predlogo shranimo v spremen-
ljivko dockerfileTemplate (vrstice 5–22). Če podani parameter ne ustreza
nobeni izmed veljavnih izbir pakiranja, uporabnika opozorimo in program
končamo (vrstice 23–26).
1 List<String> modules = project.getModules();
2 HashSet<String> appModulesSet = Sets.newHashSet(appModules);
3 List<Dependency> dependencies = project.getDependencies();
4 LinkedList<String> moduleFileNames = new LinkedList<>();
5
6 if (port == -1){
7 port = readPortFromConfig();
8 }
9 if (port <= 0 || port >= 65536){
10 getLog().error("Invalid port value in plugin config. Port must be









18 // Single-module project







Izsek 7.6: Pridobitev številke omrežnih vrat in generiranje datoteke
Dockerfile za enostavno mikrostoritev v vtičniku Maven.
Izsek 7.6 prikazuje naslednje korake vtičnika. Iz projekta Maven prido-
bimo seznama modulov in odvisnosti ter pripravimo seznama za hranjenje
imen modulov in aplikacijskih modulov (vrstice 1–4). Spremenljivka port
določa številko spletnih vrat in je parameter, ki ga uporabnik lahko poda
preko datoteke POM. Če ta ni podana, vtičnik to zazna zaradi privzete vre-
dnosti -1 (vrstica 6). V tem primeru s klicem metode readPortFromConfig()
(vrstica 7) preberemo datoteko config.yaml in iz nje pridobimo številko omrežnih
vrat mikrostoritve. Če ta tudi tam ni podana, metoda vrne privzeto vrednost
8080. Če je uporabnik spletna vrata podal v konfiguraciji, pa le preverimo,
če je podana številka znotraj veljavnega razpona za spletna vrata (vrstica
9). V nasprotnem primeru uporabnika opozorimo na napako in ustavimo
izvajanje (vrstice 10–11). Številko omrežnih vrat, ime končne datoteke, ki
smo ga pridobili na odseku 7.5, in ime izvorne slike Docker shranimo v objekt
KumuluzProject (vrstice 14–16).
V primeru mikrostoritve brez modularne strukture enostavno pridobimo
tudi ostale podatke. Če projekt nima starša v projektni strukturi in je
število modulov enako 0 (vrstica 19), v objekt KumuluzProject shranimo
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ime mikrostoritve in opis, ki ju Maven prebere iz datoteke POM (vrstice
20–21). Datoteko Dockerfile nato ustvarimo v ciljnem direktoriju z metodo
writeFileFromTemplate(...) razreda MustacheWriter (vrstica 23).
1 else if (project.getParent() != null && modules.size() == 0){
2 MavenProject parent = project.getParent();
3
4 for (Object module : parent.getModules()){
5 if (!project.getArtifactId().equals(module)) {



























Izsek 7.7: Generiranje datoteke Dockerfile za modularno mikrostoritev.
52 Aljaž Pavǐsič
Koda na izseku 7.7 se izvede v primeru, ko je projekt modularna mi-
krostoritev (vrstica 1). Vtičnik se zažene v modulu, kjer je bil vključen v
datoteko POM in ta modul privzame za glavnega. Najprej pridobimo starša
glavnega modula v hierarhiji Maven (vrstica 2), nakar se v zanki sprehodimo
preko vseh modulov, ki jih ta starš definira. Za vsak modul razen glavnega
(vrstica 5) vse potrebne informacije shranimo v objekt KumuluzProject in
na seznama imen modulov in aplikacijskih modulov (vrstice 6–17). Metoda
copySmartModules (vrstica 20) v primeru pakiranja v pametni JAR mršave
JARe modulov kopira v ločen direktorij, da jih lahko Docker ob gradnji slike
izloči iz sloja odvisnosti in jih postavi v lastne sloje. Izvirne datoteke pu-
stimo v direktoriju z ostalimi odvisnostmi, saj morajo biti prisotne za zagon
pametnega JARa izven sistema Docker. V objekt KumuluzProject shranimo
ime in opis mikrostoritve (vrstice 22–23) in poleg datoteke Dockerfile gene-
riramo tudi datoteko .dockerignore, ki jo potrebujemo za ignoriranje izvor-
nih mršavih JARov modulov v direktoriju z odvisnostmi med gradnjo slike.
Znova uporabimo metodo writeFileFromTemplate(...) (vrstice 25–26).
1 private static MustacheFactory mf = new DefaultMustacheFactory();
2
3 public static void writeFileFromTemplate(String templateFile, String
finalName, KumuluzProject kumuluzProject, File outputDirectory){
4
5 log("INFO", "Writing file: " + finalName);
6
7 Mustache m = mf.compile(templateFile);
8




13 FileWriter fileWriter = new FileWriter(outputDirectory.






18 catch (IOException e){
19 e.printStackTrace();
20 log("WARINING", "Error writing file: " + finalName);
21 }
22 }
Izsek 7.8: metoda writeFileFromTemplate(...) za zapis datotek.
Metoda na izseku 7.8 služi izpolnjevanju predlog in zapisu datotek s siste-
mom Mustache. Najprej ustvarimo instanco razreda MustacheFactory (vr-
stica 1). Tej določimo ime datoteke, ki vsebuje predlogo in s tem ustvarimo
instanco razreda Mustache (vrstica 7). Z metodo execute razreda Mustache
prevajalniku posredujemo objekt KumuluzProject, ki vsebuje podatke za iz-
polnitev predloge in rezultat zapǐsemo v instanco standardnega javanskega
razreda StringWriter (vrstica 12). Za zapis datoteke uporabimo razred
FileWriter, ki mu podamo lokacijo, vsebino in ime datoteke (vrstice 13–
16). Rezultat izvedbe cilja za mikrostoritev, ki je sestavljena iz glavnega
modula in dveh pomožnih, je prikazan na izseku 7.9.
1 FROM openjdk:11
2 LABEL name="kumuluz-minimal" description="Kumuluzee demo modular
application"
3
4 COPY lib /opt/lib
5
6 COPY modules/entities-1.0-SNAPSHOT.jar /opt/lib
7
8 COPY modules/services-1.0-SNAPSHOT.jar /opt/lib
9
10 COPY api-1.0-SNAPSHOT-smart.jar /opt
11
12 ENTRYPOINT ["java", "-jar", "/opt/api-1.0-SNAPSHOT-smart.jar"]
13 EXPOSE 8282
Izsek 7.9: Rezultat generiranja datoteke Dockerfile za arhiv pametni JAR.
Modul services smo v konfiguraciji navedli kot aplikacijski modul (slika 5.1),
zato se v sliko Docker postavi nad modul entities.
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7.3 Optimizirana slika
S tem postopkom generirana datoteka Dockerfile omogoča izkorǐsčanje struk-
ture, ki smo jo pripravili v poglavju 5. Docker ob gradnji slike na podlagi
generirane datoteke odvisnosti postavi v najnižji sloj slike, same aplikacijske
module pa v vrhnje. S tem smo dosegli stanje, ki smo ga opisali v poglavju 4,
kjer lahko Docker ob ponovni gradnji slike z novo aplikacijsko kodo največje
sloje ponovno uporabi in zamenja le vrhnje, ki so bili dejansko spremenjeni.




Za testiranje pakiranja in generiranja datotek Dockerfile smo razvili testno
KumuluzEE mikrostoritev, ki je dostopna na GitHub repozitoriju [27]. Mi-
krostoritev zajema osnovne komponente ogrodja KumuluzEE, je sestavljena
iz treh modulov in podpira standardne operacije CRUD za entitete v zunanji
podatkovni bazi Postgres. Tabela 8.1 prikazuje rezultate meritev sledečih
metrik:
• Čas pakiranja: Meritev smo opravili v integriranem razvojnem okolju
IntelliJ z orodjem Maven, ki ob pakiranju avtomatsko izpǐse porabljeni
čas.
• Čas gradnje prve slike: Izmerjeno z orodjem Docker. Ukaz time
docker build nam po gradnji slike izpǐse porabljeni čas. Za gradnjo
smo uporabili datoteko Dockerfile, ki smo jo generirali z našo rešitvijo.
• Čas ponovne gradnje slike ob spremembi aplikacijske kode:
Pred vsako ponovno gradnjo smo v izvorni aplikacijski kodi naredili
manǰso spremembo, da smo Docker prisilili v ponovno gradnjo aplika-
cijskega sloja.
• Čas zagona aplikacije: Merili smo potekli čas od vnosa ukaza v
ukazni vrstici do končanega zagona aplikacije.
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Vsi testi so bili izvedeni na istem računalniku s sledečo konfiguracijo:
• Procesor i7-6700HQ @ 2.60GHz
• 32GB DDR4 pomnilnika
• M.2 SSD disk
• 64-bitni operacijski sistem Windows Home
8.1 Rezultati meritev
Pametni JAR Debeli JAR Eksplodirani
Velikost Arhiva (kB) 14,84 23303 0
Velikost poleg arhiva (kB) 26243 0 26246,34
Skupna velikost (kB) 26257,84 23303 26246,34
Čas pakiranja (s) 8,0642 8,6392 7,6540
Čas prve gradnje (s) 1,7244 1,6450 1,4460
Čas ponovne gradnje (s) 1,1674 1,6460 1,0048
Čas zagona (s) 2,944 4,137 3,232
Tabela 8.1: Primerjava meritev. Za vsako časovno metriko smo opravili 10
meritev in izračunali povprečni čas.
8.1.1 Velikost
Velikost arhiva pametni JAR je majhna, skupna velikost arhiva in odvisnosti
pa je vseeno večja od debelega JARa. To je pričakovano, saj so v primeru
debelega JARa odvisnosti del stisnjenega arhiva, pri pametnem JARu pa
so te odvisnosti na disku shranjene kot običajen direktorij. Mikrostoritev,
pakirana v pametni JAR, je večja tudi od eksplodirane različice, saj vsebuje
dodatne razrede za zagonsko komponento.
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8.1.2 Čas pakiranja
V primerjavi z debelim JARom ima pametni JAR kraǰsi čas pakiranja, kar
je posledica manǰse velikosti arhiva. Maven mora pri pakiranju v debeli JAR
izvesti dodatno kopiranje direktorija odvisnosti iz ciljnega direktorija v arhiv,
pametni JAR pa tega koraka ne zahteva. Najhitreǰse pakiranje je v primeru
eksplodiranega formata, saj postopek ne zahteva kreiranja arhiva in zaradi
tega izvede manj kopiranja datotek.
8.1.3 Čas prve gradnje
Prva gradnja slike Docker traja najdlje v primeru arhiva pametni JAR, saj
mora Docker izvesti največ ločenih ukazov COPY. Kopirati mora direktorij z
odvisnostmi, posamezne module mikrostoritve in glavni arhiv pametni JAR.
Debeli JAR je ena sama datoteka, zato je gradnja slike nekoliko hitreǰsa.
8.1.4 Čas ponovne gradnje
Čas ponovne gradnje slike je metrika, ki nas v okviru našega dela najbolj za-
nima. Ponovna gradnja slike Docker po spremembi izvorne kode v debelem
JARu je trajala primerljivo dolgo kot prva gradnja, kar smo tudi pričakovali.
Docker mora ob spremembi vsebine zamenjati celoten sloj, ki je v tem pri-
meru cela aplikacija. Čas ponovne gradnje slike z arhivom pametni JAR
je pričakovano kraǰsi, saj smo izkoristili arhitekturo slojev in je sprememba
izvorne kode zahtevala zamenjavo le majhnega aplikacijskega sloja. Primer-
ljivo skraǰsanje časa lahko opazimo tudi pri eksplodiranem formatu, saj so
podobno kot pri arhivu pametni JAR odvisnosti v nižjem sloju, ki med po-
novno gradnjo ni bil zamenjan.
8.1.5 Čas zagona
Zagon aplikacije je najpočasneǰsi v primeru debelega JARa. To je posledica
dejstva, da debeli JAR, ki ga KumuluzEE ustvari, ob zagonu vsebino najprej
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razpakira v nov direktorij, kar zahteva kopiranje vseh datotek, ki jih arhiv
vsebuje. Zagon pametnega JARa in eksplodiranega formata tega koraka ne
potrebuje, zato je opazno hitreǰsi. Glede na podobnost datotečne strukture
in postopka zagona eksplodiranega formata in pametnega JARa se razlika v
zagonskem času med njima najverjetneje skriva v samem izvajalnem okolju
Java. Za zagon namreč uporabljata različna parametra (-cp za ekplodirani
format in -jar za pametni JAR), ki sta lahko različno optimizirana.
8.2 Sklep
Na prvi pogled se po meritvah sodeč zdi, da je eksplodirani format bolǰsi
tudi od pametnega JARa. Ima najkraǰsi čas pakiranja, gradnje in ponovne
gradnje zaradi svoje strukture, vendar ta struktura za te prednosti žrtvuje
prenosljivost. Eksplodirani format ni nič drugega kot skupek nepakiranih
direktorijev, kar je z vidika prenosljivosti nepraktično. Debeli JAR to težavo
reši tako, da vse potrebne datoteke združi v eno, zaradi česar pa izgubi
možnost izkorǐsčanja slojev v slikah Docker. Arhiv pametni JAR se nahaja
nekje med obema. Ločitev odvisnosti od aplikacijske kode nam omogoča
izkorǐsčanje arhitekture slojev, dodana zagonska komponenta za avtomatsko
pridobivanje odvisnosti s spleta pa ponuja neko mero prenosljivosti.
8.3 Možnosti za izbolǰsavo
Prenos odvisnosti s spleta je lahko nepotreben, če ima uporabnik te odvi-
snosti že shranjene v lokalnem Maven repozitoriju. Izbolǰsava bi torej bila
možnost, da uporabnik poleg parametra resolveDependencies ob zagonu pa-
metnega JARa poda tudi pot do lokalnega repozitorija, ki jo lahko zagonska
komponenta nato uporabi za hitreǰso pridobitev odvisnosti.
Oblika zapisa poti repozitorijev in odvisnosti zahteva operacije nad nizi, ki
prispevajo k nepreglednosti kode. Potencialna izbolǰsava bi bila nadomestitev
trenutnega formata z novim, morda z JSON objektom ali namensko razvitim
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formatom in razčlenjevalnikom. Vpliv na delovanje bi verjetno bil minimalen,




Način pakiranja močno vpliva na izvajanje, prenosljivost in praktičnost mi-
krostoritev. V okviru diplomskega dela smo povzeli lastnosti arhitekture mi-
krostoritev v primerjavi s klasično monolitsko arhitekturo, pregledali različne
tipe arhivov JAR, kako ti vplivajo na delovanje mikrostoritev in virtualizacijo
ter poskušali pakiranje optimizirati v ogrodju KumuluzEE.
Primerjali smo tipe pakiranja, ki jih ponuja KumuluzEE, in prǐsli do za-
ključka, da je uporaba arhiva debeli JAR pri virtualizaciji neučinkovita, saj
moramo ob najmanǰsi spremembi aplikacijske kode ponovno zgraditi skoraj
celotno sliko Docker, eksplodirani format pa popolnoma žrtvuje prenosljivost
pakiranega arhiva. Ugotovili smo tudi, da lahko slabost debelega JARa od-
pravimo, če odvisnosti izločimo iz pakiranega arhiva in s tem orodju Docker
omogočimo, da jih postavi v nižji sloj slike. Ta ločitev aplikacijsko kodo po-
stavi v zgornji sloj slike, kar ob njeni spremembi zahteva ponovno gradnjo
tega relativno majhnega sloja.
V praktičnem delu smo ogrodje KumuluzEE razširili z novim tipom pa-
kiranja pametni JAR, ki ustvari izvedljiv arhiv JAR in odvisnosti postavi v
ločen direktorij. Poleg tega smo dodali tudi avtomatsko generiranje dato-
tek Dockerfile, s katerimi lahko zgradimo sliko Docker, ki optimalno izkoristi
strukturo arhiva pametni JAR.
Rezultat dela je implementacija prej omenjenega tipa pakiranja, s katero
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smo dosegli zastavljeni cilj. V primerjavi z debelim JARom je pametni JAR
opazno manǰsi in nezanemarljivo zmanǰsa čas ponovne gradnje slike Doc-
ker, prav tako pa zaradi dodane zagonske komponente do neke mere ohrani
prenosljivost debelega JARa.
Arhitektura mikrostoritev in virtualizacija skupaj predstavljata učinkovito
rešitev za čedalje večje in bolj kompleksne aplikacije, vendar le, če znamo pa-
metno izkoristiti vse možnosti, ki jih ponujata. V okviru diplomskega dela
smo ogrodje KumuluzEE razširili s tipom pakiranja, ki omogoča tak izkori-
stek virtualizacije, in s tem razvijalcem ponudili možnost, ki je nekje med
eksplodiranim formatom in arhivom debeli JAR.
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[27] Aljaž Pavǐsič. Chuckledog github: Demo application. Dosegljivo:
https://github.com/chuckle-dog/kumuluz-demo. [Dostopano: 12.
9. 2020].
[28] Babak Bashari Rad, Harrison John Bhatti, and Mohammad Ahmadi.
An introduction to docker and analysis of its performance. Interna-
tional Journal of Computer Science and Network Security (IJCSNS),
17(3):228, 2017.
66 Aljaž Pavǐsič
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