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Introduction
On s’intéresse ici aux diverses méthodes proposées pour évaluer la sensibilité d’une sortie de modèle Y = f(X1, . . . ,Xk)
à l’incertitude qui pèse sur un facteur d’entrée Xi distribué spatialement. On se restreint aux approches sans
construction d’une surface de réponse (méta-modélisation). L’objet de ce document est :● de valider de manière empirique la méthode proposée par Lilburne & Tarantola [3]● de comparer (de manière numérique) cette méthode avec les autres méthodes
On étudie pour cela trois fonctions tests. Le document est structuré de la manière suivante : la section 1 présente
les fonctions tests ; la section 2 décrit les méthodes d’estimation des indices de Sobol ; la section 3 présente les
résultats numériques obtenus ; la section 4 discute en détails ces résultats.
1 Fonctions tests
On considère trois fonctions tests, que l’on nomme f1, f2 et f3. Ces trois fonctions prennent en entrée deux facteurs
scalaires X1 et X2, et un facteur d’entrée distribué spatialement, noté Z. La loi de probabilité retenue pour X1 et
X2 varie selon la fonction test considérée. En revanche, le modèle d’incertitude retenu pour le facteur spatial Z est
le même pour les trois fonctions tests.
1.1 ◾ Champ spatial aléatoire Z(θ, φ)
On considère en entrée des trois fonctions test étudiées un même champ spatial aléatoire Z défini par :
Z ∶[−90,90]2 → R(θ, φ)↦ Z(θ, φ) (1)
Z est un champ spatial 2D aléatoire généré par la fonction campbell2D.Cette fonction est issue d’un papier de
Campbell et al. (2006), elle a ensuite été modifiée par B. Iooss et A. Marrel (Marrel et al., 2010). Elle prend en
entrée huit facteurs d’entrée scalairesC1 àC8 et renvoie en sortie un champ 2D indexé par des coordonnées polaires
θ et φ. Les paramètresC1 àC8 sotn des variables aléatoires réelles supposées indépendantes et de loi uniforme dans[−1,5]. La fonction campbell2D a été conçue pour donner un champ avec de fortes hétérogénéités spatiales, et
une structure très différente selon les valeurs des paramètres Ci (voir fig.1). On a :
Z(θ, φ) = g(C1,C2,C3,C4,C5,C6,C7,C8, θ, φ)
= C1 exp−(0.8θ + 0.2φ − 10C2)260C21 + (C2 +C4) exp (0.5θ + 0.5φ)C1500+C5(C3 − 2) exp −(0.4θ + 0.6φ − 20C6)240C25 + (C6 +C8) exp (0.3θ + 0.7φ)C7250
(2)
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FIG. 1 – Trois cartes Z générées par la fonction Campbell2D :
C = (-1,-1,-1,-1,-1,-1,-1,-1) (left) ; C= (5, 5, 5, 5, 5, 5, 5, 5) (center) ; C = (5, 3, 1,-1, 5,
3, 1,-1) (right).
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1.2 ◾ Fonctions tests
Les trois fonctions test f1, f2 et f3 considérées prennent trois facteurs d’entrée : X1, X2 (qui sont tous deux
scalaires), et Z (champ 2D). Ces fonctions sont des «point-based models », ou encore des modèles «verticaux » :
la valeur de la sortie Y est la somme sur l’ensemble du domaine spatial (θ, φ) ∈ [−90,90]2 d’une même fonction
f évaluée en chaque point ; la valeur de la fonction f au point (θ, φ) ne dépend que des facteurs scalaires X1, X2
et de la valeur du champ Z au point (θ, φ).
Fonction test f1
La sortie Y1 est la somme sur l’ensemble du domaine (θ, φ) ∈ [−90,90]2 de la fonction d’Ishigami f1 estimée en
chaque point (θ, φ) avec pour facteurs d’entrée X1, X2 et Z(θ, φ) :








La sortie Y2 est la somme sur l’ensemble du domaine (θ, φ) ∈ [−90,90]2 de la fonction affine f2 estimée en chaque
point (θ, φ) avec pour facteurs d’entrée X1, X2 et Z(θ, φ) :
Y2 = ∑(θ,φ)∈[−90,90]2 f2(X1,X2, Z(θ, φ))= ∑(θ,φ)∈[−90,90]2X1 ⋅Z(θ, φ) +X2 (5)
où ⎛⎝X1 ∼ U[0.5,1.5]X2 ∼ U[−8,8] (6)
Fonction test f3
La sortie Y3 est la somme sur l’ensemble du domaine (θ, φ) ∈ [−90,90]2 de la fonction f3 (fonction G de Sobol)
estimée en chaque point (θ, φ) avec pour facteurs d’entrée X1, X2 et Z(θ, φ) :
Y3 = ∑(θ,φ)∈[−90,90]2 f3(X1,X2, Z(θ, φ))
= ∑(θ,φ)∈[−90,90]2 ( ∣4Z(θ, φ) − 2∣ + a01 + a0 ⋅
2∏
i=1
∣4Xi − 2∣ + ai
1 + ai )
(7)










2 Estimation des indices de sensibilité
On compare quatre méthodes d’estimation des indices de sensibilité, que l’on nomme L (méthode proposée par
Lilburne & Tarantola [3]), RD (réduction de la dimension), RDG (réduction de la dimension et groupe) et S
(méthode usant d’une variable «switch »). On les décrit brièvement ici.
2.1 ◾ Méthode L
La méthode L est celle proposée par Lilburne & Tarantola [3]. On suit la procédure suivante :
1. on génère en amont de l’analyse de sensibilité un jeu de n réalisations aléatoires de la carte d’entrée Z.
Pour cela, on tire un échantillon de taille n contenant chacun des paramètres C1 à C8 tirés dans leur loi de
probabilité, puis on évalue la fonction Campbell2D pour chaque ligne i de cet échantillon, générant ainsi
une réalisation Z(i) du champ Z.
2. les n réalisations Z(i) de la carte Z sont considérées équiprobables, et chacune est associée à un unique
entier i compris entre 1 et n.
3. on tire ensuite deux échantillons A et B de même taille M mélant les facteurs d’entrée scalaires X1, X2 et
une variable aléatoire discrète Z˜ qui prend pour valeurs, de manière équiprobable, les entiers compris entre
1 et n. Pour chaque ligne de l’échantillon, la valeur de Z˜ indique le numéro de réalisation aléatoire de la
carte Z à utiliser pour évaluer la fonction test.
4. on estime les indices de Sobol de X1, X2 et de Z˜ par la méthode de Saltelli et al. [4] à partir des deux
échantillons A et B.
Le nombre d’évaluation de la fonction test nécessaire à l’estimation des indices est dans ce cas :
N = 2 ⋅ (3 + 1) ⋅M = 8 ⋅M
Par ailleurs, le nombre d’appels à la fonction Campbell2D qui génère le champ Z est ici égal à n.
2.2 ◾ Méthodes RD et RDG
Les méthodes RD et RDG s’appuient sur une réduction de la dimension du champ Z. L’idée est de résumer
l’information contenue dans le facteur d’entrée spatialisé Z en un nombre restreint de facteurs scalaires que l’on
peut considérer indépendants. Ici cette réduction de la dimension est artificielle, puisqu’il nous suffit de considérer
les huit facteurs d’entrée C1 à C8 de la fonction Campbell2D qui permet de générer le champ Z. Les Ci sont
supposés indépendants entre eux.
Pour quantifier la sensibilité de la sortie Y à l’incertitude dans le champ Z, deux approches peuvent être utilisées :
on peut estimer les indices de sensibilité (de premier ordre et totaux) de chacun des facteurs scalaires Ci ; ou bien
on peut calculer un indice de sensibilité de premier ordre et un indice total pour le groupe de facteurs (C1, . . . , C8).
On nomme la première approche RD pour «réduction de la dimension », c’est notamment la technique retenue
par Volokova et al. [5] ou par Busby et al. [1]. La seconde approche sera appelée RDG, pour «réduction de la
dimension et groupe ».




Pour la méthode RD, on suit la procédure suivante :
1. on tire deux échantillons A et B de même taille M mélant X1, X2 et C1 à C8 tirés chacun dans leur loi de
probabilité.
2. on estime les indices de Sobol de X1, X2, C1, C2, C3, C4, C5, C6, C7 et C8 par la méthode de Saltelli et
al. [4] à partir des deux échantillons A et B ; pour chaque ligne i de l’échantillon, la valeur des paramètres
C1 à C8 pour cette ligne permet de calculer une carte Z(i) à l’aide de la fonction Campbell2D.
Le nombre d’évaluations de la fonction test est :
N = 2 ⋅ (10 + 1) ⋅M = 22 ⋅M
Le nombre d’appels à la fonction Campbell2D est N .
Méthode RDG
La méthode RDG est identique à la méthode RD, à ceci prêt qu’elle regroupe l’ensemble des paramètres C1 à
C8 dans un même «groupe de facteurs ». Un indice de Sobol unique est estimé pour l’ensemble du groupe (voir le
paragraphe 1.2.15 de Saltelli et al. [4] pour une discussion de l’analyse de Sobol par groupes). On suit la procédure
suivante :
1. on tire deux échantillons A et B de même taille M mélant X1, X2 et C1 à C8
2. on estime les indices de Sobol de X1, X2, et un indice unique pour le groupe (C1, C2, C3, C4, C5, C6, C7
et C8) par la méthode de Saltelli et al. [4] à partir des deux échantillons A et B ; pour chaque ligne i de
l’échantillon, la valeur des paramètres C1 à C8 pour cette ligne permet de calculer une carte Z(i) à l’aide de
la fonction Campbell2D.
Le nombre d’évaluations de la fonction test est :
N = 2 ⋅ (3 + 1) ⋅M = 8 ⋅M
Le nombre d’appels à la fonction Campbell2D est N .
2.3 ◾ Méthode S
La méthode S est celle proposée par Crosetto et al. [2]. Elle repose sur l’introduction d’une «variable interrupteur »
ou variable «switch », que l’on note η, qui contrôle l’introduction d’une part d’incertitude dans le champ Z. On
suit la procédure suivante :
1. on tire ensuite deux échantillons A et B de même taille M mélant X1, X2 et une variable aléatoire binaire
η pouvant prendre de manière équiprobable les valeurs 0 ou 1.
2. on estime les indices de Sobol de X1, X2 et de η par la méthode de Saltelli et al. [4] à partir des deux
échantillons A et B ; pour chaque ligne i de l’échantillon, on suit la démarche suivante :
– si η(i) = 0, alors la valeur donnée à la carte Z(i) pour l’estimation de la sortie Y (i) est une valeur nominale
constante, égale au champ Z généré pour le vecteur de paramètres C1 à C8 suivant : (5, 3, 1,-1, 5, 3, 1,-1).
– si η(i) = 1, alors la valeur donnée à la carte Z(i) pour l’estimation de la sortie Y (i) est une valeur
aléatoire, obtenue en tirant les paramètres C1 à C8 dans leur loi de probabilité et en générant la carte
Z(i) = Z(C1,⋯,C8) à l’aide de la fonction Campbell2D.
Le nombre d’évaluations de la fonction test est :
N = 2 ⋅ (3 + 1) ⋅M = 8 ⋅M
Le nombre d’appels à la fonction Campbell2D est de l’ordre deN/2 (la fonction n’est appelée que quand η = 1).




Les codes et fichiers se trouvent dans les dossiers Resultats/23NovY1 , Resultats/24NovY2 et Resultats/24NovY3.
3.1 ◾ Comparaison des quatres méthodes d’estimation
On commence par comparer les estimations des indices de Sobol obtenus sur chacune des fonction test par les
différentes méthodes d’estimation pour une même taille M d’échantillon initial. On fixe M = 2048 et on estime
les indices de sensibilité pour Y1, Y2 et Y3 selon les quatres approches décrites en section 2 : L (avec un nombre
n = 1000 de réalisations aléatoires de la carte Z), RD, RDG et S. Les résultats sont données en Tab. 1. SX1 ,
STX1 ,SX2 et STX2 désignent les indices de sensibilité de premier ordre et totaux des facteurs scalaires X1 et X2.
SZ et STZ désignent les mesures de la sensibilité du champ Z ; les grandeurs désignées par SZ et STZ dépendent
de la méthode utilisée. On indique :
– pour la méthode L : les indices de sensibilité de premier ordre SZ˜ et totaux STZ˜ de la v.a. discrète Z˜, obtenus
pour un nombre n = 1000 de réalisations aléatoires de la carte Z
– pour la méthode RD : la somme ∑i SCi des indices de premier ordre des paramètres scalaires Ci et la somme∑i STCi de leurs indices totaux
– pour la méthode RDG : les indices de sensibilité de premier ordre et totaux du groupe de facteurs scalaires (C1,
. . . ,C8).
– pour la méthode S : les indices de sensibilité Sη et STη de la variable binaire η
Les figures 2 à 13 donnent les résultats obtenus sous formes de graphes pour chaque méthode d’estimation et
chaque fonction test.
Fonction Méthode SX1 SX2 SZ STX1 STX2 STZ
Y1
L 0.850290213 -0.002400451 0.086159071 0.85400421 0.06653359 0.14921352
RD 0.831227669 -0.007323054 -0.02939551 0.82528089 0.07106520 0.7841338
RDG 0.831227669 -0.007323054 0.091048482 0.8252809 0.0710652 0.1714519
S 0.904196858 -0.006681872 0.005971272 0.98693707 0.09534858 0.09948201
Y2
L 0.1618556 0.5101516 0.3642044 0.1698186 0.4657908 0.3632460
RD 0.156105433 0.469264153 0.31304476 0.177981954 0.471711507 0.4054459
RDG 0.1561054 0.4692642 0.3493322 0.1779820 0.4717115 0.3750211
S 0.1171483 0.5574584 0.1131128 0.3544458 0.7701271 0.3271639
Y3
L 0.3910610 0.1607171 0.2610566 0.5444017 0.2550799 0.4013758
RD 0.4085411505 0.1546305456 0.1637237 0.544435089 0.245480021 0.4202739
RDG 0.4085412 0.1546305 0.2550215 0.5444351 0.2454800 0.3775389
S 0.3615024 0.1433148 0.1183948 0.7123740 0.4789457 0.4311372
TAB. 1 – Estimation des indices de sensibilité pour les trois fonctions test.
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3.2 ◾ Convergence de l’approche de Lilburne & Tarantola
En plus de comparer la méthode L aux autres approches, on veut s’assurer de sa convergence lorsque le nombre
n de réalisations aléatoires pré-générées du champ Z augmente. On suit donc la procédure suivante pour chaque
fonction test f1, f2 et f3 :
– pour n valant successivement 3, 10, 25, 50, 100, 500 et 1000 :
1. génèrer un jeu de n réalisations aléatoires de la carte d’entrée Z
2. estimer les indices de sensibilité SX1 , SX2 , SZ˜ , STX1 , STX2 et STZ˜ à partir de ce jeu de n réalisations
selon la méthode exposée en 2.1, avec M = 2048
3. réitérer les étapes 1 et 2 un nombre r = 20 de fois
4. calculer pour chaque indice de sensibilité sa moyenne empirique µ et son écart-type empirique σ sur les r
replicas
Les résultats sont donnés en Tab.2, et sous forme graphique dans les figures Fig.2, Fig.6 et Fig.10.
4 Discussion
4.1 ◾ Comparaison des quatres méthodes d’estimation
On prend comme valeurs de référence pour les indices de sensibilité les estimations données par la méthodeRDG :
en effet, dans ces trois cas tests, la réduction du champ Z aux seuls facteurs scalaires C1 à C8 se fait sans perte
d’information, et les indices de sensibilité du groupe (C1, . . . , C8) mesure exactement l’influence de la variabilité
du champ Z sur la variance de Y . On compare donc les résultats obtenus avec chacune des méthodes L, RD et S
par rapport aux indices de référence obtenus par la méthode RDG.
Méthode L
Les méthodes L et RDG donnent des résultats identiques à 5 ⋅ 10−2, pour tous les indices de sensibilité, quelque
soit la fonction test. Ces résultats constituent donc une validation empirique de l’approche de Lilburne & Tarantola.
Méthode RD
Les méthodes RD et RDG donnent des résultats identiques (à 10−2 près) pour les indices SX1 , SX2 , STX1 et
STX2 , quelque soit la fonction test. En revanche, la méthode RD donne des indices SZ et STZ différents de ceux
obtenus par la méthode RDG. En effet, pour la méthode RD, on a considéré la somme de SC1 à SC8 pour estimer
l’indice SZ : ce faisant, on ne prend pas en compte l’ensemble des interactions entre les variables Ci , qui seraient
capturées par les indices de second ordre SCi,Cj et d’ordres supérieurs. La somme des indices de premier ordre SC1
à SC8 est donc nécessairement inférieure à l’indice de premier ordre SZ . De même, on a considéré la somme des
indices totaux STC1 à STC8 pour approcher l’indice total STZ . Mais la somme des STCi «compte plusieurs fois »
les interactions entre les variables Ci, alors que l’indice STZ ne les compte qu’une seule fois. Ainsi l’indice total
STC1 compte l’interaction entre C1 et C2, de même que l’indice total STC2 : cette interaction est donc comptée
deux fois dans la somme des STCi . La somme des indices totaux STC1 à STC8 est donc nécessairement supérieure
à l’indice total STZ . La différence entre les méthodes RD et RDG est néanmoins moins marquée pour la fonction
test Y2 que pour la fonction test Y1.
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TAB. 2 – Estimation des indices de sensibilité par la méthode L pour un nombre n de réalisa-
tions aléatoires de la carte Z croissant. Pour chaque fonction test, chaque n et chaque
indice, on donne la moyenne empirique sur 20 réplicas ± l’écart-type empirique.
Méthode S
Les estimations des indices de sensibilité par l’approche S sont significativement différentes des valeurs de réfé-
rence. Cette méthode sur-estime systématiquement l’indice de premier ordre SZ et sous-estime systématiquement
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les indices totaux STX1 et STX2 , quelque soit la fonction test. L’approche S ne semble donc pas appropriée pour
l’estimation des indices de Sobol dans un modèle avec variables d’entrée distribuées spatialement.
4.2 ◾ Convergence des estimateurs de Lilburne avec n
La table Tab.2 et les figures Fig.2, Fig.6 et Fig.10 montrent la convergence des estimateurs des indices de Sobol
SX1 , SX2 et SZ , estimés par la méthode L, lorsque le nombre n de réalisations aléatoires du champ spatial Z
augmente. Les résultats montrent deux choses :
1. la précision des estimateurs des indices augmente avec n ; sur les trois fonctions test f1, f2 et f3, l’écart-type
sur les r = 20 réplicas est inférieur à 0.05 pour n ≥ 50, quelque soit l’indice considéré (SX1 , SX2 , SZ , STX1 ,
STX2 ou STZ).
2. pour un nombre n de cartes faible (n < 50), les estimateurs sont biaisés : tendance à la sous-estimation de
SZ et STZ , et à la sur-estimation de SX1 , SX2 , STX1 et STX2 , en prenant pour référence les indices de
sensibilité obtenus par la méthode RDG. Pour n plus grand, ce biais diminue, et semble tendre vers 0.
5 Conclusion
Conclusion : D’après ces résultats, on peut conclure que● l’approche de Lilburne & Tarantola (méthode L) est valide, en ce sens que pour n suffisament grand (n ≥
100), elle reproduit les indices de sensibilité obtenus par la méthode RDG (à 10−2 près)● sur les trois fonctions test retenues, le nombre de cartes suffisant est n = 100 pour obtenir un écart-type
inférieur à 0.05 sur la valeur des indices de sensibilité (pour différents jeux de n réalisations aléatoires de
la carte Z)● pour n petit, l’approche de Lilburne & Tarantola sous-estime l’influence du champ Z et les estimateurs sont
peu précis (fort écart-type)● la méthode RD ne permet pas de discuter de manière satisfaisante de l’influence du champ Z sur la varia-
bilité de Y● la méthode S doit être rejetée
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FIG. 2 – Convergence des estimateurs des indices pour la méthode L
Fonction test Y1 - Les lignes pointillées indiquent l’estimation des indices par la mé-
thode RDG.
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FIG. 3 – Estimateurs des indices pour la méthode RD
Fonction test Y1
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FIG. 4 – Estimateurs des indices pour la méthode RDG
Fonction test Y1
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FIG. 5 – Estimateurs des indices pour la méthode S
Fonction test Y1
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FIG. 6 – Convergence des estimateurs des indices pour la méthode L
Fonction test Y2 - Les lignes pointillées indiquent l’estimation des indices par la mé-
thode RDG.
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FIG. 7 – Estimateurs des indices pour la méthode MP
Fonction test Y2
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FIG. 8 – Estimateurs des indices pour la méthode MPG
Fonction test Y2
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FIG. 9 – Estimateurs des indices pour la méthode S
Fonction test Y2
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FIG. 10 – Convergence des estimateurs des indices pour la méthode L
Fonction test Y3 - Les lignes pointillées indiquent l’estimation des indices par la mé-
thode RDG.
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FIG. 11 – Estimateurs des indices pour la méthode MP
Fonction test Y3
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FIG. 12 – Estimateurs des indices pour la méthode MPG
Fonction test Y3
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FIG. 13 – Estimateurs des indices pour la méthode S
Fonction test Y3
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A Code
Le code se structure de la manière suivante :● main.r : définition des paramètres généraux de l’étude et contrôle de l’exécution des autres scripts● toyfunctions.r : définition de la fonction Z(θ, φ), des fonctions tests et des lois de probabilité des
variables d’entrée● analyses.r : estimation des indices de Sobol pour chacune des quatre méthodes● SortiesGraphiquesLilburne.r : synthèse des résultats pour la méthode Lilburne et création d’un
graphique présentant ces résultats
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