Abstract-In supervised learning, most single solution neural networks such as Constructive Backpropagation give good results when used with some datasets but not with others. Others such as Probabilistic Neural Networks (PNN) fit a curve to perfection but need to be manually tuned in the case of noisy data. Recursive Percentage based Hybrid Pattern Training (RPHP) overcomes this problem by recursively training subsets of the data, thereby using several neural networks. MultiLearner based Recursive Training (MLRT) is an extension of this approach, where a combination of existing and new learners are used and subsets are trained using the weak learner which is best suited for this subset. We observed that empirically, MLRT performs considerably well as compared to RPHP and other systems on benchmark data with 11% improvement in accuracy on the spam dataset and comparable performances on the vowel and the two-spiral problems.
INTRODUCTION
Neural Networks is one of the methods used for machine learning. A network is created and adjusted based on the examples provided to it. The examples may be labeled, or unlabeled, the former called supervised learning, the latter called unsupervised learning. Under supervised learning, there are many single learner systems Although these systems do well with some problem sets, they perform poorly when dealing with others. Constructive Backpropagation [1] give good results when used with some datasets but not with others. Others such as Probabilistic Neural Networks (PNN) [2] [3] [4] fit a curve to perfection but need to be manually tuned in the case of noisy data. If the algorithm deals with the inherent characteristics of the problem set, identifies it correctly, and adjusts the network accordingly, a good performance results. However, if one algorithm can effectively pick out the characteristic of one dataset, it may not do the same for a differing dataset.
A solution was proposed by Guan and Ramanathan [5] , where instead of creating a network catering to the entire dataset, a network was created which catered to different subsets of the data. A subset of the best learnt patterns was picked out in each recursion. Although this approach deals with subsets of data instead of the entire dataset, it still has one method, i.e. genetic algorithm [6] [7] that is used for all problems. Although results are good as GA works on the basic theory of evolution, GA may not be the most efficient manner in classifying all problem sets.
Instead of having one algorithm classify all problem sets, this paper proposes an alternative solution, which is to have three separate learners, i.e. the Bounding Boxes, the backpropagation [8] [9] , and Probabilistic Neural Networks for training, while retaining the recursive approach used in RPHP.
In Section 1, the previous work done on multi learner systems would be discussed. Section 2 describes the MLRT algorithm. Section 3 looks into the testing methodology and results. Section 4 discusses the implications of MLRT. Section 5 provides the conclusion, and arenas of future work II. MLRT The MLRT is founded on three algorithms, Bounding Boxes (BB), which is an alternative to clustering [10] [11] [12] [13] [14] [15] [16] [17] , backpropagation, and Probabilistic Neural Networks. In addition, it is based on the framework of RPHP. Backpropagation Using a forward propagation of the outputs along the neurons, and a backward propagation of errors, backpropagation attempts to find the local optimum by a gradient descent method. Backpropagation being one of the basic algorithms in the field of neural networks has increased efficiency due to its simplicity. However, for complicated problems it needs a large number of neurons, the absence of which may cause inaccuracy. Further, although it gives a local optimum of error, this may not be the global optimum.
Probabilistic Neural Networks
Probabilistic Neural Networks (PNN) is the version of RBF [18] [19] with an extra layer used for classification problems. PNNs use a large number of neurons but are very efficient as compared to backpropagation. PNNs can be tuned to be used as interpolations of a curve or approximations. They need to be manually tuned in the case of noisy data, and may not provide good generalization accuracy where the curve is not characteristic of the dataset. Clustering Clustering algorithms are used in unsupervised learning to identify the natural clusters created by the dataset. While conventional means of clustering are able to identify clusters based on several criteria, including minimal distance (Kmeans [14] [15] , SOMs [16-17]), and parametric criteria (AHC [13] ), these may not be linearly separable. The Bounding Boxes proposed in this paper aims to overcome this shortcoming and to guarantee linear separability.
The above methods, although effective, find one good solution to the entire dataset. It is possible on the other hand, to divide the data into smaller subsets, find solutions to these subsets, and combine them into one. Recent algorithms attempt to do this by dividing the data according to class labels [20] . However, there is no assurance that the two-class problems would be simpler. RPHP overcomes this problem by choosing the subsets of data which are best trained for the network.
RPHP
The Recursive Percentage Based Hybrid Pattern Training (RPHP) chooses subsets of data to be trained by the genetic algorithm (GA) method. It finds the global optimum using GA, and so trains the subsets of data recursively. RPHP clearly has superior performance when compared to benchmark methods. However, the time taken by RPHP is significant due to the GA component, which lies on nondeterministic factors. We therefore aim, with the proposed MLRT approach, to also overcome this limitation on GA and to further improve the efficiency.
Instead of using one learner to train the problem set, a combination of three learners, ie. The Bounding Boxes, the Backpropagation, and the Probabilistic Neural Networks (PNN) are used for training.
The following terms would be useful in explaining the system design. They will become clearer, as the system is explained.
Bounding Boxes -one of the subsystems Accuracy detection -1st stage of training Network creation -2nd stage of training Subsystem -refers to the learners, i.e. Backpropagation, Bounding Boxes, and Probabilistic Neural Networks (PNN).
Percentage accuracy -percentage of data which is accurately classified Indices -the indices of the chosen patterns in the training data array Each subsystem has two stages during training, the first being the accuracy detection stage and the network creation stage.
The training data would be sent to the three subsystems. Each subsystem would return a percentage value indicating what fraction of the total dataset can be classified accurately using that subsystem, i.e. percentage accuracy, and the list of patterns that can be trained accurately, during the accuracy detection stage. In receiving these values, the main system would choose the subsystem to be used to create the network for the current recursion. Based on the indices returned by the chosen subsystem, data would be sifted into patterns used for the current recursion, and the remaining data. The former would be sent to the network creation block of the chosen subsystem. A network is created and stored. The process is repeated with the remaining data. This continues, till the data returned is too few. This is how data is trained.
During testing
, there are usually a few networks the test pattern can choose from. For each test pattern in the testing set, the network used by training pattern closest to the test pattern [21] is determined. The test pattern is passed through this network to determine the output.
A. Bounding Boxes

Figure 1 : Bounding Boxes -Before and After
The concept of bounding boxes is similar to the clustering algorithms in unsupervised learning. However, in unsupervised learning, the data is not labeled but in BB, the data is. Furthermore, while many clustering algorithms try to find the most natural clusters, the objective of Bounding Boxes is to create linearly separable regions (or "boxes") containing only patterns of a single class. These boxes do not overlap with any other box, either of the same or a different class. Although the classes may not be linearly separable, the boxes are. If there are several regions of data of the same class that are separated by regions of other classes, Bounding Boxes would detect these boxes, and label them separately temporarily. When passed through a network, since these regions are separable, they can easily be detected and classified.
A simple example is shown in Figure 1 . A box is a hyperdimensional rectangular structure, having the same number of dimensions as the number of inputs in the dataset. The box has several fields: minimum and maximum dimensions of the box, the class to which the patterns in the box belong to, and a list of the patterns in each box. The box may expand and contract.
Figure 2 : Bounding Boxes -Pseudocode
For each pattern in the training set, the inputs of the pattern are first checked against the boundaries of each box of its own class. If the pattern neatly fits into a box, it is added to the box. Otherwise if any box can expand to accommodate the pattern without overlapping with another box, the box is so expanded, and the pattern added. If this is not possible, then a single pattern box is created. In the case of the latter, it is checked if the newly created box falls inside a box of a different class. If this happens, the latter box is cut up into smaller boxes, such that no overlap occurs. An attempt is made to split them into the least number of larger boxes. This process continues pattern by pattern till all the training patterns are grouped into boxes.
These patterns are then labeled according to the box they belong to, and this is the output they use when being trained. A look up table is created mapping the box number to the class. This table is used to map the temporary label back to the actual label.
B. Choosing a subsystem
Choice of subsystem is based on which is the nearest percentage efficiency that is closest to 50% for the case of backpropagation and Bounding Boxes. In the case where the percentage returned by Bounding Boxes is small, then Bounding Boxes is chosen. In the case that there is a close competition between high values (above 90%) between Backpropagation and PNN, backpropagation is chosen.
C. Details -Accuracy Detection
For PNN and Backpropagation, the data is passed through the corresponding type of network, and the percentage of data classified accurately by the network is returned, with the list of those patterns that have been accurately classified. For Bounding Boxes however, since the boxes are linearly separable they should be classifiable. But then if all the patterns fit into a large number of small boxes, there is probably a better method to classify the dataset. Hence, the percentage of data that fits into boxes containing more than 5% of the data, as well as the list of those patterns is returned to the main.
III. SIMULATION RESULTS
This approach was tested with four datasets, namely spam, spiral, vowel, and segmentation. Ten rounds of the approach was run and the training time and testing accuracy was noted in each case. The results and comparison with other benchmark algorithms is given as follows: 
IV. ANALYSIS AND CONCLUSIONS
The main aim of this approach is to build several subsystems, and cater to the needs of the patterns using these subsystems. To keep in consistency with this view, three basic subsystems were chosen based on basic trends in general datasets. More complex versions of the system were deemed unnecessary, because these versions cater to a single learning environment. However, in MLRT, other systems would cater to the differing patterns.
Since there are an infinite number of possibilities of trends a dataset can have, it is not going to be possible to cater specifically to every single dataset. However, the aim is to be able to cater to as many datasets as possible. In line with this goal, at this basic stage of research, three basic trends were observed, and the system was built catering to a combination of these basic trends. More complex trends are likely to be combinations of these trends.
Moreover, these basic systems allow one to decipher the dataset better, in addition to actually training the network using the dataset. For example one is able to decipher that in the spiral dataset, the patterns fit neatly into a function. In addition, in spam dataset, there is a small amount of patterns that are different from the rest of the patterns. Once these patterns are taken out, the rest of the patterns fit neatly into a function. As a result, using these basic functions, one is able to find out more about the dataset, hence enabling the building of more complex functions from these simple barebones, that may be able to cater to more complex functions eventually.
Genetic algorithms (GA) is the method used in RPHP in order to recursively classify data. GA is a black box algorithm that is not currently very well understood. It is to be applied indiscriminately to all algorithms. MLRT is a multisystem based approach which attempts to choose a combination of methods, best suited for the dataset.
When GA is used on varying datasets, the underlying pattern in the dataset is not fully comprehended or made use of. As a result, while working on the genetic algorithms approach, all future changes are limited to improving the process of the approach itself. It still works on searching for the global maxima instead of the local maxima, through the use of mutations. Although simple changes may be made, the approach is the same.
Since this is a bottoms up approach that relies on the underlying patterns within the dataset, it requires a good understanding of the patterns itself. In the initial stage of development, it is able to perform on par with the GA version of the recursive approach, in spite of the fact that it is not a black box method, and caters to the pattern itself. Compared to GA however, there is much more future scope since these basic systems would provide a lot of information on the datasets itself. Since they do, different functions can be formulated out of these datasets, and can be used in future work.
In general, the performance is on par with RPHP, while training time is greatly reduced. In spam however, there is a huge increase in accuracy, while training time is much higher. It shows that since MLRT is able to capture the underlying patterns and use them suitably for classification, no more time is taken than what is actually required. In spam, it is able to deduce that classification would be done in a much better manner, if a small portion of datasets was removed before classifying the rest of the data. In spiral, it notes, and then works on the fact that there is an underlying function within the data, and uses that function in classifying the data, hence classifying the data with only one recursion.
In conclusion, due to the fact that this is a bottoms up approach, there is a lot of scope and possibility for expansion and future improvement, as compared to genetic algorithms.
V. FUTURE WORK MultiLearner based Recursive approach attempts to cater to as many trends as possible. Hence with more research done on the type of datasets available, and using the system to find out more about datasets, more can be learnt, to build more complex and efficient subsystems to this end.
In addition, a set of algorithms can be plugged in, to cater to a particular set of data whose trend is more or less known to the user.
