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Abstract
A chain-like or a 1D crystal-like universe made of intersecting mem-
branes in extra dimensions in a Randall-Sundrum scenario is studied. A
background gravitational metric satisfying the right boundary conditions
is considered to study the localization of the scalar, gauge and Kalb-
Ramond field. It is found that the wave function for the fields are Bloch
waves. The mass modes equations are calculated allowing us to show the
zero-gap mass behavior and the mass dispersion relation for each field.
Finally we generalize all these results and consider q−forms in the crystal
membrane universe. We show that, depending to the dimension D, the
form q and the dilaton coupling λ the mass spectrum can be the same for
the different bosonic field studied.
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1 Introduction
When studying aspects related to localization of fields in membranes, we nec-
essarily need to understand the solutions of differential equations with eingen-
values. This eventually leads to the study a Schro¨dinger like equation open-
ning the possibility for interpretation and comparison between methods and
aspects of physics of extra dimensions and those of condensed matter physics.
In some sense, it is another way to link these two areas, despite the celebrated
AdS/CDM duality. Of course, there is no duality linking two theories with
different regimens of coupling constant, but the basic mathematics of particles
subject to potential barriers is just the same as those we attack in our training
through the several famous quantum mechanical books. The question is how
far can we go in this comparison. Besides the most basic example, the process
of localization of fields (the zero modes or bound states), there is the study
of resonances where the massive spectrum of particles interact with the mem-
branes through the potential they generate [1–14]. This kind of model provides
a possible solution to the hierarchy problem and show how gravity is trapped
to a membrane and also has important phenomenological implications to the
standard model and cosmology [15–17]. Another very interesting step in that
direction is the model regarding a universe with extra dimensions in such a way
that the membranes itself generate a kind of chain or 1D-crystal [18–20]. In
such situation we can think about membranes in every direction in the bulk,
with intersections. These are configurations already discussed in the context of
string theory phenomenology, where we can generate families of particles of the
standard model plus some corrections [21–25]. Moreover, in string theory and
supergravity the antisymmetric tensor fields arise naturally [26–28] and play an
important role in dualization [29, 30]. In particular, they appear in the R − R
sector of each of the type II string theories. These tensor fields couple natu-
rally to higher-dimensional extended objects, the so-called D−branes, and are
important to make them stable. Besides this, they are related to the linking
number of higher dimensional knots [31] and to the mechanism of topological
mass generation [32,33]. The rank of these antisymmetric tensors is defined by
the dimension of the manifold [34]. Beyond that, these kind of fields also play
an important role in the solution of the moduli stabilization problem of string
theory [35–37]. Because of these aspects, it is important to study higher rank
tensor fields in membrane backgrounds. In this direction antisymmetric tensor
fields have already been considered in models of extra dimension.
In general the q−forms of highest rank do not have physical relevance because
when the rank increases the number of gauge freedom also increases. However,
that can be used to cancel the dynamics of the field in the brane [38], leading
to the study of the mass spectrum of the two and three-form, for example, in
refs. [39] and [40] in a context of five dimensions with codimension one. The
coupling between the two and three-forms with the dilaton was studied, in
different contexts, in [41–43]. In these scenarios, some facts about localization
of fields are known: the scalar field (0−form) is localizable, but the vector gauge
fields (1−form), the Kalb-Ramond field(2−form) and the three-form field are
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not. That happens because in four dimensions the vector field is conformal
and all information coming from warp factors drops out, necessarily rendering a
non-normalizable four dimensional effective action. Beyond that, Kehagias and
Tamvakis [44] showed that the coupling between the dilaton and the vector gauge
field produces localization of the vector field, and Alencar et.al., considered these
coupling with a three-form field where a condition for localization was found [45].
More recently, the problem has been generalized to q-forms [46,47].
The above mentioned facts have influence on the phenomenology of the four
dimensional world we live [48]. The point we would like to address here is that,
in the case of membranes distributed along extra dimensions which are slices
of AdS spaces, we can find Bloch like solutions to the equations of motion.
Therefore, one can argue that these models can present a similar behavior of
quasi-particles like phonons, magnons, or electrons in the presence of a periodic
potential. The goal here is to extend previous works in this subject to study the
behavior of bosonic form fields in the crystal manyfold universe. We go right to
the point of analysis of the fields subject to the background described in [18].
With that in mind, the organization of the paper is as follows. In the first
section we shortly review the background of the crystal manyfold universe. In
the second section we make a preliminary discussion of the general Schro¨dinger
like equations we must treat. In the third, fourth, fiftieth and sixtieth sections we
discuss the behavior of the scalar field, the gauge vector field, the Kalb-Ramond
field and general q-forms, respectively. We discuss for each case the Bloch like
behavior of the wave functions and give numerical results for mass bands. In
the last section we present conclusions, more discussions and perspectives for
future works.
2 The Crystal Manyfold Background
In this section we give a short review of the background metric obtained in the
crystal manyfold. We only consider the simplest case with one extra dimension.
Following ref. [18], the conformal metric is defined as
ds25 = Ω
2(z)(ηµνdx
µdxν + dz2), (1)
with
Ω−1 = KS(z) + 1 (2)
where in the above equation K = (L)−1 (L is the AdS radius). The function
S(z) satisfy the equations
d2S(z)
d(z)2
= 2
∑
j
(−1)jδ(z − jl),∣∣∣∣dS(z)dz
∣∣∣∣ = 1,
2
and are given by (l is the spacing between the branes)
S(z) =

...
2pl − z, for (2p− 1)l < z < 2pl;
z − 2pl, for 2pl < z < (2p+ 1)l;
... .
(3)
In order to analyze the dilaton with a conformal metric (1), we will use the same
procedure as in ref. [12] where the metric with dilaton is
ds2 = e2A(y)ηµνdx
µdxν + e2B(y)dy2, (4)
and after solving Einstein’s equation we get the relations [44].
B(y) = A(y)/4; pi = −
√
3M3A(y). (5)
We introduce the parameter b such that B(y) = (1 − b)A(y), where b = 3/4
is the case with dilaton and b = 1 otherwise. To obtain the conformal metric
(1), we use the transformation dy/dz = eA(y)−B(y) = ebA(y) = Ω(z) in (4). We
obtain A¯(z) = ln Ω(z)/b, where A(y) = A¯(z).
3 The General Case
Here we focus on the prototype Schro¨dinger-like equation that will appear
through all this work. We consider the solution with some details since it will
be important for all cases considered. As mentioned before we can relate the
potentials with the ones obtained previously in [12]. In all the cases the equation
of motion has the following general form[
− d
2
dy2
+ P ′(y)
d
dy
+ V (y)
]
ψ(y) = m2Q(y)ψ(y), (6)
where P (y) = γA(y), Q(y) = e−2bA(y) and V (y) = 0 for all fields except grav-
ity, in which V (y) = 2A′′(y) − 2(1 + b)A′(y)2. We can transform this into a
Schro¨dinger-like equation through the transformations
dz
dy
= f(y), ψ(y) = Θ(y)ψ(z), (7)
with
f(y) =
√
Q(y), Θ(y) = exp(P (y)/2)Q(y)−1/4. (8)
As stressed before, when we have an analytical expression for dy/dz the potential
is given by
U¯(z) = V¯ (z)/f¯2(z) +
P¯ ′(z)Θ¯′(z)− Θ¯′′(z)
Θ¯(z)
− Θ¯
′(z)
Θ¯(z)
f¯ ′(z)
f¯(z)
(9)
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where f(y) = f¯(z). With this we arrive to a Schro¨dinger like equation[
− d
2
dz2
+ U¯
]
ψ¯(z) = m2ψ¯(z), (10)
where the potential U¯(z) is given by
U¯(z) = cA¯
′′
(z) + c2[A¯′(z)]2. (11)
Now, considering A¯(z) = ln Ω(z)/b. We get
U¯(z) =
(
c
b
+
c2
b2
)
(Ω−1)′2
(Ω−1)2
− c
b
(Ω−1)′′
(Ω−1)
. (12)
The potential has been expressed in terms of Ω−1 due to the form of the con-
formal factor. It is interesting to note that the form of the potential coefficients
simplifies the solution. Taking Ω given before we get the final Schro¨dinger-like
equation
ψ′′ +
[
m2 −
(
c
b
+
c2
b2
)
1
(S(z) + L)2 + 2
c
b
∑
j(−1)jδ(z − jl)
(S(z) + L)
]
ψ = 0. (13)
This equation is very similar to the Schro¨dinger equation for a particle propa-
gating in a one-dimensional periodic potential (1D-crystal). In order to solve
it we have to consider two adjacent elementary cells in the region 0 ≤ z ≤ 4l.
Focusing on the region 0 ≤ z ≤ 2l we need to find the appropriate boundary
conditions. First of all we must have ψ(l+) = ψ(l−) and ψ(2l+) = ψ(2l−).
Where we use the definition l± = lim→0(l± ). To obtain the correct boundary
condition for the derivative we simply integrate the above equation from l−(2l−)
to l+(2l+) to obtain
ψ′(l+)− ψ′(l−) = 2c
b(l + L)
ψ(l);
ψ′(2l+)− ψ′(2l−) = − 2c
bL
ψ(2l). (14)
The equation for the first elementary cell is
ψ′′ +m2ψ =

( cb+
c2
b2
)
(z+L)2 ψ for 0 < z < l
( cb+
c2
b2
)
(2l−z+L)2ψ for l < z < 2l
(15)
and the above equations can be expressed in terms of a Bessel equation. For
this we just perform the transformations
ψ =
{√
uΨ(u), u = m(z + L), for 0 < z < l;√
vΨ(v), v = m(2l − z + L), for l < z < 2l, (16)
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to get
u2Ψ′′ + uΨ′ + (u2 − ν2)Ψ = 0, (17)
where ν2 = ( 12 +
c
b )
2 and the same equation is valid for the variables u and v. It
is important to mention that the quantity ν2 is related to the kind of field we
consider as we will show later. Therefore the solution of the above equation is
given by
ψ =
{√
u(AH+ν (u) +BH
−
ν (u)), 0 < z < l, u = m(z + L);√
v(CH+ν (v) +DH
−
ν (v)), l < z < 2l, v = m(2l − z + L).
(18)
Now using the transfer matrix technique we can relate the constants C,D
with A,B. In order to impose boundary conditions for the wave function and
for its first derivative we define
E =
√
uH+ν (u), E(l) =
√
m(l + L)h+ν ;
F =
√
uH−ν (u), F (l) =
√
m(l + L)h−ν , (19)
and
G =
√
vH+ν (v), G(l) = E(l);
I =
√
vH−ν (v), I(l) = F (l), (20)
with the following properties
d
dz
E(u)|z=l = mE′(l) = −mG′(l); (21)
d
dz
F (u)|z=l = mF ′(l) = −mI ′(l),
where the prime means a derivative with respect to the argument. After a bit
of algebra we obtain(
ψ(u)
d
dzψ(u)
)
=
(
E F
mE′ mF ′
)(
A
B
)
,(
ψ(v)
d
dzψ(v)
)
=
(
G I
−mG′ −mI ′
)(
C
D
)
. (22)
With this the boundary conditions can be accounted by imposing
(
E(l) F (l)
mE′(l) + 2cb(l+L)E(l) mF
′(l) + 2cb(l+L)F (l)
)(
A
B
)
=
(
E(l) F (l)
−mE′(l) −mF ′(l)
)(
C
D
)
. (23)
Inverting the matrix in the RHS(
E(l) F (l)
−mE′(l) −mF ′(l)
)−1
=
1
m2(l + L)(h−ν h+ν−1 − h+ν h−ν−1)
(−mF ′(l) −F (l)
+mE′(l) E(l)
)
,
(24)
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we obtain
(
C
D
)
=
−h
−
ν h
+
ν−1+h
+
ν h
−
ν−1
h−ν h
+
ν−1−h+ν h−ν−1
−2h−ν h−ν−1
h−ν h
+
ν−1−h+ν h−ν−1
2h+ν h
+
ν−1
h−ν h
+
ν−1−h+ν h−ν−1
(h−ν h
+
ν−1+h
+
ν h
−
ν−1)
h−ν h
+
ν−1−h+ν h−ν−1
(AB
)
≡ K
(
A
B
)
. (25)
Similarly, we can solve for the next cell (2l < z < 4l) to find
(
Cˆ
Dˆ
)
=
−h
−
ν h
+
ν−1+h
+
ν h
−
ν−1
h−ν h
+
ν−1−h+ν h−ν−1
−2h−ν h−ν−1
h−ν h
+
ν−1−h+ν h−ν−1
2h+ν h
+
ν−1
h−ν h
+
ν−1−h+ν h−ν−1
(h−ν h
+
ν−1+h
+
ν h
−
ν−1)
h−ν h
+
ν−1−h+ν h−ν−1
(Aˆ
Bˆ
)
= K
(
Aˆ
Bˆ
)
(26)
and therefore we have four constants A,B, Aˆand Bˆ to be determined. In order
to get this we impose the following conditions
ψ(2l) = e2iqlψ(0), (27)
ψ(4l) = e2iqlψ(2l), (28)
ψ(2l+) = ψ(2l−), (29)
ψ′(2l+)− ψ′(2l−) = − 2c
bL
ψ(2l). (30)
The first of the above conditions can be written as
e2iql
(
hˆ+ν hˆ
−
ν
)(A
B
)
=
(
hˆ+ν hˆ
−
ν
)(C
D
)
=
(
hˆ+ν hˆ
−
ν
)
K
(
A
B
)
, (31)
where we have used H(2l) = H(0) ≡ hˆ, resulting in
B = − hˆ
+
ν K11 + hˆ
−
ν K21 − e2iqlhˆ+ν
hˆ+ν K12 + hˆ
−
ν K22 − e2iqlhˆ−ν
A ≡ fA (32)
and identically for the second condition
Bˆ = − hˆ
+
ν K11 + hˆ
−
ν K21 − e2iqlhˆ+ν
hˆ+ν K12 + hˆ
−
ν K22 − e2iqlhˆ−ν
Aˆ = fAˆ. (33)
From the third condition we get
Aˆhˆ+ν + Bˆhˆ
−
ν = e
2iql(Ahˆ+ν +Bhˆ
−
ν ) (34)
and using the last two relations we find
Aˆ = e2iqlA. (35)
The last two conditions are identical to the contour conditions used in z = l
and z = 3l, therefore from them we obtain(
Aˆ
Bˆ
)
= Kˆ
(
C
D
)
= KˆK
(
A
B
)
= KˆK
(
A
fA
)
(36)
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where Kˆ is the same matrix as K with h → hˆ. Using now the Eqs. (32),(33)
and (35) we get (
e2iql
fe2iql
)
= KˆK
(
1
f
)
(37)
and finally we arrive to
cos(lq) =
(jνnν−1 + jν−1nν)(jˆν nˆν−1 + jˆν−1nˆν)− jˆν−1jˆν(jν−1jν + 3nν−1nν)
2(jνnν−1 − jν−1nν)(jˆν nˆν−1 − jˆν−1nˆν)
− nˆν−1nˆν(3jν−1jν + nν−1nν)
2(jνnν−1 − jν−1nν)(jˆν nˆν−1 − jˆν−1nˆν)
. (38)
The above equation gives us a dispersion relation for the mass, where one can
find, for example, the mass gap of the system considered. In order to obtain
numerical results we have to discuss the magnitude of the parameters involved.
We have that mc2 = (~c) 1l where we can compare units of mass and length.
For this purpose we use ~c ' 200MeV × 10−15m. In the case where l > L, the
corrections for the newtonian potential for particles localized to a 3-brane at
the intersections of branes with negative tension is approximately given by [18]
VN ' −GNM1M2
r
(
1 +
al3
L2
e−br/l
r
)
, (39)
where a and b are constants of order unity. With that we can have gravity in the
observational bounds, i.e., l
3
L2 ≤ 1mm. For this case M2PL ∼ M3∗Lℵ (ℵ is the
number of branes in the crystal and L is the AdS radius). The fundamental scale
should satisfy M∗ ∼ lL ·TeV . If l ∼ eV −1  1mm we find ℵ ∼ 1016 branes and
M∗ ∼ 100TeV ( lL ∼ 100). That is the result we put in our numerical analysis.
In the next sections we present the results for each case of bosonic fields in
detail.
4 Scalar Field on the Crystal Manyfold
In this section we consider the scalar field case. Before analyzing the massive
modes we must look for the localization of the zero mode. The action for the
scalar field without the dilaton coupling is given by
S =
∫
d4xdz
√−GGMN∂MΦ∂NΦ (40)
and the zero mode is obtained by considering Φ = χ(x), which is equivalent to
set m = 0. Considering the metric in the form of Eq. (1) we get for the effective
action
S =
∫
dzΩ3(z)
∫
d4xηµν∂µχ∂νχ, (41)
and according to the solution
∫
Ω3(z) <∞ we have a well defined four dimen-
sional action. It is clear that the scalar field is localized without the necessity of
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the dilaton coupling. This coupling will not change the localizability of the field,
but it must be considered because of the gauge field localization. Therefore, due
to consistency it will be include in the analysis.
To find the massive modes we should solve the equation of motion. Here we
use the metric defined by Eq. (4). As we have found before, the potential is
written in a general form
U¯(z) = ciA¯
′′
(z) + c2i [A¯
′(z)]2. (42)
The prime means a derivative with respect to z, and to obtain that result we
have used dy/dz = e−biA, where the label i = 1 and 2 stands for the case with
and without the dilaton, respectively, and are given by
b1 =
3
4
, c1 =
(
3
2
+
λ
√
3M3
2
)
;
b2 = 1, c2 =
3
2
, (43)
and we get
ν21 =
(
5
2
+
2λ
√
3M3
3
)2
;
ν2 = 2. (44)
5 The Gauge Field in Crystal Manyfold
Now we consider the gauge field living in the crystal manyfold. The action for
this field is given by
SX =
∫
d5x
√−G[YM1M2YM1M2 ], (45)
where YM1M2 = ∂[M1XM2] is the field strength for the 1−form X. The study of
the zero mode is made using XM1 = XM1(x
µ) and, as said in the second section,
we must consider the metric given in Eq. (1) for the case without the dilaton
coupling. In this case we get the effective action
SX =
∫
dzΩ
∫
d4x[Yµ1µ2Y
µ1µ2 ]. (46)
Like in the case with just one brane
∫
dzΩ =∞, and we have a ill defined action.
However, we can consider the coupling of this field with the dilaton, with action
given by
SX =
∫
d5x
√−Ge−λpi[YM1M2YM1M2 ], (47)
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where λ is the dilaton coupling. With this and using the metric defined in Eq.
(4) the effective action becomes
SX =
∫
dzΩ(
5
4−λpi)
∫
d4x[Yµ1µ2Y
µ1µ2 ]. (48)
The integration must be performed in the crystal manyfold. However, as men-
tioned previously, the finiteness of the z dependence is reduced to the finiteness
of integral in one cell. With the expression for Ω we see that this is reached if
λ > −1/
√
3M3. This is the same condition as that obtained for the localization
of gauge field in the model with just one brane. In order to analyze the massive
modes, we must come back to the metric defined by Eq. (4). The equations of
motion are given by
∂M1(
√−GGM1PGM2QYPQ) = 0. (49)
We use a gauge freedom to fix Xy = ∂
µXµ = 0 and by using the transfor-
mations dzdy = e
−3A/4 and dzdy = e
−A respectively, we reach the potentials for the
Schro¨dinger-like equation for the cases with and without the dilaton as before
U¯(z) = ciA¯
′′
(z) + c2i [A¯
′(z)]2, (50)
where now
b1 =
3
4
, c1 =
(
1
2
+
λ
√
3M3
2
)
,
b2 = 1, c2 =
1
2
, (51)
and we get
ν21 =
(
7
6
+
2λ
√
3M3
3
)2
,
ν2 = 1. (52)
6 The Kalb-Ramond Field in Crystal Manyfold
Now we turn our attention to the Kalb-Ramond field. The action for this field
is defined by
SX =
∫
d5x
√−GYM1M2M3YM1M2M3 , (53)
where YM1M2M3 = ∂[M1XM2M3] is the field strength for the 2−form X. Again,
we must consider the zero mode given by XM1M2 = XM1M2(x
µ), with an effec-
tive action in the conformal metric (1) given by
SX =
∫
dzΩ−2
∫
d4x[Yµ1µ2µ3Y
µ1µ2µ3 ], (54)
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and, as in the gauge field case, we have a ill defined effective action since∫
dzΩ−2 = ∞. Now we turn to the action with the dilaton coupling defined
by
SX =
∫
d5x
√−Ge−λpiYM1M2M3YM1M2M3 , (55)
where again λ is the dilaton coupling. With this and using the metric in Eq.
(4) the effective action becomes
SX =
∫
dzΩ(−
3
4−λpi)
∫
d4x[Yµ1µ2Y
µ1µ2 ]. (56)
With the expression for Ω we see that the zero mode localization is reached
if λ > 7/4
√
3M3. Again we find the same condition as that obtained for the
localization of Kalb-Ramond field in the model with just one brane. Now we
analyze the massive modes coming back to the metric defined by Eq. (4). The
new equation of motion is:
∂M (
√−GGMPGNQGLRe−λpiHPQR) = 0. (57)
Here, we can use gauge freedom to fix Xµ1y = ∂
µ1Xµ1µ2 = 0 and by using the
transformations dzdy = e
−3A/4 and dzdy = e
−A respectively, we have the following
expression for the constants bi and ci
b1 =
3
4
, c1 =
(
−1
2
+
λ
√
3M3
2
)
,
b2 = 1, c2 = −1
2
, (58)
and we obtain the solutions
ν21 =
(
−1
6
+
2λ
√
3M3
3
)2
,
ν2 = 0. (59)
7 The q−Form Field in Crystal Manyfold
Now we can readily generalize our previous results to a q−form in a p−brane,
where p = D − 2. In a recent paper the authors have considered this issue and
we are going to use those results here [46]. Just as before we must consider the
cases with and without the dilaton coupling. The action is given by
SX =
∫
dDx
√−G[YM1...Mq+1YM1...Mq+1 ] (60)
and considering XM1M2M3 = XM1M2M3(x
µ) with the metric of Eq. (1) we arrive
at the effective action
SX =
∫
dzΩD−2(q+1)
∫
d4x[Yµ1...µq+1Y
µ1...µq+1 ]. (61)
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Figure 1: The lowest mass modes for the case without dilaton and the scalar
field ν = 2
It is evident why the gauge field is not localizable in five dimensions. From
the above we get the condition q < (D − 3)/2, which for D = 5 give us q < 1.
We also see that in higher dimensions we can have localized form fields without
the inclusion of the dilaton coupling. However, if we want to localize all the
form fields we must consider the dilaton coupling with an action defined by
SX =
∫
dDx
√−Ge−λpi[YM1...Mq+1YM1...Mq+1 ] (62)
and considering again XM1M2M3 = XM1M2M3(x
µ) and Eq. (4) we get the effec-
tive action
SX =
∫
dzΩ(p−2q+
1
4−λpi)
∫
d4x[Yµ1...µq+1Y
µ1...µq+1 ]. (63)
From the above expression we get the condition λ > (8q − 4p+ 3)/4
√
3M3 for
localization. We must note that all the previous conditions are enclosed in this
one. This expression is the same obtained for the localization in the case of one
brane. To consider the massive modes we must consider the metric defined by
Eq. (4), and the equations of motion for this case is given by
∂M (
√−ggMN1 · · · gMqNq+1YN1...Nq+1) = 0. (64)
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Using the gauge freedom to fix Xµ1···µq−1y = ∂
νXν...µq = 0 and the transforma-
tions dzdy = e
−3A/4 and dzdy = e
−A we arrive to the following expressions for the
parameters bi and ci;
b1 =
3
4
, c1 = −
(
α
2
+
3
8
)
,
b2 = 1, c2 =
(p
2
− q
)
, (65)
with α = (8q − 4p− 3)/4− λ
√
3M3. From these the solutions are given by
ν21 =
(
2α
3
)2
,
ν22 =
(
1 + p
2
− q
)2
. (66)
8 Results and discussions
The important information one can get from the calculations in previous sections
is the allowed values of mass for each field. That can be obtained by solving
numerically the equation (38) for the cases with and without dilaton. For the
case without dilaton, we solve Eq. (38) for the scalar field using ν = 2, for the
gauge field ν = 1, and the Kalb-Ramond feld ν = 0. The allowed masses for
the scalar field are shown in Fig. 1 where the lowest mass modes are plotted.
As one can see, the lowest mode or the gap of mass has its maximum value
at q = 0, and for small values of |q| there are only four allowed mass values.
The interesting feature about the dispersion relation equation is that due to
the property of the Bessel function j−1 = −j1 and n−1 = −n1, the gauge field
and the Kalb-Ramond field have the same mass dispersion as shown in Fig. 2.
The main characteristic of these fields is that around q = 0 no mass is allowed.
In fact for m > 0.5 the existence of mass particles is restricted to values of
q ≈ 0.5pi/l.
When considering the dilaton, depending on the coupling the order of the
Bessel functions in the dispersion relation can be non-integer. For λ = 1/
√
(3M3)
Figure 3 shows the mass dispersion for the q = 0, 1, and 2 forms in panels a,
b, and c respectively. For the scalar field Fig. 3a shows a different behavior
from the Fig. 1 the main effect is now the existence of more mass modes around
q = 0. A similar effect happens for the gauge field, whereas in Fig. 1 there was
no allowed mass for q = 0, one can see two possible values of mass in Fig. 3b.
The dilaton coupling breaks the degeneracy of the mass modes for the gauge and
Kalb-Ramond fields. Now, the two spectra are very different (see Fig. 3c). The
main effect of the coupling is to change the order of the Bessel functions. The
behavior of the lowest mass modes against the Bessel function order is shown
in Fig. 4.
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Figure 2: The mass modes for both the gauge (ν = 1.0) and Kalb-Ramond
(ν = 0.0) fields
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Figure 3: The mass spectrum for fields with a dilaton coupling λ = 1/
√
(3M3):
a) for the scalar field (ν = 3.17), b) for the gauge field (ν = 1.84) and c) the
Kalb-Ramond field (ν = 0.5)
In the Figure 4a it is possible to distinguish two regimes: for ν > 1 the
mass values increases, while for ν ≤ 1 the masses have a parabolic behavior.
For q = 0.0 Fig. 4b shows that below ν ≈ 5/3 no masses are allowed. These
results leads to the fact that controlling the dilaton coupling one can generate
or suppress mass modes. A similar effect can be obtained by playing around
with the dimension D and the form of the field q. For example, in order to get
ν = 5/3 one can have a dilaton coupling λ = 3(3M3)−1/2/4 and the condition
q = (2 + D)/2, i.e., only an even dimension is allowed to give an integer q
form: for D = 2 we must have q=2. When considering λ = 7(3M3)−1/2/4 the
condition is q = (3 + D)/2, in this case only an odd dimension can give an
integer q. In this case for D = 1 we can have q = 2.
Another interesting aspect of the mass dispersion relation is the lowest mass
behavior against the spacing between the branes as shown in Figure 5. In
there, for several values of ν the mass mode decreases as m(l) ∝ 1/l. For large
separations the are not interfering with each other and the system behaves like
a single brane and no gap appears for any any q-form or dilaton coupling.
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Figure 4: The mass dispersion against the order of the Bessel function for: a)
q = 0.5pi/l, and b) q = 0.0
9 Conclusions
In this paper we studied aspects of bosonic fields subject to a gravitational back-
ground generated by a brane crystal system, where the simple case of branes
distributed only along one extra spatial dimension was considered. The behav-
ior of the scalar field, the gauge vector field, the Kalb-Ramond field and general
q-forms was analyzed. The dispersion relation for the mass was presented for
each field mentioned above. Without the dilaton we noted that the Gauge and
the Kalb-Ramond fields have the same mass spectrum when D = 5. However
for a lower dimension, for example D = 3, the scalar field and the gauge field
will have the same spectrum. This is an interesting result, since different fields
can have the same allowed values of mass for bosonic particles. Even with the
introduction of the dilaton coupling, different forms with different couplings can
have the same allowed values of mass. Therefore, the main conclusion is the fact
different bosonic fields can produce particles with the same mass. Another im-
portant aspect, is the analogy with the problem of an electron traveling through
a periodic potential. In that case, one can calculate the allowed values of the
electron’s energy where the fields used here make the role of constraints in the
potential of the 1D-crystal. That opens the possibility to relate physical effects
in condensed matter physics to the physics of extra dimensions.
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A natural extension of this work is to study fermions subject to the same
background. Besides, it is very important to avoid physical space-time singular-
ities due to the delta function like branes. In this case, we could propose smooth
configurations mimicking the crystal. Such configurations can be obtained as
approximated multi-kink solutions of a specific scalar field configuration. These
are discussions left for future researche.
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Figure 5: The lowest mass mode for different values of the Bessel function order
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