State estimation in process tomography (Tilanestimointi prosessitomografiassa) by Seppänen, Aku


























































5.1 2D example 59
Figure 5.1: Parabolic velocity field in a straight two-dimensional pipe.
Figure 5.2: Concentration on the input boundary of the pipe. The vertical axis
corresponds to r2-coordinate, and the horizontal axis corresponds to time. Time
evolves from right to left.
constant pressure gradient [26]. The radius of the pipe was 5 cm, and the length
of the pipe segment was 40 cm. The mean velocity v1,mean was assumed to be
450 cm s−1. Assuming that the fluid is saline, the Reynolds number Re is of order
105. Hence, in fact, the laminar assumption behind the Navier-Stokes model is not
valid; usually the flow gets turbulent when the Re is of order 103. However, the
goal of this study is not accurate modeling of fluid dynamics but testing the state
estimation approach in the case that the velocity field is known. The future steps
of the research will include improving the fluid dynamical models. On the other
hand, it appears in Section 5.1.2 that the estimation scheme is not very sensitive
to mismodeling the fluid dynamics of the system. That is, the state estimates are
often usable even when the velocity field is somewhat biased.
The time-varying concentration distribution ct was computed by using the fi-
nite element approximation of the convection-diffusion model (3.1–3.4), see Chap-
ter 3. Figure 5.2 represents the Dirichlet data cin = cin(r¯, t) on the input boundary
∂Ωin. The concentration distribution was computed using a spatially uniform FE
mesh with 1698 nodes and 3240 elements. A few states of the concentration dis-
tribution 1 are shown in Figure 5.4 (left column).
Simulated measurements
The voltage measurements were simulated by using the FE approximation of the
complete electrode model, as described in Section 4.2. The internal potential u
was approximated with second order basis functions [209]. The placement of the
electrodes, and the FE mesh are illustrated in Figure 5.3 (left hand side). The EIT
1In the sequel the (simulated) target distribution is referred to as the true concentration
distribution, although it does not represent a real life process. This notation is used in order to
distinguish the actual target evolution and the estimates.
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FE mesh is nonuniform. Specifically, the mesh is refined in the neighbourhood of
electrodes, where the current density is highest. Such a choice is known to reduce
modeling errors due to discretization significantly. The number of elements in the
FE mesh was 5250. When computing the EIT measurements, the dependence
between concentration and conductivity (see Section 4.2.4) was taken to be linear,
instead of model (4.35). This choice, however, does not induce any particular
relief since the observation model is nonlinear in any case. Moreover, since the CD
and EIT FE meshes were not conformal, interpolation between these meshes was
needed. Linear interpolation was used.
Figure 5.3: The FE mesh used in EIT computations. The denser grid on the left
hand side was used in forward simulations, and the grid on the right hand side
in inverse computations. The thick lines indicate the placement of electrodes.
The voltages corresponding to each current injection were assumed to be mea-
sured instantly. As noticed in Section 4.4, this is usually an adequate approxima-
tion. The time between consecutive current injections was assumed to be 5 ms.
Since the mean velocity v1,mean was 450 cm s
−1, the target moved, on average, 2.25
cm during each of these time intervals. Furthermore, a frame of measurements in
stationary inversion consists of measurements corresponding to 16 current injec-
tions. Thus, during one frame target moves in average about 35 cm. Bear in mind
that the length of the pipe segment was 40 cm. These figures indicate that the rate
of target change is very high in comparison with the rate of EIT measurements,
and thus it is expectable that stationary estimation methods do not provide very
reliable estimates in this case.
The computed voltages were corrupted with observation noise. The simulated
observation noise consisted of two components, both being zero-mean Gaussian
noise. The standard deviation (std) of the first component was 1% of the cor-
responding observation, and the std of the second component was 0.1% of the
maximum voltage.
5.1.1 State estimation with known velocity field
The state estimates for the concentration were computed by using the linearized
Kalman filter and the fixed-interval Kalman smoother. That is, the nonstationary
observation model of EIT (4.55) was linearized at a global linearization point c∗,
see Section 2.2.1. The globally linearized observation model of EIT is of the form
Vt = R
∗
t (c∗) + JR∗t (ct − c∗) + vt (5.2)
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Figure 5.4: Left column) The true concentration distribution; Middle column)
Kalman filter estimates; Right column) Fixed-interval Kalman smoother esti-
mates.
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Figure 5.5: Variances of the estimation error for Kalman filter (left) and the
fixed-interval Kalman smoother (right).
where V consists of one frame, that is, measurements corresponding to 16 cur-
rent injections. The optimization problem (5.11) was solved with Gauss-Newton
iteration. The regularization matrix Lc was chosen to be a first order discrete
differential operator, corresponding to smoothness prior (see Section 4.3.2). More
specifically, the matrix product Lcc gives the components of the gradient ∇c(r¯) in
every element of the FE mesh [104, 105]. Note that since c is approximated in a
piecewise linear basis, the gradient in each element is constant. The regularization
parameter α was tuned based on a (simulated) stationary data set corresponding
to one state of the concentration distribution. The stationary estimates ĉα corre-
sponding to four frames of the nonstationary data set are shown in Figure 5.6. As
expected the stationary estimates are not very useful because the target changes
considerably during the measurement set. It is worth to point out that – perhaps
unexpectedly – the stationary estimates corresponding to a nonstationary target
are generally not temporal averages of the true distribution.
Figure 5.6: Stationary reconstructions.
5.1.2 Sensitivity to mismodeling of velocity fields
To investigate the robustness of the estimation scheme, several CD models with
biased velocity fields were constructed. In all these models the velocity profile was
assumed to be of parabolic form (5.1). However, the average velocity v1,mean was
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biased. All the other parameters in the CD model were selected as in the case of
correct velocity field, see Section 5.3. The state estimates coresponding to biased
evolution models were computed by using the Kalman filter (5.3–5.7). Again, no
spatial prior information was used in state estimation.
Figure 5.7 illustrates the evolution of two state estimates, corresponding to
models with average velocities 200 cm s−1 and 700 cm s−1. As expected, the state
estimates with biased CD models are not as accurate as the estimates with the
correct CD model (See Figure 5.4, middle column). However, taking into account
that the assumption of flow field behind these estimates is highly biased (by more
than 50 %), the estimates are surprisingly reliable.
Next, the reliability of the state estimates was evaluated by relative estimation
error e˜c
e˜c =
1
T
∫ T
0
∫
Ω
(
ct|t − ct
)2
dΩ∫
Ω
c2tdΩ
dt . (5.12)
Figure 5.8 (left hand side) displays the relative estimation error e˜c for state es-
timates corresponding to average velocities v1,mean = 0 cm s
−1, . . . , 900 cm s−1.
Predictably, the estimation error gets smaller when the average velocity in the
evolution model gets closer to the correct value 450 cm s−1. Furthermore, it can
be deduced that small – even moderate – inaccuracies in CD model do not result
severe errors in the state estimates. This is an important feature, because in the
real applications of process tomography the velocity field is not usually known
accurately. For numerical study in which the shape of the velocity profile is also
incorrect, see [181].
Now that the state estimates have been computed corresponding to different
a priori determined velocity fields, it is relevant to pose a question: Is it possible
to estimate the velocity field based on EIT? In other words, given the estimates
corresponding to different evolution models, can we infer which model is the most
accurate one? Such considerations are clearly associated with the question of how
informative the EIT measurements are. Strictly speaking, the inference of the
velocity field necessitates that computed voltages V̂t = R
∗
t (ct|k) corresponding to
state estimate with accurate model fit better with the measured voltages Vt than
computed voltages corresponding to inaccurate models. This is not necessarily
quaranteed, since the measured voltages are always corrupted with observation
noise. In addition, the observation model can also be biased. In order to seek
for an answer to above questions, the variance of the discrepancy between the
measured and the computed voltages
e˜V =
√√√√ 1
TNV
T∑
t=1
‖Vt − V̂t‖22 (5.13)
was calculated for all the state estimates corresponding to average velocities
v1,mean = 0 cm s
−1, . . . , 900 cm s−1. The results are illustrated in Figure 5.8
(right hand side). Mere visual inspection of the variance plot gives an image
that the mean velocity probably is, roughly, 500cm s−1, because the descrepancy
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Figure 5.7: The true concentration distribution (Left column), and the Kalman
filter estimates with biased evolution models. The middle column corresponds
to evolution model with average velocity 200 cm s−1 and the right column 700
cm s−1. The true average velocity was 450 cm s−1.


5.3 Parameters of the CD model 69
Figure 5.10: The 3D pipe flow example. The true concentration distribution
(left column), the Kalman filter estimates (middle column) and the fixed-interval
Kalman smoother estimates (right column).
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The stochastic CD model is of the form
ct+1 = Ftct + st+1 + wt+1, (5.14)
see Chapter 3 and Appendix 2. Thus, in state estimation the matrix Ft, the vector
st+1 and the covariance of the state noise wt+1 are needed. Computation of the
state transition matrix Ft requires the velocity field v¯ and the diffusion coefficient
κ. In this chapter both v¯ and κ are assumed to be known (albeit in Section 5.1.2
the assumed velocity field v¯ is incorrect). Further, the deterministic input term
st+1 is of the form
st+1 = Y c¯in,t+1 (5.15)
where the matrix Y = Y (v¯, κ) is defined in Appendix 2, and c¯in,t+1 is the average
input concentration. Because the best homogeneous estimate for the concentration
ĉbh can be considered as an estimate for the average concentration, ĉbh was here
used as c¯in,t+1. Furthermore, the stochastic input term wt+1 in (5.14) is of the
form wt = Y ηt + Het where the matrix H = H(v¯, κ) is also defined in Appendix
2. The first noise term, ηt, is the stochastic (unknown) part of the input. The
second term et ∼ N (0,Γet) models the uncertainty/inaccuracy of the discretized
CD equation in the nodes of the FE mesh. If the input noise ηt is approximated
with Gaussian distribution, ηt ∼ N (0,Γηt), the state noise wt is also Gaussian,
and the covariance matrix of the noise wt is
Γwt = Y ΓηtY
T +HΓetH
T. (5.16)
Thus, the parameters that need to be fixed before state estimation are:
v¯, κ, c¯in,t+1,Γηt and Γet . In addition, the initial guess for concentration, c0|0 and
the associated covariance Γ0|0 are needed. Table 5.1 lists the chosen values for all
these parameters. The parameter values are expressed in terms of ĉbh, the best
homogeneous estimate. Explanation is given below.
Table 5.1: Parameters of the stochastic CD model.
Parameter Symbol Value
Velocity field v¯ assumed to be known
Diffusion coefficient κ assumed to be known
Deterministic input c¯in,t ĉbh
Covariance of the input noise Γηt (
1
4 ĉbh)
2I
Covariance of the nodal noise Γet (
1
40 ĉbh)
2I
Initial concentration c0|0 ĉbh
Initial covariance Γ0|0 ( 110 ĉbh)
2I
Table 5.1 is illustrative, because it shows how the parameters in state esti-
mation can be selected based on a priori knowledge of the target. Consider for
example the stochastic input term ηt. According to Table 5.1 the std of the ηt
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Figure 6.1: Example 1: Parabolic velocity field. Left column) The true con-
centration distribution; Middle column) Extended Kalman filter estimates; Right
column) true (dotted line) and estimated velocity profile (solid line).
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Figure 6.2: Example 1: Parabolic velocity field. Left) Time evolution of the
estimate for the mean velocity (solid line). The dashed line represents the true
mean velocity. Right) Profiles of the true velocity (dashed line) and the estimated
velocity (solid line) at the final time step.
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Figure 6.3: Example 2: Time-dependent velocity field. Left) Time evolution of
the estimate for the mean velocity (solid line). The dashed line represents the
true mean velocity. Right) Profiles of the true velocity (dashed line) and the
estimated velocity (solid line) at the final time step.
The true and the estimated velocity profile at the final time step are drawn in
Figure 6.5. The quality of the estimate is very good, taking into account that it
is impossible to write the true velocity profile exactly as linear combination of the
chosen basis functions.
The state estimates are illustrated in Figure 6.6. Again the estimates for both
the concentration and velocity are very close to true values.
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Figure 6.4: Example 3: Nonsymmetric velocity field. Left) Profile of the true
velocity field; Right) Profiles of the three basic functions for the velocity field.
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Figure 6.5: Example 3: Nonsymmetric velocity field. Profiles of the true velocity
(dashed line) and the estimated velocity (solid line) at the final time step.
6.5 Discussion
In this chapter the state estimation problem in process tomography was considered
in cases that the velocity field is partly unknown. The velocity estimation problem
was written in the form of parameter identification problem, and the velocity
parameters were estimated simultaneously with the concentration distribution on
basis of the EIT observations. The numerical results indicate that estimation of
velocity fields based on EIT is possible, at least with certain accuracy. However,
certain limitations for accuracy of the velocity estimates exist. Taking into account
that even the conventional reconstruction problem – determining the concentration
distribution – is an ill-posed inverse problem, it is clear that increasing the number
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Figure 6.6: Example 3: Nonsymmetric velocity field. Left column) The true
concentration distribution; Middle column) Extended Kalman filter estimates;
Right column) true (dotted line) and estimated velocity profile (solid line).
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Figure 7.2: Left) The finite element mesh. The thick lines on the boundary
represent the electrodes. Right) The velocity field used in the convection-diffusion
model.
7.1.3 Results
Figure 7.3 shows a set of nonstationary EIT reconstructions together with snap-
shots from the video. The images correspond to sampling times t = 4, 8, . . . , 40.
The reconstrucions are quite feasible, although the radial location of the resistive
target (ball) is a bit inaccurate at certain times. Further, at certain time steps the
ball is stretched in the reconstructions. This is due to the use of single phase flow
models in modeling the target evolution. Indeed, a more careful analysis of the
reconstructions reveals that streching of the ball occurs at instants when sensitiv-
ity of the EIT measurements is low at the location of the ball; at those instants
the movement of the ball is solely based on prediction obtained using the (single-
phase) evolution model. However, when the ball moves on, and reaches a region
with higher sensitivity the artefact due to single-phase flow model disappears.
7.2 Application to a stationary case
In this section a stationary EIT reconstruction problem is solved by using the
state estimation approach. The idea of using state estimation for solving the
stationary problem was already introduced in [205] where the extended Kalman
filter (EKF) was used in stationary EIT. However, the EKF recursions were found
to be slow in comparison with stationary methods, especially with the conjugate
gradient method. In [205] the spatial prior information was implemented to the
reconstructions in the manner discussed in Section 2.4. In this section a novel,
less time- and storage-demanding method for implementing the spatial prior is
introduced. However, the aim of this section is only to give an example of the
versatility of the state estimation approach, not suggest a novel algorithm for
stationary EIT. Furthermore, only the globally linearized Kalman filter is used
86 7. Experimental studies
Figure 7.3: The top views of the target and the reconstructions.
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here.
Consider the stationary reconstruction problem. As in the nonstationary case,
the observation model corresponding to each current injection can be written sep-
arately. The globally linearized observation model of EIT is of the form
Vt = R
∗
t (c∗) + JR∗t (ct − c∗) + vt (7.1)
where Vt is the voltage data corresponding to t
thcurrent injection, and all the other
variables are defined as in Section 5.1.1. In stationary case the concentration dis-
tribution does not change between consecutive current injection. Thus, stationary
case the evolution model is simply
ct+1 = ct (7.2)
or ct+1 = Ftct +wt, where the evolution matrix is an identity matrix Ft = I, and
the covariance of the state noise wt is an all-zero matrix Γwt = 0. With these
models the prediction steps (5.3–5.4) Kalman filter recursions take the form
ct|t−1 = ct−1|t−1 (7.3)
Γt|t−1 = Γt−1|t−1 (7.4)
and the measurement update equations are as (5.5–5.7).
In principle, the stationary reconstructions can be computed using the recur-
sions (7.3–7.4, 5.5–5.7) after initializing determining the intial state c0 and the
associated covariance Γ0. However, generally the recursions yield to unstable solu-
tions. This is because the spatial prior information was not yet implemented to the
reconstruction. The spatial prior information can be implemented to state-space
representation by considering the prior information as fictious observations as in
Section 2.4 and in [205].
An alternative way to incorporate the spatial prior information to the state
estimates is to write prior in the initial parameters c0 and Γ0. Consider for example
a case of smoothness prior. Now, c0 can selected to be the expectation and Γ0 a
covariance matrix corresponding to a smoothness prior. Since the evolution model
(7.2) states that the target remains unchanged during all the current injections,
we have actually posed the smoothness prior for all the time instants.
The above idea was tested with experiments. Figure 7.4 (top left) displays the
target. The flat tank was filled with saline. In addition, two metallic sylinders were
placed in the tank. The stationary reconstructions were computed by using the
linearized Kalman filter as described above. The smoothness prior for the initial
state was constructed in the way described in [101]. The reconstructions corre-
sponding to first five current injections are shown in Figure 7.4. The reconstructed
images clearly illustrate the performance of the algorithm. The first estimate (top
row, second column) is smooth, although quite inaccurate. In the second estimate
(top row, third column) the larger cylinder is already quite well localized. In the
reconstructions corresponding to third, fourth and fifth current injection, both of
the cylinders are tracked. After the fifth current injection the estimates remain
practically unchanged.
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Figure 7.4: The stationary target, and the Kalman filter reconstructions.
7.3 Discussion
In this chapter two experimental studies were carried out. The aim of the first
study, in Section 7.1, was the experimental evaluation of state estimation approach
with fluid dynamical models. The quality of the state estimates was rather good
taking into account that the target changed in such a high rate that all the sta-
tionary reconstruction schemes would have resulted useless estimates. One might
criticize, however, the use of single-phase flow models in a case of multi-phase sys-
tem. Indeed, the state estimates possess certain characteristic errors due to use of
single-phase models. On the other hand, the fact that the state estimates are quite
reliable even though the evolution model is somewhat biased is a very appealing
result. In industrial applications the velocity field is never known accurately. The
experimental results thus confirm the numerical results (Section 5.1.2) which sug-
gested that the state estimates are relatively tolerant to mismodeling the velocity
field.
Further, the nonstationary example in Section 7.1 illustrates an interesting
feature associated with nonstationary imaging. In this example, in fact, the move-
ment of the target improves the sensitivity of the tomographic system in compar-
ison with the stationary case. Keep in mind that the electric current was injected
repetitively between a single pair of electrodes. In a stationary case such a choice
would result in poor reconstructions due to low overall sensitivity of the mea-
surements. In nonstationary case, however, the whole target got scanned due to
rotation, and the reconstructions were quite reliable.
The second study, in Section 7.2, illustrated how the state estimation approach































