Angular statistics of cosmological observables are hard to compute. The main difficulty is due to the presence of highly-oscillatory Bessel functions which need to be integrated over. In this paper, we provide a simple and fast method to compute the angular power spectrum and bispectrum of any observable. The method is based on using an FFTlog algorithm to decompose the momentumspace statistics onto a basis of power-law functions. For each power law, the integrals over Bessel functions have a simple analytical solution. This allows us to efficiently evaluate these integrals, independently of the value of the multipole . In particular, this method significantly speeds up the evaluation of the angular bispectrum compared to existing methods. To illustrate our algorithm, we compute the galaxy, lensing and CMB temperature angular power spectrum and bispectrum.
Introduction
In cosmology, some observables such as galaxy number density or CMB anisotropies are measured on the two-dimensional sky. To compare theoretical predictions with observations, physical quantities computed in momentum space must be projected on a sphere:
where χ is the comoving distance to the observable, z the corresponding redshift and W O (χ) is a window function. This projection involves an integral over a spherical Bessel function j (x) which, for large values of the multipole , becomes highly oscillatory and therefore particularly difficult to integrate numerically. In some applications, it is possible to alleviate this issue by using the Limber approximation (and its improvements [1] ) or the flat-sky approximation. In some other cases, this is not possible and one has to resort to numerical integration to solve the k-integral [2] [3] [4] [5] .
In this work, we provide a new efficient way of computing these integrals. Our strategy consists in projecting the statistics of O(k, z), such as the power spectrum, onto a basis of (complex) power law functions using a simple FFTlog algorithm [6] . For power laws in k, the integrals involving spherical Bessel functions can be done analytically. The full calculation then boils down to computing simple time integrals of relatively smooth functions. This significantly reduces the numerical cost of evaluating angular correlation functions. We show how to apply this method to many observables of interest such as galaxy tomography, lensing potential and CMB temperature anisotropies and, for each of them, we compute both the angular power spectrum and bispectrum.
Note.-All computations are done using Mathematica [7] . Our code can be found in the source file of the preprint of this paper. To produce the plots, we use a flat ΛCDM cosmology with Ω b h 2 = 0.2207, Ω c h 2 = 0.12029, h = 0.6711, τ = 0.0925, ∆ 2 ζ = 2.215 × 10 −9 and n s = 0.96.
Method and Main Results
In this section, we detail our method to compute the statistics of a cosmological observable projected on the sky. Let us consider an observable O (such as e.g. galaxy number density in a given redshift bin, lensing potential or CMB fluctuations). The corresponding quantity which is observed on the sky is
where χ is the comoving distance, z ≡ z(χ) the corresponding redshift and W O (χ) is a window function. In most cases, the l.h.s. of this equation is expanded in spherical harmonics while the r.h.s. is computed in momentum space. Using the plane wave expansion of e ik·x in spherical harmonics e ik·x = 4π
we get the well-known projection formula:
It is then straightforward to derive the expression for the n-point correlation function of this projected observable: However, in order to avoid clutter, we won't put any additional labels on O to differentiate them.
In this work, we only consider the power spectrum and the bispectrum and assume that both correlation functions are separable: 2
(2.5)
As we will see in the next two sections, these conditions are met in many cases of interest in cosmology. Usually, the power spectrum P O ≡ O 1 O 2 is written as a function of only one momentum since the delta function imposes k 1 = k 2 . Similarly, the bispectrum
is physical only when the three wavenumbers satisfy the triangle inequality. However, we will consider all wavenumbers to be independent variables and impose momentum conservation only at the very end of the calculation. One may be worried that the extension of the correlators to regions where the set of wavenumbers is not physical is not unique. For example, one could have equally chosen the r.h.s. of (2.5) to be
As we will see, this is however not a problem since imposing the delta function at the end will only pick up the contributions from the physical momentum regions. The delta function in the correlators is expanded in plane waves:
We then use the plane wave expansion (2.2) to write e −ik i ·r in terms of spherical harmonics and spherical Bessel functions. The angular integration overk i in (2.4) can then be easily performed 1 Even though we are considering non-equal time correlators, there is a momentum-conserving delta function as a consequence of invariance under time-independent translations. 2 Our method will also work for higher-point correlation functions, provided that they can be written as products of functions of wavenumbers ki as in (2.5) and (2.6) . Progress in that direction was made in [8, 9] , where it was shown how higher-point correlation functions can be projected onto a basis of separable shapes.
and we are left with integrals over r and k i . Given that the integrals in k i are separable, we get
where G 1 2 3 m 1 m 2 m 3 is a geometrical factor-the Gaunt integral (see (4.2))-and we have defined
The integration in r in (2.9) and (2.10) is the very operation which imposes the momentumconserving delta function. The main obstacle to computing angular correlation functions boils down to evaluating the momentum integral in (2.11). The difficulty comes from the fact the Bessel function is highly oscillatory for generic values of r and . One can find an approximate solution by noticing that the integral over k peaks when χ = r, since, in this case, the product of the two Bessel functions is positive and there is no cancellation in the integral. This is the well-known Limber approximation, where the integral in k is replaced by a delta function:
However, this approximation fails at large scales and becomes worse for narrow window functions or when cross-correlating observables whose window functions do not overlap substantially.
Power-law decomposition.-There is a particular example where the momentum integral in (2.11) is straightforward: whenever the function f i (k, z) is an arbitrary power of k, the integral in k has a simple analytical expression which is easy to compute. This special case is particularly interesting since the decomposition of any function in terms of power laws can be naturally achieved by performing a simple Fourier transform of k 3 f i (k, z) in log k. Numerically, this can be done using the well-known FFTlog algorithm [6] . This is the central idea of this work, which draws inspiration from the recently developed algorithm to efficiently evaluate loops in large-scale structures [10, 11] .
As we will see in Sections 3 and 4, the function f i (k, z) in (2.11) is either an integer power of k 2 or contains a transfer function which is suppressed for large values of k. First, we focus on the latter case (the former case is considered at the very end of this section) where the integrand in (2.11) has mainly support in a finite momentum range [k min , k max ] (with k min > 0). In this range, k 3 f i (k, z) can be decomposed as follows:
The coefficients of this decomposition are
where κ ≡ log k. Note that in (2.13) and (2.14) we have introduced a real number b which we refer to as the "bias" [10, 11] . This extra piece comes about when we Fourier transform k 3+b f i (k, z) instead of k 3 f i (k, z) . While this bias can in principle take any value, it needs to be chosen with care: The Fourier decomposition in (2.13) matches the true function k 3+b f i (k, z) only in the range [k min , k max ]. Outside this range, this is no longer true (since the r.h.s. of (2.13) is periodic in log k). Hence, we need to ensure that the kernel multiplying k 3+b f i (k, z) in (2.11) suppresses both IR and UV contributions. This is indeed the case when −2 < b < 2 , since the kernel has the following behavior in the IR and the UV:
Finally, let us make three comments about this decomposition: (i) First, notice that the powers ν n are complex numbers. Hence, this formula can easily capture features in the transfer functions such as e.g. BAO wiggles.
(ii) Only a few of the lowest frequencies ν n contribute a significant amount to the sum (2.13). The number of frequencies which need to be kept will depend on the types of features in f i (k, z), the value of the bias b and the precision we want to achieve. In practice, this number is at most 100. (iii) In order to make the function f i (k, z) smooth at the boundary of the interval [k min , k max ], it is usual to modify f i (k, z) by apodization or zeropadding (see e.g. [11] ). However, in practice one can apply the FFTlog without any preprocessing. This is because the boundary effects are strongly suppressed due to the rapid decay of the spherical Bessel functions both in the IR and the UV (see eqs. (2.16) and (2.17)).
Power-law solution.
-We now explain how the decomposition (2.13) can be used to evaluate (2.11). Substituting (2.13) into (2.11), we can write I (i) (r) as a simple sum: 4
where
and we have defined v ≡ kχ and t ≡ r/χ. Remarkably, despite the oscillatory nature of the Bessel function, I (ν, t) is a smooth function which can be calculated analytically: 5
where 2 F 1 (· · ·) is the hypergeometric function (whose precise definition can be found in Appendix A). Using the definition and properties of the hypergeometric function, the function I (ν, t) 3 The spherical Bessel functions have the following properties:
Notice that the dependence of cn on the redshift z has been relabelled by a dependence on the comoving distance along the line of sight χ. 5 Some analytical results involving integrals of Bessel functions have also been studied in [12, 13] .
can be efficiently evaluated (see Appendix B). More precisely, in Mathematica (using compiled functions) the function I (ν, t) can be computed within approximately 10 −4 s (which is comparable to the time required to evaluate any elementary function such as e.g. sine or exponential). Furthermore, this function satisfies a recursion relation allowing to evaluate I (ν, t) in terms of lower-order multipoles (see Appendix B), which can additionally speed up the evaluation. To compute I (ν, t) in the region t > 1, one can simply use the following property:
The function I (ν, t) is plotted as a function of t for different values of and ν in fig. 1 . Let us make two comments about these plots. First, we notice that the rapid oscillations of the Bessel functions have disappeared. There are some residual features which can be reduced by appropriately choosing the value of the bias (the higher the bias, the less feature). Second, for relatively large multipoles (more precisely for O(10)), the function I (ν, t) has mainly support around t = 1 and the peak sharpens with increasing values of . In this regime, we recover the Limber approximation where the r.h.s. of (2.19) becomes proportional to δ D (t − 1). Increasing the bias.-Given that when the frequency ν has a large negative real part, the amount of features in I (ν, t) is reduced (see fig. 1 ), one should Fourier transform k 3 f i (k, z) with the largest possible bias. This, however, usually comes at the cost of increasing the number of frequencies in order to reach the same precision. Fortunately, there is another way of changing the real part of the frequency. Indeed, one can increase the powers of k 2 by noticing that the spherical Bessel function satisfies
We can then apply the differential operator which appears on the l.h.s. of this equation to the Bessel function in (2.18) and integrate by part the derivatives. It is then straightforward to show that
where BT(ν) are boundary terms. In general, the window functions and their derivatives vanish at the boundary so that BT(ν) = 0. However, in some applications, this is not the case and one has to keep track of these boundary terms (see §4.2). In (2.23), we introduced the differential operator D defined as
Notice that in this equation, all frequencies are effectively shifted by −2, keeping the coefficients c
n unchanged. This is therefore different from adding a bias b in (2.13), since in this case the coefficients depend on the value of the real part of the frequency. Finally let us point out that one can keep applying the same differential operator to obtain as large a (negative) real part of the frequency ν n as required. However, when the window function doesn't have an analytical expression, computing the successive derivatives can be challenging as any small error gets magnified by the differential operator (see §4.3).
Dirac delta function.-Finally, let us comment on another important result which will prove particularly useful when computing the galaxy and lensing bispectrum. So far, we have examined the case where f i (k, z) contains a transfer function. However, in some examples (e.g. for the galaxy and lensing bispectrum) this function can be an integer power of k 2 so that the integral we need to solve is 25) where n is an integer. For n ≤ 0, the integral is convergent 6 and one can apply (2.20) . On the other hand, when n > 0, this integral is divergent. For n = 1, there is a well-known solution to this integral in terms of a delta function [14] :
Using (2.22) , it is then easy to show that for n ≥ 1, we have
This result is particularly useful since, in this case, the function I (r) is no longer an integral but just the (derivatives of the) window function evaluated at χ = r.
Summary.-In this section, we presented all the building blocks needed to evaluate angular power spectra and bispectra. We showed that computing (2.11) comes down to performing an FFTlog and a time integration of a smooth function. The number of operations to evaluate the integrals over Bessel functions is the same as the number of frequencies, which is about 100. To estimate how much improvement our method yields with respect to a direct integration, this should be compared with the number of sampling points in k needed in other integration schemes. We will give more details in the examples considered next. In Sections 3 and 4, we apply the method developed here to several cosmological observables, giving detailed explanations about the implementation of this algorithm for each example. All the results computed in the following sections are done using a Mathematica code which can be found in the source file of this paper.
Angular Power Spectrum
In this section, we study the angular power spectrum:
Assuming that the power spectrum satisfies (2.5) and defining
eq. (2.9) then simply becomes
where I (O) (r) was defined in (2.11). One can then proceed as explained in Section 2.
However, there is a slightly different (and more common) way of evaluating the two-point function which can sometimes be faster and easier to implement. Starting with (3.1), we first integrate over k 2 and then overk 1 to get
As before, we expand k 3 P O (k, z, z ) in power laws using (2.13) and write the integral in k in terms of the function I (ν, χ /χ). After a change of variables, χ ≡ χt, we get 7
In practice, integrating t from 0 to ∞ may require too many sampling points, particularly at low where I (ν, t) has a very broad support and can oscillate. Numerically, it is much more efficient to map the region t > 1 to 0 < t < 1, using the relation (2.21). We can then write 8
Notice that, as opposed to (2.13), the coefficients cn of the Fourier transform of k 3 PO(k, z, z ) now depends on both reshifts z and z (or equivalently, on the comoving distances χ and χ ). 8 For auto-correlation, the first and second terms in the second line of this equation yield the same result. In this case, we only need to compute the integral with only one of them and multiply the whole result by two.
The only difference between (3.2) and (3.5) is that, in the former case, we have one integral along the line of sight χ and one integral in r, while in the latter there are two integrals along the line of sight. These two approaches, however, usually require a similar number of operations.
The most efficient method depends on the specificities of the problem in hand. For example, the computational advantage of (3.5) over (3.2) comes from the fact that, in the former case, the function I (ν, t) needs to be evaluated fewer times. However (3.5) requires more FFTlog (one for each value of χ and t) unless the power spectrum is separable in space and time. In all the examples of this section, we will use (3.5) and reserve the approach with integration over r for the bispectrum in Section 4.
Finally, let us point out that the difference between the exact result and the Limber approximation is more pronounced on large angular scales where cosmic variance is high. Therefore, one may wonder whether this difference is statistically relevant. This was recently studied in the context of weak lensing [15] [16] [17] . Moreover, in some cases (such as in the presence of local primordial non-Gaussianity) the difference between the two is enhanced on large scales and therefore using the Limber approximation could bias the parameters inferred from data. For these reasons, we would like to quantify how distinct the two approaches are by evaluating the signal-to-noise ratio (SNR):
,limber
is the full-sky cosmic variance. In this section, we compute the SNR for the galaxy and lensing power spectra. Notice that we do not include any noise in the SNR as we are only interested in the fundamental limit imposed by cosmic variance.
Galaxy Tomography
We first apply our method to the galaxy angular power spectrum. In particular, it is clear how (3.5) can be directly applied to the full nonlinear galaxy power spectrum P g (k, z, z ) (obtained from simulations or perturbative calculations). However, nonlinear corrections only contribute at small scales where the Limber and flat-sky approximations give fairly accurate results. Therefore we will focus on large scales where linear theory applies. In this regime, the galaxy overdensity δ g (x, z) is related to the matter overdensity by a local linear bias:
where b 1 is the linear clustering bias and δ(x, z) is the matter overdensity. For simplicity, we assumed that the bias is redshift-independent, but our approach also works for time-dependent bias. In the linear regime, the matter overdensity is simply δ(
is the linear growth factor and δ in (x) the initial fluctuations whose statistics is given by the initial power spectrum
Galaxies are in general measured in a given redshift bin characterized by a window function which depends on the survey. For concreteness, we use a window function which is Gaussian along the line of sight: To produce these plots, we used the following parameters: N ν = 100 frequencies in the FFTlog with a bias of b = 1.9. For the line-of-sight integrals, we used N χ = N t = 50 sampling points.
This window function corresponds roughly to a Gaussian redshift bin with centerz ≡ z(χ) and width σ z σ χ /H(z). We then calculate the galaxy power spectrum C (g) using (3.3):
] n and we have used (2.22) to decrease the powers of k in the integrand. This last step is motivated by the fact that not only k −1 P in (k) is easier to Fourier transform than k 3 P in (k) but also it allows us to work with a large bias, which improves the convergence of the integrals along the line of sight (see Section 2).
Performance.-The fact that our method allows to solve the k-integral in (3.9) analytically, should lead to a significant improvement over numerical integration. To compare the efficiency of our approach with direct integration or other numerical methods, we calculated the galaxy power spectrum with Dirac-delta window functions:
Using N ν = 100 frequencies in the FFTlog, we evaluated every multipole up to max = 1000 within 0.2 s on a single core using our Mathematica code. We have checked that this time is independent of the values of z 1 and z 2 . Furthermore, using a recursion relation which relates the functions I (ν, t) with different values of (see. (B.7)), we were able to reduce the computing time by a factor of 10. Finally, let us emphasize that these performances are the same for both auto and cross-correlations. This is significantly faster than advanced numerical integration algorithms such as Angpow (which performs the same computation in 0.38 s for auto-correlation and 0.76 s for cross-correlation (see Test 1 and Test 2 of Table 1 
in [2])).
Results.-Our results are plotted in fig. 2 , where our method is compared with the Limber approximation and direct numerical integration for different redshift bins. Let us make a few comments:
• In order to make these plots, we used the following parameters: N ν = 100 frequencies in the log-Fourier transform (2.13) and N χ = N t = 50 sampling points for the integrals in χ and t. The integration along the line of sight is computed using a Gauss quadrature which scales as O(N χ × N t ). We chose these parameters as (i) increasing these numbers does not change the final result and (ii) our method agrees with direct numerical integration to within 0.01%. Importantly (and unlike previous methods) these numbers do not change for cross-correlations. Concretely, the galaxy angular power spectrum can be computed for about 200 multipoles within 30 seconds on a laptop using our Mathematica code on a single core. We expect that this time strongly depends on implementation: a more dedicated code, written in better-suited programing languages (such as C or Fortran), which uses more optimized quadrature for the line-of-sight integrals and implements recursion relations (that relates the functions I (ν, t) with different multipoles-see Appendix B) can further reduce the overall computing time.
• Notice that the Limber approximation becomes better with wider redshift bins. This is expected: the Limber approximation assumes that the integral in k in (3.9) can be replaced by a delta function δ D (χ − χ ). This is due to the fact that the integral over k yields a function which (for high ) sharply peaks at χ = χ . However, this approximation is justified provided that the window function W O is wider than the width of this peak.
• For cross-correlation of different redshift bins, the Limber approximation predicts almost zero signal. This comes from the fact that, by definition, the Limber approximation only takes into account contributions from the correlation of observables evaluated at the same redshift. Of course, in reality there are contributions from long-wavelength modes across redshift bins which produce some signal at low .
• One could also consider next-to-leading order (NLO) corrections to the Limber approximation [1] :
g (χ)/ √ χ and ν ≡ + 1/2. While these corrections improve the result at high multipoles, they break down at low multipoles. For window functions that peak aroundχ and have a width of σ χ , the typical multipole at which the NLO becomes comparable to the leading-order (LO) term is NLO ∼ (χ/σ χ ) 3/2 . Therefore, for NLO , higher-order corrections do not improve the Limber approximation, as illustrated in fig. 2 . In general, we expect improvements at all multipoles from higher-order corrections only for very broad window functions (i.e. when σ χ ∼χ).
• Finally let us comment on the signal-to-noise ratio (3.6). Its value depends on several parameters: the width of the window functions and whether we consider auto or crosscorrelation. We computed the SNR for auto-correlation for thin (σ z = 0.05 and z = 1) and wide (σ z = 0.3 and z = 2) window functions. When summing over the first 500 multipoles, we found that SNR P 3 and SNR P 5 for the thin and wide window function, respectively. This shows that using the Limber approximation may affect the values of cosmological parameters inferred from galaxy surveys which cover a big fraction of the sky by a few standard deviations. For cross-correlations, the SNR is much higher, showing that the Limber result is a much worse approximation than for auto-correlation. These computations of the SNR assume a full sky survey so that min = 2. Of course, for current surveys, which only cover a fraction of the sky, min is larger and the SNR smaller.
Redshift-Space Distortions
The peculiar velocity of galaxies distorts the galaxy density which is measured in surveys, such that the observed galaxy overdensity is 12) where H is the comoving Hubble parameter and v is the comoving velocity of galaxies. At leading order in perturbation theory, the velocity of galaxies matches that of dark matter which, at linear order, is (e.g. [18] )
We can then show that the spherical harmonics component of the observed galaxy overdensity is (see e.g. [19] )
A direct way to compute the correlation of [δ
] m is to use the fact that j is a linear combination of j and j +1 . Then, the method developed in Section 2 still applies provided that the integral (2.19) is generalized to include the convolution of two Bessel functions with different multipoles : 15) which can also be expressed in terms of a hypergeometric function 9 . An alternative approach is to slightly massage eq. (3.14): using (2.22) and integrating by part several times with respect to the line-of-sight variable χ:
Hence, the effect of redshift-space distortions (RSD) on large scales is captured by simply adding an extra term in the window function. Usually, integrating by part is simpler and more efficient (as it requires the same number of operations as computing the galaxy angular power spectrum without RSD) but in some applications (e.g. for very narrow window functions) it may be more convenient to use (3.15). In fig. 3 , we've plotted the galaxy angular power spectrum with and without RSD.
Primordial non-Gaussianity
Finally, let us conclude this section with a particularly useful application of our method: the scale-dependent bias induced by local primordial non-Gaussianity (PNG). In [20] , it was shown that in the presence of PNG, the large-scale galaxy power spectrum is 18) where ∆b(k, z) is the scale-dependent bias 19) where δ c 1.6 is the critical density of spherical collapse, Ω m the matter density parameter and H 0 the Hubble parameter. This scale-dependent bias contributes at large angular scales where the Limber approximation fails as illustrated in fig. 4 : for auto-correlation power spectra, the Limber approximation overestimates the effect of the scale-dependent bias, while for cross-correlation it significantly underestimates it. This difference may be important as crosscorrelations of galaxies with different redshifts can contain a significant fraction of the signal for local PNG. 9 More precisely, this integral has the following solution: To produce these plots, we used the following parameters: N ν = 100 frequencies in the FFTlog with a bias of b = 1.9. For the line-of-sight integrals, we used N χ = N t = 50 sampling points.
Gravitational Lensing
We now turn to the lensing power spectrum. For simplicity, we assume vanishing spatial curvature and we work in the Born approximation. Under these assumptions, the lensing potential is [21] 20) where χ is the comoving distance to the last scattering surface, Φ the gravitational potential and W Φ (χ) is the lensing window function:
-and working in the linear approximation in the matter overdensity δ, the lensing power spectrum can be written as follows
where P in (k) is the initial matter power spectrum. The lensing window function was rescaled such that w Φ (χ/χ ) → 0 in the limits χ → 0 and χ → χ (see fig. 5 ):
One can then proceed as in the previous section and calculate the power spectrum. However, when the window function has a broad support, there is a cute trick which significantly speeds up the computational time. Let us be more precise: Our choice of the rescaling of the window func-
Full Window Function
Legendre Expansion Figure 5 : Rescaled lensing window function w Φ (u) (see (3.23) ). The solid black curve represents the actual window function (l.h.s. of (3.24)) while the dotted gray curve corresponds to the Legendre expansion (r.h.s. of (3.24) with p max = 31).
tion (3.23) was motivated by the fact that it can be well approximated by a low-order polynomial (see fig. 5 ). Concretely, we choose to expand the window function in Legendre polynomials:
where P p (u) is the p-th order Legendre polynomial and in the last line we expanded each polynomial in powers of u. 10 In fig. 5 , we plotted the window function along with its Legendre expansion, evaluated up to order p max = 31. In this case, the Legendre expansion matches the window function to better than 0.2% accuracy. The general integral (3.5) then becomes 25) where u ≡ χ/χ . The u-integral converges only when p 1 + p 2 − 2 − Re(ν n ) > 0. When this is satisfied, both the integral in u and t can be done analytically. In particular, the integral in t is given by (see Appendix C) 26) which is very fast to evaluate, particularly in the limit 1. One can immediately see the benefit of this approach: we replaced the integrals in χ and t, which require about 50 × 50 sampling points to a double sum (from the Legendre expansion) which in practice requires only about 15 × 15 terms to compute. The results are shown in fig. 6 . The left plot shows a comparison between our result and the Limber approximation. As expected, the two curves match at high multipoles . In fact, a more detailed analysis shows that, assuming full sky, SNR P 5 when summing over the first 500 multipoles. Therefore, the two calculations yield results which are observationally distinct. The right plot shows a comparison between our computation and the output from CAMB [22] , which, as one can see, agree very well (within about 1% accuracy). Figure 6 : Tree-level lensing power spectrum evaluated using (3.25) . Left: comparison between the result of this work (solid black line) and the Limber approximation (dashed gray line). As expected, the two results match at high multipoles ( 100). Right: comparison between the result of this work (solid black line) and the output of CAMB (dashed gray line). To produce these plots we used the following parameters: N ν = 100 frequencies in the FFTlog with a bias of b = 1.9. For the line-of-sight integrals, the window functions have been expanded in Legendre polynomials up to order 31 (which correspond to only 15 non-zero coefficients see footnote 10).
CMB Anisotropies
We finally turn to the CMB temperature anisotropies Θ ≡ δT /T whose power spectrum is 27) where ∆ 2 φ ≡ k 3 2π 2 P φ is the dimensionless power spectrum of the primordial fluctuations φ and S(k, χ) is the CMB transfer function, which we compute using CMBFast [23] . There are two important differences compared to the two previous sections §3.1 and §3.2. The first one is that the transfer functions are no longer separable in space and time and we need to do a Fourier transform for each pair of points along the line of sight (χ, χ ). The second one is that S(k, χ) has support everywhere along the line of sight and has a very sharp feature close to the last scattering surface χ . In practice, this means that one has to sample the transfer function around the feature with higher density of points in order to avoid numerical errors. The output of CMBFast is compared with our method in fig 7. The two agree within one percent accuracy (and the agreement gets better with increasing .) this work ������� Figure 7 : CMB temperature angular power spectrum using our method (black solid line) and the ouput of CMBFast (gray dashed line). To produce this plot, we used the following parameters: N ν = 100 frequencies in the FFTlog with a bias of b = 1.1. For the line-of-sight integrals, we used N χ = 60 and N t = 120 sampling points.
Let us finally mention that CMBFast takes about the same number of operations as our method. This is because in CMBFast the integrals along the line of sight are performed first by computing ∆ (k) ≡ dχ j (kχ)S(k, χ). Despite the fact that the transfer function ∆ (k) is highly oscillatory, these oscillations do not cancel in the final integral dk k [∆ (k)] 2 . This allows the integral in k to be computed using a relatively small number of sampling points. Given that the number of operations scales differently in the two different methods, the fact that they are the same for the power spectrum is somehow a coincidence. As we will see, this is no longer the case for the CMB bispectrum, for which our method becomes more competitive.
Angular Bispectrum
The angular bispectrum is famously hard to compute. In this section, using concrete examples, we show how our method provides a computationally efficient way to evaluate the three-point function. In Section 2, we found that the angular bispectrum of an observable O is where I (i) (r) was defined in (2.11). We can see the benefit of this approach: the evaluation of the angular bispectrum is reduced to a one-dimensional integrals with smooth integrands. More precisely, to evaluate the bispectrum for all triangles up to max one only need to evaluate O( max × N r ) integrals, where N r is the number of sampling points to evaluate the integral (4.3). This is in contrast to the direct numerical computation where one has to solve a seven-dimensional integral containing six spherical Bessel functions (see e.g. [24] ). 11 For this reason, the direct numerical integration, involving the integral along the line of sight, is very computationally expensive. In the case of the CMB temperature bispectrum this computation was performed on supercomputers (see e.g. [12] ). 12 Regarding the galaxy and lensing bispectrum, we are not aware of any publicly available code which computes these statistics (including the integration along the line of sight). In this section, we'll show how our approach allows to compute the galaxy ( §4.1), lensing ( §4.2) and CMB ( §4.3) bispectrum efficiently.
In cases where the use of the Limber approximation is appropriate, we will compare the two methods and assess whether the difference between them is statistically significant using the SNR:
where the bispectrum full-sky cosmic variance is given by 5) and s 1 2 3 is a factor which is one when all multipoles are different, two when (only) two of them are equal and six when they are all equal.
11 The original seven-dimensional integral has three integrals along the line of sight, three integrals in the wavenumbers ki and one integral in r coming from the delta function. The integral over r can be solved analytically at the cost of coupling all momentum integrals. 12 Let us note that the CMB bispectrum is somewhat simpler as the integrals along the line of sight are already performed by Boltzmann solver codes such as CAMB and integrals in k are separable.
Galaxy Tomography
For the galaxy bispectrum, one needs to go beyond the linear bias of (3.7) and work at second order in perturbation theory [25] :
δ 2 is the tidal tensor and we have again assumed redshift-independent bias parameters for simplicity. Using this expansion, one can show that, on linear scales, the galaxy bispectrum has the general form
where D i ≡ D(z i ), µ 12 ≡k 1 ·k 2 and the coefficients a i depend on the bias parameters [25] :
Therefore, the galaxy bispectrum (4.7) is a linear combination of the following terms: 13
where n 1,2 ∈ {−1, 0, 1} and n 3 ∈ {0, 1, 2}. We therefore focus on the angular projection of the bispectrum (4.11). For some powers n i , the momentum integrals in (2.11) are divergent. 14 In order to calculate the bispectrum using a direct numerical integration, one would need to do the integral in r first which imposes the momenta to satisfy the triangle inequality [24] . However, as we saw in Section 2, these divergences are spurious as they come from derivatives acting in position space (see (2.22) ). All integrations which are naively divergent in k can be brought to a form where they are manifestly convergent by using the identity (2.23).
First, let us focus on the integral in k 1 and k 2 . For i = 1, 2, we have:
In the second line, we repeatedly made use of (2.23) to reduce the powers of k 2 in the integrand until we reach k −1 P in (k), which is Fourier transform using (2.13). In this form, I
(i) (r) can be more easily computed (see §3.1). We then turn to the integral in k 3 which always leads to (derivatives of) a delta function so that (2.11) simplifies:
Remarkably, as opposed to (4.12), no integration is required to evaluate I (3) (r). Once the functions I (i) (r) have been computed for i ∈ {1, 2, 3}, it is easy to calculate the angular bispectrum B (g) 1 2 3 for all triangles using (4.3).
Notice that we use the same building blocks to compute the bispectrum as those used for the power spectrum. Furthermore, in our method the integrals in k are not only separable but can be done before integrating over r. As a result, the computational complexity of the bispectrum is comparable to that of the power spectrum.
In fig. 8 , we plotted the matter bispectrum in the equilateral configuration ( 1 = 2 = 3 ) for which b 1 = 1 and b 2 = b s 2 = 0. In this case, a 0 = . Choosing different bias parameters will just change the values of these coefficients (but the general features of the angular bispectrum will not drastically change). We see that, just like the power spectrum, the Limber approximation gives the correct result at high but fails at low multipoles. Furthermore, the difference between the exact result and the Limber approximation is more pronounced for cross-correlations. In terms of signal-to-noise, we found that, for a redshift bin of σ z = 0.05 and z = 1, the SNR is SNR B 20 when summing over all triangles up to max = 100. 1.25) . The black dashed curve corresponds to negative values. To produce these plots, we used the following parameters: N ν = 100 frequencies in the FFTlog with a bias of b = 1.9. For the line-of-sight integral and radial integral, we used N χ = N r = 50 sampling points.
Gravitational Lensing
The computation of the lensing bispectrum is similar to that of the galaxy bispectrum. The main two differences are that the observable is the gravitational potential Φ and the window function is fixed (see (3.21) ). Given that the gravitational potential is related to the matter overdensity via Poisson's equation, we may use (4.11) to infer that the tree-level bispectrum of the gravitational potentail can be written as a linear combination of the following terms:
, (4.14)
where n 1,2 ∈ {−2, −1, 0} and n 3 ∈ {−1, 0, 1}. The computation of the lensing bispectrum is therefore very similar to that of the galaxy bispectrum of §4.1. There are however some technical differences which are worth pointing out:
• Due to the form of the lensing window function, the boundary terms in (2.23) do not vanish and we need to carefully keep track of them:
where we have defined W
In the second line, we have expanded k −1 P in (k) in Fourier modes using (2.13) and BT(ν n ) are the boundary terms:
Notice that, since I (ν, t) ∝ t as t → 0, the second line is non-vanishing only for = 2.
• When n 3 = −1, the integral over k 3 doesn't yield a delta function. Instead, we have
where I (0, t) ∝ t for t < 1.
The results are shown in fig. 9 , where our calculation is once again compared to the Limber approximation for equilateral configurations. We see that, like the lensing power spectrum, the two calculations agree for 100. A more detailed analysis shows that the two approaches are not so statistically distinct, with a SNR of SNR B 3 (summing over all triangles of the first 100 multipoles). Let us finally mention that the technology developed for the lensing power spectrum (see §3.2), where the window function is expanded in power laws, can also be applied to the calculation of (4.15) . This would, in principle, significantly speed up the calculation of the lensing bispectrum.
this work Limber Figure 9 : Lensing bispectrum in the equilateral configurations using our method (black solid line) and the Limber approximation (gray dashed line), which match for 100. To produce this plot, we used the following parameters: N ν = 100 frequencies in the FFTlog with a bias of b = 1.9. For the line-of-sight integral and radial integral, we used N χ = N r = 50 sampling points.
CMB Anisotropies
We conclude our list of applications by illustrating how our method can be used to calculate the CMB temperature bispectrum. For simplicity, we present the calculation for the flat primordial shape: 15
In this case, the angular bispectrum of temperature fluctuations takes a very simple form: 19) where
(4.20) 15 We've assumed exact scale invariance for the power spectrum such that ∆ 2 φ is independent of k. It is however straightforward to introduce the spectral tilt.
Notice that these functions are similar to the functions b (r) in [26] . Using (2.18), the integral in k, which is numerically the most challenging, can be evaluated with O(100) operations. Our results are shown in fig. 10 , where we plotted the bispectrum for equilateral triangles as a function of the multipole . Just like the CMB power spectrum, we use CMBFast to compute the transfer function S(k, χ). The angular bispectrum has the characteristic oscillatory features and our result is in agreement with previous calculations [12] .
Finally, let us mention that it should be simple to apply our method to other separable shapes with different momentum dependence or other observables such as E-or B-modes of the CMB polarization. In some applications, it is useful to reduce powers of momenta using identity (2.23). For example, that would be the case for one of the momentum integrals if we were to consider local non-Gaussianity. When dealing with CMB this requires extra care because S(k, χ) is always evaluated numerically. The problem lies in the fact that even very small numerical error in sampling points can cause problems in evaluating derivatives in χ if one uses simple interpolating schemes. However, this is not a fundamental limitation and numerical issues can be avoided by increasing the precision, changing the format of the output of Boltzmann codes or using numerical algorithms for calculating derivatives which are insensitive to small random noise in the data points. To produce this plot, we used the following parameters: N ν = 70 frequencies in the FFTlog with a bias of b = 0.1. For the line-of-sight integral and radial integral we used N χ = 200 and N r = 80 sampling points. (Notice that, since the last scattering surface is very thin with respect to χ , the Limber result is never a good approximation at these scales).
Discussion
In this paper, we presented a new efficient method to numerically evaluate cosmological angular statistics. The main bottleneck to computing the angular power spectrum and bispectrum comes from the integrals of rapidly-oscillating spherical Bessel functions (see (2.11) ). We showed that, by projecting the momentum-space statistics on a basis of power-law functions (using e.g. an FFTlog algorithm) these integrals can be evaluated using only about 100 operations. Remarkably, this number of operations does not change with the value of the multipole .
Our approach relies mainly on the condition that the power spectrum and bispectrum are separable in the momenta. This is however not as stringent as it seems. First, we saw that this assumption can be easily circumvented for the power spectrum (see (3.5) ). For the bispectrum, this assumption cannot be circumvented, but we showed that the separability condition is often met in practice. For instance, the galaxy and lensing bispectrum are separable on large scales, which is precisely the regime where the Limber or flat-sky approximations fail and an exact calculation is necessary. On smaller scales, this condition is no longer satisfied, but in this regime approximate methods provide reasonably accurate results. Finally, the CMB bispectrum is in general not separable. However, it was shown in [27] that the primordial bispectrum can be expanded onto a basis of separable shapes. Naturally, in principle, one could also Fourier transform a non-separable bispectrum and apply the same method as the one developed in this paper. However, such an approach is likely to be difficult since (i) the 3D Fourier transform of the bispectrum may be computationally expensive and (ii) the complexity of the calculation would grow as O( 3 max ). In this work, we only considered scalar (spin-0) observables. However, spin-1 (or higher) quantities-such as CMB polarization or shear weak lensing-are also of interest in cosmology. In this case, one still needs to solve the same momentum integral as in (2.11) (see e.g. [17, 28] ) and our general approach straightforwardly applies to these observables.
Finally, let us conclude by mentioning that the method presented in this work is particularly useful to accurately compute large-scale effects. We illustrated this point by showing that the scale-dependent bias induced by primordial non-Gaussianities and redshift-space distortions are indeed poorly captured by the Limber approximation (see §3.1). There are however many other effects which are important on large scales, such as e.g. relativistic corrections. It would be interesting to calculate these effects using our method.
A Hypergeometric Functions
In this appendix, we provide definitions of hypergeometric functions as well some of their properties which are used in the main text.
Hypergeometric function.-The hypergeometric function 2 F 1 (a, b, c, z) is a solution of Euler's hypergeometric equation:
where a, b and c are arbitrary complex numbers. In the region |z| < 1, the hypergeometric function has the following power series representation:
which can be used for numerical evaluation. The series converges for z = 1 only when the parameters satisfy Re(c − a − b) > 0. In this case, the hypergeometric function has a simple expression in terms of gamma functions:
Even though the hypergeometric series (A.2) is formally convergent everywhere in the unit disk, the convergence for arguments close to |z| = 1 can be very slow in practice. This happens whenever the absolute value of either a or b (or both) is significantly larger than the absolute value of c. In such situations not only one has to calculate many terms in the series to achieve convergence, but also these terms need to be evaluated with a very high number of significant digits due to fine cancellations among very large numbers. A way to solve this problem is to use functional identities that map points close to |z| = 1 to a region around z = 0 where the series converges rapidly. One such identity is
Outside the region |z| < 1, the hypergeometric function can be calculated using analytical continuation. A useful formula to keep in mind is
These two identities are the basic transformations needed to evaluate the hypergeometric function in the entire complex plane. For some specific values of the parameters (a, b, c), there are additional special transformations which can speed up the evaluation of the hypergeometric function, such as, for instance, the following quadratic transformation:
Another interesting property of hypergeometric function is that any function of the form
where n i ∈ Z, can always be expressed in terms of a linear combination of 2 F 1 (a, b, c, z) and any contiguous function 16 :
The coefficients α and β are some rational functions of a, b, c and z. This property can be used to find recursion relations, which can additionally speed up calculations of hypergeometric functions. For example, one such relation is
Generalized hypergeometric functions.-The basic hypergeometric series (A.2) can be extended to define generalized hypergeometric functions:
where p and q are positive integers. When p = q + 1-which is the most commonly encountered case-the generalized hypergeometric series (A.10) converges for |z| < 1. Outside the unit disk, the generalized hypergeometric function can be calculated using analytical continuation. A special point is z = 1 where the series converges only when Re(
One important identity that we use for the lensing power spectrum is
In this appendix, we have listed all identities that are used in this paper to evaluate angular power spectra and bispectra. The theory of hypergeometric functions is very rich and there are many other properties [29, 30] that are potentially useful in this context.
B Efficient Evaluation of I (ν, t)
We want to find an optimal way to calculate I (ν, t):
16 A contiguous function is a function in which any of the parameters is shifted by +1 or −1, such as e.g. 2F1(a + 1, b, c, z)
A direct integration gives
When t > 1, it is easy to see from (B.1) that this function satisfies
Complex gamma functions can be evaluated using the Lanczos approximation [31] . The task therefore boils down to efficiently evaluate 2 F 1
, t 2 for t < 1. In principle this can be done using power series expansion (A.2), but for large and ν this can be very slow (particularly close to t = 1) and numerically unstable. The strategy then is to use (A.2) whenever t < t where t is chosen such that for any relevant values of ν and the power series rapidly converges. In practice we choose t = 0.7. When t > t , before evaluating the hypergeometric function, we apply the transformation (A.4):
around t = 1 (see fig. 1 in the main text) . This comes from the t factor which multiplies the hypergeometric function in (B.2). Consequently, with increasing multipole number the region where the function has support is getting narrower and the function sharply decays everywhere outside this region. This means that we can set I (ν, t) = 0 for t < t min ( , ν), where t min ( , ν) is defined such that |I (ν, t min ( , ν))| = |I (ν, 1)| for some small number (in practice we choose = 10 −5 ). The function t min ( , ν) is very smooth: it can be sampled once with a small number of points in ( , ν) and interpolated.
Let us finish by mentioning another useful property of I (ν, t). Using recursion relations for hypergeometric functions, such as (A.9), one can derive the following identity: This relation allows for a very fast evaluation of all multipoles , for a given ν and t. It can be used forward, starting from = 0 and = 1 for which simple formulas exist I 0 (ν, t) = 2π cos πν 2 Γ(ν − 2) t −1 (1 + t) 2−ν − (1 − t) 2−ν , (B.8)
For fixed values of ν and t < 1, as one goes to high values of the multipole , the function |I (ν, t)| rapidly decays as t . On the other hand, small round-off errors made in evaluating the initial conditions (B.8) and (B.9) grow as t − . Eventually, the error will become as large as the function I (ν, t) itself and this procedure breaks down. In practice, this crossover happens when the function already satisfies |I (ν, t)| ≤ 10 −5 |I (ν, 1)| and therefore can be set to zero as explained previously. If one requires higher precision, one can re-initiate the recursion relation every few hundreds multipoles.
C Efficient Evaluation of
1 0 dt t p I (ν, t)
In §3.2, integrals of I (ν, t) against power law functions t p appear (see (3.26) ). Here we give an analytical formula for this type of integrals. A direct integration leads to The generalized hypergeometric function on the r.h.s. is very difficult to evaluate using power series, in particular for high and ν. Luckily, using the transformation (A.11), this expression can be brought to the following form: which is much more suitable for numerical evaluation. The reason is that the sum of the first three parameters is always smaller than the sum of the last two and this difference increases with . Following the notation of (A.10), we find
The bigger this number is, the faster is the convergence of generalized hypergeometric series. At high only a few first terms in the power series are needed to reach very high precision.
D Parameters and Performance
In this section, we provide the parameters used to produce the plots of this paper in Table 1 (for the angular power spectra) and Table 2 (for the angular bispectra). The parameters have been chosen such that, if we were to increase the number of sampling points and frequencies, the final result would remain unchanged. In practice, one can probably use smaller parameters to reach a satisfactory precision. In these tables, we also provide the time observed on a laptop using our Mathematica code (without parallelization). As we have already emphasized in the main text, the integration along the line of sight is not optimized in any of these examples. In a code where these integrations are optimized and recursion relations are included we expect the performance to be better. Table 1 : Parameters used to compute the power spectra. N ν is the number of frequencies used in the FFTlog, b is the bias, N χ and N t are the number of sampling points in the χ and t integral, respectively and N is the number of multipoles computed. The last column corresponds to the time observed on a laptop using our Mathematica code (without parallelization).
( ) The values of Nχ and Nt refer to the order of the Legendre expansion of the window functions (see (3.24) ). Table 2 : Parameters used to compute the bispectra. N ν is the number of frequencies used in the FFTlog, b is the bias, N χ and N r are the number of sampling points in the χ and r integral, respectively and N 1 2 3 is the number of triangles computed. The last column corresponds to the time observed on a laptop using our Mathematica code (without parallelization).
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