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Learning on graphs has been studied for decades with abundant models proposed,
yet many of their behaviors and relations remain unclear. This thesis fills this gap
by introducing a novel second-order Markov chain, called partially absorbing random
walks (ParWalk). Different from ordinary random walk, ParWalk is absorbed at the
current state i with probability pi, and follows a random edge out with probability
1 − pi. The partial absorption results in absorption probability between any two
vertices, which turns out to encompass various popular models including PageRank,
hitting times, label propagation, and regularized Laplacian kernels. The unified treat-
ment reveals the distinguishing characteristics of these models arising from different
contexts, and allows comparing them and transferring findings from one paradigm to
another.
The key for learning on graphs is capitalizing on the cluster structure of the under-
lying graph. The absorption probabilities of ParWalk, turn out to be highly effective
in capturing the cluster structure. Given a query vertex q in a cluster S, we show that
when the absorbing capacity (pi) of each vertex on the graph is small, the probabilities
of ParWalk to be absorbed at q have small variations in region of high conductance
(within clusters), but have large gaps in region of low conductance (between clusters).
And the less absorbent the vertices of S are, the better the absorption probabilities
can represent the local cluster S. Our theory induces principles for designing reliable
similarity measures and provides justification to a number of popular ones such as
hitting times and the pseudo-inverse of graph Laplacian. Furthermore, it reveals their
new important properties. For example, we are the first to show that hitting times
is better in retrieving sparse clusters, while the pseudo-inverse of graph Laplacian is
better for dense ones.
The theoretical insights instilled from ParWalk guide us in developing robust al-
gorithms for various applications including local clustering, semi-supervised learning,
and ranking. For local clustering, we propose a new method for salient object seg-
mentation. By taking a noisy saliency map as the probability distribution of query
vertices, we compute the absorption probabilities of ParWalk to the queries, produc-
ing a high-quality refined saliency map where the objects can be easily segmented.
For semi-supervised learning, we propose a new algorithm for label propagation. The
algorithm is justified by our theoretical analysis and guaranteed to be superior than
many existing ones. For ranking, we design a new similarity measure using ParWalk,
which combines the strengths of both hitting times and the pseudo-inverse of graph
Laplacian. The hybrid similarity measure can well adapt to complex data of diverse
density, thus performs superiorly overall. For all these learning tasks, our methods
achieve substantial improvements over the state-of-the-art on extensive benchmark
datasets.
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Graph is a natural and powerful model for representing both the local interaction
and the global structure of data. In machine learning, a major approach to model-
ing data is by constructing a neighborhood graph on data samples, and exploring the
graph structure helps us acquire the structural information of data. Graph-structured
data occurs prevalently and ubiquitously in numerous types of networks, such as so-
cial networks, the World Wide Web, transportation networks, financial networks,
e-commerce networks, and biological networks, etc. At this age of information explo-
sion, the scale of networks is rapidly expanding, creating a vast source of information,
and leading to wide-ranging research problems in multiple disciplines and countless
high-business-value applications. Mining valuable information from large graphs and
networks has become increasingly important, while unprecedentedly challenging due
to the massive scale and the complex structure of big graph data.
The past two decades have witnessed a proliferation of successful applications on
graphs in many scientific fields, ranging from data mining to network analysis to ma-
chine learning to computer vision to bioinformatics, where various elegant and high-
impact models have been developed. Typical examples include PageRank [Page et
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al., 1999; Langville and Meyer, 2004] and HITS [Kleinberg, 1999] for web-page search
[Jeh and Widom, 2003]; personalized PageRank for text analysis [Balmin et al., 2004],
query suggestion [Lafferty and Zhai, 2001], image retrieval [Jing and Baluja, 2008;
Rui et al., 1999], and local clustering [Andersen et al., 2006; Spielman and Teng,
2008]; normalized cut [Shi and Malik, 2000a] and spectral clustering [Ng et al., 2002;
Von Luxburg, 2007] for image segmentation [Li et al., 2012] and graph partition-
ing [Spielman and Teng, 2004]; harmonic function method and its variants [Zhu et
al., 2003; Zhou et al., 2004a; Bengio et al., 2006] for label propagation, spam detec-
tion [Gyöngyi et al., 2004; Wu and Chellapilla, 2007], graph colorization [Levin et al.,
2004], and interactive segmentation [Grady, 2006; Boykov and Jolly, 2001; Boykov and
Funka-Lea, 2006]; manifold ranking [Zhou et al., 2004b] for image retrieval[He et al.,
2004]; modularity optimization [Newman, 2006] for community detection [Fortunato,
2010]; hitting and commute times [Fouss et al., 2007] for collaborative recommen-
dation [Brand, 2005] and link prediction [Liben-Nowell and Kleinberg, 2007]; and
diffusion maps [Coifman and Lafon, 2006] for dimensionality reduction [Weinberger
and Saul, 2006; Roweis and Saul, 2000].
The success of these applications relies heavily on understanding and capturing
the underlying graph structure. For tasks such as nonlinear dimension reduction and
embedding [Roweis and Saul, 2000; Weinberger and Saul, 2004; Coifman and Lafon,
2006], preserving the local graph structure is of interest. While for tasks such as
ranking [Page et al., 1999; Zhou et al., 2004b], classification [Szummer and Jaakkola,
2002; Zhou et al., 2004b], and clustering [Shi and Malik, 2000a; Ng et al., 2001;
Von Luxburg, 2007], analyzing the global graph structure is the key concern. This
paper focuses on the latter. In particular, we study the problem of finding similar
vertices to a query vertex on a graph. This problem lies in the heart of many important
applications, including web page search [Page et al., 1999], manifold ranking [Zhou et
al., 2004b], link prediction [Liben-Nowell and Kleinberg, 2007], collaborative filtering
[Fouss et al., 2007], label propagation [Zhu et al., 2003], and local clustering [Spielman
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and Teng, 2008].
In web-page ranking [Page et al., 1999], the massive web can be viewed as a graph,
where the web-pages are considered as nodes1, and the edges are hyperlinks that link
the web-pages. Given a user designated web-page, one can find relevant web-pages
via exploring the link structure. The basic idea is that similar web-pages are usually
referred by hyperlinks. In social network [Scott, 2012], the nodes are people, and
the edges connecting them indicate their relationships (such as who knows whom).
To suggest a new friend to a person, one way is to look at their common friends
[Adamic and Adar, 2003]. In movie recommendation [Fouss et al., 2007], users and
movies form a bipartite graph, and an edge only exists between a user and the movie
he/she has watched or rated. To recommend new movies to a user, a common insight
is that people always get best recommendations from those who have similar tastes
with them. In image segmentation [Grady, 2006], a graph is usually formed by image
pixels and/or superpixels [Li et al., 2012], where they are connected based on their
similarity in color, intensity or texture. To segment an object, the intuition is that
pixels/superpixels belong to the same object should have strong connections with
each other, while those belong to other objects should have weak connections [Shi
and Malik, 2000b].
A common key assumption for these problems is that vertices in the same cluster2
are most similar in semantics, while those from different clusters are less similar. One
major approach to realize the cluster assumption is by using the Markov random walk.
In the personalized PageRank algorithm [Page et al., 1999], a random walk at each
step returns to the starting state (a user-specified page) with some fixed probability.
The stationary distribution of the random walk is then used to measure the relevance
of any web page to the starting page. In the harmonic function method [Zhu et al.,
1In this thesis, nodes and vertices are used interchangeably.
2A cluster on a graph, is understood as a set of vertices having dense connections with each other,
but sparse connections with the rest of the graph.
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2003] for label propagation, the labeled vertices are treated as absorbing states. For
any unlabeled vertex, a label is assigned by comparing the probabilities of a random
walk starting from it to be absorbed at the labeled vertices. The hitting and commute
times [Lovász, 1993] of a standard random walk between any two vertices on a graph,
are widely used as proximity measures for various kinds of applications [Von Luxburg
et al., 2014]. Another popular approach is by regularizing the Laplacian matrices
[Chung, 1997] to impose smoothness within clusters. Examples include Laplacian
regularized graph kernels [Smola and Kondor, 2003] such as the pseudo-inverse of
graph Laplacian [Fouss et al., 2007], and various label propagation methods [Bengio
et al., 2006].
Despite the popularity of these models, not every of them is reliable in capturing
the cluster structure. For example, the commute time between two vertices has been
found to be dominated by their degrees on large or even moderate-sized graphs,
without taking into account the global structure of data [Von Luxburg et al., 2014;
Brand, 2005], which makes it meaningless as a proximity measure. Another example
is the harmonic function method [Zhu et al., 2003] for semi-supervised classification.
When dealing with high-dimensional data, it seriously biases to the class of labeled
vertices with higher degrees [Alamgir and Luxburg, 2011; Nadler et al., 2009]. The
personalized PageRank algorithm [Page et al., 1999] also has a similar issue of favoring
vertices of large degrees, due to the mixing of random walks [Lovász and Simonovits,
1990]. While these models seem to have some design flaws, there are some others
which have been observed to be consistently superior in practice. For examples, the
pseudo-inverse of the graph Laplacian as a similarity measure, and hitting times to
a query vertex as a ranking function, both have been shown to encode the cluster
structure well and excel in collaborative filtering [Fouss et al., 2007]. Another example
is the personalized PageRank score normalized by the vertex degree [Andersen et al.,
2006], which turns out to be much more desirable than the un-normalized one for
local clustering. In the next section, we will briefly review the aforementioned models
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and discuss their issues as pointed out by previous studies.
1.2 Related Work
Consider a graph G = (V ,W ) with a set V of n vertices, and its edge weights given
by an affinity matrix W = [wij] ∈ Rn×n. The graph can be directed or undirected.
If the graph is undirected, ∀i, j, wij = wji. Denote by d = (d1, d2, . . . , dn) the vector
of vertex degrees, where di =
∑
j wij is the degree of vertex i. For directed graphs,
di is the outgoing degree of vertex i. Let D = diag(d) be the degree matrix. Define
d(S) :=
∑
i∈S di the volume of a subset S ⊆ V . Define P = D−1W the transition
probability matrix of a random walk on the graph G. For undirected, non-bipartite,
and connected graphs, the stationary distribution of the random walk is proportional
to d [Aldous and Fill, 2002], regardless of the starting distribution.
PageRank, Personalized PageRank and Variants. The celebrated PageR-
ank [Page et al., 1999] algorithm plays a key role in Google’s search engine. It was
initially designed for web-page ranking, but have been very popular since and widely
applied in various applications. Consider the web as a graph, where the web-pages
are nodes, and the hyperlink pointing from node i to node j is the edge from i to j.
The PageRank score s is computed as the stationary distribution of a random walk
with restart, which satisfies the equilibrium equation as follows.
s> = (1− α)s>P + αv, (1.1)
where v is a restart distribution, and 0 < α < 1 is a damping factor. For query
independent PageRank, v is set as 1
n
; for personalized PageRank, v is set as ei (the
standard unit vector with the i-th entry being 1 and the rest being 0), where node i
is the user-designated web-page.
It is not difficult to see that when α → 0, The PageRank score s is proportional
to the degree of vertices. However if α is set large, the random walk keeps restarting
and does not explore the graph structure. Thus setting α is crucial for obtaining
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a meaningful PageRank score. Empirically it was found that α = 0.15 is a good
tradeoff.
An important variant is the personalized PageRank vector normalized by the
degree of vertices, i.e., s./d, which was proposed in [Andersen et al., 2006] as a
similarity vector for local clustering. Compared with personalized PageRank, the
normalized vector is much smoother within the local cluster, and have a sharp gap at
the cluster boundary [Andersen and Chung, 2007]. A local cluster of low conductance
can be obtained by making a sweep over the vector or by detecting the sharp drop in
the vector.
Hitting Times, Commute Times, Pseudo-inverse of Graph Laplacian
and Variants. For any two vertices i and j on a graph, the hitting time Hij is
defined as the expected number of steps that a random walk stars from i to hit j for
the first time. The hitting time is also called the first passage time. The commute
time between them is defined as Cij = Hij +Hji. For undirected graphs, the hitting


















where L† is the pseudo-inverse of the graph Laplacian L [Chung, 1997], L†sym is the
pseudo-inverse of the normalized Laplacian Lsym = D
−1/2LD−1/2, and d(V) =
∑
i di
is the volume of the graph. The commute time is also called the commute distance.
Note that L† maps each vertex i to xi in a Euclidean space, where xi = (L
†)1/2ei. We
can see that Cij = x
>
i xi − 2x>i xj + x>j xj is the Euclidean distance between xi and xj
in the mapped space.
Hitting and commute times have interesting interpretations on resistor networks
[Chandra et al., 1996; Doyle and Snell, 1984]. An undirected graph can be considered
as a resistor network, where each edge eij has conductance wij (thus resistance 1/wij).
Suppose that there are di units of current injected at each vertex i, and d(V) units
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of current withdraw from vertex j. We call this network 1 and let φ1i be the voltage




i − φ1j . Then we have
Hij = φ
1
ij,∀i. This can be seen as follows. By KirchoK’s current conservation law






ij − φ1kj), ∀i ∈ V \ j. (1.4)
Also by the first step analysis of random walk, we have





Hik ∀i ∈ V \ j. (1.5)
Note that Eq. (1.2) and (1.2) are identical linear systems with unique solutions
(n − 1 independent equations with n − 1 variables), therefore φ1ij = Hij,∀i ∈ V \ j.
Similarly, suppose that there are dj units of current injected at each vertex j, and
d(V) units of current withdraw from vertex i. We call this network 2 and let φ2ji be
the voltage at j with respect to i. Then we have Hji = φ
2
ji,∀j ∈ V \ i. Now we change
the sign of the current at each vertex, and let φ3ji be the voltage at i with respect to
j in the new network 3. Then we have φ3ij = Hji,∀i ∈ V \ j, since φ2ji = φ3ij. Now
we superpose network 1 and network 3 and obtain network 4. In the new network
4, currents injected or removed from all vertices are canceled out, except that there
are d(V) units of current injected at i and removed from j. Since resistor networks
are linear, we have d(V)Rij = φ1ij + φ3ij = Hij + Hji = Cij, where Rij is the effective
resistance between vertices i and j. Therefore, commute time is equal to the effective
resistance up to a constant.
Hitting and commute times are very popular similarity measures and have been
applied in many different fields for a wide range of applications [Von Luxburg et al.,
2014]. One issue with commute times is that it biases to vertices with large degrees.
When commute time is used in recommendation, it often causes the same products
(high-degree nodes) to be recommended to customers of different tastes [Brand, 2005].
It has been proved in [Von Luxburg et al., 2014] that commute times are dominated
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by the degree of nodes on large and even moderate-sized graphs. They also proved
that hitting times from a fixed node to other nodes suffer from the same problem. To
combat this issue, a cosine similarity measure was proposed in [Brand, 2005]. Instead
of using the Euclidean distance Cij = x
>
i xi − 2x>i xj + x>j xj between xi and xj in the








Other alternatives include using the pseudo-inverse of graph Laplacian itself, i.e.,
L†ij, or the kernel matrix (L + αI)
−1(i, j) [Smola and Kondor, 2003] as similarity
between node i and j. They were both found to perform empirically well in [Fouss et
al., 2007].
Laplacian Graph Regularization. Given a partially labeled data X with l
instances labeled in c classes, i.e., X = {(x1, y1), · · · , (xl, yl),xl+1, · · · ,xl+u}, yl ∈
{1, . . . , c} , the goal of semi-supervised learning is to predict the labels of the rest u
unlabeled instances. To this end, most label propagation algorithms learn the similar-
ities between unlabeled instances and labeled instances using Laplacian regularization
on graphs. In essence, they seek a classification matrix F that is consistent with both
the initial labeling and the cluster assumption. By minimizing a regularized quadratic
function consisting of smoothness and fitting terms [Zhou et al., 2004b], they gener-
ally produce a solution of the form F = AY for some A ∈ Rn×n. A can be viewed as
the similarity matrix of all the n = l + u instances, and Y is a n × c class indicator
matrix (Yij = 1 if xi is labeled as yi = j, and Yij = 0 otherwise.).
For example, the seminal harmonic function method [Zhu et al., 2003] for label
propagation imposes the constraint Fl = Yl on the labeled points and minimizes the
smoothness quadratic function tr(F>LF ). Another well-known consistency method
[Zhou et al., 2004a] does not impose hard constraint on Fl, but minimizes the regu-
larized quadratic function tr(F>LsymF ) + µ ‖F − Y ‖2F , where µ > 0 is a balancing
parameter between the smoothness term and the fitting term, and Lsym is the nor-
malized Laplacian.
Although the harmonic function method and the consistent method are very pop-
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ular label propagation methods, recent studies [Nadler et al., 2009; Alamgir and
Luxburg, 2011] have shown that both of them are prone to error on high-dimensional
data. [Alamgir and Luxburg, 2011] proved that the classification of the harmonic func-
tion method biases seriously to the vertices with larger degrees in high-dimensional
space. The same can be proved for the consistency method when the parameter µ
is small, thus choosing a proper µ for regularization is a another problem for the
consistency method.
1.3 Thesis Overview
From the discussion in last section, the lack of theoretical understanding of these
models can be summarized in three aspects. First, they come in various forms (e.g.
the stationary distribution, absorption probability, hitting and commute times, kernel
matrix, etc.), making it difficult to compare them. It is unclear what their distinctive
features are and how they differ from each other. Second, it is unclear whether these
models are reliable in capturing the global graph structure. Since many of them were
developed based on intuition, they could be insufficient or even misleading without
justification, such as the commute times. Third and most importantly, for a specific
task, it is unclear what is the best model to use. Even with some prior knowledge of
data, this question is far from answered.
Understanding why some models are superior and what are their common design
principles, is critical for designing better models and selecting the best to use in prac-
tice. However, analysis regarding these issues have been largely missing from existing
literature, and it is the goal of this thesis to bridge the gap. By proposing a unifying
framework that connects various popular models and makes them comparable, we
develop analysis to answer the questions of how they are related, whether and why
they are reliable, and what are the best.
The new framework is a second-order Markov chain called partially absorbing
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random walk (ParWalk), which generalizes absorbing random walk by introducing
the notion of partial absorption at each state. A ParWalk at each state i is absorbed
at i with probability pi (absorbing capacity of state i), and follows a random edge out
of i with probability 1− pi. The absorption probability that a ParWalk starting from
state i to be absorbed at state j can be computed asA = [aij] ∈ Rn×n = (L+αΛ)−1αΛ.
Here L is the graph Laplacian, α is a positive scalar, and Λ is a nonnegative diagonal
matrix acting as a regularizer, where both α and Λ specify the absorbing capacity pi of
state i. Remarkably, by setting the absorption capacity of each state, ParWalk unifies
and relates various aforementioned popular models from different contexts, including
(personalized) PageRank and the one normalized by degrees [Andersen et al., 2006],
hitting and commute times, regularized Laplacian kernels [Smola and Kondor, 2003]
including the pseudo-inverse of graph Laplacian, and the harmonic function method
and its variants for label propagation [Bengio et al., 2006]. The unified view reveals
the distinctive features and hidden assumptions of these models in terms of partial
absorption, which provides us a new angle to better understand their behaviors. More
importantly, it enables us to compare them conveniently by studying the absorption
probability matrix A.
It turns out that when the absorbing capacity of each state is small, the cluster
structure of data is well encoded in the columns of A. Given a query vertex, consider
the probability vector of ParWalk to be absorbed at it (a column of A) as a discrete
function f on a graph. Observing that due to the random walk nature, the divergence
of f at each vertex can be quantified, we develop a discrete divergence analysis on
the level sets of vertices to characterize the variation of f . In particular, we show
that when the absorbing capacity of each state is small, f is bounded to have small
variations in region of high conductance, but have large variations in region of low
conductance, thus implementing the cluster assumption desirably. This shows that
the cluster structure is encoded in the columns of A, or equivalently, in the kernel
matrix M = [mij] ∈ Rn×n = (L+ αΛ)−1.
CHAPTER 1. INTRODUCTION 11
(a) (b) (c) (d) (e) (f)
Figure 1.1: Saliency map refinement and object segmentation. (a) Input images. (b)
Input saliency maps (by [Shen and Wu, 2012]). Refined saliency maps by personalized
PageRank (c), manifold ranking (d), and M-I (e). (f) Segmentations by M-I with
adaptive thresholding.
By the unified view, the aforementioned normalized personalized PageRank, hit-
ting times, and the pseudo-inverse of graph Laplacian are all special cases of M
with different Λ, while personalized PageRank, commute times, and manifold rank-
ing [Zhou et al., 2004b] are not included. Our analysis thus provides justification for
the former, and explains why they are consistently better than the latter in practice.
Their differences in capability of retrieving clusters can be seen in an application of
salient object segmentation. Specifically, given an image and its noisy saliency map,
we take the saliency map as the probability distribution of the query vertices, and
compute the similarities of other vertices to the queries to redistribute the saliency,
in the hope of forming a high-quality map from which the salient object could be
easily segmented. As shown in Fig. 1.1, the refined saliency maps by personalized
PageRank (Fig. 1.1(c)) and manifold ranking (Fig. 1.1(d)) are either not smooth
within the object region or fired outside of it, due to their insufficiency in capturing
the local cluster. In contrast, the refined saliency maps by M with Λ = I (identity
matrix) (denoted as M-I) (Fig. 1.1(e)) evenly highlight the entire region of salient ob-
CHAPTER 1. INTRODUCTION 12
(a) M-I (AP = 0.14) (b) M-D (AP = 0.67) (c) M-H (AP = 0.67)
Figure 1.2: The top 40 retrieved images on the extended YaleB dataset (query is on
top left). False images are bounded by blue boxes.
(a) M-I (AP = 0.27) (b) M-D (AP = 0.17) (c) M-H (AP = 0.27)
Figure 1.3: The top 40 retrieved images on the CIFAR-10 dataset (query is on top
left). Positive images are bounded by magenta boxes.
jects and have a high contrast to the background area, thereby accurate and robust
segmentations (Fig. 1.1(f)) can be easily obtained using adaptive thresholding.
Our analysis goes deeper in comparing M with different Λ in retrieving a local
cluster from a seed, which reveals surprising properties of popular models such as the
pseudo-inverse of graph Laplacian (Λ = I) and hitting times (Λ = D, D is the degree
matrix). In particular, we show that I is more desirable than D if the local cluster is
denser than its surrounding clusters, while D works much better than I if the local
cluster is sparser. The new insights allow us to choose the more robust model if the
density of the cluster can be predicted or is known ahead. But their complementary
behaviors also poses a new challenge. Since the density of data is usually not a priori,
and in practice there is no reliable way to predict it, how to automatically select the
better model for retrieval on data with diverse density?
Fortunately, our analysis guides us in designing an appropriate Λ = H which
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integrates the strengths of I and D. The idea is to set H equal to D for vertices of
low degrees, and equal to a relatively large constant for vertices of high degrees (see
Section 4.4). In this way, H would behave like D on sparse clusters, while like I on
dense ones, thus achieving overall best performance. The comparisons of I and D, and
the benefits of H, can be seen visually in the image retrieval results in Figs. 1.2 and
1.3. In Fig. 1.2, the query image comes from the sparsest cluster of total 38 clusters
in the extended YaleB dataset [Lee et al., 2005], while in Fig. 1.3, the query image
is from the densest cluster of total 10 clusters in the CIFAR-10 dataset [Krizhevsky
and Hinton, 2009]. The results demonstrate that the performance gaps of I and D
on sparse and dense clusters are substantial, and H is a better alternative of the two.
In a nutshell, the contributions of this thesis are:
1 We propose a model of partially absorbing random walk that unifies various
graph models based on random walks and Laplacian regularization.
2 We develop theoretical analysis of the absorption probability of ParWalk in
effectively capturing the cluster structure, which also provide justifications for
a number of popular models.
3 Our analysis brings new insights into existing models and reveals their impor-
tant properties.
4 Our unified framework and analysis lead to designing a new and better similarity
measure for data with diverse density.
5 Our theoretical insights lead to a new application and better performance in
salient object segmentation.
6 Our analysis naturally leads to a new and better label propagation algorith-
m with theoretical guarantees, and provides deeper understanding of existing
methods.
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The organization of this thesis is as follows. In Chapter 2, we present the model
of ParWalk. In Chapter 3, we present a unified view of various graph models under
ParWalk. In Chapter 4, we theoretically analyze the absorption probabilities of Par-
Walk in representing the cluster structure. Chapter 5 shows an application in salient
object segmentation. Chapter 6 shows an application in image retrieval. Chapter 7
shows an application in label propagation. Chapter 8 discusses open issues and future
work, and concludes the thesis.
The publications related to this thesis are [Wu et al., 2012], [Wu et al., 2013],
and [Wu et al., 2015]. This thesis is a fusion and substantial extension of these
earlier publications. The previously published theory has been heavily revised and
greatly simplified in Chapter 3 and 4 to contain new results and deeper insights.
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Chapter 2
Partially Absorbing Random Walks
In this chapter, we present the model of partially absorbing random walks (ParWalk).
We will define ParWalk, and derive the absorption probabilities of ParWalk on a
graph.
2.1 The Model
Let us consider a simple diffusion process illustrated in Fig. 2.1(a). At the beginning,
a unit flow (blue) is injected at a selected vertex on the graph. In the first step, some
fraction of the flow (red) is “absorbed” at the vertex while the rest (blue) propagates
to its neighbors. Whenever the flow passes a vertex, some fraction of it is absorbed at
that vertex. As this process continues, the amount of flow absorbed will accumulate
and there will be less and less flow left running on the graph. After a large number
of steps, the unit flow will almost be absorbed.
The above diffusion process can be precisely described in terms of random walk.
Define a discrete-time stochastic process X = {Xt : t ≥ 0} on the state space
N = {1, 2, . . . , n}. The initial state X0 is given, say X0 = i, the next state X1 is
determined by the transition probability P(X1 = j|X0 = i) = pij, and the subsequent
CHAPTER 2. PARTIALLY ABSORBING RANDOM WALKS 17











Figure 2.1: Partially absorbing random walks. (a) A flow diffusion perspective (see
texts). (b) A second-order Markov chain. (c) An equivalent standard Markov chain
with additional sinks.
states are determined by the transition probabilities
P(Xt+2 = j|Xt+1 = i,Xt = k) =

1, j = i, i = k,
0, j 6= i, i = k,
P(Xt+2 = j|Xt+1 = i) = pij, i 6= k,
(2.1)
where t ≥ 0. Note that the process X is time homogeneous, i.e., the transition
probabilities in (2.1) are independent of t. By the definition, if the previous and
current states are the same, the process will remain in the current state forever;
otherwise the next state is conditionally independent of the previous state given the
current state, i.e., the process behaves like an ordinary random walk.
As illustrated in Fig. 2.1(b), X at each state i will get stuck at i with some
probability pii. Hence, we shall call X partially absorbing random walk (ParWalk),
and pii the absorbing capacity of state i. If 0 < pii < 1, then we say that i is a
partially absorbing state. If pii = 1, then we say that i is a fully absorbing state.
Without being confusing, we will refer to both as absorbing states. Finally, if pii = 0,
then we say that i is a non-absorbing state. Note that if pii ∈ {0, 1} for every state
i ∈ N , the above process will reduce to a standard Markov chain [Kemeny and Snell,
1976].
ParWalk is a second order Markov chain completely specified by its first order
transition probabilities {pij}. It is not difficult to observe that any ParWalk can be
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realized as a standard Markov chain by adding a sink (fully absorbing state) to each
vertex (Fig. 2.1(c)), where the transition probability from state i to sink i′ is exactly
pii.
2.2 Absorption Probability
In the following, we will show how to derive the probability of a ParWalk starting
from any state i to be absorbed at any state j within finite number of steps.
Before we proceed further, let us first define some notations used throughout the
paper. We will consider undirected graphs that are connected, weighted, and without
self-loops. Denote by G = (V ,W ) a graph with a set V of n vertices, where W =
[wij] ∈ Rn×n (wii = 0) is a symmetric non-negative affinity matrix that specifies the
edge weight. Denote by D = diag(d1, d2, . . . , dn) the degree matrix, where di =
∑
j wij
is the degree of vertex i. The graph Laplacian [Chung, 1997] is defined as L := D−W ,







i∈S di the volume of a subset S ⊆ V . Let λ1, λ2, . . . , λn ≥ 0 be
arbitrary, and set Λ = diag(λ1, λ2, . . . , λn), which we will refer to as a regularizer.
Similarly, define λ(S) :=
∑
i∈S λi, for any S ⊆ V . Denote by α a positive scalar.





, i = j,
wij
αλi+di
, i 6= j.
(2.2)
Clearly, α and λi determine the absorbing capacity pii of state i. The larger αλi is, the
larger the absorbing capacity is. Let A = [aij] ∈ Rn×n be the absorption probability
matrix, where aij is the probability of the ParWalk starting from any state i to be
absorbed at any state j. The following shows that A can be derived in closed-form.
Theorem 2.2.1. Suppose λi > 0 for some i. Then A = (L+ αΛ)
−1αΛ.
Proof. Since α > 0, and λi > 0 for some i, the matrix L + αΛ is positive definite
and hence non-singular. Moreover, the matrix D + αΛ is non-singular, since D is
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non-singular. Thus, the matrix I − (D + αΛ)−1W = (D + αΛ)−1(L + αΛ) is also
















akj, i 6= j. (2.4)
Upon writing equations (2.3) and (2.4) in matrix form, we have
(I − (D + αΛ)−1W )A = (D + αΛ)−1αΛ, (2.5)
whence A = (I − (D + αΛ)−1W )−1(D + αΛ)−1αΛ = (L+ αΛ)−1αΛ.
The following lemma confirms that A is indeed a probability matrix. As long as
there is at least one absorbing state on the graph, a ParWalk starting from any vertex
will eventually be absorbed.
Lemma 2.2.2. Suppose λi > 0 for some i. Then A is a non-negative matrix with
each row summing up to 1.
Proof. The non-negativity of A follows directly from Lemma 4.3.4, since each matrix
in the summation is non-negative. Denote 1 as the all-one vector and 0 as the zero
vector. Since L + αΛ is nonsingular, it suffices to show that (L + αΛ)(A1− 1) = 0.
This follows by plugging in A = (L+ αΛ)−1αΛ and using the fact that L1 = 0.
2.3 Higher Order ParWalk
The construction of ParWalk can be naturally generalized to the m-th order (m > 2),
i.e., the process is stuck at a state only after staying at it for m-consecutive steps.
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The m-th order ParWalk is defined by the following transition probabilities:
P(Xt+m+1 = j|Xt+m = im, · · · , Xt = i1) =

1, j = im = · · · = i1,
0, j 6= im, im = · · · = i1,
P(Xt+m+1 = j|Xt+m = im) = pimj, else,
(2.6)
As the second order ParWalk, the m-th order ParWalk is also completely specified
by the first order transition probabilities {pimj}. The absorption probability matrix
of a m-th order ParWalk, with its first order transition probability defined as in
Eq. (2.2), can be derived similarly, but will be in a much complicated form, which we
do not intend to show here. It turns out that the m-th order ParWalk does not have
additional modeling power than second order ParWalk, as shown by the following
theorem.
Theorem 2.3.1. Given W , α, Λ, let Ã be the absorption probability matrix of an
m-th order ParWalk with its first order transition probability {pij}i,j defined as in
Eq. (2.2). There exists a second order ParWalk, whose absorption probability matrix
A = Ã.
Proof. Define a second order ParWalk X as:
P(Xt+2 = j|Xt+1 = i,Xt = k) =

1, j = i, i = k,
0, j 6= i, i = k,




ii ), j 6= i, i 6= k.
(2.7)
Note that for j 6= i,
P(Xt+2 = j|Xt+1 = i) = pij
1− pmii
1− pii
= pij + piipij + p
2
iipij + · · ·+ pm−1ii pij.
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Let A be the absorption probability of X. It is not difficult to see that A must be
equal to Ã. Note that X can be realized by choosing λ′i such that
αλ′i
αλ′i + di
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Chapter 3
A Unified View by ParWalk
In this chapter, we provide a detailed description of ParWalk unifying various popular
graph models, by setting appropriate absorbing capacity of each state.
3.1 ParWalk Starting from a Fixed State
Consider a ParWalk starting from a fixed state i. For any vertex j, let the absorption
probability aij measure the similarity of vertex j to i, i.e., the i-th row of the absorp-
tion probability matrix A is considered as the similarity vector w.r.t. vertex i. For a
given Λ, when α → 0, the absorbing capacity pjj = αλjαλj+dj ≈
αλj
dj
. Since the absorb-
ing capacity of each state is very small, we can think of ParWalk as moving almost
freely on the graph, so the frequency of ParWalk visiting state j is proportional to
dj. Hence, we can infer that the absorption probability aij will be dominated by λj.
Indeed, as shown by the following result, when α→ 0, each row of A converges to a
distribution proportional to (λ1, λ2, . . . , λn), regardless of the graph structure.
Theorem 3.1.1. Suppose λi > 0 for all i. Then
lim
α→0+
(L+ αΛ)−1αΛ = 1λ̄
>
, (3.1)
where (λ̄)i = λi/(
∑n
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Proof. Note that Λ−1L is similar to the symmetric and positive semi-definite matrix
L̄ = Λ−1/2LΛ−1/2. Thus they share the same real eigenvalues. Let L̄ = UEU> be the
eigen-decomposition of L̄ with eigenvalues 0 = γ1 < γ2 ≤ · · · ≤ γn (γ2 > 0 due to the
connectivity of the graph). Then Λ−1L has the following eigen-decomposition:
Λ−1L = V EV −1, V = Λ−1/2U (V −1 = U>Λ1/2),
and
(L+ αΛ)−1αΛ = (
1
α












(L+ αΛ)−1αΛ = Λ−1/2U(:, 1)U(:, 1)>Λ1/2 = 1λ̄
>
, (3.4)









In the following, we will show that the personalized PageRank algorithm [Page et
al., 1999], the kernel matrix (L+αI)−1 for collaborative filtering [Fouss et al., 2007],
and the harmonic function method for label propagation [Zhu et al., 2003] are all
special cases of ParWalk starting from a fixed state.
Personalized PageRank. In personalized PageRank [Page et al., 1999], a ran-
dom walk at each step returns to some vertex i with probablity 0 < β < 1, where β is
often referred to as the “teleportation” probability. Let a be the stationary distribu-
tion of the random walk. Denote by s the indicator vector of i, i.e., si = 1 and sj = 0
for j 6= i. Then the equilibrium equation for the random walk can be written as:
a> = βs> + (1− β)a>D−1W (3.5)
⇐⇒a>D−1(1− β)(D −W + β
1− β
D) = βs>
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Figure 3.1: Two synthetic datasets. (a) Three two-dimensional Gaussians of 900
points. The black cross indicates the query point. The degree of vertices is displayed
in color. (b) Two 20-dimensional Gausssians of 600 points with the first two di-
mensions plotted. The blue cross denotes a query point. The magenta triangle and
the green circle denote labeled points. For illustration purpose, points within each
Gaussian are arranged to appear consecutively in both datasets.
By Eq. (3.6), it can be seen that the personalized PageRank vector w.r.t. i is exact-
ly the i-th row of absorption probability matrix A of ParWalk, with α = β
1−β and
Λ = D. It is easy to check that the absorbing capacity of each state is constant and
equal to β, which indicates that ParWalk will tend to be absorbed at vertices of larger
degree due to their denser connections with the graph. Indeed, by Theorem 3.1.1,
the absorption probabilities will be dominated by the degrees of vertices as β → 0
(α → 0), which can be seen from Fig. 3.2(a-f). One can also observe that even on
such a simple dataset, for a wide range of α tested, there are no clear gaps between
clusters in the absorption probabilities.
Kernel Matrix (L + αI)−1. The kernel matrix (L + αI)−1 has been found em-
pirically appealing as a similarity measure in ranking and recommendation [Fouss et
al., 2007]. Obviously, it is equal to the absorption probability matrix A of ParWalk




of each state i is approximately inversely proportional to its degree di.
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(g) (h) (i) (j) (k) (l)
Figure 3.2: Absorption probabilities of PARW starting from a fixed vertex (indicated
in black circle on Fig. 3.1(a)). (a–f) Λ = αD, α = 10−k, k = 1, 2, . . . , 6; (g–l) Λ = αI,
α = 10−k, k = 1, 2, . . . , 6.
In contrast to the personalized PageRank, such setting cancels out the effect of di
and results in the absorption probabilities evenly distributed within the clusters, as
shown in Fig. 3.2(g-l). We can observe from the absorption probabilities that the
gaps between clusters becomes clear and stable when α is small. Even when α → 0
and the absorption probabilities converge to a constant (see Theorem 3.1.1), the gaps
still exist. Clearly, such absorption probabilities are highly desirable for representing
the cluster structure.
The Harmonic Function Method. The seminal harmonic function method for
label propagation [Zhu et al., 2003] can be interpreted in absorbing random walks,
thus is a special case of ParWalk. The labeled vertices are treated as fully-absorbing
states, and the unlabeled vertices are non-absorbing states. To classify an unlabeled
vertex i, the probabilities of a ParWalk starting from i to be absorbed at the labeled
vertices are computed and compared. This method has been known to be prob-
lematic on high-dimensional data. For the Two 20-dimensional Gausssians dataset
(Fig. 3.1(b)), starting from any unlabeled point in the magenta Gaussian, the absorp-
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tion probability to the magenta labeled point is always smaller than the green one
(Fig. 7.1(a)), resulting in totally wrong classification (Fig. 7.1(b)).
We can see that the choice of Λ is crucial for ParWalk starting from a fixed state,
and setting Λ = I seems to be the only way to avoid bias in Λ. However, in the
following we will see that for ParWalk ending at a fixed state, this is no longer the
case, and even a random Λ can work equally well.
3.2 ParWalk Ending at a Fixed State
For a ParWalk starting from a fixed state, the absorption probability will be dominat-
ed by Λ when α is small. The case is different when considering a ParWalk starting
from any vertex but ending at a fixed state. Given a vertex j, let the absorption
probability aij measure the similarity of vertex i to j, i.e., the j-th column of A is
considered as the similarity vector w.r.t. vertex j. It is equivalent to consider the
matrix M = [mij] ∈ Rn×n = (L + αΛ)−1, whose j-th column (and row) is equal to
the j-th column of A up to a constant factor 1/αλj. In the following, we will show
that M can be decomposed into a constant matrix plus a similarity matrix, where
the latter converges to a meaningful limit when α→ 0.




2 . It is easy to see that L̄ is symmetric and positive semi-
definite. Note that L̄ has the same rank n − 1 as L (since the graph is connected),
and has eigenvalue 0 of multiplicity 1. Let L̄ = UΓU> be the eigen-decomposition
of L̄ with eigenvalues 0 = γ1 < γ2 ≤ · · · ≤ γn, and orthonormal eigenvector matrix








)>. Denote by L̄† the pseudo-inverse
of L̄, and denote by 1 the vector of all ones. We are ready to decompose M .
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Proof. By definition,






































































By Theorem 3.2.1, M is completely determined by E, since C is a constant ma-
trix. By Corollary 3.2.2, when α→ 0, E converges to the pseudo-inverse of L̄ doubly
normalized by Λ−
1
2 . Our theoretical analysis in the next section will prove that E
can reliably capture the graph structure when α is small. In the following, we will
show that M (or columns of A) encompasses several well-known models. In order
to demonstrate their ability in capturing the graph structure, we compare them on
a more challenging synthetic dataset – Two 20-dimensional Gaussians, as shown in
Fig. 3.1(b).
Normalized Personalized PageRank. The personalized PageRank vector nor-
malized by vertex degree, has been found effective in retrieving local clusters [Ander-
sen et al., 2006]. Suppose that a is the personalized PageRank vector w.r.t. some
vertex i. We have shown before that a is equal to the i-th row of A with Λ = D. It is
easy to see that the normalized vector, a./d, is equal to the i-th column of A, up to a
constant factor 1/λi. The comparisons of personalized PageRank and the normalized
one are shown in Fig. 3.3(a-b). We can see that while the former completely fails in
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representing the cluster structure, the latter works very well.
Hitting Times. The hitting time hij is the average number of steps that a
random walk from vertex i to hit vertex j for the first time. Let ei denote the i-th


























For a fixed vertex j, consider the hitting times from any vertex i to j (“many-to-














2 . Also note that hij being smaller means vertices i and j
are closer on the graph. These suggest that as similarity measures, (hij)i=1,...,n is es-
sentially the same as the j-th column of M (or A) with Λ = D, when α is sufficiently
small. For a given vertex i, the hitting times from i to hit other vertices, and the
hitting times from others vertices to hit i, could be drastically different, as shown in
Fig. 3.3(c-d). The former totally fails on this high-dimensional data, as predicted in
[Von Luxburg et al., 2014], while the latter successes, which will be proven later by
our theoretical analysis.
Pseudo-inverse of Graph Laplacian. For Λ = I, we have L̄ = L, and by
Corollary 3.2.2, limα→0E = L
†, where L† is the pseudo-inverse of the graph Lapla-
cian. This establishes the equivalence between L† and M = (L + αI)−1 (when α is
sufficiently small) as similarity measures, and provides a new interpretation of L† in
terms of absorption probability. Not surprisingly, L† works quite well (Fig. 3.3(f)),
just as the kernel matrix (L+ αI)−1 we have seen earlier. We also compare a closely











































(b) (d) (f) (h)
Figure 3.3: Similarity score w.r.t. vertex i indicated in blue cross in Fig. 3.1(b).
(a) The personalized PageRank score of i. (b) (a) normalized by vertex degree. (c)
Hitting times from i to hit other vertices. (d) Hitting times from other vertices to
hit i. (e) Commute times between i and others. (f) The i-th row of L†. (g) The
absorption probability of ParWalk (random Λ) starting from i. (h) The absorption
probability of ParWalk (random Λ) ending at i. (Note that for better visuality, we
do not plot the score of vertex i to itself.)
related similarity measure, the commute time cij = hij + hji between vertices i and




ij). For a query vertex i,
(cij)j=1,...,n includes L
†
jj as part of the similarity between i and j, which could be
problematic. Intuitively, it makes no sense since the counterpart of L†jj is the self-
absorption probability ajj, which does not reflect the relationship of j and i and will
introduce noise. As shown in Fig. 3.3(e), the commute times do not take into account
the graph structure of high dimensional data at all, which verifies the argument in
[Von Luxburg et al., 2014].
Arbitrary Λ. The above has shown that for two different regularizers Λ = I
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and Λ = D respectively, the absorption probabilities of ParWalk ending at a fixed
state can well represent the cluster structure. Surprisingly, it turns out that the
same can be observed for an almost arbitrary Λ, as shown in Fig. 3.3(g-h), where we
compare a row and column of A with a random Λ (λi uniformly sampled from the
open interval (0,1), for i = 1, . . . , n). Also, for the absorbing random walk, as we can
see in Fig. 7.1(a), the absorption probabilities to a fixed fully-absorbing state (either
the green vector or the magenta vector) capture the graph structure just as well. All
these interesting observations will be explained by our theoretical analysis in the next
chapter.
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Chapter 4
Analysis of Absorption Probability
In this chapter, we theoretically analyze the absorption probabilities of ParWalk under
the commonly accepted cluster assumption. Given a query vertex i in a cluster S,
denote by p the absorption probabilities of ParWalk from any vertex to be absorbed
at i (p is the i-th column of the absorption probability matrix A of ParWalk). Our
goal is to show that when α is small, p has small variations within S, but a large gap
between S and its complement S̄. For such purpose, we develop a discrete divergence
analysis to characterize the variation of p on the underlying graph.
4.1 Discrete Divergence Analysis
In mathematics, the Laplace operator or the Laplacian, is defined as the divergence
of the gradient field of a scalar function f on Euclidean space. Geometrically, the
Laplacian of f at a point v, is essentially the rate at which the average value of f
over spheres centered at v, deviates from f(v) as the radius of the sphere grows. In
other words, it measures how far v differs from the average of its surrounding points.
The discrete Laplacian on a finite graph, or the Laplacian matrix L, is an analog of
the continuous Laplacian. For a function f : V → R on the vertices of a graph, the
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wij [f(i)− f(j)] . (4.1)
Note that (∆f)(i) = (Lf)(i). Similar to the continuous Laplacian, the discrete
Laplacian measures the difference of the value of vertex i and the weighted average
of its neighbors. We thus call (∆f)(i) the divergence of the discrete function f at
vertex i.1
By summing the divergence of f at each vertex in a subset of vertices S, we define
the total divergence of f on S, and derive the corresponding divergence theorem.
Definition 4.1.1 (Total Divergence). The total divergence of f : V → R on any









wij [f(i)− f(j)] . (4.2)





In particular, Tf (V) = 0.




















where in the last equation we use the fact that
∑
i∈S,j∈S wij[f(i)− f(j)] = 0, due to
the symmetry of the affinity (wij = wij).
1Actually, one can define discrete gradient and divergence operators on a graph such that the
divergence of gradient corresponds to the discrete Laplacian.
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Theorem 4.1.2 states that the total divergence of f on a set S is equal to the
weighted gap of f between S and S̄. It has an interesting interpretation on resistor
networks. Consider the graph as a resistor network with resistance 1/wij on each
edge e(i, j), and let f be the vector of potentials (voltages) at vertices. For any
e(i, j) such that f(i) > f(j), there is current running from i to j and is equal to
wij[f(i) − f(j)]. The divergence of f at i, (∆f)(i) =
∑
j∼iwij[f(i) − f(j)], can be
considered as the amount of current entering i from an external source if (∆f)(i) ≥ 0,
or exiting i to an external sink if (∆f)(i) < 0. By Theorem 4.1.2, the total net amount
of currents entering the vertices of S is equal to the net amount of currents flowing
out the boundary of S. One can see that this theorem bares high resemblance to the
divergence theorem in vector calculus, we thus call it graph divergence theorem. It
will serve as the foundation of our analysis in this paper.
To examine the variation of f on a graph, we order the vertices by their value in
f and investigate the total divergence of f on the superlevel sets of vertices.
Definition 4.1.3 (Superlevel Set). For any function f : V → R on a graph and a
scalar c ∈ R, the set {i | f(i) ≥ c} is called a superlevel set of f with level c.
W.l.o.g., we assume the vertices are sorted such that f(1) ≥ f(2) ≥ · · · ≥ f(n −
1) ≥ f(n). The subset Si := {1, . . . , i} is the superlevel set with level f(i) if f(i) >
f(i+ 1). For convenience, we still call Si a superlevel set of f even if f(i) = f(i+ 1).
The appealing part of superlevel sets is that the total divergence of f on them is
always non-negative.
Lemma 4.1.4. Tf (Si) ≥ 0, i = 1, . . . , n.
Proof. It follows from Theorem 4.1.2 and the fact that f(u) ≥ f(v), ∀u ∈ Si and
∀v ∈ S̄i.
The variation of f can then be upper and lower bounded by Tf (Si), as stated
as follows. Note that the conductance of a subset S ⊂ V of vertices is defined as
Φ(S) = w(S,S̄)
min(d(S),d(S̄)) , where w(S, S̄) =
∑
i∈S,j∈S̄ wij is the cut cost between S and S̄.
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Corollary 4.1.5 (Dropping Upper Bound). For i = 1, . . . , n− 1,














≥ (f(i)− f(i+ 1))
∑
j∈Si,k∈S̄i
wjk = (f(i)− f(i+ 1))w(Si, S̄i),
which concludes the proof.
Corollary 4.1.6 (Dropping Lower Bound). For i = 1, . . . , n− 1,






where u := arg max
j∈Si,j∼S̄i
f(j) and v := arg min
j∈S̄i,j∼Si
f(j).











wjk = (f(u)− f(v))w(Si, S̄i),
which concludes the proof.
Corollary 4.1.7 (Conservation Law). For any i < k,
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Corollary 4.1.7 is a direct application of Theorem 4.1.2. Interpreted in resistor
networks, it states that the amount of currents flowing into set Sk \ Si minus those
flowing out of it is equal to the amount of currents exiting the vertices in it. We call
this corollary conservation law. It will be used as an important tool to compare the
variation of f within and between clusters.
The divergence of f at vertex i also indicates the connectivity of i with Si−1. For
any i /∈ S, denote by i ∼ S if there is an edge between vertex i and the set S. We
have the following corollary.
Corollary 4.1.8 (Continuity). For any f : V → R and any vertex 1 < i < n, if
(∆f)(i) ≤ 0 and f(i) > f(i+ 1), then i ∼ Si−1.





f(j) < 0. Since f(i) >
f(i + 1), there must exist some j ∼ i, such that f(j) > f(i), implying j ∈ Si−1 and
thus i ∼ Si−1.
Corollary 4.1.8 shows that if the divergence of some function f is non-positive at
every vertex (2, . . . , n−1), and f is mutually different, then f is a function that varies
“continuously” on the graph, instead of jumping between distant regions. Later we
will see that the columns of the absorption probability matrix A of ParWalk are such
“continuous” functions.
4.2 The Harmonic Structure
To apply divergence analysis on a function f , we first need to quantify its divergence
at any vertex. For some random walk based similarity measures, f can be expressed
in a harmonic form, thereby its divergence could be conveniently derived. Specifically,
given a query vertex, let f : V → R be the similarity vector with respect to the query,
we say f has a harmonic structure if at any vertex i, it can be expressed as
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where δ can be a constant or some quantity independent of f(k), k ∼ i. By Eq. (4.6),
the divergence of f at vertex i can be derived as (∆f)(i) = diδ.
A typical example is the absorption probability of absorbing random walk. Con-
sider an absorbing random walk with two absorbing states (vertex 1 and n), and let
g : V → R be the absorption probability vector of the random walk to absorbed at
vertex 1. W.l.o.g., assume that the vertices are sorted such that 1 = g(1) > g(2) ≥
· · · ≥ g(n − 1) > g(n) = 0. By the first step analysis, it is easy to see that, for







Therefore we can infer that (∆g)(i) = 0 and g is a harmonic function [Zhu et al., 2003].
This is analogous to the continuous case where a twice continuously differentiable
function f is harmonic if it satisfies the Laplace’s equation ∆f = 0.
The harmonic structure can also be observed in the absorption probability of Par-
Walk. Consider p = (a1i, a2i, · · · , ani)>, the absorption probability vector of ParWalk
to be absorbed at vertex i. By applying the first step analysis, p can be written in














p(k), j 6= i. (4.8)
With some simple manipulation, we can derive the divergence of p as follows:
(∆p)(i) = αλi(1− p(i)) = αλi(1− aii), (∆p)(j) = −αλjp(j) = −αλiaij, j 6= i,
(4.9)
where we have used the fact that p(j) = aji =
λi
λj
aij. Clearly, when α is small, the
divergence of p is small and p is almost harmonic. By Eq. (4.9), we can also see that
the divergence of p (the i-th column of A) are completely determined by the i-th row
of A, since both λi and α are constants. This interesting fact will be used to analyze
p later in this chapter.
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4.3 Absorption Probabilities
We are now ready to analyze the absorption probabilities of ParWalk. As a special
case, we first analyze the absorption probabilities of absorbing random walk.
4.3.1 Absorbing Random Walks
A popular label propagation method – the harmonic function method [Zhu et al., 2003]
essentially uses absorbing random walks, where the labeled vertices are considered as
absorbing states. To classify an unlabeled vertex i, one compares the probabilities of
a random walk starting from i to be absorbed at the labeled vertices. Recent studies
[Nadler et al., 2009] have raised concerns that this method is prone to error when data
is in high-dimensional (≥ 2) space and the amount of unlabeled data is large. In fact,
[Alamgir and Luxburg, 2011] shows that the classification result will bias seriously to
the vertices of larger degree.
This suggests that the probabilities of absorbing random walks starting from a
fixed state to be absorbed at multiple absorbing states (“one-to-many” direction)
may not well capture the graph structure. However, it would be a different case if we
consider the opposite direction – the probabilities of absorbing random walks to be
absorbed at a fixed state (“many-to-one” direction).
For simplicity and without lost of generality, let us consider binary classification
with one label in each class. Suppose that vertex 1 is labeled as positive and vertex n is
labeled as negative. Then there are 2 fully absorbing states and n− 2 non-absorbing
states for the absorbing random walk. Without lost of generality, we consider the
probabilities of the absorbing random walk to be absorbed at vertex 1, denoted by
g, and assume the vertices are sorted such that 1 = g(1) > g(2) ≥ · · · ≥ g(n −
1) > g(n) = 0. By our previous analysis, g is harmonic (Eq. (4.7)) at 2, . . . , n − 1.
Therefore, as shown by the corollary below, the total divergence of g on levelsets Si
(i = 1, . . . , n− 1) is constant. Interpreted in resistor networks, it means that there is
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Figure 4.1: Absorbing random walks on a 6-point graph.
no current entering or exiting vertices 2, . . . , n − 1, but there is
∑
k∼1w1k(1 − g(k))
amount of current entering vertex 1 and exiting vertex n, which is also the amount
of current flowing out the boundary of Si, for i = 1, . . . , n− 1.





j=1(∆g)(j) = (∆g)(1) =
∑
k∼1w1k(1− g(k)).
By Corollary 4.1.8, g varies continuously on the graph if it is mutually different
on the unlabeled data. Now suppose that g ranks the positive cluster Sk = {1, . . . , k}
ahead of the negative cluster S̄k. For any i < k, since Tg(Si) = Tg(Sk), by the







By the cluster assumption, the connection within Sk should be much denser than




u∈Sk\Si,v∈S̄k wuv. Then Eq. (4.10)
indicates that the variation of g within Sk is much smallers than that between Sk and
S̄k. This shows that g can faithfully capture the cluster structure.
We illustrate g using a toy example in Fig. 4.1, where the graph consists of 6
points of 2 classes denoted by different colors, with 3 points in each class. The edge
weights are all 1 except for the edge between the two cluster, which is 0.1. Vertices
1 and 6 are labeled. The absorption probabilities to be absorbed at vertex 1 are
computed and displayed. We can see that since the cut w(S2, S̄2) = 2 is much denser
than the cut w(S3, S̄3) = 0.1, the gap between g(1), g(2) and g(3), are much smaller
than the gap between g(3) and g(4).
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4.3.2 Partially Absorbing Random Walks
We now proceed to analyze the absorption probability vector p of ParWalk, the i-th
column of A. For simplicity, it is equivalent to consider q = p/(αλi), the i-th column
of M . Let us first prove some desirable properties of M .
Lemma 4.3.2. M is positive and symmetric, i.e., ∀i, j, mij > 0, and mij = mji.
Regardless of Λ, mii is always the unique largest element in the i-th column of M .
Proof. (a) Since L+ αΛ is symmetric, M = (L+ αΛ)−1 is symmetric.





[(D + αΛ)−1W ]k
)
(D + αΛ)−1. (4.11)
M is positive since every matrix in Eq. (4.11) is positive.
(c) Now we show that mjj is the unique largest in its column. Assume, to the contrary,
there exists i, j, i 6= j, such that mjj ≤ mij. Denote k = arg maxi 6=jmij. Note that
M is symmetric and M > 0. Let B = (bij) := D+αΛ−W . Note that B is symmetric
and strictly diagonally dominant, i.e., ∀k, bkk >
∑
i 6=k |bki|. By BM = I, we have
0 = B(k, :)M(:, j) =
∑
i bkimij = bkkmkj +
∑
i 6=k bkimij ≥ bkkmkj − (
∑
i 6=k |bki|)mkj =
(bkk −
∑
i 6=k |bki|)mkj > 0, which contradicts the assumption.
Lemma 4.3.3. Suppose that λi > 0 for some i. Then any eigenvalue of the matrix
(D + αΛ)−1W is of magnitude less than 1.
Proof. Let C = (D + αΛ)−1W . Since C is similar to the symmetric real matrix
(D + αΛ)−1/2W (D + αΛ)−1/2, the eigenvalues of C are real. Let v be any of C’s
eigenvalues. We claim that |v| < 1. Let u = (u1, u2, . . . , un)>, where ui ∈ R for
i = 1, 2, . . . , n, be the nonzero eigenvector associated with v. Observe that C is
nonnegative and the sum of each row of C is less than or equal to 1. Since λi >
0 for some i, the sum of the i-th row of C is less than 1. If |ui| = maxj{|uj|},
then |vui| = |C(i, :)u| < |ui|, yielding |v| < 1. Otherwise, there must be a k 6= i,
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|uk| = maxj{|uj|} and |uk| > |ui|. It is not difficult to see that C(k, :)u 6= vuk if
|v| ≥ 1, which contradicts the assumption that Cu = vu. Therefore, we conclude
that |v| < 1.




((D + αΛ)−1W )t(D + αΛ)−1αΛ. (4.12)
Proof.
(L+ αΛ)−1 = (D + αΛ−W )−1




((D + αΛ)−1W )t(D + αΛ)−1, (4.13)
where the last equation follows from Lemma 4.3.3.
Without lost of generality, let vertex 1 be the query, and q be the first column of
M . Then by Lemma 4.3.2, q(1) is the largest element of q. And by Eq. (4.9), the
divergence of q have the following succinct form:
(∆q)(1) = (1− a11), (∆q)(i) = −a1i, i 6= 1. (4.14)
Since a1i > 0, we have (∆q)(i) < 0, for i = 2, . . . , n. By Corollary 4.1.8, q varies
continuously on the graph.
Suppose that the vertices are sorted such that q(1) > q(2) ≥ · · · ≥ q(n), then the











where in the last equation we have used the fact that
∑n
i=1 a1i = 1. Clearly, for
n = 1, . . . , n, Tq(Si) strictly decreases when i increases, since ∀i, a1i > 0. Then for
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Suppose that Sk is the local cluster containing vertex 1. We want q to vary as
small as possible within Sk, but have a large gap between Sk and S̄k. This means the
ratio in Eq.(4.16) should be as large as possible. Then by Eq. (4.17)&(4.18)&(4.19),
Tq(Si) should decrease as slowly as possible, which means Tq(Sk) should be as large
as possible.
It is interesting to interpret the divergence of q on resistor networks. By Eq. (4.14),
there is 1 unit current entering vertex 1, and a1i amount of current exiting vertex i,
∀i. Tq(Sk) being as large as possible means the amount of current exiting vertices in
Sk should be as less as possible, which is equivalent as saying the amount of current
flowing out of the boundary of Sk should be as large as possible.
By Eq. (4.15), Tq(Sk) is equal to the probability mass of a ParWalk starting from
vertex 1 to escape from Sk. In the following, we will show that if Sk is a cluster of
low conductance, and if the absorbing capacity of vertices in Sk are not too small, the
ParWalk will be mostly absorbed in Sk. Otherwise if the absorbing capacity of every
vertex on the graph is small, the ParWalk will be most likely to escape from Sk.
Let S ⊂ V be any subset of vertices. Denote the indicator vector of S by χS ,
where χS(i) = 1 if i ∈ S, and χS(i) = 0 otherwise. Denote the stationary distribution
w.r.t. S by πS , where πS(i) = di/d(S) if i ∈ S, and πS(i) = 0 otherwise. Denote by
d = (d1, d2, . . . , dn)
> the vector of vertex degrees. Let P = D−1W . Theorem 4.3.8
gives an upper bound on the expected probability mass escaped from S, given that
the distribution of the starting vertex is πS . We need the following lemmas to prove
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Theorem 4.3.8.
Lemma 4.3.5. If v ≤ βd, then P>v ≤ βd.
Proof. P>v = WD−1v ≤ βWD−1d = βW1 = βd.



















t>πS ≤ tΦ(S). (4.20)
Proof. By Lemma 4.3.6, (4.20) holds when t = 1. Assume that it holds for t = k. By







where vS denotes the vector P
k>πS restricted on S, i.e., vS(i) = (P k>πS)(i) if i ∈ S
and vS(i) = 0 otherwise. Since πS ≤ 1d(S)d, we have P
k>πS ≤ 1d(S)d by Lemma
4.3.5. Thus vS ≤ πS because πS equals 1d(S)d restricted on S. Therefore by Lemma
4.3.6, χ>S̄P
>vS ≤ χ>S̄P
>πS = Φ(S), yielding χ>S̄P
(k+1)>πS ≤ Φ(S) + kΦ(S) =
(k + 1)Φ(S).
Theorem 4.3.8. Given A = (L + αΛ)−1αΛ. Let S be any set of vertices satisfying
d(S) ≤ 1
2


















































































By Theorem 4.3.8, for a fixed regularizer Λ, if α is relatively large, i.e., the ab-
sorbing capacity of vertices in Sk is not too small, then the probability mass of a
ParWalk escaping from Sk will be bounded by a small number, provided that Sk has
low conductance. In other words, the ParWalk will be trapped in the local cluster Sk
with high probability. Therefore, for Tq(Sk) to be large, α has to be set small. The
following theorem shows that when α→ 0, Tq(Sk) is essentially determined by Λ.
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By Theorem 4.3.9, we can infer that when α is sufficiently small, Tq(Sk) will be
large under two conditions: 1) The size of the local cluster Sk is not too large when
compared to the size of whole graph; 2) ∀i ∈ Sk, λi is not too large. This explains
our observation in Chapter 3 that even with a random Λ, q can well represent the
cluster structure, when α is small.
4.4 Model Selection
Our analysis from last section suggests that the performance of different regularizer
Λ can be compared numerically. In this section, we first compare the behaviors of
two typical regularizers Λ = I and Λ = D. Then we propose a new regularizer Λ = H
to combine their strengths for better performance on data with diverse density.
4.4.1 Behaviors of Regularizer I and D
Recall from Chapter 3 that with different regularizer Λ, ParWalk unifies various
similarity measures. In particular, when α → 0, Λ = I corresponds to the pseudo-
inverse of graph Laplacian, while Λ = D corresponds to the hitting times (“many-
to-one” direction). An important benefit of the unified view is that it enables us to
compare the behaviors of these models by comparing Λ only.
Denote by i the first column vector of M with Λ = I, and by d the first column
vector of M with Λ = D. W.l.o.g., assume i and d both rank the local cluster
Sc = {1, . . . , c} on the top (vertex 1 being the query), i.e., i1 > i2 ≥ · · · ≥ ic ≥ · · · in,













Recall our analysis from last section that larger Tq(Sc) indicates better q. Clearly, by
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(a) Two Gaussians (b) Λ = I (c) Λ = D (d) Λ = H
Sparse Dense All
I .5403 .9992 .7698
D .9888 .7888 .8888
H .9720 .9516 .9618
(e) MAP (f) Λ = I (g) Λ = D (h) Λ = H
Figure 4.2: Two 20-dimensional Gaussians with variances 1 and 0.16, and 400 points
in each. The black cross denotes a query. The top 400 ranked points are highlighted
in magenta. (d&h) Ranking by our proposed H. (e) Mean average precision (MAP).
















degree of vertices of the entire graph. Eq. (4.26) implies that when α is sufficiently
small, we have Td(Sc) > Ti(Sc), provided that the local cluster Sc is sparser than the
rest of graph. In particular, we can see that when d(Sc)/d(V) → 0, i.e., Sc is highly
sparse, then limα→0 Td(Sc)→ 1 (by Eq. (4.25)), while limα→0 Td(Sc) remains the same
(by Eq. (4.24)). We thus infer that regularizer D is much better than I on sparse




we have limα→0 Td(Sc) < limα→0 Ti(Sc). When Sc becomes highly dense such that
d(Sc)/d(V)→ 1, we have limα→0 Td(Sc)→ 0 (Eq. (4.25)). But limα→0 Td(Sc) remains
unchanged since it is independent of data density (Eq. (4.24)). This shows that
regularizer I is much better than D on dense clusters.
We illustrate the performance of Λ = I and Λ = D on a synthetic dataset in
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Fig. 4.2(a), which consists of two 20-dimensional Gaussians with different variances.
Rankings by I and D can be visualized in Fig. 4.2(b-c, f-g), and the mean average
precisions (MAP) by taking each vertex as query, are summarized in Fig. 4.2(e). The
results verify our arguments. For queries from the dense Gaussian (the one with
smaller variance), I performs much better than D. While for queries from the sparse
Gaussian (the one with larger variance), D is extremely superior compared to I. A
somewhat counterintuitive result is that D works much better on the sparse Gaussian
than on the dense one. Isn’t a dense cluster supposed to be easier to extract? Our
analysis can explain this. Since there are only two clusters on the graph and if the
local cluster Sc is much denser than the other, limα→0 Td(Sc) is rather small, indicating
the regularizer D will not perform well on Sc.
The behaviors of regularizer I and D can also be explained by observing ParWalk
directly. For Λ = I, the absorbing capacity of vertex i is pii =
α
α+di
, which is inversely
proportional to the degree of i when α → 0. This means ParWalk has much larger
mobility in the dense clusters than in the sparse clusters (the smaller pii, the larger
the mobility of ParWalk at i). Therefore, if the query is in the dense cluster, a
ParWalk from the dense cluster can easily hit it, but a ParWalk from the sparse
cluster can hardly get to the query as it will be absorbed in the sparse cluster with
high probability. So vertices in the dense cluster will be ranked at the top. On the
contrary, if the query is in the sparse cluster, a ParWalk from the sparse cluster will be
prevented from reaching it because of the large absorbing capacity of the low degree
vertices. Therefore some vertices in the sparse clusters will not be ranked at the top.
This explains why I works better on dense clusters than sparse ones.






constant at each vertex. This means ParWalk has the same mobility within each
cluster. However, since the connections within the sparse cluster are weaker than
they are in the dense cluster, ParWalk from the sparse cluster can go to the dense
cluster more easily than the other way around. Therefore if the query is in the sparse
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cluster, a ParWalk from the sparse cluster will reach it more easily than a ParWalk
from the dense cluster. So vertices in the sparse cluster will be ranked at top. On
the contrary, if the query is in the dense cluster, a ParWalk from the sparse cluster is
still likely to hit it, especially when the query is on the boundary of the dense cluster.
So some vertices in dense clusters will not be ranked at the top. This explains why
D works better on sparse clusters than dense ones.
4.4.2 A Hybrid Regularizer H
We have shown that regularizers I and D behave complementarily, and each has its
own strength and weakness. Ideally, if the query is from a dense cluster, then I
should be used; and if it is from a sparse cluster, then D would be a better choice.
However, in practice, there is no reliable way to tell whether a query is in a “sparse”
or “dense” cluster. This naturally poses an important but difficult question: How
to choose the right regularizer? Here we address this practical problem by designing
a new regularizer Λ which can automatically switch between the I mode and the D
mode.
Our solution is inspired by the observations as follows. First, since on sparse
clusters where the vertices are of relatively low degrees, I tends to fail while D works
much better, it suggests that the “ideal” regularizer (λi’s) for low degree vertices
should be set relatively small (e.g., following D). Second, D does not perform well
on dense clusters, which suggests that the regularizer for high degree vertices should
not be set too large. Third, I works well on dense clusters, implying that a constant
regularizer on high degree vertices may be desired. Combining these arguments, we
propose to set Λ = H = diag(h1, h2, · · · , hn) with
hi = min(d̂, di), i = 1, . . . , n, (4.27)
where d̂ is the τ -th largest entry in (d1, d2, · · · , dn) (e.g., the median), and w.l.o.g.,
we assume it is unique. One can see that H is essentially a mix of I and D – it equals
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to D at vertices with degree smaller than d̂, and stays constant otherwise. Without
lost of generality, suppose that vertex 1 is the query. Let h denote the first column
vector of M with Λ = H, and assume h ranks the local cluster Sc = {1, . . . , c} on the
top (vertex 1 being the query), i.e., h1 > h2 ≥ · · · ≥ hc ≥ · · · ≥ hn. The following
results justify the use of H.
We first show that H behaves like D when the local cluster Sc is sparse. Assume
that maxi∈Sc di < d̂, and let S ′ = {i|di < d̂}. By the definition of H (Eq. (4.27)) and




d(S ′ \ Sc) + τ d̂
d(S ′) + τ d̂
. (4.28)
By Eq. (4.24), we have limα→0 Ti(Sc) = |S
′\Sc|+τ
|S′|+τ . The following theorem shows that
if the local cluster Sc is sparse such that the average degree of vertices within Sc
is smaller than that of S ′, we have limα→0 Th(Sc) > limα→0 Ti(Sc). This shows that
regularizer H is better than I on sparse clusters. Moreover, if the density of Sc become
sparser such that d(Sc)
d(V) → 0 (note that d(V) = d(S
′) + τ d̂), then limα→0 Th(Sc) → 1.
This shows that by setting hi = di for low degree vertices, H behaves very similarly
as D on sparse clusters.
Theorem 4.4.1. Suppose that d(Sc)|Sc| <
d(S′)
|S′| . Then limα→0Rh(Sc) > limα→0Ri(Sc).
Proof. Since d(Sc)|Sc| <
d(S′)




|S′|d̂ . Since d(S
′) < |S ′|d̂, we have
d(Sc)
d(S ′) + τ d̂
<
|Sc|d̂
|S ′|d̂+ τ d̂
(4.29)
=⇒1− d(Sc)
d(S ′) + τ d̂
=
d(S ′ \ Sc) + τ d̂





|S ′|d̂+ τ d̂
=
|S ′ \ Sc|d̂+ τ d̂
|S ′|d̂+ τ d̂
=





We next show that H behaves like I when the local cluster Sc is dense. Assume
mini∈Sc di > d̂, and let S∗ = {i|di > d̂}. By the definition of H (Eq. (4.27)) and
CHAPTER 4. ANALYSIS OF ABSORPTION PROBABILITY 49




|S∗ \ Sc|d̂+ d(S̄∗)
|S∗|d̂+ d(S̄∗)
. (4.30)
By Eq. (4.25), we have limα→0 Td(Sc) = d(S
∗\Sc)+d(S̄∗)
d(S∗)+d(S̄∗) . The following theorem shows
that if the local cluster Sc is dense such that the average degree of vertices within
Sc is larger than that of S∗, we have limα→0 Th(Sc) > limα→0 Td(Sc). This shows
that regularizer H is better than D on dense clusters. Furthermore, we can see from
Eq. (4.30) that limα→0 Th(Sc) remains constant as Sc gets denser. This shows that
by setting hi = d̂ for high degree vertices, H behaves very similarly as I on dense
clusters.
Theorem 4.4.2. Suppose that d(Sc)|Sc| >
d(S∗)































Remark on d̂: The performance of H depends on the choice of d̂, and d̂ should
not be set too large or too small. If d̂ is too large, H behaves much like D and there
is no sufficient regularization for dense data. On the other hand, if d̂ is too small,
H behaves much like I and cannot do well on sparse data. By our empirical studies,
we find that d̂ = median(d1, d2, · · · , dn) works quite well in practice. We adopt this
setting throughout our experiments.
The superiority of H can be immediately seen on the Two Gaussians example
in Fig. 4.2, where H demonstrates a nice balance between I and D. On the dense
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Gaussian, H is very close to I and much better than D; while on the sparse Gaussian,
it is very close to D and much better than I. Overall, H performs superior than either
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Chapter 5
Local Clustering: Salient Object
Segmentation
In this chapter, we apply ParWalk to solve a local clustering problem: segmenting
salient objects from an image. The inputs are an image and its initial saliency map
produced by some existing saliency detection method, which is usually noisy and
inaccurate. We take the saliency map as the probability distribution of query vertices,
and compute the absorption probabilities of ParWalk to the queries to form a high-
quality map. We then propose an automatic adaptive thresholding method to segment
the salient objects from the refined map. We provide a detailed evaluation of our
approach on a large benchmark dataset to demonstrate its effectiveness.
5.1 Introduction
Salient object segmentation usually consists of two steps: visual saliency detection and
binary segmentation. The former computes a saliency map capturing various levels
of saliency at different locations in a scene (Figs. 5.1(b)), and the latter extracts the
attended objects aligning with the saliency map (and image contents). Clearly, a good
saliency map is critical for a high-quality segmentation (Figs. 5.1(c-d)). However,
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(a) (b) (c) (d)
Figure 5.1: The proposed saliency refinement and segmentation. (a) Original images.
(b) Saliency maps by [Itti et al., 1998] (top one) and [Shen and Wu, 2012] (bottom
two). (c) Our refined saliency maps. (d) Our segmentations.
despite decades of study, visual saliency detection remains a challenging problem.
Typically, low-level image feature cues and high-level human priors are integrated to
capture certain image contrast [Itti et al., 1998; Ma and Zhang, 2003; Cheng et al.,
2011] or uniqueness [Hou and Zhang, 2007; Shen and Wu, 2012]. While such studies
have biological or psychological foundation, natural scenes rendered in images appear
to exhibit a diversity of characteristics much broader than the concept of contrast or
uniqueness. And a saliency map, computed to capture human fixation, may capture
only a fraction of objects [Itti et al., 1998; Hou and Zhang, 2007] or even some part
of the background (Figs. 5.1(b)). One naturally asks: how to reliably extract the
attended objects from an incomplete, noisy, or even inaccurate saliency map?
Several ideas have been explored for this problem. One natural idea is to threshold
the saliency map adaptively, where pixels with saliency above the threshold compose
the foreground [Hou and Zhang, 2007]. This method can only work well for an
accurate saliency map where the saliency of the entire attended objects is higher
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than that of the entire background, which is far from the case in practice especially
for complex scenes. One effective extension is by thresholding the saliency over image
segments, rather than on pixels directly. Image segments are usually obtained by
over-segmenting the image (e.g., by Mean-Shift), and the saliency of a segment is
taken as the average of pixel saliency within it [Achanta et al., 2009; Shen and Wu,
2012]. This method often results in better object boundaries, but the issue of the
quality of the saliency map still remains. In addition, the selection of an appropriate
threshold is non-trivial. An empirical approach is setting it twice the average saliency
of the entire image, but it only works well on some images. A more sophisticated
approach is by feeding a binary segmentation of the image, typically obtained by
thresholding, to the popular GrabCut/Graph-Cut algorithm, sometimes iteratively
[Cheng et al., 2011]. This approach usually yields more refined segmentation. Other
interesting ideas include fixation seed growing, and salient region clustering after
certain supervised identification of salient regions.
We argue that the above methods do not exploit the information encoded in a
saliency map sufficiently, instead they perform certain saliency filtering/selection,
which can be risky given a large amount of uncertainty presented in the saliency
map. In this chapter, we take a more conservative approach to this problem based on
the following observation: While a saliency map obtained from any sensible saliency
detection method, may not highlight the salient objects uniformly more than the
background, it (typically) still gives much higher average saliency1 in the attended
objects than that of the background2. Therefore, given a saliency map of an image,
we want to redistribute the saliency in the attended objects to make it distribute as
evenly as possible within the objects, and so for the background. But this seems to
1The average saliency of the objects (or the background) is defined as the average saliency of
pixels in them.
2Note that for a random saliency map, the objects and the background have the same average
saliency.
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be a chicken and egg problem: without knowing the segmentations of the objects and
the background, how can we redistribute the saliency within them, respectively?
Inspired by our analysis in Chapter 4, we propose a saliency refinement method to
implement the above idea. The input image is modeled as a weighted bipartite graph
over pixels and multi-layer superpixels, which are used to capture multi-scale image
features. The initial saliency map is taken as the probability distribution of query
vertices. A new saliency map is formed by computing the absorption probability of
ParWalk to the queries, where the saliency is distributed evenly within the objects
and background respectively. Moreover, the variations of saliency within the objects
are much smaller compared to the object-background gap, confirming our analysis
in Chapter 4. We then re-scale the map to capture this sharp contrast. Now the
newly formed saliency map is a high-quality map which highlights the objects evenly
and dims the background. To segment the object, we propose a simple automatic
adaptive thresholding method which yields state-of-the-art performance comparable
to those sophisticate method such as GrabCut.
Some example results of our method are shown in Fig. 5.1. The rest of this chapter
is organized as follows. We propose our saliency refinement model in Section 5.2 and
the segmentation method in Section 5.3. We report experimental results in Section
6.3, and provide discussions and conclusions in Section 5.5.
5.2 Saliency Refinement
In this section, we present our saliency refinement model. Our goal is to redistribute
the saliency within the attended objects so that it spreads evenly in the entire regions
of the salient objects, and for the background as well, in order to facilitate subsequent
segmentation. There are several important issues to be considered: 1) How to model
objects and background respectively without knowledge of their locations? 2) A
natural image usually presents diverse visual patterns in multiple scales. How to
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Input Output
Random walks on a bipar!te graph
Figure 5.2: The proposed saliency refinement model.
effectively capture them? 3) How to redistribute saliency efficiently? In what follows,
we address all these issues using ParWalk on a bipartite graph (Fig. 5.2).
5.2.1 Multi-Scale Image Representation
How to distribute saliency evenly within the objects or the background, without even
knowing their locations? An important observation is that if we over-segment the
image, then most pixels within a superpixel (an image segment) are likely to belong
to either the objects or the background. Such a claim is often true in practice and
actually has been widely used in general image segmentation [Li et al., 2012] and also
in salient object segmentation [Achanta et al., 2009; Shen and Wu, 2012]. However,
the collection of superpixels from one single over-segmentation is usually not sufficient
to capture the multi-scale visual patterns. Furthermore, the modeling of multi-scale
features is important for saliency analysis, as shown in the pioneering work by [Itti
et al., 1998].
Hence, we propose to use multi-layer superpixels generated by a segmentation
method with varying parameters to model the multi-scale visual patterns in the im-
age. Specifically, we model the image with a graph over both image pixels and super-
pixels, where a superpixel is connected to all the pixels within it with equal weights.
We also connect neighboring superpixels if they are similar in LAB color3, in order to
3Other feature spaces are also possible, but we found LAB works well for our model.
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enforce pixels from those superpixels to have similar saliency value, because they are
likely to belong to either the objects or the background. To allow efficient saliency
redistribution, we build a bipartite graph depicted in Fig. 5.2 following the construc-
tion in [Li et al., 2012]. Note that apart from the bipartite structure, the graph is
also highly sparse.
5.2.2 Saliency Redistribution with ParWalk
Given a bipartite graph constructed as above and a saliency map of the image, how
to redistribute the saliency in the way we want? Recall from our analysis in Chapter
4, the absorption probabilities of ParWalk to a query vertex has the nice property of
varying slowly within the local cluster while dropping sharply outside. We thus pro-
pose to use ParWalk to redistribute the saliency. Specifically, by taking the saliency
map as the probability distribution of query vertices, we compute the probabilities
of ParWalk to be absorbed at the queries. The output is then taken as the refined
saliency map.
Formally, let I be an image and s be a saliency map of I produced by some saliency
detection algorithm. For simplicity, let s be a column vector by concatenating all the
columns of the saliency map (we still call s the saliency map). We extend s to a
longer vector ŝ by including the initial saliency of superpixels, which is defined as
the average of pixel saliency in it (note that the size of ŝ is equal to the number of
vertices in our bipartite graph). Let s0 := ŝ/‖ŝ‖1 (note that s is non-negative). s0 is
then taken as the distribution of query vertices. The (extended) refined saliency map
r is then computed by
r = As0, (5.1)
where A = (L + αΛ)−1αΛ is the absorption probability matrix of ParWalk. Since
salient objects are usually the densest clusters in the image graph, based on our
analysis in Chapter 4, we set Λ = I.
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(a) (b) (c)
(d) (e) (f)
Figure 5.3: Saliency redistribution. (a) and (d) Images superimposed with fixation
points, assuming all pixels are with saliency 0 except for the fixation points which are
with saliency 1. (b) and (e) Our refined saliency maps; (c) and (f) Segmentations.
We need to re-scale r to obtain a better map since the absolute values of r on






Once we have r̂, we can obtain the refined saliency map of the image by just extracting
the refined saliency of pixel vertices from r̂.
The proposed saliency refinement model is illustrated in Fig. 5.3. In Fig. 5.3 (a),
the input saliency map is all zero except for one pixel at the red cross. The saliency is
then redistributed by our model (Fig. 5.3 (b)), where the whole salient object (deer)
is highlighted. In Fig. 5.3 (d), the input saliency map is all zero except for two
pixels of the same value at the blue and red crosses. The redistributed saliency by
our model is shown in Fig. 5.3 (e), where the deer is still highlighted in spite of the
brighter background, which is due to that the background size is much larger than
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the object size and the saliency is distributed almost evenly within them respectively.
The salient objects can then be easily extracted from both refined maps (Fig. 5.3 (c)
and (f)).
Choice of α. Based on our analysis in Chapter 4, α should be set small such
that the gap between the local cluster S and S̄ is large. We can see from Fig. 5.4
(c-g) that the smaller α is, the sharper contrast between the salient object and the
background in the re-scaled refined saliency map.
Our saliency refinement model is summarized in Algorithm 1.
Algorithm 1 Saliency Refinement
Input: An image I and a saliency map s.
Output: A refined saliency map r̂.
1: Collect multi-layer superpixels by over-segmenting the image with an existing
segmentation method with varying parameters.
2: Construct a bipartite graph over pixels and superpixels, and compute the nor-
malized extended saliency map s0.
3: Compute the extended refined saliency map r using Eq. (5.2).
4: Re-scale r to obtain r̂.
5: Return the refined saliency map by extracting the refined pixel saliency from r̂.
5.3 Salient Object Segmentation
Given a saliency map, a binary segmentation of salient objects can be obtained by
thresholding the saliency map with a threshold T ∈ [0, 255]. Pixels with saliency
values higher than or equal to T are set as foreground, otherwise as background.
Various methods have been proposed to segment the salient objects using saliency
maps. For example, GrabCut [Rother et al., 2004] was used iteratively in [Cheng et
al., 2011] to cut the salient objects; while in [Achanta et al., 2009; Shen and Wu, 2012],
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(a) image (b) saliency map (c) α = 1e− 2 (d) α = 1e− 3
(e) α = 1e− 4 (f) α = 1e− 5 (g) α = 1e− 6 (h) ground-truth
Φ = 0.0100 Φ = 0.0094 Φ = 0.0064 Φ = 0.0063
Figure 5.4: Refined saliency maps with different α and threshold selection by con-
ductance. (a) image; (b) saliency map; (c-g) refined saliency map with α =
1e − 2, 1e − 3, 1e − 4, 1e − 5, 1e − 6; (h) ground-truth. 2nd row: four cuts with
conductance shown.
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adaptive thresholding on the image segments produced by Mean Shift [Comaniciu and
Meer, 2002] was adopted. Perhaps the most popular and simplest method is to do
adaptive thresholding on the pixel level, where the threshold is set as T = w × m̄,
with w a constant, and m̄ the mean pixel value of the saliency map. Usually w is
set as 2.0 or 3.0 [Hou and Zhang, 2007]. Instead of using a fixed w, here we propose
a simple yet effective way to choose w automatically. We refer to our method as
automatic adaptive thresholding (AAT).
Automatic Adaptive Thresholding (AAT). Given a candidate set of w, we
would like to select the one by which the cluster obtained has the lowest conductance,
where the conductance is defined as follows. Denote by d(S) :=
∑
i∈S di the volume
of a subset S ⊆ V of vertices, where di =
∑
j wij. The conductance of a subset S ⊂ V
of vertices is defined as Φ(S) = w(S,S̄)min(d(S),d(S̄)) , where w(S, S̄) :=
∑
i∈S,j∈S̄ wij is the
cut between S and its complement S̄. The conductance reflects the connectivity of
the cluster with the rest of the graph. The larger the conductance, the denser the
connection, and vice versa. The key observation is that salient objects is usually
a cluster with small conductance. We illustrate AAT in the third row of Fig. 5.4,
where multiple segmentations obtained using different w are displayed, along with
their respective conductance. We can see that the one with the smallest conductance
corresponds to a perfect cut.
5.4 Experiments
In this section, we evaluate the proposed random walk model for saliency refinement
and object segmentation on the publicly available dataset ASD [Borji et al., 2012]
provided by Achanta et al. [Achanta et al., 2009]. ASD is a large dataset consisting
of 1000 images with accurate human labels, where objects vary by numbers, sizes,
and scenes. The ASD dataset has been widely used as a benchmark [Borji et al.,
2012] for saliency detection.
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5.4.1 Parameter Setup
We refer to our random walk model for saliency refinement as RW, where RW(A)
denotes our refined saliency maps using A as input. Likewise, we refer to our model
for salient object segmentation as RWC, where RWC(A, B) denotes our segmentation
using A as input saliency maps, and B as the segmentation methods. Here we have
two choices for B, AAT (automatic adaptive thresholding, see section 5.3) and GC
(GrabCut). The parameter w for AAT ranges from [1:0.1:4]. GC denotes segmenta-
tion by GrabCut initialized with our refined saliency map and the threshold found
by AAT.
We choose the input saliency maps produced by two recent methods LR [Shen and
Wu, 2012] and RC [Cheng et al., 2011], both of which achieved good performance
on the ASD dataset. We compare our refined saliency maps RW(LR) and RW(RC)
with 8 state-of-the-art methods including IT [Itti et al., 1998], SR [Hou and Zhang,
2007], MZ [Ma and Zhang, 2003], GB [Harel et al., 2007], CA [Goferman et al., 2012],
IG [Achanta et al., 2009], RC and LR. We also compare our segmentation methods
RWC(RC, AAT), RWC(RC, GC), RWC(LR, AAT), and RWC(LR, GC) with the
state-of-the-art segmentation method RCC [Cheng et al., 2011], which iteratively
applied GrabCut and achieved the highest performance on the ASD dataset.
We follow [Li et al., 2012] to construct the bipartite graph for image representation.
We use Mean Shift [Comaniciu and Meer, 2002] to generate three layers of superpixels
with parameters (hs, hr, M̂) ∈ {(7, 7, 100), (7, 9, 100), (7, 11, 100)}, respectively, where
hs and hr are bandwidth parameters in the spatial and range domains, and M̂ is the
minimum size of each segment. Each pixel is connected to the superpixels containing
it, and the edge weight is set as 10−3, following [Li et al., 2012]. Each superpixel
is connected to itself and its 10 nearest neighbors in the feature space if available
(otherwise it will be connected to all its spatially adjacent superpixels). Note that
in the feature space, each superpixel is represented by the average LAB color of the
pixels within it. The edge weight between superpixels is set as e−βdij , where β = 20,
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(a) (b) (c) (d)
Figure 5.5: Saliency refinement and segmentation. (a) Images. (b) Saliency maps by
LR. (c) Our refined saliency maps RW(LR). (d) Our segmentations RWC(LR, AAT).
and dij is the distance between superpixels i and j, also following [Li et al., 2012].
The parameter for the absorption probability matrix A is set as α = 10−6.
5.4.2 Results
5.4.2.1 Saliency Refinement.
Fig. 5.5 and Fig. 5.10 show some examples of our refined saliency maps, taking LR and
RC as input respectively. One can observe that our refined saliency maps highlight the
salient objects evenly, while suppressing the background noise. Our maps have much
sharper and clearer object boundaries than the original maps, thus making subsequent
segmentation much easier. Even when the original saliency map is visually poor (but
vaguely indicates the object location) (Fig. 5.5 (b)), the refined map (Fig. 5.5 (c))
can be surprisingly good. To evaluate the accuracy of our saliency maps, we follow
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Figure 5.6: P-R curves on the ASD dataset [Achanta et al., 2009]. Compared with 8
state-of-the-art methods including IT [Itti et al., 1998], SR [Hou and Zhang, 2007],
MZ [Ma and Zhang, 2003], GB [Harel et al., 2007], CA [Goferman et al., 2012], IG
[Achanta et al., 2009], RC [Cheng et al., 2011], and LR [Shen and Wu, 2012], our
methods RW(LR) and RW(RC) outperform others by a large margin.
[Achanta et al., 2009; Cheng et al., 2011; Shen and Wu, 2012] to use fixed thresholding
and adaptive thresholding. We first show the results of fixed thresholding. A binary
segmentation of salient objects can be obtained by thresholding the saliency map with
a threshold T ∈ [0, 255]. Given a T , pixels with saliency values higher than or equal
to T are set as foreground, otherwise as background. By comparing the segmentation
with the ground truth, the precision and recall can be computed. A precision-recall
(P-R) curve can then be drawn by varying T from 0 to 255. Fig. 5.6 shows the P-R
curves of different methods by averaging the results on 1000 images. We can see
that the curves of our methods RW(LR) and RW(RC) are well above LR, RC and
other 6 methods, demonstrating that our refined saliency maps are much superior in
both precision and recall. We can also see that even though the curves of LR and
CHAPTER 5. LOCAL CLUSTERING: SALIENT OBJECT SEGMENTATION 65
RC are different, the curves of RW(LR) and RW(RC) are almost overlapped, which
demonstrates the algorithmic stability of our model.
5.4.2.2 Salient Object Segmentation.
Some examples of our segmentation results are displayed in Fig. 5.5 and Fig. 5.10. In
both Fig. 5.5 (d) and Fig. 5.10 (e–f), our methods successfully extract objects from
clutter backgrounds. In Fig. 5.10, one can see that our method RWC(RC, AAT)
and RWC(RC, GC) produce much better results than RCC, thanks to our refined
maps. One clear advantage of our segmentation method is that they can simulta-
neously retrieve multiple objects from the scene, while RCC mostly only captures
one. Note that our method RWC(RC, GC) only runs Grabcut once, while RCC runs
Grabcut iteratively. This shows the quality of our maps and the effectiveness of our
automatically selected threshold.
We evaluate the accuracy of our segmentations by computing the values of pre-
cision, recall, and F-measure (F = ((β2 + 1)P × R)/(β2P + R)), where β2 is set to
0.3 following [Achanta et al., 2009]. Table 5.1 shows the segmentation results of 10
methods using adaptive thresholding with w = 2.0 (following [Achanta et al., 2009;
Shen and Wu, 2012]), as well as the segmentation results of RCC, RWC(RC, AAT),
RWC(RC, GC), RWC(LR, AAT), and RWC(LR, GC). The top three scores of each
metric are highlighted in bold. We can see that our methods RWC(RC, AAT), R-
WC(RC, GC), RWC(LR, AAT), and RWC(LR, GC) achieve the best precision, recall,
and F-measure. Table 5.2 further compares LR, RW(LR), RC, and RW(RC) with
w = 1.0, 1.5, 2.5, with the better results highlighted in bold. Again, RW(LR) and
RW(RC) consistently give much better results than LR and RC by a large margin at
every threshold. Even by a simple thresholding with w = 1.5 or w = 2.0, RW(LR)
and RW(RC) have comparable segmentation performance with RCC. This is due to
the robustness of our refined maps, as illustrated in Fig. 5.7.
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Table 5.1: Segmentation evaluation of our methods against state-of-the-art over the
ASD 1000-image dataset. Top: Segmentation results using adaptive thresholding
with w = 2.0 on the saliency maps generated by 10 methods. Bottom: Comparisons
of our segmentation method RWC with RCC.
Methods Precision Recall F-measure
IT .596 .236 .441
SR .452 .343 .421
MZ .463 .434 .456
GB .586 .478 .557
CA .604 .562 .594
IG .749 .591 .706
RC .833 .580 .767
LR .856 .721 .820
RW(RC) .919 .824 .895
RW(LR) .931 .860 .914
RCC .906 .905 .906
RWC(RC, AAT) .930 .912 .926
RWC(LR, AAT) .933 .903 .926
RWC(RC, GC) .933 .937 .934
RWC(LR, GC) .932 .926 .931
Table 5.2: Segmentation evaluation of our methods RW(LR) and RW(RC) against
LR and RC using different thresholds.
w = 1.0 w = 1.5 w = 2.5
Methods LR RW(LR) RC RW(RC) LR RW(LR) RC RW(RC) LR RW(LR) RC RW(RC)
Precison .601 .769 .586 .741 .764 .880 .781 .881 .885 .914 .765 .870
Recall .952 .973 .969 .976 .859 .931 .812 .941 .567 .726 .382 .656
F-measure .657 .808 .644 .785 .784 .891 .788 .894 .784 .862 .621 .809
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(a) (b) (c) (d) (e) (f)
Figure 5.7: Robustness of saliency maps. (a) The image and ground truth. (b) Salien-
cy maps by RC (top) and our refined maps RW(RC) (bottom). (c–f) Segmentations
of the saliency maps in (b) using adaptive thresholding with w = 1.0, 1.5, 2.0, 2.5.
(a) (b) (c) (d) (e)
Figure 5.8: Saliency refinement results affected by the quality of input saliency maps.
(a) The image. (b–c) Saliency maps by LR and RC. (d–e) Our refined saliency maps
RW(LR) and RW(RC).
5.5 Discussions and Conclusions
The performance of our refinement model depends on the quality of the input salien-
cy maps. For example, as shown in Fig. 5.8, the saliency map generated by LR
(Fig. 5.8(b)) highlights the background more than the bird, which is probably due to
that LR employs the strong center prior which may degrade performance when the
salient object is not located in the center region, as is the bird in this image. Conse-
quently, the refined map is also inaccurate (Fig. 5.8(c)). In contrast, the saliency map
generated by RC (Fig. 5.8(d)) sufficiently captures the object, resulting in a much
better refined map (Fig. 5.8(e)).
We also observe that our method RWC with GrabCut usually outperforms adap-
tive thresholding when the salient object consists of parts in different colors, such
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(a) (b) (c) (d) (e) (f)
Figure 5.9: Saliency refinement and segmentation results. (a) Images. (b) Saliency
maps by RC. (c) Our refined saliency maps RW(RC). (d) Segmentations by RCC. (e)
Our segmentations RWC(RC, AAT). (f) Our segmentations RWC(RC, GC).
as people, which can be seen from Fig. 5.9. This is not surprising as we use color
information to construct the graph, so superpixels of the same color are close, and
those of different colors are not. One clear advantage of GrabCut is that it mod-
els background as well as foreground. Therefore, even if the foreground objects are
not consistent in colors, as long as the background is, GrabCut will do better than
adaptive thresholding.
On average, it takes 5 seconds for RW to output a refined saliency map on the
ASD dataset. When using adaptive thresholding, the time for segmentation can be
omitted. When using GrabCut, it takes extra 4 seconds on average to obtain the
segmentation, with the number of iterations for GrabCut set as 30. All experiments
were run in MATLAB 7.11.0 (R2010b) on a desktop server with two 2.53 GHz CPU
and 32GB RAM.
We summarize this chapter as follows. We presents a method for producing refined
saliency maps which makes the segmentation of salient objects much easier. The idea
is to redistribute saliency evenly within the objects and the background respectively,
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(a) (b) (c) (d) (e) (f) (g)
Figure 5.10: Saliency refinement and segmentation. (a) Images. (b) Saliency maps
by RC. (c) Our refined saliency maps RW(RC). (d) Segmentations by RCC. (e) Our
segmentations RWC(RC, AAT). (f) Our segmentations RWC(RC, GC). (g) Ground
truth.
which is realized by using ParWalk on a bipartite graph with multi-scale visual pat-
terns of the image. Our saliency refinement method can be expected to work well if the
average saliency of the attended objects is higher than that of the background. Our
refined saliency maps usually highlight the entire region of salient objects evenly while
suppressing the background, with much sharper object boundaries. We also present
two segmentation methods based on automatic adaptive thresholding and GrabCut.
Moreover, by constructing a highly sparse bipartite graph, it is fast to compute a
refined map by solving a sparse linear system. Evaluated on the most widely used
ASD benchmark dataset, both our refined saliency maps and segmentation results
outperform state-of-the-art consistently and significantly.
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Chapter 6
Ranking: Image Retrieval
In this chapter, we apply ParWalk for image retrieval on benchmark datasets. We
use M = (L + αΛ)−1 as a similarity measure for vertices on a graph. We test
the performance of M with regularizers Λ = I, Λ = D, and Λ = H. We also
compare them with widely used similarity measures including personalized PageRank
and manifold ranking. The results verify our theoretical analysis in Chapter 4, and
demonstrate the superiority of ParWalk.
6.1 Introduction
“A picture is worth a thousand words.” Sometimes words are not adequate to express
what we want, but a visual scene, or an image, may convey our intention very well.
Content-based image retrieval techniques [Datta et al., 2008; Jing and Baluja, 2008;
Girod et al., 2011] provide better alternatives for people to find information in need.
Nowadays image retrieval has become more and more important as daily devices such
as mobile phones, tablets, and laptops are equipped with high-quality camera, and
users can easily suggest his/her interest with just a snapshot.
The fundamental problem of image retrieval is to find relevant instances of a query
from a large database, where the meaning of relevance and the forms of the query
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may vary by applications. To search images on the web, the query can be an image
or textual words, and the relevance can be visual or textual similarity, or combined
[Jing and Baluja, 2008].
Image retrieval is non-trivial due to the well-known semantic gap – features ex-
tracted from an image hardly match what is described in it. Nonetheless, it makes
sense to assume that features extracted by a sensible algorithm can vaguely indicate
the content of an image. In a large image database, images with similar features form
image clusters. The user intent expressed in one or several query images, can often
be well captured by the cluster where the query images belong. This point of view,
turns image retrieval problem from finding nearest neighbors to finding the cluster
where the queries belong.
The rest of this chapter are organized as follows. In Section 6.2, we discuss the
problems of image retrieval and our methods. Experimental results are presented in
Section 6.3. Section 6.4 concludes this chapter.
6.2 Problems and Our Methods
In practice, large collections of image data often have complex structures, with clus-
ters in arbitrary nonlinear shapes and diverse density. Some clusters are dense be-
cause images in them have more similar features, for example, “plane” in CIFAR-10
(Fig. 6.1(a)), digit “1” and “9” in USPS (Fig. 6.2(a)&(d)); while some clusters are
sparse since the features of images in them are less similar, for example, “dog” in
CIFAR-10 (Fig. 6.1(b)), digit “2” and “4” in USPS (Fig. 6.2(b)&(c)). To successfully
find images relevant to the queries, a good similarity measure should satisfy: 1) It
should be able to retrieve clusters of arbitrary shapes; 2) It should be able to deal
with data of complex structures.
Obviously, nearest neighbor search with Euclidean distance cannot retrieve a clus-
ter of arbitrary shape by using only one query, neither can the local methods without
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(a) (b)
Figure 6.1: Sample images from the CIFAR-10 dataset. (a) Plane. (b) Dog.
(a) (b)
(c) (d)
Figure 6.2: Sample images from the USPS dataset. (a) Digit 1. (b) Digit 2. (a) Digit
4. (b) Digit 9.
considering the global relations among data [Zhou et al., 2004b]. In contrast, PageR-
ank achieves superior performance by exploiting global hyperlink structure of web
pages, and has been successfully applied for visual retrieval [Jing and Baluja, 2008].
However, as we discussed in Chapter 1, it is intrinsically biased to vertices with large
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number of links [Page et al., 1999; Wu et al., 2012]. Another global method manifold
ranking [Zhou et al., 2004b] suffers from similar problems. In contrast, by our analysis
in Chapter 4, the absorption probabilities of ParWalk to a query vertex do not have
these problems and are smooth on clusters of arbitrary shapes.
Existing similarity measures are not sufficient in dealing with complex data with
diverse density. As shown by our analysis in Chapter 4, hitting times [Von Luxburg
et al., 2014] and the degree normalized PageRank [Andersen et al., 2006] (M with
Λ = D) favor sparse clusters and perform inferiorly on dense ones. On the contrary,
the pseudo-inverse of graph Laplacian (M with Λ = I) favors dense clusters but
perform poorly on sparse ones. The proposed new hybrid similarity measure – M
with Λ = H (see Chapter 4) provides a good solution to this problem by combining
the strength of both I and D.
6.3 Experiments
In this section, we test M with Λ = I, Λ = D, and Λ = H for image retrieval on
three large benchmark datasets: USPS, MNIST, and CIFAR-10. We also compare
with personalized PageRank (PR) [Page et al., 1999] and manifold ranking (MR)
[Zhou et al., 2004b], using the parameters suggested in their original papers.
Parameter Setup. We construct a weighted 20-NN graph for each dataset,
including the synthetic data in Fig. 3.1 and Fig. 4.2. The edge weight between
vertices i and j is set as wij = exp(−d2ij/σ) if i is within j’s 20 nearest neighbors or
vice versa, otherwise wij = 0, where dij is the Euclidean distance between vertices
i and j. We set σ = 0.2 × s with s being the average square distance among each
vertex to its 20-th nearest neighbor. For I, D, and H, we use the same α and set it
to a very small number α = 1e − 6, to approximate the limiting case considered in
Chapter 4. For each dataset, we compute the mean average precision (MAP) on each
class and on the entire dataset (the average of the MAP on all classes).
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USPS Dataset. USPS1 contains 9298 images of handwritten digits from 0 to 9
of size 16 × 16, with 1553, 1269, 929, 824, 852, 716, 834, 792, 708, and 821 in each
class. We use each instance as query on the entire dataset.
MNIST Dataset. MNIST2 [LeCun et al., 1998] contains 70,000 images of hand-
written digits from 0 to 9 of size 28 × 28, with 6903, 7877, 6990, 7141, 6824, 6313,
6876, 7293, 6825 and 6958 in each class. It consists of a training set of 60,000 exam-
ples and a test set of 10,000 examples. We use each instance in the test set as query
(and all 70,000 images as the database).
CIFAR-10 Dataset. CIFAR-103 consists of 60,000 tiny color images of size
32x32 in 10 mutually exclusive classes, with 6,000 in each class. There are 50,000
training images and 10,000 test images. Each image is represented by a 512-dimensional
GIST feature vector [Oliva and Torralba, 2001]. We use each test image as query (and
all 60,000 images as the database).
The results are shown in Table 6.1, where d̂ denotes the median degree in each
class and on the entire graph. For each class, we highlight the results in bold when
H is biased to the significantly better regularizer (I or D). We can draw several
observations. First, from the values of d̂, we can see that it is common that real image
clusters are of diverse density. Some classes can be highly dense because images of
that class have more similar features, e.g., digit “1” in USPS and MNIST, “plane” and
“ship” in CIFAR; while some can be rather sparse due to less similar features, e.g.,
digit “2” in USPS and MNIST, “dog” and “cat” in CIFAR. Second, I and D show
distinctive yet complementary behaviors. For example, I is much better than D on
dense classes, e.g., “plane” and “ship” in CIFAR, and digits “1” and “7” in MNIST.
In contrast, D performs much better than I on sparse classes, e.g., digits “2”, “4”,
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Table 6.1: Mean average precision on the USPS, MNIST, and CIFAR datasets.
0 1 2 3 4 5 6 7 8 9 All
USPS d̂ 0.76 18.66 0.04 0.13 0.27 0.05 0.83 1.68 0.17 1.70 0.47
I .9805 .9882 .8760 .8926 .6462 .7781 .9401 .9194 .7460 .7296 .8497
D .9819 .9751 .9057 .8926 .6816 .7972 .9231 .9153 .7450 .6959 .8514
H .9797 .9871 .9101 .8961 .6819 .7971 .9408 .9167 .7679 .7231 .8601
PR .8860 .9720 .6080 .7639 .4879 .5684 .8374 .8253 .6255 .7022 .7277
MR .9570 .9871 .8272 .8273 .4671 .6303 .9167 .8225 .6750 .7191 .7829
MNIST d̂ 0.30 11.18 0.07 0.15 0.36 0.15 0.49 1.06 0.11 0.79 0.32
I .9877 .9759 .9269 .8867 .7916 .8004 .9745 .8848 .8118 .6602 .8700
D .9881 .9249 .9324 .8744 .8102 .8097 .9706 .8502 .8161 .6573 .8634
H .9868 .9746 .9397 .8831 .8002 .8070 .9742 .8832 .8341 .6613 .8744
PR .8867 .7444 .6574 .7006 .5941 .5750 .8303 .6916 .5874 .5916 .6859
MR .9803 .9436 .8897 .8166 .6355 .7152 .9546 .7883 .7140 .6463 .8084
CIFAR plane auto bird cat deer dog frog horse ship truck All
d̂ 0.65 0.15 0.33 0.13 0.36 0.15 0.27 0.16 0.51 0.16 0.23
I .2999 .2760 .1570 .1320 .1703 .1848 .2949 .2243 .3195 .2493 .2308
D .2387 .3049 .1454 .1562 .1581 .2141 .2901 .2488 .2835 .2741 .2314
H .2917 .2945 .1552 .1496 .1621 .2054 .2891 .2342 .3128 .2609 .2356
PR .2335 .2050 .1418 .1007 .2136 .1403 .2612 .1571 .2655 .1701 .1889
MR .2296 .1513 .1286 .0821 .1715 .1022 .1924 .1201 .2321 .1124 .1522
our proposed H successfully adapts to the data density and combines the strengths of
I and D (as highlighted), thus achieving the best overall retrieval performance (last
column in Table 6.1) on all the three datasets. Last, for each of I, D, and H, there
are very large performance gains over personalized PageRank and manifold ranking,
almost on every cluster of every dataset.
To see how H performs w.r.t. d̂, we test H with different d̂ on the entire USPS
dataset, using each image from the densest cluster (digit “1”) and the sparsest cluster
(digit “2”) as query, respectively. The results are shown in Fig. 6.3. We run through
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Figure 6.3: Sensitivity of H w.r.t. d̂ on the USPS dataset. (a) Queries from the
densest cluster. (b) Queries from the sparsest cluster.





















Figure 6.4: Stability of H w.r.t. α on the USPS dataset. (a) Queries from the densest
cluster. (b) Queries from the sparsest cluster.
H with τ = bn × kc, where k = [0 : 0.05 : 1] (let τ = 1 when k = 0). Note that
when τ = 1, d̂ is equal to the largest vertex degree, and H is essentially the same as
D; and when τ = n, d̂ is equal to the smallest vertex degree, and H is essentially the
same as I. In Fig. 6.3, H with median degree (k = 0.5) is highlighted in red. We
can immediately see that I (k = 1) and D (k = 0) show opposite performances on
the two clusters. On digit “1” (dense), H with k ≥ 0.5 is close to I (k = 1), while
on digit “2” (sparse), H with k ≤ 0.5 is close to D (k = 0), indicating that k = 0.5
achieves a nice balance between I and D. We can also observe that variations of H
are slow around k = 0.5 on both clusters, which shows that H is stable if d̂ is not far
away from the median degree.
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We also ran additional experiments and test different d̂ values for clusters of
varying sizes on the CIFAR-10 and MNIST datasets. We created such data by non-
uniform sampling of classes to create 10 classes of varying sizes ranging from 600 to
6,000 images. These additional results again confirmed the effectiveness of choosing
the median value as d̂. It achieves the optimal or near optimal performance compared
to other d̂ values.
To test the stability of H when α is small, we run through H with α = 10−m,
where m = [1 : 1 : 8], on the entire USPS dataset. Again, we use each image from the
densest cluster (digit 1) and the sparsest cluster (digit 2) as query, respectively. It can
be seen that on either cluster, MAP of H increases when α decreases and becomes
stable quickly, which confirms our analysis in Chapter 4.
6.4 Conclusions
The experimental results confirm two arguments from our previous analysis in Chap-
ter 4: 1) M = (L+αΛ)−1 as similarity measures are superior in capturing the cluster
structure of data. Even for a random Λ, it outperforms personalized PageRank and
manifold ranking by a large margin. 2) M with Λ = H can handle complex data with
highly diverse density and overall outperforms existing similarity measures including
M with Λ = I or Λ = D, proving that it is a sensible solution to the difficult model
selection problem.




In this chapter, we apply ParWalk to design a new label propagation algorithm for
semi-supervised learning. We start with introducing well-known label propagation
algorithms. Then we discuss their problems and provide our solutions. Here we
address two major issues: 1) learning the similarities between labeled instances and
unlabeled instances; 2) the label assignment process after learning the similarities.
For the first issue, we show that the absorption probabilities of ParWalk measure
the similarity between labeled data and unlabeled data much better than existing
methods. For the second issue, we show that the decision rule commonly adopted
in existing approaches [Zhu et al., 2003] could be problematic. We then propose a
new decision rule that categorizes an unlabeled instance to the class of its nearest
neighbor among the labeled instances. The proposed label propagation algorithm is
justified by our theoretical analysis and empirically verified by extensive experiments.
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7.1 Introduction
Semi-supervised learning studies the problem of combining labeled data and unlabeled
data to make predictions on the unlabeled data. The data used in semi-supervised
learning is between supervised learning and unsupervised learning. In supervised
learning, only labeled data are used to train a classifier; while in unsupervised learn-
ing, all the data are unlabeled. Since labeled data require human effort and are
expensive to collect, while unlabeled instances are cheap and abundant, it is of great
importance and interest to utilize unlabeled data to improve the accuracy of predic-
tion.
In this chapter, we discuss semi-supervised classification. The problem setup is
as follows. Let {(x1, y1), · · · , (xl, yl)} be the labeled data, where yi ∈ L, ∀1 ≤ i ≤ l
and L = {1, 2, . . . , c} is the label set. And let {xl+1, · · · ,xl+u} be the unlabeled data,
usually u l. The goal is to predicting {yl+1, · · · , yl+u}, the labels of the unlabeled
data.
Label propagation is a popular graph-base method for semi-supervised classifi-
cation. A neighborhood graph is first constructed on all the instances, then labels
are propagated from the labeled vertices to the unlabeled vertices, usually with the
assumption that similar instances should have the same labels.
The first label propagation algorithm is the harmonic function method developed
in [Zhu and Ghahramani, 2002]. We briefly describe it as follows. The harmonic
function method seeks a soft labeling F = [Fij] ∈ Rn×l+ , where Fij indicates the label
propagated from a labeled vertex j to an unlabeled vertex i. The labels of labeled
vertices are fixed, so F can be written as F> = [ F>l F
>
u
], where Fl = Il×l and
Fu ∈ Ru×l+ . Fu can be obtained by repeating the following steps:
1 F ← PF ;
2 Fix Fl = Il×l;
3 Repeat from step 1 until F converge.
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In step 1, P = D−1W is the transition probability matrix. The initialization of Fu
is arbitrary. Note that the graph is connected and undirected. Writing the graph
Laplacian L = D − W in block form L =
 Lll Llu
Lul Luu




Fu(i, j) can be viewed as the similarity between the i-th unlabeled vertex to the
j-th labeled vertex. In fact, if taking the labeled vertices as absorbing states in the
absorbing random walk [Zhu et al., 2003], Fu(i, j) is exactly the absorption probability
that a random walk starting from the i-th unlabeled vertex to be absorbed at the
j-th labeled vertex.
After computing Fu, the next stage is to assign discrete labels to the unlabeled
instances. For an unlabeled vertex, the harmonic function method first computes
the sum of its similarities (absorbing probabilities) to all the labeled vertices in each
class, and then compares those sums and select the class of the largest.
Many other label propagation methods including [Zhou et al., 2004a; Kveton et
al., 2010; Chapelle and Zien, 2005; Bengio et al., 2006] are essentially variants of
the harmonic function method. They differ from the harmonic function method in
computing the similarity between the unlabeled instances and the labeled instances,
but follow the same decision rule in assigning labels to the unlabeled instances.
7.2 Problems with Existing Methods
There are two stages in label propagation methods. The first stage is learning the
similarity between unlabeled instances and labeled instances. The second stage is
assigning labels to the unlabeled instances based on the learned similarity. For a
label propagation algorithm to work, the learned similarity should capture the cluster
structure, and the label assignment should be faultless.
It was shown in [Nadler et al., 2009] that the harmonic function method [Zhu et
al., 2003] might be ill-posed for large unlabeled data in high dimensional (≥ 2) space
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because the target function is extremely flat and thus problematic for classification.
In [Alamgir and Luxburg, 2011], the authors connected the harmonic function method
with the resistance distance on graphs, and proved that the classification will bias to
the labeled instances with larger degrees. The same artifacts have also been observed
for the consistency method [Zhou et al., 2004a]. In the following, we will take a closer
look at the harmonic function method.
7.2.1 Similarity Learning
For simplicity and without lost of generality, we consider binary classification with
one labeled instance in each class. Now let Fu = [f1, f2] be the soft labeling matrix
obtained by the harmonic function method. Note that due to the equivalence between
the harmonic function method and absorbing random walks (ARW), f1 and f2 are
indeed the absorption probability vectors to the two labeled instances respectively.
To classify an unlabeled instance i, a common way is to compare f1(i) and f2(i),
which is equivalent to setting the threshold as 0 in f0 = f1 − f2.
Now let us apply the harmonic function method on a mixture of two 20-dimensional
Gaussians of 600 points, with one label in each Gaussian (Fig. 3.1(b)). The absorp-
tion probability vectors (f1 and f2) to both labeled points are plotted in Fig. 7.1(a),
in magenta and green respectively. We can see that the green vector is well above
the the magenta vector, indicating that every unlabeled point has larger absorption
probability to the green labeled point. Comparing them directly results that all the
unlabeled points are classified to the green Gaussian (Fig. 7.1(b)). Since the green
labeled point has larger degree than the magenta one1. This result shows that the
similarity learned (Fu) by the harmonic function method fails to capture the clus-
ter structure of high dimensional data, and confirms the analysis in [Alamgir and
Luxburg, 2011].
However, we can see that both the absorption probability vectors (f1 and f2) are
1The degrees are 1.4405 and 0.1435 respectively. We use a weighted 20-NN graph (see Sec. 6.3).
















Figure 7.1: (a) Absorption probabilities of ARW to the two labeled vertices. (b)
Classification by comparing the absorption probabilities in (a). (c) Normalized ab-
sorption probabilities of ARW. (d) Classification by comparing the normalized ab-
sorption probabilities in (c). (e) Absorption probabilities of ParWalk to the two
labeled vertices. (f) Classification by comparing the absorption probabilities in (e).
actually informative, with a clear gap between the clusters. This has been explained
in our analysis in Sec. 4.3.1. To exploit the information, we propose a remedy to
the harmonic function method. We normalize each vector by its probability mass,
i.e., f̂i = fi/
∑
fi, for i = 1, 2 (Fig. 7.1(c)). Comparing f̂1 and f̂2 leads to a correct
classification (Fig. 7.1(d)). This idea is based on two observations from our analysis:
1) the variance of the probabilities within each cluster is small; 2) there is a gap
between the clusters. The small variance indicates that comparing the absorption
probabilities is almost the same as comparing their means within each cluster. With
the gap between the clusters, the normalization will make the vectors align well. The
following Lemma makes these points clear.
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Lemma 7.2.1. Let f1 : V → R, f2 : V → R be non-negative, and let f ′1 : V →






































































2 since u1 > v1 and u2 < v2. Assume,
to the contrary, that u′1 ≤ u′2. Then v′2 > u′2 ≥ u′1 > v′1. Thus 1 = u′1|C1| + v′1|C2| <
u′2|C1|+v′2|C2| = 1, implying that the assumption is not correct. So we have u′1 > u′2.
The case for v′1 < v
′
2 can be shown similarly.
7.2.2 Decision Rules
Now we proceed to address the issue of label assignment. The decision rule used in
harmonic function method and followed by many other label propagation algorithms
is actually a weighted k-NN classifier, with k being the number of labeled instances.
Specifically, the rule classifies an unlabeled instances by first computing the sum of
its similarities (absorbing probabilities) to all the labeled instances in each class, and
then comparing those sums. We argue that this is unreasonable, since for a k-NN
classifier, weighted or un-weighted, k should be small compared to the number of
labeled instances, such that local neighborhood information can be exploited to make
a prediction of the unlabeled instance [Hastie et al., 2001]. By setting k to be the
number of labeled instances, the classification will bias towards the majority labeled
class, and distant labeled instances will be included in the decision processes, yielding
unreliable predictions. In the case that the learned similarities are close in absolute
values, the majority labeled class will dominate the prediction.
For multi-class problems with multiple labeled instances in each class, we propose
a refinement for the harmonic function method:
CHAPTER 7. SEMI-SUPERVISED LEARNING: LABEL PROPAGATION 84
1 Compute the absorption probability vector fi : U → R to each labeled instance
i, where U denotes the set of unlabeled points.
2 Normalize fi by its mass, denoted by f̂i.
3 Assign each unlabeled instance j to the class of arg maxi{f̂i(j)}.
We denote by this method HMN-N-1NN.
7.3 Our Label Propagation Method
Inspired by our analysis in Chapter 4, we use M = (L+ αΛ)−1 to measure the simi-
larity between unlabeled instances and labeled instances. Without lost of generality,
suppose that the first l instances are labeled. Our algorithm is described as follows:
1 Compute the first l columns of M , denoted by f1, · · · , fl.
2 For any unlabeled instance i, compute k∗ := arg maxk{fk(i)} and assign i to
the class of k∗.
In the first stage, we use M as similarity measure. In the second stage, we use
1-nearest neighbor rule to assign labels. The choice of M as similarity measure has
been well justified by our analysis in Chapter 4. Note that M is symmetric, and the
i-th row of M is a similarity vector with respect to vertex i. By our previous analysis,
vertices within the local cluster where i belongs to have large and close scores, and a
sharp difference than those outside the cluster. Therefore, the nearest neighbor of i
(with the largest similarity score to i) in the labeled set should be from the class 2 of
i, assuming that there is at least one labeled instance for each class.
For best performance on data with diverse density, Λ should be set as H. But as
we will see in the next section, a random Λ already outperforms existing methods by
a large margin in experiments.
2By the cluster assumption, items in the same cluster are from the same class.
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Table 7.1: The 9 datasets tested in the experiments.
USPS YaleB satimage imageseg ionosphere iris protein spiral soybean
# examples 9298 5760 6435 2310 351 150 116 100 47
# classes 10 10 6 7 2 3 6 2 4
# dimensions 256 1200 36 19 34 4 20 3 35
7.4 Experiments
In our first experiment, we test the harmonic function method coupled with class
mass normalization (HMN-CMN) as suggested in [Zhu et al., 2003], our proposed
refinement of the harmonic function method (HMN-N-1NN), and the harmonic func-
tion method using the 1-nearest neighbor decision rule (HMN-1NN) – each unlabeled
instance is assigned the class of the labeled instance at which it most likely gets ab-
sorbed. We also test the consistency method (LGC) [Zhou et al., 2004a], where the
regularization parameter is set as 0.9.3 We compare these methods with our proposed
method M with a random Λ and α = 1e− 6. We use 9 real datasets for this experi-
ment, including USPS4, YaleB5, and 7 frequently used UCI datasets6, as summarized
in Table 7.1.
We construct a weighted 20-NN graph for each dataset, except for YaleB, im-
ageseg, and iris, where we build 50-NN, 50-NN, and 25-NN graphs respectively to
ensure the graphs are connected. The edge weight between vertices i and j is set as
wij = exp(−d2ij/σ) if i is within j’s k nearest neighbors or vice versa, and wij = 0
otherwise. And σ = 0.2×r, where r is the average square distance between each point
to its 20-th nearest neighbor. For USPS and YaleB, we randomly sample 20 instances
as labeled data; while for others, we randomly sample 10 instances as labeled data.
We make sure that at least one label is sampled for each class. The classification
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Table 7.2: Classification accuracy on 9 datasets.
USPS YaleB satimage imageseg ionosphere iris protein spiral soybean
HMN-1NN .445 .733 .650 .595 .699 .902 .440 .754 .889
HMN-CMN .775 .847 .741 .624 .724 .894 .511 .726 .856
LGC .821 .884 .725 .638 .731 .903 .477 .729 .816
HMN-N-1NN .879 .892 .777 .673 .771 .918 .589 .830 .916
M (random Λ) .880 .906 .781 .665 .752 .928 .572 .835 .905
accuracy is averaged over 100 trials.
The results are summarized in Table 7.2. We can see that our method M with a
random Λ and our proposed refinement HMN-N-1NN consistently outperform other
methods, which verifies our previous analysis. The results of HMN-1NN are the
worst, due to its bias to labeled vertices with larger degrees [Alamgir and Luxburg,
2011]. While HMN-CMN does improve over HMN-1NN in many cases, it is not as
good as HMN-N-1NN, mainly because of the artifacts induced by estimating the class
proportion from the limited labeled data. The results of LGC are better than HMN-
CMN and HMN-1NN, but not comparable to our methods M and HMN-N-1NN. The
reason is probably that it also biases to labeled vertices of larger degrees, though to
a less extent than HMN-1NN.
In our second experiment, we compare our methods M with Λ = I, Λ = D, and
Λ = H, and our refinement of the harmonic function method (HMN-N-1NN) on the
USPS dataset with all 9298 points. The goal is to test how they perform on a high
dimensional dataset with highly diverse density. We randomly sample 1 labeled point
from each class, and predict the labels of the rest. We report classification accuracy
on each class and on the whole dataset. The results is averaged over 100 runs.
The results are summarized in Table 7.3. Again, it confirms our analysis about I,
D, and H in Section 4.4. Similar to the retrieval case, I makes better prediction than
D on dense clusters, and D better than I on sparse clusters (note that d̂ indicates
the density of clusters), while H achieves overall best performance. The results of
HMN-N-1NN is comparable with I and D, but not as good as H.
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Table 7.3: Classification accuracy on USPS dataset.
0 1 2 3 4 5 6 7 8 9 All
d̂ 0.76 18.66 0.04 0.13 0.27 0.05 0.83 1.68 0.17 1.70 0.47
M (Λ = I) .9510 .9873 .8602 .9111 .6107 .7983 .9395 .9025 .7424 .7208 .8424
M (Λ = D) .9604 .9774 .9081 .9124 .6691 .8218 .9251 .9276 .7417 .6650 .8509
M (Λ = H) .9579 .9866 .9030 .9212 .6578 .8179 .9426 .9194 .7735 .7119 .8592
HMN-N-1NN .9497 .9807 .8450 .8914 .6119 .7930 .9427 .8857 .7946 .7621 .8457
7.5 Conclusions
Our new label propagation algorithm come with strong theoretical support in both
stages of similarity learning and label assignment. It does not suffer from the problem
as in the harmonic function method [Zhu et al., 2003] and the consistency method
[Zhou et al., 2004a] on high-dimensional data, which has been verified by extensive
experiments on benchmark datasets. Surprisingly, our refinement of harmonic func-
tion method HMN-N-1NN also works very well in practice, though not as good as M
with Λ = H on data with highly diverse density.
We have discussed and compared two popular label propagation methods – the
harmonic function method and the consistency method. They are other label propa-
gation methods which can be cast in ParWalk. For example, the regularized harmonic
function method [Chapelle and Zien, 2005] is a ParWalk by setting λi = 1 for the
labeled vertices and λi = 0 for the unlabeled vertices. By adding an additional sink
to the underlying data graph, it can be shown that a variant of harmonic function
method [Kveton et al., 2010] and a variant of the regularized harmonic function
method [Bengio et al., 2006] can all be included as instances of ParWalk. Analysis
and comparisons of these methods will be left as future work.
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Chapter 8
Open Issues and Conclusions
In this chapter, we discuss some important issues which we have not addressed, as
well as our thoughts in some directions of future research. Finally, we conclude the
thesis with a summary.
8.1 Fast Computation
An important issue that needs to be addressed is the computational complexity of
absorption probabilities. Computing the probabilities of ParWalk to be absorbed at
a fixed vertex (a column of A = (L+αΛ)−1αΛ, or M = (L+αΛ)−1) requires solving
a linear system, with complexity O(n2), where n is the number of nodes. This is
prohibitive for computing on large graphs with millions of vertices, not to mention
on billion-scale social networks.
Nevertheless, we can accelerate the computation using a method developed in
[Berkhin, 2006]. It has been shown that the personalized PageRank can be approxi-
mated byO( 1
εγ
) iterations [Berkhin, 2006; Andersen et al., 2006], where ε is a precision
tolerance parameter, and γ is the damping factor of PageRank. Such technique can
be readily applied to the computation of A (or M), due to the generalizing nature of
ParWalk.
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Now we show how to fast approximate the absorption probability of ParWalk with
starting distributions r, i.e., given r, we want to compute a = r>A. After computing
a, we can obtain Mr by normalizing a./λ, where λ> = {λ1, · · · , λn}.
Recall that given weight matrix W and the regularizer matrix αΛ, the absorbing
capacity of vertex i is pi =
αλi
αλi+di
. The algorithm is described as follows.
Algorithm 2 Fast Computation of the Absorption Probabilities of ParWalk
Input: starting distribution of ParWalk r = {r1, · · · , rn}, threshold ε,
absorption probability vector a = {a1, · · · , an} = 0.
Output: a.
1: S := {j|rj > ε}. If S = ∅, exit.
S̃ := {i|i ∼ j,∀j ∈ S}.













The basic idea is simple. For some input distribution r, collect vertices of proba-
bilities higher than some threshold ε. If the set is empty, exit. Otherwise update a
and r, and repeat from start. It is easier to think it in a flow perspective (Chapter
2). a is the absorbed flow and r is the running flow, and one update of a and r is the
running flow r propagated by one step. The algorithm stops when each entry of r is
below ε. Note that this algorithm also works on directed graphs.
When α is relatively large, this algorithm will converge very fast. However, as
discussed before, the desirable M is when α is small. In this case, it will requires
many iterations before the algorithm stops. The tradeoff between the computation
time and the precision of the results, will be an important problem for future research.
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8.2 Spectral Clustering
Another topic closely related to our work is spectral clustering. In this section,
we will discuss how the harmonic structure can be used to explain the normalizing
effects of the Laplacian matrices and the choice of eigenvectors in spectral clustering
[Von Luxburg, 2007].
The eigenvectors of the Laplacian matrices play a key role in graph partitioning.
In practice, it has also been observed that the eigenvectors with smaller (positive)
eigenvalues are more desirable than those with larger eigenvalues. Moreover, eigen-
vectors of a normalized Laplacian perform better than those of the un-normalized
one. These observations are usually justified by the point of view of relaxing ratio
cuts [Hagen and Kahng, 1992] and normalized cuts [Shi and Malik, 2000b]. However,
it has been known that these relaxations can be arbitrarily loose [Von Luxburg, 2007].
It seems more interesting if one can draw conclusions by analyzing the eigenvectors
directly. Surprisingly, these conclusions could be reached by examining the harmonic
structure in these eigenvectors.
The graph Laplacian is defined as L = D − W . Two versions of normalized
graph Laplacian are defined as Lrw := D





Denote by u and v eigenvectors of L and Lrw with eigenvalues λu > 0 and λv > 0,












v(k), for i = 1, . . . , n. (8.2)
Obviously, the smaller λu is, the stronger the harmonic structure of u is. The case
is similar for λv and v. This explains why eigenvectors with the second smallest
1
eigenvalue is preferred.
By Eq. (8.1), as long as λu  mini{di}, u has a significant harmonic structure, and
1Note that the smallest one is zero in either L or Lrw.
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thus is desirable for clustering. However, if there are some vertices with degrees close
to λu, then no matter how small the absolute value of λu is, the harmonic structure
of u on those vertices is weak, and thus u is less useful. In contrast, by Eq. (8.2), v
will always enjoy a significant harmonic structure as long as λv is much smaller than
1. This gives an explanation to the observation that when the degrees of vertices on
a graph are broadly distributed, eigenvectors of Lrw are preferred than those of L for
clustering [Von Luxburg, 2007].
It is interesting that phenomena in spectral clustering could be easily and intu-
itively explained by examining the strength of harmonic structure in the eigenvectors.
But these are just preliminary results from our previous work [Wu et al., 2013]. In
future research, it would be more exciting to develop a formal analysis of spectral
clustering algorithms with the tools and insights from this thesis.
8.3 Concluding Remarks
In this thesis, we propose a new model of partially absorbing random walk. Sur-
prisingly, the notion of partial absorption connects many graph models including
PageRank, label Propagation, hitting and commute times, and regularized Laplacian
kernels etc. These models were proposed independently from different contexts, and
their relations to each other were unclear. ParWalk clears the dust, makes them easy
to be compared and analyzed, sheds new insights into them, and opens the door for
model selection and design.
In particular, we develop a theoretical analysis of the absorption probability of
ParWalk under the widely accepted structure assumption. Our results point to a
wide spectrum of models with a common harmonic structure such as hitting times
and regularized Laplacian kernels. We provide deeper understanding of these models
by analyzing their behavior, guiding their use in practice, and revealing their new
important theoretical properties. Besides these existing models, the wide spectrum
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of models justified by our analysis indicates great potential and possibility in designing
new and better models tailored for specific applications.
There are many take-away messages from our analysis. For examples, when using
hitting times to analyze the graph structure, it should be used in the “many-to-one”
direction, i.e., the hitting times from other vertices to hit a query vertex. When using
the kernel matrix (L + αΛ)−1 as a similarity measure, α should be set small. When
retrieving a sparse cluster, it is better to use hitting times than the pseudo-inverse of
the graph Laplacian; but for a dense cluster, it is the opposite. All these statements
are inferred from our analysis in Chapter 4.
Based on our analysis, we are able to design better models for applications in
local clustering, ranking, and semi-supervised learning. In this thesis, we have pro-
posed a new method for saliency enhancement and salient object segmentation, a
new similarity measure for image retrieval, and a new algorithm for label propaga-
tion. These new models come with strong theoretical guarantees from our analysis
and outperform many existing models by a large margin in practice.
Learning on graphs is an important topic in machine learning and information
retrieval. Although plenty of tools and algorithms have been developed for analyzing
the graph structure for various kinds of applications, the lack of theoretical under-
standing of model behaviors has incurred a lot of misuse and unsatisfactory results
in practice. This thesis closes the theory-practice gap. In the future, we expect many
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