Abstract. In this article we wish to present and encourage the other to use bootstrap methods in statistical analysis. We show how to bootstrap Kaplan-Meier estimator and pay attention to its advantage opposite to classical analysis. Then we present simulation study and survival time of second remission of patients suffering for acute leukaemia.
INTRODUCTION
One of the most frequently used nonparametric method of estimating survival function is method of Kaplan-Meier.
In medical science we have very often to deal with small sample size. There are several reasons for that. The common one is rarity of illness or difficulty with gathering patients possessing the same biochemical parameters. Furthermore, we have very often censored data.
Therefore, a small sample size either does not let us use classical statistical methods or when they are used, they can give us too general and even false results. Using bootstrap methods can solve some of those problems. With computer simulation we can generate many samples based on original sample data and we can more accurately evaluate parameters determined on bootstrap distribution.
ACUTE LEUKAEMIA -SECOND REMISSION STUDY
Let us assume that we have 20 times (in years) of survival times patients with acute leukaemia in second remission and some of them are censored * -Censored observation Analysing our sample we get the following results of survival function S (t): As it is shown on the graph above, the application of bootstrap method smoothes our survival function.
Let us compare confidence intervals.
Classical confidence interval for Kaplan-Meier estimator is given by formula: according to Greenwood [2] is given by formula:
While u (α) is the quantile of standard normal distribution of the order of α.
for where n k is the number of cases with death risk in time t(k).
When value of may be overestimated and in that case we use formula [2] :
where and is standard error of survival function and is close to zero or unity, the variance value Table V . Standard errors and 95% confidence intervals for S(t) may be used for percentile evaluation.
simulations N. In our samples particular times of death may repeat or don't occur at all with the probability that is specified by random variable X. Confidence Interval for S(t) obtained using this method is as follows: 
CONCLUSION
Using traditional method probability of survival for censored cases remains the level of previous time for uncensored data. Using bootstrap method we obtain both censored and uncensored cases for each time. That is why our survival curve is smoother and we don't have such a rapid jumps for probability of survival. Furthermore bootstrapping denotes confidence intervals, which have the same range. For some observations the range of interval is even smaller. In our study confidence intervals for time of 2 years and form 3.3 to 11.0 years are smaller from obtained in traditional way. This method is useful especially when dealing with small sample observations and helps us to estimate more reliable outcomes.
