Let ξ = {x j } n j=1 be a grid of n points in the d-cube I d := [0, 1] d , and Φ = {ϕ j } n j=1 a family of n functions on I d . We define the linear sampling algorithm L n (Φ, ξ, ·) for an approximate recovery of a continuous function f on
For the Besov class B dm . For various 0 < p, q, θ ≤ ∞ and 1/p < α < r, we proved upper bounds for the worst case error sup f ∈B α p,θ f − L n (Φ, ξ, f ) q which coincide with the asymptotic order of r n (B α p,θ ) q in some cases. A key role in constructing these linear sampling algorithms, plays a quasi-interpolant representation of functions f ∈ B α p,θ by mixed B-spline series with the coefficient functionals which are explicitly constructed as linear combinations of an absolute constant number of values of functions. Moreover, we proved that the quasi-norm of the Besov space M B
Introduction
The aim of the present paper is to investigate linear sampling algorithms for recovery of functions on the unit d-cube I d := [0, 1] d , having a mixed smoothness. Let ξ = {x j } n j=1 be a grid of n points in I d , and Φ = {ϕ j } n j=1 a family of n functions on I d . Then for a continuous function f on I d , we can define the linear sampling algorithm L n = L n (Φ, ξ, ·) for approximate recovering f from the sampled values f (x 1 ), ..., f (x n ), by
Let L q := L q (I d ), 0 < q ≤ ∞, denote the quasi-normed space of functions on I d with the qth integral quasi-norm · q for 0 < q < ∞, and the ess sup-norm · ∞ for q = ∞. The recovery error will be measured by f − L n (Φ, ξ, f ) q .
If W is a class of continuous functions, sup f ∈B α p,θ f −L n (Φ, ξ, f ) q is the worst case error of the recovery of functions f from W by the linear sampling algorithm L n (Φ, ξ, ·). To study optimality of linear sampling algorithms of the form (1.1) for recovering f ∈ W from n their values, we will use the quantity r n (W ) q := inf
where the infimum is taken over all grids ξ = {x j } n j=1 and all families Φ = {ϕ j } n j=1 in L q .
A challenging problem in linear sampling recovery of functions from a class W with a given mixed smoothness, is to construct a sampling algorithm L n (Φ, ξ, ·) with an appropriate sampling grid ξ = {x j } n j=1 and family Φ = {ϕ j } n j=1 which would be asymptotically optimal in terms of the quantity r n (W ) q .
For periodic functions Smolyak [23] first constructed a specific linear sampling algorithm based on the de la Vallee Poussin kernel and the following dyadic grid in I d
Here and in what follows, we use the notations: xy := (x 1 y 1 , ..., x d y d ); 2 x := (2 x 1 , ..., 2 x d );
denotes the set of all natural numbers from 1 to d; x i denotes the ith coordinate of x ∈ R d , i.e., x := (x 1 , ..., x d ). Temlyakov [24] , [26] , [27] and Dinh Dung [9] - [11] developed Smolyak's construction for study the asymptotic order of r n (W ) q for periodic Sobolev classes W α p and Hölder classes H α p as well their intersection. In particular, the first asymptotic order r n (H α p ) q ≍ (n −1 log d−1 n) α−1/p+1/q (log d−1 n) 1/q , 1 < p < q ≤ 2, α > 1/p, was obtained in [9] - [10] . For non-periodic functions of mixed smoothness 1/p < α ≤ 2, this problem has been recently studied by Sickel and Ullrich [22] , using the mixed tensor product of piecewise linear B-splines (of order 2) and the grid G d (m). It is interesting to notice that the linear sampling algorithms considered by above mentioned authors are interpolating at the grid G d (m).
Naturally, the quantity r n (W ) q of optimal linear sampling recovery is related to the problem of optimal linear approximation in terms of the linear n-width λ n (W ) q introduced by Tikhomirov [28] :
where the infimum is taken over all linear operators A n of rank n in L q . The linear n-width λ n (W ) q was studied in [14] , [20] , [21] , ect. for various classes W of functions with mixed smoothness. The inequality r n ≥ λ n is quite useful in investigation of the (asymptotic) optimality of a given linear sampling algorithm. It also allows to establish a lower bound of r n via a known lower bound of λ n .
In the present paper, we continue to research this problem. We will take functions to be recovered from the Besov class B α p,θ of functions on I d , which is defined as the unit ball of the Besov space M B α p,θ having mixed smoothness α. For functions in B α p,θ , we will construct linear sampling algorithms L n (Φ, ξ, ·) on the grid ξ = G d (m) with Φ a family of linear combinations of mixed B-splines which are mixed tensor products of either integer or half integer translated dilations of the centered B-spline of order r > α. We will be concerned with the worst case error of the recovery of B α p,θ in the space L q by these linear sampling algorithms and their asymptotic optimality in terms of the quantity r n (B α p,θ ) q for various 0 < p, q, θ ≤ ∞ and 1/p ≤ α < r. A key role in constructing these linear sampling algorithms, plays a quasi-interpolant representation of functions f ∈ M B α p,θ by mixed B-spline series which will be explicitly constructed. Let us give a sketch of the main results of the present paper.
We first describe representations by mixed B-spline series constructed on the basic of quasiinterpolants. For a given natural number r, let M be the centered B-spline of order r with support [−r/2, r/2] and knots at the points −r/2, −r/2+1, ..., r/2−1, r/2,. We define the integer translated
and the mixed d-variable B-spline M k,s by
where Z + is the set of all non-negative integers,
and the mixed d-variable B-spline M * k,s by
In what follows, the B-spline M will be fixed. We will denote M r k,s := M k,s if the order r of M is even, and M r k,s := M * k,s if the order r of M is odd.
Let 0 < p, θ ≤ ∞, and 1/p < α < min(r, r − 1 + 1/p). Then we prove the following mixed B-spline quasi-interpolant representation of functions f ∈ M B α p,θ . Namely, a function f in the Besov space M B α p,θ can be represented by the mixed B-spline series 4) converging in the quasi-norm of M B α p,θ , where J d r (k) is the set of s for which M r k,s do not vanish identically on I d , and the coefficient functionals c r k,s (f ) explicitly constructed as linear combinations of an absolute constant number of values of f which does not depend on neither k, s nor f . Moreover, we prove that the quasi-norm of M B α p,θ is equivalent to some discrete quasi-norm in terms of the coefficient functionals c r k,s (f ). B-spline quasi-interpolant representations of functions from the isotropic Besov sapces has been constructed in [12] , [13] . Different B-spline quasi-interpolant representations were considered in [7] . Both these representations were constructed on the basic of B-spline quasi-intepolants. The reader can see the books [2] , [5] for survey and details on quasi-interpolants.
Let us construct linear sampling algorithms L n (Φ, ξ, ·) on the grid ξ = G d (m) on the basic of the representation (1.4). For m ∈ Z + , let the linear operator R m be defined for functions
Ifm is the largest of m such that
for a given n, where |A| denotes the cardinality of A, then the operator Rm is a linear sampling algorithm of the form (1.1) on the grid G d (m). More precisely,
where ψ k,s are explicitly constructed as linear combinations of an absolute constant of B-splines M r k,j , which does not depend on neither k, s nor f . It is worth to emphasize that the grid G d (m) is of the size 2 m m d−1 and sparse in comparing with the generating dyadic coordinate cube grid of the size 2 dm . We give now a brief of our results concerning with the worst case error of the recovery of functions f from B α p,θ by the linear sampling algorithms Rm(f ) and their asymptotic optimality.
We use the notations:
with C an absolute constant not depending on n and/or f ∈ W, and A n (f ) ≍ B n (f ) if A n (f ) ≪ B n (f ) and B n (f ) ≪ A n (f ). Let us introduce the abbreviations:
Let 0 < p, q, θ ≤ ∞ and 1/p < α < r. Then we have the following upper bound of r n and E(m).
(1.6)
(ii) For p < q,
From the embedding of M B α p,θ into the isotropic Besov space of smootthness dα and known asymptotic order of the quantity (1.2) of its unit ball in L q (see [8] , [16] , [17] , [18] , [27] ) it follows that for 0 < p, q ≤ ∞, 0 < θ ≤ ∞ and α > 1/p, there always holds the lower bound r n ≫ n −α+(1/p−1/q) + . However, this estimation is too rough and does not lead to the asymptotic order. By use of the inequality λ n (B α p,θ ) q ≥ r n and known results on λ n (B α p,θ ) q [14] , [20] , from (1.6) and (1.7) we obtain the asymptotic order of r n for some cases. More precisely, we have the following asymptotic orders of r n and E(m) which show the asymptotic optimality of the linear sampling algorithms Rm.
(i) For p ≥ q and θ ≤ 1,
The present paper is organized as follows. In Section 2, we give a necessary background of Besov spaces of mixed smoothness, B-spline quasi-interpolants, and prove a theorem on the mixed B-spline quasi-iterpolant representation (1.4) and a relevant discrete equivalent quasi-norm for the Besov space of mixed smoothness M B α p,θ . In Section 3, we prove the upper bounds (1.6)-(1.7) and the asymptotic orders (1.8)-(1.9). In Section 4, we consider interpolant representations by series of the mixed tensor product of piecewise constant or piecewise linear B-splines. In Section 5, we present some auxiliary results.
B-spline quasi-interpolant representations
Let us introduce Besov spaces of functions with mixed smoothness and give necessary knowledge of them. For univariate functions the lth difference operator ∆ l h is defined by is applied to the univariate function f by considering f as a function of variable x i with the other variables held fixed. For a domain Ω in R d , denote by L p (Ω) the quasi-normed space of functions on Ω with the pth integral quasi-norm · p,Ω for 0 < p < ∞, and the ess sup-norm
be the mixed (l, e)th modulus of smoothness of f , where
We will need the following modified (l, e)th mixed modulus of smoothness
There hold the following inequalities
with constants C 1 , C 2 which depend on l, p, d only. A proof of these inequalities for the univariate modulus of smoothness is given in [19] . They can be proven in a similar way for the multivariate (l, e)th mixed modulus of smoothness.
If 0 < p, θ ≤ ∞, α > 0 and l > α, we introduce the quasi-semi-norm |f | B
For 0 < p, θ ≤ ∞ and 0 < α < l, the Besov space M B α p,θ is defined as the set of functions f ∈ L p for which the Besov quasi-norm f M B α p,θ is finite. The Besov quasi-norm is defined by
We will study the linear sampling recovery of functions from the Besov class
with the restriction on the smoothness α > 1/p, which provides the compact embedding of M B α p,θ into C(I d ), the space of continuous functions on I d with max-norm. We will also study this problem for B α p,θ with the restrictions α = 1/p and p ≤ min(1, θ) which is a sufficient condition for the continuous embedding of M B α p,θ into C(I d ). In both these cases, B α p,θ can be considered as a subset in C(I d ).
with the usual change to a supremum when θ = ∞. When
is a positive sequence, we replace g k p by |g k | and denote the corresponding quasi-norm by
For the Besov space M B α p,θ , from the definition and properties of the mixed (l, e)th modulus of smoothness it is easy to verify that there is the following quasi-norm equivalence
Let Λ = {λ(s)} j∈P (µ) be a finite even sequence, i.e., λ(−j) = λ(j), where P (µ) := {j ∈ Z : |j| ≤ µ} and µ ≥ r/2 − 1. We define the linear operator Q for functions f on R by
The operator Q is bounded in C(R) and
Moreover, Q is local in the following sense. There is a positive number δ > 0 such that for any f ∈ C(R) and x ∈ R, Q(f, x) depends only on the value f (y) at an absolute constant number of points y with |y − x| ≤ δ. We will require Q to reproduce the space P r−1 of polynomials of order at most r − 1 , that is, Q(p) = p, p ∈ P r−1 . An operator Q of the form (2.2)-(2.3) reproducing P r−1 , is called a quasi-interpolant in C(R).
There are many ways to construct quasi-interpolants. A method of construction via Neumann series was suggested by Chui and Diamond [3] (see also [2, p. 100-109]). A necessary and sufficient condition of reproducing P r−1 for operators Q of the form (2.2)-(2.3) with even r and µ ≥ r/2, was established in [1] . De Bore and Fix [4] introduced another quasi-interpolant based on the values of derivatives.
Let us give some examples of quasi-interpolants. The simplest example is a piecewise constant quasi-interpolant which is defined for r = 1 by
where M is the symmetric piecewise constant B-spline with support [−1/2, 1/2] and knots at the half integer points −1/2, 1/2. A piecewise linear quasi-interpolant is defined for r = 2 by
where M is the symmetric piecewise linear B-spline with support [−1, 1] and knots at the integer points −1, 0, 1. This quasi-interpolant is also called nodal and directly related to the classical Faber-Schauder basic. We will revisit it in Section 4. A quadric quasi-interpolant is defined for r = 3 by
where M is the symmetric quadric B-spline with support [−3/2, 3/2] and knots at the half integer points −3/2, −1/2, 1/2, 3/2. Another example is the cubic quasi-interpolant defined for r = 4 by
where M is the symmetric cubic B-spline with support [−2, 2] and knots at the integer points
If Q is a quasi-interpolant of the form (2.2)-(2.3), for h > 0 and a function f on R, we define the operator Q(·; h) by
where
). By definition it is easy to see that
The operator Q(·; h) has the same properties as Q: it is a local bounded linear operator in C(R) and reproduces the polynomials from P r−1 . Moreover, it gives a good approximation for smooth functions [5, p. 63-65 ]. We will also call it a quasi-interpolant for C(R). However, the quasi-interpolant Q(·; h) is not defined for a function f on I, and therefore, not appropriate for an approximate sampling recovery of f from its sampled values at points in I. An approach to construct a quasi-interpolant for functions on I is to extend it by interpolation Lagrange polynomials. This approach has been proposed in [12] for the univariate case. Let us recall it.
For a non-negative integer k, we put x j = j2 −k , j ∈ Z. If f is a function on I, let
be the (r − 1)th Lagrange polynomials interpolating f at the r left end points x 0 , x 1 , ..., x r−1 , and r right end points x 2 k −r+1 , x 2 k −r+3 , ..., x 2 k , of the interval I, respectively. The function f k is defined as an extension of f on R by the formula
for a function f on I. We have for k ∈ Z + ,
where J(k) := {s ∈ Z : −r/2 < s < 2 k + r/2} is the set of s for which M k,s do not vanish identically on I, and the coefficient functional a k,s is defined by 6) where the univariate operator Q k i is applied to the univariate function f by considering f as a function of variable x i with the other variables held fixed.
We have
and the univariate coefficient functional a k i ,s i is applied to the univariate function f by considering f as a function of variable x i with the other variables held fixed.
The operator Q k is a local bounded linear mapping in C(I d ) and reproducing P d r−1 the space of polynomials of order at most r − 1 in each variable x i . More precisely, there is a positive number δ > 0 such that for any f ∈ C(I d ) and x ∈ I d , Q(f, x) depends only on the value f (y) at an absolute constant number of points y with
for each f ∈ C(I d ) with a constant C not depending on k; and,
where p * is the restriction of p on
From (2.8) and (2.9) we can see that If k ∈Z d + , we define T k := I − Q k for the univariate operator Q k , where I is the identity operator. if k ∈Z d + , we define the mixed operator T k in the manner of the definition (2.6) by
If τ is a number such that 0 < τ ≤ min(p, 1), then for any sequence of functions {g k } there is the inequality
Lemma 2.1 Let 0 < p ≤ ∞ and τ ≤ min(p, 1). Then for any f ∈ C(I d ) and k ∈Z d + (e), there holds the inequality
with some constant C depending at most on r, µ, p, d and Λ , whenever the sum in the right-hand side is finite.
Proof. Notice thatZ d + (∅) = {(−1, −1, ..., −1)} and consequently, the inequality (2.12) is trivial for e = ∅:
Consider the case where e = ∅. For simplicity we prove the lemma for d = 2 and e = {1, 2}, i.e.,Z d
+ (e) = Z 2 + . This lemma has proven in [12] , [13] for univariate functions (d = 1) and even r. It can be proven for univariate functions and odd r in a completely similar way. Therefore, by (2.1) there holds the inequality
13) where the norm T k i (f )) p is applied to the univariate function f by considering f as a function of variable x i with the other variable held fixed.
If 1 ≤ p < ∞, we have by (2.13) applied for i = 1,
Hence, applying (2.13) with i = 2 gives
Thus, the lemma has proven when 1 ≤ p < ∞. The cases 0 < p < 1 and p = ∞ can be proven in a similar way. 14) there is the quasi-norm equivalence
with the corresponding change when p = ∞.
Let the mixed operator q k , k ∈ Z d + , be defined in the manner of the definition (2.6) by
Here and in what follows, for k,
. From (2.17) and (2.10) it is easy to see that a continuous function f has the decomposition
with the convergence in the norm of C(I d ).
From the definition (2.16) and the refinement equation for the B-spline M , we can represent the component functions q k (f ) as 19) where c r k,s are certain coefficient functionals of f, which are defined as follows. We first consider the univariate case. We have
If the order r of the B-spline M is even, by using the refinement equation 
and
If the order r of the B-spline M is odd, by using (2.21) from (2.20) we get (2.22) with
In the multivariate case, the representation (2.19) holds true with the c r k,s which are defined in the manner of the definition (2.7) by Let us use the notations: 
Lemma 2.2 Let 0 < p ≤ ∞ and τ ≤ min(p, 1). Then for any f ∈ C(I d ) and k ∈ N d (e), there holds the inequality
Proof. From the equality
where k u is defined by
Hence, by Lemma 2.1 and properties of mixed modulus smoothness we have
The last inequality together with (2.25) proves the lemma.
, there holds the inequality
Proof. For simplicity we prove the lemma for
+ . From (2.18) and (2.11) we obtain
Notice that for any x, the number of non-zero B-spines in (2.19) is an absolute constant depending on r, d only. Thus, we have
From properties of the B-spline M it is easy to prove the following estimate
where we used the abbreviation log |h| := (log |h 1 |, ..., log |h d |). Hence, by (2.27) we obtain
By (2.26) we have
From the last inequality we prove the lemma.
For functions f on I d , we introduce the following quasi-norms:
We will need the following discrete Hardy inequality. Let {a k } k∈Z d + and {b k } k∈Z d + be two positive sequences and let for some M > 0, τ > 0
Then for any 0 < β < δ, θ > 0,
with C = C(β, θ, d). For a proof of this inequality for the univariate case see, e.g, [6] . In the general case it can be proven by induction based on the univariate case.
Theorem 2.1 Let 0 < p, θ ≤ ∞ and 1/p < α < r. Then the hold the following assertions.
(i) A function f ∈ M B α p,θ can be represented by the mixed B-spline series
satisfying the convergence condition
where the coefficient functionals c r k,s (f ) are explicitly constructed by formula (2.23)-(2.24) as linear combinations of an absolute constant number of values of f which does not depend on neither k, s nor f . Proof. Since by (2.15) the quasi-norms B 2 (f ) and B 3 (f ) are equivalent, it is enough to prove (i) and (ii) for B 3 (f ). Fix a number 0 < τ ≤ min(p, 1).
Then applying the mixed discrete Hardy inequality (2.28)-(2.29) with β = α − 1/p, gives
Assertion (ii): Let in addition, α < min(r, r − 1 + 1/p). For k ∈ Z d + , put
, where δ = min(r, r − 1 + 1/p). Then applying the mixed discrete Hardy inequality (2.28)-(2.29) with β = α, gives
The assertion (ii) is proven.
Remark From (2.23)-(2.24) we can see that if r is even, for each pair k, s the coefficient c r k,s (f ) is a linear combination of the values f (2 −k (s − j)), and
The number of these values does not exceed the fixed number (2µ + 1) d ((r + 1) d + 1). If r is odd, we can say similarly about the coefficient c r k,s (f ).
Sampling recovery
Recall that the linear operator R m , m ∈ Z + , is defined for functions on I d in (1.5) as follows. 
ψ k,j are explicitly constructed as linear combinations of at most (4µ
r (m) for even r, and (12µ + 2r + 13
Proof. Let us prove the lemma for even r. For odd r it can be proven in a similar way. For univariate functions the coefficient functionals a k,s (f ) can be rewritten as
where λ k,s (j) := λ(s − j) and P (k, s) = P s (µ) := {j ∈ {0, 2 k } : s − j ∈ P (µ)} for µ ≤ s ≤ 2 k − µ; λ k,s (j) is a linear combination of no more than max(r, 2µ + 1) ≤ 2µ + 2 coefficients λ(j), j ∈ P (µ), for s < µ or s > 2 k − µ and
Further, for univariate functions we have
, and we can rewrite the coefficient functionals c r k,s (f ) in the form
with zero coefficients λ k,s (j) for j / ∈ G(k, s). Therefore, we have
for certain coefficients γ k,j (s). Thus, the univariate q k (f ) is of the form
are a linear combination of no more than the absolute number 4µ + r + 5 of B-splines M r k,s , and the size |I(k)| is 2 k . Hence, the multivariate q k (f ) is of the form
are a linear combination of no more than the absolute number (4µ
r (m), and the size |I d (k)| is 2 |k| 1 . From (3.1) we can see that R m (f ) is of the form (1.1) with n as in (3.2).
Theorem 3.1 Let 0 < p, q, θ ≤ ∞ and 1/p < α < r. Then we have the following upper bound of E(m).
Proof.
Case (i): p ≥ q. For an arbitrary f ∈ B α p,θ , by the representation (2.30) and (2.11) we have
with any τ ≤ min(q, 1). Therefore, if θ ≤ min(q, 1), then by the inequality
where q * = min(q, 1). Putting ν = θ/q * , by Hölder's inequality and the inequality
This proves the Case (i).
Case (ii): p < q. We first assume q < ∞. For an arbitrary f ∈ B α p,θ , by the representation (2.30) and Lemma 5.3 we have
{2
(
Hence, similarly to (3.3), we get
When q = ∞, the Case (ii) can be proven analogously by use the inequality
The following theorem for the case α = 1/p can be proven by use of Lemmas 2.2 and 5.3 and the inequality (2.11).
Theorem 3.2 Let 0 < p, q < ∞, 0 < θ ≤ min(p, 1) and α = 1/p < r. Then we have the following upper bound of E(m).
The following two theorems are a direct corollary of Lemma 3.1 and Theorems 3.1 and 3.2.
Theorem 3.3 Let 0 < p, q, θ ≤ ∞ and 1/p < α < r. Ifm is the largest integer of m such that
then we have the following upper bound of r n and E(m).
Theorem 3.4 Let 0 < p, q < ∞, 0 < θ ≤ min(p, 1) and α = 1/p < r. Ifm is the largest integer of m such that
From Theorem 3.3 and Lemma 5.1 we obtain the following theorem.
Theorem 3.5 Let 1 ≤ p, q ≤ ∞, 0 < θ ≤ ∞ and 1/p < α < r. Ifm is the largest integer of m such that
then we have the following asymptotic order of r n and E(m).
(ii) For 1 < p < q < ∞,
Interpolant representations and sampling recovery
We first consider a piecewise constant interpolant representation. Let χ [0,1) and χ [0, 1] be the characteristic functions of the half opened and closed intervals [0, 1) and [0, 1], respectively. For k ∈ Z + and s = 0, 1, ..., 2 k − 1, we define the system of functions N k,s on I by ] ). Obviously, we have for k > 0 and s = 0, 1, ..., 2 k − 1,
We let the operator Π k be defined for functions f on I, for k ∈ Z + , by
Clearly, the linear operator Π k is bounded in L ∞ (I), reproduces constant functions and for any continuous function f ,
, Π k possesses a local property. In particular, Π k (f ) interpolates f at the points 2 −k s, s = {0, 1, ..., 2 k − 1}, that is,
Further, we define for k ∈ Z + ,
From the definition it is easy to check that
where We now can see that every f ∈ C(I) is represented by the series
converging in the norm of L ∞ (I).
Next, let us revisit the univariate piecewise linear (nodal) quasi-interpolant for functions on R defined in (2.4) with M (x) = (1 − |x|) + (r = 2). Consider the generated from it by the formula (2.5) quasi-interpolant for functions on I
and the related quasi-interpolant representation
where we recall that J(k) := {s ∈ Z : 0 ≤ s ≤ 2 k } is the set of s for which M k,s do not vanish identically on I. From the equality M k,s (2 −k s ′ ) = δ s,s ′ one can see that Q k (f ) interpolates s at the dyadic points 2 −k s, s ∈ J(k), i.e.
Because of the interpolation property (4.1) and (4.5), the operators Π k and Q k are interpolants. Therefore, the representations (4.2) and (4.4) are interpolant representations. We will see that the interpolant representation (4.4) coincides with the classical Faber-Schauder series. The univariate Faber-Schauder system of functions is defined by
(an alternative choice is ϕ 0,1 (x) := 1), and for k > 0 and s ∈ Z(k)
It is known that F is a basis in C(I). (See [15] for details about the Faber-Schauder system.)
By a direct computation we have for the component functions q k (f ) in the piecewise linear quasi-interpolant representation (4.4): Hence, the interpolant representation (4.4) can be rewritten as the Faber-Schauder series:
and for any continuous function f on I,
Therefore, Theorem 4.1 is the rewritten Theorem 2.1. This does not hold for the case r = 1. However, the last case can be proven in a way completely similar to the proof of Theorem 2.1 by using the above mentioned properties of the functions ϕ 1 k,s and operators Π k .
For m ∈ Z + , we have by (4.8)
For functions f on I d , R r m defines a linear sampling algorithm of the form (1.1) on the grid
and the univariate functions ψ r k,s are defined by
From the interpolation properties (4.1) and (4.5), the equality ϕ r k,s (2 −k s ′ ) = δ s,s ′ one can easily verify that R r m (f ) interpolates f at the grid G d r (m), i.e.,
Theorem 4.2 Let r = 2, 0 < p, q, θ ≤ ∞, and 1/p < α < min(2, 1 + 1/p). Then we have
(ii) For p < q, 9) with the change to sup when ν = ∞, and
Case (i): For an integer m ≥ 1, we take the functions
with somek ∈ Γ(m), and
Notice that the right side of (4.11) and (4.12) defines the series (4.7) of g i , i = 1, 2. By Theorem 4.1 and (4.10) we can choose constants C i so that g i ∈ B α p,θ for all m ≥ 1 and i = 1, 2. It is easy to verify that g i − R 2 m (g i ) = g i i = 1, 2. We have by (4.10)
if θ > 1, where q * := min(q, 1).
, and Γ * (m) := {k ∈ Γ(m) : k i ≥ 2, i = 1, ..., d}. For an integer m ≥ 2, we take the functions
with some k * ∈ Γ * (m), and
Similarly to the functions g i , i = 1, 2, the right side of (4.13) and (4.14) defines the series (4.7) of g i , i = 3, 4, and we can choose constants C i so that g i ∈ B α p,θ for all m ≥ 2 and i = 3, 4. Obviously, Notice that Theorem 4.3(i) has been proven in [22] for the 1 ≤ p = q = θ ≤ ∞.
Appendix
Lemma 5.1 Let 1 ≤ p, q ≤ ∞, 0 < θ ≤ ∞ and α > (1/p − 1/q) + . Then we have the following asymptotic order of λ n (B α p,θ ) q .
(i) For p ≥ q,
(ii) For 1 < p < q < ∞, λ n (B We have
Using this estimate for B j , we can continue (5.7) and finish the estimation of gas follows. Thus, the proof of the lemma is completed.
Remark A trigonometric polynomial version of Lemma 5.3 was proven in [25] for 1 ≤ p < q < ∞.
