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1. Пусть X  — топологическое пространство, @ —  €>(Х)— по­
крытие пространства X  и А  — локально выпуклая алгебра с 
единицей над F (т. е. над С или над R). Через С(Х,  Л; @) будем 
обозначать ал г е б р у 1 всех тех Л-значных непрерывных на X 
функций f, для которых f ( S)  является относительно компактным 
в А для каждого S е  Как известно, подмножество U явля­
ется относительно компактным в F тогда и только тогда, когда 
оно ограничено. Поэтому алгебра С(Х,  F; @) совпадает с алгеб­
рой всех тех непрерывных на X  функций, которые ограничены 
на каждом В дальнейшем предполагаем, что локально
выпуклая топология алгебры А  определена семейством 
{pi\ ^ е Л }  непрерывных полунорм. Таким образом, получаем, 
что семейство {ps,x : 5 g 8 ,  к е  Л} непрерывных полунорм, где
P sa(/)  =  sup p i ( f { x ) )
xeS
для всех [ g  C ( I ,  Л ;@ ), определяет на алгебре С( Х,  Л; @) то­
пологию ©-сходимости (см. [4], стр. 103).
В случае, когда каждое множество S g 6  является компакт­
ным в X,  алгебра С(Х,  Л ;@ ) совпадает с алгеброй С(Х,  А)  всех 
Л-значных непрерывных на X  функций. Если, кроме того, покры­
тием @ пространства X  является множество (£ =  С(Х) всех 
компактных подмножеств пространства X,  то топология ©-схо­
димости на С ( Х , А )  совпадает с топологией компактной сходи­
мости. Далее, если @ является конечным покрытием простран­
ства X,  то алгебра С(Х,  Д; @)  совпадает с алгеброй Сс( Х , А ) 
всех Л-значных непрерывных на X  функций /, для которых образ 
f ( X)  является относительно компактным в Л, а алгебра 
С(Х,  F; @) совпадает с алгеброй Cb(X,  F) всех непрерывных 
ограниченных функций на X.  В дальнейшем алгебры Сс( Х , А)  
и Сь(Х,  F) наделим топологией равномерной сходимости на X.
1 Алгебраические операции в С(Х,  Л ;6  ) определяются поточечно.
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2. Теорема Стоуна— Вейерштрасса применима во многих 
разделах математики. Имеется большое количество различных 
обобщений этой теоремы (см. [11], стр. 119, и [2 ] ) .  Из этих 
обобщений в дальнейшем нам понадобятся следующие:
Теорема А (см. [8], стр. 48). Пусть X  — вполне регулярное  
пространство. Подалгебра (при  F == С самосопряженная подал­
гебра) Ж всюду плотна в С (X, F) в топологии компактной сходи­
мости тогда и только тогда, к о г д а 2
a) подалгебра  91 разделяет точки 3 пространства X,
b) для  каждой точки х  е  X подалгебра % содержит ф ункцию  
f с f ( x)  Ф  0.
Теорема Б (см. [10], стр. 229 п р и 4 F —  R, и [1], стр. 106 
при F = C ) .  Пусть X  — топологическое пространство. П о д а л­
гебра ( при  F == С самосопряженная подалгебра)  St всю ду  
плотна в Сь(Х,  F) тогда и только тогда, когда
c) подалгебра  St разделяет5 нуль-множества пространства X  
R-значными функциями,
d) подалгебра  St содержит функцию  f с
inf \ f { x ) \  > 0 .
х^Х
Как указано выше, если © — некоторое покрытие простран­
ства X , то имеет место включение Съ (X,  F) | =  С(Х,  F; В)  ^  
^ С ( Х ,  F). Теоремы А и Б дают нам описание всюду плотных 
подалгебр в алгебрах С(Х,  F) и Сь(Х,  F) соответственно. Целью  
настоящей статьи является описать всюду плотные подалгебры 
алгебры С(Х, F ;© ), предполагая, что пара (X, €£) удовлетворяет 
условию продолжимости или строгому условию продолжимости. 
Таким образом, в настоящей статье обобщаются теоремы А и Б 
на алгебру С(Х,  F; ©) при некоторых ограничениях на X  и В.  
В качестве применений этих результатов даются достаточные ус­
ловия для всюду плотности подалгебры *21 в С(Х,  А \ '©) в случае, 
когда А является локально выпуклой алгеброй (с единицей) над 
F, а 3  — покрытием пространства X,  удовлетворяющим некото­
рым ограничениям.
- В книге [9], стр. 268, теорема Стоуна—Вейерштрасса обобщена на 
алгебру C(^l, R) с топологией компактной сходимости в случае, когда X 
является хаусдорфовым (не обязательно вполне регулярным) пространством.
3 Говорят, что подалгебра 'Л с= С(Х,  F) разделяет точки пространства X , 
если для каждых двух различных точек х\ и х2 из X в родалгебре 31 суще­
ствует такая функция /, что f(x\) ф  / ( х2).
4 Строгий вариант теоремы Б сформулирован в статье [7].
5 Множество Z с= X называется нуль-множеством пространства X, если 
Z — {х е  X : / (х) ■— 0} при некоторой f e C ( X ,  R). Говорят, что под­
алгебра 31 с= С(Х, R) разделяет ну ль-множества пространства X, если для 
каждых двух непересекающихся непустых нуль-множестр Z\ и Z2 простран­
ства X в подалгебре 31 существует такая функция /, что замыкания множеств 
/(Z)) и /(Z 2) не пересекаются.
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3. Пусть В  — покрытие пространства X.  Будем говорить, 
что пара ( Х , В )  удовлетворяет условию  продолжимости 
(строгому условию  продолжимости), если для всех множеств 
S е  S  каж дая функция f ^  Cu{S, R) обладает продолжением 
. / е С ( Х ,  R; 8 )  (соответственно продолжением f  е  Сь (^ ,  R ) ).
Как известно (см. [5] , стр. 43), если X  — вполне регулярное 
хаусдорфово пространство и 8  — покрытие пространства X, в 
! котором все элементы компактны, то пара (Х,<В) удовлетворяет 
ь условию продолжимости. Далее, пусть X  — нормальное прост­
ранство и в  — замкнутое покрытие пространства X.  Тогда, по 
теореме Титце (см., например, [11], стр. 101), пара (X, 8 )  
удовлетворяет строгому условию продолжимости. Относительно 
' других случаев, при которых пара (X , 8 )  удовлетворяет условию 
продолжимости или строгому условию продолжимости, см., на­
пример, [3], теорема 5, и [6].
; Предложение 1. Пусть X  — топологическое пространство и 
© — покрытие пространства X  такие, что пара  (X, 8 )  удовлет­
воряет условию продолжимости. П одалгебра  51 является всюду  
плотной в С(Х,  F; ©) тогда и только тогда, когда для  каждого 
5 е З  подалгебра
2Ts = { f |S : f < = 2 l }
всюду плотна в Сь(5, F).
Д о к а з а т е л ь с т в о .  По предположению, для каждого 
S e S  отображение f - + f \ S  является непрерывным гомоморфиз­
мом С(Х,  F; 3 )  на Cu(S,  F). Поэтому из всюду плотности под­
алгебры 21 в С(Х,  F; 8 )  следует всюду плотность подалгебры 
2TS в Cb(S,  F) для каждого 5 е 8 .
Пусть теперь для каждого S e 0  подалгебра 2ls всюду плотна 
в Cb{S,  F). Далее, пусть f  е  С(Х, F; 8 )  и S е  8 .  Тогда для к а ж ­
дого е >  0 существует такая функция g  е  2ls, что
W S - g \ \ c ^ F)< e .
Поскольку g  =  h \ S  при некоторой функции h е  21 и 
sup I (f —  h ) ( x ) \ = W f \ S  —  g\\Cb{S Fy
re=S
то подалгебра 2f всюду плотна в С( Х,  F; В) .
Следствие 1. Пусть X  — топологическое пространство и 
В  — покрытие пространства X такие, что пара (X, В ) удовлетво­
ряет строгому условию  продолжимости. Подалгебра  21, содержа­
щая всюду плотную в топологии В-сходимости подалгебру  Ш 
'а лгебры  Ch(X,  F), является всюду плотной в С(Х,  F; В) .
Д о к а з а т е л ь с т в о .  Учитывая предположение следствия, 
мы получаем равенство Сь (X.  F )s =  Сь (S,  F) для каждого 
■ S g ® . Поскольку отображение непрерывно, то подал-
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гебра всюду плотна в C b ( S ,  F) при 5  е  8 .  Поэтому, в силу 
предложения 1, подалгебра 23 и, следовательно, подалгебра 31 
всюду плотны в С(Х,  F;<5).
По предложению 1 и теореме Б справедлива 6
Теорема 1. Пусть X  — топологическое пространство и 8  — 
покрытие пространства X такие, что пара (X, 8 )  удовлетворяет 
условию  продолжимости. Подалгебра (при  F =  С самосопря­
женная подалгебра) 2( всюду плотна в С( Х,  F; 8 )  тогда и только 
тогда, когда для каждого S g S  выполнены следую щ ие ус ло ­
вия:
e) подалгебра  2С разделяет нуль-множества пространства S  
R-значными функциями,
f) подалгебра  2fs содержит функцию g  с
inf |g (x )  I > 0 .
xsS
В частном случае из теоремы 1 получаем следующее обобщ е­
ние теоремы А:
Следствие 2. Пусть X  — вполне регулярное хаусдорфово про­
странство « 8  — покрытие пространства X, в котором все эле ­
менты 8  компактны. Подалгебра  (при  F =  С самосопряженная  
подалгебра ) % всюду плотна в С(Х,  F) относительно топологии 
В-сходимости тогда и только тогда, когда подалгебра  21 уд о в л е ­
творяет условию  Ь) и для  каждого S e 8  условию
g) подалгебра Ж разделяет точки множества S.
Д о к а з а т е л ь с т в о .  В силу компактности множеств 5 е ® ,  
пара (X ,1®) удовлетворяет условию продолжимости. Кроме того, 
условия е) и g) равносильны (см. [1], стр. 107). П окажем теперь 
равносильность следующих утверждений: 1) подалгебра 2t удо­
влетворяет условию Ь) и 2) подалгебра 2t удовлетворяет усло­
вию f) для каждого S е  8 .  Д ля  этого пусть x g I  Тогда х <= 5  
для некоторого 5  е  8 .  По условию f) в подалгебре 2t существует 
такая функция g, что (g\S)  (я) ф  0. Значит, подалгебра 21 удо­
влетворяет условию Ь).
Предположим теперь, что подалгебра 2t не удовлетворяет 
условию Ь), т. е. существует точка х0 е !  такая, что f ( x 0) =  0 
для каждой f e  2t. Так как x0 e«S,0 для некоторого множества 
So е  8 ,  то для всех f  е  2t справедливо соотношение
inf \ f ( x)  I = 0 .
xeSo
6 В частном случае, когда каждое множество 5 е б  псевдокомпактно 
и С*-продолжимо, теорема 1 доказана в [10], стр. 230.
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Следовательно, подалгебра 21 не удовлетворяет условию f) при 
S  =  S q. Таким образом, равносильность выше названных утверж ­
дений показана. Следовательно, по теореме 1, справедливо след­
ствие 2.
П р и м е ч а н и е  1. Если подалгебра Ж разделяет точки про­
странства X,  то Ж разделяет точки множества S  при каждом 
S g ® .  При этом обратное утверждение справедливо только 
тогда, когда покрытие €> пространства X  обладает свойством7
(а) из Si, S 2 е  © следует S { U S 2
4. В статье [2] найдены достаточные условия для всюду 
плотности подалгебр в С ( Х , А ) и в Сс(Х,  А)  в случае, когда А  
является локально выпуклой алгеброй (с единицей еА ) над F. 
Чтобы обобщить эти результаты на алгебру С(Х,  А ;® ) ,  приве­
дем следующие обозначения: для каждой подалгебры Ж ^  
^ С ( Х ,  Л ;® ) пусть
Ж{Х,Г-  @) =  { a G C ( X , F ; 6 )  : аеА е  Ж}
и
2t (А ) =  {а <= А  : ä <= 21},
где (аеА) (х) == а { х ) е А и ä( x)  =  а на X.
По теореме 1 из статьи [2] справедливо
Предложение 2. Пусть X  — топологическое пространство 
и €> — покрытие пространства X. Пусть, далее, А  — локально  
вы пуклая  алгебра (с единицей) над  F и 21 — подалгебра алгеб ­
ры С(Х,  Л; @) .  Е сли  подалгебры  21 (X, F; <В) и Ж (Л) всюду плот­
ны в С(Х,  F; ®) и А соответственно, то 2Г всюду плотна в 
С(Х, А\<В) .
Теорема 2. Пусть X  — топологическое пространство и @ — 
покрытие пространства X такие, что пара (Х,<&) удовлетворяет 
условию  продолжимости. Пусть, далее, А — локально  вы пуклая  
алгебра (с единицей еА)  ь^ад F и Ж — подалгебра алгебры  
С(Х,  Л ;® ) .  Е сли  выполнены условия
h) подалгебра  2С(Л) всюду плотна в А и еА <=Ж(А),
i) для  каждого S g 8  подалгебра  2Г(Х, F ;© ) разделяет н у ль ­
множества пространства S  R-значными функциями,
а при  F =  С выполнены условия  h), i) и
j) подалгебра  2f (X, F; ®) самосопряженна, 
то подалгебра  2f всюду плотна в С ( Х , А  \ ©').
Д о к а з а т е л ь с т в о .  По условию h) справедливо соотно­
шение ееА =  ёА е  21, где е обозначает единицу в С(Х,  F). П о­
этому е е  2t(X, F; ® ). В силу этого и условий i) и j ) ,  подалгебра 
2[(Ar, F; ®) всюду плотна в С(Х,  F ; ®) по теореме 1. Следова­
тельно, подалгебра 21 всюду плотна в С(Х,  Л; ®) по предложе­
нию 2.
7 В частном случае, когда покрытие © =  (£, покрытие б  обладает 
свойством (а).
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Аналогично, используя предложение 2 и следствия 1 и 2, мы 
получаем
Следствие 3. Пусть X  — топологическое пространство и 0  — 
покрытие пространства X такие, что пара  (X, 0 )  удовлетворяет 
строгому условию  продолжимости. Пусть, далее, А —  локально  
вы пуклая  алгебра с единицей над  F и 2( — подалгебра алгебры  
С ( Х , А ; 0 ) .  Е сли  подалгебра  2f(X, F; 3 )  содержит всюду плот­
ную  (в топологии 0 - с ходимости) подалгебру алгебры Cb{X,  F), 
а подалгебра  2[(Л) всюду плотна в А, то 21 всюди плотна в 
О Д А ; 0 ) .
Следствие 4. Пусть X  — вполне регулярное хаусдорфово про­
странство и ® — покрытие пространства X, в котором все э л е ­
менты компактны. Пусть, далее, А  — локально вы пуклая  алгебра  
с единицей над  F и %  — подалгебра алгебры С(Х,  А) .  Е сли  вы ­
полнены условия  h) (при  F — С условие  j ) )  и
к) для  каждого S e  3  подалгебра %{Х,  F; 3 )  разделяет точ­
ки множества S,
то 21 всюду плотна в С ( Х , А )  в топологии В-сходимости.
П р и м е ч а н и е  2. Если покрытие 0  пространства X  о б ла­
дает свойством (а ) ,  то условие к) следствия 4 равносильно усло­
вию
1) подалгебра. 2Г(Х, F; 0 )  разделяет точки пространства X.
В случае, когда 2Г(Л) =  А  и 0  =  С, следствие 3 известно (см. 
[2]. теорема 3).
Положив в теореме 2 покрытие 0 =  {X}, мы получаем сле­
дующее обобщение теоремы 2 из статьи [2]:
Следствие 5. Пусть X  — топологическое пространство, А — 
локально  вы пуклая  алгебра (с единицей) над  F и 2( — под­
алгебра алгебры Сс( Х, А) .  Е сли  выполнены условия  h) и
ш) подалгебра  2f(X, F; 0 )  разделяет нуль-множества про­
странства X R-значными функциями,
то 2С всюду плотна в Сс(Х,  А) .  Если, кроме того, X  — компактное 
хаусдорфово пространство, то условия  т )  и 1) равносильны.
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21 III 1978
SOME GENERALIZATIONS OF THE STONE-WEIERSTRASS THEOREM
S u m m a r y  
M. Abel
Let X be a topological space, в  be a covering of X and A be a locally 
convex algebra with unit over F (over С or R). Let С (Х ,Л ;@ ) denote tlhe 
algebra of all continuous Л-valued functions on X for which f (S)  is relatively 
compact in Л for every S e  @.
We shall say that the pair (Л-, в )  satisfies the condition of extension when 
for all S e e  every bounded continuous R-valued function f on S  has an 
extension f  e  C(X,  R; @).
Supposing that the pair (А-, в )  satisfies the condition of extension the 
dense subalgebras of algebra C(X,  F; 0 )  in the topology of ©-convergence are 
descrebed. As an application of it the sufficient conditions for the density of 
subalgebra 31 in С (А, Л ; в )  are given in the case when Л is a locally convex 
algebra (with unit) over F.
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В заметке рассматриваются точечные функционалы, порож ­
денные лифтингами и линейными лифтннгами пространств изме­
римых функций. В частности, показывается, что теорема Ионеску 
Тулча [8] об отсутствии линейного лифтинга в пространствах 
L p (T,  2 , ju.) (1 оо) с неатомичной мерой по существу вы­
р аж ает  тот факт, что при наличии линейного лифтинга множе­
ство всех сингулярных (т. е. анормальных) функционалов яв л я­
ется тотальным на соответствующем пространстве. Обсуждаются 
некоторые аспекты и обобщения упомянутой теоремы.
1. В терминологии из теории векторных решеток мы,следуем 
[2] и [6]. Приведем некоторые сведения и обозначения. Пусть 
X  — векторная решетка над полем R вещественных чисел. Всю­
ду будут рассматриваться только архимедово упорядоченные 
векторные решетки. Линейное подмножество И  си X  называется 
идеалом  в X, если из х  ^  X, у  <= Н, |х |  ^  \у \  следует х е Я .  
Идеал Н  в X  называется фундаментом, если его дизъюнктное 
дополнение H d =  {'О}. Полосой  в X  называется подмножество, 
являющееся дизъюнктным дополнением некоторого множества 
F c z X .  Линейный функционал f на ^  называется: а) р егу ляр ­
ным , если f  =  f 1— Ь, где fi (i =  1,2) — положительные линей­
ные функционалы; б) порядково непрерывным , если он регуля­
рен и из того, что 1 (о ) - lim ха =  * вытекает, что f  (ха) -*■ f ( х ) ; 
в) сингулярным,  если он регулярен и обращается в нуль на не­
котором фундаменте в X. Множества всех регулярных, поряд­
ково непрерывных и сингулярных функционалов на X  обозначим 
соответственно через Х ~ ,  Х п ~ и Xs ~.
Если т — топология на множестве Y, то соответствующее 
топологическое пространство обозначается через (Y,  т ) .  Пусть 
(X, т) — топологическая векторная решетка (см. [6] , сокращен­
но Т В Р).  Пространство, топологически сопряженное к X,  обозна­
1 Запись (о) - \ \тха ~ х  означает сходимость по упорядочению (см. [2], 
стр. 365).
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чим через (Х, т) '  =  X'. Напомним, что под условиями (Аа) и 
(А) Канторовича понимают следующие условия:
(Аа) из х п I  0 следует, что х п -+ 0  в топологии т,
(А) из х а j  0 следует, что 4 - ^ 0  в топологии т.
Если в (Х,т) выполнено условие (А), то говорят, что топология 
т порядково непреры вна ; в этом случае X ' а  Х п ~ .
Следуя [6], будем называть порядковой топологией вектор­
ной решетки X  сильнейшую локально выпуклую топологию X  
на X, в которой любой порядковый интервал ограничен. Если 
тотально на X, то X  есть сильнейшая топология, в которой 
X  является локально выпуклой решеткой (Л В Р ) .  Если эта топо­
логия порядково непрерывна, то будем говорить, что векторная 
решетка X  минимальна  (или минимального типа). Так как 
Х ~  а  ( Х , Х ) '  (см. [6] , стр. 290), то минимальность X  означает, 
что ■(Х,%)'  =  Х п ~  = Х ~ .
Пусть (Г, 2 ,  ц) — пространство с полной мерой такое, что 
Г е И .  Обозначим через М —  М( Т ,  2 ,  (i) пространство всех ве­
щественно-значных измеримых функций на Г с поточечными 
алгебраическими операциями и поточечным отношением поряд­
ка, а через N  =  N( T , 2 , , n )  — идеал всех (я-пренебрежпмых 
функций из М.  Пусть S  =  S ( T ,  2 ,  |ы) есть фактор-пространство 
Mf N,  снабженное естественными алгебраическими операциями и 
отношением порядка, и — канонический гомоморфизм.
Мы будем писать я (х )  =  х*. Пусть такж е N.0 — совокупность 
всех р,-пренебрежимых множеств, Q =  2/ЛА0 — булева алгебра 
классов эквивалентных измеримых множеств и я о : 2 —»-Q — к а ­
нонический гомоморфизм. Будем писать я;0(A) =  A*. Всюду 
будет предполагаться, что мера |л обладает следующими свой­
ствами:
1) если множество А а  Т таково, что для любого множества 
ß e H  с | i ( ß ) < o o  выполнено А ( ] В ^ И ,  то Л ^ 2 ;
2) мера (.1 локально конечна , т. е. для любого Л е  2  с 
|л(Л) >  0 существует ß e  2  такое, что В с: А  и 0 <  | i ( ß )  <  °о.
Заметим, что мы не предполагаем порядковой полноты про­
странства S( T ,  2 ,  |я). Всякий идеал Н a  S ( T ,  2 ,  ji) будем назы ­
вать идеальным пространством на (Т, 2 , ( i ) .  Если Л е 2 ,  то че­
рез (Я; Л*) будет обозначаться полоса 2 {х *%а * : х* е  Й )  про­
странства Н. Будем говорить, что F e Q  рассеяно, если Е* не 
содержит атомов алгебры с мерой (Q, |ы).
Пусть X  — векторная подрешетка пространства S( T ,  2 , ц ) .  
Лифтингом (линейным лифтингом) пространства X  называется 
такой решеточный гомоморфизм (соответственно линейный по­
ложительный оператор) q : X - > я -1 (X ) , что я°£> — тождествен­
ное отображение на X. Положим 1 =  %т и будем, для простоты,
2 Через Ха обозначается характеристическая функция множества А.
предполагать, что, если Г е 1 ,  то q(1*) =  1. Подробные сведе­
ния из теории лифтинга содержатся в [3] и [9]. Всякое про­
странство, в котором существует лифтинг (линейный лифтинг), 
будем называть пространством, допускающим лифтинг (ли н ей ­
ный лифтинг).
2. Как показано в [4] и [5], класс пространств, допускаю­
щих лифтинг, не исчерпывается пространством L°°(T, 2 ,  ц) огра­
ниченных функций из 5 ( 7 ’, 2 , | ii) (и ему изоморфными). В про­
странствах типа L°° существование лифтинга равносильно суще­
ствованию линейного лифтинга [9]. Неизвестно, верен ли у к а ­
занный факт для произвольных идеальных пространств на 
(Г, 2 ,|ы). Пространства, допускающие лифтинг, могут быть 
весьма велики — в них может не быть ненулевых порядково не­
прерывных функционалов [5]. Укажем некоторые необходимые 
свойства таких пространств.
Теорема 1. Пусть q — линейный лифтинг идеального про­
странства X на (Т, 2 , |д) с неатомичной мерой. Если  L° ° cz X,  то 
для  почти всех t ^ T  (modji)  функционал ft, определенный со­
отношением
М **) =  е ( * * ) ( 0 .  (1)
является ненулевым сингулярным ф ункционалом на X.
Д о к а з а т е л ь с т в о .  Очевидно, что f t ^ X ~  для любого 
/ G  7. Не умаляя общности, можно считать, что (li(7’) =  а <  сю. 
Построим последовательность {£„} разбиений множества Т по 
следующему правилу: £n+i получается разбиением всех элемен­
тов разбиения £,п на непересекающпеся подмножества вдвое 
меньшей меры. Таким образом,
I „ = { F , " ;  M(Fb" ) = | r> k = \ ,  2 .......... 2".
Пусть 0  — нижняя плотность на 2 ,  ассоциированная с q, т . е. 
•0(Л) =  {/ ; е(ХА*) =  Л е 2 .
Положим
Е п =  U 0 ( ^ п)-
h= i
Тогда Е п* =  Т* при всех п ^  1. Кроме того, если мы положим
оо
То=  П Еп,
71=1
то Т0* =  Т*. Зафиксируем некоторое /0 е  Т0. Д ля  любого п ^  1 
существует k( n)  с 1 ^  k(n)  ^  2п такое, что t0 е  0  (Fk(n)n) . При 
этом k( n)  определяется единственным образом. Действительно, 
достаточно заметить, что если /О^ 0 ( А )  и B*f ]A* =  0 *, то
1 = 0 (ЗСА*) ( t o ) =Q(  1*) (to) >Q(XA*)  ( to),+Q(XB*) (f„) ^ o ,  
откуда q (xb*) (to) =  0.
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Положим An =  Fk{n)n. Тогда последовательность { Ап} моно­
тонно убывающая и ц (Л п)—>-0. При этом
fu{XA*)  =  i
для всех п ^  1. Положим
В п =  Т \ А п, г п*=хвп*
и обозначим через К  линейную оболочку совокупности функций 
z n*. Тогда из z* <= К  следует |z* |< = A \  Положим также
Р = { х * : х * ^ Н ,  | x * | ^ z *  для некоторого z * e / ( } .
Непосредственно проверяется, что Р  — идеал в Н.  Поскольку 
sup В п* —  Т*, то Р — фундамент в Н.  Из соотношения 
P c z f t r l (0) вытекает, что f tl>̂ X s ~ .  Остается воспользоваться 
тем, что t o ^ T 0 выбрано произвольно и Т0* =  Т*.
Теорема 1 доказана.
Теорема 2. Е сли  идеальное пространство X  на (Т, 2 ,  (я) с 
неатомичной мерой допускает линейный лифтинг q, причем  
L°° d  X , то X s ~ тотально на X.
Д ля  доказательства достаточно заметить, что из х * Ф  у* вы­
текает q(x*) ф  q (у*) и воспользоваться теоремой 1.
З а м е ч а н и е .  Условие L°° а  X  в теореме 2 может быть 
опущено, если мера jj, обладает свойством прямой суммы (см. 
определение в [2], стр. 70), в частности, если она а-конечна.
Таким образом, если X s ~ (а стало быть, и не является 
тотальным на X,  то в X  не может существовать линейного лиф- 
тинга (а, значит, и лифтинга). Из таких пространств укаж ем, к 
примеру, пространства Ь р ( Т , Х , ц ) для  0 <  р <  1 и неатомич­
ной меры. И подавно не существует линейного лифтинга всего 
пространства S ( T ,  2 ,  ц) и любой его- полосы (5 ;Л * ) .  Отсюда 
следует, что для того, чтобы идеальное пространство X  на 
(Г, 2 ,  (i) допускало линейный лифтинг, необходимо, чтобы X  
было «разреженным» в следующем смысле: всякая полоса 
(S M * ) ,  где А* рассеяно, должна содержать элементы, не вхо­
дящие в (Х\ А*).
3. Рассмотрим теперь некоторые аспекты обобщения тео­
ремы Ионеску Тулча об отсутствии линейного лифтинга в про­
странствах L p для 1 ^  р < ; оо. Хорошо известно, что если 
X  — нормированная решетка, то Х ~  zэ  X' .  При этом d  I '  
тогда и только тогда, когда в X  выполнено условие (А) (см.
[2] ,  стр. 377 и 381). В этом случае, если Х ~  е= X'  (в частности, 
если X  — банахова реш етка), то X'  — Х п~,  т. е. в X  топологи­
ческая сходимость направлений совпадает с порядковой сходи­
мостью. Как показано в [7], всякая локально выпуклая ре­
шетка X,  для которой X'  —  Х п~,  нормируема. Таким образом, 
сказанное в пункте 1 относительно порядковой топологии X  
удобно сформулировать следующим образом.
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Теорема 3. Пусть X  — векторная решетка с тотальным Х ~ .  
С ледующие утверждения эквивалентны:
1) X  — векторная решетка минимального типа-,
2) пространство (A-, St) нормируемо ;
Покажем, что условие X '  —  Х п~ =  Х ~  влечет минималь­
ность X  и в том случае, когда X  есть ТВР.
Теорема 4. Пусть (X, т) — Т ВР с тотальным Х ~ . Е сли  то­
пология х порядково непрерывна и Х ~  а  X', то векторная ре­
шетка X минимальна.
Д о к а з а т е л ь с т в о .  Из условий теоремы следует, что 
(X, т)' =  Х ~ .  Так как порядковая топология X  есть топология 
Макки т(Х, относительно двойственности ( Х , Х ~ )  (см. [6 ] ,  
стр. 294), то мы имеем £  — х ( Х , Х ' ) .  Пусть х а ^  X,  х а \  0. Тогда 
л:а —>-0 в топологии т, а значит, и в ослабленной топологии 
о ( Х , Х ' ) .  По теореме о монотонной сходимости ( [6 ] ,  стр. 281,. 
теорема 4.3), л;а - > 0  в топологии X.
Теорема 4 доказана.
Теорема 5. Пусть X  — нормированное идеальное простран­
ство на (Т, 2 ,  р) такое, что Х ~  а  X'. Е сли  в X  выполнено ус ло ­
вие  (А) и существует такое Е  ^ 2 ,  что р ( £ )  >  0, %е * е  X  и Е* 
рассеяно, то не существует линейного лифтинга пространства X .
Д о к а з а т е л ь с т в о .  Полоса (X; Е *) является нормирован­
ным идеальным пространством с условием (А) относительно ин­
дуцированной из X  нормы. Положим 'Ze —  {Л [ ) Е \ А  е  2} и обо­
значим через рЕ сужение меры р на a -алгебру 2 Е. Тогда полоса 
(S(T,  2 ,  р ) ;  Е*) изоморфна пространству 5  (Е,  2 е ,  р е ) . Если 
Y — изометричный образ полосы (Х;/;*) в S ( E ,  2 е ,  р е ) , то Y  
есть нормированное идеальное пространство на (Е,  2 Е, Ре)» 
удовлетворяющее условию (А). Поэтому Y'  =  Y п~ =  от­
куда Ys ~ =  {0}-
Предположим теперь, что существует линейный лифтинг q 
пространства X.  Не умаляя общности, можно считать, что- 
1е ^  q (Xe*). Положим для всякой функции у  е  М{ Е,  2 я, ре)
Наконец, для любого t е  Е  и всякой функции у* е  У положим *
Тогда q' есть линейный лифтинг пространства Y. По теореме 2t 
ys ~ тотально на Y, что противоречит соотношению Ys ~ =  {0}. 
Теорема 5 доказана.
3 Через z\E обозначается сужение функции 2 на множестве Е.
3) ( Х , Х ) '  =  Х,
y ( t ) ,  если / <= Е,
0, если t <= Т\Е .
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Следующая теорема сразу вытекает из теорем 3 и 5.
Теорема 6. Пусть X  — идеальное пространство на  (Г, 2 , | i ) .  
Е сли  векторная решетка X  минимального типа и существует та­
кое  £ е Е ,  что ix(Е)  >  О, %Е* е  X  и Е* рассеяно, то не сущест­
вует линейного лифтинга пространства X.
В работе [4] доказан следующий результат.
Теорема 7. Пусть X  — идеальное пространство на  (Г, 2,ju) 
и множество £ е 2  таково, что ц ( £ )  > 0 ,  хе* е  X и Е* рассея­
но. Если  на X  можно задать удовлетворяющую условию  (Аа) то­
пологию  т, относительно которой X есть Т В Р  и Х ~  а  Х \  то не 
существует линейного лифтинга пространства X.
Д о к а з а т е л ь с т в о .  Подберем, в силу локальной конечно­
сти меры |и и рассеяности Е*, такое ß e S ,  что В cz Е  и
О с  |л(В) <  оо. Тогда полоса (X; В*) является ТВ Р порядково 
счетного типа в индуцированной из (X, т) топологии, а в таких 
пространствах условия (Аст) и (А) равносильны. По теореме 4, 
векторная решетка (Х\ В*) минимального типа. Из теоремы 6 
вытекает, что в (Х\ В *), а подавно и в X, нет линейного лиф ­
тинга.
Теорема 7 доказана.
Ясно, что теорема 5, в свою очередь, следует как из теоре­
мы б, так и из теоремы 7. Поэтому, хотя условия теорем 6 и 7 
могут в некоторых случаях быть более удобными для проверки, 
эти теоремы не дают содержательного обобщения теоремы 5.
Следствие. Е сли  мера  ja, неатомична, то ни одно банахово  
идеальное пространство на  (Г, 2 ,  |и) с порядково непрерывной  
нормой не допускает линейного лифтинга.
Таким образом, если в идеальном пространстве X  на 
(Т, 2 , р,) или в некотором его подпространстве выполнены усло­
вия теорем 5, 6 или 7, то в X  нет линейного лифтинга. Отсюда 
вытекает отсутствие линейного лифтинга во многих классиче­
ских идеальных пространствах. Кроме уже упоминавшихся про­
странств L p ( T , 2 ,  (i), назовем пространства Лоренца и простран­
ства Орлича (с произвольной N -функцией). Рассмотрим, нако­
нец, пространство ЬШ(Т,  2 , ц), состоящее из всех функций из 
S ( T ,  2 ,  fi), суммируемых с любой степенью, т. е.
U =  n LP.
1 <  р <  оо
Наделим топологией т счетно-нормированного пространства 
(см. [1], стр. 217—223). Тогда (Ьы, т) — метризуемая и полная 
ТВР, следовательно, Ьы~ a  L 'M (см. [6], стр. 287). Так как в 
(Lu, т) выполнено условие (Аст), то, по теореме 7, в La не су­
ществует линейного л иф тин га /
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ON THE SPACES WHICH HAVE NOT THE LINEAR LIFTING PROPERTY
A. Monakov-Rogozkin
S u m m a r y
Let {T, 2 , (x) be a measure space with complete non-atomic measure, S — 
— S(T,  2 , ц) a space of all real-valued measurable functions and X  an order 
ideal of S. If there is a linear lifting of the space X, then the set of all 
singular functionals is total on X. This yields some nonexistence theorems 
for linear lifting in the space X. For example, there is no linear lifting in any 
ideal Banach space with an order continuous norm.
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Пусть X  и У — некоторые ^-пространства, т. е. полные метри- 
зуемые линейные топологические пространства и 1 А пи e L ( X ,  У).. 
Преобразование у —  Ах,  где у =  (rjn) и 2
т]n =i h
определяет обобщенный матричный метод суммирования А. 
В случае, когда X  и У — банаховы пространства, обобщенные 
методы суммирования изучали Мелвин-Мелвин [15], Целлер 
[23], Кангро [6], Юримяэ [11, 12]. Р ам анудж ан  [16], Барик 
[13], Вуд [19] исследовали суммируемость последовательностей" 
элементов пространства Фреше, т. е. локально выпуклого F-npo- 
странства. Более общие методы суммирования изучаются в р а ­
ботах Меленцова, Бакусовой и Ж аворонкова (см. [ 1, 4, 5, 8, 9])  ..
В данной статье рассматриваем суммирование последователь­
ностей в F -пространстве, т. е. не обязательно локально выпук­
лом пространстве. Известно (см., например, [3], стр. 358), что- 
пространство вполне измеримых функций TM( S, ' E,  ц) является 
не локально выпуклым /•'-пространством, сходимость в котором 
равносильна сходимости по мере. Чтобы теория суммируемости^ 
включала суммируемость по мере, необходимо изучать сумми­
руемость последовательностей в /^-пространстве.
В § 1 сформулируем основные факты теории ^/С-пространств, 
в § 2 найдем общий вид линейного непрерывного оператора 
f  Е  L ( c ( X) ,  У) и обобщим теорему К ож им а—Шура. В § 3 изу­
чаются обратимые обобщенные методы суммирования. В послед­
нем параграфе обобщим теорему М азура—Хилла и некоторые 
результаты Каулинга и Расселя.
Обобщенный метод суммирования мы в дальнейшем обычно» 
называем методом суммирования.
1 Через L(M ,N)  обозначается пространство линейных непрерывных опе­
раторов из М в N.
2 Если пределы изменения индексов не указаны, то каждое соотношение 
справедливо при всех значениях 1 , 2 , 3 . . .  соответствующих индексов.
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§ 1. Пространства последовательностей элементов 
^-пространства
Пусть X  является ^-пространством. Через 2)(X) и bd X  обо­
значим соответственно базис окрестностей нуля и семейство 
ограниченных подмножеств в X.  Далее, .Р-пространство Е( X )  по­
следовательностей л :=  (£„) элементов пространства X  называем 
F /(-пространством, если в нем имеет место покоординатная схо­
димость, т. е. если х п - + х  в Е ( Х ) ,  то l nk - + lk  в X,  где х п =
— H nk).  Пространство s ( X)  всех последовательностей х  =  ( | п) 
с |п  ^  X  является F /(-пространством в топологии Тихонова, т. е. 
в топологии произведения. Сходимость в s(X ) равносильна по­
координатной сходимости. Пространство т( Х )  ограниченных по­
следовательностей является /^/С-пространством с базисом окре­
стностей нуля $ ( т ( Х ) ) ,  состоящим из множеств 
{х <= т( Х )  : Ih <= U),  U <=ЧЦХ).
Пространства с(Х)  и с0(Х) соответственно сходящихся и сходя­
щихся к нулю последовательностей являются замкнутыми под­
пространствами пространства т ( Х )  и, таким образом, F /(-прост­
ранствами в индуцированной топологии (см. [4], § 2).
Через Е°°(Х)  обозначим пространство последовательностей 
д: =  (In),  г д е 3 In Ф  0 для конечного числа индексов п. В д ан ­
ной работе мы рассматриваем только такие ^ /(-пространства 
Е ( Х ) ,  которые включают Е°°(А").
Пространства последовательностей элементов /^-пространст- 
ва, структура полей суммируемости, а такж е включение и совме­
стность обобщенных методов суммирования исследовались в р а ­
ботах Ж аворонкова [4, 5].
Пространства Е ( Х ) ,  где X  — локально выпуклое простран­
ство, изучались в работах [7, 8, 9, 16, 19]. В таком случае то­
пологию в s(X) и т( Х )  можно определить семейством полунорм. 
Нетрудно убедиться, что если X  — не локально выпуклое F-npo- 
странство, то ^/(-пространства s(X) и т ( Х )  не являются л о ­
кально выпуклыми. Если же X  такое F -пространство, топологи­
ческое сопряженное X'  которого состоит лишь из нулевого функ­
ционала (например, ГМ (iS, 2 ,  |и), где 5 =  [0 ,1 ] ,  а ц — мера 
Лебега, см. [3], стр. 358), то, согласно нижеследующему предло­
жению, не существует локально выпуклых F /(-пространств Е( Х) .
Предложение 1. Пусть X  и Е  (X) — линейные топологические 
пространства, причем в Е ( Х )  имеет место покоординатная схо­
димость и Е( Х)  Iэ Е° ° ( Х) .  Топологическое сопряженное Е ( Х ) '  
разделяет точки4 на Е( X)  в точности тогда, когда X ' разделяет  
точки на X.
3 Через 9 обозначаем нулевой вектор в линейных пространствах.
4 Мы говорим, что множество Н линейных функционалов на линейном 
пространстве Z разделяет точки на Z, если для всякой пары элементов 
х, у <= Z с х ф  у  существует f ^  Я такой, что fx ф  \у.
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Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть Е ( Х ) Г 
разделяет точки на Е( Х )  и ^2 g I c  ^  £2. Тогда для неко­
торого k существует f ^ E ( X ) '  с f eh { l l) где
ek{l )  =  (6, • • •, 9, I, 0, ■■■), 
причем X стоит на &-том месте. Пусть флЕ =  /£&(£)• Тогда 
ерь е  X '  и ф/tl1 ф  <рk l2, т. е. X '  разделяет точки на X.
Д о с т а т о ч н о с т ь .  Пусть х \  х 2 е  Е (X) с х 1 ф  х2 и X '  р а з ­
деляет точки на X. Тогда ф  lk2 при некотором индексе k и 
существует < р е Г  с ф 1и1 Ф  ф&ДЕсли f kx  —  <pgft, то fh е  £ ( Х ) Л 
и fkX1 ф  fhX2, т. е. Е ( Х ) '  разделяет точки на Е( Х) .
Отрезками последовательности х  =  ( ^ )  называем последо­
вательности
П
Р пх =  2 e h (lk) .  
h—1
Если Е( Х)  является /*7(-пространством, то Р п ^  L ( E  ( X ) , Е ( Х ) ) .  
Далее, eh е  L( X,  Е ( Х ) )  и itfte L ( £ ( I ) J ) ,  где я * * .=  Мы 
говорим, что в точке х ^ Е ( Х )  имеет место сходимость (огра­
ниченность) по отрезкам, если Р пх - ^ х  (соответственно (Р пх ) 
ограничена) в Е( Х)  и обозначим
Е ( Х ) а к  =  { х ^ Е ( Х )  : Р пх - > х } ,
Е ( Х ) а в =  ( j c G s ( i )  : (Р пх ) ограничена в £ (Х )} ,  
E ( X ) ad =  с1 Е "(Х ) ,
, т. е. E ( X ) ad — замыкание подпространства Е°°(Х)  в Е ( Х ) .  От­
метим, что c0( X ) AK =  c ( X ) AK =  m ( X ) AK =  c0(X) ,  а с0( Х ) АВ —  
=  с ( Х ) АВ =  пт,(Х)АВ =  т( Х ) .
Пусть Е (X)  и F (X)  суть /•'/(-пространства и Е (X)  id F ( X ) . 
Аналогично случаю X  =  R или X  =  С (см. [20], предложение 
4.5) доказывается, что если х п -+-х в F( X) ,  то и в Е ( Х ) .
Из этого факта следует, что .F/(-топология в пространстве после­
довательностей элементов ^-пространства определяется одно­
значно.
Предложение 2. Д л я  F K -прост ранете а Е ( Х )  равенство 
Е ( Х ) а к  =  Е( Х)  имеет место в точности тогда, когда Е ( Х )  == 
. = E ( X ) ad и Е (X) а  Е (X) АВ.
Д о к а з а т е л ь с т в о  аналогично доказательству в случае, 
когда X  — пространство Фреше (см. [7], предложение 3).
Пусть Е( Х)  — локально выпуклое ^/(-пространство и
£ ( X ) SA;K= { x e £ ( X )  : f x =  2 f e h ( f r ) V f t = E ( X y } .
Мы говорим, что в точке х «= E ( X ) SAk имеет место слабая схо­
димость по отрезкам. Справедливы включения
Е  (X) Ак  cz Е  (X) SAK ^  Е  (X) Ав. (1)
Предложение 3. Пусть Е ( Х )  — локально  вы пуклое FK-npo- 
странство. Е сли  Е  (Х) =  Е  (X) Sa k , т о  Е  (X) =  Е  (X) а к .
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Д о к а з а т е л ь с т в о .  Пусть х ^ Е ( Х ) .  Так как Р пх  схо­
дится слабо к х  в Е ( X ) , то согласно теореме 3.13 из [10] най­
дется последовательность линейных комбинаций z m отрезков 
Р пх, которая сходится в исходной топологии пространства Е( Х)  
к элементу х,  т. е. существуют z m ^  Е°°(Х)  с z m->  х  в Е( Х) .  Т а ­
ким образом, Е ( Х ) =  E ( X ) a d■ Согласно включениям (1) и пред­
ложению 2, Е  (А') =  Е  (А") Ак-
В случае X  —  R или X  =  С соответствующий результат при­
надлежит Целлеру ([21], предложение 3.4).
Пусть X  и У являются /■'-пространствами и A nh ^ L ( X ,  У).  
Д л я  F/C-пространства Е( У)  обозначим
Е а ( Х ) =  { x e s ( A r) : А х  ^  Е ( У ) } .
Тогда Е а (Х)  является ^/С-пространством с базисом окрестно­
стей нуля Ю(ЕА ( Х) ) ,  состоящим из множеств
{ х € Е £ А ( * ) : ( г 1 п ) е  W } ,  ИГ е = 5 Э ( £ ( У ) ) ,  
{ х ^ Е А (Х):  %  A n u t u d  U), Ue =%( Y ) ,  (2)
£ а (* )Л < 2 ,  kQ e % ( s { X ) ) .  (3)
Д оказательство этого факта в принципе не отличается от д о ка ­
зательства соответствующего результата для числовых последо­
вательностей в [20]. Пространство сА {Х) мы называем полем 
суммируемости метода А.  Базис 2)(с_4 (^0) состоит из окрестно­
сти нуля (2), (3), где Е А (Х)  =  сА (Х) ,  и
{*еЕ сЛ (Х):т]п€=У}, К е » ( У ) ,
(см. такж е [5], стр. 16). Поле нуль-суммируемости 
с0а (X) =  {i g s  (X ) : А х  е= с0 ( К)}
является замкнутым подпространством в сА (Х) .  В дальнейшем 
мы пользуемся следующими обозначениями:
АГ.Х-— т|п* % —̂ Sa  [ X ) ,
lirnA x = r i  =  lim rjn, x<=cA (X) .
Метод А  называется консервативным, если сА (Х) z d c (X) .  Кон­
сервативный метод А называется L -регулярным, если lim Ах =  
=  L \  при всех х  е  с(Х ), где L е  L( X,  У) и |  =  lim £п. Последо­
вательность x ^ s ( X )  называется Л-суммируемой, если х ^ с А (Х) .
§ 2. Непрерывные линейные операторы в F/C-пространствах
В теории суммируемости числовых последовательностей мно­
гие проблемы решаются при помощи общего вида непрерывных 
линейных функционалов на поле суммируемости. Если X  и У — 
пространства Фреше, то непрерывные линейные функционалы 
играют важную роль и в теории обобщенных методов суммиро­
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вания А,  где A nk ^ E ( X ,  У). Так, например, через слабую сходи­
мость по отрезкам в поле 'суммируемости определяются коре- 
гулярные и конулевые методы суммирования (см. [11, 12, 5 ]) .  
Но при решении многих проблем обобщенного суммирования 
(включение и совместность методов суммирования, множители 
суммируемости) пользуются непрерывными линейными операто­
рами из сА ( Х ) в У. В данном параграфе мы изучаем операторы 
такого типа.
В дальнейшем н"ам понадобятся следующие леммы.
Лемма 1 ([3 ],  стр. 67, теорема 18). Пусть X и Y суть F-tipo- 
странства и Tn ^ L ( X , Y ) .  Если  lim Тп1 существует д ля  всех  £ 
из некоторого фундаментального множества пространства X и 
если для  каждого последовательность (Т п%) ограничена,
то предел  =  lim Тп% для  каждого £ <= X существует и Т <= 
& Ц Х ,  Y).
Лемма 2 ([10],  теорема 2.6). Пусть X и Y суть F -простран­
ства и Tn <= L ( X , Y ) .  Е сли  при каждом \  е  X последователь­
ность (Гп| )  ограничена в Y, то (Тп) равностепенно непрерывна.
Непосредственным следствием из лемм 1 и 2 является сле­
дующая
Лемма 3. Пусть X и Y суть F-пространства и Tn ^ L ( X , Y ) .  
Е сли  lim Т п I  существует для  всех  |  из некоторого ф ундамен­
тального множества пространства X и если для каждого В  <= 
е  bd X множество {Гп|  : ^ e ß }  е  bd У, то предел T l  —  lim 
д ля  каждого существует и Т <= L( X,  Y ) .
Следующие предложения в случае, когда А' — простран­
ство Фреше, Е( Х)  — локально выпуклое Z7/(-пространство и 
Ф & е £ ( А ) ' ,  доказаны в [7].
Предложение 4. Если ряд  2 Ф к\и с Ф/£ е  L ( X , К) сходится при 
всех х ^ Е ( Х )  и Е( Х)  является F К-пространством, то оператор 
F е  L ( E ( X ) ,  У), где
F x = X  (bklk. (4)
Д о к а з а т е л ь с т в о .  Пусть Fnx =  Ф ^ ,  +  •■•:+ Фпс-п. Тогда 
F n <=L( E( X) ,  К). Действительно, Ф/4̂  =  Фьл^х, а так как е  
^ L ( E ( X ) , X )  и Ф k ^ L ( X , Y ) ,  то Ф&°пи е  L ( E ( X ) ,  Y) и опера­
торы Fn непрерывны как конечные суммы непрерывных опера­
торов. Мы имеем F n X - ^ F x  при всех х ^ Е ( Х )  и согласно лем ­
ме 1 оператор F е  L ( E (X ) , У).
Предложение 5. Е сли  для FK -пространетва Е( X)  верно р а ­
венство Е ( Х ) а к  =  Е ( Х ) ,  то F ^ L ( E ( X ) ,  У) в точности тогда, 
когда он имеет вид  (4).
Д о к а з а т е л ь с т в о .  Д ля всех j c e £ ( I )  имеем
* =  2  ek (lh)
и поэтому
Л г = 2 Л ? * ( & к ) = 2  Ф лЬь
21
где ФhŠ =  Feh(Š).  Ввиду непрерывности операторов eh все 
Ф h €=L( X, Y) .
С другой стороны, как следует из предложения 4, каждый 
оператор в виде (4) непрерывен. Предложение доказано.
Мы найдем общий вид оператора F  е  L ( c 0(X) ,  У). Так как  
Со{Х)АК =  с0(Х) ,  то F е  L( c 0( X ) , У) в точности тогда, когда он 
представляется в виде (4). Согласно лемме 3 последователь­
ность F n X - ^ F x  в У при всех х ^ Е ( Х )  в точности тогда, когда
{Fnx  : х  <= М}(=  bd У V M e b d c 0(X), (5)
Fneh{l) -+ F eh{Q Wk, ^ e l  (6)
Пр и n ^ k  имеем F neh(Š) — Feh (£ ) , поэтому условие (6) всегда 
выполнено.
Пусть ß e  bd X, тогда множество
{(Ši, |г, . . . ,  €п, 0, •••):  п = 1 ,  2, ...}€= b d c 0(Jf)
и из (5) для непрерывности оператора F мы получим необходи­
мое условие:
{ J £ ® k lk  : Ih е  В, п =  1, 2, ..  . } е  bd У V ß e b d X  (B S)
Ä=1
Вместо (BS) будем в дальнейшем часто говорить, что 
(Фи)  е  B S (X,  У).
Покажем, что это условие является и достаточным. Пусть 
В =  {!*}, где Х ! =  (|ft) G C o(X ). Тогда из (BS) вытекает 
точечная ограниченность последовательности (Fn) и согласно- 
лемме 1 при всех х<=с0(Х)  существует l im Fnx  =  Fx  и F e  
е ! ( с о ( Л .  У) - Мы доказали следующую теорему.
Теорема 1. Оператор F L ( c 0( X ) , У) в точности тогда, когда  
он представляется в виде  (4), где У) и (Ф/4) е
ЕЕ B S ( X ,  У).
Теорема 2. Оператор F е  L ( c ( X ) , У) в точности тогда, когда  
он представляется в виде
Fx =  ф е + 2 Ф * ( Е * - Б ) ,  (7)
ade I  =  lim и Ф, Фл <= L ( X , Y ) ,  а (Ф/<) е  У).
Д о к а з а т е л ь с т в о .  Если х е  с( Х) ,  то
x = e { l ) + H  e k ( lh  —  l ) ,
где e(%) —  (I, %, . . .  , I, . . .), и поэтому справедливо представле­
ние (7) с Ф l  =  Fe{ l )  и Фhl =  Feh ( l ) .  Так как из -> I  в X  
следует е (£«)-> е ( | )  в с(Х ), то е <= L( X,  с ( Х) )  и таким образом 
Ф, Фа e L ( X  У).
С другой стороны, если я е  с(Х), то — | )  е  Со(Х) и со­
гласно теореме 1 ряд ИФk( lk  — š) сходится при всех х е с ( Х ) .  
Из предложения 4 вытекает непрерывность оператора (7).
Следующая теорема устанавливает необходимые и достаточ­
ные условия для консервативности метода А.  В теории сумми­
руемости она называется теоремой К ож има— Ш ура ( [2 ] ,  тео­
рема 1.1). Д л я  банаховых пространств X  и Y эта теорема была 
доказана Мелвин-Мелвином [15] и Целлером [23], для про­
странств Ф реше— Рамануджаном [16].
Теорема 3. Пусть X и Y суть F -пространства, А —  (А пк) с 
A n h ^  L ( X , Y ) .  Метод А является консервативным в точности 
тогда, когда выполняются условия
3 l im  A nhl = a hl,  g e X ,  (8)
on
3 l im  2 A n k l  =  al,  ^ e X ,  (9)
П k
m
{JE A nklh-  I k ^ B ,  n, m —  1, 2, . . . } E b d K  V ß  e  bd I  (10)
ft=i
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть ca (X ):d 
i d c (X). Существование пределов (8) и (9) вытекает из Л-сум- 
мируемости последовательностей ек (1) и е ( | )  с О пера­
торы A n ^ L ( c ( X ) , Y )  и А пх ^ г I в Y. Таким образом, последо­
вательность А п точечно ограничена на с( Х)  и согласно лемме 2
{А пх  : х  е  М}<= bd Y V M E b d c ( X ) .
Положив М  =  { (!ь  | 2, • ■ • , in, 0, . . . )  : Ь  е  В, п =  1,2, . . . } ,  где 
В  е  bd X, получим необходимость условия (10).
Д о с т а т о ч н о с т ь .  Последовательности ей (£) н е  ('£) с |  е  X  
образуют фундаментальное множество в с(Х). Рассматриваем 
операторы Tnm <=L (с (X),- К), где
m
Тnm X ^1 Afih^h. 
h= 1
При каждом индексе п применяем к последовательности опера­
торов (Тпт)  лемму 3. Так как существуют пределы
\ \ m T nmek { l ) —  U m A n k l— Anhl, I  е  X,
rn tn
lim Tnme (I) == Ankl,  |  e  X,
‘m h
и из условия (10) вытекает точечная ограниченность последо­
вательности (Тпт),  то при всех Х Е  с(Х)  существуют
lim Тптх = А пх, А п ^  L ( c ( X ) , Y ) .
Ш
Пусть х е с ( Х )  и К е Э ( К ) ,  тогда ввиду условия (10) суще­
ствует 1 > 0  с Т nmX Е  А V. Мы предполагаем (без ограничения 
общности), что 23(F) состоит из замкнутых уравновешенных 
множеств. Тогда XV является замкнутым и A nx ^ X V .  Таким 
образом, последовательность операторов ( Ап ) точечно ограни­
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чена на с(Х). Пределы
\ i m A neh ( l ) = \ l m A n k l ,  l ^ X ,
U m A ne( l )  = \ \ m £ A n h l ,  l ^ X ,
n n h
существуют для всех согласно условиям (8) и (9). По
лемме 1 существует \ \ т А пх  для каждой x e f ( X ) ,  т. е. сА(^)=> 
id с ( Х ) . Теорема доказана.
В дальнейшем вместо у с л о в и я  (10) будем говорить, что 
(Апн)  6 = K S ( X , Y).
Теорема 3 является уточнением результата Ж аворонкова
[4]. В частных случаях из нее получаем теорему 1 из [1 6 ]г 
предложение 1 из [23] и теорему 1.1 из [2].
Теорема 4. Д л я  L -регулярности метода А необходимо и до­
статочно выполнение условий  (8), (9) и (10) с ак =  0 и а =  L,  
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Так как 10 =  0, 
то при всех I <= X из L-регулярности метода А вытекает tthl —  
=  Пша ek( l )  — 0 и а% —  l irru  e(£) =  Lg.
Д о с т а т о ч н о с т ь .  Ввиду консервативности метода А  опе­
ратор Н ш л е 1 ( с ( 1 ) ,  Y) и согласно теореме 2 для всех х е с ( Х )  
имеем
l i n u *  =  Ф | +  2 Ф  k( lk —  l ) ,
где Ф, К) и (Фь) удовлетворяет условию (B S). Так
как liniA ек (1) =  akl  и limA c(Š) =  al,  получаем
limA x =  a |  +  2  ßft (lk  — I) ( 11 )
для всех х ^ с ( Х ) .  Если ак =  Q и а —  L, то limA х =  LI ,  т. е. 
А является L -регулярным.
Теорема 5. Д л я  вклю чения сА (Х) id с0 (Х) необходимы и до­
статочны условия  (8) и (10). Если  эти условия  выполнены, то
lim а  * =  2  ahl h (12)
для  всех х  е  с0 (Л").
Д о к а з а т е л ь с т в о .  Так как eh (l)  с g е  I  составляют 
в Cq ( X )  фундаментальное множество, то • условие (9) можно 
опустить. В остальном доказательство совпадает с доказатель­
ством теоремы 2.
Равенство (12) доказывается аналогично равенству (11).
§ 3. Обратимые методы суммирования
Метод А,  определяемый матрицей А =  ( Апн),  где А пи е  
g L ( X ,  У), мы называем обратимым на F/C-пространстве £ ’(К), 
если для каждой y ^ E ( Y )  существует в точности одна 
J t e s ( X )  с А х  —  у.  Если А —  обратимый метод на £ (У ) ,  то СУ' 
шествует обратный оператор A ~ l (= L ( E ( Y ) , Е А (Х) )  и F K -прост- 
ранства E ( Y )  и Е А (Х)  являются топологически изоморфными.
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Предложение 6. Пусть X, У и Z являются F -пространствами, 
Ank  е  L ( X , Y )  и А  — обратимый на E( Y )  метод. Оператор F е  
е L ( E a ( X ) , Z ) в точности тогда, когда существует G e  
< = L ( E ( Y ) , Z ) с
Fx  —  G° A x ,  х ^ Е а ( Х) .
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть F е  
^  L ( E A ( X ) , Z ) , тогда для всех х ^ Е А (Х)  имеем Fx  =  F(>4- , -«/)t 
f где у =  Ах.  Так как A ~ l е  L ( E ( Y ) ,  Е А ( Х ) ), то F ° / H e  
е  L ( E ( Y ) ,  Z) ,  т. е. существует G ^ L ( E ( Y ) , Z )  с Gy —  F ° A ~ xy 
и имеет место равенство Fx =  G ° Ах.
Д о с т а т о ч н о с т ь .  Если G е  £ ( £ ( У) ,  Z), то е
^ L ( E a (X) ,  Z), так как А е  L ( E A (X) ,  E ( Y ) ).
Следующие теоремы являются непосредственными следст-
* виями из предложения 6 и теорем 1 и 2.
Теорема 6. Е сли  метод А, где A nk е  L( X,  У), является обра­
тимым методом на с0(У), то F e  L(c°A (X) ,  Z) в точности тогда, 
когда
Fx —  2 Ф пт1п, х<=с° А (Х),
где  Ф п е  L(Y,  Z) и (Ф п) е  BS ( Y ,  Z ) .
Обратимый на с (У) метод называем обратимым.
Теорема. 7. Е сли  метод А, где А пь е  L( X,  У), является обра­
тимым,, го  f e  Ь( сА (Х) ,  У) в точности тогда, когда  
Fx =  Фту +  2  Ф п (т1п — л ) ,  х ^ с А (Х) ,
где  ф , Ф п е ! ( У ,  У) и (Ф„) е  BS ( Y ,  У).
Если ^  и У — произвольные F -пространства, то ненулевой 
матрицы А  с Ank  е  L( X,  У) может не существовать (например, 
X  =  TM (S,  2 ,  р,), где «S =  [0, 1 ] и р — мера Лебега, a Y —  R ) . 
Существование же обратимого метода А,  где A nh <=L(X,  У), яв ­
ляется еще более жестким условием. На это указывает и сле­
дующее
Предложение 7. Пусть А — обратимый метод на F K -прост- 
ранстве E( Y )  и A ni{ е  L( X,  У). Топологическое сопряженное X '  
разделяет точки на X  в точности тогда, когда Y' разделяет точки 
на  У.
Д о к а з а т е л ь с т в о .  Пусть Е А ( Х) '  разделяет точки на 
Е а (Х)  и  *Д*/2 е £ ( У )  с у ] ф  у 2. Тогда А ~ ху х ф  А ~ ху 2 и сущест­
вует f е  Е а ( Х) '  с  f A~xy x ф  \А ~ ху 2. Так как f ° А ~ х е £ ( У ) '  со­
гласно предложению 6, то E ( Y ) '  разделяет точки на E ( Y ) .
Если же E ( Y ) '  разделяет точки на £ (У )  и х \  х 2 е  Е А (X)  с 
X х ф  х 2, то А х 1 ф  А х 2 и для некоторого g ^ E ( Y ) f имеем 
g A x ^ g A x 2. Но е  Е А ( Х) '  по предложению 6 и ЕА ( Х) '  р а з ­
деляет точки на Е а (Х) .
Мы доказали, что Е А (Х) '  разделяет точки на Е А (Х)  тогда 
и только тогда, когда E ( Y ) '  разделяет точки на Е (У ). Из пред­
ложения 1 следует, что X'  разделяет точки на X  в точности
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тогда, когда Е А (Х) '  разделяет точки на Е А (Х) ,  а У  разделяет 
точки на Y в точности тогда, когда E ( Y ) '  разделяет точки на 
Е (  У). Отсюда вытекает утверждение.
Пусть А  обратим. Так как л / ; £ 1 ( с а ( ^ ) Д ) ,  т о  
е ! ( с ( У ) Д )  и согласно теореме 2
Šfc =  Ч'ьт] +  2  4^(11* — л) (13)
i
для всех х  е  сА (Х)  и k —  \ , 2, . . .  . Здесь Wh, x¥,ki е  L( Y,  X)  и 
при всех k последовательность (Ч ^г) ^  B S  (Y,  X ) .
Пусть ряды 2  Ч'йгТ] сходятся при всех ц е  Y и k. Рассмотрим 




Тогда при всех k последовательность (/?&т) сходится на ф унда­
ментальном множестве пространства c(Y)  к оператору где
R h y—  ^¥мГ\г- 
i
Так как (Whi) при всех k удовлетворяет условию (B S), то ( R h m )  
точечно ограничена для каждого k. Из леммы 1 вытекает, что 
R h m y -^ R u y  при всех k и y<=c( Y) ,  т. е. ряды 2  Whir\i сходятся на 
с (К). Тогда из равенства (13) получаем
šft — 1 +  Whi^i, 
i
где
e * n = ( 4 ' » - . S 4 ' i , ( ) n -
i
Предложение 8. Е сли  имеет место равенство
2 2 , А пи У м 1 \ = 2 , 2 , А п11У ы г\  (14)
h i  i h
для всех п и т] е  Y, то Qk =  0.
Д о к а з а т е л ь с т в о .  Если взять у =  е(ц)  с т] е  У, то
Efe =  Qfei1 +  ЛЯ'УмЧ
г
и из (14) получим
Т\== Anklh^^ Jjj A nhQhV\~\~ ^ j A n k ^ ^ ^ k i 'П
h h h i
— 2  AnhQhr\-\- 2  2  AnkWhiTi­
ft. i h
Если у =  ei(r\) с г] е  У, то tk =  Ч'ьг’П и
бпг'Т] =  A nhlh ==='^ j  A nh^ ¥ •
h h
В итоге получаем
1j =  AnhQh^+ J Ž  0n iT |= ,-S  AnhQh4~\-r[>h i k
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откуда
JŽj A nhQhТ|== 0 
h
д л я  всех « и г) E  F. Так как метод А обратим и матрица ( Апк) 
не содержит столбцов из нулей, то Qk =  0.
Соответствующий результат для числовых матриц и последо­
вательностей доказал Виланский [18].
Мы говорим, что матрица С —  ( Спк) с С пк ^  L( Y,  X)  явля- 
/  ется правосторонней (левосторонней) обратной матрицей для 
А  — (Anh), где Anh ^  L{X,  F), если




2 C nhA k i l = b n i l  V g e X ) .  
h= 1
В доказательстве предыдущего результата мы показали, что 
матрица (Ч^*) является правосторонней обратной для матри­
цы А. При этом сходимость рядов 2  Ч^гТ] не имеет значения. 
Если же она имеет место и дь =  0, то (Ч ^ г) является и левосто­
ронней обратной для матрицы А. Действительно, в таком случае
l h =  hi A a l i
г j
и если х — ег (1),  где |  <= X , то
õ f t r |=  Д /  'Vki ^  'FfeHirE-
г j  i
М атрицу А =  (Anh) с A nk ^ L ( X ,  Y) мы называем норм аль­
ной , если A nh =  0 при k >  п и операторы А кк являются биек­
тивными отображениями X  на Y. Примером нормальной нечис­
ловой матрицей служит матрица А =  ( А пк), где А пк ^  L( X,  X)  
с A nh =  0 при п <  k  и Ahhl =  akh l , а акк ^  R и акк ф  0.
Д ля  нормальной матрицы А  существует единственная право­
сторонняя обратная матрица С =  (Спк) с Спь е  L( Y,  X ) . Когда 
/ г = 1 ,  то согласно (15) имеем ЛпСцТ) =  и ЛцС^г] =  0 при
i >  1, поэтому Сц = Л 11- 1 и Си =  0 при г >  1. При п =  2 
справедливы равенства
■džiCirn-f-^žCžiTj =  0,
А 22С22У] =  =  0
для i >  2, откуда С2{ =  — A - l22A 2i A - \  С22 =  А ~ 122 и C2i =  0 при
1 >  2. П родолж ая таким путем, мы определим матрицу С, кото­
рая будет единственной.
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Мы покажем, что С является и левосторонней обратной для 
нормальной матрицы А.  Д ля  этого в (15) возьмем rj =  Ац%, где 
X. Тогда
JE  &niY]== JE  $n iA ijl==A nj \  
i=  1 i=  1
И
Ti Tb TI k
A n jl=== JE  Ž J A n h C h iA ij i=  У  Anh ^7 CkiAij^. 
i= i h ~  1 fc=l i— 1 
С другой стороны,
n
A n j l == Ank^hjl 
k=l
и поэтому
JE  A nh ( JS  ChiAij 6hj)£>==: JE  Anh С hiAijl JE  A nk&kjl== 0* 1
h—1 г=1 ft=l г=1 fe=l
Рассмотрим матрицу В =  ( Bnh),  где
и
^ h jl== JE  ChiAijh, Ökjt 
i = i
Так как „
JE  A nhB kjl== 0 
h= 1
при всех g e l ,  то матрица (Chi +  B hi) является правосторонней 
обратной для А. Поскольку С есть единственная правосторонняя 
обратная матрица для А,  то Bhi =  в и С является левосторонней 
обратной для матрицы А,
Предложение 9. Нормальная матрица А —  (Лпь), где  
A n k ^ L ( X , Y ) ,  определяет обратимый метод суммирования  
и обратный оператор A ~ l ^ L ( c ( Y ) ,  сА (Х) )  определяется  
обратной матрицей С =  (СПк)-
Д о к а з а т е л ь с т в о .  Пусть х  е  сА (X)  и (Стп) — обрат­
ная для А матрица. Тогда 1
т т п т т
JE  СщпЦп^1 Стп У  Ayih^li =  ^7 JE  CmnA nklh==^ny
71 =  1 n  =  l f t= l h— 1 n =  ft
т. e. CAx  =  x  и поэтому С =  A ~ x̂
Следствие. Е сли  X >= Y и метод А определяется нормальной  
числовой матрицей А =  (апь) , то А является обратимым и об­
ратный оператор А ~ х определяется матрицей А~К
§ 4. Включение методов суммирования
Пусть Anh, B nh е  L( X,  Y).  Мы говорим, что метод В включает 
метод А,  если
сА (Х)с=св (Х). (16)
Вопрос о включении методов суммирования числовых последо­
вательностей решен в случае, где А — обратимый метод.
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В 1928 году Мазур доказал, что если А =  (апь) — нормальная 
матрица, то В включает А в точности тогда, когда метод, опре­
деляемый матрицей В А ~ \  является консервативным. Если А  — 
произвольный обратимый метод суммирования числовых после­
довательностей, то соответствующий результат доказан Хиллом 
и называется теоремой М азу р а—Хилла (см. [2] , теорема 12.2),
Включение операторов и обобщенных методов суммирования 
изучал Ж аворонков [4]. Он сформулировал общие условия для 
включения (16), где X  — полное полуметризуемое линейное то­
пологическое пространство или же полное бочечное простран­
ство. В случае X  =  R или X =  С из результатов Ж аворонкова 
вытекает вышеупомянутая теорема М азура—Хилла, которую мы 
докажем для обобщенных методов суммирования. В этом п ар а­
графе X  и У везде будут /^-пространства.
Теорема 8. Пусть А  — обратимый и В  — произволь­
ный методы суммирования с А пи, B nk е  L ( X , Y). В клю чение  (16) 
имеет место в точности тогда, когда
( Уьц) еЕСв( Х)  У п е У ,
0 F ftiri)<=св (Х) У л е У ,  i = l ,  2, . . . ,
U C ) e = / C S ( y , y ) ,  п =  1, 2,
( Dnh) e K S ( Y t У), 
где 4 rh и xYhi определены в (13), а
m
Dmii\ =  BnkWkiт|, п е  У,
h=i
Dnhr\=  2 JB n iW ikn ,  T i e  У.
i
Д о к а з а т е л ь с т в о .  Д ля  всех х  е  cA (X)  и m  имеем
m  m  oo m
^  B n h lh =  JE  B nkx¥ilr)+ B nhWki{r[i —  л ) '
f t= l h = l  v— 1 k— l
Так как ('F/tt]) е  сА (Х)  для г\ е  У, то она долж на быть и 
.ß-суммируемой. Поэтому ряды 2  ВпьУРпУ] должны сходиться при 
всех п и т) е  У. Таким образом, согласно теореме 5 ряд 2  B nhlk 
сходится при всех х  е  сА (Х)  в точности тогда, когда методы 
D 71 =  (D nmi) удовлетворяют условиям (8) и (10), т. е.
3 lim D miT\== D niT\, т) <ее У, п , i =  1 , 2 , . . . ,  (21)'
m
и выполняется (19). Тогда по теореме 5 для всех у  е  Co(V) 







2  B n k l h =  2  В и к ^ и Ц - ' г  2 2  B n h W k i i ^ i — V}) .
к к г к
Так как (Ч'/гГ)) е  св (Х) ,  то, согласно теореме 5, для сущест­
вования НгпвХ при всех х  (= с а ( ^ )  необходимо и достаточно вы­
полнение условия (20) и существование предела
1 \ т  2  В  n k W h i K ) ,  т] е  Г , i =  1 , 2 , . . . .  ( 2 2 )
п  к
Условия (21) и (22) равносильны условию (18). Теорема д о ­
казана.
Следствие 1. Д л я  вклю чения  с ° а (^ )  c i  св (Х) необходимо и 
достаточно выполнение условий  (18), (19) и (20).
Следствие 2. Если  В — конечнострочная матрица, то для  
вклю чения  (16) необходимо и достаточно выполнение условий
(17), (18) и (20).
Следствие 3. Е сли  В  — конечнострочная матрица, то 
с°л(Х)  d  св (Х) в точности тогда, когда выполняются исловия
(18) и (20).
Последний результат был в случае, где X  и Y  — простран­
ства Фреше, а с°А {Х) c0(X), доказан Вудом ([19],  теоре­
ма 5.1).
Если X =  Y и А =  I, где I =  (бnk),  то из теоремы 8 выте­
кает теорема 3 К ож им а— Шура. Если же в следствии 2 взять 
В =  /, то получим следующую теорему мерсерова типа.
Следствие 4. Пусть А =  (А пь) — обратимый метод и A nk е  
e L ( X ,  JT). В клю чение сА (Х) а  с( Х)  имеет место в точности 
тогда, когда
З И т Ч ^ г Л  Уг) <= У, i = l ,  2, . . . ,
к
3 lim WkV] Vt] <= У,
(Wki) < = K S ( Y , X ).
Теорема 8 и следствия 1—4 применимы, например, в случае, 
где X  —  Y и А  — обратимый метод суммирования, определен­
ный числовой матрицей, обратная матрица которой известна.
В теории суммируемости числовых последовательностей 
часто при изучении включения (16) с целыо освободиться от 
неприятного условия (19) в теореме 8 накладываю т на м ат­
рицу А дополнительные ограничения. При доказательстве тео­
рем включения в таких случаях используется общий вид непре­
рывного линейного функционала на поле суммируемости.
Исходя из полученного нами общего вида оператора из 
L ( ca ( X ) , Y ) ,  мы найдем необходимые условия для включения 
(16).
и при т  -► оо получим
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Предложение 10. Пусть А  — обратимый и В  — произволь­
ный методы с Ank, B nk ^ L ( X , Y ) .  Е сли  сА (Х)  <= s ß (X), то 
существуют R n, Tnh s  L ( Y , Y )  с
оо оо
2  Bnklh== RnT\~\~ 2  Тпт{Цт Л)- (23)
k—i rw=i
При ЭТОМ
(Tnm) e z B S ( Y , Y ) ,  п =  1 , 2 ..........
Е сли  Са (Я) с :  сБ (X ), то
(T„m)< = K S (y ,y ) ;  (24)
и
ЗНш Тптг\ Vri е У ,  т = 1 ,  2, . . . .  (25)
П '
Д о к а з а т е л ь с т в о .  Если Га (^ )  cz Sb( А’), то оператор 
В п ^  L ( c A ( X ) , Y ) . П ервая часть предложения вытекает из тео­
ремы 7. Если сА (Х) cz св (Х) ,  то для всех х ^ с ° А (Х)  имеем
В п Х =  "5~! Тnm Amili 
m  i
и так как А является обратимым методом, то согласно теоре­
ме 5 выполнены условия (24) и (25).
Следствие. Е сли  еь(1) е  сА (Х) и имеет место вклю чение  (16)г 
где А nh, B n k  €= L ( X , Y ) , t o
Rnah1~\~ 2  Tnm{Amh — ßfe) |  £= X. (26)
m
Д о к а з а т е л ь с т в о .  Равенство (26) вытекает из (23) при 
*  =  e h ( I )  .
Соответствующие результаты для числовых последователь­
ностей доказаны Расселем [17] и Каулингом [14]. Ими выве­
дены и достаточные условия для (16), когда cA(R) с= сА ( R) AB* 
Д ля  ^ /(-пространства Е  (X) обозначим
Е  ( ^ ) о а к ( х ,у ) =  {х е  Е ( Х )  : F x = ] £  Feu{ |ь )  VF e  L ( E  (X), У)}
и в случае E ( X ) OAK(X,y ) — E( X)  говорим, что в Е( Х)  имеет 
место операторная сходимость по отрезкам.
Введенное понятие является обобщением понятия слабой 
сходимости по отрезкам. Согласно определению из сходимости 
по отрезкам следует операторная сходимость по отрезкам.
Теорема 9. Пусть А — обратимый на с.0(У) и В — произволь­
ный методы суммирования с A nh, B nk е  L ( X , Y) и ak =  0. Е сли  
c°A ( X ) OAK(x,Y)i= с°А (Х) ,  то с°А (Х) а  св (Х) в точности тогда, 
когда существует матрица Т =  ( Тпи) с Tnh ^ L ( Y , Y ) ,  которая 
удовлетворяет условиям  (24) и (25), а В =  ТА.
Здесь В —  ТА означает
Bnhl —  2  TniAihl, |  €= X.
i
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Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Если с°А cz 
<= св (Х) ,  то согласно предложению 10 имеем
ВпХ =  2 £  TnmJŽJ Amili, Х ^ С ° а (Х) ,
т i
где для Т =  (Тпт) выполняются условия (24) и (25). Так как 
С°а {Х) OAK(X,Y) =  С°а (Х) ,  то
Тпт JE A mi'E3i'=  JE  JE  TnmA mi\i  • (27)
m i i m
Положив здесь x =  е г(£) с |  e  X, получаем В =  ТА.
Д о с т а т о ч н о т ь .  Пусть В — ТА и Т удовлетворяет усло­
виям (24) и (25). Тогда Тп е  L ( c 0(Y) ,  К), отсюда Тп ■ А е  
g L ( c ° a ( X ) J )  и  имеет место равенство (27). Утверждение 
следует из теоремы 5.
Аналогично доказывается
Теорема 10. Пусть А — обратимый L -регулярный, а В  — про­
извольный методы с L, А пк, Bnk ^  L( X,  Y) и L  — отображение 
из X  на Y. Пусть с°А {Х) 0a k (x ,y ) =  с°А (Х) .  В клю чение  (16) 
имеет место в точности тогда, когда В =  ТА, где {Tnh) уд о в ­
летворяет условиям  (24) и (25).
В случае, если X  и Y — пространства Фреше, предположе­
ние об операторной сходимости по отрезкам можно заменить 
легко проверяемым условием ограниченности по отрезкам. 
Д л я  доказательства этого ф акта мы пользуемся следующим 
предложением.
Предложение 11. Пусть X  и Y — пространства Фреше и 
A n h < =L ( X , Y ) .  Е сли  с°Л (Х )с :  с°А ( Х ) АБ, то с0а ( Х ) = с 0а ( Х ) а к -  
Д о к а з а т е л ь с т в о .  Функционал f ^ c ° A ( X ) / в точности 
тогда, когда существуют (а?*) е  s ( J / ) такая, что 2  a  ulk сходится 
при всех х  е  sA (X) ,  и 5 (тп) е / ( У " ) ,  что
f x = ^Е  i ^Е  Тп JE  Ank^>kh п k
(C M . [13], предложение 2.11). Тогда
m  oo m
f Р mX== JE JE  Tn
k=l ?J =  1 k=l
Ясно, что f PщХ —> f x  в точности тогда, когда
oo m OO oo
lim JE tn  JE  ^nlJžlk=z JE "̂ n JE Anh^.h-
m ii—i k—l ■»! =  ! k—l
5 Здесь
l ( X )  =  {x =  ( l k )  i 2  Ps ( l k)  <  ос, у =  1 ,2 , . . . } ,
k
где полунормы pj определяют топологию на локально выпуклом простран­
стве X.
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Поэтому je е  c ° a ( X ) s a k  в  т о ч н о с т и  тогда, когда А Р тх  сходится 
слабо к А х  в с0( Y ) , а согласно теореме 6 из [5] для этого необ­
ходимо и достаточно выполнение условий
т
Э П т т  ( ^ A n k l h )  У т е  Г ,
т  Л = 1
т
{ ž j A nh l k ‘. п , m =  1, 2, . . . } e b d c 0(Y).
h= 1
Первое условие выполняется потому, что х е с ° л ( Х ) ,  а вто­
рое равносильно ограниченности по отрезкам в точке х.
Итак, если с°А (Х) d  с°А ( Х ) АВ, то с ° а ( Х ) =  c°a (X )Sa k  и со­
гласно предложению 3, с°а(Х) =  с°а (Х)ак-
Положив здесь X , =  Y =  R, получим предложение 3.6 из [22].
Теорема 10. Пусть X  и Y — пространства Фреше, А — обра­
тимый L -регулярный, а В  — произвольный методы с L, A nk, 
B n h < ^ L ( X , Y ) .  Е сли  сА (Х) cz сА ( Х ) АВ, то сА (Х) а  св (Х) в 
точности тогда, когда существует матрица Т —  (ТП]{) с 
е L ( Y , Y ), которая удовлетворяет условиям  (24) и (25) и 
В =  ТА.
Д о к а з а т е л ь с т в о .  Утверждение вытекает непосред­
ственно из теоремы 9 и предложения 11.
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Es werden zwei F-Räume X und К vorgelegt. Wir betrachten Matrixverfah­
ren A - ( A n k ) ,  wobei A nh<^L(X,  Y). Die allgemeinen Darstellungen für Öpe- 
ratoren aus L(c(X) ;Y)  (Theorem 2) und L(c A (X) ,Y)  bei einem umkehrbaren 
Verfahren A (Theorem 6) werden erhalten. Dieser Darstellungen bedienen wir 
uns bei der Verallgemeinerung des Mazur-Satzes (Theorem 8) und der Sätze 
von Russell [17].
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МНОЖИТЕЛИ АБСОЛЮТНОЙ СУММИРУЕМОСТИ 
В ПОСЛЕДОВАТЕЛЬНОСТИ
С. Барон
Тартуский государственный университет 
Введение
Комплексные числа еп называются множителями суммируе­
мости в последовательности типа ( | Л | ,  \ В \ ) (соответственно 
(Л, | В | )  или (Ло, | ß | ) ) ,  если для любой абсолютно Л-сумми- 





абсолютно ß -суммируема. В дальнейшем будем их часто назы ­
вать множителями типа ( 1 | , |03|) (соответственно (21, |33|) 
или (Шо, |'33|) ) ,  обозначая здесь методы суммирования вместо 
латинских букв соответствующими готическими буквами, и пи­
сать еп е  ( J2t I, |23|) (соответственно en <= (3t, |'23|) или еп е  
е  (Ч2С0, \ Щ) ) .  Если В ' =  Е,  где Е — метод сходимости, то гово­
рят о множителях абсолютной сходимости в последовательности 
д ля  \ А\ ,  А или А о ■
В то время, как для нахождения множителей суммируемости 
в ряде разработаны даж е  некоторые общие методы (например, 
методы Мура-—Кангро, Пейеримхоффа и др.), то множители 
суммируемости в последовательности сравнительно мало изу­
чены. Первой в этой области является работа Бозанкет [13] 
относительно обычной суммируемости методами Чезаро О  и С 0 
при а, ß =  0, 1, . . .  . Достаточные условия для этого типа мно­
жителей рассматривались Бозанкет еще раньше (см. [11], 
лемма 6). Распространяя результат Бозанкет на абсолютную 
суммируемость, Тайлер [15] нашла множители типа ( |© “ |,  JGßl) 
при а, ß =  0, 1, . . .  . Множители типов ( | £ а |,  | @| ) ,  (С£а , | (2 |) ,  
((iao, I (£ I ) и др. при произвольном комплексном а с Re а >  0 
нашел Абель [1]. В статье Кангро—Тыннова [8] дается полное 
решение вопроса при А =  Р и произвольном методе В,  где 
Р  — нормальный метод взвешенных средних Рисса (R , p n).
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Множители сходимости и степенные (т. е. при еп =  х п) множи­
тели суммируемости в последовательности для метода Эйлера— 
Кноппа нашел Эспенберг [9, 10]. Отметим, что задача о н ахож ­
дении множителей суммируемости в последовательности возни­
кает при рассмотрении множителей суммируемости в ряде, если 
их искать методом Пейеримхоффа (см. [8], § 3, и [5] ,  стр. 223 
и 213—216, ср. такж е [12], лемма 7).
В настоящей статье находим определенные выше множители 
суммируемости в последовательности для методов А а. Д л я  них 
множители сходимости и абсолютной сходимости нашли Абель 
и Тюрнпу [2]. Через А а обозначаем нормальный метод, опреде­
ленный матрицей 1 (апк) преобразования последовательности в 
последовательность, в обратной матрице (£пь) которой имеется 
а  +  1 отличных от нуля диагоналей, т. е. (ср. [5], стр. 189)
lnh =  0 при £ < д  — а.
Метод В =  (bnh) считаем треугольным.
Д ля  упрощения условий теорем введем обозначения2 (ср.
[3], стр. 166, и [5], стр. 186 и 188)




H  E n = =  ^vn£v>
\ = n
oo __
bh == JŽj  I bnh  [ j bnk  z=  & Ьпи  =  b n h  b n —itk.
n —h
Обозначив (cp. [5] , стр. 56)
l n h =  Ž J ln v ,  (0.3)
v = k
получаем
n + a—1 _
K 'en =  2  Škn&h- (0-4)
fe=n
Условия доказываемых теорем сильно упрощаются, если 
предположить, что для метода А а имеет место
J £ a nk=  1 (О-5)
h= 0
и в случае a ^  1 существуют конечные грани
D ' n —  S lip  j a n -\-h,n+h^,n+h,h | (0 -6 )
h
при n —  1, . . .  , a, а для метода В  выполнено у сл о в и е 1
Ьп =  0 ( Ь пп).  (0.7)
1 Всюду пользуемся обозначениями книги [5]. Если пределы изменения 
индексов не указаны, то они изменяются от 0 до + о о .
2 Величины с отрицательными индексами полагаем равными нулю. По­
этому полагаем К'гп — 0 при a =  0.
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§ 1. Множители типа ( | Жа | , |33|)
Начнем с доказательства следующей теоремы.
Теорема 1.1. Пусть метод А а удовлетворяет условию  (0.5) 
и сохраняет абсолютную сходимость, а метод В треуголен. Д л я  
того, чтобы 8и были множителями типа (|91а |, | ), необходимо  
и достаточно: при а =  0 выполнение условий  3
( e „ ) e | S | ' ,  (1.1)
j t  I _£5nvev| = 0 ( 1 ) ,  (1.2)
n = h + i  v= 0
а при a ^  1 — выполнение условий  4 ( 1 . 1 ) ,  ( 1 . 2 )  и
ОО
2 \ K ' ( B nkeh) \ = 0 ( \ ) .  (1.3)
n = h
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  К ак  известно 
(см. [5] , стр. 226, теорема 26.3), если А  нормален и В  треуголен, 
то Еп е  ( IЧЛ I , J 031) тогда и только тогда, когда
оо
, £ | y» * I = 0 ( 1 ) ,  (1.4)
n —h
где
— п  —
\ п к =  2  b n v 6vgvft- (1*5)
\ ’ = k
Так как по условию метод А =  А а сохраняет абсолютную схо­
димость, т. е. IА  I =э | £ | ,  то для еп е  ( |21|, |53|) необходимо вы­
полнение условия
i ; i i ; 5 » v e v i = o ( i ) ,  (1.6)
n —h v—h
ибо по теореме 26.4 из [5] оно необходимо для еп е  ( | ©| ,  | ©| ) .  
При k =  0 из (1.6) следует (1.1). Зам еняя  в (1.6) индекс k на 
/г -{-1, мы при помощи (1.1) получаем необходимость усло­
вия (1.2).
Далее, для методов А а при выполнении (0.5) имеем (ср. 
[7], стр. 80)
— _ ( 1 / а Пп при к — п,
nk I 1 при O s ^ ß ^ A i— а,
ибо, ввиду равенства (0.3),
_  Ä-1
ln k =:= 1 inv>
V = 0
так как | n0 =  1 (см. формулу (9.11) и теорему 9.2 из [5 ] ) .  С ле­
довательно,
3 Напомним, что условие (1.1) означает абсолютную В-суммируемость 
последовательности ( еп),
4 При наличии двух индексов операторы К' и Н' применяем относительно 
второго индекса. Также A s nk =  s n h — Sn,A + i.
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—  n 
У п к ==К  {bnk&li) ~Ь b n v 6v,
v=/Hна
откуда, ввиду необходимости условия (1.6) и треугольности ß ,  
следует необходимость условия (1.3).
Д о с т а т о ч н о с т ь .  Из условий (1.1) и (1.2) вытекает 
(1.6), а ввиду (1.7) из (1.3) и (1.6) следует (1.4).
Теорема 1.1 доказана.
В теореме 1.1 трудно проверяемым является условие (1.3). 
Поэтому рассмотрим несколько случаев, когда оно упрощается. 
Если (0.5) выполнено, то А 0 =  Е, для которого К 'г п =  0. 
При а  =  1 имеем Л 1 =  (R, р п) (см. [7], стр. 81) и условие
(1.3) превращается в
b пР п ^ п  — О  ( р п) . (1 .8 )
Следовательно, по теореме 1.1 для Р =  (R, р п) верно
Следствие 1.1. Пусть метод Р сохраняет абсолютную сходи­
мость, а В треуголен. Д л я  того, чтобы сп были множителями 
типа ( | s£ | ,  I’331), необходимо и достаточно выполнение условий
(1.1), (1.2) и (1.8).
Следствие 1.1 при произвольном В  доказана в статье К анг­
ро—Тыннова ( [8 ] ,  теорема 8).
При а >  1 удобна
Теорема 1.2. Пусть метод А а удовлетворяет условию  (0.5), 
сохраняет абсолютную сходимость и существуют конечные D 'n 
при  п =  1, . . .  , а — 1, а метод В треуголен и удовлетворяет 
условию  (0.7). Д л я  того, чтобы еп были множителями типа 
(|'31а |, | ©| ) ,  необходимо и достаточно выполнение условий
(1.1), (1.2) и
еп == О (аПп/Ьпп) . ( 1-9 )
Д о к а з а т е л ь с т в о .  Из (1.3) при п =  k получаем необхо­
димость условия (1.9), ибо ввиду (1.5)
\ h k = b k k e k 'B , k h = b k h E k / a k k -
Учитывая теорему 1.1, остается показать, что из условий тео­
ремы 1.2 следует условие (1.3), что сделать очень просто. Д ей ст­
вительно, применяя равенство (0.3), условие (1.9) и определе­
ние величин (0.6), так как 0 ^  +  а — 1 — — 1, полу­
чаем
fe-Hx—1 V h + a—l k + a —1—х
К ' {bnhEh) =  bnv£v  Švx== —-  - S  bn,v+x6v-t-x^v+x.x==
v = k  x=fe x= ft v=0
h+a— 1 a-1
=  0 ( 1 )  I 6ft,v+x/^v+x,v+x I D  V
x=ft v=0
Отсюда ввиду условия (0.7) выводим
оо а —1 k + a —1
^ ; |A : ' ( 5 n fteft) | = 0 ( i ) 2  2  frv+xIf>v+x,v+xI“ 1= о (1).
n = h  v = 0  x=ft
38
Условию (0.7) удовлетворяют многие методы суммирова­
ния ß ,  например (см. [3] , § 5), метод Вороного— Нёрлунда 
( W N , q n) при 0 ^  qn \ ,  метод взвешенных средних Рисса 
( R , q n ),  сохраняющий абсолютную сходимость, метод Берн­
штейна— Рогозинского и др. Все ж е условие (0.7) — сильное 
ограничение, ибо, например, метод Чезаро удовлетворяет 
ему лишь при — 1 <  ß ^  1 или — 1 <  Re ß <  1. Поэтому д о ка­
жем новую теорему, в которой (0.7) заменится более слабым 
условием 4
оо
2  | A 5 „ ft| = 0 ( 6 ftk) .  ( 1 . 1 0 )
n=fe+1
Действительно, условию (1.10) удовлетворяет метод Воро­
ного— Нёрлунда ( W N , q n), если ,qn >  0, a A q n не убывает и 
ограничена. Это потому, что Qn |  и
A ( q n- k / Q n )  > Abnk == A q n —к ' А ( 1 / Q n )  - b  A^qn—k /Q n —1-
Условию (1.10) такж е удовлетворяет любой метод G C \  где 
G — произвольный нормальный метод суммирования, для кото­
рого (1.10) выполнено (см. [4], стр. 173).
При помощи преобразования Абеля, учитывая (0.4), нахо­
дим
fe+a—1 _ V _
К  (b n h S h )  = z  A b n v "  Hxfeßx- )“' b n ,h + a K  6fe» 
v=fe x—k
откуда
/С { b n k&k) ==  b nhK  £ft ~ ~  ( 1 . 1 1 )
где
_  k+a—l _  fe+a—l __
>W =  Abnv' x̂feSx*
\ —k X=V+1
Пусть метод В удовлетворяет условиям (1.10) и
b kh =  0 ( b k+i,h+i) .  ( 1 .1 2 )
Тогда ввиду (0.3)
оо _  fe+a—l k+a-1  _
2 \ K k \ <  Jjj  Ib\xI 2  |E>«ftex| —
n —k v = k  x = v
jfj -J-'Ot_1 X
=  0 ( 1 )  2  |5 к л е х |  2  | 6 w |  =  
x—k v=fe
f e + a - l  x  fe+a—l fe+a—1
=  0 ( 1 )  2  1 ^ 1 ^ 1 1 ^ 1  =  0 ( 1 ) ^  2
x = fe  s= h  s—k x = s
Применяя необходимое условие (1.9), находим
оо _  fe+a—1 f t + a - l —s
2  I ^nfc 1 = 0 ( 1 )  J>] I a x + s ,x + s ix + .s ,s  I =
n=fe s — h  x=0
A + a —l a —l
=  0 ( 1 )  2  2 D ' , =  0 (  I ) .
s=h  x=0
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Поэтому, ввиду необходимости условия (1.3) теоремы 1.1, из р а ­
венства (1.11) вытекает необходимость условия2
Ьп К 'еп = 0 {  1). (1.13)
По доказанному видно, что и обратно, ввиду (1.11) из (1.10) и
(1.12) и необходимых условий (1.9) и (1.13) вытекает (1.3). 
Итак, на основе теоремы 1.1 доказана основная
Теорема 1.3. Пусть метод А а удовлетворяет условию  (0.5), 
сохраняет абсолютную сходимость и существуют конечные D 'n 
при  / г = 1 , . . ,  , а — 1, а метод В треуголен и удовлетворяет у с ­
ловиям  (1.10) и (1.12). Д л я  того, чтобы еп были множителями 
типа (|21а |, | ©| ) ,  необходимо и достаточно выполнение условий
(1.1), (1.2), (1.9) и (1.13).
Применим теорему 1.3 к методу R  =  Q P  с Р =  ( R , p n ) и 
Q =  (R , q n ). Д ля  него условие (0.5) выполнено, а вычисляя 
для R  элементы матрицы (Ink),  видим, что R  является мето­
дом А 2, причем = — ( P n / q n  +  P n - i / q n - \ ) Q n - i f p n  и 
ln ,n - 2  =  P n - x Q n - d { P n q n - \ ) . Следовательно, D \  и D \  конечны, 
если P  ii Q  таковы, что
p n =  0 { P n ) ,  qn =  0  ( Qn) , q n+i/Qn+i =  О (qn! Qn) , (1.14) 
и условие (1.13) принимает вид (ср. [3] , стр. 177)
Ь п ( Р n Q n -)~qTi P n + i ^ n + i ) 0 ( q n), 0*1^)
где еп =  Вп/Рп. Таким образом, из теоремы 1.3 вытекает
Следствие 1.2. Пусть методы Р и Q удовлетворяют ус ло ­
виям  (1.14), метод R сохраняет абсолютную сходимость, а ме­
тод В треуголен и удовлетворяет условиям  (1.10) и (1.12). Д л я  
того, чтобы б „ е  (|9} |,  |^3 |) ,  необходимо и достаточно вы п о л ­
нение условий  (1.1), (1.2), (1.15) и
ЬппР nQnBn:= О (pnqn ) •
В случае, когда А а есть метод Чезаро Са выполнено (0.5) и 
существуют D 'n — | A n~<1L~l \, ибо а пп =  У/Лпа, причем Са сохра­
няет абсолютную сходимость (см. [5], стр. 191 — 192 и 85). Д ля  
проверки условия (1.13) теоремы 1.3 найдем удобную формулу 
для величин (0.3). Действительно, для метода Са имеем
ü =  i м м - - ' =
v~h v—k х—0
откуда, обозначая 6 здесь Ink =  Ink, перестановкой порядка 
суммирования выводим
"рас !== А* Л -*. + I - 1, 
ъ пк к —l п — к '
5 Отметим, что (£а пй) — обратная матрица преобразования последова­
тельности в ряд для метода C«.
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Применяя последнее рекуррентное соотношение последователь­
но а раз, находим
T“ * =  l + ± A l _ t A 7_k , (1.16)
К=1
ибо l°nh =? 1. Теперь, ввиду (0.4) и (1.16) можем писать
п + а — 1 а  п + а —1
К 'е п —  e f c + J E M n - 1
h = n  x = l  h = n
откуда (су. [5], стр. 143)
п + а —1 а
К 'е „ =  £  е ь + З А ^ А ’- ’е (1.17)
к= п  х=1
ибо Л“ “ ч= 0 при k > n - \ - x — 1.
Если а  =  1, то по (1.17) имеем К 'еп =  (п  +  1 )е^ и условие
(1.13) таково
Ьпеп —  0 [ ( п - \ - \ ) - * ] . (1.18)
Поэтому, если а  ^  1, то, ввиду включения |С*| а  |С а |, для 
Е г ,е  ( |© а |, 1931) по теореме 1.3 необходимо выполнение (1.18). 
Если теперь потребуем, чтобы
(k + \ ) b h =  0 [ ( n + \ ) b n] ( k < n ) ,  (1-19)
то из (1.18) следует оценка первой суммы в (1.17). Далее, з а ­
менив в (1.17) число а  последовательно на s =  1, . . .  , а — 1, 
ввиду включений | Cs | c i | C a | получаем, что для вп е  
е  (|С£®|, |3 3 | )  из-за (1.13) необходимо выполнение условий
ЬпА°еп =  О [ ( п + 1  )-«~1] (1.20)
при всех s =  0, . . .  , а — 1. Однако (см. Чжоу [14], д о к аза ­
тельство леммы 13), условия (1.20) вытекают из условий 
(1.19) и
. Ьп№ - Ч п =  О [ ( я + 1) - а ] • (1.21)
Таким образом, из теоремы 1.3 получаем
Следствие 1.3. Пусть а =  1,2, . . .  , а метод В треуголен и 
удовлетворяет условиям  (1.10), (1.12) и (1.19). Д л я  того, чтобы 
кп е  (|<Л°Ч, |93|), необходимо и достаточно выполнение условий
(1.1), (1.2), (1.21) и
ЬппЕп =  0 [ ( п + 1)-«].  (1.22)
Применим теперь теорему 1.1 и следствие 1.3 к случаю 
В —  СР. Д ля  метода 6 СР
5„ь= ( п Л в ) - Ч п Л » гД - р л р - Д  ,) ,  (1.23)
и б о 7 кЛ0-'к =  пА  Р-Д — рЛ l _h_ {. Ввиду (1.23)
Д Б»1=  (пА» ) - 1(nAe-j„ -  )• (1-24)
6 См. [5], формулы (15.21) и (8.9).
7 См. [53, стр. 80 и 181.
С ледовательно8, условие (1.10) выполнено при — 1 <  ß ^  2 
или — 1 <  Re ß <  2. Условие (1.19) выполнено8, причем усло­
вие (1.21) переходит в
Аа- ‘еп =  0 [ ( м + 1 ) - « к п], (1.25)
где 8
( ( л + 1 ) КеР при — l < ß ^ l  или — 1 < Re ß <  1,
Xn== ( я + 1 ) /1 п ( п + 2 )  при ß ^ l  с R e ß = l ,
I r t +1 при ß ^ l  или R e ß > l .
Рассмотрим условие (1.2). При В —  Е оно переходит в 
еп =  0 ( 1 )  и вытекает из (1.22), при В —  С 1 оно означает
£ ev==0 { k + 1), (1.26)
v=0
что видно из (1.23), а при В =  С2 условие (1.2) есть
оо k
2 J ( ^ 2. . ) - ‘ l ^ ( 2 v - n ) e v |  =  0 ( l ) .  (1.27)
n = k + 1 V=0
Покажем, что (1.26) необходимо при В =  С2. Тогда в силу 
включения |С р| с  |С 2| оно необходимо и при В =  Ср с 
Re ß <  2. Действительно, обозначив через S lh и S 2k чезаров- 
ские суммы последовательности (еп) и применяя преобразова­
ние Абеля ко внутренней сумме в (1.27), получаем
(2v — п ) е х —  —2S2/{_i4- (2k — /г) S V
v = 0
Отсюда, учитывая, что из (1.1) при В =  С2 следует оценка 
S 2h =  0 [  (k -(- 1 ) 2], то из (1.27) вытекает
оо
S'h 2  n - 2 j 1 —  2Ä/rt 1 = 0 ( 1 ) ,
n=3fe-fl
что равносильно условию (1.26), ибо 1/3 <С | 1 — 2£//г| ^  1- 
Применяя преобразование Абеля ко внутренней сумме в (1.27), 
получаем, что и обратно из (1.26) вытекает (1.27).
Теперь можем доказать  необходимость условия bhSxh =  
=  0 ( 1 ) ,  т. е. условия 8 *
2 J  ev=  О (хп ). (1.28)
\’= 0
В самом деле, условие (1.28) получаем из (1.2) и (1.26), если 
ко внутренней сумме в (1.2) применим преобразование Абеля, 
с учетом (1.24) и (1.23), и убедимся в справедливости оценки
оо
^ 7  [ ( M + l ) - p( n + l  — V) ß- 3+  ( П + 1) -Р - 1 ( п + 1 —  V) Р-2] =
=  0 [ ( 6 + 1 ) - 2] (1.29)
при 0 ^  V ^  k и — 1 <  ß <  2. Действительно, при 0 ^  ß <  2
« См. [4], стр. 171.
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левая часть в (1.29) не превосходит величины
( й + 1)ч> j ;  [ ( r t + i )  р_3+  ( n + i + v ) -1 (n +  i ) s-2] =  о [ ( А + 1) -2] ,
n — k+X'
а при — 1 <  ß <  0 она равна
f t  ( n + l + v ) - » - ‘ [ ( n + l + v ) ( n + l ) i M + ( « + l ) ^ 2] =
n — k+v
оо
=  0 [ ( * + 1 ) - Р - * ]  2 ( « + 1 ) « - 2= 0 [ ( А + 1 ) - 2]-
n = h
Применяя преобразование Абеля к (1.2), при помощи 
(1.24) и (1.29) находим, что и обратно из (1.28) следует (1.2).
Итак, доказано, что из теоремы 1.1 и следствия 1.3 выте­
кает
Следствие 1.4. Пусть а  =  0, 1, . . .  и — 1 <  ß ^  2 или
— 1 <С Re ß <  2. Д л я  того, чтобы en e  (|Ga |, |G ß | ) ,  необхо­
димо и достаточно при  а  =  0 выполнение условий  (1.28) и
(е„)€= |C ß | ' ,  (1.30)
а при  а ^  1 — выполнение условий  (1.25), (1.28), (1.30) и
еп =  0 [ ( м + 1 ) Р - а ].
Следствие 1.4 при ß =  0, 1, . . .  д оказала  Тайлер ([15],  
стр. 345—350). При ß =  0 следствие 1.4 доказал  Абель ( [1 ] ,  
теорема 8).
П р и м е ч а н и е .  Все результаты § 1 верны и в случае, 
когда (0.1) — последовательность 5-пространства I  и е„ — не­
прерывные линейные операторы из X  в ^-пространство Y, если 
во всех условиях теорем 1.1 — 1.3 и следствий 1.1 — 1.4 заменить
еп на епх  с л: е  X  и знаки абсолютных величин заменить на 
нормы. В этом убеждаемся, если сравнить теорему Кноппа— 
Лоренца ([5 ] ,  теорема 4.1), из которой вытекает теорема 1.1, 
с теоремой Кангро ( [6 ] ,  теорема 4).
§ 2. Множители типов (2(а, 1331) и (Жао, |23|)
Имеет место следующая
Теорема 2.1. Пусть метод В треуголен. Д л я  того, чтобы 
Еп были множителями типа ('Ла, | $ | )  или  (Ла0, |® | ) ,  необ­
ходимо и достаточно выполнение условия
оо
V(dn)EE m I 2 dnH' { b n k Ek)  | < o o ,  (2.1)
k n=k
и необходимо выполнение условия
J S I  —  е „ | < о о .  (2 .2 )
а пп
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Д о к а з а т е л ь с т в о .  По теоремам 26.1 и 12.1 из [5] к
(2.1) и (2.2) приходим применением теорем Пейеримхоффа (см.
[5], следствия 5.2 и 5.1) к
п
@ n h = =  bnv&vEv/t== Н  {Ь п к & к )
v=h
и учитывая, что дпп =• bnnSn/ann-
Рассмотрим несколько случаев, когда трудно проверяемое 
условие (2.1) сильно упрощается.
Теорема 2.2. Пусть для метода Аа существуют конечные 
D'n при п =  1, . . .  , а, а метод В треуголен и удовлетворяет 
условию (0.7). Для того, чтобы еп были множителями типа 
(3la, |!ö|) или (чЛао, |33|)’ необходимо и достаточно выполне­
ние условия (2.2).
Д о к а з а т е л ь с т в о .  Учитывая теорему 2.1, остается до­
казать, что из условий теоремы 2.2 следует условие (2.1). 
Отметим, что (2.1) вытекает из более жесткого условия
DO




H'(bnkEh) == 2 l bn,x.+h£x+k%,x+k,k, (2-4)
х=0
то по определению величин (0.6) имеем
а
Н ' (bnkEk) == 0 (1 )  2 l I Ьп,x+kEx+h/Ct-x+k,x+h | D y.. 
x=0
Отсюда при помощи (0.7) и (2.2) выводим, что имеет место
(2.3), ибо
оо а
2  .2  I Н' (bnhEh) I = 0 ( 1 )  2 2  I £x+k/ttx+k, x+k I x̂+ft =  
h n —h к-Q k
а  oo
=  0(1)  2  2  \bkkeklcihh\ < °°-
x=0 k—x
Теорема 2.2 доказана.
Теорему 2.2 при В =  Е доказали Абель и Тюрнпу ([2], 
стр. 119).
Теорема 2.3. Пусть для метода Аа существуют конечные 
D'n при п =  1, . . . , а, а метод В удовлетворяет условиям 
(1.10), (1.12) и
оо
3(сп) ее ш\ Ьь=z О ( 2  Cnbnh) ■ (2-5)
n=k
Для того, чтобы еп были множителями типа (?Ха , |33|) или 
(чЛао, 15ВI), необходимо и достаточно выполнение условий
(2.2) и
2  bn I Н'гп I <  оо. (2.6)
Д о к а з а т е л ь с т в о .  При помощи преобразования Абеля, 
аналогично (1.11), получаем
Н  (bnh.£k) = = bnh.H 8k Ink , (2-7)
где
h+a _ k+a
in i i== 2 A b n V  ExfeSx-
v = / t  x = v + l
Ввиду (1.10) и (1.12), аналогично оценке l nk в доказательстве 
теоремы 1.3, находим
оо h+a х h+a
У  I in k  1= 0 ( 1 )  271 £,xft6xI 2  I &w| = 0  (1) I brntExlith I =
n=fe X=/i X'—k x—k
a
=  0(1)  I I •
x=0
Сравнивая полученное с (2.4) и учитывая существование вели­
чин D 'x, заключаем, что так же, как при доказательстве тео­
ремы 2.2, из необходимого по теореме 2.1 условия (2.2) следует
оо а  оо
\inkI = 0 ( 1 )  'S  Ibhh&k/ahk 1 <Coo.
h n = h  x=0 ft=x
Теперь, принимая во внимание равенство (2.7) и условие 
(2.5), убеждаемся в том, что условие (2.1) теоремы 2.1 сво­
дится к (2.6), ибо для любой (dn) е  т
оо оо
£  I 2  d n b n k H 'zh  I =  о  (1) 2  bh I H 'Eh  I =  o  (1) ̂  I J E  CnbnkH 'ek  |.
k n = k  k k n = k
Теорема 2.3 доказана.
Для метода Р =  (R, рп) получаем D\ =  sup | PkfPh+ i |, что 
конечно, если
Рп =  0 (Р п). (2.8)
Поэтому из теоремы 2.2 при а =  1 выводим
Следствие 2.1. Пусть метод Р удовлетворяет условию (2.8), 
а метод В треуголен и удовлетворяет условию (0.7). Для того, 
чтобы Ея е  (̂ >, |15}|) или еп е  (^о , |©|), необходимо и доста­
точно выполнение условия
I ЬппРп En/Pn I <  ОО.
Применяя теорему 2.3 к методу R =  PQ, где Р =  (R, рп) 
и Q =  (R, qп), аналогично следствию 1.2, получаем
Следствие 2.2. Пусть методы Р и Q удовлетворяют усло­
виям (1.14), а метод В треуголен и удовлетворяет условиям 
(1.10), (1.12) и (2.5). Для того, чтобы е п е  (9J, |©|) или 
Еп е  (^о, |©|), необходимо и достаточно выполнение условий
2 \ b n n Q « ~ - [ « x > ,  2 \bnQ n& f ^ \ < 00 .
РпЧп qп
В случае, когда Аа — метод Чезаро О  имеем Н'гп =  
=  АапАаеп и из теоремы 2.3 немедленно выводим
Следствие 2.3. Пусть а =  0, 1 а метод В треуголен и 
удовлетворяет условиям (1.10), (1.12) и (2.5). Для того, чтобы, 
Еп е  (С£а , |5В|) или Еп е  ((Sao, |23|), необходимо и достаточно 
выполнение условий
2  \ ьпп(п+\)*Еп\<оо, 2  М И - 1 ) а |Лаеп| < о о .
Положим в следствии 2.3 метод В =  Cß. Условие (2.5) вы­
полнено при ß ^  1 или Re ß >  1, если взять сп = А ^ /А ^+1̂ , 
где aj) ф  0 и вещественно, ибо по формуле (1.23) и формулам 
(15.19) и (15.18) книги [5] получаем
I г  т  I ___  I ß-НЧ1 1 о  1__________ | _
L 2  « пь1 I 1+fij) л ,+(ч,
= j ixP 1 I !^Г(1 + ̂ )  I
1 1 +  п|> Л 1̂  1 ~  Ä)+l
Таким образом, из теоремы 2.2 и следствия 2.3 вытекает
Следствие 2.4. Пусть а =  0, 1, . . .  и — Г <  ß ^  2 или
— 1 <  Re ß <  1 или 1 <  Re ß <  2. Для того, чтобы еп е  
е  ((£“, |^р|) илм Еп е  ((£ао, j C£ß I ), необходимо и достаточно 
при — 1 <  Re ß <С 1 выполнение условия
2  I (л;+ l ) a~ßen | < о о ,  (2.9) 
а при Re ß ^  1 — выполнение условий (2.9) и
2J ( r t + l ^ l ^ e n l C o o .
Следствие 2.4 при ß =  0 доказано Абелем ([1], теорема 11).
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ABSOLUTE SUMMABILITY FACTORS IN A SEQUENCE
S. Baron
Summar y
Suppose that Aa is a normal matrix summability method, where the 
inverse matrix of sequence-to-sequence transformation has a -j- 1 non-zero d ia­
gonals, and let ß  be a triangle matrix method, satisfying the condition (0.7) 
or the conditions (1.10) and (1.12).
In the present paper the necessary and sufficient conditions for the 
sequence (en) are considered, under which for any /4a -summable, or Aa-bounded 
or absolutely Л а-summable sequence (0.1) the sequence (0.2) is absolutely 
ß-summable. As particular cases of A« there are considered the weighted 
means method P = (R ,p n) of Riesz, the method PQ, where Q — [R, qn), and 
the Cesäro method C“ .
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О НУЛЬ-ВЫПУКЛЫХ СЕМЕЙСТВАХ МЕТОДОВ 
СУММИРОВАНИЯ
А. Тали
Таллинский педагогический институт 
§ 1. Введение
Настоящая работа продолжает исследования о выпуклых 
семействах методов суммирования, начатые в статье [2].
Пусть Аа — семейство методов суммирования (с непрерыв­
ным вещественным параметром а !> ао или же а ^ а о ) ,  перево­
дящих последовательности или ряды 1 х =  {sn} в последователь­
ности Аах = .  {/„«}. Перенесем на данный случай определение, 
приведенное в работе [2] для матричных методов.
Определение 1. Семейство Аа называется выпуклым, если2 
Аа а  Лр при а <. $ и из условий
Аах е  т, А$х<=с, а,< vr< ß
всегда следует Аух е  с.
Известно (см. [2], доказательство леммы 1), что важную 
роль в исследовании выпуклости методов суммирования играет 
нуль-выпуклость.
Определение 2. Будем называть семейство Аа нуль-выпук- 
лым (0-выпуклым), если3 Л°а с :Л 0р при а <  ß и из условий
Аах < = т , АрХ(=с0, a<>v'<ß
всегда следует Avx е  с0.
В данной работе мы остановимся подробнее на 0-выпуклости. 
В § 2 мы докажем общую теорему, дающую достаточные усло­
вия для 0-выпуклости. Опираясь на работу [2], мы получим в 
§ 3 более конкретные результаты для некоторых линейно свя­
занных семейств. Здесь мы ограничиваемся изучением соотно­
шений между методами Аа, не обращая внимания на конкрет­
ное определение этих методов. Поэтому доказываемые результа­
1 Свободные индексы принимают значения 0, 1,2, . . .  .
2 Включение Аа  с= означает здесь, что mAa a m A ß и сАа а с А р.
3 Включение Л°а  с : А0̂  означает, что mAa cz mA^ и с : Tß.4ß.
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ты пригодны для обширных классов семейств методов суммиро­
вания (существует, например, сколь угодно много разных се­
мейств, связанных одним и тем же соотношением (2)). В § 4 
мы применим теорему о 0-выпуклости к нахождению тауберовых 
условий для методов, связанных соотношением (2). Все резуль­
таты, получаемые для методов Аа, переносятся на функциональ­
ные методы %а-
§ 2. Теорема о 0-выпуклости
1. Пусть А а, с а >  do (или а ^  а<>) — семейство методов 
суммирования, заданных в виде преобразований, переводящих 
последовательности (ряды) в последовательности. Аналогично 
лемме 1 работы [2], мы получим результат, упрощающий иссле­
дование 0-выпуклости.
Лемма 1. Если Л°а с:Л%  при а <  ß и из условий 
Аах е  т , Ла+1х е  с0, 0 < 6 < 1  
всегда следует Аа+&х ^  с0, то семейство Аа 0-выпукло.
Эта лемма позволяет сразу сформулировать следующую тео­
рему о 0-выпуклости.
Теорема 1. Пусть A°a c iA °ß при а <  ß. Пусть, далее, суще­
ствуют числа а, b и матричные методы
£аб0= ( е аб0)) & **= (# *» )
такие, что при любых а, 0 <  õ <  1 и а <  0 <  6 справедливо 
неравенство
■ОО оо
I ̂ I  *£ I . 2  < Ä +‘ 1 +  1 2  Ž Ä  I (1У
О А = 0
для всех х е= тАа П соАа+\. Если выполнены условия 
1° методы Еа0в являются методами типа с0-+- с0,
2° методы Gaö0 удовлетворяют условию
lim<f“e(0) = 0 ,
h—0 Q-+b~
то семейство Aa является Q-выпуклым.
Д о к а з а т е л ь с т в о .  Выберем произвольно значение пара­
метра а и элемент х е  m.Aa fj CqAo+i. В силу леммы 1, доста­
точно доказ-ать, что х е  c0Aa+f) при каждом 0 <  õ <  1. Так как 
tna = 0 (  1), то условие 2° позволяет нам зафиксировать число 
0 е  (а, Ь) такое, что
оо
- S I ^ “ l l ^ l= 0 ( l ) < p “ä(e)<e/2
k=0
для каждого « =  0,1,2 . . .  . Учитывая условия /па+‘ = 0 ( 1) и 
Г, подберем такое натуральное число N, что при п >  N имеет
4 Труды по математике и механике XXVI Лq
место неравенство
^ eW I < ' e / 2 .
fe=0
К теореме 1 можно отнести следующее
П р и м е ч а н и е  1. Следуя доказательству леммы 1 работы 
[2], мы получаем, что если Аа =  (anha) — матричные методы, 
которые преобразуют последовательности в последовательности 
и удовлетворяют условию
ОО
lim У] ß“ , = a CL*П k
п  /1 = 0
с аа ф  0, то из 0-выпуклости семейства Аа следует его выпук­
лость. В частности, если аа =  1, то методы Аа к тому же сов­
местны.
2. Приведем теперь интегральный аналог теоремы 1. Пусть 
'Ла с а >  а,о (или а ^  а0) — методы суммирования4, заданные 
в виде преобразований, переводящих функции x — s(u) из X 
(или последовательности (ряды) х =  {s„}) в функции 
ta (u) е Х ,  где X — множество функций с и ^  0, интегрируе­
мых5 и ограниченных на любом отрезке [0,«]. Сформулируем 
для этого случая определение 0-выпуклости.
Определение 2'. Семейство Ла называется 0-выпуклым, если 6 
Ш°а CZ Л °а при CZ <  ß U U3 уСЛОвий
t<x(u)=0(\ ), lim /p(//)= 0 , a < Y < ß
U - У  ОО
всегда следует lim Р(и) =  0.
а —►'ОО
Аналогично теореме 1, мы приходим к следующему резуль­
тату.
Теорема Г. Пусть ?(°a c:2 l0ß при а <  ß. Пусть, далее, суще­
ствуют числа а, b и интегральные методы Е,а6в и Gaöe (опреде­
ленные соответственно функциями7 еабе, g-«00) такие, что при 
любых а, 0 <  ö <  1 и а <  G <  b справедливо неравенство
ОО XX)
|/a+ 6(w) J ^  I J  v) ta+l (v) dv \ -f- I J  ga0Q(u, v)ta (v)dv\ ( Г )
0 О
для всех х е  т чЛа П ссДа-м- Если выполнены условия
4 Метод ЭДа  суммирует х к сумме t, если lim ta(u)— t.
5 Интегрируемость полагается везде по Лебегу.
6 Включение ЭД°а  с ; ЗД°(, означает, что из условии ta (u) = 0 ( 1 )  и 
iCi(u )— o(\) следуют соответственно соотношения tß(u) — 0(1) и /Р(и)=о(1) 
при и -*• оо.
7 Преобразования £абв и Ga6° преобразуют функции г и t соответ­
ственно в функции
/  еабе(ы> v)r(v)du, / g ^ (u ,v )t(v )d v .
о о
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1° методы £ а6е суммируют к нулю все функции из X, сходя­
щиеся к нулю при у ОО,
2° методы Ga6e удовлетворяют условию
/  |graöe(w, v) I dv^<pa6(Q), Пгп фа0(0) = 0 ,  
о e-*b-
то семейство ЗГа является Q-выпуклым.
§ 3. Некоторые линейно связанные 0-выпуклые семейства
1. Предположим, что методы Аа и Аа+б с 0 > 0  связаны со> 
отношением (см. [2])
/а+0_. ——  у, ^ ь ^ л * ,^а+б nk k h ’ (2)
п h= 0
где (dnha6) — треугольная матрица с dnkal =  \/Ма, причем 
Ма не зависит от k и п, а {&„<*} — некоторая последовательность, 
с Ьпа Ф  0.
Отметим, что соотношение (2) обеспечивает выполнение не­
равенства (1). Это вытекает из доказательства теоремы 1 рабо­
ты [2], если ввести обозначения:
рабе —
nk '
MaAkdâ kba;+V ba+6 при k<cN,
ba+76«+ö ^ nN N 1 n
0
при k =  N, 
при k > N
i-абб —  
’ nk da6t bah /ba+6 nk k' n
0
при x^.N , 
при N < ik^ .n , 
при k^>n,
где 1/2 <  0 <  1 и N =  [0/г].
Далее, условия 1° и 2° теоремы 1 в этом случае совпадают- 
с условиями 1°— 3° теоремы 1 работы [2]. Таким образом, из 
теоремы 1 непосредственно вытекает следующий результат.
Теорема 2. Если А°а а  Л°р при а <  ß и методы Аа связаны 
соотношением (2), удовлетворяющим при каждом а и 0 <  Õ <  1 




Рассуждая так же, как и в теоремах 2 и 3 работы [2], мы 
получим следующие две теоремы о 0-выпуклости.
Теорема 3. Если методы Аа связаны соотношением (2), 
удовлетворяющим условиям 1°— 6° теоремы 2 работы [2], то 
семейство Аа является О-выпуклым.
Теорема 4. Если методы Аа связаны соотношением (2), кото­
рое удовлетворяет при 0 <  õ <  1 условиям
Г  последовательности { | М >  монотонно возрастают и8 
М2п&<^ {b n ^ /b n ^ l^M in 6 ( п > 0),
2° dnh^  =  0{{n — k+\)е-i} ( O ^ k ^ n ) ,
3° Ahdnk«b =  0{{n — k+\)b-z} (0^ k < n ) ,
то семейство Аа является О-выпуклым.
2. Теоремы 3 и 4 позволяют строить 0-выпуклые семейства 
Аа на базе любого заданного метода А. Для этого введем здесь 
аналогично работе [2] параметр а при помощи некоторого соот­
ношения (2) с а ^  ао, учитывая, что {tn’3'о} =  {/«} ~  Ах. Таким 
образом, мы получим семейство Аа с а ^  ао, построенное на базе 
метода А.
Справедлива следующая теорема.
Теорема 5. Если соотношения (2) с а ^  ао удовлетворяют 
условиям 1°— б0' теоремы 2 работы [2], то семейство Аа, по­
строенное на базе метода А, является О-выпуклым.
Отметим, что условия теоремы 5 выполнены, если выполнены 
условия Г — 3° теоремы 4 с а >  ао.
П р и м е ч а н и е  2. Если А =  (anh) — треугольная К-матри­
ца, где
П
lim anh — a
п h =  О
и а ф  0, а соотношение (2) удовлетворяет, кроме условий тео­
ремы 5, еще условию
lim -гтг j t d a6bbah=d<*6
Аа+6 ^  nh h 
п 0 п h—0
с dab Ф  0, а ^  а0 и 0 <  Õ <  1, то семейство Аа, построенное 
на базе метода А, выпукло, причем матрицы Аа являются К- 
матрицами. В частности, если А является Г-матрицей и da6 =  1, 
то матрицы Аа являются Г-матрицами и семейство Аа выпукло 
с совместностью (см. [2], теорема 4).
8 В условиях ограниченности постоянные могут зависеть от а и 0.
§ 4. Применение теоремы о 0-выпуклости к нахождению 
тауберовых условий
1. Если семейство Ла связано соотношением (2), удовлетво­
ряющим условиям 2° и 3° теоремы 4, то мы можем в соотноше­
нии (2) заменить последовательности {Ьп°-} на некоторые после­
довательности {спа}, удовлетворяющие условию 1° теоремы 4. 
Таким образом мы образуем новое семейство Ва, где
В ах = { г па}, Гпа== Snatnay sna== Ьпа/спа И |/па} = Л аЛГ.
Так как методы Аа связаны соотношением (2), то методы Ва 
связаны соотношением такого же типа:
1 п
ra+õ = -- V  (fl Г°- .
п /чх+о nk к к
п ft=0
Сказанное выше позволяет переформулировать теорему 4 
следующим образом.
Теорема 6. Пусть методы Аа связаны соотношением (2), 
удовлетворяющим условиям 2° и 3° теоремы 4. Если {спа} с 
сп* Ф  0 — некоторые последовательности, удовлетворяющие 
условию 1° теоремы 4, то семейство Ва с rna =  snatna и sna =  
=  Ь па/С /га является Q-выпуклым.
Последняя теорема о 0-выпуклости семейства Ва является 
в то же время тауберовой теоремой для методов Аа и может 
быть использована для нахождения тауберовых условий. Ясно, 
что она применима, например, к методам Ла, связанным соотно­
шением
ta+ö= ~ ~ -  2 А * - Ш К ,  (3)
п hoL+a п — к к к у v '
п к— О
где — числа Чезаро, так как выполнены условия 2° и 3°
теоремы 4 с dnkaö =  An-kö~l.
В качестве примера рассмотрим
Следствие 1. Пусть Аа — (N, рпа, qn) — обобщенные методы 
Нёрлунда, где
1 п




1 > Р п = =  P n —ktfk, Р п  = =  У* An —k Pk,  Р о > 0 ,  Р п  ^  О U С]п О 
k=0 й=0
при п >  0. Если {спа} с с >  а, >  — 1 (или а ^  а, >  — 1) и 
спа Ф  0 — некоторые последовательности, удовлетворяющее ус­
ловиям теоремы 6, то семейство Ва с гпа =  Pnain1x!cna и 
а  Z> aj ^  — I (или а ^  Gi >  — I) является Q-выпуклым.
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Д о к а з а т е л ь с т в о .  Легко проверить, что методы 
(N ,pna,q n) связаны соотношением (3) с bna =  P na и следст­
вие 1 вытекает непосредственно из теоремы 6.
П р и м е ч а н и е  3. Отметим, что если в следствии 1 поло­
жить Сп* — Ьпа, то мы получим теорему о 0-выпуклости 9 семей­
ства Аа =  (N ,pna,q n). Поскольку треугольные методы Аа —  
=  (cinka), где anha =  pn~haqh/P?ia, удовлетворяют условию
2  Q"nka'-== 1 *
Л=0
то, в силу примечания 1, теорема о 0-выпуклости превращается 
в теорему о выпуклости (с совместностью). Аналогичная тео­
рема доказана в работе [8]. В частности, если qn =  1, то методы 
(N ,pna,qn) являются методами Нёрлунда (N, р па )', если к тому 
же ро — 1 и рп =  0 при п >  0, то мы получаем семейство’ 
Чезаро (С, а) (см. [2]).
Последовательности {спа} с а ^  О, удовлетворяющие усло­
виям теоремы 6, можно, например, построить при помощи за­
данной неубывающей положительной последовательности {Vn}* 
полагая спа =  Vnna. Последовательности {спа} можно строить 
и при помощи двух заданных последовательностей {1Лг} и {Wn}.
Непосредственно из теоремы 6 вытекает следующее
Следствие 2. Пусть {Кп} и {\F?l} — положительные неубы­
вающие последовательности, удовлетворяющие условию
M2nr ^  WnfVn ^  Af 1 пг (п > 0 ,  г >  0).
Если методы Аа связаны соотношением (2), удовлетворяющим 
условиям 2° и 3° теоремы 4, то семейство Ва.+ч с
cn^ = { V n y - t l r{WnVlr,
где у е  [0, г], a a t — некоторое произвольно выбранное число 
из области определения семейства Аа, является 0-выпуклым.
П р и м е ч а н и е  4. Теоремы 1—6, а также следствия 1 и 2, 
сформулированные выше для числовых последовательностей 
{s„}, переносятся на последовательности элементов отделимого 
локально выпуклого пространства Е над полем вещественных 
чисел R, то есть на случай, когда sn е  Е. Для этого нужно в не­
равенстве (1) заменить знак абсолютной величины |*| на полу­
нормы /?,„(•)> определяющие в Е топологию. Далее, остается: 
учесть тог факт, что условия, при которых треугольный матрич­
ный метод суммирует к пулю все сходящиеся к нулю последова­
тельности, остаются при переходе от R k Е неизменными (см.
[1], утверждение 2 и его доказательство).
9 Условие Р  теоремы 4 можно здесь ослабить, наложив условие моно­
тонности только на последовательности {Р на +]}. Соответствующая теорема 
доказывается при помощи теоремы 2.
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2. Остановимся снова на функциональных метода 2(а , вве­
денных в разделе 2 параграфа 2. Предположим, что методы 
и 2Га+б с 0 >  0 связаны соотношением (см. [2])
U
ta+f>(u) =  —  +б* — - J daõ(u, v)ba (v)ta (u)dv, (2')
\и) о
где функции Ьа с Ьа (и) ф  0 принадлежат множеству X, а функ­
ции dab дифференцируемы по v и da l(и, v) =  1 /Ма при
О ^  V <  и, причем Ма не зависит от v и и.
Отметим, что соотношению (2') удовлетворяют, например, 
семейство нормальных средних Рисса (R , кп, а) и семейство ин­
тегральных методов Чезаро. Результаты, полученные выше для 
методов Аа легко переносятся на методы ?(а. Мы не будем при­
водить здесь интегральные аналоги теорем 2— 5, заметим только, 
что при этом следует исходить из теоремы 1', опираясь на тео­
ремы 5 и 6 работы [2]. Сформулируем здесь аналог теоремы G.
Теорема 6'. Пусть |са | с са (и) Ф  0 — неубывающие функ­
ции, которые удовлетворяют условию
1° М2и6^  Ica+ö(u)/ca (u) I (w >0, 0 < 6 < 1 ) .
Если методы связаны соотношением (2'), удовлетворяющим 
при 0 <  Ö <С 1 условиям
2° da6(u,v) = 0 { (и  — и)0-1} (0^v<C u),
у  ^ ■ .? ) .= 0 { ( и - р )^ } (О< 0 < В ),
то семейство 53а с Ч*ах — гх(и), еде га (и) — Ьа ( и ) ( и ) /са (и) , 
является О-выпуклым.
Ясно, что, если методы ';'1а связаны соотношением
U
t«+4u)==^ L f  (,u — v)b-lb*{v)l°'{v)dv, (3х)
то к семейству ?fa применима теорема 6', так как выполнены 
условия 2° и 3° этой теоремы с da6(u, v) =  Маь(и— v)0_I. Таким 
образом, теорема 6' применима, например, к семейству (R, а) 
и к семейству интегральных методов Чезаро с Ьа (и) =  иа (см.
[2]). Приведем ниже аналоги следствий 1 и 2.
Следствие Г. Пусть $fa — методы суммирования, определен­
ные соотношением
U





а > 0 ,  Ра (и) =  J  ра (и—v)q(v)du, ра (и) =  J  (u—v)a~ip(v)dv,
о о
а р(и) и q(u) — положительные функции, принадлежащие мно­
жеству X. Если са с а >  си ^  0 (или а ^  ai >  0) — некоторые 
положительные функции, удовлетворяющие условиям теоремы 6'г 
то семейство iöa с га (и) =  Ра (и)ta (и)/са (и) является 0-выпук­
лым.
Д о к а з а т е л ь с т в о .  Так как семейство связано соотно­
шением (3") с Ьа (и) =  Ра (и) и Маб =  Г (а  +  б )/Г (а )Г (б ), то 
следствие вытекает непосредственно из теоремы 6'. Если же в 
следствии положить са (и) — Ра (и), то мы получим теорему о 
0-выпуклостн семейства Поскольку методы чЛа удовлетворяют 
условию 10
U
J  аа (и, v )d v=  1,
о
то, аналогично примечанию 1, мы заключаем, что 0-выпуклое 
семейство 3fa также выпукло (с совместностью).
Отметим, что функции са с а ^  0, удовлетворяющие условиям 
теоремы 6', можно построить, например, при помощи заданной 
неубывающей функции V(и) > 0 ,  полагая са (и) == uaV(u).
Справедливо также следующее
Следствие 2'. Пусть V(и) и W (и) — положительные неубы­
вающие функции, удовлетворяющие условию
M2ur^ W  (и)/V (и) ^M iU r (и >  0, г > 0 ) .
Если методы 3fa связаны соотношением (2'), которое удовлетво­
ряет условиям 2° и 3° теоремы 6', то семейство 93.Kl+v с 
С̂ +У (и) =  (V {и)) Ir (w  (и)) v/r,
где у е  [0, г], а ai — некоторое произвольно выбранное число 
из области определения семейства ^fa, является 0-выпуклым.
Теоремы тауберова типа с различными ограничениями на 
последовательности {V'n} и {Wn} (или на функции V(и) и W (u))r 
вытекающие из утверждения следствия 2 (соответственно 2 ')г 
доказаны ранее для методов Чезаро и Рисса. Мы не будем здесь 
на них подробнее останавливаться. Отметим лишь, что такие 
теоремы для матричных методов (С, а) доказаны, например, 
Риссом [5], Рангачари [4] и Саката [6]; для методов (R, Х)г, а) 
аналогичные теоремы доказаны, например, Риссом [5] и 
Саката [7], более общую теорему, относящуюся также к инте­
гральным методам Чезаро, доказали Ирвин и Пейеримхофф [3]. 
Более подробный обзор по этим теоремам дан в работах [6] и 
[7]. Отметим, что в упомянутых выше результатах ограничения 
несколько слабее, чем в следствии 2 (или 2'), однако наши 
заключения более общие.
10 Здесь a« (и, v) — pv-(u —  v)q(v) .
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Поступило
4 V 1978
ON ZERO-CONVEX FAMILIES OF SUMMABILITY METHODS
A. T a 1 i
Summar y
Let Aa be a family of sequence-to-sequence or series-to-sequence transforms 
where index a varies continuously on the set (a0, oo) or [ao, oo).
The present paper continues researches on convex families of summability 
methods Aa begun in [2].
The family of summability methods Aa is said to be zero-convex if 
mAa cztnAß. and c0Aa czcoAß for a < ß  and from Aax e  m, ЛрХ e  c0 follows 
^ e c 0 for a < y < ß .
In section 2 sufficient conditions for zero-convexity of the family A^ 
are established. In  sections 3 and 4 some more specific results are obtained 
for families Aa which satisfy relations (2). The problem of constructing 
zero-convex families is studied also. Some Tauberian theorems for methods Aa
are proved. All these results are transmitted to some functional summability 
methods 2(a .
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Пусть Т> — некоторый класс числовых последовательностей, 
а В =  (bnh) — метод суммирования. Числа 1 ел называются мно­
жителями ß -суммируемости для 2), если ряд 2 е я в л я е т с я  
ß -суммируемым для всех х — (lk) е  Обычно класс ® опре­
деляется некоторым методом суммирования А =  (anh). Исход­
ным результатом для теории множителей суммируемости явля­
ется известная теорема Дедекинда—Адамара: ряд 2 Ekln схо­
дится для всех сходящихся рядов 2 h>{ в точности тогда, когда 
2| Ek — Eh+1| <  оо. Подробный обзор о результатах и методах 
теории множителей суммируемости дан в главе IV книги 
С. Барона i[ 1 ].
Пусть X и Y суть /•’-пространства над полем К, где К =  R 
или К =  С, т. е. полные метризуемые линейные топологические 
пространства2 и Ank ^ L (X ,  У). Обобщенный метод суммирова­
ния А =  (Anh) определяется преобразованием
Цп== 21  ( 1 )
h
где lh e l  и  г)п е  Y. В настоящей статье исследуются множи­
тели суммируемости для таких методов суммирования. Тем 
самым продолжаем изучение суммируемости в ^-пространствах, 
начатое в [7]. Мы пользуемся понятиями и обозначениями, вве­
денными в указанной работе. Там же приведены основные 
результаты теории суммируемости в ^-пространствах.
Первый параграф является вводным, в нем доказываются 
предложения относительно абстрактных рядов. В § 2 определим 
понятие множителей суммируемости для обобщенных методов 
суммирования и докажем основные теоремы, обобщающие из­
вестные результаты Пейеримхоффа [12]. В последних двух 
параграфах изучаются множители суммируемости для методов
1 Если пределы изменения индексов не указаны, то они принимают все 
значения 0, >!•, . . . .
2 Через L(M,N) обозначаем пространство всех непрерывных линейных 
операторов из М N.
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Чезаро и взвешенных средних Рисса. При этом наша главная 
цель — продемонстрировать применение обобщенного нами 
метода Пейеримхоффа для нахождения множителей суммируе­
мости. Поэтому мы не будем во всех случаях выводить наиболее 
эффективные условия, а лишь на некоторых примерах в § 4.
§ 1. Понятия и общие предложения
Используемые ниже понятия и обозначения в основном вве­
дены в работе [7]. В этом параграфе даем некоторые новые 
определения и докажем несколько общих предложений.
Пространство последовательностей
cs(X) =  {л: =  ( ^ ) : 3 lim sn — s, sn =  Eo-l-Ei“b • • • "ЬЕп}
является Z7/(-пространством, базис окрестностей нуля 3)cs(JO 
которого состоит из множеств { х е  cs(X): sn е  U) с U 
(см. [2], § 7). Элементы пространства cs(X) обычно называ­
ются рядами. Следуя Пейеримхоффу [12], обобщенные методы 
суммирования в виде преобразования ряда в последовательно­
сть называем RF-методами. Обобщенные методы суммирования 
в виде преобразования последовательности в последователь­
ность, рассматриваемые в [7], будем называть FF-методами. 
Напомним, что /Т-метод (/?/'-метод) А называется консерватив­
ным, если сА(Х) D  c (J )  (соответственно сА(Х) z d c s (J ) ) .
Предложение 1. Для включения с°а (Х) zd с0(Х) необходимо 
и достаточно выполнение условий
1° 3 lim Ank l= ak l, l ^ X ,
П
2° (i4nÄ)6=/CS(X ,y), 
с ah =  0.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условий 10 и 2° 
вытекает из теоремы 5 статьи [7]. Кроме того, для всех 
х е с 0№  верно равенство
lin u  x = 2 ahik. (2 )
Так как при х ei с0(Х) имеем ПтЛ л: =  Ö, то ahl  =  
=  limA ek(l) =  0 для всех
Д о с т а т о ч н о с т ь  следует из равенства (2).
Предложение 2. Оператор F е  L(cs(X), Y) в точности тогда, 
когда
F x =  2Q)klk, x(=cs(X), (3)
где 3 (ДФ*) eeBS(X, Y).
3 Всюду ДФ„* =  Ф „ь  — Ф„,*-м.
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Д о к а з а т е л ь с т в о .  Из-за равенства cs(X )Ak =  cs(X) 
каждый F е  L(cs(X), К) имеет вид (3). Преобразование Абеля 
дает
т  т —1
2 ® h lh ~  — s)-f-CDoS +  CDTO(sm — s), X E C S ( I) .  (4)
h= 0 h—0
Н е о б х о д и м о с т ь .  Пусть F <= L(cs(X), Y). Тогда ряд
2 сходится при всех х е  cs(I'). Д ля произвольного
В <= bd X множество G — {Фт| : ^ e S ,  т  =  0, 1, .. .} =  
=  {Fem( l ) : l ^ B ,  т  =  0,1, .. .} ограничено в У как образ 
ограниченного в cs(X) множества {ет (£) : % В, пг =  0 ,1 , .. .} . 
Рассмотрим метод суммирования С =  (Cnh) с
£ __/Ф а , если k = n ,
nh I 0, если кфп.
Этот метод удовлетворяет условиям 1° и 2°, и Си — 0. Дейст­
вительно,
т
{ 2  Cnklh : Ih ^ B , т , п = 0, 1, . ..} =  G, 
ft=0
a Cnhl~+Q при ' ^ е 1  и /г-voo. В силу предложения 1 имеем 
limc х — lim Фп£п =  0 для всех л г е с0(Х). Из равенства (4) 
получаем
2  'Фк1к= 2  АФй (sh — S) -}~Фо5, (5)
и, согласно теореме 1 из [7], имеем (АФ/i) е  BS(X, К), ибо 
(sn — s) описывает всё Со(^), если х принимает все значения 
из cs(X).
Д о с т а т о ч н о с т ь .  Пусть (ДФ/г) е  BS (X , 7). Так как
тп—1
Фш1=Фо1 — 2АФиЪ, 
ft=a
то G e b d y  для каждого В е  bd X. Отсюда получаем, что 
П т Ф п ^ п — s) — 9 Для каждой х е с 5 ( 1 ) .  Согласно теореме 1 
из [7] ряд 2 ДФц(5п — s) сходится при всех x ^ c s (X ) ,  а ввиду 
равенства (4) сходится ряд 2 и имеет место равенство (5). 
Предложение доказано.
Теперь найдем необходимые и достаточные условия для кон­
сервативности RF-метода А =  {Апь). Следующее предложение 
было для банаховых пространств X и Y доказано Мельвин-Мел- 
вином ([11], теорема III) и Целлером ([15], предложение 2), 
а для пространств Фреше— Вудом ([13], теорема 2.1).
Предложение 3. Для включения Са(Х ) idcs(X) необходимо 
и достаточно выполнение условий 1° и
{AAnh)ZEKS{X,Y). (6)
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Д о к а з а т е л ь с т в о .  Вопрос о существовании преобра­
зования (1) с ^ e c s ( X )  решен предложением 2, ибо при дока­
зательстве необходимости мы исходим из факта, что Ап е  
е  L(cs(X), Y), а для доказательства достаточности заметим, что 
из условия (6) для каждого п следует (AAnh) ^  BS(X, Y) „ 
В обоих случаях в силу равенства (5) имеем
Т]п An(jS =  (Sfi s).
h
Так как (sn — s) е  Co(I) при всех x e c s (X ) ,  то согласно тео­
реме 5 из '[7] существует lim (rin — A n0s) в точности тогдаг 
когда выполняется условие (6) и
3 lim AAnkl, š e X .  (7)
П
Для существования предела lim r|n должен существовать
aol— WmAnol, g e l  (8)
п
Из условий (7) и (8) получим 1°. Обратно, из 1° получается 
(7). Таким образом, условия 1° и (6) необходимы и доста­
точны для консервативности RF-метода А.
Будем FF-метод (RF-uerojy) А =  (Апи) называть L-регу­
лярным, если при всех х ^ с ( Х )  (соответственно х ее cs(X)) 
имеем Ll=\\mA x (соответственно Ls =  \\mA x), где L e  
€ = !(* ,  Y).
Предложение 4. Для L-регулярности RF-метода А необхо­
димы и достаточны условия 1° и (6) с ah =  L.
Д о к а з а т е л ь с т в о .  Условия 1° и (6) необходимы для 
L-регулярности метода А ввиду предложения 3. В силу равен­
ства cs(Jl)ak  =  cs(X) для всех х е  cs(X) верно равенство (2). 
Положив х =  £г(£) с ^ g A ',  из (2) получим необходимость 
условия au =  L. Обратно, если в (2) все ak =  L, то
l i n u * =  ^JL|fti=Ls.
Предложение доказано.
Предложения 3 и 4 являются уточнениями результатов 
В. Д. Жаворонкова ([2], теорема 2.20). В частных случаях из 
них получаем вышеупомянутые теоремы Мелвин-Мелвина, Цел­
лера и Вуда.
Мы называем FF-метол А совершенным, если
# 1 =  {<?*(£), е{1)\ I eeX, k = 0 , 1, ...} ,
где е(|) =  (£, £, . . . ) ,  является фундаментальным множеством 
в сА(1). Подмножество {е/г(£): | е  X, k =  0,1, . . .} обозначим 
через Н.
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Метод А =  (Ank) называется обратимым, если для каждой 
у е  с (У) система (1) имеет единственное решение. Метод 
А =  (Anh ) с Anh =  0 при k >  п и биективными отображениями 
Апп называем нормальным.
При X =  У обобщенный метод суммирования А может быть 
задан числовой матрицей (anh). Такие методы будем обозна­
чать через А — (ап;{).
§ 2. Обобщенный метод Пейеримхоффа для нахождения 
множителей суммируемости
В этом параграфе X, У u Z — везде ^-пространства, 
Ф (Х ) — заданный класс последовательностей х — (gfe) с 
I k ^ X .  Пусть Ank<=L(X,Y), a Bnh^ L ( Z ,Z ) ,  причем 
lim Bnht, =  £ для всех k и t е  Z. Оператор L — непрерывный 
линейный оператор из X на У, а e-, <= L(X , Z ).
Операторы е/{ мы называем множителями В-суммируемости 
для ® (Х ), если ряд 2 Eftfc/i суммируем ß F -методом В для всех 
х ^ Ъ { Х ) .
Предложение 5. Если ek являются множителями суммируе­
мости для FK-пространства Е(Х), то существует F e  L(E(X),Z) 
с еhl  =  Feh(l) для всех k и Это условие достаточно,
если Е(Х) — такое FK-пространство, что при всех х ^ Е ( Х )  
и F е  L (E (X ), Z) ряд 2 Fek(l) сходится, а В — (Bnk) — регу­
лярный RF-метод.
Д о к а з а т е л ь с т в о .  Пусть
Тх=  lim 2  Bnhßhlk.
п k
Если e/t — множители ß -суммируемости для Е (X ), то 
Т <= L (E (X ),Z ), а
Teh( l ) =  lim Bnhehl=Bhl.
П
Если Е(Х) подчинено приведенному во второй части пред­
ложения .свойству и еhl =  Fek{l), то 'ряд 2 Ehlk =  2 Fek(lh) 
сходится при всех х<=Е(Х ). Из регулярности метода В сле­
дует утверждение.
Для числовых последовательностей аналогичный результат 
принадлежит Целлеру ([14], предложения 6.2 и 6.3).
Пусть А — некоторый F f -метод (/^F-метод) суммирования. 
Множители ß -суммируемости для сА(Х) мы называем множи­
телями суммируемости типа (A ,B )F (соответственно (A ,B )R). 
Часто называют множители типа (A, B )F множителями сумми­
руемости первого рода, а типа (A ,B )R — множителями сумми­
руемости второго рода. Множители суммируемости для с°А(Х) 
называют множителями типа (A0,B )F (соответственно типа 
(Ло, B)R.
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В теории суммируемости числовых последовательностей раз­
работано несколько методов нахождения множителей сумми­
руемости. Все они применимы лишь тогда, когда А обратим. 
Если обратная матрица А~1 существует и имеет несложный 
вид, то удобно пользоваться методом обратного преобразования 
(см. [1], § 22). При изучении множителей суммируемости для 
метода суммирования (WN, р п) Вороного— Нёрлунда применя­
ется метод Мура— Кангро (см. [1], § 23), который также тре­
бует некоторую информацию об обратной матрице А~х. Метод 
Пейеримхоффа основан на общем виде непрерывного линей­
ного функционала на сА. Он применим и в случаях, когда обрат­
ная матрица Л-1 не известна.
Пейеримхофф i[12] доказал, что если А и В регулярны, 
А обратим и удовлетворяет теореме о среднем значении, 
т. е. с а с= (сА)АВ, то условие вь =  feh, где4 / е  с'А и ek — (õf&), 
является необходимым и достаточным для того, чтобы eh были 
множителями суммируемости типа (А, В )f . Т. Тяхт [8] пока­
зал, что выполнение теоремы о среднем значении можно заме­
нить более слабым предположением о существовании базиса 
Л-суммнруемости в с°А.
Г. Кангро и М. Тыннов [6] изучали с помощью метода 
Пейеримхоффа множители суммируемости ek <^L(X ,Z) для 
методов А =  (anh) и В =  (Ьпк) суммирования рядов в бана­
ховых пространствах X и Z соответственно. Мы обобщим метод 
Пейеримхоффа для нахождения множителей суммируемости на 
обобщенные методы суммирования последовательностей и рядов 
элементов Г-пространств, заданные матрицами операторов.
Теорема 1. Пусть А =  (Anh) — такой L-регулярный обра­
тимый FF-метод, что для всех х <= с°а(^0 и G е  L(c°A(X ), Z) 
имеет место равенство
Gx=\\m^l BnhGeh( lh). (9)
п к
Операторы г к являются множителями суммируемости типа 
(А ,В )р в точности тогда, когда
3 F ^ L ( ca (X ),Z ): 8 k l= F e h(l) П е е Х ,  (10) 
(efe^)eCß(X), (11)
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условия (10) 
следует непосредственно из предложения 5. В силу L-регуляр­
ности метода А имеем е(1) е  са (1) при всех Поэтому 
условие (И ) необходимо.
Д о с т а т о ч н о с т ь .  Пусть ehl  =  Feh (g). Так как L — 
сюръективное отображение, то для каждой х ^  сА(Х) сущест­
вует I  <= X с L l =  UmA x. Отсюда ИшА х =  l in u  е(1) и
4 Топологическое сопряженное линейного топологического пространства X 
обозначается через X'.
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x — eil)  ^  d°A(X). Поэтому каждая последовательность 
-X^cA(X) представима в виде х =  х0-\-е(1) с х0 =  (l°k) е  
e c ° A (Ž). Отсюда
2  Fehilh) =  2  Gek(l°k) -f 2  eftb.
где G — сужение оператора F на с°А(Х), т. е. G =  F | с\(Х). 
Таким образом,
2  £hlk= 2  Gek(l°k) +  2  ehl-
Первый ряд справа ß -суммируем в силу предложения (9), а 
второй — в силу условия (11).
Из теоремы 7 статьи [7] и теоремы 1 вытекает 
Следствие 1. В предположениях теоремы 1 операторы ги яв­
ляются множителями суммируемости типа (A ,B )F в точности 
тогда, когда выполняется условие (11) и
SfrE= 2 Ф п А Пк£, 1^-Х, (12)
П
■где (Ф п) е BS(Y, Z ).
Следствие 2. Пусть А — (Ank) — обратимый L-регулярный 
FF-метод, а В =  (Bnh) — регулярный RF-метод суммирования. 
Если с°А(Х)Ак =  с°А(Х), то £/, являются множителями сумми­
руемости типа (A ,B )f в точности тогда, когда выполняются 
условия (11) и (12).
Рассмотрим конечнострочную числовую матрицу Т — (tnk) 
с tnh-+-1 для всех k при п-^ оо. Мы говорим, что в FK-прост­
ранстве Е(Х) имеет место Т-суммируемость по отрезкам, если
х— lim 2  ink ek(lk)
п k
при всех л: е  Е (X ). В случае X =  К тогда говорят, что в £ (Х )  
существует базис суммируемости метода Т (см. [8] и ср. [1], 
стр. 218).
Следствие 3. Если в поле нуль-суммируемости L-регуляр­
ного обратимого FF-метода А имеет место В-суммируемость 
по отрезкам, а В — (Ьщ{) — конечнострочная числовая мат­
рица, то Ek являются множителями суммируемости типа 
(А ,В )Р в точности тогда, когда выполняются условия (11) и 
( 12).
Следствие 4. В предположениях теоремы 1 операторы гн 
являются множителями суммируемости типа (А0,В )Р в точно­
сти тогда, когда выполняется условие (12).
При изучении множителей суммируемости второго рода мы 
воспользуемся следующей леммой.
Лемма 1. Пусть А =  (Л„/,) — обратимый L-регулярный 
RF-метод суммирования. Если операторы е/< являются множи­
телями суммируемости типа (А0, B )Ry то они являются и мно­
жителями суммируемости типа {А, В) R.
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Д о к а з а т е л ь с т в о .  Так как L — сюръективное отобра­
жение, то для каждой х е с д (Х )  существует с  Нша х — 
=  ПтА е0(Е)- Отсюда х0 е  с°Л (Х) , где х0 =  х — е0(|). Поэтому 
любую последовательность х е  сА(Х) можно представить в виде 
х =  xq -f- в0(Е) с х0 =  (|°л) е  с°а (X )• Тогда существует предел
lim 2  BnhZklh= Hm 2  Bnhekl°k+ Hm Bn0eol—
n h n h
=  l im  Bnhbk^h.-f-eol,
n k
т. e. Eh являются множителями суммируемости типа (A ,B )r, 
если только они — множители суммируемости типа (Л0, B)R.
Для RF-метода А =  (Апи) обозначим ЛЛ =  (ДЛ«/{). В силу 
предложения 3 и теоремы 3 из 17] каждый /^F-метод А с 
Anh =  0 при k >> п является L-регулярным в точности тогда, 
когда /■’/'-метод ЛЛ также L-регулярен.
Теорема 2. Пусть А =  (Anh) — такой L-регулярный нор­
мальный RF-метод, что ЛЛ удовлетворяет условию (9). Пусть 
В =  (Bnh) — регулярный треугольный RF-метод. Операторы 
Eh являются множителями суммируемости типа (A ,B )R в точ­
ности тогда, когда
оо
Ле*Е= 2 ФпААпк1 , Е ^ Х ,  (13)
n=fc
U
(enS n )e  cBA(Z ) Vх ^ с ° А(Х), (14)
где (ф п) s  BS(Y, Z).
Д о к а з а т е л ь с т в о .  Из предложения 5 следует, что если 
Eh — множители суммируемости типа (A ,B )R, то
Ehl= G )L t+  2  Ф п (Ank Е — Lg). Е е  X,
n = k
где Ф  е  L(Y, Z) и (Ф„) ^  BS(Y, Z ). Отсюда получается необ­
ходимость условия (13).
Пусть х е  с°Л(Х). Применим преобразование Абеля
п п—1 п
BnkEklh== 2 i BnĥEhSk~\~ 2 A B „ kekSh. (1^)
k=0 k—0 h=0
Согласно предположению, ЛЛ является L-регулярным нормаль­
ным /Т-методом. Из условия (13) и следствия 4 получим, что 
Аеь — множители суммируемости типа (А\ ,В)Р для каждого 
регулярного RF-метода В =  (Впь), в том числе и для метода 
5 = ( s n/<), где snk— l при k ^ n  и snh =  0 при k~>n. 
Поэтому ряд 2 Ae/tSft сходится при всех х ^ с ° А(Х). Так как 
В — консервативный метод, то ^ f -метод В* —  (В*пи) с
5 Труды по математике и механике XXVI с -
о* _  f Bnh, если k ^ t i — 1, 
пк \ 0, если k~>n — 1,
является консервативным в силу предложения 3. Поэтому су­
ществует предел
п—1
lim £  BnhAshSk, х ^ с А(Х),
п h=0
т. е. еh — множители суммируемости типа (Л0, В) в точности 
тогда, когда выполняется условие (14). Из леммы 1 следует 
утверждение.
Следствие 5. Пусть А =  (Anh) — нормальный L-регуляр- 
ный RF-метод суммирования. Если в поле нуль-суммируемости, 
метода АА имеет место сходимость по отрезкам, то еь являются 
множителями суммируемости типа (A ,B )R в точности тогда, 
когда выполняются условия (13) и (14).
Положив здесь X — Y =  Z =  К, получаем предложение 5.6 
из [12]. Для банаховых пространств X и Z и числовых мат­
риц А и В аналогичный результат принадлежит Г. Кангро и 
М. Тыннову ('[6], теорема 9).
Для пространств Фреше X, Y и Z в следствиях 2 и 5, со­
гласно предложению 11 из [7], предположение о сходимости по> 
отрезкам можно заменить условием об ограниченности по 
отрезкам.
Следствие 6. Пусть А — (Ank) — нормальный L-регуляр­
ный RF-метод. Если в поле нуль-суммируемости метода АА имеет 
место В-суммируемость по отрезкам, где В — (Ьпь) — нор­
мальный регулярный RF-метод, то еь являются множителями 
суммируемости типа (A ,B )R в точности тогда, когда выполня­
ются условия (13) и (14).
§ 3. Множители суммируемости первого рода для методов 
Чезаро и взвешенных средних Рисса
Для методов суммирования А =  (anh) и В =  (Ьпи) множи­
тели суммируемости гк е  L(X, Z ) , где X и Z — банаховые прост­
ранства, изучались в работах Г. Кангро [3, 4], Г. Кангро и 
Ф. Вихманна [5], Г. Кангро и М. Тыннова |[6]. В этих работах 
применялся, главным образом, метод обратного преобразования 
для нахождения множителей суммируемости, а также метод 
Мура— Кангро i[4]. Метод Пейеримхоффа использовался в [6] 
для изучения множителей типа (R, B )R, где R =  (R, рп) — 
метод взвешенных средних Рисса. В настоящем параграфе мьг 
применяем обобщенный нами метод Пейеримхоффа к нахож­
дению множителей суммируемости типов (Са, B)F при а >  0 и 
(R ,B )f .
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Предположим (здесь и всюду далее), что В =  (bnh) — регу­
лярный RF-метод, операторы еь е  L(X, Z), а X и Z — простран­
ства Фреше. Известно [2], что если X — пространство Фреше, 
ТО СЛ (Х) ZDC(X) (ИЛИ СА(Х) ZDCS(X)) для А =  (anh) в точно­
сти тогда, когда ca zd с (соответственно сА zd cs). Метод А регу­
лярен в точности тогда, когда он регулярен для числовых после­
довательностей (рядов).
Пусть А =  С® с а ^  0. Известно (i[ 1 ], теорема 15.1), что 
метод Са регулярен. Если 0 ^  а ^  1, то аналогично случаю 
X =  К (см. [1], стр. 209— 210) доказывается, что сА(Х) a  
с ic A(X)AB. Тогда с°А(Х)АК =  с'°А(Х) согласно предложе­
нию 11 из [7], а из следствия 2 вытекает
Предложение 6. Операторы гь являются множителями сум­
мируемости типа (Ca,B )F при 0 ^  а 1 в точности тогда, 




где (Ф п) е  BS(X, Z ) .
В случае X — Z =  К предложение 6 доказано Пейеримхоф- 
фом ([12], предложение 7.3).
Известно [12], что в случае а >* 1 в поле нуль-суммируе­
мости cqa метода А =  Са сходимость по отрезкам не имеет 
места. Однако, как показали Лоренц и Целлер [10], в с°А, где 
А =  Са+‘, имеет место О-суммируемость по отрезкам при 
а >  0 (ср. [1], стр. 219). Оказывается, что аналогичное утверж­
дение верно и для суммируемости последовательностей элемен­
тов пространства Фреше. При доказательстве этого мы исполь­
зуем две следующие леммы,
Лемма 2. Нормальный регулярный FF-метод А =  (апь) 




^ а п*фпЕ =0 , 1<=Х, (17)
П=Й
следует cpft =  0 для всех k.
Д о к а з а т е л ь с т в о .  Согласно теореме 7 из [7] каждый 
/ е  сА(Х)' представим в виде
оо п
/jc =  cpr|-f- ф„ anhlh,
п = 0  h =  О
где ф, щ  G  X' и (ф„) е / ( Г ) .  Множество Н , фундаментально 
в сА(Х) в точности тогда, когда каждый вырождающийся на 
Н\ функционал f е  сА(Х)' вырождается на сА(Х), т. е. из 
равенств (17) и
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2 4>n 2 ank£,-\-<pi—0, (18)
n —0 ft— 0
следует <pft =  ф =  0. Ввиду равенства
oo n oo oo
.2 Q"nh'==1 2j  2 @nk(pnl
n ~ 0 k=0 k=0 n —h
из (17) и (18) следует, что cp =  0. Лемма доказана.
Положив X =  К в лемме 2, получаем предложение 4.2 из 
[12]. В теории суммируемости числовых последовательностей 
этот результат называется теоремой М азура— Банаха и обоб­
щен многими авторами.
Лемма 3. Если А =  (апк) — регулярный нормальный FF-ме­
тод и столбцы обратной матрицы А~1 =  (а'Пк) ограничены, то 
метод А является совершенным.
Д о к а з а т е л ь с т в о .  Пусть (ф?г) е / ( Х /) и выполнено 
(17). Тогда
оо оо оо
0 =  a km 21 •̂пкЦ>п1== 21 фп^пт:=г фт^ 
k=m  n = ft  n = m
и, согласно лемме 2, метод А совершенен.
Так как ([ 1 ], стр. 85)
а’пк=А«кА-?_-<
для А =  C“, то все методы Чезаро при а >  0 удовлетворяют 
условиям леммы 3 и тем самым являются совершенными.
Пусть А — Са+1 и RF-метод В =  Са, где а >  0. Для установ­
ления /^-суммируемости по отрезкам в с°а(Я ), следуя Лоренцу 
и Целлеру, 'рассматриваем Л-преобразования
I
тпт =  2  bmhClnhlh, Xt=C°A{X), /= Ш Ш (т ,п ), 
к—О
отрезков (bmolo, bmlHl., . . - , b m m lm ,  0, • - .). ПуСТЬ
I




2 t j(m ,n )r] h y = { r \ j ) ^ c 0(X ) .  (19)
j—0
В [10] доказывается, что tj(m ,n) ^  0 и t0(m, ri) -f- . . .
. . .  +  t i(m , n )  <  1.
Преобразование (19) определяет последовательность опера­
торов Тт  <= L ( cq(X ) ,  Со(Х ) ) .  По лемме 3 метод Л является совер­
шенным. Множество Н  фундаментально в с?А (Х ) .  Поэтому 
{Аек(%): | g X  6 =  0 ,1 ,. . .}  является фундаментальным мно-
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lim Гт (ЛеЛ (£ ) ) .=  lim bmftanfe| =  (апл£) —  Л ^ (| ) . (20)
га m
Покажем, что последовательность (Тт ) ограничена в 
L (cq(X), со(Х)) в т оп ол ог и и  равномерной сходимости на ограни­
ченных подмножествах. Напомним, что ^/С-топология в с0(Х) 
определяется полунормами
P i{x )=  sup pi (ln ), i— 0, 1, . . . .
П
где полунормы Pi определяют топологию в X. Пусть М е  
е  bd с0(Х). Тогда p i(lj) ^  А/< для всех х е М  и
I
Pi(Tmx )=  sup pi((Tmx) п) =  sup p i ( 2  tj(m ,n )& ) <




Из последнего неравенства и равенства (20) следует, что по­
следовательность операторов (Гт ) удовлетворяет условиям 
теоремы Банаха— Штейнгауза (см. [7], лемма 3). Поэтому 
Ттх —>- х в со(Х) для всех х е с 0(1) и, следовательно, 
(b m o b , bmllu • • • , bmm im , 8, . . . ) - > -  JC В С% ( X )  . M b l  ДОКЭЗаЛИ
Предложение 7. Л =  Са+1, то в поле нуль-суммируе-
мости с'°А (X) имеет место Са-суммируемость по отрезкам при 
а >  0.
С помощью предложения 7 найдем множители суммируе­
мости типа (Са, CP)F с 1 <  а ^  ß +  1-
Предложение 8. Операторы е?г являются множителями сум­
мируемости типа (Са, CP)f, где 1 ^  а ^  ß +  1, в точности 
тогда, когда выполняется условие (16) и (e^g) является С^-сум- 
мируемой для любой ^ е Х .
Д о к а з а т е л ь с т в о .  Из теоремы 8 статьи [7] и уже упомя­
нутого факта, что для пространства Фреше X и метода 
Л — ( a nh) включения сА (Х) id  с(Х) и ca zd с равносильны, 
следует эквивалентность включений сА(Х) а: св(Х) и 
сА cz св, если Л — обратимый метод. Известно ([1], теорема 
15.3), что при у ^  б ^  0 метод O ’ сильнее метода С6. Поэтому 
для Л =  О  с а ^2 1 в с°А(Х), согласно предложению 7, имеет 
место CP-суммируемость по отрезкам. Утверждение вытекает из 
следствия 3.
Пусть Л =  R — регулярный метод, т. е. lim \Рп\ ~  оо и
i Po I +  I Pi I + •.. -j- \pn\ = 0 ( P n) (cm. [1], теорема 17.1). 
Тогда cA(X)AB ZD cA(X), т. e.
m
Qnklh’ n, m =  Q, 1, ...}<= bd X Vx g  Ca(X). (21)




тп р т  р .  р
V 1 п £ __  т  XT’ * к -г Г  т
ttnhbk р  р  gft—  р  гм>
h= о г п  k = о 771 Г п
из-за регулярности метода А имеем Рт = 0 ( Р п) при т ^ п  
и тем самым выполняется условие (21).
Предложение 9. Операторы е& являются множителями сум­
мируемости типа (R ,B )f в точности тогда, когда выполняется 
условие (11) и
оо 1
^hl — pkJS~S~ ФпЕ,
n = h  У п
где (ф„) eeBS(X ,Z).
Положив X =  Z =  К, получаем предложение 7.8 из [12].
§ 10. Множители суммируемости второго рода для методов 
Чезаро и взвешенных средних Рисса
Учитывая сделанные в § 3 замечания, а также предложе­
ние 7, получаем из теоремы 2 следующие предложения.
Предложение 10. Операторы являются множителями сум­
мируемости типа (Са, В )«  с 0 ^  а ^  1 б точности тогда, когда 
выполняется условие (14) и
,М “ .-ф пб, (22)
n=h
где (Ф п) е  BS(X , Z).
Предложение 11. Операторы ги являются множителями сум­
мируемости типа (Са, СР)Д при l ^ a ^ ß - f - l e  точности тогда, 
когда выполняются условия (22) и (14) с В — С$.
Предложение 12. Операторы е/* являются множителями сум­
мируемости типа (R ,B )r в точности тогда, когда выполняется 
условие (14) и
оо 1
А&kh=Ph 'S  — Ф?гЕ. 1 ^ Х ,
n= k  п
где (Ф п) е  BS (X, Z ).
Условие (14), фигурирующее в предложениях 10— 12, неэф­
фективно, т. е. практически трудно проверяемо. В теории сум­
мируемости числовых рядов операторы еп в (14) называют 
множителями суммируемости в последовательности и изуча­
ются отдельно (см. [1], § 26, и [6]).
В теории суммируемости неэффективные условия исполь­
зуют при нахождении эффективных условий (см. [1], § 22). 
Мы проиллюстрируем это на примере, где X и Z — банаховые
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пространства, А =  (ank) — некоторый ^-метод суммирования 
с сА(Х)АВ сА{Х) и В =  S =  (snh). Множители суммируемо­
сти типа (A ,S )F и (A ,S )r называются множителями сходи­
мости.
Лемма 4. Если е/: являются множителями суммируемости 
типа (А, В )д для нормальных методов А =  (апк) и В =  (Ьпь), 
то
\\ек\\ =  0  (ahh/bkh) • (23)
Д о к а з а т е л ь с т в о .  Из теоремы 1 статьи [5] следует, 
что если 8h — множители типа (A, B )Rt то
m
sup \\J5j GnklkW (24)
т,п,|1|к||̂ 1 h= О
где




(a'nh) =  (2 j an»)-1. 
i=k
Так как а 'Пп =  1 /апп, то из (24) получим
II Gnnll I Ьпп I I 1/^nn I II8пII == О ( 1) ,
т. е. имеет место оценка (23).
Лемма 5. Пусть А =  (anh) — нормальный регулярный 
FF-метод с сА(Х) с= сА (Х )Лв. Тогда 5
c°A (X )c i( l/ a nn)co(X). (25)
Д о к а з а т е л ь с т в о .  Поле нуль-суммируемости с°А (Х) 
является ß/C-пространством с нормой р(х) — sup UrjnII (см. [7], 
§  3). Согласно предложению 11 из [7] имеем с°л (^)ак  =  
=  с°А(Х). Поэтому
га га
sup W 2 anhl k\\=p{]£ eh(%h))-+0
п h—j k=j
для всех x g C ° a ( I )  при /, m-*- оо. Таким образом, ||Š„|| =  
=  о(\/апп) для всех х <= с°А (X) . Это равносильно условию (25). 
Приступим к изучению множителей сходимости.
Предложение 13. Пусть А =  (апк) — нормальный RF-метод 
и сАд (X) а  сАл(Х)лв. Операторы еь являются множителями 
сходимости типа (Л ,5 )я в точности тогда, когда выполняются 
условия
ь Для Х =  (kk) e s  и D(X) czs(X) обозначаем 
(X h)D(X) =  { ( lhl h):x<=D(X)}.
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I M  =  0(a„„), (26)
o°
Ae/i|= JE  АапьФп|, i  ^
n—k
где (Фп) e=BS(X,Z).
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  этих условий 
следует из леммы 4 и теоремы 2.
Д о с т а т о ч н о с т ь .  Из леммы 5 следует, что с°а а (Х )  а  
с= (\/апп)с0(Х ) , но тогда и с°А(Х) cz (1/аПп)с0(А'). В силу усло­
вия (26) имеем ( IIе̂ П) (X) с  с0(Х) и ||е*1ь||->-0 для каждой 
х ^ с ° А(Х). Таким .образом, из (26) следует (14). Операторы 
еk — множители сходимости типа (A, S )R.
В итоге, нам удалось заменить неэффективное условие (14) 
условием (26), проверка которого не составляет трудностей. 
Доказанное предложение обобщает результат Юрката и Пейе­
римхоффа ([9], предложение 10). Из предложения 13 выведем 
условия для множителей сходимости в случаях А =  Са с 
0 < С а ^  1 и А =  (R, рп).
Будем для Li/; gee L,(X, Z) пользоваться обозначением (ср. 
[1], стр. 176)
оо
A*Vkl= 2  A-fs'Vkt
n—k
Предложение 14. Операторы eh являются множителями схо­
димости типа (Ca,S )R с 0 <  а <  1 в точности тогда, когда
тп
sup ||J£ttaAa+1enŠnlKN , (27)
m,||?n|Ki п =  О
||в„|| =  0 (л “). (28)
Д о к а з а т е л ь с т в о .  Из равенства (22)
ФпЕ =  АапАа+18п .̂
Так как Аап ~  па/Т(а 1), то условие (22) принимает вид 
(27) и из оценки (26) заключаем (28).
Предложение 14 в более общем виде доказано Г. Кангро
[3] методом обратного преобразования, а следующее предло­
жение — Г. Кангро и Ф. Вихманном [5].
Предложение 15. Операторы о> являются множителями схо­
димости типа (R ,S )r в точности тогда, когда
m
sup \\JE PnA(p~1Aen^n) I I^ N ,
m,||yi<l n =  0
II 6nil == О (Pn/Pn) •
Д о к а з а т е л ь с т в о .  Утверждение следует из предложе­
ния 12, так как А (р-\Агп1) = P ~ 1(&nš-
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П о с т у п и л о  
Ы Г 1978
SUMMIERBARKEITSFAKTOREN FÜR VERALLGEMEINERTE 
LIMITIERUNGSVERFAHREN
T. Leiger
Z u s a m m e n f a s s u n g
Es seien F-Räume X, Y und Z und ein verallgemeinertes Matrixverfahren 
A — (Ank) von der Gestalt (1) gegeben, wobei Anh^L(X , Y). Es sei noch 
ein verallgemeinertes Matrixverfahren B = ( B nk) m it Bnk ^ L (Z ,Z )  und 
für alle £ e  Z und k ^ N  gegeben. Die Operatoren E h ^L (X ,Z )  
heißen Summierbarkeitsfaktoren des Typus (А, B), wenn 2 für alle
Л -summierbaren Folgen (|A) (oder Reihen 2 ß-summierbar ist.
In  diesem Artikel wird m it der Hilfe allgemeiner Darstellung [7] für 
Operatoren aus L(cA{X),Y) die Methode von Peyerimhoff [12] für die 
Feststellung der Summierbarkeitsfaktoren verallgemeinert. Diese Methode wird 
zur Untersuchung der Summierbarkeitsfaktoren der Typen (C«, B) und (P ,B ), 
wo C« das Cesärosche Verfaren der O rdnung a und P das Verfahren der 
bewichteten Mittel von Riesz bezeichnet, angewendet.
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Tartu Ülikooli toimetised, Уч. зап. Тартуск. ун-та, 1979, 504, 74— 84.
О СУММИРУЕМОСТИ ПОДПОСЛЕДОВАТЕЛЬНОСТЕЙ И 
ПЕРЕСТАНОВОК. I
Э. Кольк
Тартуский государственный университет 
Введение
Пусть Е и F — локально выпуклые топологические вектор­
ные пространства 1 над полем К, где К =  R или К =  С. Обо­
значим через L(E ,F) множество всех линейных непрерывных 
-операторов f :E - ^ F ,  а символом LS(E,F) — множество всех 
линейных секвенциально непрерывных операторов f :E ^ - F .  
Обозначим, далее, через s(E) множество всех последовательно­
стей 2 X =  (Xj) с X i^ E ,  а через т (Е ), w(E) и с(Е ) — его 
подмножества, состоящие соответственно из всех ограниченных, 
слабо сходящихся и сходящихся последовательностей X.
Обобщенная (или операторная) матрица А =  (Anfe) с эле­
ментами Ank : Е F определяет на множестве
dA{E) =  {X <= s{E): 3\im 2  Anh(Xh)}
т
обобщенный матричный метод суммирования А, причем после­
довательность X<=dA(E) называется А-суммируемой, если су­
ществует П тЛ (А ’) в F, где А(Х) =  (ЛП(Х)) с
An (X) =  2  Апк (Xh) . 
к
Если h : Е -> F — фиксированный оператор, то последователь­
ность X ^ d A(E) называется A (h) -суммируемой к элементу 
х0^ Е  (коротко, Л (/г)-lim X =  х0) , если ПтЛ( Х )  =  h(x0) в 
пространстве F. Множество всех Л-суммпруемых (Л (/г) -сумми­
руемых) последовательностей обозначим символом сА(Е) (соот­
ветственно cA{h){E) ). Метод суммирования Л называется консер­
1 Все встречающиеся в статье топологические пространства предполага­
ются отделимыми.
2 Во всей статье свободные индексы принимают все значения из мно­
жества N =  {'1, 2, .. .}.
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вативным, если с ( Е ) ^ с А(Е) и h-регулярным (см. [11], 
стр. 365), если с(Е) cMh)(E) и из lim X =  х следует 
А (h)-lim X =  х. Множество всех /г-регулярных матриц обозна­
чим через X(fi). Матрица А =  (Anh) с нулевыми Апь при k >• п 
называется треугольной, а треугольная матрица А с ненуле­
выми элементами Апп — строго треугольной. Строго треуголь­
ная числовая матрица А =  (ап/<) называется также нормаль­
ной.
В частности, когда F =  E и Ank{x) — апнх с 
anh е  К, мы пишем А =  (anh) вместо А =  (Anh). Если при 
этом h - . E ^ E  — тождественное отображение, то вместо /г-ре­
гулярности мы будем говорить о регулярности, а вместо А (/г) и 
X(h) пишем соответственно А и 2. Введем здесь еще под­
класс ^  класса X, состоящий из всех А <= X со свойством
lim sup|anfe| = 0 .  (Р)
п k
В § 1 обобщается одна теорема Брудно (см. [5], теорема 3; 
{12]) на некоторые операторные матрицы А и локально выпук­
лые пространства Е и F с порождающими наборами полунорм 
соответственно Р и Q.
В § 2 доказывается, что при некоторых ограничениях на ко­
нечнострочную обобщенную матрицу А =  (Лп&) из Л-сумми- 
руемости всех перестановок последовательности X e s ( £ )  со 
свойством
lim q(Anh(Xi)) = 0  Wq е  Q равномерно по г е  N (В)
П
следует Л-суммируемость всех ее подпоследовательностей. 
Отсюда вытекает, что в банаховом пространстве Е суммируе­
мость методом Л е $  всех перестановок последовательности 
X ^ s ( E )  равносильна ее р-сходимости (см. [7], стр. 103), а 
при Л е  — сходимости в Е. Следовательно, в банаховом
пространстве Е суммируемость всех перестановок последова­
тельности X методом Л е .Х  .равносильна Л-суммируемости всех 
ее подпоследовательностей.
Для последовательности X <=s(E) обозначим через Х ( ^  пг) 
вектор (*i, х2, . . .  , хт), а через Х ( '> т )  последовательность 
(Xm-н, хт+2, . . . ) .  Нулевые элементы локально выпуклого прост­
ранства Е и его топологического сопряженного пространства Е' 
обозначим соответственно сиволами 0 и 0’. Нулевой оператор 
из Е в F обозначим через О.
§ 1. О суммируемости ограниченных последовательностей
Пусть Е и F — локально выпуклые пространства с порож­
дающими наборами полунорм соответственно Р и Q.
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Обозначим символом (М совокупность матриц (или матрич­
ных методов суммирования) А =  (Лпь) со следующим свойст­
вом: существуют числа Хпн >  0 такие, что
^/[<[00, (1)
k
и каждой полунорме < / e Q  соответствует некоторая полунорма 
р е Р  с
q(Anh(x ) ) ^ X nhp(x) Vx z e E. (2)
Из этого определения непосредственно вытекает, что для мат­
рицы А <= 0  верно соотношение
m(E)czdA(E).
Кроме того, если все элементы Anh матрицы y l e ®  суть линей­
ные операторы, то они являются и непрерывными (см. [1], 
стр. 68).
Теорема 1. Пусть Е и F — локально выпуклые простран­
ства, h е  L(E, F) — фиксированный отличный от нулевого опе­
ратор и А <= 05. Тогда существует строго треугольный матрич­
ный метод суммирования В , эквивалентный методу А на мно­
жестве т (Е ). Если при этом А является h-регулярным, то таким 
же будет и метод В .
Д о к а з а т е л ь с т в о .  Пусть (ег) — некоторая положи­
тельная нуль-последовательность. Построим сначала по индук­
ции последовательность индексов (пг ( i) ) следующим образом. 
Из условия (1) при п =  1 следует существование такого 
индекса m( 1), что
S  îfe<Cei.
h>m ( 1)
Затем на основе сходимости ряда к определим индекс
пг(2) >  m( 1) столь большим, чтобы
S  Ягл <С ег-
h>m(2)
В общем случае, если индексы т (  1) <  т(2) <  . . .  <  m ( i— 1) 
уже определены, то в силу условия (1) можно найти такой 
индекс m(i) >> т  ( i— 1), что
(3)
h>m (i)
Продолжая этот процесс неограниченно, мы получим требуе­
мую последовательность (n i(i)).
Теперь, следуя Тропперу [12], мы определим матрицу 
В  —  (B n h )  равенствами
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Bnh= A ih ( l ^ k < n < m ( \ ) ) ,
Bnn==Ain (А\п'ФО, n<dni(\)),
Bnn= n~ lh (Aln =  0, n < m (  1)),
Bnh= A ih (m(i) <^n<m(i-\-1), i^\, \^ k <n ) ,
Bnn= A in (А{ПФ 0 , m(i) ^n<m(i-\-\), t ^ l ) ,
Bnn =  n~lh (Ain =  0, m(i) ^n<Cm(i-\-1), f '^ 1 ) ,
Bnh — 0  (k>n) .
Тогда при rn(i) ^  n << ra(i -f 1) имеем
Л  i ( X )  —  ( ^ )  =■ 2  Aih (Xh) -\~Ain (Xn ) —  В nn (X n ) . (4)
h > n
Если X ^ m ( E ) ,  то sup/t p (х/,) ^  M p <  oo для каждой полу­
нормы р е Я  и поэтому для произвольной полунормы q е  Q 
при помощи условий (2) и (3) из равенства (4) выводим
q(A i(X ) — Вп (X) X  q(Aik M ) + q { A in (*n) — Bnn(xn) ) ^
h > n
<  2  kihP{xh)+q{n-ih(xn) ) <
k> m (i)
<C 1XMr, (5)
ибо в силу h e  L(E, F) существуют такие г e  P и A >  О, что 
q(h(x)) ^ l r ( x )  для всех х ^ Е .  Так как i и п стремятся одно­
временно к бесконечности, то из неравенства (5) следует одно­
временная сходимость последовательностей (Лг(Х)) и (ß n (-^)), 
причем ПшгЛ2(Х) =  limn ß n (^ ) . Теорема доказана.
Следствие 1. Пусть Е и F — банаховы пространства и
О ф  h:E-+ F. Тогда любому h-регулярному обобщенному мат­
ричному методу суммирования А со свойством
^ Ц Л п /JK o o  (6)
к
соответствует строго треугольный h-регулярный метод В, экви­
валентный методу А на множестве пг(Е).
Следствие 2. Пусть Е — банахово пространство с тополо­
гическим сопряженным пространством Е' и 0’ ф  h е  Е\ Тогда 
для h-регулярного матричного метода А с элементами Апк е  Е' 
существует эквивалентный ему на множестве гп(Е) строго тре­
угольный h-регулярный метод В.
Д о к а з а т е л ь с т в о .  Из результатов работ [2, 11] сле­




Следовательно, условие (6) вьлполнено и доказательство завер­
шается применением следствия 1.
Следствие 3 (ср. [5], теорема 3). Пусть Е — секвенциальна 
полное локально выпуклое пространство и А =  (anh) — ска­
лярная матрица с
I ttnh. I <Сос>- (7)
h
Тогда найдется нормальная матрица В такая, что методы А и В  
эквивалентны на множестве ш(Е). Если метод А регулярный„ 
то таким же можно подобрать и метод В.
Д о к а з а т е л ь с т в о .  Наше утверждение непосредственно’ 
вытекает из теоремы 1, если F =  Е и h — тождественное ото­
бражение, ибо матрица А со свойством (7) принадлежит классу 
Ф с Ink =  I anh I , а матрица А регулярного метода суммирова­
ния удовлетворяет условию (7) по теореме 2 из статьи [3].
§ 2. Суммируемость подпоследовательностей и перестановок
Известно, что числовая последовательность сходится тогда 
и только тогда, когда все ее подпоследовательности суммируемы 
некоторым регулярным матричным методом (см. [6], стр. 401),. 
или все ее перестановки суммируемы некоторым регулярным 
методом (см. [Ю], стр. 187). Отсюда непосредственно следует
Теорема 2. Пусть Л <= X и l e s ( C ) .  Тогда следющие ут­
верждения эквивалентны:
1) все подпоследовательности последовательности X сумми­
руемы методом А;
2) все перестановки последовательности X суммируемы мето­
дом А.
Возникает вопрос, остается ли теорема 2 в силе, если в ней: 
заменить С произвольным банаховым пространством? Мы дока­
жем здесь, что ответ на поставленный вопрос является поло­
жительным.
Обозначим через 9?(Х) множество всех подпоследовательно­
стей последовательности X, а через Щ Х ) — множество всех ее- 
перестановок. Талалян [9] доказал несколько теорем о сумми­
руемости перестановок и подпоследовательностей обобщенным 
матричным методом в нормированном пространстве. Нетрудно> 
убедиться, что рассуждения Талаляна остаются в силе при 
замене норму полунормой. Таким образом, имеют место следую­
щие предложения.
Предложение 1. Пусть Е и F — локально выпуклые прост­
ранства, а А — обобщенная матрица, элементы Апи'.Е-+Е 
которой удовлетворяют условию
П тЛпь(л:)=0 V х е £ .  (Ri)
П
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Тогда из А-суммируемости всех перестановок последовательно­
сти X е  s(E ) следует соотношение
lim А (У) =  lim А (X) V У <= Я (X ).
Предложение 2. Пусть E u F  — локально выпуклые простран­
ства, а Anh, h e L s (E,F) — такие отображения, что выполнены 
условия (Ri) и
3 lim Л пь(х), Wm 2  Anh{x)=h(x) V ^ g £ ,  (R2)
m k ^m  n h
причем h инъективно3. Если все перестановки последователь­
ности X е  s(E) являются A (h) -суммируемыми, то
1) A{h)-Um Y=A(h)-\imX у У е= Я (Я );
2) множество секвенциальных предельных точек последова­
тельности X состоит не более, чем из одной точки А (h)-lim X.
Предложение 3. Пусть E u F  — локально выпуклые прост­
ранства, а А е  ±(h) с Ank, h е  LS(E,F),  причем h инъективно. 
Если все подпоследовательности последовательности X ^ s ( E )  
суммируемы методом A(h), то множество секвенциальных пре­
дельных точек последовательности X состоит не более, чем из 
одной точки.
Отсюда в силу леммы 1 из статьи [3] непосредственно выте­
кает
Следствие 4. Пусть Е — локально выпуклое пространство 
и А е  X. Если все подпоследовательности последовательности 
X<=s(E)  суммируемы методом А, то
1) Л-lim Y— AAimX  У У е 5 1 (1 ) ;
2) множество секвенциальных предельных точек последова­
тельности X состоит не более, чем из одной точки Л-lim X.
Любопытно отметить, что утверждение 1) из следствия 4 не 
обобщается на случай матрицы Л е  05, удовлетворяющей усло­
вию (Ri) (ср. предложение 1). Для обоснования этого рассмот­
рим обобщенную матрицу Л =  (АПк) с элементами Anh : с0-^ R, 
где Ank =  О при k Ф  п и Апп(х) =  £п для произвольного эле­
мента х =  (Ih) пространства с0 комплексных нуль-последова­
тельностей с нормой ||x|| =  sup \ lh\- Такие Anh являются непре­
рывными линейными функционалами, Л е  05 и выполнено ус­
ловие (R i). Последовательность X — (вг) с et =  (öik) является 
Л-суммируемой, причем Y\mnAn(X) =  limп Апп(еп) — limn 6пп =  
— 1. В то же время Л-суммируемы и все подпоследовательности 
У ф  X последовательности X, «но ПтпЛп(У) — 0.
Отметим, что доказательство леммы 1 статьи [4] , являю­
щейся по содержанию обобщением утверждения 1) следствия 4, 
ошибочно, ввиду чего не обоснована и теорема 6 статьи [4].
3 Т. е. из х ф  у следует h(x) ф  h(y), где х, у е  Е.
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Предложение 4. Пусть Е и F — локально выпуклые прост­
ранства, А — конечнострочная обобщенная матрица со свойст­
вом (Ri) и X ^ s ( E )  — такая последовательность, что выпол­
нено условие (В). Тогда из А-суммируемости всех перестановок 
последовательности X следует А-суммируемость всех се подпо­
следовательностей, причем
lim А (У) = l im  А (X) у У е Я ( Х ) .  (8)
Д о к а з а т е л ь с т в о .  Без ограничения общности можно 
предполагать, что длины строк матрицы А не равномерно огра­
ничены, ибо в противном случае нечего доказывать ввиду выте­
кающего из (Ri) соотношения
Ш п Л ( Х ) = е  V I g s ( £ ) .
Пусть все перестановки последовательности X суммируемы 
методом А. Тогда по предложению 1 при любой У имеем
lim A(Y) =  lim А(Х) =  и0 в пространстве F. Мы должны пока­
зать, что \imA(Z)=u0 для каждой подпоследовательности Z 
последовательности X. Предположим обратное. Тогда сущест­
вуют последовательность F e K ( I ) ,  полунорма q е  Q, число 
а  0  и последовательности индексов п( 1) <  /г(2) <  . . .
. . .  <с n(i) <  . . .  и /(1) <  /(2) <  . . .  /(г) <  . . .  такие, что
q ( JE {уи)— и о ) > а .  (9)
h< l(i)
Построим теперь перестановку U =  (Uk) последовательно­
сти X такую, что lim A (U) Ф  Uq. Сначала введем .несколько обо­
значений. Для последовательности V =  (Vk) обозначим симво­
лом N(v) номер элемента o e F .  Введем также одну операцию 
над конечными последовательностями. Если G и Н — векторы 
из элементов последовательности V, то через GH обозначим 
вектор, построенный следующим образом: зачеркиваем из Н 
все элементы, встречающиеся в G, сохраняя порядок между 
оставшимися элементами, и полученный вектор добавляем 
справа к G. Если G, Н и /  — векторы, то условимся вместо 
(GH)J  писать GHJ.
Пусть m( 1) =  Л/(f/,(i>). Положим /(1) =  1 и в силу условия 
(В) найдем индекс i (2) >  i(\) столь большим, чтобы п(i (2)) >  
~> m(  1) и
m ( \ ) q ( A n (i(2.))h{x)) < а / 4  У х < =  X .
Если индексы /(1) <  г(2) < . . . < / ( / — О Уже определены, 
то ввиду условия (В) существует индекс i ( j )  > / ( / — 1) такой, 
что п(i (/)) >  m (/ — 1) ^  / (г (/ — 1) и
m ( j  —  \ ) q { A n W j ) )h { x ) )  < а / 4  V ^ g I ,  ( 1 0 )
где m ( j — 1) =  М(Уцц}-1)))- Продолжая этот процесс неограни­
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ченно, мы получим последовательность индексов /(* (!))  ^  
^  /п(1) <  /(t(2)) <  т (2 ) <  . . .  <  /(!*(/)) <  т И) <  • •• с
m(j) =  N (уццы) такую, что для всех / ^  2 выполнено усло­
вие (10).
Рассмотрим последовательность
t f = y « / ( i ( l ) ) ) . X « / n ( l ) )  . y « / ( i ( 2 ) ) ) . X « m ( 2 ) ) . . .  .
На основе наших построений U является перестановкой после­
довательности X, причем для любого 2 из (9) и (10) выте­
кает
Q An(i(j))h(Uh) Wo) ^5 ( An(i(j))ft (*/fc) Wo)
— 2  я(Ап(ит(Уи)) —
h ^ m ( i —1)
2  Q { A n ( i( j ) )h { U h )  ) >
h z ^m ( j- i)
>  а — а/4 — а/4— а/2,
или, короче,
*7 (^n(i(j)) (^0 Wo)-̂ > а/2.
Следовательно, lim А(£У) Ф  и0, что противоречит предположению 
об А-суммируемости всех перестановок последовательности X. 
Доказательство закончено.
Следствие 5. Пусть Е и F — локально выпуклые простран­
ства, h ^ L ( E , F )  — некоторый инъективный оператор и 
А е  © — такая обобщенная матрица, что 4
lim Xnk— O- (11)
п
Тогда из A (h) -суммируемости всех перестановок последова­
тельности X е  т (Е ) следует A (А) -суммируемость всех ее под­
последовательностей, причем
А (А)-lim У = А  (А)-lim X  V Y<=9l(X). (12)
Д о к а з а т е л ь с т в о .  Пусть все перестановки последова­
тельности X е  ш(Е) суммируемы методом A(h).  По теореме 1 
найдется строго треугольный матричный метод суммирования 
В =  (Bnk), эквивалентный методу А на множестве т (Е ). 
Ввиду строгой треугольности матрицы В имеем т (Е )  с  dB(E). 
Далее, по построению матрицы В (см. доказательство тео­
ремы 1) справедливо
lim q (Bnk (х)) — lim q (Aih (x )),
n > h  i
4 См. определение класса (В на стр. 76.
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где q е  Q и х е  Е. Отсюда при помощи условий (2) и (11) вы­
водим, что В обладает свойством (Ri) и для всех последова­
тельностей Х ^ т ( Е )  выполнено условие (В). Так как по пред­
ложению 1 .все перестановки последовательности X суммируемы 
методом B(h) к элементу х0 =  ß(/i)-lim X, то из предложения 4 
следует В (к) -суммируемость всех Y е  9?(Х) с
lim В (Y) =  lim В (X) = h {x 0) VK g ^ ( X ) ,
откуда ввиду эквивалентности методов А и В вытекает
lim A (F) =  lim А (X) = h {x 0) VY<=N(X).  (13)
Доказательство завершено, ибо равенства (12) и (13) равно­
сильны.
Следствие 6. Пусть Е — секвенциально полное локально 
выпуклое пространство и А — регулярный метод суммирования, 
определенный скалярной матрицей А — (апп). Тогда из А-сум- 
мируемости всех перестановок последовательности X е  s(E) 
следует А-суммируемость всех ее подпоследовательностей к эле­
менту A-lim X.
Д о к а з а т е л ь с т в о .  Проверим выполнение условий след­
ствия 5, где F =  Е и h : Е Е — тождественное отображение. 
Условия (R i), Л е й  и (11) выполнены ввиду вытекающего из 
теоремы 2 статьи [3] соотношения А е  X. Далее, если все 
У е 9 1 (1 )  суммируемы методом А к элементу х0 и х’ е  то
lim J £ anhx'(yh)=x'{x о) V F e № (X ) , 
п h
т. е. все перестановки числовой последовательности (x'(tjk)) 
суммируемы методом А к значению х'(х,0). Но тогда по тео­
реме 1 из статьи Фрайди [10] имеем linu х '(xk) = х ' ( х 0), от­
куда ввиду произвольности х' е  Е ’ вытекает X е  w(E).  Следо- 
вательно, X <= т(Е) ,  и доказательство завершается примене­
нием следствия 5.
Пусть Е <■— банахово пространство с  сопряженным прост­
ранством Е\ Обозначим символом S ’ единичный шар простран­
ства Е\ а через card М — количество элементов конечного мно­
жества М.
Последовательность X ^ s ( E )  называется р-сходящейся к 
элементу х0 <= Е  (коротко, р-lim X  =  x0), если для любого 
е >  0 существует п(г) е  N, что (см. [7], стр. 103)
card{ß :\x'(xk — Хо) | ^е||х'||}< n (e )  Vx' <= Е'.
Рудаковым доказаны следующие теоремы о (подпоследова­
тельностях (ом. [7], теоремы 1 и 2; [8]).
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Теорема А. Пусть / I g ' ^  — числовая матрица и X ^ s ( E ) .  
Тогда следующие утверждения эквивалентны:
а) p- lim X = x 0,
б) limn Eft I anhX'(Xh — х0) | = 0  равномерно по i ’ e S ’ и 
У е В Д ;
в) lirrin 2ft I ankX' (Xh — лг0) | = 0  равномерно no x’ e  S' для 
всех Y e  92 (X );
r) Л -lim Y =  x0 равномерно no Y e  Щ Х );
д) Л -lim Y =  x0 У Г е % ( 1 ) .
Теорема Б. Пусть Л е г \ ! р  и X ^ s ( E ) .  Если при некото­
ром х0 е  Е выполнено условие д) теоремы А, то последователь­
ность X сходится к элементу х0.
Мы докажем здесь аналогичные теоремы для перестановок.
Теорема 3. Пусть Е — банахово пространство, Л е |  и
1 X e s ( £ ) .  Тогда р-сходимость последовательности X равно­
сильна каждому из следующих условий:
б’) limn 2ft |anft*'(Xft — х0)| = 0  равномерно по х’ е  5 ’ и 
Г е е Э Д ;
в’) Hm« 2ft I anft*'(Xft — x0) | = 0  равномерно no x’ e 5 ’ для 
всех У е9 1 (Х );
г’) Л-lim Y =  Xq равномерно no Y е  ЭТ(Х);
д’) Л-lim Y =  х0
Д о к а з а т е л ь с т в о .  Непосредственно ясно, что б’) =>- 
=ф-в’) =ф-д’) и -б’) =*Ф--г’) =>■ д’). Импликация а) =ф- б’) доказьгва- 
* стся точно так же, как и в случае подпоследовательностей (см. 
[7], стр. 105). Из следствия 6 выводим, что утверждение д’) 
влечет за собой условие д) теоремы А, откуда по теореме А 
вытекает а). Следовательно, д’) =4-а). Теорема полностью дока­
зана.
Так как д’) =>-д) по следствию б, а соотношение д) из тео­
ремы Л равносильно сходимости последовательности X при 
Л е  J\ f ,  то имеет место следующее дополнение к теореме 3.
Теорема 4. Пусть Е — банахово пространство, А и
X ^ s ( E ) .  Тогда из А-суммируемости всех перестановок после­
довательности X следует ее сходимость к элементу Л -lim X.
Из теорем А, Б, 3 и 4 непосредственно вытекает
Следствие 7. Пусть Е — банахово пространство, А <=% и 
X ^ s ( E ) .  Тогда А-суммируемость всех перестановок последова­
тельности X равносильна А-суммируемости всех ее подпоследо­
вательностей.
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ÜBER DIE LIMITIERBARKEIT DER TEILFOLGEN UND UMORDNUNGEN. I
E. Kolk
Z u s a m m e n f a s s u n g
Es sei E  (ebenso F) ein reeller oder komplexer separierter lokalkonvexer 
topologischer linearer Raum. Im  Aufsatz betrachtet man die Limitierbarkeit der 
Folgen X = ( X i ) ,  Xi e  E m it den verallgemeinerten Matrixverfahren А = ( А пь), 
wo Anh die Abbildungen des Raumes E in den Raum F sind. M an beweist, 
daß bei jeder zeilenfiniten verallgemeinerten Matrix A m it der Eigenschaft 
(R i) aus der Л -Limitierbarkeit aller Umordnungen der die Bedingung (B) 
erfüllenden Folge X sich immer die Л -Limitierbarkeit aller ihrer Teilfolgen 
ergibt. Als Folgerung bekommt man, daß die Pseudokonvergenz (s. [7],
S. 103) der Folge X  im Banach-Raum E gleichbedeutend m it der Л -Limitier- 
barkeit aller ihrer Umordnungen ist, wo Л eine skalare Toeplitz-Matrix mit 
der Eigenschaft (P) 'ist.
84
Tartu Ülikooli toimetised, Уч. зап. Тартуск. ун-та, 1979, 504, 85— 89.
М УЛЬТИПЛИКАТОРНЫ Е МЕТОДЫ СУМ М ИРОВАНИЯ 
И ТЕОРЕМЫ ТАУБЕРОВА ТИПА
Э. Реймерс
Тартуский государственный университет
В настоящей статье мы вводим понятие мультипликаторного 
метода суммирования расходящихся рядов и используем его 
для получения тауберовых теорем сходимости.
В § 1 дается общее определение мультипликаторного метода 
суммирования (определение 1.1) и вводятся понятия консерва­
тивности и линейности таких методов (определения 1.2 и 1.3 
соответственно). В § 2 определяется матричный мультиплика- 
торный метод и показывается его связь с матричными методами 
суммирования (теорема 2.1). В § 3 матричные мультипликатор- 
ные методы используются для получения тауберовых теорем 
сходимости для матричных методов суммирования, дополняю­
щие результаты статей [2, 3].
Во всей статье, если пределы изменения индексов не ука­
заны, то они принимают все целочисленные значения от 0 до оо. 
Всюду lim означает предел п->оо.
§ 1. Определение мультипликаторного метода суммирования
Пусть X — множество числовых последовательностей 
х =  (хп) и ап — некоторая последовательность функционалов, 
заданных на этом множестве X.
Определение 1.1. Мы скажем, что последовательность 
суммируема мультипликаторным методом % = ( а п), или 
%-суммируема, к сумме 91(х), если существует конечный предел
lim ап{х)хп=%(х). (1.1)
Если предел (1.1) существует для всех x e l ,  то мно­
жество X будем называть полем суммируемости метода ?1 и 
писать X — (Ж (ср. [1], § 6).
Пусть с — множество всех сходящихся последовательно­
стей X.
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Определение 1.2. . Метод ?( будем называть консервативным, 
если предел (1.1) существует для каждой х е  с, и регулярным, 
если при этом будет выполняться равенство
Y\man (x)xn =  \\mxn
для каждой х е  с.
Для консервативного метода 'Л, следовательно, будет выпол­
няться включение с а  с%, а для регулярного метода 'Л будет 
выполняться равенство
lim an (x) =  1
для каждой х е  с.
Последовательность сх =  (схп) будем называть произведе­
нием последовательности х =  (хи) на постоянную с.
Определение 1.3. Метод ч,Ч =  (ап) будем называть линей­
ным на X, если на множестве X он
1) аддитивен, т. е.
ап{х+у) (хп'+уп) = а п(х)хп+ап(у)уп (1.3)
для всех х е Х  и
2) однороден, т. е.
ап(сх)схп =  сап(х)хп (1.4)
для всех х е !  и вещественных чисел с.
Из последнего условия видно, что для однородности метода % 
на X необходимо и достаточно, чтобы было
ап{сх) = а п(х)
для всех х е Х
§ 2. Матричный мультипликаторный метод
Пусть матрица А =  (anh) определяет треугольный матрич­
ный метод суммирования А, который при помощи преобразо­
вания
П
Ап (х) — ankXh
h= О
переводит последовательности х =  (х/<) в последовательность 
{Лп(л:)}.
Пусть сА — поле суммируемости метода А. Через zA обоз­
начим множество всех последовательностей х е= сА, в которых 
xk ф  0. Пусть е — (1, 1, 1, . . . )  — последовательность, состоя­
щая из единиц. Обозначим
V h=  l/Xk, V k=V h — Vk-1.
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Определение 2.1. Мультипликаторный метод 31 =  (ап) из 
функционалов ап, определенных равенством
п k
ап+1 (х) = А п (е) +  JE vk+i JE  a«v*v, (2.1)
k=0 v—O
будем называть матричным мультипликаторным методом сум­
мирования.
Найдем линейный метод 21, полем суммируемости которого 
будет множество zA.
Теорема 2.1. Последовательность функционалов 31 =  (ап), 
заданных равенством (2.1), определяет линейный мультиплика­
торный метод Ж с полем суммируемости с% — zA. Если А 
консервативен или регулярен, то 31 также консервативен или 
регулярен соответственно.
Д о к а з а т е л ь с т в о .  Для любой последовательности х с 
xh Ф  О мы можем написать
Ап(х) = х п+1Лп (е) — Xn+iAn{e)+An (х) =
П
= х п+{ Ап (б) Xn+i ^ J  aniXi (Vi V n+ i)== 
i=0
n n
=  Xn+l[An (e) - f JE  ClniXi Ž J Vh+l] =  
i=0 k—i
n h




an (x)xn= A n-i(x). (2 .2)
Если x <= zA, то
lim a„(x )xn= l im  An-i(x).
Из последнего равенства следуют утверждения теоремы. Из-за 
линейности метода А таковым будет и метод 31. Теорема дока­
зана.
§ 3. Теоремы тауберова типа
Общая точная тауберова теорема сходимости для мульти­
пликаторного метода 31 будет следующей.
Теорема 3.1. Если метод 3[ регулярен и х е  сЗ(, то х <= с 
тогда и только тогда, когда
lim ап (х) =  1. (3.1)
Д о к а з а т е л ь с т в о  очевидно из-за равенства (1.1).
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Для матричных методов суммирования мы можем получить 
следующие тауберовы теоремы сходимости. Обозначим
п k
Fп (х) =z Vk+l QnvXv- 
k = 0  v=0
Тогда равенство (2.1) мы можем переписать в виде
Q-n+iix) = A n (e) -\-Fn (x). (3.2)
Теорема 3.2. Пусть метод А регулярен. Из х е  zA следует 
х <= с тогда и только тогда, когда
lim Xn+iFn{x) = 0 .  (3.3)
Д о к а з а т е л ь с т в о .  Ввиду равенств (2.2) и (3.2) мы 
имеем
Л п (х) — xn-\-iA п (<?) “ I- Xn-\-\.F п(х). (3.4)
Из-за регулярности метода А будет lim Ап(е) =  1 и равенство
(3.4) дает требуемое условие (3.3). Теорема доказана.
Аналогичный результат, дающий точную тауберову теорему 
сходимости, но с условием в другом виде, имеется в статье [2] 
(теорема 2.2.1).
Теорема 3.3. Пусть метод А регулярен. Последовательности 
{Л„(л:)} и {хп+1} с хп Ф  0 эквивалентны тогда и только тогда, 
когда
l im F n (x )= 0 . (3.5)
Д о к а з а т е л ь с т в о .  Из (3.4) следует, что 
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MULTIPLICATOR METHODS OF SUMMABILITY AND THEOREMS 
OF THE TAUBERIAN TYPE
E. Reimers
Summar y
In the article the notion of the multiplicator method of summability is 
introduced and its applications to derive the convergence theorems of Tau- 
berian type for ordinary summability methods are given. In the whole article 
lim means the lim it oo.
In § 1 the definition of the multiplicator method of summability is given. 
Let X be a set of number sequences x =  (;Cn) and A = ( a n ) be a sequence of 
functionals an defined on .the set X.
Definition 1.1. The sequence x ^ X  is called summable by the multiplicator 
method A to the sum k{x) if there exists the finite limit (1.1).
For the sequence x = {x n) and constant с let cx=(cxn ) be their product 
sequence. The method A is called linear on the set X if the conditions (1.3) 
of additivity and (1.4) of homogeneity are fulfilled (definition 1.3). In the 
usual way the notions of regularity and conservativity for A are defined 
(definition 1.2).
In § 2 an example of the multiplicator method of summability is given. Let 
a matrix A — (ank) define the method of summability with the summability 
field cA. Let zA be the subset of cA in which the sequences л;=(л:„) have 
■*-« 0.
Theorem 2.1. The sequence of functionals A  = ( a n ) given by (2.1) defines 
a linear matrix multiplicator method A with the summability field cA=zA.
In § 3 the Tauberian theorems for convergence are given. Let the matrix 
method A be triangular and regular. Denote by с the set of convergence 
sequences and by ( 4 n (*)} the Л -transform of the sequence x— (xn).
Theorem 3.2. From x i t  follows x e  с if and only if the condition 
(3.3) is fulfilled.
Theorem 3.3. The sequences {An (x)} and (xn+i) with хпф 0  are equivalent 
if and only if the condition (3.5) is fulfilled.
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НЕКОТОРЫЕ ТАУБЕРОВЫ  ТЕОРЕМ Ы  С ОСТАТКОМ
И. Таммерайд
Таллинский политехнический институт
При изучении некоторых задач теории приближения функций 
возникает потребность [4] применить результаты суммируемо­
сти со скоростью. В [2] введена топология в пространстве всех 
последовательностей, А-суммируемых методом А, и найден общий 
вид непрерывного линейного функционала в этом пространстве. 
В настоящей заметке изучаются вопросы применения результа­
тов наилучшего приближения, связанных с геометрической фор­
мой теоремы Хана— Банаха, к суммируемости со скоростью. 
Получены тауберовы теоремы с остатком с тауберовыми усло­
виями двойственного характера. Теорема 1 без доказательства 
уже опубликована раньше в материалах конференции [5], по­
священной 65-летию со дня рождения проф. Г. Кангро.
1. О с н о в н ы е  п о н я т и я  и леммы.  Пусть х =
— {£&} — сходящаяся последовательность с £ —  lim При 
Л. =  { Ы , 0 <  h  f  оо, определим
cl = { x : alimßft), т к= { х :  ßft= 0 ( l ) } ,
где ßA =  K h ( l h  —  D -  Если над последовательностями х =  { l k }  
и z =  {£,&} определить обычные линейные операции х -\- z =  
=  {šfc Jr  и ах =  {а^} , то сх превращается в векторное 
пространство. При нормировке IUII =  sup {|ßfc|, |||} прост­
ранство сх является В/С-пространством (см. [2], стр. 111 — 112).
Матричный метод суммирования А —  (anh) переводит по­
следовательность х в последовательность Ах =  {т|п} с
r\n = 2 a n h l k ,  (1)
k
если ряды в (1) сходятся. Метод А называется реверсивным, 
если система (1) имеет только единственное решение для всех 
у  =  {п„} <= с, где с =  {х\ 3 lim l k } .  Пусть скА =  {х: Ах е= сх} — 
поле ^-суммируемости метода А. По теореме Целлера (см. [7], 
стр. 38) пространство скА является F /(-пространством с полу­
нормами (см. [2], стр. 114)
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m
1Ы> sup sup {\yn\, |ri|},
m h=0 n
где
т} =  lim r}n , (2>
у„ = ^ » ( л п- л). (3>
При этом общий вид линейного непрерывного функционала f 
в пространстве скА определяется формулой (см. [2], стр. 114)
f (*) =  dij'-MY'f’ 2  dfcYfcH- JŽj tk£,k, 2 1 du I <C ° ° ,
где
y=\ im yn, (4>
а коэффициенты 4  таковы, что ряд 2 tklk сходится при всех 
х е  с^а . Если метод А реверсивен, то как частный случай полу­
чается следующая лемма.
Лемма 1. Если А — реверсивный матричный метод сумми­
рования, то пространство скА есть ВК-пространство с нормой
||х||= sup {|Yn|, М )-
При этом общий вид линейного непрерывного функционала f er 
пространстве схА определяется формулой
f(x)=dr\+ty-\-]£dkyh, 2 \ d h\<oo,
\\f\\=\d\'+\t\+2\dh\,
где величины г|, уи и у определены формулами (2), (3) и (4)^. 
а константы d, t и dk зависят лишь от f.
Пусть X  — вещественное нормированное пространство и ff- 
пространстве X  выделены подпространство Е и z g X ,  z< £E f\. 
где Е' — замыкание пространства Е. Рассматривается расстоя­
ние от z до Е
q (z, Е) =  inf \\z — x\\.
хеЕ
Через Е 1 обозначен аннулятор Е, т. е. совокупность всех 
непрерывных линейных функционалов, обращающихся в нуль 
на Е.
Лемма 2 (см. 1[6], стр. 9— 15). Справедливы соотношения 
q ( z ,E ) =  max {l/ll/il} =  max \f(z)\.
f<=EL ,№ = l  / e E 1 , 11/11=1
2. Н а и л у ч ш е е  п р и б л и ж е н и е  и т а у б е р о в ы  
т е о р е м ы  с о с т а т о ч н ы м  ч л е н о м .  Тауберовыми тео­
ремами принято называть теоремы (см. [3], стр. 3), в которых 
по заданной асимпотике какого-либо преобразования функции
из некоторых условий, ^накладываемых на эту функцию, дела­
ется заключение об асимптотическом поведении другого ее пре­
образования, когда последнее определено уже на более узком 
классе функций, чем первое (в частности, об асимптотическом 
поведении самой функции). В такой трактовке можно рассмат­
риваемые нами теоремы называть тауберовыми, несмотря на 
своеобразный двойственный характер тауберовых условий и 
асимптотического поведения самой последовательности.
Теорема 1. Пусть Л — реверсивный матричный метод сум­




Если существуют действительные решения системы
2jdhKh=  1» (6)
dr\-+ty+ 2  dkyh =  0, V x g  с», (7)
причем 2 j d/t I <  o o , и величины r|, уь и у определены форму­
лами (1), (2), (3) и (4), а величины 0, х* и х формулами
0 п =  ünk îkj '0'= lim On,
к п
yin — кп (Фп ’ö1)» х — lim Хд,
п
то z qä с11, причем
6 (z, с») =  max( Id I -f \tI -f 2 \dkI ) _1,
где max берется no всем решениям системы (6), (7) или
Q (г, с^) =  шах ( I dO-f-/х-f- 2  dk^k |,
где max берется по всем решениям системы (7) при дополни­
тельном условии
|d| +  |< |- fZ|d„|= l.
Д о к а з а т е л ь с т в о .  Согласно лемме 1, общий вид линей­
ного непрерывного функционала в пространстве схА определя­
ется формулой f(x) =  dr\ -J- ty -f 2 dkyk с 2 \dh\ <  o o . Если 
существуют действительные решения системы (6), (7), то су­
ществует, по крайней мере, один линейный непрерывный функ­
ционал /, удовлетворяющий условиям
/(*) =  1 (8)
и
f (x )=  0 V а : е Л  (9)
92
По условию (5) пространство и его замыкание являются 
подпространствами Б/(-пространства с1л. Из непрерывности 
функционала f и из (8) и (9) заключаем, что элемент 2 не 
принадлежит замыканию пространства следовательно,
Z ф  cv. Теперь можно применить лемму 2, выбрав X  —  скА и 
Е =  с^. При реверсивном методе А соотношения леммы 2, ввиду 
общего вида функционала f и нормы ||/||, примут вид, заданный 
в формулировке теоремы 1.
Если в теореме 1 за А выбрать регулярный метод Рисса 
Р — (R, рп), то в качестве применения получим тауберову тео­
рему с остатком для метода Р.
Теорема 2. Если регулярный метод Рисса Р с р п >  0 сохра­
няет ц-ограниченность, 1п =  о(цп) и последовательность z сум­
мируема методом Р со скоростью К, причем х ф  0, то z ф  
и q ( z , с»)  =  I х I .
Д о к а з а т е л ь с т в о .  Ввиду регулярности метода Р  с 
р п >  0 и условия Хп =  о ((in), метод Р, сохраняющий ц-ограни- 
ченность, принадлежит классу сх), т. е. Р(с^) а  с1. Следо­
вательно, является подпространством /^-пространства схР. 
Для применения теоремы 1 построим функционал, удовлетво­
ряющий условиям теоремы 1. Нетрудно показать, что последо­
вательности е —  {õfeb} и ev =  {õ/tv}, где — символ Кроне- 
кера, принадлежат с^. Для х =  е соотношение (7) примет вид 
d -1 + / -0 -J- 2 =  0. Следовательно, d =  0. Ввиду регуляр­
ности метода Р для х =  ех соотношение (7) примет вид
d-0-R- l im рЛп/Рп+  2  {P\hk/Pk)dh= 0.
п  k  ^  V
Далее, так как метод Р сохраняет ^-ограниченность, то (см. 
I I ] ,  стр. 140) цп — о (Р п), откуда 1ввиду условия Хп —  о (цп) 
вытекает, что кп =  о (Р „ ). Следовательно,
Р\ 2  hkdklР k.== 0
kj*v
и dh =  0. Так как последовательность z является Р-суммируе- 
мой со скоростью А и х ф  0, то можно .выбирать f(x) =  у/х. 
Поскольку
у / х = х -1 l im[ (XnJ\in) fx« (rin —  л) ] =  0 V *  е  с»,
ввиду сохранения ^-ограниченности методом Р  и условия 
Ап =  o([a?i), то функционал f удовлетворяет условиям (6) и (7),
✓ а в силу теоремы 1 имеем z ф  с^ и в силу леммы 2 получаем 
Я(г,с*) =  |х|.
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SOME TAUBERIAN REMAINDER THEOREMS 
I. Tammeraid
Summar y
In  previous research [2] some fundamental topological properties of the 
vector space ĉ a were studied. In order to apply these results to Tauberian 
remainder theorems, in the present paper the Hahn-Banach theorem is applied. 
Some dual Tauberian conditions for reversible matrix methods of summability
have been achieved.
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Пусть задана числовая последовательность {А^}, удовлетво­
ряющая условию 0 ^  ко < / ! < . . . <  kk — сю при k-+- оо. 
Определение 1. Р я д 1
И ? *  ( О
называется суммируемым методом Пуассона—Абеля PA(kh) к 
сумме z, если при всех а >  0 ряд
2  e-Xaxzh =  ф(а) (2)
сходится и ф(а) z, если а-*-0-К
Определение 2. Ряд (1) называется суммируемым методом 
ATs(kh) к сумме z, если при всех а >  0 ряд
^(l-t-aXft)-se^aX«2ft =  Qs(a) (3)
сходится и Q.s(a) -+z, если а ^ 0 + .
Метод ATs(k;l) регулярен. Этот метод суммирования рядов 
был введен автором в [ 1 ], где рассматривался вопрос взаим­
ного включения методов РА (kk), ATs(kh) и Ts(kh). В [1] была 
доказана
Теорема. Если ко ^  1 и ряд 2 k iraZh сходится при всех 
а  0, то из суммируемости ряда (1) методом ATs(kh) следует 
его суммируемость методом PA (In ки) к той же сумме.
Теоремы. подобного типа включения доказывались Харди 
(см. [4], стр. 99) и Ю. X. Худаком [5] для .рядов и К. Жуси- 
повым [3] для интегралов.
Целью настоящей заметки является доказательство того, что 
метод суммирования ATs(kh) сильнее метода Пуассона—Абеля 
PA(kh). Основная идея доказательства — представление суммы 
Q.s(a) в виде интегрального преобразования от суммы ф(а). 
Исследуется интегральный аналог метода.
1 Если пределы изменения индексов суммирования не указаны, то они 
принимают все целочисленные значения от 0 до оо.
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Теорема 1. Если ряд (2) сходится для всех а >  0, то при 
s ^  1
+оо
Qs (а) J (t — а) Ме1~‘/аФ (О dL (4)
Д о к а з а т е л ь с т в о .  Очевидно, что ряд (3) сходится при 
всех а >  0. Так как
<р (t) =  S  (e~aKzk) е^-^К,
то ряд (2) сходится равномерно на любом отрезке [а, Т]. 
Поэтому
/  (/ — а) (t) d t = 2 J z k  f ( t -  а) s-ie'-Kt-t^dt. (5)
а а
Перейдем в этом равенстве к пределу при Г -f-oo. Покажем, 
что в (5) правомерна перестановка справа процессов суммиро­
вания и предельного перехода. Для этого достаточно доказать, 
что ряд
+ 0 0
£  a“sr _1 (s) • Zk f  (t — a )s~iei~x̂ ~tJad t = L ( a, s, T) 
т
сходится и его предел при Т — +  оо  равен нулю. Сделав в инте­
грале замену переменной, получим
L (a, s, Т) — JE  (lrHxÄ*)-*^“®** Zkfk(a,s,T),
где
+оо
/ft (a, s, T )= r~ i {s)- f  ws-1e-u du
a
И a =  (1 -f ahl) (T — a)/a. Поскольку ряд (3) сходится при 
любом a >  0 и при фиксированном а функция fh(a,s,T ) моно­
тонно убывает по k и ограничена для всех Т, то рассматривае­
мый ряд сходится равномерно относительно Т. Если теперь 
перейти к пределу Т -> -j- оо , то L(a, s, Г) — 0. Поскольку при 
« >  О, V >  — 1 и|_1>0
+оо
/  (х — u )ve~^x dx =  \i~v~ie~^uT(v-\-l) (6)
U
(см. [2], формула 3.382.2), то утверждение теоремы следует 
теперь уже непосредственно из равенства (5), где Т =  -f-oo.
Теорема 2. Если ряд (1) суммируем методом РА (kk) к 
сумме z, то он суммируем методом АТ*(кк) к той же сумме. 
Д о к а з а т е л ь с т в о .  Рассмотрим разность qs(а) — z при 
По заданному е >■ 0 найдем б >  0, что |ф(/) — z\ <С
<  е/3 для всех 0 <  |a| <  ö. Тогда, с учетом (4), можем пред­
ставить
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|q«(0 —zI (ф(0 - 2)л[4 -
а
б +00 
! + | ( / ^ 0 * - i ) z |  +  l / ^ 0 < p « * l = i r H i + i i i ,
а  Ö
где
= a _sr _1(s) • (t — a )s-1e1-</a.
По формуле (6) получаем
+00
1 < 4 - /  M t ) d t = Y -
а




II =  121 (1 — r_1(s)- J  и^е~ис1и), 
о
то, очевидно, можно выбрать а таким малым, что II <  е/3 и 
и III <  е/3. Тем самым |Qs(a) — z\ <  е, что и завершает дока­
зательство.
З а м е ч а н и е .  Можно показать, что метод PA (In п) строго 
сильнее метода ATs(n ), т. е. найдется ряд, который суммируем 
методом РА(\пп), но не суммируем методом ATs(n). Примером 
может служить ряд (1), где zh =  (— 1 a i — мнимая
единица. Поскольку доказательство в основном следует рас­
суждениям К. Жусипова (см. {2], теорема 10), то мы его опу­
скаем.
Рассмотрим теперь аналог метода ATs(Xh) для суммирова­
ния интегралов.
Определение 3. Пусть 0 ^  'к(и) f +  оо. Интеграл
+оо
/  a (u )du  (7)
о
называется суммируемым интегральным методом АГДЦм)} к 
числу z, если при всех а >  0 интеграл
/  ( l+ o d (« ) )-se~a^ u'>a(u) du =  Qs(a)
о
сходится и Q.s(a) г, если а ->■ 0+.
Сформулируем без доказательства основной результат для 
этого метода, поскольку доказательство его отличается от слу­
чая рядов только в деталях.
Теорема 3. Метод ATs[k(u)} сильнее метода2 РА{к(и)}, и 
метод РЛ{1п^(«)} при Х(и) ^  1 сильнее метода ATs{X(u)}, 
если он применим к интегралу (7).
Как известно, в случае рядов из суммируемости методом 
Чезаро (C ,k), k >  О, следует суммируемость методом РА(п) и, 
значит, по теореме 2 и суммируемость методом ATs(n). Для 
интегральных методов Чезаро положение иное, поскольку сум­
мируемость интегральным методом Чезаро (С, k) не гаранти­
рует еще сходимости интегралов, фигурирующих в определе­
ниях соответствующих методов АТя(и) и РА (и), для всех 
‘а >  0. Но при дополнительных условиях на а (и) из теоремы 3 
-с помощью одного результата из монографии Г. Харди ([4], 
стр. 174— 175) непосредственно следует




сходится, то из суммируемости интеграла (7) методом Чезаро 
(С, k), k > 0 ,  следует его суммируемость методом ATs(u) к 
той же сумме'.
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A series H Zk is called summable by the method Л Г8(Хй) to the sum z 
if  by all a > 0  the series (3) is convergent and it exists Qi(a)-*- z by 
It is proved that the method ATs(Xk) is stronger than the Poisson-Abel method 
PA(lk) (theorem 2). The proof of the theorem is substantially based on the 
integral representation (4) of the sum e, (a).
An analogue of the method ATa(kh) for summation of integral is con­
sidered.
2 Определение этого метода см., например, [4], стр. 41.
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Пусть {Sn} — последовательность комплексных чисел 
а0 =  S0 и а п =  Sn — Sn-i для п —  1, 2, 3, . . .  . Обозначим 
a.h{x) =  exp (—x)T~l (k +  а  -|- \)хк+(Х, где а — любое действи­
тельное число, 0 ^  х <с -f-°° и k =  0, 1, 2, . . .  . Числовой ряд 1 
2 ап с частичными суммами Sn называется Ва-суммируемым, 
если ряд В а {х) =  S Skdh{x) сходится при х ^  0 и В а (х) — 
->S при х -j— оо (см. [2], стр. 10, или {7], стр. 139). Числа 
В а (х) называются В а-средними последовательности {Sn}. Если 
а =  0, то получаем обычные средние Бореля (см. i[ 1 ]. стр. 236, 
или [5], стр. 229) последовательности {Sn}. Обозначим еще
r(m, ß) =  (m —  nk) •
где (nk) — некоторая подпоследовательность натуральных 
чисел, ß — действительное число, а т  — натуральное. В работе
[6] приведена следующая теорема.
Теорема (Раджагопал). Пусть задан ряд 2 ап с f l „ e R  и 
а п =  0 для tl Ф  nk, причем г(пк+ь ß) ^  0, где © >  0 — любое 
фиксированное число, 0 <  ß .<  1/6. Если Sn =  0 (expna) для 
некоторого а <  2ß, то
l im in fS n=  lim in fßo(x ), lim supS n=  l im s u p £ 0(*).
n-*oo зр-Н-оо n->-oo 5С-И-00
Обобщению этой теоремы посвящена настоящая работа.
Нам понадобится одно вспомогательное утверждение.
Лемма. Пусть а > 0 ,  х > а и М  — [х — а]. Если С { >  0 и 
С2 >  0 — некоторые константы, h — целое число, \h\ ^  х6, 
где 0,5 С  õ <  1 и tn — М /г, то
а0(х) < a t (x) < а 2{х) <  . . .  < а м {х) ^ a M+i(x) >  . . . ,  (1)
ат (х) =  О (Af-°-5exp (— (/i-f а) 2(2 М) О ( (h+ a )3M~2) )) , (2) 
ат ( х ) >  Ct (2лМ) -0.5 ехр (— (fi-f а ) 2 (2 М) ~Ч- C2h3M~2) . (3)
1 Если пределы изменения индексов не указаны, то они имеют все
значения от 0 до оо.
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Д о к а з а т е л ь с т в о  этой леммы мы здесь опускаем, по­
скольку оно аналогично доказательству теоремы 137 книги [5].
Пусть jRß(a)(S) — ядро в смысле Кноппа функции Ва (х) 
(см. [5], стр. 76— 77).
Теорема 1. Пусть {S,,} — последовательность комплексных 
чисел и
5 )г =  О (ехр (с2/г213) ), с > 0 , 0 ^  ß <  1/2. (4)
а) Если Zq — конечная точка комплексной плоскости и для 
произвольного е >  0 существуют возрастающие последователь­
ности натуральнб1Х чисел ял(е; z0) и Шн(г; г0) такие, что
|5П — 20| для nh^ n ^ m k< n k+i {k=\, 2, . . . ) ,  (5) 
причем
г(тц, ßft) ^ а > 2 1-5с для &>&о, (6)
где ßft ^  ß и tirS": +оо  при k-+ -f-oo, то z0 <= R b(o,)(S).
б) Если {Gfe} — последовательность замкнутых выпуклых 
множеств, удовлетворяющих условию q(0; Gh) -> +  <х>, где 
(i(0; Gh) — расстояние от начала координат до множества Gh, и 
существуют последовательности натуральных чисел {пк} и 
{//?/,} (зависящие, вообще говоря, от выбранной последователь­
ности {Gk}), для которых
S n е  Gh, когда nk^ n ^ . m h< пк+и (7)
причем для пк и mh выполняется условие (6) с ß* =  ß >  0, 
то существует последовательность действительных чисел {хк} с 
о°  такая, что для произвольного е > 0  будем иметь
Ba (xk)(= Gh(e) (& >& i(e)),
где G/i(e) — замкнутое выпуклое множество, содержащее в себе 
множество Gh и каждая точка которого отстоит от множества 
Gk на расстоянии, не превосходящем е.
Д о к а з а т е л ь с т в о .  В работе [7], стр. 139, приведено 
равенство
ß v( Ä ) = r _1(Y — a) f  — v)y~â lBa (v)dv, а < у ,
о
из которого в силу теоремы Кноппа ([5], стр. 77), условия кото­
рой здесь выполнены, имеем /?В(у)(^) с : R b(o.)(S) с: H IS ). П о­
этому теорему 1 достаточно доказать для а ^  0. Если а =  0 и 
ß =  0, то утверждения теоремы 1 а) доказано в [3]. Если 
ß =  0 и а >  0, то теорема 1 а) доказывается аналогично тео­
реме 1 работы ;[3]. Пусть ß >  0 и а ^  0. Взяв в этом случае 
ßk =  ß, положим
xh= n k+0,5r{mh; ß )-пк0' ^ .  (8)
Не умаляя общности, можем считать r(m h\ ß) <С а ь где а\ — 
произвольное фиксированное число, большее а. Тогда
xk= n khi, где Xfc==l+2-1r(m A; ß) • я ^ 0-5-*5) 1 (k~> oo).
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nk= x k — 2~lr(mk-, ß )v / fX fe°-5+ß,
(У)
mh=Xk-\-2-lr{mh;ß)yh-xh°'5+V,
где v/t н= А,/£”°’5_р-> 1. Обозначим ук =  хк -f- а. Тогда
Ва(Ук) =  ( ^ J  +  JE  2  ) S ia i( y k )— А х-^-Аъ-^-Аз-
0< t пк—\ nk^ i ^ m K г ^т н+1
Оценим сверху А { и Л3. Учитывая неравенства (1), из соотно­
шений (4), (2), (9) и (6) получаем
А \ =0 (1) ‘ tih-exp(c2nkW) •anK{yh) =
=  0(1) -х^ • ехр (— с Ч № (2-3c-2a^ft2 — 1 + о (1 ))),
где
lih~ 2 r (m k\ ß) .xfe-°'5-ß(2-'r(mh\ ß) -Vfe-^^+P+a)^0'5- |>,,]-°’5->1.
(10)
Из (10) и (6) имеем (ii/t \> 2_1(1 +  8c2a~2) для k >  k' и, значит,
А ! =  О (1) Xk°-5 • exp (— 2~2с2 (a22^c-2 — 1) xfe2ß). (11)
Так как 21-5с <; а, то существует положительное число у, 
удовлетворяющее равенству 21-5с(1 +  Y) — а- Тогда
Л3= (  'JE ~f" JŽJ ) SiCli(yh) l-f-S2.
mK+l <  i^(l+y)xH- l T>(l+Y)xfc-1
Если 0,5y <  Yi <  Y> T0 Для * >  (1 +  y) ^  — 1 имеем
ai+i(Uh)/cii(yh) =ž/fc(i+CC-b 1)-1<C (ll+Yi)-1 (k^>k\). (12)
Так как exp (c2(n -j- l ) 2ß) -exp (— c2n2& ) 1 при n->- о о ,  то из 
(12) для i >  (1 +  Y)^ft — 1 и k >  k'2 >  ß'i имеем
exp(c2( t+ l)2ß) -ai+i(f/ft) • exp (—с Ч ^  /щ [yh) < q ,
где q =  (1 + 2~1y)~1 <  1. Таким образом, для k >  k'2
|S2| < ex p (c2( ( l+ Y)*ft)2ß) -a((1+vK] (г/ft) • (l-be-beVb •. •) =
— a2 exp(c3( (1+Y)^fe)2ß) •a l{l+y)Xis] Ы  и fh>\.
Отсюда, учитывая соотношения (1), (4), (2) и (10), получаем
I л 3| <  J E  |S t|M */ft) +
m̂ +l <  г <  (l+v)*k-i
,+ «г ехр (с2((1+у) лга) 2P) -a((1+TW (</„) =
=  0 ( l ) ^ e x p ( - A ^ ( l+ v ) 2(l<i.-(l+Y)2|)+o(l)))-
Отсюда и из (8) имеем
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Так как |ла->- 1, то для k >  k'z >  k'2
|i2ft >  2_I ((1+ у) 2(Р_1)+ 1).
Следовательно, для k >  k4 >  /г'3 справедливо равенство
Л3= 0 ( 1 )  • Xfe0’5• exp(— 2_2с2(1 -j-y ) (1 —  ( I + y ) ^ ) ^ ) .  (13)
Из (11) и (13), учитывая (6), имеем
Л !->0  (k-*- оо) и Л з-^0  (/г-^оо). (14)
Методом, которым были доказаны соотношения (14), легко 
показать, что
Th =  S nh( \ —  2 J  a i ( y h) )  =
nh< i< m H
S пк {Ук) Sпн @ i(yii) 0.
1 i ^ m H+1
Отсюда и из (14) следует равенство
Ba (yh) =  2  5ifl<(^ft)+TftH-o(l)=2ft:+ o ( l ) .  (15)
Если мы находимся в условиях пункта а) доказываемой тео- 
эемы, то из неравенств (5), в силу хорош о известного факта, 
Zu — Zq\ ^  е, а это вместе с (15) влечет неравенство 
В а (Ук)  — 2 I < 2 8  для k >  ko, т. е. точка г0 <= R B(a)(S) и пер­
вая часть теоремы доказана.
В случае б) из включений (7) имеем: Z h ^G k . Из (15) для 
любого е >> 0 найдется натуральное число k'0 такое, что
Ba {yh)(= Gk(e) [k>k'o).
Теорема 1 доказана полностью.
Теорема 2. Для любого b е  (0; 21>5с) и с >* 0 существуют 
последовательность {5П}, удовлетворяются условию (4), и 
точка z0 такие, что для произвольного е >  0 найдутся последо­
вательности натуральных чисел {пи} и {mu}, для которых имеет 
место (5), причем г{ти\ ß) ^  b <  2х<ъс, ß >  0 и z0 ф  Rn(a.)(S).
Д о к а з а т е л ь с т в о .  Рассмотрим последовательности нату­
ральных чисел {пи} и {nik). удовлетворяющие условиям 
пи <  mh <  tiii+i и г(1Щ\ ß) ^  b <  21’5с, где 0 <  ß <  2-1 и 
с >  0. Построим теперь последовательность {Sn} следующим 
образом: Sn =  0 для nh ^  п ^  mh и Sn =  exp (с2п2&) для 
mu <  п <  nk+\. Нетрудно (хотя и громоздко) убедиться, что 
для таким образом  построенной последовательности 5 а-средние 
£<*(*)-> ОО при JC-K+ 0O. ПОЭТОМУ ЯДРО Rb(cx)(S) состоит из 
единственной бесконечно удаленной точки и, значит, z0 =  0 ф. 
Ф- Rß(a)(S ) . Теорема 2 доказана.
Теорема 2 показывает, что константа 21>5с в теореме 1 точ­
ная.
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Если последовательность {5„} ограничена, то, как это сле­
дует из теоремы 1 работы [3] и замечания, сделанного в начале 
доказательства теоремы 1 настоящей заметки, достаточным 
условием для того, чтобы точка z0 принадлежала ядру R b(<x){S) 
есть условие: для произвольного е >- 0 найдутся последователь­
ности натуральных чисел {пк} и {тк} такие, что (5) имеет 
место, причем
lim ((m k — nk)nh-°’b) =  +  оо. (16)
/l-voo
Условие (16) нельзя заменить на т к — пк =  О (пк°'ъ) • Это сле­
дует из того, что точка z0 — 1 не принадлежит ядру R B(a)(S) 
последовательности {5П}, где S n =  1, когда 4h ^  п ^  ,-j- 2к, 
и Sn =  0, когда 4к + 2к <С п <  4Ä+1.
Рассмотрим теперь последовательность {5П} с такими 
свойствами:
а) Последовательность {Sn} удовлетворяет условию (4) с
О <  ß <  2-1;
б) Ядро R (S ) отлично от всей плоскости и от полупло­
скости;
в) Существуют последовательности замкнутых выпуклых 
множеств {Gk} и натуральных чисел {пк} и {тк} такие что 
S n е  Gh, когда пк ^  п ^  т к <  пк+и причем r(m h; ß) ^  
^  а >  21-5с.
г) Для произвольного 8 >  0 справедливы включения 
Gk(i) а  Hi(S-, е) и G„(i) cz Я 2(5; е), где {Gh(i)} и {Gn(t)} — под­
последовательности последовательности {Gk}, a H \ ( S ; e ) и 
Нч(S', е) — криволинейные полуполосы, получающиеся из бес­
конечной криволинейной полосы шириной е, средней линией ко­
торой является граница ядра R (S ) последовательности {5П}, 
если разрезать ее вдоль отрезка минимальной длины с концами 
на разных краях полосы, проходящего через любую конечную 
фиксированную точку границы ядра R (S ).
д) Расстояние от начала координат до Gk стремится к -f-oo.
Множество всех последовательностей {Sn}, обладающих
свойствами а )—д), обозначим через T(S). Ясно, что Т(S) не 
пусто.
Теорема 3. Пусть последовательность {Sn) ^ .T ( S ) .  Если 
каждая крайняя точка2 ядра R (S ) последовательности {5П} 
обладает свойством точки z0 теоремы 1 а), то RB(a)(S) =  R (S ).
Д о к а з а т е л ь с т в о ,  этой теоремы легко следует из тео­
ремы 1, свойств а )—д) последовательности {5„} и теоремы 
Кноппа. Поэтому мы его здесь опускаем.
- См. [4], стр. 85.
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Следствие. Пусть дан ряд 2 а п с a „ e R  и последователь­
ностью частичных сумм, удовлетворяющей условию (4). Если 
а п =  0 для п Ф  Пи, причем
r(nk+i: ßft) > а > 2 1'5с, (17)
где ßft ^  ß и пкъ* -foo (k —̂  оо), то
lim inf Sn=  lim inf Ba (x), lim sup Sn=  lim sup Ba {x).
71-VOO X - > + 0 0  П -+ 0 О  гС -Н -00
Настоящее следствие является частным случаем теоремы 3 
и содержит в себе теорему Раджагопала, сформулированную 
выше. Кроме того, как показывает теорема 2, условие (17) в 
некотором смысле точное.
В заключение автор искренне благодарит С. А. Барона за 
большую помощь, оказанную при подготовке этой заметки к 
печати.
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ON CORES OF BOREL MEANS FOR UNBOUNDED SEQUENCES
V. Lototzky
Summar y
The Borel transforms Ba of any real degree a are considered and the 
problem is solved for the determination of sufficient conditinos for the 
coincidence of the cores for a given unbounded sequence, the growth of 
which is restricted by a certain majorant, and for its ß a -means.
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ТЕОРЕМЫ ВЛ ОЖ ЕН ИЯ Д ЛЯ М АТРИЧНЫ Х 
П РЕОБРАЗОВА Н ИЙ
М. Тыннов и Я. Пээт
Тартуский государственный университет
Пусть Т — регулярный матричный или полунепрерывный 
метод суммирования, определенный преобразованием 1
СГш= fc (<!)) ift 
h
ряда 2 lk в функцию а(0 аргумента о) е  [0, «io). Ряд 2 Ih назы­
вается Г-суммируемым, если существует limw аю, и Г-ограничен- 
ным, если aw — 0(1) на [0, со0) (см. [4], стр. 27 и 80).
Последовательность (е*) банахова пространства X  называ­
ется Т-базисом пространства X с сопряженной последователь­
ностью (фь) с= X', если 2
lim \\х — aw(x) ||х==0 V ^ e l ,
0)
где
О(о(х) =  2 Tk((o)lkek, lh— щх. 
k
Если существует Г-базис в X, то пишем X  =  X tn-
Пусть X и Y являются Б/(-пространствами (см. [1], 
стр. 26). Определим оператор U : X — Y следующим образом:
U x = (U nx), (0.1)
UпХ=== 21 T'h (tö) Clnklhi 
h
где A =  (ank) — некоторая заданная матрица.
Аналогично определим оператор U* : X Y, где
U*x= ( U n*x),
Uп х == £ } ть (to) ühn£fc. 
ft
1 Если пределы изменения индексов не указаны, то они принимают все 
значения от 1 до оо.
2 Всюду lim и lim fil означают lim.
ш со-хо,
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В данной работе рассматриваются преобразования U, пере­
водящие по формуле (0.1) одно В К-пространство в другое. Для 
изучения оператора U вводим Г-дополнительные пространства и
исследуем их свойства.
§ 1. Дополнительные пространства
Пусть л: =  (|й) и у =  (г]/{) . Обозначим
40<о(у),Х)= Jj] Tft(tö)|fcTlft, (1.1)
k
если этот ряд сходится.
Множества
(X, Т) =  {у\1Пт(о«,(у),х) V x g I } ,
(Х ,Т0) =  {у \ (о(й(у),х) =  0 Ху( 1) V x e l }
называются соответственно 7-дополнительным и Г0-дополни- 
тельным пространством пространства X.
Из определения дополнительных пространств следует 
Теорема 1.1. Если X cz Y, то
(X, Т) с  (X, То) , (Y,T) с  (X, Т), (Y, То) с= (X, Т0) .
Дополнительные пространства для рядов Фурье изучены в 
статьях [7, 8, 11, 12, 13].
Лемма 1.1. Функционал (оы(у), •), определенный на ВК-про- 
странстве X формулой (1.1) при всех с о е  [0, too), является не­
прерывным и линейным на X.
Д о к а з а т е л ь с т в о .  Поскольку в ß /(-пространстве X  для 
х  — (Ы  имеем Ih =  4>hX и ср ^е  X', то
m
2  Tfe (со) Г) klh 
k=i
— непрерывный линейный функционал на X, следовательно, и 
предел (аы(у),х) непрерывен и линеен (см. [2], стр. 67, тео­
рема 18) на X.
Теорема 1.2. Если X является ВК-пространством и ей =  
=  (bnh) g I ,  to (Х ,Т 0) является ВК-пространством с нормой
ll*/|[(X,To)=SUp sup  I (Gü)(f/) , я) I = s u p  11(0(0 ( i/) , -)\\x',
(o ||x||x < i w
a (X ,T ) является ВК-пространством с нормой
\\У\\(Х,Т)= \\у\\(Х,То)-
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Д о к а з а т е л ь с т в о .  Учитывая лемму 1.1 и применяя прин­
цип равномерной ограниченности к (оы(у), •), получаем
\\y\\(x,To)<i00 V y ^ iX yT o ), lli/ll(x,T)<Coo У у ^ .(Х , Т).
Убедимся, что (X, Т0) — нормированное пространство. Дейст­
вительно, если у — (0), то ||г/|| =  0. А если \у\\ =  0, то
sup I (а,* (*/),*) I = 0  V m ge[0,coo).
Н*пх < 1
При х =  ei =  (бih) отсюда получаем тг((о)т]г =  0 для всех 
со е  [0, too). Следовательно, г|г- =  0. Выполнение остальных ак­
сиом нормы вытекает непосредственно из ее определения.
Докажем полноту пространства (X, Т0). Пусть ут =  (л*™) — 
последовательность Коши в (Х ,Т 0). Тогда для любого е ;> 0 
найдется M e N  такое, что при любых m М и /
\\Ут Ут+]\\(Х,То)= :  SUp SUp | ((To) (г/т —  Ут+j) , X) \ <  6. (1.2) 
ш П*ПХ<1
При x = .e h отсюда при любых т  >  М и j вытекает, что 




Из неравенства (1.2) для любых т  >» М и ш е  [0, о>о) следует
sup \(аа {ут — у),х)\ <е, (1.3)
М * < 1
где у —  (т̂ а) . Следовательно,
\\ут — у\\(х,т0) ^ е  V m > M ,
причем у е  (Х ,Т0). Действительно, если у <ф. (Х ,Т 0), то най­
дется такой, что (оы{у), х0) Ф  0 (1 ). Ввиду линейности 
(См(у), •) можем выбрать х0 <= X  с ||х0| ^  1. Тогда из неравен­
ства (1.3) вытекает для каждого пг >> М и о)^*[0, со0), что
1(аш (Утп) ,Х0)\— \ {(То (У) , * 0)| ^  I (СГсо (Упг —  У) , Xq) | ^
^  sup \{аа (ут — у),х)\ ^е.
||*||х<1
Поскольку (аа (ут ) ,х 0) ограничен при с о с о 0, то (аш(у ),х0) не 
может быть неограниченным.
Сходимость по координатам вытекает из неравенства
|tft((o) (л™ — r\h) I ^11 г/m — y\\(X,To)-
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Аналогично можно доказать, что (X , Т) является Б/(-прост- 
ранством.
Из теоремы 1.2 вытекает
Следствие 1.1. Дополнительное пространство (X, Т) явля­
ется подпространством пространства (X, То).
Теорема 1.3. Для дополнительных пространств имеют место 
соотношения
X cz ((X , То), То), \\х\\х̂\\х\\((х,то), т0)),
X си ( (X, Т) , Т) , \\х\\х~̂\\х\\((х,т), ту
Д о к а з а т е л ь с т в о .  Пусть J t e l  По определению прост­
ранства (X, Т0) имеем (аа (у), х) =  Oxv(l)  при у ^ ( Т , Т 0). 
Следовательно, х е  ( (X, Т0), Т0), ибо
((Х ,Т о),Т о) =  {х| <сгсо(г/), JC>=0«V(1), уе= (Х ,Т 0)}.
Аналогично, по определению пространства (X, Т) существует 
lima (öu>{y), х) при у€ Е (Х ,Т ). Следовательно, я е  ( (X, Т) , Т) , 
ибо
( (X, Т) , Т) =  {х j 3 ПгП(о (а© (у) ,х), у ее (X, Т)}.
Докажем неравенства для норм. Поскольку
1(<ха>(*/),х)| ^  sup II (а*# {у) г) Их' \\х\\х =  llz/ll(x,r0)IMIx,
0)
то для у е  (X, Го)
sup sup I (Go (г/) ,* )| <  SUP II*/!I(x ,to)IWIx ,
w I ly lK l  I ly lK l
т. e. первое неравенство теоремы 1.3 доказано. Второе нера­
венство доказывается аналогично.
Из теоремы 1.3 вытекает
Следствие 1.2. Для дополнительных пространств имеют 
место неравенства
sup 1(0ш(#), х)| ^||i/||(jr,r0)l|x||x V x e ^ ,  V y ^ ( X ,T 0),
ш
sup |(cTcü(ž/),x)| |̂|г/11(х,г)1|х||х V x e l ,  У у ^ (Х ,  T).
СО
Теорема 1.4. Имеют место равенства:
( ( (X, Т0), Т0), Т0) —  (^ , Т0), Н*/Н(((х,то),То),го)=Н#Н(х,го), (1-4)
{({Х,Т) ,Т) ,Т) =  (Х ,Т ), \\у\\(((х,т),т),т)=\\у\\(х,т)- (1.5)
Д о к а з а т е л ь с т в о .  Применяя теорему 1.3 для прост­
ранства (Х ,Т о), получаем
,((* , Т0), Т0), Т0) = > (*  Т0), П 6 ,
По теоремам 1.3 и 1.1 имеем (((X , Т0), Т0), Т0) с= (X, Т0). 
Ввиду включения X cz ((X, Т0), Т0) получаем
\\у\\(((Х,То),То),То)= sup sup I (аш (*/),*) I ^  
ш m ((X  .T o J .T o ) ^ 1
ч ^  sup sup I (cTto (г/), л:) I =  II z/IJ(js:,r0),
Cö
что вместе с (1.6) приводит к равенствам (1.4).
Аналогично доказываются равенства (1.5).
Теорему 1.5 (ср. [9]). Если X  =  X tn , то
Х '= (Х ,  Т) =  (Х, То)
и нормы в этих пространствах эквивалентны.
Д о к а з а т е л ь с т в о .  Пусть х е Х  =  X tn■ Возьмем неко­
торый cp е  X'. Тогда
|фх — <porM(x) I <||ф||||л: — аш(д;) Ц = о (1)
при со -V too, ввиду чего существует предел
Ф * =  lim (аи(феь), я )=  Hm (оа (у),х) V ^ e l
(О
, Итак, (фек) е  (X, Т) а  (X, То). Следовательно, X' с= (X, Т) а  
с z (X , To ) .
Остается доказать обратное включение, т. е. что (X, Т0) с= X ' . 
Действительно, пусть
Р = { х =
1




где (life) е  (X, Т0) и rj/t =  ф0е/(. Покажем, что
sup |ф0%| < о о .
Н*П*<1
Поскольку ф0х =  lim(0 (а0)(г/), х) для х <= Р, то при \х\ ^  1 
имеем
Iфо*I ^  sup |<аш(«/), х)| <  sup 11(0(0(г/), -)||.
СО 0)
Учитывая лемму 1.1 и применяя принцип равномерной ограни­
ченности к (Сто) (у) , •), получаем
||фо||̂  sup 11(00) (у )), ->||.<00.
(Ö
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Итак, ф0 — непрерывный линейный функционал на Р, и по 
теореме Банаха— Хана существует ф е  X' такой, что ф =  фо на 
Р и фел =  щ. Поскольку (rife) е  (X, Т0), то (щ) е Г .
Докажем, что в X и (X, Т) нормы эквивалентны. Если 
х е  X — XTN, то аш( А : ) е ^  при всех со [0, со0) и 
supo) IIОй(*) \\х  <С оо. Следовательно, х - ^ а ш(х) является непре­
рывным линейным оператором из X в X. По принципу равно­
мерной ограниченности
sup ||0(ö(*)llx^C )k llx .
(О
Если у <= (X, Т), то
1|г/||(х,т)= sup sup I <0Ш (х), у) I ^
Ш ||х||х<1
^  sup sup |l<0co(*), у)\ <
со |[aw(x)||x<C
^  С sup SUp |<0И(*), y)\ ^
^  С sup sup I lim (0(й(л:), 0x(#))| ^
to \\oJx)l\x ^ l  x-M0u
^  С sup sup |lim(0x(f/),*)|i=
(0 ||:с||х^1 x-»-co0
=  с  WyWx’,
ибо
lim {Он(у),-)=у, | / е Г ,
Xr+  ö)0
Обратно, пусть у е  X'. Тогда
\\у\\х'= sup I lim (0со(х), у)\ ^
В*ЦХ<1 со
^  sup sup |<0(о(*), у)\ =Hf/ll(X,T).
(О |МХ<1
Тем самым мы и доказали неравенство
||ž/ll(x,T)̂ c||i/||x'̂ c||t/||(x,T).
§ 2. Необходимые и достаточные условия для оператора U
Обозначим строку и столбец матрицы А через ап и ак, т. е.
Cln —  (önl> Cln2i О-пЗу • • ■) > ßk (ölfe, &2k> Ö3fe> • • •) •
Теорема 2.1. Оператор U определен на всем X тогда и 
только тогда, когда ап <= (X, Т).
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Д о к а з а т е л ь с т в о .  Если Ux существует для всех 
то существует предел limw (аы(ап) , х). Следовательно, ап ^ ( Х ,  Т). 
Обратно, если а п <= (Х ,Т ), то Ux существует для всех x g I .
Теорема 2.2. Если eh =  (<W) е  X, то £/(Р) cz У тогда и 
только тогда, когда ah е  У.
Д о к а з а т е л ь с т в о .  Пусть (У (Р )с=У . Тогда (Лпх) е  У, 
где х =  (|i, ša, ■ • • , Im, 0, .. .), т. е.
m m
(JS  Unhlh) =  S  У V rn e N .
fe=i
Следовательно, взяв л: =  ek, получим, что e  У.
Обратно, если e  У, to (Unx) ^  Y при x <= P. Теорема 
доказана.
Введем обозначения:
N = ( (Y ,  То), То),
II t/l|±=  sup sup II(его(an) , *)IU-
W 11*11* *£i
Лемма 2.1. Если U : X -► У, то
(2.1)
Д о к а з а т е л ь с т в о .  Поскольку при у <= (X, Г0) 
ц ед |*=  sup sup sup I (Оо {у) , lim (ох (ап) , я)) | ^
11*11* <1 (0 ||у||<1 X
^  sup sup sup sup I (о® (у) , (ax(fln), *»| —
X 11*11, <1 w UvlKl
TO
=  sup sup H(0<o(ßn), *)IU, 
to II*!I*<1
sup ||вди<ца||1,
откуда и следует неравенство (2.1).
Теорема 2.3. Пусть Р плотно в X и У замкнуто в N. Тогда
Ilt/lliCoo, a* ge У, а пЕЕ(Х,Т) =Ф- U g eL (X ,Y ).
Д о к а з а т е л ь с т в о .  Если х ^  Р, то по теореме 2.2 имеем 
U\P—̂ Y. Из неравенства (2.1) и предположения теоремы вы­
текает, что
l|£/*ll*<l|t/||ilUllx<oo.
Следовательно, U :P - + N . Поскольку У замкнуто в N, то и 
U : P —*-Y. Итак (см. [6], стр. 142, теорема 2), существует опе­
ратор и 0 такой, что Uq — U на Р и ||t/0| =  ||£/||. Пусть
и ых =  ((Gu(an),x)).
I l l
Тогда
II U\\i= sup sup II t/cô ll JV< oo
w l|x||z < i
и и шх->- Ux при со wo для всех х е  Р, и по теореме Банаха— 
Штейнгауза для всех х ^  X. Так как U0 =  U на Р, то U <= 
6e L(X, Y).
Лемма 2.2. Если Y =  Ytn, то Y является подпространством 
в N и нормы в Y и N эквивалентны.
Д о к а з а т е л ь с т в о .  Если Y — Ytn. то по теореме 1.5 
найдутся Ci, с2 >  0 такие, что
Cll|2||(Y(To)̂ 5: 112И г '^ с2||̂ 11(У,Го) VZ ^  (Y, Т0) .
По теореме Банаха— Хана для каждого у е  Y существует 
ф е У '  такой, что ||'ф||у' =  1 и
1ф̂ /| =  lli/[|y,= I Hm (сТсо(г/), <р) | ^  sup | (aw (*/Ь ф) | ^
П'ф !1(У,Го) 11̂/11лг:̂  1 /^1II фИ У' lii/1 ! 1 fc\ Iу \ IДГ*
По теореме 1.3 отсюда получаем неравенство
CilMly ̂  11̂/11дт̂  \у\ Y- (2.2)
Если Уп е  Y и уп — у по норме в N, то (уп) — последова­
тельность Коши в N и в силу неравенства (2.2) она является 
и последовательностью Коши в Y. Ввиду его полноты у е  Y. 
Следовательно, Y замкнуто в N.
Лемма 2.3. Если X =  ХТк, то найдется с > 0  такое, что
\\х\\х̂  sup ||ою(х) Hjc^cIUIU.
(Ö
Д о к а з а т е л ь с т в о .  Для каждого х ^  X  — Xtn имеем 
IUILt== lim ||ою(*) l l* <  sup Hao,(x)\\x .
(0 03
С другой стороны, оператор x-*-Gv(x) является непрерывным 
и линейным из X в X, и по принципу равномерной ограничен­
ности ||aw(x)IU ^  CIWU, что и требовалось доказать.
Теорема 2.4. Пусть X =  XTn и Y =  YTn■ Тогда
U (X)cz  K^=H|t/||i<oo, ап е=(Х ,Т),
Д о к а з а т е л ь с т в о .  Из теоремы 2.3 и леммы 2.2 вытекает, 
что если II U\\] <С оо, ah е  Y и ап е  (X, Т), то U : X — Y.
Обратно, если U : X-+Y, то по теоремам 2.1 и 2.2 получаем, 
что ak е  Y и ап е  (Х ,Т ). Поскольку Р плотно в X, то ввиду 
теоремы 2.2
и ых =  ((оы(ап),х})(= Y Vo)g[0, coo) .
Так как Ux — (Unx), где Un ё Х ' ,  то оператор UM непрерывен 
(см. [1], стр. 26— 27) при любом со е  [0, со0) и, следовательно, 
поскольку Y является ß/C-пространством, то оператор U —
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=  Пт«) иш существует и непрерывен (см. [2], стр. 67, тео­
рема 18). Из лемм 2.1 и 2.2 получаем
С 1 н е д г ^н ад и < 1 1 ад *| | * , (2.3)
откуда вытекает Ci\\U\\ ^  ||i/||i. Докажем, что найдется с2 >  О 
такое, что | t/|| i ^  c2\\U\\. Действительно, по теореме 1.3 имеем
liU\\i= sup sup ||((a«,(fln),Jc))IU<
w ||x||z < i
<  sup sup II ((aw (ön), *)) lly,
(Ü ||x||z < l
а ввиду регулярности T
(0a (a»),*>=  lim(0x(a„),0(ü(*)),
X-VO)0
откуда II (<0®(an), x)) lly^s ||£/|l IkM *) II*. Поскольку X =  X tn, то 
по лемме 2,3 .найдется с2 >  0 такое, что
1|0«(*)11х<с2||*11.
.. Следовательно,




Поскольку U непрерывен, то из неравенства (2.4) следует, что 
II[/||i <  оо, а это и надо было доказать.
Следствие 2.1. Если X =  XTn, то
а) U: X-+(Z,T0) o a n <=(XyT), a*e={Z,T0), 1 № < ° о ,
б) U: X ^ ( Z , T ) ^ a n <=(X,T), a * e ( Z f 7 ) f ||l/||i«x>f
Д о к а з а т е л ь с т в о .  Из теоремы 1.4 вытекает, что N =  Y 
и ввиду теоремы 2.3 получаем
а„е= (Х ,Г ), afe<= (Z ,r0), W U lh « *  =>- U : X -»(Z ,T 0).
Обратная импликация вытекает из теоремы 2.4.
§ 3. Применения
Поскольку с0 =  Сотх и /р =  Iptn, то из теорем 2.3 и 2.4 и 
следствия 2.1 получаем необходимые и достаточные условия 
для того, чтобы U (lv) ci lr при 1 ^  р, г <  оо, а также 
U(lP) с= с0 и т. д. (ср. [15, 16, 18]).
Например, применяя теорему 2.4 к случаю X =  Y — 1р и 
Т =  С0, получаем, что U (Ip) cz Iр тогда и только тогда, когда 
выполнены условия (ср. [5])
\апк\р1р~1< о о  уп, sup anklh\ р< о о .
h l|x|| < 1  n klP
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Для тригонометрической системы проблема изучена мно­
гими математиками. Обозначим через Хс и Xs соответственно 
пространства косинус- и синус-рядов из X. Для матрицы А 
арифметических средних, например, известно, что U (Lpc) cz Lpc 
при 1 р С  оо (см. [14]), U(LpS) cz Lps при 1 ^  р <  оо и 
U(Ls) cz Lc (см. [11]). Известны и для общих матриц А и 
Т =  С 1 необходимые и достаточные условия для того, чтобы 
V(X) cz У при наличии С'-базиса в X  (см. [11, 19, 20]). Если 
Т — метод арифметических средних и А =  С 1, то U*(Lpc) cz LPc 
при 1 <  р ^  оо (см. [10, 17]).
Все эти результаты вытекают из теоремы 2.4 и следствия 2.L  
Для этого отметим (см. [7, 8]), что
1) Lp — Lptn  при 1 <  р С  оо  для всех регулярных Т, а 
если Т удовлетворяет условию
/  U S 'т/i (со) cos ku\du =  0 (1 ) , (3.1)
о k
то L =  L tn  и С =  Ctn',
2) (Lp, T) — Lq при 1 <  p <  оо и 1/p + l/q =  1 для всех 
регулярных методов Т, а если Т удовлетворяет условию (3.1), 
то (L, Т) =  Loo, (Loo, Т) =  L и (С, Т) =  d V.
Из теоремы 2.4 вытекает, что U(C) qt С cz Loo при А =  C“ 
с а >  0.
ЕСЛИ A — (M nh ), ТО ВОПРОС Об £ / (Х )с= У  'СВОДИТСЯ к 
вопросу, когда мультипликатор (А,/*) <= (^ , У). Например, из тео­
ремы 2.4 вытекает известный результат, что (А/{) <= (L, L) тогда 
и только тогда, когда S Äh cos ku является рядом Фурье—  
Стильтьеса (см. [1], стр. 249).
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INCLUSION THEOREME DER MATRIXTRANSFORMATIONEN 
M. Tõnnov und J. Peet
Z u s a m m e j i f a s s u n g
In vorliegenden Artikel beweist man einige Sätze über 7-komplementär- 
räume (X, T) und findet man hinreichende und notwendige Bedingungen für 
die Matrixtrasformation U :X ^-Y , wo X und Y gewisse ß/C-Räume sind.
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О М УЛЬТИПЛИКАТОРАХ Д ВО Й Н Ы Х  РЯД ОВ Ф У РЬЕ
С. Барон
Тартуский государственный университет
Одной из трудных проблем теории тригонометрических рядов 
является вопрос о том, как по свойствам коэффициентов триго­
нометрического ряда установить, является ли этот ряд рядом 
Фурье заданного класса функций. Этой проблемой занимались 
многие математики (см., например, {24], стр. 82). В 1923 г. 
Колмогоров доказал, что косинус-ряд 2 ап cos пх является рядом 
Фурье интегрируемой (по Лебегу) функции, если его коэффи­
циенты ап 0 и (ап) — квазивыпуклая последовательность (см.
[1], стр. 652). При более общих условиях относительно (ап) 
результат Колмогорова обобщили Мур и Чезари в 1933— 34 гг. 
В 1960 г. Гёс ([25], стр. 136— 137) дал новое доказательство 
теоремы Мура— Чезари, применяя теоремы о множителях сум­
мируемости для метода Чезаро C“ порядка а >  0 (см., напри- 
мер, [5], теоремы 22.3 и 22.2 при ß — а), и нашел условия, при 
которых косинус-ряд является рядом Фурье— Стилтьеса ([10], 
стр. 26). Тыннов ([24], следствия 3.1 и 3.4), обобщая резуль­
таты Гёса, показал, что S an cos пх является рядом Фурье инте­
грируемой функции (рядом Фурье— Стилтьеса), если ап — мно­
жители суммируемости типа (То,Т\) (соответственно (Т ,Т {) ) У 
где Г и Г] — произвольные регулярные методы суммирования, 
причем Т равномерно суммирует ряды Фурье всех 2я-периоди- 
ческих непрерывных функций. Далее, знание эффективных усло­
вий для определения класса функций по коэффициентам коси­
нус-ряда дает возможность легко найти эффективные условия 
для мультипликаторов (см. [24], стр. 84, или '[5], стр. 248) 
рядов Фурье. Этим, дачиная с 1923 года, также занимались 
многие математики (ом., например, ([10], стр'. 592).
В настоящей статье мы решаем аналогичные вопросы для 
двойных тригонометрических рядов. Сначала находим условия 
для определения класса функции двух переменных по коэффи­
циентам ее двойного ряда Фурье, а затем, применяя их и неко­
торые теоремы Скворцовой [17— 19], получаем условия для 
мультипликаторов двойных рядов Фурье. Эти условия выра-
116
жаем мы через множители суммируемости двойных рядов. 
Напомним, что числа етп называются множителями суммируе­
мости типа (S0,T r) (или (5Г, Гг)), если для любого ^-ограни­
ченного (вполне S-суммируемого) двойного ряда 1 2 итп двой­
ной ряд 2 EmnUmn вполне Г-суммируем.
§ 1. Леммы о Г-дополнительных пространствах
Пусть f и g  — вещественные функции двух переменных, опре­
деленные почти всюду на R2, периодичные с периодом 2п по 
каждой переменной и интегрируемые по Лебегу на квадрате 
Q =  [— л, л]2. Пусть / и g  разлагаются в тригонометрические 
двойные ряды Фурье 1
Г = 2  Аы, (1)
g ° =  2  A u  (2>
соответственно, где
A hi (s, /) =  Kki (au cos ks cos ltJr bhi sin ks cos Z/-f
-\-Chi cos ks sin lt-\-dk 1 sin ks sin It) ,
Aki{s, t) =  Xki{cLki cos ks cos lt-\-ßhi sin ks cos It-f-
cos ks sin lt-\-6hi sin ks sin It) ,
причем Aoo =  1/4, =  1 /2 при kl —  0 с k -j- / >  0 и hu =  1 
при k, l >  0.
Функции, равные почти всюду на Q, отождествляем.
Будем обозначать одним и тем же символом как множество- 
самих функций / двух переменных, так и множество их двой­
ных тригонометрических рядов f°. Например, через С обозна­
чаем пространство всех непрерывных на Q функций f, а также 
пространство всех двойных рядов (1) этих функций.
Пусть X — некоторое множество двойных рядов (1). Пусть2 
Т =  (тmnhi) — треугольный метод суммирования. Следуя Гёсу 
и Тыннову (ср. [5], стр. 241), пространство всех тригонометри­
ческих рядов (2), для которых двойной числовой ряд
'S  khi{ahiahi-]-ßkibki-\-\hiCki-̂ -6kidhi) (3)
вполне Г-суммируем при каждом |° е Х ,  назовем Т-дополни- 
тельным к X  и обозначим через (Х-+Т). Если аи — 0 для всех 
Г е ^ ,  то полагаем и аы>= 0 для ;всех ^  (Х-+Т). Аналогич­
ные соглашения делаем относительно коэффициентов Ьм, сы 
и dki. Таким образом, если X  состоит лишь из «осинус-косинус-
1 Если пределы изменения индексов у знака суммы не указаны, то они 
изменяются от 0 до оо.
2 Методы суммирования задаем матрицами преобразования двойного 
ряда в двойную последовательность. Свободные индексы принимают все 
значения 0, 1, . . .  .
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рядов
c°(s,t) =  Xkiaiii cos ks cos It, (4)
то таково и (Х-+Т), т. е. (X ->■ Г) состоит из косинус-косинус- 
рядов
k°(s,t) =  Хыаы cos ks cos lt. (5)
Пусть 5 =  (omnhi) — некоторый треугольный метод сумми­
рования двойных рядов. Пусть X состоит из всех косинус-коси- 
нус-рядов (4), для которых3 U Xh iah i^So  (соответственно 
2 Хыаы ^  Sr) . Тогда (по определению) Г-дополнительное прост­
ранство ( X Т )  состоит из всех таких двойных рядов (5), для 
которых двойной ряд 2 ahihaO-ht вполне Г-суммируем. Последнее 
означает, что числа а «  являются множителями суммируемости 
типа (So, Тг) (соответственно (Sr,T r) ).
Таким образом, доказана
Лемма 1. Если множество X состоит из всех рядов (4) с 
S-ограниченными (вполне S -суммируемыми) коэффициентами, 
то Т-дополнительное пространство (Х-+Т) состоит из таких 
рядов (5), коэффициенты ahi которых являются множителями 
суммируемости типа (So, Гг) (соответственно (Sr,T r) ).
Пусть L — множество всех интегрируемых по Лебегу на Q 
функций /, а М — множество всех ограниченных почти всюду 
на Q функций f <= L. Посмотрим из каких двойных рядов (1) 
состоит Г-дополнительное пространство (М-+Т).
Обозначим 5- и Г-средние ряда (1) через omnf и тmnf, т. е.




а Г-средние ряда (3) — через hmny Т. 6.
hmn— JŽj tmnhlkkl{ahiakl-\-$hlbkl-\-\hlChl-{-bhldhl) • 
k,l .̂in,n
По определению Г-дополнительного пространства двойной ряд 
g° е  (М —>-Г) тогда и только тогда, когда двойной числовой 
ряд (3) вполне Г-суммируем, т. е. двойная числовая последо­
вательность (hmri) вполне сходится для любой f е М .  Поставим 
в соответствие каждой f <= М функцию g ^  (М-+Т) при помощи
(2) и (3) и определим функцио-нал R по формуле
ф (Ттп^) ==hmn-
Теперь, учитывая общий вид непрерывного линейного функцио­
нала в L (см. [13], стр. 257), видим, что сходимость двойной 
последовательности (hmn) означает слабую сходимость (xmng)
3 Через So (соответственно 5 ,) обозначено множество всех S -ограничен­
ных (соответственно вполне S -суммируемых) двойных рядов.
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в L, ибо, выражая коэффициенты Фурье akt, Ьы, сы и dhi функ­
ции f через интегралы (см., например, >[23], стр. 222, или [9], 
стр. 122), получаем
hmn=\f J f(x,y) {Tmng) {х,у) dxdy. (6)
Я Q
Покажем, что (тm n g )  слабо вполне сходится к g. Для этого 
достаточно показать, что двойной ряд Фурье слабого предела 
совпадает с g°. Действительно, положив в (6) сначала f{x ,y ) =  
=  cos (ix-cos vy, получаем hmn — TmnnvÄ.M.vanv, затем, положив 
f{x, У) —  sin (l*-COS vy, находим hmn =  TmrinvVvßnv и т. д., откуда, 
если Т удовлетворяет условию4
r-lim'tmnfez= 1, (7)
m,n
вытекает требуемое. Итак, доказана
Лемма 2. Если Т удовлетворяет условию (7), то Т-дополни­
тельное пространство (М ^- Т ) состоит из таких g° е  L, для 
которых (тmng) слабо вполне сходится к g в L.
§ 2. Нахождение условий для определения класса функций
Пусть Ктп —  ядро метода S, т. е. (ср. [5], стр. 242)
( ^ j  £*) ==: J E  (Д hlGmnhl)' ^ f t ( ^ )  L )i(v )
h ,l^m ,n
где Dh — ядро Дирихле, и Lmn — константы Лебега метода 
S, т. е.
Lmn— ^ j f J  \Kmn{u,v)\dudv.
л Q
Пусть метод 5 удовлетворяет условию
Lmn =  0(1) .  (8)
Тогда, учитывая, что
(O m nf)(s ,t)=  - J J  f (s-\-U, t-\-v) Ктп {и, v) du dv (9)
Я Q
(ср. [11], стр. 455), для всех / е  М получаем
I (Omnf) (s, t) I ^ Ь т п Ш м ,  (Ю)
где
П/Плг= vraisup [ f(s, t) I .
Q
4 Символ г-lim xmn =  a означает, что (xm ?l) вполне сходится к а, т. e.
m, n
lilTl X fun  — 1 CLy 3  ^П1 X m n » 3  X m n •
m,n->oo n  —► oo m -y  oo
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Отсюда ввиду (8) вытекает, что всюду на Q
(Omnf) { s , t ) = 0 (  1),
т. е. все /° <= М являются S-ограниченными всюду на Q и, следо­
вательно, ZXhiCiki<^So, ибо /°(0 ,0) =  2 "kkî hu Отсюда, обо­
значив
получаем, что М(- а  Х о , где Мс — множество всех четных (см. 
[9], стр. 149) функций, ограниченных почти всюду на Q. Тогда 
по определению Г-дополнительного пространства имеем 
(Х0 Т) а  (Мс-+Т) а  ( М Т ) . По лемме 1 ряд к° е  
е  (М Т) , если числа атп — множители суммируемости типа 
(S0, Tr), т. е. если 2 Км(амам -|- ßwO -f- ум0 +  б*/0) е  Тг для 
любого f° е  М. По лемме 2 имеем (М-+Т) a  L. Значит, если 
au  являются множителями суммируемости типа (S0,T r), то 
k° е  L. Итак, доказана
Теорема 1. Пусть треугольные методы S и Т удовлетворяют 
соответственно условиям (8) и (7). Если числа <М п являются 
множителями суммируемости типа (So, Тг), то косину с-косину с- 
ряд (4) является рядом Фурье из L.
Пусть V — пространство всех функций двух переменных с 
ограниченным изменением на Q в смысле Витали (см. [9], 
стр. 220). Через dV обозначим пространство всех двойных рядов 
Фурье— Стилтьеса функций из V, т. е. двойных рядов (1), для 
которых коэффициенты ам Фурье— Стилтьеса функции F е  V 
определяются по формуле
(см. [21], стр. 275), а коэффициенты bki, см и dM вычисляются 
по аналогичным формулам.
Докажем, что имеет место
Теорема 2. Пусть треугольные методы S и Т удовлетворяют 
соответственно условиям (8) и (7), причем
Если числа атп являются множителями суммируемости типа 
(Sr, Тт), то косинус-косинус-ряд (4) является рядом Фурье— 
Стилтьеса.
Д о к а з а т е л ь с т в о .  Сначала докажем, что ввиду (11) и 
(8) все f e C  равномерно вполне S-суммируемы на Q. Дейст­
вительно, из (10) вытекает, что для операторов amn : С -*■ С, 
определенных равенством (9),
Х о = { с ° :  S  kkiäki e S q } ,




Далее, по аппроксимационной теореме Вейерштрасса (см. [8], 
стр. 110, или [22], стр. 14) множество двойных тригонометри­
ческих многочленов плотно в С и, следовательно, множество
£ = {1 /2 , cos fis, sin |is)X  {1/2, cos xt, s'mxt}, n- ,v ^ l,
является фундаментальным в С. Но ввиду (11) для каждой 
/ е  Е двойная последовательность, определенная в (9), равно- 
; мерно вполне сходится на Q, ибо для любой f е  Е имеем 
\\f — Omnf\\— \l — Omrmv\\\f\\. Ввиду (12) и (8) по обобщению 
теоремы Хана— Банаха— Штейнгауза, данному Куллем ([14], 
стр. 10, теорема III ) ,  получаем требуемое, т. е. для любой 
/ е С
r-lim II/ — Omnf 1 =  0.
т,п
Итак, С с  S r. откуда для всех f  е С  имеем 2 ХыО-м ^  S r. 
Отсюда, обозначив
Xr=  {с° : JE  hkictki ^  5Г},
получаем, что Сс с  Хг, где Сс — множество всех четных функ­
ций, непрерывных на Q. Тогда по определению Г-дополнитель- 
ного пространства имеем ( X , Т )  а  (Сс -+Т) с= (С -> Г ), от­
куда по лемме 1 заключаем, что k°^(C->-T ), если числа 
а  тп — множители суммируемости типа (Sr,T r), т. е. если
2 ahihiidki ^  Тг для любого }° (= С. Это имеет место, когда двой­
ная последовательность (hmn), определенная формулой (6), 
вполне сходится для любой [ е  С. Отсюда вытекает, что 
k ° ^ d V .  Для доказательства этого определим точечно вполне 
сходящуюся на С двойную последовательность линейных функ­
ционалов г|)тп : С —V R по формуле
tymnf == hmn-
Из теоремы Рисса—Маркова (см. [16], стр. 143, или [20], 
стр. 81) об общем виде непрерывного линейного функционала 
на С следует, что все г|зт„ непрерывны на С. Тогда и предель­
ный функционал г|) линеен и непрерывен (см. [14], стр. 12, тео­
рема IV) на С. По теореме Рисса— Маркова функционал 
определен равенством
V f = X / J  f(s, i)dG  (s, t) 
я я
с G e  V. Отсюда при f(x ,y ) =  cos .ux-cos xy, учитывая (6) и
(7), выводим
Ч ,/ ==  11ГП T m t i —  Я/рд>(2рд>. 
m,n
Следовательно, (a*/) — последовательность коэффициентов 
ряда Фурье— Стилтьеса, т. е. k° s= dV. Теорема "оказана.
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§ 3. Нахождение условий для мультипликаторов
Двойная последовательность (атп) называется мультиплика­
тором класса (X, У), если двойной ряд 2> а^Аш  является двой­
ным рядом Фурье функции из Y всякий |раз, когда g° е  X.
Докажем, что имеет место
Теорема 3. Пусть треугольные методы S и Т удовлетворяют 
соответственно условиям (8) и (7). Если числа атп являются 
множителями суммируемости типа (So,T r), то (атп) является 
мультипликатором класса (dV ,L ).
Д о к а з а т е л ь с т в о .  Скворцова (см. [17], теорема 4) 
доказала, что (атп) является мультипликатором класса (dV , L) 
тогда и только тогда, когда c ° e L .  Применяя теорему 1, полу­
чаем требуемое.
Пусть ф — выпуклая непрерывная функция одной перемен­
ной и ^  0 такая, что 0 ^ ф (м ) | ,  ф(2«) =  0 (1)ф (и ) и 




(ср. [19], стр. 19). В частности, при ф(м) =  up с р >  1 вместо 
Lw пишем Lv.
Через R обозначим класс функций двух переменных, инте­
грируемых по Риману на Q.
Теорема 4. Пусть методы S и Т треугольны, S удовлетворяет 
условиям. (8) и (11), а Г — условию (7). Если числа атп явля­
ются множителями суммируемости типа (Sr,T r), то (атп) явля­
ется мультипликатором классов (М, М), (R ,R ) , (С, С),, 
(dV, dV), (R, М), (С, М), (С, R), (L4, L(P) и (L p, Lp).
Д о к а з а т е л ь с т в о .  Скворцова (см. [17], теорема 2, [1В], 
теорема 7, и '[19], теорема 12) доказала, что (атп) является 
мультипликатором первых семи классов теоремы 4 тогда и 
только тогда, когда с° е  dV и класса (Lif, Lq) тогда, когда 
с° е  dV. Применяя теперь теорему 2, получаем требуемое.
Теоремы 3 и 4 сводят проблему нахождения условий для 
рассматриваемых мультипликаторов двойных рядов Фурье к 
проблеме множителей суммируемости типов (S0,T r) и (Sr, Тг) у 
решенной для методов суммирования Чезаро ([2], теоремы 3 
и 1) и взвешенных средних Рисса ([3], теоремы 6 и 4), а также 
для произвольных методов S и Т, удовлетворяющих некоторым 
условиям (ом. '[7], теорема 1, и [6], теоремы 3 и 1), или, 
когда Т — метод сходимости Е (см. [12], теорема 14, и [4]г 
теоремы 5 и 3). Таким образом, получаем для мультипликато­
ров эффективные условия, наложенные непосредственно на них.
Применим теоремы 3 и 4 в случае, когда S и Т — методы 
суммирования Чезаро соответственно Са с ос, ß >  0 и Cv-6 с
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y , õ ^ O .  Для них условия (11) и (7) выполнены. Выполнение 
условия (8) вытекает из теоремы Никольского (см. [1], стр. 476 
и 481, или [15], стр. 265 и 277) или получается непосредствен­
ным вычислением (см. [Ю], стр. 157), ввиду факторизируемости 
методов Чезаро. Применяя теперь теоремы 3 и 1 статьи [2], 
получаем следующее
Следствие 1. Если при а, ß >  0 и 0 ^  у, 0 ^  а, ß выполнены 
условия атп — 0 (1 ),
2  (m + l ) a (rc+ l)fj|A“+y+1amn| < o o ,
m,n
(13)
2  ( ^ H " l ) a |A“+1ainn| = o [ (n + l)ß - 0],
m
(14)
2  (tt-H )ßlAßn la™n| = o [ (m +  1)*-“], 
n
(15)
lim  [ (m + 1) a-v(n-{-1) p_6flm „]  =  0,
т,п
то (атп) является, мультипликатором класса (dV, L), если же 
выполнены условия (13) и
атп =  О [ ( т + 1) v-а (п-\-1) 6-ß],
а в (14) и (15) заменить о на О, то (атп) является мультипли­
катором всех классов из теоремы 4.
Применим еще теоремы 3 и 4 в случае, когда S — фактори- 
зируемый метод суммирования Вороного— Нёрлунда с omnki —
— Р m—k,n~i/Ртп, где Рт п =  Р 'тР"п  > 0 ,  а Т =  Е. Тогда, опре­
делив числа dmn двойным степенным рядом
2  dmnXmyn=  ( 2  PmnXmyn)-\
получаем следующее
Следствие 2. Если P'm—P'm-u Р "п— Р"п-1 ^ 0  и Р 'т ,Р"п~+ оо, 
причем
J J  (k-\- 1 )  - 1 ( / +  1 О (Ртп)
h ,l^m ,n
и 2 (т  -f 1)(/г-|- 1) I dmn | <С оо, то (атп) является мультипли­
катором класса (dV, L), если выполнены условия
r-lim (Pmnümn) = 0 ,  
m,n
2 t Pmn j 2 i  dh—m,l—n flfti |<oo, (16)
m,n k ,l^m ,n
2  Fmn j JsEJ dk-m,oaiin I ==r o (1), (17)
m k^m
2  P mn \ 2do,i-nami\=o(\), (18)
n l^n
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если же выполнены условия (16) и РтпО-тп — О (1), а в (17) и 
(18) заменить о на О, то (а,пп) является мультипликатором всех 
классов из теоремы 4.
Д о к а з а т е л ь с т в о .  Условия (11) и (7) выполнены, ибо 
факторы метода 5 регулярны (см. [5], стр. 102) и ттпы — 1- 
Условие (8) также выполнено (см. [15], стр. 262, или [10]„ 
стр. 495— 496). Остается применить теоремы 5 и 3 статьи [4].
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ABOUT THE MULTIPLICATORS FOR THE DOUBLE FOURIER SERIES
S. Baron
S u m m a r y
Let S and T be two triangular summability methods. The numbers emn 
are called the summability factors of the type (So,Tr) (resp. (Sr,Tr)), if for 
any S-bounded (resp. regularly S-summable) double series 2 w„, n the double 
series 2 emnUmn is regularly 7'-summable. The double sequence (amn) is 
called the niultiplicator of the class (X, Y), if 1.ahiAhi(s, t) is a double Fourier 
series of a function / е У  for every g °e X , where g° is defined by (2).
In the article some ideas of the method, developed by Goes and Tynnov 
{see [25, 24] and [5], § 28) to investigate the Fourier series of function of 
one variable are generalized to double trigonometric series. So the effective 
conditions imposed on amn are found in order that the series (4) would be 
the double Fourier series of a function f of two variables integrable on Q =  
=  [— л, л]2 or double Fourier— Stieltjes series. For this in the first case it 
is sufficient that amn w ill be the summability factors of the type (SQ, Tr), and 
in the second case of the type (S r, 7V), if the methods 5 and T satisfy the 
conditions (7), (8) and (11).
Applying the results of Skvortsova [17— 19] the follow ing theorems are 
proved, where we denote by L (resp. R) the set of all functions integrable 
on Q in the Lebesgue (resp. Riemann) sense, by M the set of all bounded functions 
f e L ,  by С the set of all continuous functions on Q, by L*> the set of all 
/ for which //<?\f(x, у) I P dx d y <  oo, where p >  1, and by dV —  the class of 
a ll double Fourier— Stieltjes series.
Theorem 3. Let S and T satisfy the conditions (8) and (7), respectively. 
If amn are summability factors of the type (So, 7V), then (amn) is a multi- 
plicator of the class (dV, L).
Theorem 4. Let S satisfy the conditions (8) and (11) and T satisfy 
the condition (7). If amn are suinmability factors of the type (Sr,Tr), 
then (amn) is a multiplicator of the classes (M, M), (R,R), (C.C ), (dV, dV), 
(R ,M ), (C,M), (C,R) and (Lp, L p).
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НЕКОТОРЫЕ РЕЗУЛЬТАТЫ О тР-ТОПОЛОГИИ НА 
ПРОСТРАНСТВЕ ИЗМ ЕРИМ Ы Х ОТОБРАЖ ЕНИЙ
Т. Меле
Тартуский государственный университет
Понятие тР-топологии на множестве измеримых' отображе­
ний измеримого пространства (Q ,2 ) в хаусдорфово пространство 
(М, т) со счетной базой дано в [2]. Оно обобщает топологию 
сходимости по мере и находит применение, например, в теории 
вероятностей. Настоящая заметка дополняет [2] в двух направ­
лениях: получены критерии тР-сходимости (теорема 1) и усло­
вие метризуемости тР-топологии (теорема 2).
§ 1. Обозначения и определения
В этой статье приняты следующие обозначения: (М,т) — 
хаусдорфово пространство со счетной базой топологии 
т, т X  t  -  тихоновское произведение топологий, 2 Т — порожден­
ная топологией а-алгебра, 2Т X  2 х — произведение сг-алгебр. 
В силу того, что т имеет счетную базу, 2ТХХ =  2х X  2Т.
Допустим временно, что т — регулярная топология. Тогда 
(М,т) метризуемо некоторой метрикой d, которая является из­
меримой функцией на (М Х М ,  2 ТХХ). В частности, для любого 
числа е и любой меры ц на 2ХХХ существует число
pL((m1,m 2):d (m i,m 2) < e ) .  (1)
Обычно мера р возникает следующим естественным путем. 
Пусть (й, 2 ,Р )  — измеримое пространство с неотрицательной 
нормированной мерой Р на 2, а х и у — некоторые (2 ,2 х) -из­
меримые отображения Q М. Класс всех таких отображений 
обозначим X. Тогда для измеримых прямоугольников А X  В
ц (А Х В )= Р (х~ '(А )[ )у - '(В )) , (2)
что определяет меру р. Если (2) верно, то вместо (1) будем 
писать просто P (d(x ,y ) <С е).
Определение 1. Последовательность Х\, х%,. . .  в X называ­
ется сходящейся по мере Р к х в X и пишется Х\ ->р х, когда 
для любого е >  О
\imP(d(Xi, я) <е) =  1. (3)
г-* оо
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Определение 1 корректно в том смысле, что не зависит от 
выбора метрики d.
Возвратимся к общему случаю, где {М, т) не обязательно 
регулярно (но по-прежнему имеет счетную базу топологии). 
Тогда определение 1 может терять смысл из-за неметризуемо- 
сти пространства (М,т). В [2] дано определение тР-сходимости, 
которое является расширением определения 1 на случай немет- 
ризуемого (М ,т). Если (М,т) метризуемо, то тР-сходимость и 
сходимость по мере совпадают. Напомним некоторые понятия, 
связанные с тР-сходимостью.
Определение 2. Оградой называется любое семейство S =  
=  {Sm : tn е  М) подмножеств М, где tn е  S m для всех tn е  М. 
Правильными называются ограды, удовлетворяющие условию
U ({m }XS„)<=Z*X2*.
m
Открытыми называются ограды, которые состоят из открытых 
множеств.
Определение 3. Последовательность хи х2, . . .  в X называ­
ется тР-сходящейся к х в X и пишется я,- ->тР л:, когда при 
любой открытой правильной ограде S
P(Xi е  Sx)-*-1. (4)
Отметим, что все пределы тР-сходящейся последовательно­
сти P-почти всюду равны.
Определение 4. Базой множества всех правильных открытых 
оград (или просто базой оград) называется любое семейство 
{kS, k е  К} правильных открытых оград, обладающее свойст­
вом: для каждой правильной открытой ограды S, числа е >  О 
и множества {х, хи х2, . . .} cz X существует такое значение 
k е  К, что
Р  П ( {Xi ф  hSx) lj (Xi g S , ) ) > 1 -  в. (5)
i
База оград важна тем, что Х[—̂ ХРХ тогда и только тогда, 
когда (4) имеет место для любой ограды S из базы оград. 
В [2] построена счетная база { i5 ,25, . . . } оград. Здесь
hSm=  Л Uj(m) ( 6 = 1 , 2 , . . . ) ,  (6)
где U j(m ) обозначает /-тое множество в последовательности 
всех тех множеств в некоторой счетной базе топологии т, кото­
рые содержат точку пг е  М. Для краткости, эту базу называем 
стандартной.
§ 2. Критерии тР-сходимости
Определение 5. Будем называть ограду S =  {Sm : m е  М) 
оградой счетного типа, если для некоторого счетного разбиения 
0 и  . . .}  множества М на непересекающиеся подмножества
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Ei имеет место равенство
U ( { m } X S m) = U { £ ;X ^ } ,  (?)
m j
где Vj — некоторые множества.
Лемма 1. Ограды (6) из стандартной базы не более, чем 
счетного типа.
Д о к а з а т е л ь с т в о .  Определим эквивалентность а ~  hb 
равенством kSa =  hSb. Отношение ~ h разбивает М на классы 
эквивалентности Еу.
kSa — hSb -<=>- a, b е  Е j для некоторого Ej.
Каждое множество hSm является пересечением конечного числа 
множеств счетной базы т. Поэтому варьированием m <= М 
можно получить не больше, чем счетное семейство множеств 
hSm. Поскольку каждое множество &Sm однозначно определяет 
некоторое множество Ej. то и классов эквивалентности не 
больше, чем счетное множество. Сопоставляя каждому Ej (од­
нозначно определенное) открытое множество V j =  hSm, где 
m е  Ej, получим равенство (7). Лемма доказана.
Используя стандартную базу, докажем следующую теорему о 
тР-сходимости.
Теорема 1. Пусть х, х,, х2, . . .  е  X, a {Uu U2, . . . } — счетная 
база топологии т. Тогда следующие условия 1°— 3° эквива­
лентны.
1°  Xi-+xP х\
2° для любого открытого множества U е  т
P ( x ^ U  =>- X i^U )- +  1; (8)
3° сходимость (8) имеет место для любого (открытого) 
множества Uj из базы топологии т.
Д о к а з а т е л ь с т в о .  Докажем теорему по схеме 
1° =ф- 2° =>- 3° =ф- 2° =ф- Г. Рассмотрим правильную открытую 
ограду {Sm : tn <= М), определенную условием
U, если m e t / ,
{ (9)М, если т ф и ,
где U — произвольное фиксированное открытое множество в 
(М ,т). Тогда, если выполняется условие 1°, имеем
Р(х  <= U =ф- Xi е  U) = Р ( х  ф  U V  Xi е  U) —
=  Р(х ф  U Д  Xi Xi g [ / )  =
=  P(xi e  Sx )-+ 1,
чем импликация 1° =ф- 2° доказана. Далее, из 2° следует 3° с 
очевидностью.
Предположим теперь, что выполняется условие 3° и U е  т. 
Возьмем такие множества Uj\, Uj2, . . .  из базы топологии, что 
при П  ->- ОО
128
и -  и u j h\0.
Учтя это, возьмем п настолько большим, чтобы 
Р  {х (U U Ujh) ) < е .
Тогда
P ( x ( = U / \ xi & U ) = P ( x < =  (J UjhA Xi<£U)  +
h^n
+ P (x e ( £ /  —  и Ujh)/\ Xi(£ U ) <  P ( x e  u Ujh f\Xi<£ C /)+ e<
hs^n k^n
^  P(x<^ujk/\xi (£ U Ujs)^- & ^ Ujk f\Xis£ i/j/0+е.
h^n s<̂ n h^n
(10)
В силу 3° правая часть (10) сходится при i-> оо к числу 
е >  0, которое сколь угодно мало. Значит, 3° =>- 2°.
Докажем, наконец, импликацию 2° =>- 1°. Используя Ej и К j 
из леммы 1 получим
Р (Хг <= kS x) =  £  Р  (х  Ej /\ Xi (=  Vj)+ P{x<£ и  Ej /\ X iE E kS x) ^
j < n  j < n
2 P ( x E E E j  Д  €EE V j)  =  
j < n
=  Д ; P(x e  £ j  e  V i ) - 2 P ( x  &  E j). (11)
j< n j^n
Основываясь на сходимость E\ U • • • U E n f  M, которая следует 
из леммы 1, возьмем п настолько большим, чтобы
— ^ P ( x t £ E j )  =  ^  Р(х<= Е j) — t t ^ l  — 8 — п. (12)
j^n  j<n
Используя далее 2°, выберем i столь большим, чтобы при всех
1 ^  ^  п
P ( x ^ V j = ^ x i ^ V j ) ' ^ \  — eJn. (13)
Поскольку
Р ( х е  Ej =>- Xi е  Vj) ^ P ( i G ' Vj =ф- Xi е  V j) ,
то в силу (12) и (13) получаем из (11) неравенство
P ( ^ E ftSx) ^ l - 2 e .  (14)
Итак, увеличивая i можно получить (14) для любого 8 >  0. 
Этим импликация 2° =ф- 1°, а, значит, и вся теорема доказана..
§ 3. Условие псевдометризуемости тР-топологии
Хорошо известно ([1],-стр. 185), что пространство измери­
мых вещественных функций с топологией сходимости по мере 
псевдометризуемо. Следующая теорема показывает, что всякое 
собственное обобщение (в смысле определения 3) сходимости 
по мере порождает уже неметризуемую топологию.
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Теорема 2. Топология хР-сходимости псевдометризуема 
тогда и только тогда, когда пространство (М , т) метризуемо.
Д о к а з а т е л ь с т в о .  Д о с т а т о ч н о с т ь .  Если простран­
ство (М ,х ) метризуемо метрикой d, то формула
е(х,у) =  inf (e-f-P(d(x,y)  > е ) )
Е > 0
определяет псевдометрику q на X. Проверить надо только нера­
венство треугольника. Оно получается, если вычислить inf по 
е > 0 и 0 > 0 в  неравенствах
e-f-6-f-P(d(x,y) > e ) ,+ P (d (y ,z )> õ )  ^
^  £-\-Ö-\-P (d (х, у) > 8  V  («/, -2!) >  б) ^
^8;-f-õ-i-P(d(x, у) Jrd(y, z) > е  +  б) ^
^ 8 -f-õ-j-P (d (x, Z)  ^>8;-f-0) .
Н е о б х о д и м о с т ь .  Пусть x =  с, x{ =  cu x2 — c2, . . .  — 
постоянные отображения класса X. Тогда, подставляя в (4) 
ограду (9), увидим, что xi ^ lP х тогда и только тогда, когда 
Ci —>- с в (М ,т). Итак, имеем естественное непрерывное вложе­
ние (М, т) с: (Х,хР).  Если теперь пространство (Х ,тР) псевдо- 
метризуемо, то и любое его подпространство, в частности 
(М,х),  псевдометризуемо. Поскольку (М,т) является хаусдор- 
фовым, то его псевдометризуемость равносильна метризуемости. 
Теорема доказана.
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The тР-topology on a set of measurable mappings of a measurable space 
into a Hausdorff space (M, t)w ith  countable-base topology was introduced 
in [2]. As shown in [2], in the special case of metrizable (M, t ) ,  a sequence 
тР-converges iff it converges in measure. Consequently, in the most general 
situation where convergence in measure is still definable and preserves its 
natural meaning, the тР-convergence is equivalent to it. But тР-convergence 
is defined also in more general situations.
In  this paper two further results about тР-topology are obtained. In 
theorem 1 a simple criterion of тР-convergence is established (see formula 
(8 )). Theorem 2 shows that тР-topology is pseudometrizable iff the space 
(M , t )  is metrizable.
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