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ABSTRACT
Turbulence can transport angular momentum in protoplanetary disks and influence
the growth and evolution of planets. With spatially and spectrally resolved molecular
emission line measurements provided by (sub)millimeter interferometric observations,
it is possible to directly measure non-thermal motions in the disk gas that can be at-
tributed to this turbulence. We report a new constraint on the turbulence in the disk
around HD 163296, a nearby young A star, determined from ALMA Science Verifi-
cation observations of four CO emission lines (the CO(3-2), CO(2-1), 13CO(2-1), and
C18O(2-1) transitions). The different optical depths for these lines permit probes of
non-thermal line-widths at a range of physical conditions (temperature and density)
and depths into the disk interior. We derive stringent limits on the non-thermal mo-
tions in the upper layers of the outer disk such that any contribution to the line-widths
from turbulence is <3% of the local sound speed. These limits are approximately an
order of magnitude lower than theoretical predictions for full-blown MHD turbulence
driven by the magneto-rotational instability, potentially suggesting that this mechanism
is less efficient in the outer (R& 30AU) disk than has been previously considered.
1. Introduction
Planets form within the disks of gas and dust that surround young stars and are subject to
the dynamics within these systems. In particular, magneto-hydrodynamic (MHD) turbulence gen-
erated by the magneto-rotational instability (MRI), which is the leading theoretical mechanism
driving angular momentum transport and disk accretion (Balbus & Hawley 1998; Armitage 2011;
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Turner et al. 2014, and references therein), can have a large effect on the planet formation process.
Dust grains naturally gravitationally settle toward the midplane of the disk, with large grains set-
tling faster than small grains. Turbulent motions could counteract this process (e.g. Dubrulle et al.
1995; Johansen & Klahr 2005; Carballido et al. 2006; Ciesla 2007) preventing grains from collect-
ing in high densities at the midplane and thereby limiting the rate of planetesimal formation.
Laboratory measurements find that grains can stick together if they collide at less than ∼1-30
m/s, depending on the composition of the grain (Poppe et al. 2000; Blum & Wurm 2000, 2008;
Gundlach et al. 2011) and enhanced turbulence could easily create relative motions that exceed
this threshold. Turbulence may also allow pebbles and rocks to collect into overdense regions
where they eventually collapse into planetesimals (Klahr & Henning 1997; Johansen et al. 2007;
Youdin & Shu 2002). For planetesimals, turbulence may slow inward migration (Laughlin et al.
2004) although at the expense of increased erosive collisions (Ida et al. 2008). The threshold for a
massive planet to open a gap within the disk depends on the ability of the accretion flow to refill
the gap; weaker turbulence, and hence a weaker accretion flow, would allow smaller planets to open
large disk gaps (Crida et al. 2006; Kley & Nelson 2012; Fung et al. 2014). The variety of effects
indicate that a detailed understanding of planet formation requires knowledge of the strength of
the turbulent motion.
Much of the work investigating the strength of turbulence in disks has been strictly theoretical,
focusing on the complex physics involved. Given the typical physical conditions within a protoplan-
etary disk, MRI is the predominant mechanism for angular momentum transport. The coupling
of magnetic fields within the disk, along with rotational shear, drive the MRI that creates turbu-
lence and leads to angular momentum exchange (Balbus & Hawley 1998). In the ideal MHD limit
instabilities grow quickly throughout the disk (Balbus & Hawley 1991). Low ionization through-
out much of the disk introduces various non-ideal MHD effects but independent of these complex
effects numerical simulations find that MRI produces a strong vertical gradient in the strength
of the turbulent motion (Miller & Stone 2000; Flock et al. 2011; Simon et al. 2015). Close to the
midplane the velocities are only a few percent of the local sound speed while at z >2-3H, where
H is the pressure scale height, turbulent velocities approach the sound speed (Fromang & Nelson
2006; Simon et al. 2013, 2015). Gravito-turbulence also predicts large velocities, although with a
much different vertical gradient (Forgan et al. 2012; Shi & Chiang 2014).
Several groups have used observational methods to provide constraints on turbulence in or-
der to inform the simulations. Hartmann et al. (1998) find that viscously spreading disks with
α ∼ 0.01, where α relates the sound speed cs and pressure scale height to viscosity (ν = αcsH),
are consistent with the observed decrease in accretion rate with time and measurements of disk
mass. This method does not directly measure turbulent motion, but instead relies on scaling rela-
tions among physically relevant parameters. More direct methods use the motion of the gas itself
and its influence on molecular emission lines, in particular the broadening of the line profile. Line
broadening consistent with transonic turbulent motion has been needed to fit near-infrared CO
overtone emission, sensitive to the upper layers of the inner AU of the disk, in a number of sources
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(Carr et al. 2004; Hartmann et al. 2004; Najita et al. 2009, 1996). Sub-mm interferometric obser-
vations are also sensitive to line broadening, but can also trace other effects of turbulence such as
changes in the peak-to-trough ratio of the spectral line profile, as well as broadening of the images
(Simon et al. 2015). Resolved images also help break some of the degeneracies with e.g. Keplerian
rotation that influence unresolved observations. Hughes et al. (2011) model high spectral resolution
Submillimeter Array (SMA) observations of CO(3-2) emission and find a tentative (3σ) detection
of 300m s−1 turbulence within the HD 163296 system but only an upper limit (<40m s−1) in TW
Hya. Guilloteau et al. (2012) use CS, a heavier molecule that is less affected than CO by thermal
broadening, to measure 130m s−1 turbulence within DM Tau, which suggests turbulence of ∼50%
of the sound speed in the outer disk.
Of the three stars that have been studied in the submm, the HD 163296 disk hints at the
strongest turbulent signal. HD 163296 (=MWC 275) is a nearby (122 pc), 2.3 M⊙, ∼ 3 Myr
old A1 star (Montesinos et al. 2009) with a large circumstellar disk typical for its age. The size
and proximity of this system make it a fruitful target for sub-mm studies exploring the chemistry
and physical conditions of the cold outer disk (Qi et al. 2011; Tilling et al. 2012; Qi et al. 2013a,b;
Mathews et al. 2013). Recently available science verification data from the Atacama Large Millime-
ter/submillimeter Array (ALMA) has opened up a new level of detail on the submm emission from
the disk around HD 163296. These data spatially resolve a vertical temperature gradient within the
disk (Rosenfeld et al. 2013). Detailed constraints on this structure help to mitigate one of the key
degeneracies in earlier measurements of turbulence within this system (Hughes et al. 2011). Here
we use a physically sophisticated model, along with a Markov-Chain Monte-Carlo search method,
to fit four emission lines (CO(3-2), CO(2-1), 13CO(2-1), and C18O(2-1)) both together and sepa-
rately to probe different layers within the disk. In sections 2,3 we describe the data, our model, and
our fitting procedure. In sections 4,5 we discuss the results of this fitting, where we find an upper
limit on turbulence that is an order of magnitude lower than predicted by numerical simulations of
MRI, as well as the implications regarding this weak turbulence.
2. The Data
ALMA observed the HD 163296 system as part of early Science Verification operations. Band
6 data were taken on 2012 June 9, 23, and July 7th when 24 12m antennas were available covering
baselines of 20 to 400m. Juno, Neptune, and Mars were used as amplitude calibrators, while the
quasar J1924-292 was used as the bandpass calibrator. Science observations were interleaved with
measurements of the phase calibrator quasar J1733-130 with a total on-source integration time of 84
minutes. The spectral coverage was split into four spectral windows. Spectral windows 0 and 3 are
composed of mostly line-free continuum while spectral window 1 included the 13CO and C18O(2-1)
lines and spectral window 2 included the CO(2-1) line. The four spectral windows were centered
on 217.105, 219.969, 230.969 and 233.999 GHz with bandwidths of 1.875, 0.937, 0.937, and 1.875
GHz and spectral resolutions of 0.67, 0.33, 0.32, and 0.62 km s−1. The beam size is 0.81x0.65”,
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while the primary beam has a FWHM of 22”.
Band 7 data were taken on 2012 June 9, 11, 22, and July 6 with the same antenna configuration
as the band 6 data. Juno and Neptune were used as amplitude calibrators with the quasars
J1733-130 and J1924-292 used as the phase and bandpass calibrators respectively. The total on-
source integration time was 140 minutes. The four spectral windows were centered at 360.169,
356.734, 345.796, and 346.998 GHz with bandwidths of 117.3, 468.8, 468.8, 937.5 MHz and spectral
resolutions of 0.025, 0.10, 0.10, 0.21 km s−1. Spectral windows 0 and 3 cover line-free continuum
while spectral window 1 contains HCO+(4-3) and spectral window 2 focuses on the CO(3-2) line.
We do not include HCO+ in our analysis to simplify the chemical structure that must be accounted
for in our model. The beam size is 0.67x0.43” with a primary beam size of 14”.
We use the calibrated Science Verification data; more details on the calibration procedure can
be found on the NRAO website1. We do not perform self-calibration which likely leads to an over-
estimate of the statistical uncertainties although, as discussed below, our results are dominated by
systematic uncertainties and degneracies betwenn various model parameters rather than statistical
uncertainties. For our analysis we use a low-resolution and high-resolution version of the CO(3-
2) line. The low-resolution spectrum has been binned to a resolution of 0.3 km/s and includes
only the central 15 channels. The high-resolution spectrum is at the native resolution of 0.1 km/s
and included 101 channels covering the entire line profile. The J=2-1 lines were extracted from
the calibrated data set, including only the channels with significant line emission (typically ∼30
channels).
While images are not used in model fitting, they are created to help interpret model fits. In
creating images we clean the central 14x14” with natural weighting and pixel sizes of 0.05”. When
employed, the same cleaning routine is applied to both the model and the data to ensure consistent
results.
We derive the uncertainties on the visibilities by calculating the the dispersion among the 70
visibility points with baselines closest to the particular uv point. This method accurately estimates
the weight on each data point without detailed knowledge of the observing conditions, such as the
system temperature. Seventy uv points serves as a balance between having enough information to
accurately estimate the dispersion, without covering a large enough area in the uv plane so as to
confuse real variations in the visibilities with noise. Based on the residuals between observed and
modeled visibilities, normalized by the uncertainties, we find that this method accurately estimates
the errors and that these errors are Gaussian, a necessary condition for using the chi-squared
statistic when evaluating the likelihood of a model.
1http://almascience.nrao.edu/alma-data/science-verification
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3. The Model
To measure the turbulence within the disk, we employ a simple parameteric model to fit the
data. We start with a temperature and surface density structure, compute the vertical structure
using hydrostatic equilibrium, calculate the velocity field taking into account Keplerian rotation as
well as pressure support, and compute the radiative transfer of the line through the disk, accounting
for both thermal and turbulent broadening. This model is based on the work of Rosenfeld et al.
(2012) and Rosenfeld et al. (2013), itself based on the structure laid out in Dartois et al. (2003),
and has successfully been used to model CO emission from other disks (Rosenfeld et al. 2012;
Andrews et al. 2012; Rosenfeld et al. 2013; Williams & Best 2014; Rosenfeld et al. 2014). We
choose not to derive the gas temperature structure based on a radiative transfer calculation account-
ing for stellar irradiation and gas/dust interactions in order to speed up the model calculations and
allow for a Markov-Chain Monte-Carlo (MCMC) approach for constraining the model parameters
(described below).
3.1. Temperature, Density and Velocity Structure
In hydrostatic equilibrium, the gas density and temperature are related by:
− ∂ ln ρgas
∂z
=
∂ lnTgas
∂z
+
1
c2s
[
GM∗z
(r2 + z2)3/2
]
, (1)
where ρgas is the gas density, Tgas is the gas temperature, M∗ is the stellar mass and r, z are the
radial and vertical position within the disk. The sound speed is given by c2s = kBTgas/µmh where
kB is Boltzmann’s constant and mh is the mass of hydrogen. The disk is assumed to be made of
80% molecular hydrogen with µ = 2.37.
At each radius the vertical density structure is calculated from the temperature profile. For
the temperature structure we use functional form laid out in Rosenfeld et al. (2013),
Tgas(r, z) =
{
Tatm + (Tmid − Tatm)(cos piz2Zq )2δ if z < Zq
Tatm if z ≥ Zq
, (2)
, which is based on the Dartois et al. (2003) Type II structure and has been used to successfully
model the HD 163296 disk CO emission previously. This temperature profile increases from Tmid at
the midplane to Tatm at a height of Zq. The midplane remains cold because it is shielded from the
stellar flux that heats the surface layers. Mechanical heating from the accretion flow can become
important in the midplane of the inner disk (D’Alessio et al. 2006) but we ignore this since our
measurements are most sensitive to the outer disk where stellar irradiation dominates. The values
of Tmid, Tatm and Zq vary with radius according to:
Tmid = Tmid0
( r
150AU
)q
– 6 –
Tatm = Tatm0
( r
150AU
)q
(3)
Zq = Zq0
( r
150AU
)1.3
.
This type of profile for the vertical and radial temperature structure is consistent with detailed
models of the gas (Jonkheid et al. 2007; Walsh et al. 2010) and the dust (D’Alessio et al. 2006).
We only consider the gas temperature in our models and are not concerned with any possible
differences between the gas and dust temperature that can arise in the uppermost layers of the disk
(Jonkheid et al. 2007).
At each radius the vertically integrated mass is set by the surface density profile, which we
take to follow the form:
Σgas(r) = Σc
(
r
Rc
)−γ
exp
[
−
(
r
Rc
)2−γ]
. (4)
The value of Σc depends on the total gas mass, the radial power law index of the surface density and
the critical radius (Σc =Mgas(2−γ)/(2piR2c )). Unless otherwise specified we assumeMgas=0.09M⊙
(Isella et al. 2007). The critical radius Rc defines the turnover between a power law and a sharp
exponential decay. This is motivated theoretically by a similarity solution to the disk structure
calculation for a disk with viscosity that scales with radius (ν ∝ rγ) (Lynden-Bell & Pringle 1974;
Hartmann et al. 1998). Andrews et al. (2010) use this surface density profile to model resolved
sub-mm dust emission from a collection of young solar-type stars and find γ typically close to 1
with Rc ranging from 15 to 200 AU. This functional form has also been successful in fitting both
the dust and the gas (Hughes et al. 2008) including the different apparent radii for the gas and dust
disk, although recent evidence suggests that in some systems the dust disks are smaller than the
gaseous component (Andrews et al. 2012; de Gregorio-Monsalvo et al. 2013; Walsh et al. 2014).
In a disk with an isothermal vertical profile, the pressure scale height H is simply defined as
the width of the Gaussian vertical density profile. With our smoothly varying temperature profile,
the definition of H is not as straightforward, although it is still useful to estimate H for comparison
with literature models. When used we define H as cs/Ω, where the midplane temperature sets the
sound speed.
The velocity field is taken to be Keplerian, with modifications due to the height above the
midplane and the pressure support of the gas:
v2
r
=
GM∗r
(r2 + z2)3/2
+
1
ρgas
∂Pgas
∂r
, (5)
where ρgas and Pgas and the gas mass density and pressure respectively. Rosenfeld et al. (2013)
estimate that these modifications change the velocities by a few percent in the upper layers of the
disk. We do not include the self-gravity of the disk since this has a negligible effect on the velocity
field, especially for our small gas mass (Rosenfeld et al. 2013).
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Gas-phase CO is present in the regions of the disk where it is not frozen out onto dust grains,
or photo-dissociated by high energy stellar photons. In modeling SMA observations of CO emission
from the HD 163296 system, Qi et al. (2011) find a freeze out temperature of 19 K, which we take
as the freeze-out boundary in our models. We simulate freeze-out by decreasing the CO abundance
by eight orders of magnitude in regions where the gas temperature drops below 19 K.
Photo-dissociation occurs above a height where the vertically integrated column density is
0.706
∫
∞
zphot
ngas(r, z)dz < σs. (6)
This is the same boundary used in Qi et al. (2011) with σs=0.79×1.59×1021cm−2. This boundary
is defined by the absorption of UV photons from the central source (Aikawa & Herbst 1999) and
is included in our model as a decrease in the abundance of CO by eight orders of magnitude. The
exact location of the photo-dissociation boundary may vary between different isotopologues due to
selective self-shielding (Visser et al. 2009; Miotello et al. 2014). When modeling 13CO and C18O
emission we initially assume ISM values of 12C/13C = 69 and 16O/18O = 557 (Wilson 1999), al-
though we also consider models in which these isotope abundances, as well as the CO/H2 abundance,
are allowed to vary. Unless otherwise specified we assume CO/H2=10
−4. Our simple chemical
model for CO ignores much of the complexity of disk chemistry (Walsh et al. 2010; Jonkheid et al.
2007) but has proven successful in fitting the CO emission from the HD 163296 system in the past
(Rosenfeld et al. 2013; Qi et al. 2011).
3.2. Radiative Transfer
Once the structure of the disk is set, we calculate the flux through the disk. The line intensity
is:
Iν =
∫
∞
0
Sν(s) exp[−τν(s)]Kν(s)ds, (7)
where s is the linear coordinate along the line of sight increasing outward from the observer. The
optical depth is τν(s) =
∫ s
0
Kν(s
′)ds′ where Kν(s) is the absorption coefficient and Sν(s) is the
source function. For simplicity we assume the system is in Local Thermodynamic Equilibrium
(LTE) with the level populations given by the Boltzmann equation and the local gas temperature
and the source function is approximated by the Planck function. The CO emitting region is at
a density that is much higher than the critical density (∼ 104cm−3), allowing us to assume LTE
without much loss of accuracy (Pavlyuchenkov et al. 2007)
The line is assumed to be a Gaussian with width
∆V =
√
(2kBT (r, z)/mCO) + v
2
turb, (8)
and a FWHM of 2
√
log 2∆V . Throughout much of our modeling we scale vturb to the local sound
speed (e.g. ∆V =
√
(2kBT (r, z)/mCO) + (vturb/cs)2). The sound speed, which is a factor of
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√
mCO/(µmH) ≈3.4 larger than the thermal broadening of CO, is expected to set the velocity
scale for turbulence (Balbus & Hawley 1998) and this parameterization allows turbulence to slowly
vary with radius and height within the disk. Since we cannot resolve the spatial scale of the
turbulence, we do not detect the bulk motion, vturb, associated with the eddies but instead measure
the RMS of the velocity distribution, δvturb. For a Maxwell-Boltzmann distribution of velocities,
which is expected from numerical simulations of turbulence (Simon et al. 2015), the RMS and mean
velocity are the same to within factors close to unity. Given the similarity of these factors, and the
prevalence of the notation vturb in the literature, we use vturb to denote turbulence even though
strictly speaking we are measuring the RMS width, δvturb, of the velocity distribution.
Finally, we keep the distance (d=122pc), stellar mass (M∗=2.3M⊙) and position angle (PA=312
o)
fixed. The offset of the disk from the phase center and velocity center of the spectrum do not
strongly depend on the other model parameters, and were adjusted to minimize residuals using
initial model fits.
3.3. Model Fitting
Using the model described above, we can generate synthetic images for a given set of param-
eters. We use the MIRIAD task UVMODEL to generate model visibilities sampled at the same
spatial frequencies as the data. Even though the data contain both XX and YY polarizations, we
only use the total intensity (I=(XX+YY)/2) to compare with the model because the line emission
is not expected to be polarized. The goodness of fit between the model (Vmod) and observed (Vobs)
visibilities is calculated using the chi-squared statistic where the uncertainty at each uv point is
derived from the dispersion in the data, as described earlier.
To sample the posterior probability distribution for each of the parameters we use a MCMC
technique. In particular, we employ the affine-invariant routine EMCEE (Foreman-Mackey et al.
2013) based on the algorithm originally presented in Goodman & Weare (2010). As opposed to
a Metropolis-Hastings chain, the affine-invariant method uses a large number of walkers whose
movements through parameter space are proposed along lines to the position of the other walkers.
This has the advantage of requiring less fine-tuning to accurately sample the posterior distribution
function (PDF) and can efficiently probe the PDF even when there are strong degeneracies between
parameters, as is sometimes the case with our models. After an initial burn-in period the positions
of the walkers along the chains represent independent samples from the PDF and the distribution
of the walkers in parameters space can be used as an estimate of the PDF. Our chains typically
consist of 40 walkers and 3000 steps. We only examine the last 1000-2000 steps in each chain,
corresponding to >10 autocorrelation times, resulting in 40000-80000 samples of the PDF. The
initial positions of the walkers are chosen to be evenly distributed throughout parameter space. We
require that Mgas, Rc, and vturb are positive with uniform priors across the parameter space.
Systematic uncertainties in the amplitude calibration of the data can have a large effect on
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the results. ALMA line fluxes differ from those previously measured by the SMA for these same
lines (Qi et al. 2011; Hughes et al. 2011) by ∼5%, which is within the expected 20% limit on the
systematic uncertainty of the ALMA and SMA data. Since CO(3-2) is optically thick its flux is
directly proportional to the temperature of the τ=1 surface and a systematic uncertainty in the
total line flux will directly translate into an uncertainty in the temperature. Since both temperature
and turbulence contribute to broadening of the line, an uncertainty in one will translate into an
uncertainty in the other (although, as discussed below and in Simon et al. (2015), the spatial
resolution of the images and the peak-to-trough ratio of the line profile help to break some of this
degeneracy). For the optically thin lines whose flux is proportional to both the surface density and
the temperature, the exact influence of the systematic uncertainty is less obvious. This is especially
important when combining information from multiple lines, which are subject to different systematic
uncertainties.
To account for the systematic uncertainty, we scale all of the model visibilities by a factor of
s. This factor is defined such that a value larger than one corresponds to the true disk flux being
brighter than the data (e.g. s = 1.2 implies the true flux is 20% brighter than the measured flux),
while a value less than one corresponds to a true disk flux weaker than the measured flux. For
much of our modeling this is kept fixed at s=1, but for CO(3-2) we consider fitting when s is fixed
at 0.8 or 1.2, and we treat it as a free parameter when fitting the four lines simultaneously. Despite
the large number of degrees of freedom, ∼millions for the single line fits, including too many free
parameters prevents the walkers from converging on a best fit model, especially when there are
strong degeneracies involved. For this reason we fix s in the single line fits. In the multi-line
fit there is enough additional information to allow for a constraint on s, and there we consider
situations where s is left as a free parameter. The total number of free parameters depends on the
line being fit and ranges from four (vturb, γ, inclination, N(X)/N(
12C16O)) when fitting 13CO and
C18O to 10 (q, Rc, vturb, Tatm0, γ, Tmid0, inclination, log(CO/H2), s32 and s21) when fitting all four
emissions lines simultaneously while accounting for the systematic uncertainty.
4. Results
4.1. CO(3-2)
We start by modeling the high-resolution CO(3-2) line using 40 walkers over 1500 steps. The
first 1000 steps are excluded to remove the burn-in phase of the MCMC chains; with typical auto-
correlation times of 20-80 steps this corresponds to when the walkers have settled around the best fit.
Since CO(3-2) is optically thick it is not sensitive to the surface density, and we fix Mgas=0.09M⊙
and γ=1, consistent with previous models (Isella et al. 2007; Qi et al. 2011). We allow Rc to vary to
control the radial extent of the emission. By spatially resolving the front (z > 0) and back (z < 0)
side of the disk, along with the cold midplane, we effectively have two data points to confine T(z),
which is not enough to fully constrain the three parameters that control T(z) (Tmid0, Tatm0, and
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Zq0). Our initial attempts at MCMC modeling found that Tatm0 and Zq0 were highly degenerate,
which slowed significantly the convergence of the walkers. Given the preference of the models for
higher Zq0 we fix Zq0=70AU. With many resolution elements across the radius of the disk, we can
constrain the radial profile of the temperature, and allow q to vary. Finally, we include turbulence
as well as inclination.
Results are listed in Table 1, along with the three-sigma uncertainties about the median.
Channel maps for the best-fit model are shown in Figure 1. We also show residual channel maps
(subtracted in the visibility domain, ie. ∆IV = (Vobs(u, v) − Vmod(u, v))) in Figure 2. This model
reproduces much of the morphology of the disk, including the front/back emission with a drop in
emission at the cold midplane, and has a reduced chi-squared close to one. There are still some
residuals between the model and the data but these may be due to deviations from our simple
functional form for the temperature and density structure, or even non-circular motion, that will
not be perfectly captured in our model. A fit directly to the low-resolution data returns a nearly
identical, although slightly weaker limit on turbulence (Table 1,Figure 3), while also producing a
good fit to the data. Slight variations in the temperature structure are consistent with degeneracies
and are well below the systematic uncertainties, discussed below. The similarity in the fit to these
spectra with different velocity resolutions indicates that the spatial information is providing much
of the constraint on the models. Given the consistency between the high and low-resolution data
results, while we report the structure from the high-resolution PDFs, we explore various aspects of
the fitting using the low-resolution spectra.
The temperature and density structure for the best fit model are shown in Figure 4. The
CO is confined to a thin layer that, at 200 AU, stretches from 10 to 60AU above the midplane
with temperatures ranging from 19 K to ∼70 K. Previous models (Qi et al. 2011; Tilling et al.
2012; de Gregorio-Monsalvo et al. 2013) of the disk around HD 163296 employed radiative transfer
calculations of the equilibrium disk temperature, assuming a dust distribution and a luminosity for
the central source, and found similar temperatures to those in our models. This is not surprising
since CO(3-2) is optically thick and strongly sensitive to the temperature. Our radial temperature
profile falls off with a power law index of -0.278+0.003
−0.008 (-0.216
+0.01
−0.008 for the low-resolution fit),
significantly shallower than the canonical value of -0.5, but consistent with values expected from
radiative transfer models that take into account the flaring of the outer disk (D’Alessio et al. 2006).
Flaring leads to more direct interception of starlight in the outer disk, thereby slowing the rate at
which the temperature falls off with distance from the central star.
While the statistical errors on the model parameters are small, they do not account for the
systematic effects. For example, the uncertainty in distance strongly influences q since a more
distant disk requires more extended radial emission which can be accomplished with a flatter radial
temperature profile. Adjusting the distance by ±10pc, its one-sigma uncertainty (Montesinos et al.
2009), and rerunning the fit to the low-resolution data we find that q varies by up to 20% ; q rises
from -0.236±0.004 to -0.175+0.01
−0.02 as distance increases, compared to -0.216
+0.01
−0.008 at the fiducial
distance. The critical radius also increases with distance, from 158+6
−5 to 203.7
+19
−5 AU for the
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near and far distances respectively, while the other model parameters are consistent within the
statistical uncertainty. The differences between q and Rc when fitting the high-resolution and
low-resolution data (Table 1) also highlight the degeneracy between these two parameters. The
maximum spatial extent of the CO emission can be matched with a narrow disk (low Rc) and
shallow temperature profile (high q) or a wide disk (high Rc) and a steeper temperature profile
(low q). This effect is small, leading to 10-20% differences in q and Rc, but is large compared to
the statistical uncertainties.
Similarly, the statistical uncertainty on the atmosphere temperature is <5% although this does
not include the uncertainty on the amplitude calibration. As discussed earlier, we account for the
systematic uncertainty by applying a scale factor to the model and we run additional MCMC trials
fitting the low-resolution data with s fixed at 1.2 and 0.8, mimicking a true disk flux that is 20%
higher/lower than the data. The biggest effect is in Tatm0 which varies from 84.3
+0.7
−2.0 to 101±3
for low/high disk flux respectively, compared to 94±2 in the fiducial low-resolution model fit. The
influence of systematic uncertainty dwarfs the statistical uncertainties for Tatm0. The variations of
the other parameters in response to the uncertainty in the flux calibration are within the statistical
errors derived from the PDF.
The atmosphere temperature is also subject to its degeneracy with the midplane temperature
(Figure 5). While the emission from the bright upper half of the disk constrains the atmosphere
temperature, the midplane temperature is constrained through the emission from the faint lower
half of the disk and the lack of emission between these two features. In our fiducial model we find
Tmid0=21.8
+0.7
−0.4. The constraints on q and Tmid0 in turn lead to a CO ice line that falls within
the range Rice=245
+27
−13AU while previous observations of chemical tracers of CO freeze-out find
that it is closer to 150-160AU (Qi et al. 2013b; Mathews et al. 2013). Overestimating the midplane
temperature results in a more puffed up disk, pushing the τ = 1 surface higher in the disk and the
atmosphere temperature must be reduced accordingly to maintain the same temperature at the
τ = 1 surface. This can be seen when looking at the results from fitting the low-resolution spectra
which has different values of Tmid0 and Tatm0, and predicts a CO ice line at Rice=103
+23
−18AU, but
produces similar images.
While our models do not treat the dust, assumptions about the dust distribution may still be
implicit in our models. Jonkheid et al. (2007) find that in their chemical models the depletion of
dust from the upper layers of the dust leads to a drop in the gas temperature. In the context of
the D’Alessio et al. (2006) models, Qi et al. (2011) show that the settling of large dust grains will
affect the height at which the disk reaches the atmosphere temperature; in other words more settling
results in lower Zq0. Our assumed value of Zq0 is most similar to models with little dust settling
(Qi et al. 2011). The significant degeneracy between Zq0 and Tatm0 means that a model with lower
Zq0, when combined with a lower Tatm0, would fit the data as well as the models presented here.
Rosenfeld et al. (2013), using the same functional form for the vertical temperature profile as we do
here, find that the data can be fit with Tatm0=64K, given Zq0=43 AU. This atmosphere temperature
is much lower than our Tatm0=86±1K but the difference in Zq0 means that both models produce a
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nearly identical gas temperature at the τ = 1 surface. Further data probing the uppermost layers
in the disk atmosphere, where CO is photodissociated, are needed to break this degeneracy.
Overall we are able to find a model that accurately fits the data and is consistent with previous
radiative transfer models of the HD 163296 system. By carefully accounting for parameter degen-
eracies and systematic effects due to assumptions about the distance and flux calibration, we can
measure the statistical and systematic uncertainties in temperature and density structure of the
disk. This indicates that our derived disk structure is not going to strongly bias our characterization
of turbulence.
4.1.1. Turbulence
When fitting either the high-resolution or low-resolution CO(3-2) spectra, we consistently find
low levels of turbulence (Table 1). We conservatively quote three-sigma upper limits of vturb <0.03cs
and vturb <0.04cs respectively. In the uppermost layers of the CO region, these limits correspond
to velocity dispersions of less than ∼9-19m s−1, with higher velocities at smaller radii. While we
have some constraint on the inner disk from the high velocity channels, most of the information
about the turbulence comes from the spatially resolved outer disk (R >30AU) and our upper
limit is indicative of the behavior in this region. Our limit is well below the spectral resolution
of even the high-resolution data (δv=0.1km s−1). To test whether we can distinguish between
turbulence at the resolution limit from much weaker non-thermal motion, we run an additional
MCMC fit to the low-resolution CO(3-2) data with vturb fixed at 0.1 km s
−1 while allowing the
other model parameters to vary. Figure 6 shows the best fit vturb = 0.1km s
−1 model along with
our fiducial low turbulence model, using a Gaussian fit to the short-baseline visbilities to derive
the spectra. The low turbulence models are a much better fit to the spectra, and the chi-squared,
which captures the behavior of the full three-dimensional data set, also finds a significantly better
fit (>10σ significance) from the low-turbulence models. This behavior indicates that fitting a model
to the full data set has a stronger diagnostic power than the broadening of the line in the spectral
domain. Simon et al. (2015) have suggested the peak-to-trough ratio as a potential diagnostic
of turbulence. They found in simulated observations of numerical MRI simulations, with typical
vturb ∼ 0.1− 0.5cs at the CO(3-2) emitting surface, that the peak-to-trough ratio decreases as the
turbulence increases. This behavior can be seen in Figure 6 where the vturb = 0.1km s
−1 models
have a much lower peak-to-trough ratio than the low-turbulence models and the data, consistent
with the conclusion that the turbulence is weaker than 0.1km s−1.
Peak-to-trough ratio is a one-dimensional metric that provides a convenient way of diagnosing
differences in the three-dimensional data set. Variations in the temperature can also affect the
peak-to-trough ratio, however the uncertainty in temperature is dominated by the uncertainty in
the flux calibration and within the range of temperatures given by this uncertainty the peak-to-
trough ratio is substantially more sensitive to turbulence than it is to temperature (Simon et al.
2015). By simultaneously fitting the temperature structure along with the turbulence across the
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full three-dimensional data set, we account for the various influences of the different parameters
on the images as well as the spectral shape. The similarity between the turbulence results when
fitting the low-resolution and high-resolution data suggest that the shape of the full line profile
is not the dominant factor but instead spatial resolution plays a large role in constraining the
non-thermal motion. In the individual channel maps turbulence broadens the width of the disk
emission (Guilloteau et al. 2012; Simon et al. 2015). We demonstrate this effect for the central
velocity channel of the HD 163296 system in Figure 7 by varying the turbulence while fixing the
other model parameters. For low levels of turbulence there is little variation in the images, but
the disk broadens dramatically for larger values of turbulence. This occurs even below the spectral
resolution of the data, allowing us to push to low levels of turbulence.
The broadening of the images not only changes their shape, but also changes their total flux.
This can occur even when the broadening is below the spatial and spectral resolution. In this
way line flux could be used as a diagnostic of turbulence, but this leaves it highly degenerate with
temperature, and subject to the uncertainty in the calibration of the line flux. The systematic
uncertainty is, conservatively, 20% at the ALMA wavelengths and dominates over the channel-to-
channel uncertainties. As discussed earlier, we can account for systematic uncertainty by applying a
scale factor to the model. When fixing s = 1.2, i.e. when the true disk flux is 20% brighter than the
observed data, we find a limit of vturb < 0.05cs, while if the true disk emission were 20% fainter than
our data the limit on turbulence is vturb < 0.08cs. Most of the change in disk flux is absorbed by the
atmosphere temperature, with only small variations in turbulence. An uncertainty in distance could
also affect our result, since the one-sigma uncertainty on distance of 10pc (Montesinos et al. 2009)
leads to a 16% uncertainty in the total flux. In additional MCMC trials with distance fixed at 112
and 132pc we find that the limit on turbulence increases to vturb <0.05cs,0.06cs respectively. Even
accounting for the systematic uncertainty and the distance uncertainty, we find that non-thermal
motion is limited to very weak levels.
The high-resolution spectrum exhibits an asymmetry in the line profile, with the blue-shifted
peak brighter than the red-shifted peak (Figure 6). One possible explanation for the behavior is
with an eccentric disk; the disk material ’piles-up’ on the slower moving side of the orbit leading
to a higher flux from one side of the disk versus the other (e.g. Rega´ly et al. 2011). Our model
includes the dynamics of Keplerian rotation and thermal motion and any additional motion will
likely be accounted for by the turbulence parameter. For this reason we choose to report our tur-
bulence results as an upper limit rather than a detection. The posterior distribution for turbulence
(Figure 3) has a shape characteristic of a detection but given the possibility of unaccounted features
being modeled as turbulence, as well as the weak influence of turbulence on the data at such low
levels (Figure 7), we conservatively quote an upper limit. Also, as noted earlier, or implementation
of turbulence within the models means that we are really constraining the velocity dispersion, or
RMS velocity, associated with turbulence rather than the mean velocity within turbulent eddies.
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4.2. CO(2-1)
As with CO(3-2), our CO(2-1) MCMC trial uses 40 walkers over 3000 steps. With a lower
spatial resolution than the CO(3-2) data, the walkers here take longer to converge and the number
of steps has been increased accordingly. CO(2-1) is also optically thick, making it sensitive to
the temperature structure, but lacks the spatial resolution to distinguish the near and far side of
the disk. For this reason we fix Tmid0=17.5, based on the low-resolution CO(3-2) results, while
allowing q, Rc, vturb, Tatm0, and inclination to vary during the fitting. Results, after removing the
first 1000 steps, are listed in Table 1 with posterior distributions shown in Figure 8. Channel maps
and imaged residual visibilities are shown in Figures 9 and 10 respectively. In the channel maps,
outside of minor residuals, we are able to match the radial extent of the disk, as well as the flux
throughout the spectra.
Differences in the model parameter PDFs exist between the CO(2-1) and CO(3-2) models, but
these are most likely the result of degeneracies between parameters. In the CO(2-1) data we find
a strong anti-correlation between Rc and q and compared to the low-resolution CO(3-2) fit, the
CO(2-1) line settles on a model with steeper q and larger Rc, consistent with this anti-correlation.
We also find a smaller inclination and lower Tatm0. The resulting disk structure derived from the
two lines still has very similar temperatures at the top of the CO emitting surface, to which these
data are particularly sensitive.
The upper limit on turbulence from CO(2-1) (vturb < 0.31cs) is substantially higher than
derived from the CO(3-2) line, most likely due to the lower spatial resolution of these data compared
to CO(3-2). This limit corresponds to velocity widths of 200-150 m s−1 in the upper layers of the
disk. To see if a satisfactory fit can be found with low turbulence, we run an additional trial with
vturb fixed at 0.04cs, ie. the upper limit determined by the low-resolution CO(3-2) data. The
resulting spectrum for this model is shown in Figure 11, along with the high turbulence CO(2-1)
fit. The low turbulence fit underestimates the overall line flux, but better matches the line shape,
in particular the peak to trough ratio. The imaged residuals for the low-turbulence model show
features only on the north-east side of the disk (Figure 12). This asymmetry may be related to
the temperature structure of the disk, as probed by an optically thick tracer. As discussed in
Dartois et al. (2003), the line of sight to an inclined disk probes different heights for the area of
the disk closer to the observer, in this case the south-west side, than on the far (north-east) side of
the disk. This is because a line of sight through the near side of the disk ends at at smaller radius,
where the temperature and densities are higher, than where it entered the disk. Conversely, a line
of sight through the far side of the disk has its τ=1 surface in an area with a lower density and
temperature than where it entered the disk. While our ray-tracing code will account for photons
coming from different surfaces, our assumed functional form for the temperature may not capture
the difference in temperature between these surfaces. This would show up as asymmetric residuals,
such as those seen in CO(2-1) (Figure 12) and in CO(3-2) (Figure 2). The MCMC routine cannot
adjust the temperature parameters to account for the deviations from the assumed functional form,
and tries to remove the residuals instead by increasing the turbulence, which raises the overall flux
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of the disk. Since the CO(2-1) data has a lower spatial resolution than CO(3-2), it has more room
to increase the broadening of the images before the model becomes significantly wider than the
data. The end result is a high value of turbulence, and a worse fit to the peak-to-trough ratio, due
to limitations of the assumed temperature structure rather than large non-thermal motions within
the disk. For this reason we quote an upper limit on turbulence despite the shape of the posterior
distribution (Figure 8)
4.3. 13CO(2-1)
The decreased abundance of 13C relative to 12C reduces the optical depth of 13CO relative
to 12CO which makes the line emission more sensitive to the total mass of the disk, but intro-
duces a degeneracy between column density and temperature. To avoid this degeneracy we fix
the temperature structure, defined by q, Tatm0, and Tmid0, based on the low-resolution CO(3-2)
observations. We then allow γ to vary, along with vturb and inclination. We fix the disk mass and
Rc, while leaving the depletion of
13CO as a free parameter. During our initial attempts at MCMC
modeling, and in the multiline fits discussed below, we found the best possible fit to the data came
when the disk mass was fixed and the abundance was allowed to vary. Specifically we treat the
13CO/CO depletion as a free parameter, although in the case of a single line fit this is equivalent to
allowing CO/H2 to vary. Model fits, after removing the burn-in, are listed in Table 1 with posterior
distributions shown in Figure 13. These models are able to accurately reproduce much of the 13CO
emission, although there are some discrepancies near the line peaks (Figure 14). This is likey due
to the temperature structure; the residuals show the same north-south asymmetry as in CO(2-1)
and CO(3-2). In the channel maps and imaged residuals (Figure 14) the differences between the
model and the data are small, with the strongest residuals only 10% of the peak flux.
As with CO(2-1), we put a limit on the turbulent broadening (vturb <0.34cs) that is less
strigent than CO(3-2). At the coldest layers close to the midplane, just above CO freeze-out, this
corresponds to a non-thermal velocity width less than ∼130m s−1. We also find 13CO/CO=233+3
−15,
significantly different from the ISM value of 69 (Wilson 1999). This may be a sign of unaccounted
for CO chemistry, such as selective photodissociation (Miotello et al. 2014), or a sign that the
assumed disk mass, which is derived from the dust emission, is an overestimate. This result is
discussed in more detail below in the context of the multiline fit.
4.4. C18O(2-1)
C18O, being more heavily depleted than 13CO, is fully optically thin and is able to trace the
entire vertical extent of the disk. As with 13CO, we break the degeneracy between density and
temperature by using the derived values of q, Tmid0, and Tatm0 from CO(3-2), while allowing the
depletion and γ to vary. The resulting PDFs are shown in Figure 15 with channel maps and residuals
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in Figure 16. We find a significant degeneracy between the depletion factor and γ which is not
surprising since both control the surface density of the disk. This anti-correlation may contribute
to the difference in γ between the fit to C18O and the fit to 13CO; C18O implies a steeper surface
density profile, but this can be brought in line with the 13CO result with a depletion factor of ∼1700.
We note that the C18O line is fit with a higher inclination than the other lines. This difference is
small, but significant. Further work is needed to fully explore the nature of this discrepancy.
The C18O line, with the lowest signal to noise, places the weakest constraint on the turbulent
broadening, vturb < 0.4cs. At the coldest layers just above the CO freeze-out temperature, this
implies random velocity dispersions of less than 150m s−1. To check if a low turbulence model
can adequately fit the data we ran an additional MCMC trial with the turbulence fixed at the
low-resolution CO(3-2) limit (vturb=0.04cs) and the results are shown in Figure 17. The difference
between the high turbulence fit and the low turbulence fit is small despite the order of magnitude
difference in turbulence. While C18O is more sensitive to the midplane, its optically thin nature
makes it less sensitive to velocity broadening from turbulence. In an optically thick line, the velocity
shear provided by turbulence allows more photons to escape, increasing the flux, while in optically
thin lines this effect is much smaller (Horne & Marsh 1986). This is consistent with the behavior
seen in Figure 17 for C18O, as well as the weak limit on turbulence in 13CO.
4.5. Multi-line fit
The four lines, with their different optical depths, probe different regions within the disk.
Figure 18 shows the height of the τ = 1 surface for the best fit models to each of the four lines.
At large radii, CO(3-2) is sensitive to materal at z ∼100AU, while 13CO and C18O probe material
closer to the midplane. By fitting one model to all four lines we can leverage this complementary
information to more accurately constrain the temperature, density, and turbulence throughout the
disk. For this MCMC trial we employ 60 walkers over 1000 steps, with the first 500 removed as
burn-in. We fix Mgas=0.09M⊙ but allow q, Rc, vturb, γ, Tatm0, Tmid0, and inclination to vary, along
with the CO/H2 abundance. We find that allowing the CO/H2 to vary, instead of the individual
13CO and C18O depletion factors or the gas mass, provides the best multiline fit and we report
those results here. Numerical simulations of MRI predict strong vertical gradients in the turbulent
motion as a function of height within the disk (Fromang & Nelson 2006; Simon et al. 2013) but
given the lack of detection found with the other lines we do not attempt to include any change in
turbulence with height, beyond allowing it to vary with the local sound speed.
The results are listed in Table 2 with visibility spectra shown in Figure 19, and maps of the
central velocity channel for each line in Figure 20. In terms of the overall density and temperature
structure, while some of the parameters change compared to where they stood with the individual
line fits, the overall structure is similar. Figure 21 shows the density and temperature structure
for the model defined by the median of the PDFs, which is similar to the high-resolution CO(3-2)
line result. We find that CO is depleted by a factor of 4.9+0.6
−0.4 relative to the canonical ISM value.
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The individual fits to 13CO and C18O suggest a depletion of only a factor of ∼3, which is smaller
than that derived here because of the lower midplane temperature assumed in those fits. Recent
observations have found mixed results when measuring CO/H2 (e.g. Favre et al. 2013; France et al.
2014), while models suggest that complex gas-grain chemistry in the cold midplane can affect the
CO/H2 ratio (Furuya & Aikawa 2014; Reboussin et al. 2015). It is also possible that the deviation
in CO/H2 is a sign that the assumed disk mass is incorrect. The mass was derived from the sub-mm
emission of the dust (Isella et al. 2007) and could deviate from the true value if there is a change
in the gas to dust mass ratio, a concentration of dust into very large grains that are invisible in
the sub-mm, or if the dust does not follow the gas distribution. We have run additional trials
fixing the CO/H2 ratio while allowing the disk mass to vary and findMgas=0.08±0.01M⊙, which is
similar to our assumed value, but is subject to large degeneracies, especially with Rc and produces
a worse overall fit to the data. Further work, including a more physically realistic treatment of CO
chemistry near the ice line, is needed to confirm and understand the low CO/H2 ratio.
The multi-line fit demonstrates that one consistent model, with weak turbulence, can fit all
four lines. We find a three-sigma upper limit of <0.16cs, which corresponds to non-thermal motion
of ∼70-130m s−1 in the upper layers and ∼50 m s−1 at the CO freeze-out temperature. This again
falls below the spectral resolution of the data, but the high spatial resolution and high signal to
noise help to constrain turbulence to such low values. The weaker constraint on turbulence may
be due to the isotopologues, with their lower spatial resolution and increased tolerance for high
turbulence models, countering the pull of CO(3-2) towards low turbulence.
When fitting the CO(3-2) line by itself, we kept the CO/H2 abundance fixed at the ISM value
of 10−4, while our multiline fit finds that the abundance is best fit with a value a factor of 4.9+0.6
−0.4
lower. To see if this changes our initial result, we rerun the low-resolution CO(3-2) fit using the
new abundance derived from the multiline fit. We find vturb <0.02cs, consistent with the single line
fit.
In fitting just the CO(2-1) line we found that the turbulence measurement could be inflated
due to unaccounted for complexities in the temperature structure. A similar effect can be seen
here when including parameters for the systematic uncertainty, or when varying disk mass instead
of CO abundance. We account for the systematic uncertainty by introducing two additional free
parameters, one for the band 6 lines (CO(2-1), 13CO(2-1), C18O(2-1)) and one for the band 7 line
(CO(3-2)) since the two bands were calibrated separately. Each parameter is subject to a Gaussian
prior with a dispersion of 20%. Accounting for the systematic uncertainty results in a better overall
fit to the data (χ2ν=0.9186 vs 0.9192 when s=1, ammounting to a > 10σ difference) and a stronger
constraint on the turbulence (vturb <0.13cs vs <0.16cs when s=1). Allowing the disk mass to vary,
instead of the CO/H2 ratio, and including systematic uncertainty ends up with a model that is a
worse overall fit (χ2ν= 0.9210) and has a weaker constraint on turbulence (vturb <0.21cs). Going
further and removing the systematic uncertainty parameters from the variable disk mass model
results in an even worse fit (χ2ν= 0.9226) and an even softer limit on turbulence (vturb <0.24cs).
This progression suggests that as the models get worse at representing the data turbulence gets
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inflated in an effort to account for the deficiencies in the underlying structure. Such an effect can
even be seen in the CO(3-2) low-resolution single line fit, where reducing the CO/H2 abundance
produces a better fit compared to the fiducial model (at >10σ significance) with a stronger limit on
the turbulence (<0.02cs vs <0.04cs for the fiducial fit). While our final best-fit model is certainly
not a perfect representation of the HD 163296 system, a better model would likely lead to even
more stringent constraints on turbulence.
5. Implications of weak turbulence
The high(low)-resolution CO(3-2) line puts an upper limit of only 3.1%cs (3.8%cs) on the
turbulence velocity dispersion in the outer disk, with a small increase to ∼5-6% when accounting
for uncertainties in distance and flux calibration. The CO(2-1), 13CO(2-1), and C18O(2-1) lines
offer less stringent upper limits (< 31%cs,< 34%cs,< 40%cs respectively) due to their lower spatial
resolution. Simple tests fitting CO(2-1) and C18O(2-1) with turbulence fixed at 3.8%cs show that
both lines can be well fit with low turbulence models, which we also found in a combined multiline
fit that limited turbulence to <16% cs. In the case of optically thick lines like CO(2-1) subtleties
in the temperature structure can be masked by turbulence and in the case of optically thin lines
like C18O(2-1) the profile is not particularly sensitive to turbulence. The upper limit from CO(3-
2) corresponds to ∼9-19m s−1 across the upper layers of the CO emitting region while the more
optically thin 13CO and C18O limit non-thermal motion close to the CO freeze-out zone at the
midplane to <150m s−1, although the multiline fit pushes that limit down to <50m s−1. While this
falls below the spectral resolution of the data, fitting the full three-dimensional data set includes
the spatial information that drives the limit to such low values.
The viscosity associated with turbulence is often parameterized by α which encapsulates much
of the detailed physics relating the largest velocity and spatial scales, cs, and H, to the turbulent
viscosity (ν = αcsH) (Shakura & Sunyaev 1973). In a turbulent cascade, energy is deposited on
the largest spatial scales and cascades down to smaller scales (Kolmogorov 1941). Even though at
the spatial resolution of our CO(3-2) data (∼60AU) we cannot resolve the largest possible spatial
scale (H∼5AU at 100AU), we can see the influence of turbulence on the velocity structure. Here
α entails the strength and size of the cascade relative to H and cs which represent the largest
spatial and velocities scales for the turbulence. The parameter α can also be related directly to
the stress tensor WRφ, which is the density weighted sum of the Maxwell and Reynolds stresses
(Balbus & Hawley 1998). This tensor encapsulates the correlated fluctuations in the R-φ plane and
is connected to the viscous evolution through α=WRφ/c
2
s. The form of this equation suggests that
α ∼(vturb/cs)2, consistent with simulations that measure both turbulent motion and the stresses
(e.g. Simon et al. 2013, 2015). With this conversion from turbulent velocity to α, our CO(3-2)
observations correspond to an upper limit of α < 9.6× 10−4 while the multiline fit provides a limit
of α < 0.03.
Our limits indicate that turbulence is weaker than previous measurements of turbulent motion
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in the disk around HD 163296. Hughes et al. (2011) report a tentative 3σ detection of 300m s−1
turbulence for the HD 163296 system based on SMA data with higher spectral, but lower spatial,
resolution, while de Gregorio-Monsalvo et al. (2013) find that a model with 0.1km s−1 turbulence
fits the ALMA dataset better than a model with no turbulence. Our CO(3-2) limit corresponds
to ∼9-19m s−1 across the upper layers of the CO emitting region. While the best fit model in
Hughes et al. (2011) is able to fit the SMA data, the limited constraint on the temperature structure
means that this data is subject to a stronger degeneracy between temperature and turbulence. In
particular, the low spatial resolution SMA data has difficulty distinguishing between a cold, flat
disk with large turbulent broadening and a warm, puffy disk with small turbulent broadening. By
separating the front and back side of the disk we can limit the models to warmer disks with weaker
turbulence.
The difference between our upper limit and de Gregorio-Monsalvo et al. (2013) likely is a result
of different disk models. They employ a radiative transfer code to calculate the dust temperature
and then use this to calculate the gas emission subject to assumptions about equal gas and dust
temperatures, constant gas to dust mass ratio, the grain size distribution and the abundance of CO
relative to H2, subject to freeze-out and photodissociation. Our disk models focus solely on the gas
structure making them simpler although at the expense of the additional information about disk
structure that comes from the dust emission. The dust will mainly influence the gas temperature;
the dust dominates the opacity and absorbs thermal energy from stellar radiation transferring it
through collisions to the gas. By assuming a functional form for the temperature structure we avoid
the complicated radiative transfer problem relating the dust and stellar emission. Efforts to use the
dust to constrain the gas structure have been complicated by recent observations that have found
evidence of different gas and dust distributions in protoplanetary disks. Andrews et al. (2012) find
that the dust disk within TW Hya is much more compact than the gas, even when accounting for
differences in optical depth. de Gregorio-Monsalvo et al. (2013) note that their fit to the gas and
dust in the HD 163296 system requires different surface density gradients. This suggests that a
more detailed treatment is needed to fully reconcile the dust and gas emission. The complexity of
the models used in de Gregorio-Monsalvo et al. (2013) do not allow for a full characterization of
the uncertainties on the various parameters, which allows for the possibility that our results are
consistent with theirs to within the uncertainties.
Our limits also fall below measurements in other stars. Hartmann et al. (1998) find α ∼ 0.01
based on the time evolution of accretion and typical disk masses. Near-infrared CO overtone emis-
sion, sensitive to the innermost regions of circumstellar disks, has found transonic line broadening
consistent with strong turbulence (Najita et al. 1996; Carr et al. 2004; Najita et al. 2009), although
without the benefit of spatial information these observations are subject to stronger degeneracies.
It may be that the turbulence within the inner regions of the disk probed by the overtone emission
and the accretion rate onto the star is much higher than in the outer disk. Close to the star thermal
ionization of akali metals is expected to be strong enough to activate MRI without strong damping
from non-ideal MHD effects, such as ambipolar diffusion, that are expected to play a larger role in
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the outer disk (Armitage 2011). Recent observations suggest that the cosmic ray ionization rate,
important in the outer disk, may be lower than previously expected (Cleeves et al. 2013), further
damping the influence of MRI in the outer disk. Electric fields created by MRI may accelerate
charged particles, enhancing recombination collisions with dust grains, reducing the ionization and
in turn damping MRI in the outer disk (Mori & Okuzumi 2015). Our results are consistent with
the limit on turbulent velocity found in TW Hya (Hughes et al. 2011). Guilloteau et al. (2012)
measure the turbulence in DM Tau to be 130m s−1, which, at the typical height of the CS emission
(z/r∼0.1-0.2), is similar to our limits from 13CO and C18O (.150m s−1) probing a similar area
within the disk, although CS may be subject to the same optically thin sensitivity issues as C18O.
Numerical simulations of the MRI, with background fields optimized for full-blown MRI tur-
bulence in far-ultraviolet ionized layers, find that turbulent motions vary from a few percent of the
sound speed near the midplane up to values comparable to the sound speed at 3-5 scale heights
above the midplane, at surface densities . 0.1 g cm−2 (Simon et al. 2013; Fromang & Nelson 2006;
Perez-Becker & Chiang 2011; Simon et al. 2015). The CO(3-2) τ = 1 surface in our model disks
lies at z=30-100AU (Figure 18), which corresponds to 3H far from the star and 5H close to the
star, or equivalently surface densities ∼5×10−3 g cm−2. Simon et al. (2015), in their numerical
simulations of a disk modeled after the HD 163296 system, find that at these heights/surface den-
sities at 100 AU, far-ultraviolet (FUV) photons are able to effectively ionize the disk leading to
strong turbulence. The distribution of velocities peaks at vturb/cs∼0.4-1, depending on the exact
physical conditions and the exact height within the disk. The full range of velocities follows a
Maxwell-Boltzmann distribution, with velocities ranging over a factor of ∼4 about the peak. Our
CO(3-2) upper limit falls well below this expected level of turbulence high in the disk. Close to the
midplane the weaker ionization, due to the attenuation of FUV photons, and higher densities, lead
to lower Alfve´n speeds, which in turn is associated with weaker turbulence, with typical velocities
of vturb/cs ∼0.03-0.06 (Simon et al. 2015). The τ = 1 C18O surface pierces through the disk to
reach z=H on the bottom half in the disk, making it more sensitive to the midplane than CO(3-2).
The less stringent limit provided by this line is consistent with the expected weak turbulence near
the midplane, although as discussed earlier optically thin lines have a weaker response to velocity
shear, limiting the ability of C18O to constrain turbulence. Simulations have also found that a net
vertical magnetic field is required to produce strong turbulence (Bai & Stone 2011; Simon et al.
2013); in the HD 163296 system the MRI may still operate but simply with a weak magnetic
field that results in weak turbulence. An MRI ‘dead zone’ due to Ohmic diffusion may be present
near the midplane where the ionization is insufficient to effectively couple the gas to the magnetic
field, although these zones are expected to extend out to R ∼ 10 − 30AU (e.g. Sano et al. 2000;
Dzyurkevich et al. 2013), while our measurements are most sensitive to the behavior in the outer
(R > 30AU) disk.
Turbulence is connected with the accretion rate through angular momentum exchange, with
higher levels of turbulence corresponding to more vigorous accretion. In this context the weak
turbulence is surprising given the moderately high accretion rate onto HD 163296 of 5×10−7M⊙
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yr−1 (Mendigutia et al. 2013). Assuming this accretion rate applies throughout the disk, and that
there are no external torques, α is directly related to M˙ and the temperature and density structure
of the disk (Armitage 2011). This accretion rate, combined with a disk mass of 0.09M⊙ and a
critical radius of 175AU, implies α increasing from 0.06 at 10 AU to 0.3 at 500 AU while our
observations suggest α is less than 9.6×10−4. The low disk mass and low turbulence appear to be
incompatible with the high accretion rate onto the star. An uncertainty in the disk mass will factor
into this estimate of α, but the disk mass would need to be ∼10M⊙ to bring α in line with our
measurements. One possible explanation is that the viscosity increases strongly toward the inner
disk, leading to a higher accretion rate onto the star than in the outer disk. At the low densities
in the outer disk ambipolar diffusion dominates while closer to the star ohmic dissipation and the
hall effect play a larger role (Armitage 2011; Turner et al. 2014). It may also be the case that the
disk is not in steady state equilibrium. Mendigutia et al. (2013) find that the current accretion
rate is at least an order of magnitude higher than in observations taken 15 years earlier. Given a
disk mass of 0.09M⊙, an accretion rate of 5×10−9M⊙ yr−1, two orders of magnitude lower than
the recent observations, could reproduce the observed α in the outer disk.
Another explanation for the high accretion rate with low turbulence is if there is a form of
angular momentum removal that does not lead to an observable velocity dispersion, such as a disk
wind (e.g. Blandford & Payne 1982). Numerical models find that magneto-hydrodynamics winds
can be driven from the disk, although the exact results depend strongly on the numerical setup
(Fromang et al. 2013). Klaassen et al. (2013) observe evidence for a disk wind from HD 163296
based on the morphology of large scale CO emission. Further observations are needed to determine
if this wind originates in the outer disk, and if it removes enough angular momentum to explain
the accretion rate.
Gravito-turbulence has been suggested as an alternative to MRI as the driver of turbulence
within the disk (Armitage 2011), although as with MRI the predicted magnitude is still larger
than our upper limits. Shi & Chiang (2014) predict vturb/cs∼0.4 throughout the disk while SPH
simulations by Forgan et al. (2012) predict velocity distributions that peak at vturb/cs∼0.1 in the
plane of the disk, with motions an order of magnitude slower in the vertical direction. While
anisotropic turbulence could diminish the measured motions, the inclination of the HD 163296 disk
means that motions in the plane of the disk still contribute substantially to the observed velocity
dispersion, limiting the influence of any weak motion in the vertical direction. The large velocities
predicted by gravito-turbulence are ruled out by our CO(3-2) observations (gravito-turbulence is
not in any case favored because the disk mass is nominally small).
Given the very weak turbulence, it is possible that hydrodynamic instabilities start to play
a role. Vortices created by the baroclinic instability have been proposed as a mechanism for
transporting angular momentum through the disk (Klahr & Bodenheimer 2003). In regions of
weak MRI, a vertical shear instability may develop in the presence of varying angular velocity with
height resulting in Reynolds stresses that drive α ∼ 10−3 (Nelson et al. 2013). Other hydrodynamic
instabilities (e.g. Lyra et al. 2014; Marcus et al. 2014) may also play a role when MRI is weak,
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depending on the exact structure of the disk. Further modeling is needed to determine if the
physical conditions necessary for these instabilities are present in this disk.
Such low turbulence can lead to measurable effects on the dust distribution and the chemistry in
the disk. The dust vertical density distribution in a turbulent disk is particularly sensitive to the gas
velocities in the upper layers of the atmosphere (Fromang & Nelson 2009) with diminished velocities
leading to increased settling (Dubrulle et al. 1995; Johansen & Klahr 2005; Carballido et al. 2006;
Ciesla 2007). Our CO(3-2) measurements find weak turbulent motion in the upper atmosphere,
suggesting that dust settling should be significant and indeed HD 163296 has been observed to have
a diminished mid-infrared flux consistent with substantial settling of small dust grains (Meeus et al.
2001; Juha´sz et al. 2010). The chemical structure may contain imprints of turbulence since large
turbulent velocities lead to enhanced mixing and a smoothing of chemical gradients. This can
be especially important near sharp boundaries, such as ice lines. Given that turbulence operates
over a typical length scale of H, it more strongly affects the steeper vertical chemical gradients
than the shallower radial gradients (Semenov & Wiebe 2011) and is unlikely to strongly affect
the radial location of e.g. the CO snow line. Furuya & Aikawa (2014) find that models with
weak turbulence can lead to substantial depletion of CO, since a more laminar structure allows
for the slow sink of carbon out of CO and into carbon-chain molecules. This is consistent with
our evidence of diminished CO/H2 although more detailed modeling is needed to distinguish this
complex chemistry from other effects such as selective photodissociation.
6. Conclusions
Using ALMA science verification data of CO(3-2), CO(2-1), 13CO(2-1), and C18O(2-1) we con-
strain the turbulent velocity dispersion within the protoplanetary disk surrounding the young star
HD 163296. By employing physically realistic models and a Bayesian analysis we find a limit from
the high-resolution CO(3-2) data of vturb <0.031cs, which implies α <9.6×10−4, with consistent
results when fitting the other lines individually, or together with the CO(3-2) data. This tight
constraint comes from the high spatial resolution, which can both probe the temperature structure
and directly constrain the turbulence in a way that was not possible with previous instruments.
Our upper limit is well below that expected from the strong accretion onto the star itself, suggesting
either that angular momentum transport is strongly radially dependent or that angular momentum
is removed in a way that does not generate significant non-thermal motion. Our limits also fall
below predictions from numerical simulations of the MRI, suggesting that MRI is less efficient in
the outer disk than previously thought. This demonstrates that with the high spatial resolution
and sensitivity of ALMA we can place physically meaningful constraints on the turbulence.
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Table 1. Model Fitting Results
Line q Rc(AU) vturb/cs Tatm0(K) γ Tmid0(K) inclination N(X)/N(
12C16O) χ2ν
a
CO(3-2) (high-res) -0.278+0.003
−0.008 175
+13
−4 <0.031 86±1 1b 21.8+0.7−0.4 47.6±0.1 1 0.96
CO(3-2) (low-res) -0.216+0.01
−0.008 194
+12
−15 <0.038 94±2 1b 17.5+0.8−0.7 48.3±0.3 1 0.94
CO(2-1) -0.27+0.02
−0.01 224
+21
−16 <0.31 79.0
+1.1
−1.5 1
b 17.5b 46.1+0.4
−0.3 1 0.92
13CO(2-1) -0.216b 194b <0.34 94b 0.78+0.02
−0.01 17.5
b 47.5±0.2 233+3
−15 0.94
C18O(2-1) -0.216b 194b <0.40 94b 1.13±0.08 17.5b 51.5+0.2
−0.3 1240
+120
−110 0.92
Note. — Median plus 3σ ranges for the PDFs defined by the walker positions after removing burn-in.
aReduced chi-squared for the model defined by the median of the PDFs
bHeld fixed during the model fitting.
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Table 2. Multi-line model fit
Parameter Result
q -.298+0.017
−0.008
Rc 195
+2
−17
vturb < 0.16cs
Tatm0 85.5
+1.2
−0.8
γ 0.89+0.07
−0.02
Tmid0 22.5
+0.5
−0.6
incl 48.4+0.1
−0.4
log(CO/H2) -4.69
+0.05
−0.04
χ2ν 0.92
a
Note. — Median plus 3σ
ranges for the PDFs defined
by the walker positions af-
ter removing burn-in.
aReduced chi-squared
from the combination of
all four lines for the model
defined by the median of
the PDFs.
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Fig. 1.— Images of select channels from the high-resolution CO(3-2) data (colored filled contours)
along with the best fit model (black contours). Contour levels are set at 10%,25%,40%,... of the
peak flux, where 10% peak flux=0.15Jy/beam∼18σ, as marked on the scale. Overall the model
successfully reproduces much of the emission.
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Fig. 2.— Images of select channels from the high-resolution CO(3-2) data (colored filled con-
tours) along with images generated from the difference in visibilities (red and black contours at
10%,25%,40%,... of the peak flux). Red contours mark where the model is brighter than the data
while black contours mark where the data is brighter than the model. The model does match the
overall shape and strength of the emission, while there are still some residuals.
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derived from fitting the low-resolution CO(3-2) data.
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Fig. 4.— Gas density (colored contours) for the best model fit to the low-resolution CO(3-2) data.
The density is only marked in the region of the disk where CO exists. In the left panel the black
contours show the gas temperature while in the right panel the black contours mark the sound
speed in units of km s−1. In both panels the dashed line shows the location of the CO(3-2) τ=1
surface, which effectively traces the photodissociation boundary, while the upper/lower dotted lines
mark the height where the cumulative surface density, as measured from z=170AU, is equal to 0.01
and 0.1 g cm−2.
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Fig. 5.— In fitting the low-resolution CO(3-2) data we see evidence for a degeneracy between Tmid0
and Tatm0. As Tmid0 increases the disk becomes puffier, raising the τ = 1 surface higher in the
disk where it is warmer, and Tatm0 must then adjust downward to maintain the same flux from the
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Fig. 6.— CO(3-2) high resolution spectra (black line) compared to the median model when turbu-
lence is allowed to move toward very low values (red dot-dashed lines) or when it is fixed at 0.1 km
s−1 (blue dashed lines). All spectra have been normalized to their peak flux to better highlight the
change in shape. The models with weak turbulence provide a significantly better fit to the data
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Fig. 9.— Channel maps for the central 15 channels of the CO(2-1) data (colored contours) with
the best fit model (black contours). Contour levels are set at 10%,25%,40%,... of the peak flux,
where 10% peak flux=0.09Jy/beam∼9σ.
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Fig. 10.— Channel maps for the central 15 channels of the CO(2-1) data (colored filled contours)
along with images generated from the difference in visibilities (red and black contours). Red
contours mark where the model is brighter than the data while black contours mark where the data
is brighter than the model. The model matches much of the images.
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Fig. 11.— Visibility spectra for CO(2-1) comparing the data (solid black line) to a model with low
turbulence (vturb=0.037cs, blue dotted line) and a model with high turbulence (vturb=0.3cs, red
dashed line). The other parameters in these models have been allowed to adjust to find the best fit.
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the low turbulence model better matches the line profile, in particular the peak-to-trough ratio,
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– 34 –
−4−2024
∆RA (")
−4
−2
0
2
4
∆
D
e
c 
("
)
-1.27 km/s 100 AU
−4−2024
-0.95 km/s
−4−2024
-0.63 km/s
−4−2024
-0.32 km/s
0.0944
0.1888
0.2832
0.3777
0.4721
0.5665
0.6609
0.7553
0.8497
Jy
/b
e
a
m
Fig. 12.— Imaged residuals (black solid contours) compared to the CO(2-1) data (colored filled
contours) for the low-turbulence fit. The residuals, indicating that the model underestimates the
data, are only found on the north-east side of the disk. This asymmetry is likely a radiative transfer
effect related to the different heights probed on the near and far side of the disk, and the resulting
temperature structure. When the models cannot fully adjust the temperature structure to account
for this asymmetry, they increase the turbulence leading to an overestimate of its true value.
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Fig. 13.— Posterior distributions, normalized so that the area under each distribtion is one, for
the four parameters used in fitting to the 13CO(2-1) line. We also find evidence for a degeneracy
between turbulence and the depletion factor (=the 13CO/CO abundance ratio); as the depletion
of 13CO increases more of the emission arises from close to the midplane diminishing the vertical
extent of the disk in the images and to match the full spatial extent of the emission the turbulence
must be increased.
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Fig. 14.— Channel maps for the model (top, solid black contour) and the image generated from
the difference in visibilities (bottom,red are model>data, black are data>model) for the fit to the
13CO(2-1) data (filled contours). Contours are set at 10%,25%,40%,... of the pak flux, where 10%
peak flux=0.045 Jy/beam∼8σ. This model is able to successfully reproduce much of the emission.
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Fig. 15.— Posterior distributions, normalized so that the area under each distribution is one, for
the four parameters used in fitting to the C18O(2-1) line. We find a strong anticorrelation with the
depletion factor and γ; this is not surprising since both control the surface density of gas.
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Fig. 16.— Channel maps for the model (top, solid black contour) and the image generated from
the difference in visibilities (bottom,red are model>data, black are data>model) for the fit to the
C18O(2-1) data (filled contours). Contours are in units of 0.036Jy/beam (=5σ). This model is able
to successfully reproduce much of the emission.
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Fig. 17.— Visibility spectra comparing the data (black solid line) to the best fit model with
turbulence fixed at a low value (vturb=0.038cs, blue dotted lines) and the best fit model with high
turbulence (vturb=0.4cs, red dashed line). The difference in spectra is small compared to the large
difference in turbulence.
– 40 –
Fig. 18.— Height of the τ = 1 surface for the best fit model derived for each line (filled contours).
Overplotted are the observations for each line (similar contour levels as in Figures 1,9,14,16).
Regions where there is disk emission but no marked τ=1 surface are optically thin. The different
lines probe different heights within the disk, giving us a handle on turbulence and temperature as
a function of height within the disk.
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Fig. 19.— Visibility spectra for all four emission lines (dark) along with the median model (red-
dashed). The model fits have weak turbulence (vturb <0.16cs) and are able to consistently fit all
four lines, although it does underestimate 13CO.
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Fig. 20.— Emission from the central velocity channel of all four lines (colored filled contours)
compared to the model defined by the median of the PDFs (black lines). The model images are
well-matched to the data, demonstrating that a model with low-turbulence is able to accurately fit
all four lines.
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Fig. 21.— Gas density (colored contours) and temperature (black contours) for the best model fit
to all four CO lines. The density is only marked in the region of the disk where CO exists.
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