Abstract To partition a sequence of n integers into subsets with prescribed sums is an NP-hard problem in general. In this paper we present an efficient solution for the homogeneous version of this problem; i.e. where the elements in each subset add up to the same sum.
Introduction
We are given the set [ n ] = {1, 2, . . . , n} of integers from 1 to n ∈ N which sum up to ∆ n = n(n + 1) 2 and k integers t 1 , . . . , t k ∈ N with t j ≥ n, 1 ≤ j ≤ k, and k j=1 t j = ∆ n (1.1)
We call (k, t 1 , . . . , t k ) a partition of ∆ n .
In general the partitioning problem Π(n; k, t 1 , . . . , t k ) is to distribute the elements of [ n ] into k disjoint subsets T j ⊆ [ n ], such that the elements in T j sum up to t j , 1 i.e.
(i) T j = t j ; 2 (ii) T i ∩ T j = ∅ for 1 ≤ i, j ≤ k and i = j;
1 In the following we will call the subsets T j container as well. 2 For a set M ⊂ N 0 let M = x∈M x.
2
Obviously (i) -(iii) imply condition (1.1). We call {T j } 1≤j≤k a (k, t 1 , . . . , t k )-partitioning of [ n ].
The problem to decide, whether for given n, t 1 , . . . , t k there exists a (k, t 1 , . . . , t k )-partitioning of [ n ] is NP-hard. Fu und Hu (1992) show, that for k, l, t ∈ N with 0 < l ≤ ∆ n and (k −1)t+l+∆ k−2 = ∆ n a (k; t, t+1, . . . , t+k −2, l)-partitioning of [ n ] exists. Chen et al. (2005) prove, that a (k; t 1 , . . . , t k )-partitioning of [ n ] exists, if k j=1 t j = ∆ n and t j ≥ t j+1 for 1 ≤ j ≤ k −1 and t k−1 ≥ n hold. In Büchel et al. (2016) we present a 0/1-linear program to solve partitioning problems.
In Büchel et al. (2016) we consider the special case, where t j = t = const, 1 ≤ j ≤ k. We call instances with this property homogeneous and denote them Π(n; k, t). The decision problem for homogeneous instances reduces to the question, whether a (k, t) partitioning of [ n ] exists. Straight and Schillo (1979) show that for all k, t with ∆ n = k · t and t ≥ n a partitioning of [ n ] exists. Ando et al. (1990) withdraw the condition ∆ n = k · t and prove that [ n ] can be partitioned into k disjoint containers T j with T j = t if and only if
Where as the cited papers concern on the existence of solutions, we are interested in efficient algorithms to determine partitionings. In Büchel et al. (2016) , Büchel et al. (2017a) and Büchel et al. (2017b) we present efficient solutions for homogeneous instances Π(n; k, t), where
n = p, p ∈ P,
and we analyze parameters and their relations by means of which the algorithms compute the partitionings.
In chapter 2 we introduce the recursive algorithm ΠSolve which efficiently determines a partitioning for each instance Π(n; k, t). In chapter 3 we present the so called meander algorithm which solves the cases mentioned in items (1) and (2) above, because in some cases a recursion call of ΠSolve can be stopped, and the remaining partitioning can be determined directly by means of the meander algorithm.
The Algorithm ΠSolve
The input for our algorithm ΠSolve is a number n ∈ N and a (k, t)-partition of ∆ n , the output is a (k, t)-partitioning of [ n ]. The algorithm distinguishes between the cases 2n − 1 ≥ t and 2n ≤ t.
2.1 Case: 2n − 1 ≥ t
In this case we have to consider, whether t is even or odd.
Case: t even
Initially we fill 2n − t 2 containers as follows:
The union of these containers is the set t − n, . . . , t 2 − 1, t 2 + 1, . . . , n . Thus the elements 1, . . . , t − n − 1 and the element t 2 remain, these have to be distributed into the empty
To do this, we split each of them into two subcontainers:
The number of these containers is 2(k − n) + t, and they all have size t 2 . The container
+1,1 is filled with the element t 2 :
Now we have to solve the instance Π(n ′ ; k ′ , t ′ ) where
To recursively use the algorithm to solve this problem we have to verify, that (k
Using (2.4) -(2.6) we get on one side
and on the other side
Since for our original problem Π(n; k, t) the condition
holds, the verification of (2.7) follows immediately from (2.8) and (2.9).
Case: t odd
Initially we fill 2n − t + 1 2 containers as follows:
The union of these containers builds the set {t − n, . . . , n}. Thus the elements 1, . . . , t−n−1 remain, these have to be distributed into the empty k − 2n − t + 1 2 containers. So we have to solve the instance Π(n ′ ; k ′ , t ′ ) with
Using (2.11) -(2.13) we get on one side
holds, the verification of (2.15) follows immediately from (2.16) and (2.9).
Case: 2n ≤ t
In this case each container is split into two containers:
The containers T i,1 will be filled as follows:
Thus the elements n − 2k + 1, . . . , n are already disributed, and each of these containers has size
It remains to partition the elements 1, . . . , n − 2k into the containers T i,2 . Thus we have to solve the problem Π(n ′ ; k ′ , t ′ ) with
As well as in the former cases we have to assure, that this is a (k
On the one side we have
Since for our original problem Π(n, k, t) the condition
holds, the verification of (2.22) follows immediately from (2.23) and (2.24).
Example
We apply the algorithm to the instance Π(45; 9, 115). Since 2n = 90 ≤ 115 = t, by means of (2.17) we get
To fill the containers T i,2 , 1 ≤ i ≤ 9, we have to solve the instance Π(27; 9, 42) with 2n − 1 = 53 ≥ t = 42. Since t is even, due to (2.1) we get
Because of (2.2) the remaining containers are split up:
T 9,2 = T 9,2,1 ∪ T 9,2,2
Due to (2.3) we get
Now, it remains to solve the instance Π(14; 5, 21) with 2n − 1 = 27 ≥ t = 21. t is odd, thus we get by (2.10)
To fill T 9,2,2 the instance Π(6; 1, 21) has to be solved. Since k = 1, The recursion ends, and we get T 9,2,2 = {1, 2, 3, 4, 5, 6}
All in all the algorithm determines for the given problem Π(45; 9, 115) the following partitioning of [ 45 ]:
T 7 = T 7,1 ∪ T 7,2,1 ∪ T 7,2,2 = {34, 39} ∪ {21} ∪ {7, 4} = {7, 14, 21, 34, 39}
T 8 = T 8,1 ∪ T 8,2,1 ∪ T 8,2,2 = {35, 38} ∪ {8, 13} ∪ {9, 12} = {8, 9, 12, 13, 35, 38}
T 9 = T 9,1 ∪ T 9,2,1 ∪ T 9,2,2 = {36, 37} ∪ {10, 11} ∪ {1, 2, 3, 4, 5, 6} = {1, 2, 3, 4, 5, 6, 10, 11, 36, 37}
Meander Algorithm
Obviously for all n ∈ N the partition (k G , t G ) exists, where
If n is odd then
and if n is even then
are the only partitionings of [ n ] for the (k G , t G )-partition of ∆ n . We call them Gauß-partitionings.
In this chapter we show, that if n is odd and 2k is a divisor of n or if n is even and 2k is a divisor of n+1, we get (k, t)-partitionings of [ n ], which can be considered as generalizations of the Gauß-partitionings.
Case: n even and 2k|n
Let n ≥ 2 be even and 2k|n , then k can only be a divisor of n 2 : k ∈ q : q n 2 . For each of these k the number of elements of the container T j , 1 ≤ j ≤ k, is
and n k is even. We can imagine the filling of the k container T j with n k elements each as a
For 1 ≤ i ≤ n 2k and 1 ≤ j ≤ k the elements of the odd rows are
and the elements of the even rows are
Thereby the elements in rows with odd indices are arranged in descending order and the elements in rows with even indices are arranged in ascending order. The jth column of T contains exactly the elements of container T j .
For example, let n = 16, i.e. ∆ 16 = 136 = 8 · 17. The divisors of n 2 = 8 are 1, 2, 4, 8. For all these values of k we get a partitioning of 136 by means of the method presented above. For k = 8 we obtain the Gauß-partitioning according to (3.3). For k = 4 and hence for t = 34 the resulting partitioning is: As the examples show, the elements of [ n ] are distributed to the rows in a meandering shape. We call the pairs of rows t 2i−1,j and t 2i,j , 1 ≤ i ≤ n 2k , 1 ≤ j ≤ k, meander loops.
Remark 3.1
The ) is a special case of the meander partitioning determined by (3.6) and (3.7) . In (3.3) we have k = n 2 and hence 2k|n , and the related Gauß-partitioning consists of one only loop. ✷
The elements in each column of the matrix T add up to t:
We verify this by summing up the column elements (3.6) and (3.7):
Since 2k is a divisor of n, n k is even, i.e. the number of rows of T ist even. Thus, for 0 ≤ s ≤ n 2k − 1 it holds: Is 1 + s odd, then n k − s is even, is 1 + s even, then n k − s is odd.
For row j, i.e. for container T j , we have:
Thus, the elements t 1+s,j and t n k −s,j are complementary with respect to n + 1. Since n + 1 is odd, we have: Is t 1+s,j odd, then t n k −s,j is even, is t 1+s,j even, then t n k −s,j is odd. Now we prove, that in general the matrices T = (t ij ) fulfill the condition (3.9). First we consider the case, that 1 + s is odd and hence that n k − s is even, i.e. we have 2i − 1 = 1 + s as well as 2i = n k − s and therefore the ith row is i = s + 2 2 and the complementary row is
. Putting these indices into (3.6) and into (3.7), respectively, we get:
Now we consider the case, that 1 + s is even and hence that n k − s is odd, i.e. we have 2i = 1 + s as well as 2i − 1 = n k − s and therefore the ith row is i = s + 1 2 and the complementary row is i ′ = n − ks + k 2k .
Putting these indices into (3.6) and (3.7), respectively, we have:
We can verify (3.8) by means of (3.9) as well: Since each of the columns consists of n 2k pairs, which sum up to n + 1, we obtain as column sum n 2k · (n + 1) = t (3.10)
Case: n odd and 2k|n+1
Now let n ≥ 3 be odd and 2k|n + 1 , then k can have as values only the divisors of n + 1 2 .
We add 0 to the set of elements, which have to be distributed:
[ n ] 0 = {0, 1, . . . , n}. Thereby we can apply the algorithm from the previous subsection without any changes, and the verification suits as well in the same manner.
For example, let n = 15, i.e. ∆ 15 = 15 · 8. The divisors of n 2 = 8 are 1, 2, 4, 8. For k = 8
we obtain the Gauß-partitioning according to (3.2). For k = 4 and hence for t = 30 we get:
T 1 T 2 T 3 T 4 15 14 13 12 8 9 10 11 7 6 5 4 0 1 2 3
The differences to the case n odd are marginal. Except the addition of 0 in the odd case T is a n + 1 k × k-matrix consisting of n + 1 2k meander-loops, and the sum of the complementary elements in each column is n instead of n + 1; c.f. (3.9):
The verification of that as well as the verification of the column sums
for 1 ≤ j ≤ k works in the same way as in the previous section for case n even.
Remark 3.1 can be adopted as well: With the Gauß-partitioning in case n odd we have k = n + 1 2 and thereby 2k|n+1 .
Example
We would like to solve the problem instance Π(56; 21, 76). We have 2n− 1 = 111 ≥ t = 76, and t is even. Thus, we apply (2.1) and get the container
Due to (2.2) the remaining three containers have to be split into All in all we get 9, 10, 19} = {0, 9, 10, 19 , 38} , 8, 11, 18} ∪ {2, 7, 12, 17} = {1, 2, 7, 8, 11, 12, 17, 18} T 21 = T 21,1 ∪ T 21,2 = {3, 6, 13, 16} ∪ {4, 5, 14, 15} = {3, 4, 5, 6, 13, 14, 15, 16}
Conclusion
In section 2 we present the recursive algorithm ΠSolve that solves all homogeneous subset partitioning problems: Given a problem Π(n; k, t) with ∆ n = k · t, then the algorithm partitions the integers from 1 to n into k sets such that the elements in each set add up to t. The recursion can be stopped, if n ist even and 2k is a divisor n or if n is odd and 2k is a divisor of n + 1, respectively, because in these cases the meander algorithm presented in section 3 can be applied, which directly determines a partitioning.
We prove that both algorithms work correctly. We show that in each step ΠSolve builts subsets in a right way and that in any case the parameters of the recursion call define a well posed problem Π(n ′ ; k ′ , t ′ ), i.e. ∆ n ′ = k ′ · t ′ . The recursion stops for each input, because the recursion goes on with n ′ < n, k ′ < k and t ′ < t, or n ′ < n, k ′ = k and t ′ < t, or n ′ < n, k ′ < k and t ′ = t and ends if at least one of the parameters n, k and t is equal to 0 or to 1. As well we verify, that the meander algorithm works correctly.
In Jagadish (2015) an approximation algorithm for the cutting sticks-problem is presented. Because the cutting sticks-problem can be transformed into an equivalent partitioning problem our algorithms can be applied to the corresponding cutting sticks-problems.
Further research may investigate whether ideas from the previous chapters and cited papers can be used to solve efficiently special inhomogeneous problem instances.
