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Abstract
The neighbourhood of a vertex v of a graph G is the set N(v) of all vertices
adjacent to v in G. For D ⊆ V (G) we define D = V (G) \ D. A set D ⊆
V (G) is called a super dominating set if for every vertex u ∈ D, there exists
v ∈ D such that N(v) ∩D = {u}. The super domination number of G is the
minimum cardinality among all super dominating sets in G. In this article we
obtain closed formulas and tight bounds for the super dominating number of
lexicographic product graphs in terms of invariants of the factor graphs involved
in the product. As a consequence of the study, we show that the problem of
finding the super domination number of a graph is NP-Hard.
Keywords: Domination number; super domination number; domination in graphs;
lexicographic product; NP-Hard.
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1 Introduction
The neighbourhood of a vertex v of a graph G is the set N(v) of all vertices adjacent
to v in G. For D ⊆ V (G) we define D = V (G)\D. A set D ⊆ V (G) is dominating in
G if every vertex in D has at least one neighbour in D, i.e., N(u) ∩D 6= ∅ for every
1
u ∈ D. The domination number of G, denoted by γ(G), is the minimum cardinality
among all dominating sets in G. A dominating set of cardinality γ(G) is called a
γ(G)-set. The reader is referred to the books [9, 10] for details on domination in
graphs.
The study of super domination in graphs was introduced in [12]. A set D ⊆ V (G)
is called a super dominating set if for every vertex u ∈ D, there exists v ∈ D such
that
N(v) ∩D = {u}. (1)
If u and v satisfy (1), then we say that v is an external private neighbour of u with
respect to D. The super domination number of G, denoted by γsp(G), is the mini-
mum cardinality among all super dominating sets in G. A super dominating set of
cardinality γsp(G) is called a γsp(G)-set.
In this paper we develop the theory of super domination in lexicographic product
graphs. The paper is structured as follows. Section 2 covers basic results on the
super domination number of a graph, including a characterization of graphs of order
n with γsp(G) = n−1. These graphs play an important role when studying the super
domination number of lexicographic product graphs. Section 3 is devoted to the
study of the super domination number of lexicographic product graphs. In particular,
in Subsection 3.1 we obtain general bounds for the super domination number of
lexicographic product graphs in terms of some invariants of the factor graphs involved
in the product. In Subsection 3.2 we show that the problem of finding the super
domination number of a graph is NP-Hard. We also study several families of graphs
for which the bounds obtained previously are achieved. Finally, in Subsection 3.3 we
obtain formulas for the super domination number of join graphs.
For the remainder of the paper, definitions will be introduced whenever a concept
is needed.
2 Some remarks on the super domination number
In this section we recall basic properties of the super domination number and give
the full characterisation of graphs of order n with γsp(G) = n− 1. To begin with, we
introduce some notation and terminology. The closed neighbourhood of a vertex v is
defined as N [v] = N(v)∪{v} and the degree of v is d(v) = |N(v)|. If G has n vertices
and d(v) = n− 1, then v is a universal vertex of G.
Theorem 1. [12] Let G be a graph of order n. Then the following assertions hold.
• γsp(G) = 1 if and only if G ∼= K1 or G ∼= K2.
• γsp(G) = n if and only if G is an empty graph.
• γsp(G) ≥ ⌈
n
2
⌉.
It is well known that for any graph G without isolated vertices, 1 ≤ γ(G) ≤ ⌈n
2
⌉,
so from the theorem above we have that for any connected graph G,
1 ≤ γ(G) ≤
⌈n
2
⌉
≤ γsp(G) ≤ n− 1. (2)
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Graphs with γsp(G) = n− 1 will play an important role in the study of the super
domination number of lexicographic product graphs. In order to characterize these
graphs we need to prove the following two lemmas.
Lemma 2. Let G be a graph of order n. If γsp(G) = n − 1, then G is P4-free and
C4-free.
Proof. Suppose that there exists V ′ = {x, y, w, z} ⊆ V (G) such that the subgraph of
G induced by V ′ is isomorphic to a path P4 = (x, y, w, z) or a cycle C4 = (x, y, w, z, x).
Then V (G) \ {x, z} is a super dominating set of G, which implies that γsp(G) ≤
n− 2.
Lemma 3. Let G be a connected graph of order n. If there is no universal vertex in
G, then γsp(G) ≤ n− 2.
Proof. Suppose that γsp(G) = n − 1 and G does not have a universal vertex. Let x
be a vertex of maximum degree in G. Since d(x) < n−1, there exists z such that the
distance between x and z is equal to two, and let denote by y a common neighbour
of x and z. Suppose now that there exists w ∈ N(x) such that yw 6∈ E(G). In such a
case, the subgraph induced by the set {w, x, y, z} is isomorphic to P4 or C4, which is
a contradiction with Lemma 2. Hence, N(x) ⊆ N [y]. Furthermore, z ∈ N(y) \N(x),
which implies d(y) ≥ d(x) + 1, which is a contradiction.
To describe graphs with γsp(G) = n − 1, we define a family F of graphs in the
following way.
• Let k and k′ be two positive integers such that k′ = k or k′ = k − 1.
• Let {Gi = (Vi, Ei) : i = 1, . . . , k} be a family of complete graphs.
• Let {G′i = (V
′
i , E
′
i) : i = 1, . . . , k
′} be a family of empty graphs.
• Let X1 =
⋃k
i=1Ei and X2 = {xy : x ∈ Vi, y ∈ V
′
j and 1 ≤ i ≤ j ≤ k
′}.
• For k ≥ 2 we define X3 = {xy : x ∈ Vi, y ∈ Vj and 1 ≤ i < j ≤ k}, while for
k = 1 we assume that X3 = ∅.
• With the notation above, we say that G ∈ F if V (G) =
(⋃k
i=1 Vi
)
∪
(⋃k′
i=1 V
′
i
)
and E(G) = X1 ∪X2 ∪X3 for some integers k and k
′.
Figure 1 shows an example of graph belonging to the family F . The following
remark is a direct consequence of the definition of F .
Remark 4. Let G ∈ F . Then the following assertions hold for x, y ∈ V (G).
• If x ∈ Vi, then N [x] =
(⋃k
j=1 Vj
)
∪
(⋃k′
j=i V
′
j
)
.
• If y ∈ V ′j , then N(y) =
⋃j
i=1 Vi.
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Figure 1: A graphs belonging to the family F , where k = k′ = 2, V1 = {a, b},
V ′1 = {a
′}, V2 = {x, y} and V
′
2 = {x
′, y′}.
• If x, y ∈ Vj, then N [x] = N [y].
• If x, y ∈ V ′j , then N(x) = N(y).
• If i < j, x ∈ Vi and y ∈ Vj, then N [y] ⊆ N [x].
• If i < j, x ∈ V ′i and y ∈ V
′
j , then N(x) ⊆ N(y).
• If x ∈ Vi and y ∈ V
′
j , then N(y) ⊆ N(x)
Theorem 5. Let G be a connected graph of order n. Then γsp(G) = n − 1 if and
only if G ∈ F .
Proof. From Remark 4 we deduce that if G ∈ F , then γsp(G) = n− 1.
From now on we assume that γsp(G) = n − 1. Thus, by Lemma 3 we can claim
that G has at least one universal vertex. Let V1 be the set of universal vertices of
G and V ′1 = {x ∈ V (G) : N(x) = V1}. If V (G) = V1 ∪ V
′
1 , then G ∈ F . Now,
if V (G) \ (V1 ∪ V
′
1) 6= ∅, then we denoted by H2 the subgraph of G induced by
V (G) \ (V1 ∪ V
′
1). If the subgraph H2 has no universal vertex, then by Lemma 3
there exists a super dominating set D of H2 such that |D| ≤ |V (H2)| − 2, which is a
contradiction. So H2 has at least one universal vertex. Let V2 be the set of universal
vertices of H2 and V
′
2 = {x ∈ V (H2) : N(x) = V2}. If V (H2) = V2 ∪ V
′
2 , then H2 ∈ F ,
which also implies that G ∈ F1. Analogously, if V (H2) \ (V2 ∪ V
′
2) 6= ∅, then we
denote by H3 the subgraph of H2 induced by V (H2) \ (V2 ∪ V
′
2). Next we repeat this
process for H3 to conclude that H3 ∈ F and, since G is a finite graph, we continue
the process until V (Hk) = Vk ∪ V
′
k for some k, where V
′
k may be empty, to conclude
that G ∈ F .
3 Super domination in lexicographic product of
graphs
LetG be a graph of order n such that V (G) = {u1, . . . , un} and letH = {H1, H2, . . . , Hn}
be an ordered family formed by n graphs such that Hi corresponds to ui for every
i. The lexicographic product of G and H is the graph G ◦ H, such that V (G ◦ H) =
1Notice that if V (H2) = V2 ∪ V ′2 , then k = 2 and if V
′
2
= ∅, then k′ = 1, otherwise k′ = 2.
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⋃
ui∈V (G)
({ui} × V (Hi)) and (ui, vr)(uj, vs) ∈ E(G ◦ H) if and only if uiuj ∈ E(G) or
i = j and vrvs ∈ E(Hi). Figure 2 shows the lexicographic product of P3 = (u1, u2, u3)
and the ordered family of graphs {P4, K2, P3}, and the lexicographic product of
P4 = (u1, u2, u3, u4) and the family {H1, H2, H3, H4}, where H1 ∼= H4 ∼= K1 and
H2 ∼= H3 ∼= K2. In general, we can construct the graph G ◦ H by taking one copy of
each Hi ∈ H and joining by an edge every vertex of Hi with every vertex of Hj for
every uiuj ∈ E(G).
Figure 2: The lexicographic product graphs P3◦{P4, K2, P3} and P4◦{H1, H2, H3, H4},
where H1 ∼= H4 ∼= K1 and H2 ∼= H3 ∼= K2.
We will restrict our study to two particular cases. First, the traditional lexico-
graphic product graph, where Hi ∼= H for every i ∈ {1, . . . , n}, which is denoted as
G◦H for simplicity [7, 11]. The other particular case we will focus on is the join of G
and H . The join graph G +H is defined as the graph obtained from disjoint graphs
G and H by taking one copy of G and one copy of H and joining by an edge each
vertex of G with each vertex of H [8, 17]. Note that G+H ∼= K2 ◦ {G,H}. The join
operation is commutative and associative.
Figure 3: Two join graphs: P4 + C3 ∼= K2 ◦ {P4, C3} and N2 +N2 +N2 ∼= K3 ◦N2.
Moreover, complete k-partite graphs,
Kp1,p2,...,pk
∼= Kn ◦ {Np1, Np2, . . . , Npk}
∼= Np1 +Np2 + · · ·+Npk ,
are typical examples of join graphs, where Npi denotes the empty graph of order pi.
The particular case illustrated in Figure 3 (right hand side), is no other than the
complete 3-partite graph K2,2,2.
Notice that for any g ∈ G and any graph H , the subgraph of G ◦H induced by
{g} × V (H) is isomorphic to H .
Remark 6. Let G and H be two graphs. Then the following assertions hold.
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• G ◦H is connected if and only if G is connected.
• If G = G1 ∪ . . . ∪Gt, then G ◦H = (G1 ◦H) ∪ . . . ∪ (Gt ◦H).
According to the remark above, we can restrict ourselves to the case of lexico-
graphic product graphs G ◦H for which G is connected. For basic properties of the
lexicographic product of two graphs we suggest the handbook by Hammack, Imrich
and Klavzˇar [7].
A main problem in the study of product of graphs consists of finding exact values
or sharp bounds for specific parameters of the product of two graphs and express these
in terms of invariants of the factor graphs. In particular, we cite the following works
on domination theory of lexicographic product graphs. For instance, the domination
number was studied in [13, 14], the Roman domination number was studied in [15],
the rainbow domination number was studied in [16], while the doubly connected
domination number was studied in [1].
To begin our study we need to introduce the following additional notation. Given
g ∈ V (G) and W ⊆ V (G)× V (H) we define
Wg = {h : (g, h) ∈ W}.
For simplicity, the neighbourhood of (x, y) ∈ V (G)×V (H) will be denoted by N(x, y)
instead of N((x, y)).
Lemma 7. Let G be a graph and let H be a nonempty graph. If W is a γsp(G◦H)-set,
then |Wg| ≥ γsp(H) for every g ∈ V (G).
Proof. Since H is a nonempty graph, if |Wg| ≥ |V (H)|−1, then we are done. Assume
that |Wg| ≤ |V (H)| − 2 and let h, h
′ ∈ W g. Since
N(g, h) ∩ [(V (G) \ {g})× V (H))] = N(g, h′) ∩ [(V (G) \ {g})× V (H))],
we can conclude that (g, h) (and also (g, h′)) has a private neighbour with respect to
W which belongs to ({g} × V (H))∩W . Hence, h (and also h′) has a private neighbour
with respect to W g which belongs to Wg. Therefore, Wg is a super dominating set
for H , which implies that |Wg| ≥ γsp(H).
Lemma 8. Let G and H be two graphs. Let xx′ ∈ E(G) and W a γsp(G ◦H)-set. If
W x 6= ∅ and W x′ 6= ∅, then |W x| = |W x′ | = 1.
Proof. Suppose that (x, y), (x′, y′), (x′, y′′) ∈ W . Since xx′ ∈ E(G), we have that
N(x′, y′′) ⊆ N(x′, y′)∪N(x, y), which is a contradiction. Hence, |W x′| ≤ 1. Therefore,
the results follows.
3.1 General bounds
Recall that an independent set of a graph G is a subset S ⊆ V (G) such that no
two vertices in S represent an edge of G, i.e., N(x) ∩ S = ∅, for every x ∈ S. The
cardinality of a maximum independent set of G is called the independence number of
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G and is denoted by α(G). We refer to an α(G)-set in a graph G as an independent
set of cardinality α(G).
Fink, Jacobson [4] defined k-independent set of a graph G as a set S ⊆ V (G) such
that the subgraph induced by S has maximum degree at most k−1, i.e., |N(x)∩S| ≤
k − 1, for every x ∈ S. The cardinality of a maximum k-independent set of G is
called the k-independence number of G and is denoted by αk(G). Obviously any
1-independent set of G is an independent set of G.
Theorem 9. For any nonempty graph H of order n′ and for any graph G of order n,
γsp(G ◦H) ≤ α(G)γsp(H) + (n− α(G))n
′.
In particular, if γsp(H) = n
′ − 1 and H 6∼= Kn′, then
γsp(G ◦H) ≤ nn
′ − α2(G).
Proof. Let S1 be an α(G)-set and S2 a γsp(H)-set. We claim that
S =
(⋃
x∈S1
{x} × S2
)
∪
(⋃
x/∈S1
{x} × V (H)
)
(3)
is a super dominating set of G ◦H. To see this we set (x, y) /∈ S. Hence, x ∈ S1 and
y ∈ S2, so that there exists y
′ ∈ S2 such that N(y
′) ∩ S2 = {y}, which implies that
(x, y′) ∈ S and N(x, y′) ∩ S = {(x, y)}. Thus, S is a super dominating set of G ◦H
and, as a consequence,
γsp(G ◦H) ≤ |S| = |S1||S2|+ (n− |S1|)n
′ = α(G)γsp(H) + (n− α(G))n
′.
Now, let γsp(H) = n
′ − 1 and H 6∼= Kn′ . In this case we take the sets S1 and S2
in a different manner, i.e., we take S1 as an α2(G)-set and S2 = V (H) \ {y}, where
y is a nonuniversal vertex of H . We claim that the set S defined by (3) is a super
dominating set of G ◦H. To see this we take (x, y) /∈ S. Since x ∈ S1, we have two
possibilities, namely, (a) N(x) ∩ S1 = ∅ or (b) there exists x
′ ∈ V (G) \ {x} such
that N(x) ∩ S1 = {x
′}. In case (a), for every y′ ∈ S2 we have that (x, y
′) ∈ S and
N(x, y′) ∩ S = {(x, y)}, while in case (b), for every y′ ∈ V (H) \ N [y] we have that
(x′, y′) ∈ S and N(x′, y′) ∩ S = {(x, y)}. Thus, S is a super dominating set of G ◦H
and, as a consequence,
γsp(G ◦H) ≤ |S| = |S1|(n
′ − 1) + (n− |S1|)n
′ = nn′ − α2(G).
Therefore, the result follows.
As we will show in Theorem 14 and Propositions 16, 17, 19 and 21, the bounds
above are achieved by several families of graphs.
Notice that the bound γsp(G ◦ H) ≤ α(G)γsp(H) + (n − α(G))n
′ is never better
than γsp(G ◦H) ≤ nn
′ − α2(G), as α(G) ≤ α2(G).
A vertex cover of G is a set X ⊆ V (G) such that each edge of G is incident
to at least one vertex of X . The vertex cover number τ(G) is the cardinality of a
minimum vertex cover of G. A vertex cover of cardinality τ(G) is called a τ(G)-set.
The following well-known result, due to Gallai [5], states the relationship between the
independence number and the vertex cover number of a graph.
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Theorem 10. [5](Gallai, 1959) For any graph G of order n, α(G) + τ(G) = n.
By Theorems 9 and 10 we deduce that
γsp(G ◦H) ≤ α(G)γsp(H) + τ(G)n
′.
Theorem 11. Let G be a graph of order n ≥ 2 and let H be a nonempty graph of
order n′. Then the following assertions hold.
• γsp(G ◦H) ≥ nγsp(H).
• γsp(G ◦H) = nγsp(H) if and only if G ∼= K2, γsp(H) = n
′ − 1 and H 6∼= Kn′.
Proof. The lower bound is a direct consequence of Lemma 7. Assume that G ∼= K2,
γsp(H) = n
′−1 andH 6∼= Kn′. By the lower bound we have γsp(G◦H) ≥ 2(n
′−1). Let h
be a nonuniversal vertex of H and V (G) = {a, b}. To show that γsp(G◦H) ≤ 2(n
′−1)
we only need to observe that V (G)× V (H) \ {(a, h), (b, h)} is a super dominating set
for G ◦ H , i.e., if h′ is not adjacent to h in H , then (a, h′) ∈ N(b, h) \ N(a, h) and
(b, h′) ∈ N(a, h) \N(b, h).
From now on we assume that γsp(G ◦ H) = nγsp(H). Let W be a γsp(G ◦ H)-
set. Since γsp(G ◦H) = nγsp(H), from Lemma 7 we deduce that for any g ∈ V (G),
|Wg| = γsp(H) ≤ n
′ − 1. Suppose that G 6∼= K2. Let x ∈ V (G) be a vertex of
degree at least two and let (u, v) ∈ W be a private neighbour of (x, y) 6∈ W with
respect to W , i.e. N(u, v) ∩ W = {(x, y)}. Let x′ ∈ V (G) \ {u} be a neighbour
of x and (x′, y′) 6∈ W . If u = x, then (x′, y′) ∈ N(u, v), and {(x, y), (x′, y′)} ⊆
N(u, v) ∩ W , which is a contradiction, so that u 6= x. Thus, if u has degree one,
then for (u, z) 6∈ W we have N(u, z) ⊂ N(x, y) ∪N(x′, y′) , which is a contradiction.
Otherwise there exists u′ ∈ N(u)\{x} and for (u′, z′) 6∈ W we have (u′, z′) ∈ N(u, v).
Thus, {(x, y), (u′, z′)} ⊆ N(u, v) ∩W , which is a contradiction again. Hence, we can
conclude that G ∼= K2.
Notice that H 6∼= Kn′ , as K2 ◦Kn′ ∼= K2n′ and γsp(K2n′) = 2n
′ − 1 > 2(n′ − 1) =
2γsp(Kn′).
To conclude the proof suppose that γsp(H) ≤ n
′−2. In this case, since γsp(G◦H) =
nγsp(H), from Lemma 7 we deduce that for any g ∈ V (G), |Wg| = γsp(H) ≤ n
′−2. Let
V (K2) = {a, a
′}. Hence, for any (a, b1), (a, b2), (a
′, b3) 6∈ W we have that N(a, b1) ⊆
N(a, b2) ∪N(a
′, b3), which is a contradiction. Therefore, γsp(H) = n
′ − 1 and so the
result follows.
The following result provides an upper bound on the super domination number of
the graph G◦H in terms of the order and the super domination number of its factors.
Theorem 12. For any graph G of order n ≥ 2 and any graph H of order n′ ≥ 2,
γsp(G ◦H) ≤ min{n(n
′ − 1) + γsp(G), n
′(n− 1) + γsp(H)}.
Proof. Let S be a γsp(G)-set and let y ∈ V (H). We claim that
W =
(⋃
x∈S
{x} × V (H)
)
∪
(⋃
x 6∈S
{x} × (V (H) \ {y})
)
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is a super dominating set for G ◦ H . To see this we only need to observe that for
any (x, y) ∈ W , there exists x′ ∈ S such that N(x′) ∩ S = {x}, which implies
that N(x′, y′) ∩ W = {(x, y)} for every y′ ∈ V (H). Hence, γsp(G ◦ H) ≤ |W | =
n(n′ − 1) + γsp(G).
Now, let S ′ be a γsp(H)-set and let x
′ ∈ V (G). We claim that
W ′ =
(⋃
x 6=x′
{x} × V (H)
)
∪ ({x′} × S ′)
is a super dominating set for G ◦ H . In this case we only need to observe that
{x′}×S ′ is a super dominating set for the subgraph induced by {x′}×V (H). Hence,
γsp(G ◦H) ≤ |W
′| = n′(n− 1) + γsp(H).
The bound above is tight. For instance, as we will show in Proposition 16, the
equality γsp(G ◦H) = n
′(n− 1)+ γsp(H) holds for any graph H with γsp(H) ≤ n
′− 2
and G isomorphic to a complete graph. On the other hand, it is not difficult to check
that if G ∼= Kr ⊙K1 is the corona product Kr times K1, then γsp(G) =
n
2
= r and
γsp(G ◦Kn′) = 2rn
′ − r = n(n′ − 1) + γsp(G).
In the next result we obtain an upper bound for γsp(G ◦ Nn′), where Nn′ is the
empty graph of order n′. To state the result, we first need some additional notation
and terminology. A set S of vertices is called a 2-packing if for every pair of vertices
u, v ∈ S, N [u]∩N [v] = ∅. The 2-packing number ρ(G) of a graph G is the cardinality
of a maximum 2-packing in G. A 2-packing of cardinality ρ(G) is called a ρ(G)-
set. Given a graph G, its line graph L(G) is a graph such that each vertex of L(G)
represents an edge of G and two vertices of L(G) are adjacent if and only if their
corresponding edges are adjacent in G.
Theorem 13. For any graph G of order n and any integer n′ ≥ 2,
γsp(G ◦Nn′) ≤ nn
′ − 2ρ(L(G)).
Proof. Let S be a ρ(L(G))-set and VS = {x ∈ V (G) : x ∈ e for some e ∈ S}. Given
a fix vertex y′ ∈ V (H) we define
W =
( ⋃
x∈VS
{x} × (V (Nn′) \ {y
′})
)
∪
( ⋃
x 6∈VS
{x} × V (Nn′)
)
.
Notice that if (x, y′) 6∈ W , then x ∈ VS, which implies that there exists x
′ ∈ N(x) such
that {x, x′} ∈ S. Now, since S is a 2-packing of L(G), for any y ∈ V (Nn′) \ {y
′} we
have that (x′, y) is a private neighbour of (x, y′) with respect toW , i.e.N(x′, y)∩W =
{(x, y′)}. Hence, W is a super dominating set of G ◦H and so γsp(G ◦Nn′) ≤ |W | =
nn′ − |VS| = nn
′ − 2ρ(L(G)). Therefore, the result follows.
The bound above is tight. It is achieved, for instance, for G ∼= Kn. Notice that
ρ(L(Kn)) = 1, Kn ◦Nn′ ∼= Kn′,...,n′ and γsp(Kn ◦Nn′) = nn
′ − 2 = nn′ − 2ρ(L(Kn)).
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3.2 Closed formulas and complexity
In this subsection we obtain closed formulas for the super domination number of
lexicographic product graphs and, as a consequence of the study, we show that the
problem of computing the super domination number of a graph is NP-Hard.
Theorem 14. Let G be a graph of order n and maximum degree ∆(G). If H is a
graph of order n′ such that n′ − γsp(H) > ∆(G) + 1, then
γsp(G ◦H) = α(G)γsp(H) + (n− α(G))n
′.
Proof. By Theorem 9 we have that γsp(G ◦H) ≤ α(G)γsp(H) + (n−α(G))n
′, so that
it remains to show that γsp(G ◦H) ≥ α(G)γsp(H) + (n− α(G))n
′.
Let W be a γsp(G ◦H)-set and set
X = {x ∈ V (G) : |Wx| < n
′}.
We claim that X is an independent set. To see this, suppose that there are two
adjacent vertices x, x′ which belong to X . Notice that Lemma 8 leads to |Wx| =
|Wx′| = n
′ − 1. Hence, for any γsp(H)-set S we have that
W ′ = (W \ ({x} × V (H))) ∪ ({x} × S) ∪

 ⋃
u∈N(x)
{u} × V (H)


is a super dominating set for G ◦H and
|W ′| = |W |+ |X ∩N(x)| − (n′ − 1− γsp(H))
≤ |W |+ |∆(G)| − (n′ − 1− γsp(H))
< |W |,
which is a contradiction. Thus, X is an independent set and, by Lemma 7 we have
that
γsp(G ◦H) =
∑
u∈X
|Wu|+
∑
u 6∈X
|Wu|
≥ |X|γsp(H) + (n− |X|)n
′
= nn′ − |X|(n′ − γsp(H))
≥ nn′ − α(G)(n′ − γsp(H))
= α(G)γsp(H) + (n− α(G))n
′,
as required.
Fernau and Rodr´ıguez-Vela´zquez [2, 3] showed that the study of corona product
graphs enables us to infer NP-hardness results for computing the (local) metric di-
mension, based on according NP-hardness results for the (local) adjacency dimension.
Our next result shows how the study of lexicographic product graphs enables us to
infer an NP-hardness result for computing the super domination number, based on a
well known NP-hardness result for the independence number, i.e., since the problem
of computing the independence number of a graph is NP-Hard [6], Theorem 14 leads
to the following result.
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Corollary 15. The problem of finding the super domination number of a graph is
NP-Hard.
Proof. Let G be a graph of order n and maximum degree ∆(G). By Theorem 14, for
any integer t > ∆(G) + 1 we have that
γsp
(
G ◦
t⋃
i=1
K2
)
= t(2n− α(G)).
Therefore, since the problem of computing the independence number of a graph is
NP-Hard, we conclude that the problem of finding the super domination number of
a graph is NP-Hard too.
The remaining results of this subsection concern the case in which we fix the first
factor in the lexicographic product.
Proposition 16. Let H be a noncomplete graph of order n′ and let n ≥ 2 be an
integer. Then the following assertions hold.
• If γsp(H) = n
′ − 1, then γsp(Kn ◦H) = nn
′ − 2.
• If γsp(H) ≤ n
′ − 2, then γsp(Kn ◦H) = n
′(n− 1) + γsp(H).
Proof. Since α(Kn) = 1 and α2(Kn) = 2, by Theorem 9 we immediately have that
if γsp(H) = n
′ − 1, then γsp(Kn ◦ H) ≤ nn
′ − 2 and if γsp(H) ≤ n
′ − 2, then
γsp(Kn ◦H) ≤ n
′(n− 1) + γsp(H).
Now, let W be a γsp(Kn ◦H)-set. Notice that, since Kn ◦H 6∈ F , Theorem 5 leads
to |W | ≥ 2. If (x, y), (x′, y′) ∈ W , for x 6= x′, then N(u, v) ⊆ N(x, y) ∪ N(x′, y′),
for every (u, v) ∈ V (Kn)× V (H) \ {(x, y), (x
′, y′)}, which means that |W | = nn′ − 2.
Furthermore, if (x, y), (x, y′) 6∈ W , then W ⊆ {x} × V (H), and by Lemma 7 we have
that |W | ≥ (n− 1)n′ + γsp(H). Hence,
γsp(Kn ◦H) ≥ min{nn
′ − 2, n′(n− 1) + γsp(H)}.
Thus, if γsp(H) ≤ n
′− 2, then γsp(Kn ◦H) ≥ n
′(n− 1)+ γsp(H). Finally, if γsp(H) =
n′ − 1, then γsp(Kn ◦H) ≥ nn
′ − 2.
For any complete bipartite graph Kr,t, where r ≤ t and t ≥ 2, we have α(Kr,t) =
α2(Kr,t) = t. Therefore, we can state the following proposition which shows again
that the bounds in Theorem 9 are tight.
Proposition 17. For any nonempty graph H and any integers r, t, where r ≤ t and
t ≥ 2,
γsp(Kr,t ◦H) = tγsp(H) + rn
′.
Proof. Since r ≤ t and t ≥ 2, we have α(Kr,t) = α2(Kr,t) = t. Therefore, Theorem 9
leads to γsp(Kr,t ◦H) ≤ tγsp(H) + rn
′.
It remains to show that γsp(Kr,t ◦ H) ≥ tγsp(H) + rn
′. Let V (Kr,t) = Vr ∪ Vt
where the vertices in Vr have degree t and the vertices in Vt have degree r. Let
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W be a γsp(Kr,t ◦ H)-set. By Theorem 5 we have that |W | ≥ 2 and so we can fix
(x, y), (a, b) ∈ W and differentiate the following two cases.
Case 1. x ∈ Vr and a ∈ Vt. By Lemma 8, |W x| = |W a| = 1 and for any u ∈
V (Kr,t) \ {x, a} we have that W u = ∅, so that
tγsp(H) + rn
′ ≥ |W | ≥ (r + t)n′ − 2. (4)
If t = 2 and γsp(H) = n
′ − 1, then (4) leads to |W | = (r + 2)n′ − 2 = 2(n′ − 1) + rn′,
as required. Also, if γsp(H) ≤ n
′−2, then (4) leads to t ≤ 1, which is a contradiction.
Now, if t ≥ 3, then (4) leads to γsp(H) ≥
⌈
n′ − 2
t
⌉
= n′, which is a contradiction
again.
Case 2. x, a ∈ Vr or x, a ∈ Vt. If t = 2, then Kr,t ∼= C4 or Kr,t ∼= P3, and we are
done. If t ≥ 3, then by Lemma 7 we have that |W | =
∑
u∈Vt
|Wu| +
∑
u∈Vr
|Wu| ≥
tγsp(H) + rn
′, as required.
It is well known that for any integer n ≥ 3, α(Cn) =
⌊
n
2
⌋
and it is not difficult to
check that α2(Cn) =
⌊
2n
3
⌋
. In order to study the super domination number of Cn ◦H
we need to state the following lemma.
Lemma 18. Let n ≥ 5 be an integer and V (Cn) = {v1, v2, . . . , vn}, where vi is ad-
jacent to vi+1 and the subscripts are taken modulo n. If S ⊆ V (Cn) and |S| =
⌊
2n
3
⌋
+1,
then there exists a subscript i such that {vi, vi+1, . . . , vi+4} ⊆ S or {vi, vi+2, vi+3, vi+4} ⊆
S or {vi, vi+1, vi+2, vi+4} ⊆ S.
Proof. Let S ⊆ V (Cn) such that |S| =
⌊
2n
3
⌋
+1. Suppose that Cn does not contain a
path P = (vi, vi+1, . . . , vi+4) such that all vertices of P belong to S or all but vi+1 (or
vi+3) belong to S. If no path in this form contains three consecutive vertices of Cn,
then S is a 2-independent set, which is a contradiction as |S| =
⌊
2n
3
⌋
+ 1 > α2(Cn).
Otherwise, the vertices in X = S ∩ V (P ) are consecutive and |X| ≤ 4. Now, if X =
{xi, xi+1, xi+2}, then {xi−1, xi−2, xi+3, xi+4} ∩ S = ∅ and if X = {xi, xi+1, xi+2, xi+3},
then {xi−1, xi−2, xi+4, xi+5} ∩ S = ∅. Let U be the set of these maximal paths where
|X| = 3 and, analogously, let U ′ be the set these paths where |X| = 4. We assume
that the labelling in all these paths is induced by the labelling in Cn. Next, we can
construct a set S∗ from S by removing xi+2 and adding xi+3 for each path in U , and
by removing xi+2 and adding xi+4 for each path in U
′. Hence, S∗ is a 2-independent
set, which is a contradiction, as |S∗| = |S| =
⌊
2n
3
⌋
+ 1 > α2(Cn).
Proposition 19. Let H be a nonempty graph of order n′ and let n ≥ 4 be an integer.
If γsp(H) = n
′ − 1 and H 6∼= Kn′, then
γsp(Cn ◦H) = nn
′ −
⌊
2n
3
⌋
.
Furthermore, if γsp(H) ≤ n
′ − 2, then
γsp(Cn ◦H) =
⌊n
2
⌋
γsp(H) + n
′
⌈n
2
⌉
.
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Proof. Let V (Cn) = {x1, x2, . . . , xn}, where xi is adjacent to xi+1 and the subscripts
are taken modulo n. Let W be a γsp(Cn ◦H)-set and
X = {x ∈ V (Cn) : |Wx| < n
′}.
We first consider the case γsp(H) = n
′ − 1 and H 6∼= Kn′. By Theorem 9 we have
that γsp(Cn ◦H) ≤ nn
′ −
⌊
2n
3
⌋
. Suppose γsp(Cn ◦H) < nn
′ −
⌊
2n
3
⌋
. From Lemma 7
we know that |Wx| = 1 for every x ∈ X , so that |W | = |X| ≥
⌊
2n
3
⌋
+1. If n = 4, then
at least three vertices, say (x1, y1), (x2, y2), (x3, y3) belong to W and, in such a case,
N(x1, y1) ⊆ N(x2, y2)∪N(x3, y3), soW is not a super dominating set of C4◦H , which
is a contradiction. If n ≥ 5, then by Lemma 18 there exists a subscript i such that
{xi, xi+1, . . . , xi+4} ⊆ X or {xi, xi+2, xi+3, xi+4} ⊆ X or {xi, xi+1, xi+2, xi+4} ⊆ X .
In all these cases N(xi+2) ⊆ ∪
i+4
j=iN(xj), so that W is not a super dominating set of
Cn ◦H , which is a contradiction. Therefore, γsp(Cn ◦H) = nn
′ −
⌊
2n
3
⌋
.
From now on we assume that γsp(H) ≤ n
′−2. By Theorem 9 we have that γsp(Cn◦
H) ≤
⌊
n
2
⌋
γsp(H) + n
′
⌈
n
2
⌉
. We will show that γsp(Cn ◦H) ≥
⌊
n
2
⌋
γsp(H) + n
′
⌈
n
2
⌉
. If
X is an independent set, then by Lemma 7,
|W | =
∑
x∈X
|Wx|+
∑
x 6∈X
|Wx|
≥|X|γsp(H) + (n− |X|)n
′
=nn′ − |X|(n′ − γsp(H))
≥nn′ − α(Cn)(n
′ − γsp(H))
=
⌊n
2
⌋
γsp(H) + n
′
⌈n
2
⌉
,
as required. Suppose that X is not independent. Let S be a maximal subset of X
which is composed by consecutive vertices of Cn. If S = {xi, xi+1, xi+2, xi+3, xi+4},
then
N(xi+2) ⊆
⋃
xj∈S\{xi+2}
N(xj),
so that we deduce that W is not a super dominating set of Cn ◦ H , which is a
contradiction. Thus, |S| ≤ 4. We now fix an independent set S ′ ⊆ S in the following
way. If S = {xi, xi+1, xi+2, xi+3}, then S
′ = {xi, xi+3}, if S = {xi, xi+1, xi+2}, then
S ′ = {xi, xi+2} and, if S = {xi, xi+1}, then S
′ = {xi}. Hence, we can construct an
independent set X ′ ⊆ X by replacing every maximal set S defined as above with the
corresponding set S ′. Since γsp(H) ≤ n
′ − 2, by Lemmas 7 and 8 we have that for
any S defined as above,∑
x∈S
|Wx| = |S|(n
′ − 1) ≥ (|S| − |S ′|)n′ + |S ′|γsp(H),
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which implies that
|W | =
∑
x∈X′
|Wx|+
∑
x 6∈X′
|Wx|
≥|X ′|γsp(H) + (n− |X
′|)n′
=nn′ − |X ′|(n′ − γsp(H))
≥nn′ − α(Cn)(n
′ − γsp(H))
=
⌊n
2
⌋
γsp(H) + n
′
⌈n
2
⌉
,
Therefore, γsp(Cn ◦H) =
⌊
n
2
⌋
γsp(H) + n
′
⌈
n
2
⌉
.
For the case of path graphs we have α(Pn) =
⌈
n
2
⌉
and α2(Pn) =
⌈
2n
3
⌉
. To complete
the study on the super domination of number of Pn ◦H we need to state the following
lemma.
Lemma 20. Let n ≥ 4 be an integer and V (Pn) = {v1, . . . , vn}, where vi is adjacent
to vi+1 for any i ∈ {1, . . . , n− 1}. If S ⊆ V (Pn) and |S| =
⌈
2n
3
⌉
+1, then at least one
of the following statements hold.
(a) There exists a subscript i ≤ n−4 such that {vi, vi+1, . . . , vi+4} ⊆ S or {vi, vi+1, vi+2, vi+4} ⊆
S or {vi, vi+2, vi+3, vi+4} ⊆ S.
(b) {v1, v2, v3} ⊆ S or {vn−2, vn−1, vn} ⊆ S.
Proof. Suppose |S| =
⌈
2n
3
⌉
+ 1 and conditions (a) and (b) do not hold. If S is a 2-
independent set, then |S| =
⌈
2n
3
⌉
+ 1 > α2(Pn), which is a contradiction. Otherwise,
for any maximal set X ⊆ S composed by consecutive vertices we have |X| ≤ 4. We
consider two cases depending on the cardinality of X :
• X = {xi, xi+1, xi+2}. If i = 2, then {x1, x5, x6} ∩ S = ∅, if i = n − 3, then
{xn, xn−4, xn−5} ∩ S = ∅, while in other cases {xi−1, xi−2, xi+3, xi+4} ∩ S = ∅.
• X = {xi, xi+1, xi+2, xi+3}. If i = 2, then {x1, x6, x7} ∩ S = ∅, if i = n − 4 then
{xn, xn−5, xn−6} ∩ S = ∅, while in other cases {xi−1, xi−2, xi+4, xi+5} ∩ S = ∅.
Let U be the set of these maximal sets of cardinality |X| = 3 and, analogously,
let U ′ be the set these maximal sets of cardinality |X| = 4. We assume that the
labelling in all these sets is induced by the labelling in Pn. Next, we can construct
a set S∗ from S by removing xi and adding xi−1 for each set in U , and by removing
xi+1 and adding xi−1 for each set in U
′. Hence, S∗ is a 2-independent set, which is a
contradiction, as |S∗| = |S| =
⌈
2n
3
⌉
+ 1 > α2(Pn).
Proposition 21. Let H be a nonempty graph of order n′ and let n ≥ 2 be an integer.
If γsp(H) = n
′ − 1 and H 6∼= Kn′, then
γsp(Pn ◦H) = nn
′ −
⌈
2n
3
⌉
.
Furthermore, if γsp(H) ≤ n
′ − 2, then
γsp(Pn ◦H) =
⌈n
2
⌉
γsp(H) + n
′
⌊n
2
⌋
.
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Proof. Let V (Pn) = {x1, x2, . . . , xn}, where xi is adjacent to xi+1 for every i ∈
{1, . . . , n− 1}. Let W be a γsp(Pn ◦H)-set and
X = {x ∈ V (Pn) : |Wx| < n
′}.
We first consider the case γsp(H) = n
′ − 1 and H 6∼= Kn′. By Theorem 9 we have
that γsp(Pn ◦H) ≤ nn
′ −
⌈
2n
3
⌉
. It remains to show that γsp(Pn ◦H) ≥ nn
′ −
⌈
2n
3
⌉
.
The cases n = 2 and n = 3 were previously discussed in Propositions 16 and 17.
From now on we assume that n ≥ 4. Suppose that γsp(Pn ◦H) < nn
′ −
⌈
2n
3
⌉
. Since
γsp(H) = n
′ − 1, from Lemma 7 we know that |W x| = 1 for every x ∈ X , so that
|W | = |X| ≥
⌈
2n
3
⌉
+ 1. By Lemma 20 we differentiate the following cases.
(a) There exists a subscript i ≤ n − 4 such that X0 = {vi, vi+1, . . . , vi+4} ⊆ X
or X1 = {vi, vi+2, vi+3, vi+4} ⊆ X or X2 = {vi, vi+1, vi+2, vi+4} ⊆ X . For any
l ∈ {0, 1, 2} we have that
N(vi+2) ⊆
⋃
vj∈Xl\{vi+2}
N(vj).
(b) {v1, v2, v3} ⊆ X or {vn−2, vn−1, vn} ⊆ X . Thus, N(v1) ⊆ N(v2) ∪ N(v3) or
N(vn) ⊆ N(vn−1) ∪N(vn−2).
According to the two cases above we conclude that W is not a super dominating set
of Pn ◦H , which is a contradiction. Therefore, γsp(Pn ◦H) = nn
′ −
⌈
2n
3
⌉
.
From now on we assume that γsp(H) ≤ n
′ − 2. By Theorem 9 we have that
γsp(Pn ◦ H) ≤
⌈
n
2
⌉
γsp(H) + n
′
⌊
n
2
⌋
. We will show that γsp(Pn ◦ H) ≥
⌈
n
2
⌉
γsp(H) +
n′
⌊
n
2
⌋
. Although this part of the proof is completely analogous to the second part
of the proof of Proposition 19, we prefer to include it for completeness. If X is an
independent set, then by Lemma 7,
|W | =
∑
x∈X
|Wx|+
∑
x 6∈X
|Wx|
≥|X|γsp(H) + (n− |X|)n
′
=nn′ − |X|(n′ − γsp(H))
≥nn′ − α(Pn)(n
′ − γsp(H))
=
⌈n
2
⌉
γsp(H) + n
′
⌊n
2
⌋
,
as required. Suppose that X is not independent. Let S be a maximal subset of X
which is composed by consecutive vertices of Pn. If S = {xi, xi+1, xi+2, xi+3, xi+4},
then N(xi+2) ⊆ ∪
4
j=1N(xj), so that we deduce that W is not a super dominating
set of Pn ◦ H , which is a contradiction. Thus, |S| ≤ 4. We now fix an independent
set S ′ ⊆ S in the following way. If S = {xi, xi+1, xi+2, xi+3}, then S
′ = {xi, xi+3},
if S = {xi, xi+1, xi+2}, then S
′ = {xi, xi+2} and, if S = {xi, xi+1}, then S
′ = {xi}.
Hence, we can construct an independent set X ′ ⊆ X by replacing every maximal set
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S defined as above with the corresponding set S ′. Since γsp(H) ≤ n
′− 2, by Lemmas
7 and 8 we have that for any S defined as above,∑
x∈S
|Wx| = |S|(n
′ − 1) ≥ (|S| − |S ′|)n′ + |S ′|γsp(H),
which implies that
|W | =
∑
x∈X′
|Wx|+
∑
x 6∈X′
|Wx|
≥|X ′|γsp(H) + (n− |X
′|)n′
=nn′ − |X ′|(n′ − γsp(H))
≥nn′ − α(Pn)(n
′ − γsp(H))
=
⌈n
2
⌉
γsp(H) + n
′
⌊n
2
⌋
,
Therefore, γsp(Pn ◦H) =
⌈
n
2
⌉
γsp(H) + n
′
⌊
n
2
⌋
.
3.3 Super domination in join graphs
Since Kn +Kn′ = Kn+n′ and Nn + Nn′ = Kn,n′, in this section we consider the case
of join graphs G+H where G and H are not simultaneously complete nor empty.
Given a graph G, a set X ⊆ V (G) and a vertex y ∈ X, we denote the set of
external neighbours of y with respect to X by
FX(y) = {x ∈ X : N(x) ∩X = {y}}.
Theorem 22. Let G and H be two nonempty and noncomplete graphs of order n and
n′, respectively. Then
γsp(G+H) = min{n+ n
′ − 2, n+ γsp(H), n
′ + γsp(G)}.
Proof. Let S1 be a γsp(G)-set and S2 a γsp(H)-set. Let g ∈ V (G) and h ∈ V (H)
be nonuniversal vertices of G and H , respectively. It is readily seen that V (G) ∪ S2,
V (H) ∪ S1 and (V (G) ∪ V (H)) \ {g, h} are super dominating sets of G+H , so that
γsp(G+H) ≤ min{n+ n
′ − 2, n+ γsp(H), n
′ + γsp(G)}. (5)
Now we take a γsp(G+H)-set W and differentiate the following three cases.
Case 1. V (G) ∩W 6= ∅ and V (H) ∩W 6= ∅. If g ∈ V (G) ∩W and h ∈ V (H) ∩W ,
then FW (g) ⊆ V (H) and FW (h) ⊆ V (G), which implies that W = {g, h}. Hence,
γsp(G+H) = n+ n
′ − 2.
Case 2. W ⊆ V (G). In this case, by analogy to the proof of Lemma 7 we deduce that
|W ∩ V (G)| ≥ γsp(G), which implies that |W | ≥ n
′ + γsp(G) and by (5) we deduce
that γsp(G+H) = n
′ + γsp(G).
Case 3. W ⊆ V (H). This case is analogous to the previous one, so that γsp(G+H) =
n+ γsp(H).
According to the three cases above, the result follows.
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Since Kn + Nn′ ∈ F , by Theorem 5 we have that γsp(Kn + Nn′) = n + n
′ − 1.
Hence, it remains to study the cases Kn +H and Nn +H where H 6∈ {Nn′ , Kn′}.
Theorem 23. Let H be a graph of order n′. If H 6∈ {Nn′ , Kn′}, then for any integer
n ≥ 1,
γsp(Kn +H) = n+ γsp(H).
Proof. Let S be a γsp(H)-set. It is readily seen that V (Kn)∪S is a super dominating
sets of Kn +H , so that
γsp(Kn +H) ≤ n+ γsp(H) ≤ n + n
′ − 1. (6)
Now, let W be a γsp(Kn + H)-set. Since the vertices in V (Kn) are universal
vertices of Kn + H , if V (Kn) ∩ W 6= ∅, then V (H) ∩ W = ∅ and, in such a case,
γsp(Kn + H) = n + n
′ − 1, so that (6) leads to γsp(Kn +H) = n + γsp(H). On the
other hand, if W ⊆ V (H), then by analogy to the proof of Lemma 7 we deduce that
|W ∩ V (H)| ≥ γsp(H), which implies that |W | ≥ n + γsp(H) and by (6) we deduce
that γsp(Kn +H) = n+ γsp(H). Therefore, the result follows.
Theorem 24. Let H be a graph of order n′. If H 6∈ {Nn′ , Kn′}, then for any integer
n ≥ 2,
γsp(Nn +H) = min{n
′ + n− 2, n+ γsp(H)}.
Proof. Let W be a γsp(Nn + H)-set. Notice that |W ∩ V (Nn)| ≤ 1. Since H 6∈
{Nn′, Kn′}, by Theorem 5 we deduce that γsp(Nn +H) ≤ n
′ + n − 2, which implies
that W ∩ V (H) 6= ∅. With this fact in mind, and following a procedure analogous to
that in the proof of Theorem 22, we conclude the proof.
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