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Resum
L’anàlisi de programes és una àrea que es centra en analitzar l’estructura i el comporta-
ment dels programes per tal d’optimitzar-los i verificar-ne propietats.
En aquest projecte ens centrem en l’anàlisi de programes estàtica i expliquem els
detalls d’un analitzador automàtic de programes Haskell. L’analitzador és capaç de
detectar recursivitat en les definicions d’un programa, transformar definicions per tal de
millorar-ne l’eficiència mentre se’n manté la semàntica i verificar la terminació en alguns
casos.
Per diverses funcions, l’analitzador ha aconseguit donar definicions equivalents semàn-
ticament a l’original i amb un temps d’execució inferior a la meitat. Fent ús de tècniques
d’àlgebra lineal, s’ha aconseguit demostrar formalment la terminació dels algorismes
d’Euclides i de Fibonacci entre d’altres.
Abstract
Program analysis is a field that studies the structural and behavioural aspects of pro-
grams in order to achieve certain optimisations and verification of the program proper-
ties.
In this project we focus on the static analysis of programs and present an automatic
analyser for Haskell programs. Our analyser is able to spot recursivity within the
definitions of a program, transform those definitions in order to enhance the overall
efficiency while maintaining semantics and check termination under certain conditions.
For a wide range of procedures, the analyser has been proven able to provide seman-
tically equivalent definitions which reduce running time by more than half with respect
to the original. Additionally, and by using lineal algebra techniques, we were capable to
prove termination of instances like the Euclidean and Fibonacci algorithms.
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Quan els primers ordinadors de propòsit general van aparèixer, es programava directa-
ment en llenguatge màquina. No va passar gaire temps fins que a l’any 1957 va aparèìxer
FORTRAN, considerat el primer llenguatge compilat. En el procés de traduir un llen-
guatge en alt nivell a codi màquina, ràpidament es van veure oportunitats d’aplicar
optimitzacions automàtiques i és així com l’anàlisi de programes va consolidar-se com
un dels camps més importants en la computació.
L’anàlisi de programes automàtica és el procés d’examinar l’estructura i la semàntica
d’un programa escrit en un llenguatge de programació d’alt nivell per tal d’analitzar
les seves propietats i aplicar-hi transformacions isosemàntiques (optimitzacions) que en
millorin el comportament. L’ànalisi de programes és especialment freqüent en l’àmbit
dels compiladors i dels verificadors de programes.
1.1 Motivacions i objectius
L’objectiu és desenvolupar un analitzador de programes funcionals. Les funcionalitats
principals són les següents:
• Reconèixer i parsejar un programa Haskell construint l’arbre de sintàxi abstrac-
ta.
• Detectar accessibilitat entre funcions, és a dir, dependències i recursivitat.
• Transformar definicions augmentatives a definicions de cua per tal de millorar-ne
l’eficiència, assumint un marc computacional estricte.
• Simplificar expressions basant-nos en propietats matemàtiques i traduir-les a fun-
cions d’ordre superior quan sigui possible.
• Verificar la terminació de programes recursius senzills.
A continuació fem una breu introducció a cadascun dels objectius del projecte.
Parser
Un programa no és res més que una cadena de caràcters, per poder-lo interpretar al-
gorísmicament, el primer pas és parsejar-lo i construir l’arbre de sintàxi abstracta. Un
arbre de sintàxi abstractaés una estructura de dades arbòrea que representa l’estructura




El parser que hem desenvolupat és capaç de reconèixer la immensa majoria del llen-
guatge Haskell prenent per referència Haskell 2010 Language Report. Algunes parts
poc freqüents del llenguatge han quedat fora de l’abast del nostre parserper simplicitat.
Accessibilitat i recursivitat
A causa que Haskell és un llenguatge purament funcional, la recursivitat és la forma
natural de programar processos repetitius. Per això, poder detectar si una funció és
recursiva és molt desitjable. Ara bé, l’ús de funcions d’ordre superior és habitual per
evitar repeticions de patrons recursius molt freqüents. És per això que en un entorn
educatiu d’un jutge en línia com és el del jutge.org, en cursos introductoris, pot ser
convenient prohibir les implementacions recursives per forçar als alumnes a acostumar-se
a fer servir funcions d’ordre superior.
Transformacions
En aquesta part ens centrarem en transformar definicions augmentatives a definicions
de cua. Una definició augmentativa és una definició on cal fer càlculs després de la crida
recursiva. En una definició de cua l’última crida que es realitza és la crida recursiva. Els
compiladors són capaços de detectar les definicions de cua i transformar-les a definicions
iteratives en les que no cal guardar una pila d’execució. Això pot tenir un gran impacte
positiu en l’eficiència del programa.
Per exemple, una definició augmentativa de la suma d’una llista seria
sum [] = 0
sum (x:xs) = x + sum xs
i la definició de cua seria
sum ac 0 = ac
sum ac (x:xs) = sum (ac + x) xs
Activant les optimitzacions del compilador GHC, la definició de cua aconsegueix un
speedup superior a 2 respecta la original. En aquest projecte proposarem un mètode
basat en la tècnica anomenada unfold and fold[6] per passar de la primera definició a
la segona automàticament. Aquesta transformació és aplicable a un ampli ventall de




Ocasionalment, un codi escrit per una persona pot contenir expressions fàcilment sim-
plificables. Creiem que saber detectar aquestes expressions i donar un codi equivalent
simplificat i més llegible automàticament pot ser molt beneficiós des d’un punt de vista
didàctic. En certes ocasions les simplificacions poden millorar l’eficiència del progra-
ma evitant redundàncies. Els avantatges d’haver incorporat un sistema per simplificar
expressions a l’analitzador es fa més evident quan s’introdueixen transformacions au-
tomàtiques de codi, que sovint poden crear codi fàcilment simplificable. Això permet
que el codi generat automàticament s’assembli més al que escriuria una persona.
Verificació de terminació
La propietat més important de qualsevol programa és que sigui correcte, i per ser correcte
és necessari que acabi. Desafortunadament, el problema de l’aturada no és decidible i per
tant només podem resolre’l en certs casos. A l’article [8] es proposa un mètode basat en
àlgebra lineal per demostrar la terminació de programes, en aquest projecte adaptarem
la idea per aplicar-la a definicions recursives. La idea general és generar automàticament
una funció de rànquing associada a la declaració que tractem i demostrar que està fitada
inferiorment i que en cada crida recursiva disminueix.
1.2 El paper de Haskell en el projecte
A fi d’evitar confusions, creiem que és convenient adreçar quin paper juga el llenguatge
de programació Haskell en el context d’aquest projecte.
Llenguatge analitzat Totes les tècniques que hem fet servir són vàlides per a qual-
sevol llengutge de programació. Ara bé, com que ens hem centrat en transformacions
sobre definicions recursives, ens ha semblat adient adaptar les tècniques a la sintaxi de
Haskell ja que és un llenguatge on la recursivitat és la base de totes les definicions i
la iterativitat imperativa no existeix.
Llenguatge de la implementació Per desenvolupar aquest projecte podíem haver fet
servir qualsevol llenguatge de programació de propòsit general però a causa que la ma-
joria d’algorismes treballen sobre l’arbre de sintàxi abstracta hem cregut més natural
usar Haskell per treballar en estructures pròpies.
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Generalment, a les universitats es solen ensenyar llenguatges imperatius en cursos
introductoris a la programació (C++, Java, Python, etc). Això sovint provoca una falsa
idea que la programació i la programació imperativa són sinònims. Quan els estudiants
sortim del món imperatiu i ens trobem amb llenguatges com Prolog o Haskell quedem
una mica desorientats. A vegades s’arriba a pensar que Haskell és un llenguatge
restringit a un àmbit exclusivament acadèmic i que no té cabuda al món real.
Aquest projecte vol mostrar que Haskell, tot i estar a la posició 48 en el rànquing
dels llenguatges més usats 1, pot ser un llenguatge perfectament vàlid per desenvolupar
un projecte de l’escala d’un treball de fi de grau.
1.3 Estat de l’art
A continuació donarem una visió general de les eines i tècniques que es fan servir actual-
ment. Ens centrarem en analitzadors de Haskell.
1.3.1 GHC
GHC (Glasgow Haskell compiler) és el compilador per exelůlència de Haskell. Com
a bon compilador que és, aplica moltes optimitzacions segures en temps de compilació.
Les optimitzacions que aplica estan basades en transformacions. Això és bo per dues
raons [13]:
• cada transformació pot ser implementada, verificada i validada per separat. Això
permet una implementació més modular.
• Cada optimització pot conduir cap a l’exposició de noves oportunitats d’optim-
ització, produint així l’efecte cascada. En conseqüència, l’ordre de les optimitza-
cions pot afectar el resultat final.
Les fases principals del compilador són:
1. Primer es fa el parsing del codi, anàlisi d’abast, inferència de tipus i traducció a
un llenguatge nucli (sense sintaxi de sucre) [27].
2. S’apliquen una seqüència de transformacions, mantenint-se en el llenguatge nucli.
3. Es tradueix el llenguatge nucli a C
Algunes de les principals tècniques d’optimització que GHC du a terme són [9]:
1Referència presa de Tiobe.com el juny del 2015
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Anàlisi de strictness L’avaluació tardana de funcions sovint pot suposar una pèrdua
d’eficiència. És per això que s’intenta evitar quan no és necessària. Els arguments d’una
funció que sempre són avaluats per una funció són calculats puntualment quan es crida la
funció. En el cas de funcions amb recursivitat de cua, GHC força que que siguin estrictes.
Especialització de funcions polimòrfiques Una funció polimòrfica és una funció que
està definida per tipus abstractes. Aquest tipus de definició permet implementacions
més generals però sovint no menys eficients. Això és resol si el compilador pot deduir el
tipus concret dels arguments de les crides a la funció durant la compilació ja que llavors
pot especialitzar la funció.
Substitució (inlining) Substituir crides a funció pel codi de la funció en si sovint pot
millorar l’eficiència. GHC té un heurístic propi per decidir quan aplicar inlining.
1.3.2 HLint
És un analitzador de codi Haskellque dóna consells per millorar l’estil i llegibilitat del
codi. Algunes de les funcionalitats són: detecció de parèntesis redundants, detecció d’e-
quivalència d’expressions amb funcions d’ordre superior (casos molt simples), conversió
η, etc.
1.3.3 Haskabelle
És un traductor de programes Haskell a Isabelle [24].
Isabelle És un assistent genèric per demostracions matemàtiques. Permet escriure





Fa una anàlisi completa d’un projecte Haskelli genera un informe ilůlustrat amb grafs.
Aquest informe inclou, entre altres, les dependències de mòduls i les crides a funcions
[18].
Figura 1: Exemple d’una dependència de mòduls generada per Source Graph
1.3.5 Catch
Realitza una anàlisi estàtica del codi per assegurar que no hi ha errors a causa de
coincidència de patrons no exhaustiva. És una eina força antiga i no funciona amb les




El procés de parsing consisteix en contruir un arbre de sintàxi abstracta a partir del
codi. Aquest procés té dues fases:
1. primer el lexer fa l’anàlixi lèxica. Aquesta fase és a nivell de token. Con-
sisteix en transformar la cadena de caràcters que representa el codi en una ca-
dena de tokens. Fent una analogia amb el llenguatge natural, podríem pensar
que fa la conversió de la frase "Hola, com estàs?" a una estructura de la for-
ma [Nom: Hola, Símbol: Coma, Adverbi: com , Verb: estàs,
Símbol: Interrogació].
2. la segona fase és l’anàlisi sintàctica. Consisteix en construir un arbre de sintàxi
abstracta a partir de la cadena de tokens.
2.1 Anàlisi lèxica
Arribats a aquest punt ens centrarem en el nostre lexer, que és pel llenguatge Haskell.
Així doncs, el lexer llegirà un programa en Haskell i retornarà la seqüència de tokens
corresponent. Durant aquesta fase també es descarten tots els comentaris del codi.
Aquesta seqüència serà analitzada pel parser posteriorment.
Repassem els principals tokens del lexer.
• Identificadors: Qualsevol nom de funció, argument, etc. Són una cadena al-
fanumèrica començant amb una lletra minúscula. Addicionalment, a partir de la
segona lletra, pot contenir els símbols ’_ Exemples: gcd, fold1’, mapM_.
• Paraules clau: Les paraules reservades del llenguatge. Exemples: if, do,
import, data, newtype, case
• Operadors: Paraules fetes amb els símbols especials !:#$%&*+./<=>?@\-|~ˆ
Exemples: +, »=, ==, <$>
• Operadors clau: Cada operador reservat pel llenguatge té un token específic.
Exemples =, <-, =>, .., ::
• Constructors i tipus: Els constructors d’estructures de dades de Haskell i els
identificadors de tipus i classes. Són equivalents als identificadors però la primera




• Literals: Valors explícits en el codi. N’hi ha de quatre tupus: caràcters, cadenes
de caràcters, enters i fraccions. En el cas de les fraccions, durant l’anàlisi lèxica,
cal transformar la representació real a representació fraccionària, és a dir, si el
lexer llegeix 1.5, ho convertirà en 3 / 2.
• Delimitadors: Caràcters que serveixen per delimitar blocs d’elements. Exemples:
() [] {}
• Separadors: Caràcters per separar elements. Exemples: , ; |
Haskell permet donar l’estructura del programa de dues maneres: o bé amb delimita-
dors i separadors explícits (a la C++), o bé fent ús de la indentació (a la Python, però
més complex a causa que, entre altres raons, les expressions multilínia). Així doncs,
caldrà guardar també les coordenades (fila i columna) corresponents al primer caràcter
de cada token.
Nota: Al Haskell 2010 Language Report es proposa l’esquema d’un algorisme per
transformar, afegint tokens de delimitadors i separadors, una llista de parelles de tokens
i posicions, a una llista de només tokens de significat equivalent. Tanmateix, aquest
algorisme necessita un parser que determini si una llista de tokens és un prefix vàlid per
la gramàtica de Haskell. Després d’alguns intents fallits vam inclinar-nos per relegar
la detecció i tractament d’indentació al parser.
2.2 Anàlisi sintàctica
Implementar el parser per Haskell no ha estat una tasca fàcil per múltiples raons, a
continuació donarem una visió general de les parts clau i les principals dificultats que
ens hem trobat.
2.2.1 Arbre de sintaxi abstracta
És l’estructura de dades que construeix el parser i és l’estructura que s’analitzarà pos-
teriorment quan calgui inspeccionar i modificar l’estructura del programa. Haskell és
un llenguatge amb una sintaxi molt rica, fet que implica que l’arbre de sintàxi abstracta
tingui una gran diversitat de tipus de nodes, en particular, en té 74. A l’apèndix B es




El fet que calgui reconèixer una gramàtica sensible al context, ens impedeix usar gener-
adors de parsers com YACC i ens obliga a implementar directament el parser. Per sort,
existeix una llibreria anomenada Parsec que proporciona funcions auxiliars per imple-
mentar parsers. Desafortunadament, haurem d’evitar manualment generar gramàtiques
recursives per l’esquerra. Això ha estat un inconvenient considerable ja que la definició
de la gramàtica al Haskell 2010 Language Report és recursiva per l’esquerra.
Per poder reconèixer correctament la gramàtica, necessitem guardar l’estat del parser,
però Haskell és un llenguatge que per si mateix no té noció d’estat ja que és purament
funcional. La manera de solucionar aquest impediment és l’ús de mònades. Una mònada
és un concepte avançat de Haskell, podria entendre’s com un context per compondre
computacions. La mònada State ens permet simular un estat durant la fase de parsing
sense renunciar a la puresa funcional.
2.2.3 Expressions
Entenent una expressió com una combinació d’operadors, funcions, constants, etc. inter-
pretats segons les precedències dels seus components, en Haskell es pot considerar que
existeixen tres tipus d’expressions: expressions bàsiques, expressions de tipus i expres-
sions de patrons. La implementació és semblant en els tres casos per tant comentarem
només les expressions bàsiques, que són les més complexes.
Per cada tipus d’expressió caldrà elaborar una taula que indiqui, per cada operador:
a) el parser que identifica l’operador b) el nivell de precedència c) en cas que sigui binari,
l’associativitat (dreta o esquerra). . Addicionalment, caldrà implementar un parser per
cada possible terme de l’expressió. Un terme és una fulla en l’arbre de sintàxi abstracta.
A partir de l’anterior, el mòdul Parsec ens permet generar automàticament el parser de
l’expressió, de totes maneres, cal que especifiquem en quin ordre ha de provar els termes
i si cal fer backtracking en cas que falli, aquesta part és clau per tenir un parser correcte
i eficient. El nostre parser és capaç de reconèixer qualsevol expressió Haskell que
faci servir operadors predefinits, que són 33. No és capaç, però, d’afegir dinàmicament
definicions d’operadors.




• Aplicació per juxtaposició: A diferència de la sintaxi dels llenguatges tradi-
cionals que fan servir els parèntesis per indicar l’aplicació d’una funció, en Haskell
l’aplicació per juxtaposició. Això juntament amb la possibilitat d’expressions mul-
tilínia suposa una dificultat no trivial de superar.
• Seccions: Una secció és una funció amb un argument, representada com una
expressió parentitzada on li falta un terme a un dels extrems. Per exemple, la
secció (*2) és una funció que duplica un número. Les seccions no estan limitades
a un sol operador, per tant, també és vàlid tenir (max x y * z +). Si no s’és
curós a l’hora d’implementar-ho, és possible que expressions com (((((1-)))))
siguin molt lentes de tractar a causa del backtracking.
• Funcions infixes: Qualsevol funció s’interpreta com un operador infix si està
delimitada per accents oberts, per exemple podem escriure (max a b) o bé
(a‘max‘b). Algunes funcions com div, mod tenen un nivell de precedència
específic quan fan servir-se com operadors infixos.
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2.2.4 Exemple de la sintaxi
En aquest mòdul mostrem gran part de les estructures que el parser reconeix. Noteu
que la semàntica del codi és completament irrellevant.
module Tests.Data.Parsing (layout, patm) where - module header
import qualified Data.List (sort) - importing functions
type Number = Double - type sinonym
newtype Pos = Pos (Number, Number) - newtype delcaration
data Something = TheseInts [Int] - data delcaration
| ThatNumber Number
deriving (Show, Eq) - deriving existing classes
guards x y
| x == y = 0 | x < y = 1 - guards
| let xy = x*y, let xy’ = x-y, - guard with statements
otherwise = if even x then 2 else xy
layout =
let a = 0; b = 1 - single line with multiple declarations
c = 2 - combined with indentation
in let { a’ = a - explicit serparators and delimiters
; b = 2; r = 3} in a
- declaration type signature with context constraint
typesig :: (Ord a) => a -> a -> Maybe (a,a)
typesig a b = Just (a,b) where x = (read "12" :: Int) - expression with type signature
patm (a:b:_:r@((_,x):_)) = - pattern matchin via arguments
case x of - pattern matching via case
("string", [123], False) -> a
(_, l, _) | null l -> b | otherwise -> a - guards in cases
- multiline expressions, operators and sections
ops = (((((((1+))))))) . (+1.00001) . (1.32 -) $ 1 +
(*) 2 3 - 4 + (((((((12))))))) ‘max‘ 45
- list comprehension
listc = [ let x = 2*b in b | a <- [1..100], let y = a + 1,
even a, b <- [a, 2*a..10*a]]
main = do - do notation
f <- readFile "file1" - generator
let f2 = readFile - let statement
"file2"
let x = "res" - traditional let..in also allowed
in print x
Listing 1: Recull de construccions sintàctiques reconegudes pel parser
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3 Accessibilitat i recursivitat
A l’hora d’implementar un analitzador, haver de fer consultes com "Aquesta expressió
conté aquest identificador?", "Quins són els matches recursius d’aquesta funció?", "Aque-
sta definició fa ús d’alguna funció recursiva?", etc. és un fet molt freqüent, i per això
ens interessa tenir algun mètode per contestar a les preguntes eficientment.
El conjunt de definicions d’un programa pot interpretar-se com un graf dirigit, on
els vèrtexs són tots els identificadors que apareixen al codi i les arestes indiquen si la
definició d’un identificador depèn directament d’una altra.
En un cert punt en el codi un identificador pot estar lligar a diverses definicions, per
exemple si tenim la definició
f x = let x = 2
in x - quin identificador lliga aquesta ’x’?
where x = 3
i volem saber quin lligam té associada la x de la segona línia, a causa que l’estructura
dades de l’arbre de sintàxi abstracta que fem servir no permet navegació en direcció a
l’arrel, caldria fer una cerca, mantenint una pila d’identificadors, des de l’arrel fins a
arribar al punt en qüestió. Això és impràctic i ineficient per programes més extensos.
Nosaltres hem optat per un procediment d’etiquetatge que ens garantirà que dos iden-
tificadors estan lligats per la mateixa definició si i només sí tenen la mateixa etiqueta.
Al següent apartat expliquem els detalls més importants d’aquest procés. Per l’exemple
anterior, després de l’etiquetatge tenim:
f!1~@~x = let f!1~letIn~x = 2
in f!1~letIn~x
where f!1~x = 3
A partir del codi anterior es veu que x estava lligada per la definició dins del Let.
3.1 Anàlisi de l’abast dels identificadors
Com ja hem comentat, ens és molt convenient poder saber a quina definició està lligat un
identificador a partir de només l’identificador en si, per fer-ho, l’analitzador fa un anàlisi
de l’abast dels identificadors i els etiqueta com correspon. Per etiquetar els identificadors
amb caràcters especials que estan prohibits per la gramàtica de Haskell per tal que
no hi hagi ambigüitats.
No comentarem l’algorisme en detall però la idea és recórrer l’arbre mantenint una
pila d’etiquetes corresponents a les definicions fetes per sobre del nivell on som.
Pose-m’ho a la pràctica repassant les construccions que poden lligar un identificador.
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• Funció: El nom d’una funció queda lligat pel seu nivell i per nivells inferiors.
Els arguments són individuals per cada match i per tant caldrà enumerar-los per
cada match. Farem servir !<num> per identificar cadascun dels matches i @ per
etiquetar als arguments
f a b = a
f a b = b
f f!1~@~a f!1~@~b = f!1~@~a
f f!2~@~a f!2~@~b = f!2~@~b
• Let in, Where: Pel let Afegim l’etiqueta LetIn. Pel where no cal afegir
etiqueta ja que no és ambigu. El let és a nivell d’expressió, mentre que el where
és a nivell de declaració.
f = let x = 1
y = 2
in x + y
where y = 3
f = let f~letIn~x = 1
f~letIn~y = 2
in f~letIn~x + f~letIn~y
where f~y = 3
• Case: S’enumeren els casos i s’etiqueten amb alt<num>
f x =
case x of
Left x -> x
Right y -> y
f f!1~@~x
= case f!1~@~x of
Left f!1~alt0~x -> f!1~alt0~x
Right f!1~alt1~y -> f!1~alt1~y
• Lambda: Donat que aparèixer múltiples expressions lambda en una expressió, es
fa un recorregut en profunditat per comptar-les i etiquetar-les




l = (\ l~lam0~x -> l~lam0~x) $
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Un cop tenim tots els identificadors correctament etiquetats, construir el graf ja ens
és relativament senzill. A partir del graf construïem diverses taules per guardar infor-
mació d’accessibilitat. Per millorar l’eficiència, també es crea un mapeig injectiu entre
identificadors i nombres enters, que ens permet implementar algorismes amb estructures
de dades especialitzades per nombres enters.
3.2 Inlining
Una transformació força coneguda i comuna és l’inlining. Aquesta tècnica consisteix en
substituir crides a funcions pel seu cos. Com és evident, no pot efectuar-se en funcions
recursives. Donat que després de l’anàlisi d’accessibilitat ja sabem identificar fàcilment
les funcions recursives, hem cregut oportú implementar una funcionalitat d’inlining bàsi-
ca. L’analitzador pot fer inlining de definicions de variables simples, és a dir, de l’estil
a = exp, on exp és qualsevol expressió que no depèn de a. Vegem-ne un petit exemple:
fib 0 = 0
fib 1 = 1
fib n = fib a + fib b
where a = n - 1
b = a - 1
Després de dues iteracions queda
fib 0 = 0
fib 1 = 1
fib n = fib (n - 1) +
fib (n - 1 - 1)
21
4 4 TRANSFORMACIÓ A RECURSIVITAT DE CUA
4 Transformació a recursivitat de cua
Una definició recursiva és augmentativa quan l’arrel de l’expressió que la defineix no és
la crida recursiva. Les definicions recursives augmentatives poden afectar negativament
l’eficiència d’un programa ja que cal guardar totes les crides a la pila. Una manera de
resoldre això és escriure les declaracions directament en forma de recursivitat final o de
cua. Això sovint no és còmode ja que les definicions en forma de cua no solen ser tan
naturals. Nosaltres proposem i implementem un algorisme que transformi definicions
augmentatives a definicions de recursivitat final sempre i quan es compleixin una sèrie
de requisits.
Un cop obtinguda la declaració en forma de recursivitat de cua, el compilador s’en-
carregarà de transformar-la a una definició iterativa eficient.
Totes les transformacions presentades en aquesta secció han estat implementades i
provades sobre un conjunt de problemes extens de programes Haskell escrits per es-
tudiants de la Facultat d’Informàtica de Barcelona per la plataforma del Jutge.org en
el context de l’assignatura Llenguatges de Programació. Els resultats han estat molt
satisfactoris i els comentarem al final de la secció.
A continuació descriurem algunes convencions sobre la notació que farem servir per de-
scriure les transformacions. Seguidament, comentarem com transformar mecànicament,
definicions augmentatives a definicions amb recursivitat de cua.
4.1 Notació
Es faran servir les següents regles (seguint els criteris de Haskell)
• Aplicació per juxtaposició: f(x) ≡ f x
• Aplicació per juxtaposició amb associativitat per l’esquerra: f x y ≡ (f x) y
• Símbols com ?, +, $ representen operadors infixos binaris
• L’aplicació per juxtaposició té major prioritat que l’aplicació d’operadors infixos:
f x ? y ≡ (f x) ? y
• Per escriure funcions lambda ho farem així: (x1 x2 . . .→ exp). A l’esquerra hi ha
els arguments i a la dreta l’expressió que retorna
• Per expressar pattern matching Seguirem la mateixa sintaxi de Haskell. Per
exemple (x : xs) = [1, 2, 3] significa x = 1, xs = [2, 3]
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4.2 Desplegat i plegat (Unfold and fold)
Aquesta tècnica[6] serveix per derivar definicions aplicant una sèrie de transformacions
que mantinguin la semàntica del programa per aconseguir una nova versió semànticament
equivalent a la versió original però d’estructura diferent.
A continuació expliquem les diferents parts de la tècnica aplicades al cas de transformar
la definició augmentativa del factorial a la definició amb recursivitat de cua.
i Definició inicial Es parteix de la definició coneguda d’una funció.
En el cas del factorial, partim d’una definició de dues equacions.
fac 0 = 0
fac n = n ∗ fac (n− 1) (1)
ii Nova definició: S’introdueix la definició d’una nova funció. Aquest pas no és
mecànic i requereix una idea feliç.
En el nostre cas definim una nova funció amb la mateixa estructura que l’original.
fac′ y x = y ∗ fac x
iii Instanciació: S’introdueix una substitució a una instància d’una equació ja existent.
Seguint l’exemple, instanciem les equacions de fac′ amb les expressions que la defini-
ció fac té a la part esquerra de les equacions.
Pel cas base (x = 0)
fac′ y 0 = y ∗ fac 0 (2)
Pel cas recursiu (x = n)
fac′ y n = y ∗ fac n
iv Desplegat: Es substitueix la crida d’una funció per la seva definició.
Seguim el procediment de desplegat per cada equació.
y ∗ fac 0 = Desplegat per la definició de fac 0
y ∗ 1 = y
Pel cas recursiu (x = n)
y ∗ fac n = Desplegat per la definició de fac n
y ∗ (n ∗ fac (n− 1))
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v Plegat: Es substitueix una expressió per la part esquerra de l’equació que defineix.
Pel cas base x = 0 no cal fer res.
Pel cas recursiu (x = n)
y ∗ (n ∗ fac (n− 1)) = Associativitat de la multiplicació
(y ∗ n) ∗ fac (n− 1) = Plegat per la definició de fac’
fac′ (y ∗ n) (n− 1)
vi Encapsulament: Es pot encapsular la nova definició per tal que tingui mantingui
la semàntica respecte l’original
Aprofitant que la multiplicació té element neutre, definim facTail
facTail n = Per l’equació (2)
fac′ 1 n = Per les equacions (2) i (1)
1 ∗ fac n = fac n
Finalment donem la nova definició completa
facTail n = fac′ 1 n
fac′ y 0 = y
fac′ y n = fac′ (y ∗ n) (n− 1)
4.3 Transformació bàsica a recursivitat de cua
En aquest apartat mostrem el procés general de la transformació a recursivitat de cua.
Partim d’una definició de la forma
f b = t
f a = e ? f r
On
• t, e i r són qualssevol expressions que no continguin f
• ? és un operador binari associatiu (també podria ser una funció binària)
• z és l’element neutre de ?
• b és el patró base
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• a és el patró general
Introduïm la definició d’una nova funció f ′
f ′ y x = y ? f x
Realitzem els passos d’instanciació, desplegat i plegat per a cada equació.
Quan x = b
f ′ y b = y ? f b Desplegat per la definició de f b
= y ? r
Quan x = a
f ′ y a = y ? f a Desplegat per la definició de f a
= y ? (e ? f r) Associativitat de ?
= (y ? e) ? f r Plegat per la definició de f ′
= f ′ (y ? e) r
Encapsulem f ′ en una funció de significat equivalent a f .
fTail x = f ′ z x z és l’element neutre de ?
f ′ y b = y ? r
f ′ y a = f ′ (y ? e) r
4.3.1 Exemple en Haskell
Ara seguirem el procés general aplicat al cas de la concatenació d’una llista de llistes en
Haskell.
La implementació que porposem és la següent
- concat [[1,2],[3,4]] retorna [1,2,3,4]
- versió augmentativa
concat :: [[a]] -> [a]
concat [] = []
concat (a:as) = x ++ concat as
Comencem amb la definició. Cal reescriure la segona equació per tal que no tingui
pattern matching. La funció head agafa el primer element d’una llista i tail agafa la
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resta.
concat [ ] = [ ]
concat as = head as ++ concat (tail as)
Introduïm la definició d’una nova funció concat′
concat′ y x = y ++ concat x
Realitzem els passos d’instanciació, desplegat i plegat per a cada equació.
Quan x = [ ]
concat′ y [ ] = y ++ f [ ] Desplegat per la definició de concat [ ]
= y ++ [ ] = y
Quan x = as
concat′ y as = y ++ concat as Desplegat per la definició de concat as
= y ++ (head as++ concat (tail as)) Associativitat de ++
= (y ++ head as) ++ concat (tail as) Plegat per la definició de concat′
= concat′ (y ++ head as) (tail as)
Encapsulem concat′ per obtenir una funció de significat equivalent a concat.
concatTail x = f ′ z x
concat′ y [ ] = y
concat′ y as = concat′ (y ++ head as) (tail as)
Recuperant el pattern matching, la definició en Haskell és
- versió amb recursivitat de cua
concatTail = concat’ []
where
concat’ acc [] = acc
concat’ acc (x:xs) = concat’ (acc ++ x) xs
Efectivament, la definició obtinguda és correcta, però és ineficient a causa que es con-
catena el cap de la llista per la dreta. A l’apartat següent expliquem el perquè i una
transformació per solucionar-ho.
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4.4 Optimització per a la concatenació
En aquest apartat parlarem d’una transformació que intenta minimitzar el cost de la
concatenació.
4.4.1 Concatenació
En Haskell la llista és l’estructura de dades més comuna i és habitual haver d’afegir-hi
elements o concatenar-hi una altra llista. A causa de l’ús comú de la concatenació en
el codi Haskell, però, cal anar amb compte amb el fet que és asimètrica en termes
d’eficiència. En un llenguatge imperatiu es pot pensar que la concatenació de dues
llistes encadenades a++b té cost constant, tanmateix, aquest no és el cas en Haskell.
A causa de la implementació funcional de les llistes, el cost de a++b és O(length a), en
conseqüència, es poden afegir elements al principi d’una llista amb cost constant, però
afegir-los al final té cost lineal en funció de la mida de la llista.
Una possible implementació de la funció reverse, que inverteix l’ordre dels elements
d’una llista seria
reverse [] = []
reverse (h:t) = reverse t ++ [h]
Aquesta implementació no és adequada en Haskell ja que, sent n la mida de la llista,
té cost O((n− 1) + (n− 2) + · · ·+ 1) = O(n2).
4.4.2 Transformació
Quan s’aplica la transformació explicada a la secció 4.3 a definicions de funcions basades
en la concatenació, pot passar que la nova definició sigui ineficient a causa que es con-
catena l’acumulador per la dreta.
Veiem un exemple basat en una implementació de la funció concat, que concatena
una llista de llistes.
La idea és transformar la versió original per tal que retorni el seu revés, aplicar la
transformació de cua sobre aquesta nova definició i finalment crear una nova funció que
cridi a la transformada i la inverteixi.
Per desenvolupar la transformació també farem servir la tècnica de desplegat i plegat.
Definició original
f b = t
f a = x++ f y
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On x, y i t són qualssevol expressions independents d’f . En aquest cas la crida recursiva
és a la dreta de la concatenació, si fos a l’esquerra es podria realitzar una transformació
anàloga.
Definim l’equació
f ′ x = reverse (f x)
Quan x = b
f ′ b = reverse t Desplegat per la definició de f b
Propietat 1. reverse (a ++ b) = reverse b ++ reverse a
Quan x = a
f ′ a = reverse (f a) Desplegat per la definició de f a
= reverse (x++ f y) Per la propietat 1
= reverse (f y) ++ reverse x Plegat per la definició de f ′
= f ′ y ++ reverse x
Així, la nova definició, que retorna la mateixa llista que l’original però invertida és
f ′ b = reverse b
f ′ a = f ′ ++ reverse x
Aplicant la transformació a la definició de concat tenim
concatr [] = reverse []
concatr (x:xs) = concatr xs ++ reverse [x]
Simplificant
concatr [] = []
concatr (x:xs) = concat xs ++ [x]
Aplicant la transformació de cua ens queda
concatr’ acc [] = acc
concatr’ acc (x:xs) = mapr’ (reverse x ++ acc) xs
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Per obtenir una definició equivalent a l’original, cal embolcallar la crida a la funció
concatr’ en un reverse, passant la llista buida com acumulador inicial.
concatTail l = reverse (concatr’ [] l)
where concatr’ acc [] = acc
concatr’ acc (x:xs) = concatr’ (reverse x ++ acc) xs
Amb això hem aconseguit una definició de cua de cost lineal.
4.5 Transformació Fold
Aquesta transformació intenta traduir una declaració recursiva de cua a la funció d’alt
nivell fold, predefinida en Haskell. Primer introduïrem la funció que es té per objectiu
i després explicarem la transformació en si.
4.5.1 Variants de Fold
La funció fold encapsula un dels patrons més recursius més freqüents. Fent una analogia
a un llenguatge imperatiu, seria recórrer una llista i aplicar successivament una funció
d’acumulació binària a l’acumulador i l’element pel que es passa, retornant l’acumulador
finalment.
Té diverses variants, cada variant bé descrita per les següents propietats.
• Associativitat: El tipus d’associativitat amb el que s’aplica la funció (L → es-
querra, R → dreta)
• Acumulador inicial: Es pot donar explícitament o bé agafar el primer element
de la llista per associativitat a l’esquerra o l’últim per associativitat a la dreta.
• Estricte: Indica si avalua estrictament la funció d’acumulació. Només disponible
quan té associativitat esquerra.
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A la taula següent podem veure les característiques de les seves variants. La carac-
terística més important és l’associativitat.
Funció Associativitat (L/R) Acumulador inicial Estricte
foldl L 3





Taula 1: Variants de fold
Fem una ullada a les implementacions de les dues principals variants de fold.
- b és el tipus de l’acumulador
- a és el tipus dels elements de la llista
- Associativitat per l’esquerra
foldl :: (b -> a -> b) - funció d’acumulació,
-> b - acumulador inicial
-> [a] - llista
-> b - acumulador resultant
foldl _ acc [] = acc
foldl f acc (x:xs) = foldl f (f acc x) xs
- Associativitat per la dreta
- cal notar que l’odre dels arguments de la
- funció d’acumulació s’inverteix respecte al foldl
foldr :: (a -> b -> b) -> b -> [a] -> b
foldr _ acc [] = acc
foldr f acc (x:xs) = f x (foldr f acc xs)
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Les següents figures ens ajuden a comprendre de forma gràfica com s’aplica la funció
d’acumulació segons l’associativitat.
(a) foldl f z [1,2,3,4,5] (b) foldr f z [1,2,3,4,5]
Figura 6: Aplicació d’un fold segons l’associativitat
Per acabar d’entendre el fold, fixem-nos amb aquest exemple. Podem escriure la
funció de la suma d’una llista fent servir un fold així
- com que la suma és associativa també podem fer
- servir tant foldl com foldr
suml :: [Int] -> Int
suml list = foldl (\acc x -> acc + x) 0 list
sumr :: [Int] -> Int
sumr list = foldr (\x acc -> x + acc) 0 list
4.5.2 Transformació
Recordem que la definició de foldl és
foldl :: (b -> a -> b) -> b -> [a] -> b
foldl _ acc [] = acc
foldl f acc (x:xs) = foldl f (f acc x) xs
Partim d’una definició de cua com les que genera la transformació que hem definit a
l’apartat 4
f :: b -> [a] -> b
f acc [] = acc
f acc (x:xs) = f (g acc x) xs
Només cal passar la funció d’acumulació com a paràmetre del foldl.
f’ :: b -> [a] -> b
f’ acc xs = foldl (\a b -> g a b) acc xs
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Com hem vist a l’apartat 4.5.1 les úniques diferència entre el foldl i el foldr és
l’associativitat de l’aplicació de la funció d’acumulació i l’ordre dels arguments de la fun-
ció d’acumulació. Així doncs, si la funció d’acumulació és associativa, com serà sempre
el cas en les definicions transformades per l’analitzador, també podem transformar la
definició a un foldr.
f” :: b -> [a] -> b
f” acc xs = foldr (\a b -> g b a) acc xs
El nostre analitzador tria entre foldl i foldr segons l’associativitat predefinida de
l’operador o funció en Haskell. Per exemple, la suma té associativitat a l’esquerra i la
concatenació té associativitat a la dreta.
Quan tenim definicions amb aquesta estructura
f1 :: b -> [a] -> b
f1 acc [x] = g acc x
f1 acc (x:xs) = f (g acc x) xs
Llavors cal fer servir les variants foldl1 i foldr1. Fixem-nos en la implementació de
foldl1
foldl1 :: (a -> a -> a) -> [a] -> a
foldl1 f (x:xs) = foldl f x xs
Noteu que el tipus de l’acumulador i el dels elements de la llista han de ser el mateix
ja que es fa servir el primer element de la llista com acumulador inicial per la funció
foldl.
Aquest cas concret permet a l’analitzador fer la transformació a recursivitat de cua (ja
que qualsevol funció implementada amb un foldl és de recursivitat de cua) encara que
la funció d’acumulació no tingui element neutre. Per exemple, per la funció que calcula
el màxim d’una llista
maximum :: [Int] -> Int
maximum [x] = x
maximum (x:xs) = max x (maximum xs)
l’analitzador és capaç de transformar la definició en
maximum’ :: [Int] -> Int
maximum’ l = foldl1 (\acc x -> max acc x) l
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4.6 Assumpció d’avaluació estricta
En certs casos, al transformar una definició augmentativa a una definició de cua amb
el mètode que hem explicat, es pot obtenir una definició incorrecta. Per entendre quan
passa i perquè, cal explicar el model d’avaluació de Haskell, que és l’avaluació tardana
(lazy).
L’avaluació tardana és un model d’avaluació on l’avaluació d’una expressió s’ender-
rareix fins que es necessita el resultat. Aquest model permet, entre altres coses, treballar
amb estructures infinites.
Veiem un exemple on la transformació a recursivitat de cua no és semànticament
equivalent a l’original. Considerem la següent definició de l’operador (&&) per boleans
i de la funció and per llistes de booleans.
False && _ = False
_ && x = x
and [] = True
and (x:xs) = a && and xs
Si avaluem la funció and per una llista infinita de False,
and [False, False ..]
retorna immediatament False, ja que l’operador (&&) no requereix avaluar el segon
paràmetre quan el primer és False.
Ara examinem la definició amb recursivitat de cua de la mateixa funció
and’ acc [] = acc
and’ acc (x:xs) = and’ (x && acc) xs
Fixemn-nos que no s’avalua l’acumulador fins que el segon paràmetre és buit. Si fem la
crida de and’ amb la llista infinita de False, l’execució no acabarà.
En el context d’aquest projecte, a fi de garantir l’equivalència semàntica, hem assumit




És comú que després d’aplicar transformacions quedin expressions simplificables, és per
això, que s’intenta simplificar les expressions resultants fent servir algunes propietats
matemàtiques i propietats de la sintaxi de Haskell. Seguidament expliquem els tipus
de simplificació que hem implementat i donem algun exemple per cada cas.
5.1 Element neutre
Per operadors que tenen un element neutre associat.
Si l’operador s’aplica a dos operands i un dels dos és l’element neutre llavors podem
simplificar i escriure directament l’element no neutre.
• Per la suma i el zero: a + 0 =⇒ a
• Per la composició de funcions, representada per l’operador (.), l’element neutre
és la funció id: f . id =⇒ f
Si tenim una secció, recordem que era una aplicació parcial d’un operador, llavors es
converteix en la funció identitat
• ([] ++) =⇒ id
Per composició de funcions es converteix en la identitat
• negate . negate =⇒ id
5.2 Complementari
Per funcions autocomplementàries, com el revés o la negació, podem evitar aplicacions
repetides innecessàries.
• reverse (reverse a) =⇒ a
5.3 Idempotència
La propietat d’idempotència també ens ajuda a simplificar expressions. Per funcions
idempotents unàries. Una funció f és unària idempotent si per tot x en el seu domini
f (f x) = x. Per exemple: el valor absolut
• abs (abs a) =⇒ abs a
Per funcions idempotents binàries. Una funió f és idempotent binària si per tot x en el
seu f x x = x. Per exemple: el màxim, el mínim, el gcd, etc.




Algunes funcions lambda poden simplificar-se. Veiem-ne alguns casos:
La lambda identitat
• \x -> x =⇒ id
Una lambda que aplica els dos paràmetres a un operador, amb la sintaxi de Haskell
pot escriure’s posant l’operador entre parèntesi, ja que s’interpetarà com una funció
binària habitual. Si l’operador és commutatiu es pot fer sempre. Si l’operador no és
commutatiu i els arguments estan girats, llavors apliquem la funció flip, que gira l’ordre
amb que una funció pren els arguments.
• \a b -> b * a =⇒ (*) (operador commutatiu)
• \a b -> b‘div‘a =⇒ flip div (operador no commutatiu)
També podem evitar redundàncies en seccions.
• (\a x -> a + x) =⇒ (a+)
Una lambda que apliqui una funció a un argument, pot reescriure’s amb l’operador
($), que és l’operador d’aplicació en Haskell.
• \f x -> f x =⇒ ($)
Si la lambda aplica una funció a dos arguments però amb l’ordre girat, llavors podem
es pot simplificar girant l’ordre dels arguments de la funció
• \f x y -> f y x =⇒ flip f
Gràcies a l’aplicació parcial de funcions, en Haskell es poden ometre paràmetres
quan es declara una funció. Per exemple, definir f a b= g a b és equivalent a definir
f a = g a, que és equivalent a definir f=g. Aquesta característica la podem aplicar
a les funcions lambda sota la següent condició: podem ometre l’últim paràmetre si i
només si apareix exclusivament a la dreta de tot de la cadena d’aplicacions. Per exemple,
aplicant dos cops la simplificació
• \f x y z -> f (g x) y z =⇒ \f x -> f (g x) omissió de paràmetre
5.5 Llistes literals
Concatenació i revés de llistes literals
• 1 :[a,b] ++ [4,5] =⇒ [1,a,b,4,5]




L’aplicació de la identitat és prescindible
• id a =⇒ a
Per la funció map (que aplica la identitat a cadascun dels elements)
• map id =⇒ id
5.7 Fold
Algunes funcions i operadors tenen una funció de plegat predefinida en Haskell
Amb acumulador inicial, és a dir, per foldl i foldr
• foldl (&&) True =⇒ and
• foldr (++) [] =⇒ concat
Si l’acumulador inicial no és neutre i es tracta d’un foldr, és a dir, d’un fold amb
associativitat a la dreta, llavors podem compondre la funció de plegat predefinida
amb l’aplicació de la funció d’acumulació a l’acumulador inicial. Per exemmple
• foldr (+) k =⇒ (+k) . sum
• foldr (max) 5 =⇒ (max 5) . sum
Sense acumulador inicial, és a dir, per foldl1 i foldr1. Només podem simplificar
operacions i funcions sense operador neutre, ja que les funcions d’ordre superior de
Haskell com sum, prod, etc. funcionen amb llistes buides, però tant foldr1 com
foldl1 no ho fan. Per exemple, la següent simplificació és vàlida
• foldr1 max =⇒ maximum
Però aquesta no ho és
• foldr1 (*) =⇒ maximum
ja que no està definida per la llista buida, mentre que la funció product retorna 1, per
tant, hauríem alterat la semàntica.
Per funcions amb element dominant. Entenem que x és l’element dominant d’un
operador ? si per qualsevol cadena aplicativa c = a1 ? a2 ? · · · ? x ? · · · ? an on apareix x,
llavors c = x. Per exemple, el 0 per la multiplicació, False per conjunció o True per
la disjunció)
• foldr (||) True =⇒ True




La funció const té dos arguments i sempre retorna el primer.
Quan s’aplica a dues expressions, senzillament fem
• const a b =⇒ a
Per la composició de funcions també podem simplificar.




Alguns exemples que mostren les capacitats combinades de l’analitzador. Addicional-
ment al resultat final, mostrarem passos intermitjos per facilitar el seguiment del procés.
Tant el resultat final com els passos intermitjos han estat generats autmàtmicaments
per l’analitzador.
6.1 Exemple: factorial
En aquest exemple mostrem una possible implementació augmentativa del factorial i la
fac n
| n <= 2 = n
| otherwise = n * fac (n-1)
Es converteix a
fac x = facTailRec 1 x
where facTailRec acc n
| n <= 2 = acc * n
| otherwise = facTailRec (acc * n) (n - 1)
6.2 Exemple: maximum
Partim de la definició augmentativa del màxim d’una llista.
myMaximum [x] = x
myMaximum (x:xs) = max x (maximum xs)
que pot traduir-se a un foldl1
myMaximum = let in foldl1 (\\ acc x -> x ‘max‘ acc)




lengthk [] = 5
lengthk (_:xs) = 3 + f1 xs
L’analitzador la pot escriure en forma de recursivitat de cua.
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lengthk x = lengthkTailRec 0 x
where lengthkTailRec acc [] = acc + 5
lengthkTailRec acc (_ : xs) = lengthkTailRec (acc + 3) xs
Es pot convertir a un foldl,
lengthk = foldl (\ acc _ -> 3 + acc) 5
Donat que s’ignora el valor dels elements de la llista, el resultat es pot expressar en
termes de la longitud de la llista.
lengthk = (+5) . (*3) . length
6.4 Exemple: dominant
listZero [] = 0
listZero (x:xs) = x * listZero xs
Es pot transformar a una definició de recursivitat de cua com ja hem vist en exemples
anteriors. En aquest cas, el sistema de simplificacions aconseguirà transformar una
definició de cost lineal a una de cost constant. Veiem doncs la seqüència de passos que
s’ha seguit.
- Simplificant successivament
listZero = foldl (\ acc x -> x * acc) 0 - simplificació lambda
listZero = foldl (*) 0 - simplificació funció de plegat
listZero = (0 *) . product - simplificació d’element dominant
listZero = const 0 . product - simplificació d’element dominant
listZero = const 0
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7 Avaluació experimental de les transformacions
Per provar la utilitat del projecte i l’analitzador primer farem un estudi dels guanys
en l’eficiència que s’aconsegueix amb les transformacions que hem implementat i ho
compararem amb altres possibles implementacions.
Per cada implementació hem generat dos gràfics. El de l’esquerra és una kernel d’es-
timació de densitat (KDE), que mostra l’estimació de la probabilitat que un cert temps
d’execució es doni. El gràfic de la dreta són les mesures de temps preses segons el nombre
de repeticions de l’execució. La línia groga darrera els valors és la regressió lineal de la
predicció del temps d’execució segons el nombre de repeticions.
Per cada implementació també hem generat una taula, els valors de la taula són:
• Estimació del temps d’execució: Per obtenir el temps d’execució esperat es
fa una regressió de mínims quadrats ordinària (OLS). L’execució acaba quan han
passat un cert mínim de temps i l’interval de confiança de l’estimació del temps
d’execució és superior al 99%
• Mitjana estadística: La mijana dels temps d’execució mesurats.
• Desviació: La desviació estàndar de les mesures preses.
Llavors provarem l’analitzador sobre un conjunt extens de problemes del jutge i aval-
uarem en quants casos s’ha pogut aconseguir la definició amb recursivitat de cua i si la
correcció del programa s’ha mantingut.
7.1 Comparativa del tipus de recursivitat per la suma
A continuació presentem cadascuna de les implementacions de la suma que hem analitzat
i els resultats obtinguts. Al final de la secció comentem els resultats.
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7.1.1 Recursivitat augmentativa
Implementació amb recursivitat augmentativa. Seria la implementació recursiva més
habitual.
sum [] = 0
sum (x:xs) = x + sum xs
Listing 2: Implementació amb recursivitat augmentativa de la suma
Figura 7: KDE i regressió lineal per la implementació augmentativa de la suma
Funció Estimació OLS µs Mitjana µs Desviació µs
sum/Augmentative 129.113 128.259 1.854
Taula 2: Resum estadístic de la implementació augmentativa de la suma
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7.1.2 Recursivitat de cua
Implementació amb recursivitat de cua que genera l’analitzador a partir de la definició
augmentativa.
sumTail = sum’ 0
where
sum’ acc [] = acc
sum’ acc (x:xs) = sum’ (x+acc) xs
Listing 3: Implementació amb recursivitat de cua generada per l’analitzador de la suma
Figura 8: KDE i regressió lineal per la implementació amb recursivitat de cua de la suma
Funció Estimació OLS µs Mitjana µs Desviació µs
sum/TailRec 45.79 45.939 0.743
Taula 3: Benchmark per la suma d’una llista
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7.1.3 Implementació amb fold estricte
Com hem vist a l’apartat de 4.5.1, el foldl és una funció d’ordre superior que imple-
menta el patró de recursivitat final. Com que té recursivitat de cua, normalment es fa
servir la variant estricte foldl’.
sumFoldl’ = foldl’ (+) 0
Listing 4: Implementació amb foldl’ esctricte de la suma
Figura 9: KDE i regressió lineal per la implementació amb foldl’ de la suma
Funció Estimació OLS µs Mitjana µs Desviació µs
sum/Foldl’ 108.1 107.794 2.272
Taula 4: Benchmark per la suma d’una llista
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7.1.4 Implementació amb foldr
El foldr té associativitat a la dreta i com hem vist a l’apartat 4.5.1 implementa el patró
recursiu augmentatiu.
sumFoldr = foldr (+) 0
Listing 5: Implementació amb foldlr de la suma
Figura 10: KDE i regressió lineal per la implementació amb foldr de la suma
Funció Estimació OLS µs Mitjana µs Desviació µs
sum/Foldr 130.048 129.159 2.254
Taula 5: Benchmark per la suma d’una llista
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7.1.5 Conclusions
Funció Estimació OLS µs Mitjana µs Desviació µs
sum/Augmentative 129.113 128.259 1.854
sum/TailRec 45.79 45.939 0.743
sum/Foldl’ 108.1 107.794 2.272
sum/Foldr 130.048 129.159 2.254
Taula 6: Benchmark per la suma d’una llista
El primer que volem comentar és que la implementació augmentativa i la implementació
amb el foldr tenen un temps esperat d’execució idèntics, això ja és normal, ja que el
foldr és precisament per implementar recursions amb associativitat a la dreta, que, a
causa de la implementació de les llistes en Haskell, sempre serà augmentativa.
Si comparem les dues versions amb recursivitat de cua, està clar que la versió imple-
mentada amb recursivitat explícita és molt més eficient que l’altre. Els nostres coneixe-
ments sobre el compilador GHC no són prou profunds com per justificar perquè en el cas
del foldl’ no s’obtenen temps similars. Creiem que és a causa que la implementació
del foldl’, que al ser una funcions d’ordre superior, no deu poder optimitzar-se tant.
Finalment cal remarcar el gran guany quant a eficiència que pot aconseguir el nos-
tre analitzador, transformant una definició amb recursivitat augmentativa a una amb
recursivitat de cua. L’speedup aconseguit és de quasi 3.
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7.2 Comparativa del tipus de recursivitat per la concatenació
A continuació presentem cadascuna de les implementacions de la concatenació d’una
llista de llistes. que hem analitzat i els resultats obtinguts. Al final de la secció comentem
els resultats.
7.2.1 Implementació amb recursivitat augmentativa
Implementació amb recursivitat augmentativa, la implementació recursiva més comuna.
concat [] = []
concat (x:xs) = x ++ concat xs
Listing 6: Implementació augmentativa de concat
Figura 11: KDE i regressió lineal per la implementació augmentativa de la funció concat
Funció Estimació OLS µs Mitjana µs Desviació µs
concat/Augmentative 362.7 361.042 6.153
Taula 7: Benchmark per la concatenació d’una llista de llistes
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7.2.2 Implemetnació amb recursivitat de cua
Implementació amb recursivitat de cua generada l’analitzador a partir de la definició
augmentativa.
concat a = concat’ a []
where
concat’ acc [] = acc ++ []
concat’ acc (x : xs) = concat’ (acc ++ x) xs
Listing 7: Implementació amb recursivitat de cua de concat
Figura 12: KDE i regressió lineal per la implementació amb recursivitat de cua de la funció
concat
Funció Estimació OLS µs Mitjana µs Desviació µs
concat/TailRec 744893.62 74412.276 759.611
Taula 8: Benchmark per la concatenació d’una llista de llistes
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7.2.3 Implementació amb recursivitat de cua optimitzada
Aquesta és la implementació optimitzada que genera l’analitzador a partir de la funció
augmentativa.
concat a = reverse (concat’ a [])
where
concat’ acc [] = acc ++ []
concat’ acc (x : xs) = concat’ (reverse x ++ acc) xs
Listing 8: Implementació oprimitzada amb recursivitat de cua de la funció concat
Figura 13: KDE i regressió lineal per la implementació optimitzada amb recursivitat de cua de
la funció concat
Funció Estimació OLS µs Mitjana µs Desviació µs
concat/ReverseTailRec 194.59 192.224 2.170
Taula 9: Benchmark per la concatenació d’una llista de llistes
48
7 7 AVALUACIÓ EXPERIMENTAL DE LES TRANSFORMACIONS
7.2.4 Conclusions
Funció Estimació OLS µs Mitjana µs Desviació µs
concat/Augmentative 362.7 361.042 6.153
concat/TailRec 744893.62 74412.276 759.611
concat/ReverseTailRec 194.59 192.224 2.170
Taula 10: Benchmark per la concatenació d’una llista de llistes
El primer que cal remarcar és la ineficiència de la implementació amb recursivitat de
cua, que era esperable. Com ja s’ha comentat a l’apartat 4.4.1, a causa del cost asimètric
de la concatenació, la implementació amb recursivitat de cua és de cost quadràtic respecte
la mida de la llista.
Tanmateix, la implementació optimitzada amb l’ús del reverse, ens dóna uns temps
d’execució esperat força millor que el da la implementació augmentativa, pel que podem
valorar molt positivament aquesta optimizació.
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7.3 Jutge
Per tal de comprovar que l’analitzador no falla i que també és capaç de transformar
definicions amb codi real, hem cregut oportú que el millor era provar-lo extensivament
sobre programes enviats pels alumnes de Llenguatge de Programació al Jutge.org. S’han
analitzat totes les submissions acceptades pel Jutge.org de tres problemes diferents. Això
fa un total de 359 programes analitzats. Cada problema demana la implementació de
diverses funcions, el nombre total de definicions analitzades és 2043. Això sense comptar
per separat les subfuncions auxiliars.
El parser has estat capaç de processar totes les submissions sense excepció.
A continuació farem una valoració per separat dels problemes i els resultats obtinguts.
7.3.1 Anàlisi de recursivitat dels problemes P93632 i P31745
L’enunciat d’aquests dos problemes prohibeix explícitament l’ús de funcions recursives
per tal de forçar a l’alumne que faci servir funcions d’ordre superior. Doncs bé, hem fet
un estudi per esbrinar quantes submissions acceptades pel Jutge.org havien infringit la
restricció.
Problema Submissions AC Submissions amb recursivitat
P31745 102 18 (17.7%)
P93632 133 32 (24.1%)
Taula 11: Submissions acceptades amb definicions recursives
El temps d’execució total del parsing i l’anàlisi de recursivitat pels dos problemes
sumats, ha estat de 1.44 segons
Com veiem, un percentatge considerable de les submissions acceptades hauria de ser
rebutjat. Creiem, donada la robustesa provada de l’analitzador, que una integració de
l’analitzador al Jutge.org seria perfectament possible. Estem convençuts que ajudaria a
millorar notablement el sistema de correcció, i en conseqüència, augmentaria el seu valor
didàctic.
7.3.2 Funcions amb llistes - P25054
Aquest problema és d’introducció al Haskell i demana la implementació de diverses
funcions senzilles que s’espera que siguin implementades recursivament (tot i que no
es demana explícitament). Vam considerar que era un bon problema per provar les
transformacions quem hem implementat.
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Aquest problema, en el moment de fer l’anàlisi tenia 124 submissions acceptades.
S’han intentat transformar 992 definicions. El problema demana la implementació a les
següents funcions:
• myLength: Que retorni la mida d’una llista
• myMaximum: Que retorni el màxim d’una llista
• average: Que retorni la mitjana d’una llista
• myPalindrome: Que, donada una llista, retorni el palíndrom que comença amb
la llista invertida
• remove: Que donada una llista x i una llista y, retorna una llist que conté tots
els elements de x que no estan a y
• flatten: Que, donada una llista de llistes, la retorni aplanada (equivalent al
concat).
• oddsNevens: Que, donada una llista d’enters, retorni dues llistes, una amb els
parells i l’altra amb els senars.
• primeDivisors: Que retorni la llista dels divisors primers d’un enter positiu
Per cada transformació hem elaborat una taula indicant per quines definicions s’ha
pogut aplicar i en quants casos. L’ordre en el que es proven les transformacions és
1) Optimització de la concatenació 2) Transformar la definició a una expressió de fold




Taula 12: Aplicacions de la transformació d’optimització de la concatenació
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Aquesta taula indica el nombre de transformacions a recursivitat de cua que posteri-
orment han pogut convertir-se a un fold.





Taula 13: Aplicacions de la transformació a recursivitat de cua i de fold
Aquesta taula indica el nombre de transformacions a recursivitat de cua que no han







Taula 14: Aplicacions de la transformació a recursivitat de cua
El temps d’execució del parsing i les transformacions ha estat de 2.54 segons. Recor-
dant que s’han tractat 992 definicions, creiem que és un temps més que solvent. Per
garantir que els codis transformats han mantingut la correcció, s’han compilat i ex-
ecutats amb tots els jocs de proves privats del Jutge.org. Tots els tests han passat
satisfactòriament.
Fent un balaç global, s’ha pogut aplicar una transformació a 260 definicions (26.21%).
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Algunes funcions no s’han pogut transformar a recursivitat de cua en cap cas. Co-
mentem les possibles raons. Primer de tot, cal recordar, que per tal de poder obtenir
una estadística homogènia entre totes les submissions, només hem intentat transformar
les funcions que demana l’enunciat del problema i no en cap funció auxiliar. Les fun-
cions que no s’han pogut transformar, és molt probable que sigui a causa que no tenen
una implementació recursiva augmentativa, sinó que facin servir funcions auxiliars, per
exemple, pel cas de la mitjana és molt probable que les implementacions facin servir la
funció sum i pel cas del palíndrom és molt probable que facin servir reverse. Donat
que és un entorn real, ja és esperable que les condicions no siguin les òptimes pels nostres
interessos en concret.
Posant-ho en el context dels objectius que ens vam marcar al començament del pro-
jecte, realment creiem que són uns resultats excepcionals.
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8 Verificació de terminació
En seccions anteriors hem explicat diverses transformacions que modifiquen l’estructura
d’una funció per millorar-ne l’eficiència. A l’apartat 4.6 hem vist que en algun cas la
funció amb recursivitat de cua no acabava l’execució i per tant no era equivalent a l’orig-
inal. Això ens motiva a intentar demostrar automàticament la terminació de programes
ja que si la demostrem per la definició de recursivitat de cua, haurem demostrat que són
semànticament equivalents a la definició augmentativa també en el context d’avaluació
tardana.
El mètode que farem servir per enfocar el problema està basat ens les explicacions de
l’article [8].
Una funció de rànquing és una expressió que fita l’estat d’un programa. Com que
Haskell és un programa funcional pur, no té la noció d’estat, per tant la funció de
rànquing només cal que fiti els arguments de la funció. Suposem que tenim la següent
definició de funció amb n arguments
f a1 a2 . . . an = · · ·
Llavors definim la combinació lineal dels arguments com a funció de rànquing i la fitem.
c0 + c1a1 + · · ·+ cnan ≥ 0
on c1, . . . cn ∈ R són coeficients desconeguts.
Per tal de demostrar la terminació del problema haurem de donar un model per les
variables c0, c1, . . . , cn que per qualssevol a1, a2, . . . , an garanteixi que amb cada crida
recursiva la funció de rànquing decreix i no sobrepassa la fita. Per tant, si trobem la
crida f a′1 a′2 . . . a′n on cadascun dels arguments pot escriure’s com a combinació lineal
dels arguments originals, és a dir, si ∀i∃k0, k1, . . . kn ∈ R : a′i = k0 + k1a1 + · · · + knan
llavors cal garantir:
P =
0 ≤ c0 + c1a1 + · · ·+ cnan fita de la funció de rànquingc1a1 + · · ·+ cnan > + c1a′1 + · · ·+ cna′n decreixement estricte,  > 0 (3)
Fixem-nos que cal afegir una certa constant petita positiva  per tal d’evitar decréixer
infinitament sense arribar mai a la fita.
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Efectivament, quan les crides recursives estan subjectes a una sèrie de condicions,
només cal demostrar que P es compleix si es donen les condicions. Només es tindran
en compte les condicions que puguin expressar-se com inequacions lineals respecte els
arguments de la funció. Així doncs, si tenimK crides recursives, cadascuna condicionada
pel sistema d’inequacions Bk, cal demostrar ∀k = 1 . . .K : Bk =⇒ P . Per demostrar
les implicacions ens servim del Lema de Farkas.
Teorema 1. (Lema de Farkas) Considerant el sistema d’inequacions lineal següent sobre
les variables x1, . . . , xn ∈ R
S =





am,0 + am,1x1 + · · · + am,nxn ≤ 0
i la inequació
ψ : c0 + c1x1 + · · ·+ cnxn ≤ 0
El lema afirma que quan S és satisfactible, ψ és certa ∀x1, x2, . . . , xn si i només si











Si s’aconsegueix trobar un model (λ10, λ11 . . . , λ1m, λ20, λ21, . . . , λKm, c0, . . . , cn) de les equa-
cions del Lema de Farkas llavors haurem demostrat la terminació de la funció ja que
haurem trobat una funció de rànquing fitada i decreixent.
8.1 Comentari sobre la implementació
A l’hora de programar aquesta part, ens ha calgut implementar un petit sistema de càlcul
simbòlic. Per facilitar la implementació, ens ha estat més senzill treballar amb variables
enteres (prenent  = 1). Donat que només demostrem la terminació quan el problema
és satisfactible, i és evident que si un sistema és satisfactible pels enters, també ho és
pels reals, per tant, aquesta simplificació no introduirà cap fals resultat. Ara bé, no
podrem demostrar la terminació en alguns algorismes on calguin funcions de rànquing
amb coeficients reals.
Addicionalment, hem suposat que totes les condicions de les crides recursives són
satisfactibles. En cas que no ho haguéssim suposat, tindríem dues alternatives per cada
crda recursiva. O bé demostrar que trobar un model per les lambdes i els coeficients
(que és el que fem), o bé demostrar que la condició és instatisfactible i que per tant mai
s’hi arribarà.
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8.2 Exemple
Per entendre millor el procediment, seguim pas a pas la demostració de terminació de
l’algorisme d’Euclides.
gcd a b
| a <= 0 || b <= 0 = undefined - a i b han de ser positius
| a == b = a
| a < b = gcd a (b-a)
| otherwise = gcd (a-b) b
Funció de rànquing
La funció de rànquing que busquem és de la forma
c0 + c1a+ c2b
Crides recursives
A la definició es troben dues crides recursives amb condicions associades. Ler igualtats
s’ignoren i només es tindran en compte inequacions de tipus <,>,≤,≥, explicarem el
perquè a l’apartat 8.3
• gcd a (b− a): condicions [a > 0, b > 0, a < b]
• gcd (a− b) b: condicions [a > 0, b > 0, a ≥ b]
Taula de condicions
Considerem les condicions de la primera crida. Primer cal modificar les inequacions per
tal que siguin del tipus ≤ 0.
B =

a > 0 −→ 1− a ≤ 0
b > 0 −→ 1− b ≤ 0
a < b −→ 1 + a− b ≤ 0
Extraiem els coeficients de les inequacions i construïm la taula de condicions. Per sim-
plicitat omitim el superíndex de les lambdes ja que totes hi tenen 0, és a dir λ00 = λ0, λ01 =
λ1, . . .
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1 a b
λ0 -1 0 0 ≤ 0
λ1 1 -1 0 ≤ 0
λ2 1 0 -1 ≤ 0
λ3 1 1 -1 ≤ 0∑ −λ0 + λ1 + λ2 + λ3 −λ1 + λ3 −λ2 − λ3
Implicacions
Recordem que per cada crida recursiva cal garantir que la funció de rànquing decrex i
no sobrepassa la fita. Cal que modifiquem les inequacions per tal que siguin de tipus
≤ 0
P =
ψ1 : c0 + c1a+ c2(b− a) < c0 + c1a+ c2b −→ 1 + c2a ≤ 0ψ2 : c0 + c1a+ c2b ≥ 0 −→ −c0 − c1a− c2b ≤ 0
A partir de les anteriors inequacions, construïm una taula semblant a l’anterior per
separar els factors de cada argument
1 a b
1 c2 0 ≤ 0
−c0 −c1 −c2 ≤0
Per cada fila d’aquesta taula, la igualem columna a columna amb la fila ∑ de la taula




1 = −λ0 + λ1 + λ2 + λ3
c2 = −λ1 + λ3
0 = −λ2 − λ3
−c0 = −λ0 + λ1 + λ2 + λ3
−c1 = −λ1 + λ3
−c2 = −λ2 − λ3
Si M1 és satisfactible, pel Lema de Farkas B =⇒ P , que és el que volíem. Com
que volem que això sigui així per totes les crides recursives, ara caldria repetir el mateix
procés a la segona crida, gcd (a− b) b, per obtenir el sistema M2, però fent servir unes
lambdes amb nom diferent λ10, λ11, . . . .
Finalment, cal trobar un model del sistemaM =M1∪M2, que contindrà els coeficients
de la funció de rànquing c0, c1, c2, que serviran com a demostració de la terminació.
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Generació de codi SMT
Per resoldre els sistema M ens ajudarem d’un SMT-solver com ara el Barcelogic[5],
el Yices[11] o el Z3[10]. Per codificar el sistema d’inequacions, genererem un script en
ell llenguatge smtlib2[3]. L’analitzador és compatible amb qualsevol SMT-solver que
sigui compatible amb l’estàndar d’aquest llenguatge. El codi generat sencer es troba a
l’apèndix A. El sistema és satisfactible i el model generat és c0 = 0, c1 = 1, c2 = 1, per
tant, la funció de rànquing és
a+ b
8.3 Limitacions i treball futur
L’algorisme que hem imolementat només té en compte les condicions que són una conjun-
ció d’inequacions. Per afegir suport a disjuncions de condicions, per cada crida recursiva,
caldria obtenir les condicions en forma DNF i aplicar el mateix procediment que fem
ara per cada grup de conjuncions i finalment comprovar que amb tots els casos s’ha
aconseguit un model.
8.3.1 Tractant llistes
Per ampliar el suport a llistes, una possible manera, és prendre la seva mida com a
interpretació numèrica.
A continuació proposem una interpretació Φ : [a] → N per les principals funcions
predefinides que tracten amb llistes.
• length: Retorna la mida de la llista. És la funció d’interpretació que porposem.
Φ(l) = length l
• head,last: Pren el primer/últim element. Φ(head l) = Φ(last l) = 1
• tail, init: Pren tots els elements menys el primer/últim. Φ(tail l) = Φ(init l) =
Φ(l)− 1
• ++: Concatena dues llistes. Φ(l ++ p) = Φ(l) + Φ(p)
• take k: Pren tots k primers elements. Φ(take k l) = k
• drop k: Pren tots els elements menys els k primers. Φ(take k l) = Φ(l)− k
• replicate k x: Crea una llista amb k elements iguals. Φ(replicate k x) = k
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• foldl1,foldr1: Apliquen una funció d’acumulació i retornen un valor amb tipus
igual als elements de la llista. Φ(foldl1 f l) = Φ(foldr1 f r) = 1
• null: Indica si una llista és buida. (null l) = (Φ(l) == 0)
• map: Aplica una funció a cadascun dels elements. Φ(map f l) = Φ(l)
• reverse: Invertex l’odre dels elements. Φ(reverse l) = Φ(l)
• zip: Ajunta dues llistes en una llista de parelles. Φ(zip l p) = min(Φ(l),Φ(p))
Per demostrar la terminació d’un programa amb llistes, primer caldria codificar aplicar
Φ a totes les expressions sobre llistes per tal d’obtenir un problema sobre enters, que el
nostre analitzador ja pot tractar.
Per exemple, si tenim el programa
product [] = 1
product xs = head x * product (tail xs)
Aplicant la codificació tindríem
product’ 0 = 1
product’ xs = 1 * product (xs - 1)
Com ja es veu, la semàntica del programa codificat ha variat, però demostrar la seva
terminació implica demostrar la terminació de l’original.
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9 Gestió del projecte
En aquesta secció situarem el projecte en el marc d’una empresa
9.1 Planificació
Una de les tasques més importants en el desenvolupament d’un projecte és és la plani-
ficació. Consisteix en definir les tasques que es duran a terme i a crear un pla d’acció
respectant aproximant la durada de les tasques tenint en compte les següents dates de
lliuraments:
Concepte Data
Definició de l’abast 20 de febrer de 2015
Planificació temporal 25 de febrer de 2015
Pressupost i sotenibilitat 3 de març de 2015
Presentació preliminar 8 de març de 2015
Context i bibliografia 15 de març de 2015
Computació 22 de març de 2015
Fita inicial 22 de març de 2015
Memòria 21 de juny de 2015
Defensa 29 de juny de 2015
Taula 15: Lliurables
9.2 Pressupost
A continuació farem una anàlisi detallada de les despeses directament relacionades amb el
desenvolupament d’aquest projecte. A partir de l’anàlisi discutirem la viabilitat econòmi-
ca del projecte.
Per fer l’anàlisi suposarem que el projecte el realitza una empresa per encàrrec. Tin-
drem en compte les despeses materials, de programari, salarials i de serveis.
9.2.1 Recursos materials
El projecte és desenvoluparà principalment en l’entorn d’un ordinador, en conseqüència,
els recursos materials necessaris són molt reduïts.
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Recurs Preu Vida útil Temps d’ús Cost amortitzat
Ordinador 850 e 6 anys 6 mesos 70.83 e
Monitor 24” 175 e 4 anys 6 mesos 21.88 e
Material d’oficina 20 e 6 mesos 6 mesos 20 e
Total 1045 e 112.71 e
Taula 16: Despeses quant a recursos materials
9.2.2 Programari
Seguidament especifiquem el programari que farem servir. Cadascun dels components
és de codi lliure excepte Barcelogic, que només és d’ús lliure per finalitats acadèmiques.
Com que hem suposat que som una empresa caldrà tenir en compte el seu cost. Entenem
que el cost d’usar Barcelogic és per subscripció, per tant, n’amortitzarem tot el cost.
Barcelogic només es farà servir en el desenvolupament de l’analitzador. La resta es
farà servir regularment al llarg del projecte.
Recurs Preu Temps d’ús Cost amortitzat
Ubuntu 14.04 0 e 6 mesos -
GNU Emacs 24.4 0 e 6 mesos -
Glasgow Haskell Compiler 7.10.1 0 e 6 mesos -
LuaTex beta-0.76, TeX Live 2013 0 e 6 mesos -
Git 1.9.1 0 e 6 mesos -
Barcelogic 500 e 2 mesos 500 e
Total 500 e 500 e
Taula 17: Despeses quant a programari
9.2.3 Recursos humans
Creiem que en un entorn real els rols dels professionals involucrats en aquests projecte
podrien ser els següents:
Cap de projecte És l’encarregat de dur a terme totes les tasques referents a la gestió
del projecte: la definició de l’abast, la planificació, redacció de la memòria, etc.
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Investigador d’anàlisi de programes Es dedica a investigar noves tècniques d’anàlisi
aplicables a Haskell i a adaptar altres tècniques ja conegudes. També ajuda al pro-
gramador a definir l’estructura adequada de l’arbre de sintàxi abstractaper facilitar-ne
el seu anàlisi.
Programador expert en Haskell La seva feina és implementar el parser i els algo-
rismes d’anàlisi dissenyats per l’investigador. També ha de dissenyar els jocs de prova
adequats pel procés de validació.
Aquesta és una estimació dels salaris en brut suposant que es tracta d’una empresa
pionera en el sector.
Rol Salari horari
Cap de projecte 85 e
Investigador d’anàlisi de programes 65 e
Programador expert en Haskell 60 e
Taula 18: Rols i salaris
9.2.4 Dedicació i despeses
Presentem la dedicació esperada del cap del projecte en cadascuna de les tasques que té
encomanades.
Concepte Data Temps
Definició de l’abast 20 de febrer de 2015 9.25 hores
Planificació temporal 25 de febrer de 2015 9 hores
Pressupost i sotenibilitat 3 de març de 2015 9.25 hores
Presentació preliminar 8 de març de 2015 6.5 hores
Context i bibliografia 15 de març de 2015 15 hores
Computació 22 de març de 2015 13 hores
Fita inicial 22 de març de 2015 18 hores
Memòria 21 de juny de 2015 75 hores
Defensa 29 de juny de 2015 25 hores
Total 180 hores
Taula 19: Gestió del projecte
62
9 9 GESTIÓ DEL PROJECTE
Aquesta taula indica quant temps s’espera que cadascun dels rols dediqui a les fases
del projecte. També s’indica el cost salarial i la dedicació total. Per incloure els riscos
en el pressupost i tenint en compte que els riscos que hem plantejat només afecten les
hores de feina dels treballadors, hem afegit un marge de contingències del 10% com a
resposta a possibles imprevistos
Fase Cap Investigador Programador Cost
Gestió del projecte 180 hores 0 hores 0 hores 15300 e
Desenvolupament del parser 0 hores 10 hores 80 hores 5450 e
Desenvolupament de l’analitzador 0 hores 180 hores 120 hores 18900 e
Marge de contingències 18 hores 19 hores 20 hores 3965 e
Subtotals 198 hores 209 hores 220 hores 43615 e
Hores totals 627 hores
Taula 20: Dedicació i despeses en recursos humans per fases i rols
9.2.5 Serveis
L’ús de serveis en el nostre projecte es redueix a l’ús d’internet, a la consumició d’una
potència mínima d’electricitat i a la utilització d’un servei gratuït d’hostatge de projectes
Git.
Concepte Preu Temps d’ús Cost
Electricitat ordinador i monitor2 0.72 e/kWh 627 hores (0.25kW) 112.86 e
Internet 15 e/mes 6 mesos 90 e
BitBucket 0 e/mes 6 mesos 0 e
Total 202.86 e
Taula 21: Despeses quant a serveis
2Preu segons un full de preus publicat per la Generalitat de Catalunya el novembre del 2014
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9.2.6 Resum del pressupost
A continuació mostrem el cost que suposa cadascun dels aspectes que hem tingut en
compte a l’hora d’elaborar el pressupost i el cost total del projecte.
Concepte Cost Percentatge
Recursos materials 1045 e 2.3 %
Programari 500 e 1.1 %
Recursos humans 43615 e 96.15 %
Serveis 202.86 e 0.45 %
Total 45362.86 e
Taula 22: Compendi de despeses
9.2.7 Viabilitat econòmica
El cost del nostre projecte està quasi completament determinat pels salaris dels profes-
sionals. Hem comentat que els salaris en brut havien estat aproximats suposant que
es tractava d’una empresa de classe alta, si suposéssim que es tracta d’una empresa
emergent el cost total del projecte podria ser moderadament inferior.
El projecte és purament de recerca i l’analitzador és una eina que pot encaixar en
molts àmbits diferents:
La part d’optimització de codi podria incorporar-se a un compilador de Haskell.
Seria una inversió a llarg termini ja que les optimitzacions automàtiques tenen impacte
immediat limitat però a la llarga tenen una amortització excepcional.
La detecció de patrons recursius representables per funcions d’ordre superior seria
especialment valuós en un entorn acadèmic. Podria reduir el període d’aprenentatge
notablement i augmentar així la productivitat. En el context d’una empresa interessa-
da en que els seus programadors aprenguin Haskell això podria tenir repercussions
econòmiques molt positives.
La verificació de terminació és un àmbit en el que grans empreses com Intel hi dediquen
molts esforços ja que si s’aconsegueix bons verificadors, encara que sigui impossible que
siguin infalůlibles, llurs efectes poden ser molt notables ja que poden estalviar o escurçar
les fases de validació d’algorismes i circuits electrònics.
9.3 Sostenibilitat
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9.3.1 Matriu de sostenibilitat
A continuació presentem la matriu de sostenibilitat on es valora la planificació en difer-
ents aspectes.
Econòmica Ambiental Social
Planificació 10 9 10
Taula 23: Matriu de sostenibilitat
9.3.2 Dimensió econòmica
En la planificació s’han inclòs tots els costos del projecte i s’han justificat adequada-
ment. A més, per a l’apartat de recursos humans, hem cregut convenient incloure-hi un
marge de contingències per tenir en compte les conseqüències de possibles desviacions
o obstacles en la planificació inicial. Creiem que el cost del projecte s’adequa als seus
objectius i podria ser competitiu en un àmbit professional.
Valoració de sostenibilitat: 10/10. Creiem que un projecte d’aquestes característiques
és una gran inversió de futur amb una gran capacitat d’amortització de costos.
9.3.3 Dimensió ambiental
Els requeriments materials i energètics per realitzar aquest projecte són minimalistes.
L’únic que hem de tenir en compte a l’hora d’avaluar l’impacte ambiental és el consum
energètic de l’ordinador durant les hores de feina. Tenint en compte que s’ha estimat
que l’ordinador juntament amb el monitor consumeixen 0.25kW i hauran funcionat 627h
llavors el consum d’electricitat seria de 156.75kWh. Prenent per referència3 un mix
elèctric de 267, és a dir, que per generar un kWh d’energia s’emeten 267g de CO2,
llavors podem xifrar en 41.85kg la quantitat de total CO2 generada pel nostre projecte.
Resumint, valorem molt positivament la dimensió ambiental d’aquest projecte ja que
l’impacte negatiu en el medi ambient és mínim. A més, les funcionalitats de l’analitzador
permetran la creació de codi més eficient fet que reduïrà la consumició elèctrica de les
màquines que l’executin.
3segons l’Oficina Catalana del canvi climàtic en un estudi realitzat l’any 2014
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9.3.4 Dimensió social
L’impacte social del projecte pot ser especialment benefició en entorns acadèmics. Creiem
que el fet que sigui capaç de traduir molts tipus de definicions recursives (que un progra-
mador novell acostuma a fer) a funcions d’ordre superiior pot ajudar molt en el procés
d’aprenentatge. En el cas d’un jutge en línia com el Jutge.org es podria per implementar
múltples funcionalitats, com per exemple, evitar que s’acceptin solucions amb funcions
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(declare-fun c0 () Int)
(declare-fun c1 () Int)
(declare-fun c2 () Int)
(declare-fun lam0_0 () Int)
(declare-fun lam0_1 () Int)
(declare-fun lam0_2 () Int)
(declare-fun lam0_3 () Int)
(assert (<= (- lam0_0) 0))
(assert (<= (- lam0_1) 0))
(assert (<= (- lam0_2) 0))
(assert (<= (- lam0_3) 0))
(assert (= (+ (- lam0_0) lam0_1 lam0_2 lam0_3) 1))
(assert (= (+ (- lam0_1) (- lam0_3)) 0))
(assert (= (+ (- lam0_2) lam0_3) (- c1)))
(declare-fun lam1_0 () Int)
(declare-fun lam1_1 () Int)
(declare-fun lam1_2 () Int)
(declare-fun lam1_3 () Int)
(assert (<= (- lam1_0) 0))
(assert (<= (- lam1_1) 0))
(assert (<= (- lam1_2) 0))
(assert (<= (- lam1_3) 0))
(assert (= (+ (- lam1_0) lam1_1 lam1_2 lam1_3) (- c0)))
(assert (= (+ (- lam1_1) (- lam1_3)) (- c1)))
(assert (= (+ (- lam1_2) lam1_3) (- c2)))
(declare-fun lam2_0 () Int)
(declare-fun lam2_1 () Int)
(declare-fun lam2_2 () Int)
(declare-fun lam2_3 () Int)
(assert (<= (- lam2_0) 0))
(assert (<= (- lam2_1) 0))
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(assert (<= (- lam2_2) 0))
(assert (<= (- lam2_3) 0))
(assert (= (+ (- lam2_0) lam2_1 lam2_2) 1))
(assert (= (+ (- lam2_1) lam2_3) (- c2)))
(assert (= (+ (- lam2_2) (- lam2_3)) 0))
(declare-fun lam3_0 () Int)
(declare-fun lam3_1 () Int)
(declare-fun lam3_2 () Int)
(declare-fun lam3_3 () Int)
(assert (<= (- lam3_0) 0))
(assert (<= (- lam3_1) 0))
(assert (<= (- lam3_2) 0))
(assert (<= (- lam3_3) 0))
(assert (= (+ (- lam3_0) lam3_1 lam3_2) (- c0)))
(assert (= (+ (- lam3_1) lam3_3) (- c1)))
(assert (= (+ (- lam3_2) (- lam3_3)) (- c2)))
(check-sat)








B B TIPUS DE NODES DE L’AST I LA SEVA DESCRIPCIÓ
Apèndix B Tipus de nodes de l’AST i la seva descripció
ImportDecl - An import declaration.
SrcLoc - A single position in the source.
TypeDecl - A type declaration
DataDecl - A data OR newtype declaration
TypeSig - A type signature declaration
FunBind - A set of function binding clauses
PatBind - A pattern binding
Ident - varid or conid.
Symbol - varsym or consym
TyFun - function type
TyTuple - tuple type, possibly boxed
TyList - list syntax, e.g. [a], as opposed to [] a
TyApp - application of a type constructor
TyVar - type variable
TyCon - named type or type constructor
TyParen - type surrounded by parentheses
Boxed - Flag denoting whether a tuple is boxed or unboxed.
PVar - variable for patterns
PLit - literal constant
PInfixApp - pattern with an infix data constructor
PApp - data constructor and argument patterns
PTuple - tuple pattern
PList - list pattern
PParen - parenthesized pattern
PAsPat - @-pattern
PWildCard - wildcard pattern: _
Special - built-in constructor with special syntax
UnitCon - unit type and data constructor ()
ListCon - list type constructor []
FunCon - function type constructor ->
TupleCon - n-ary tuple type and data constructors (,) etc,
- possibly boxed (#,#)
Cons - list data constructor (:)
QVarOp - variable operator, can’t appear in declarations
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QConOp - constructor operator, can’t appear in delcarations
Match - Clauses of a function binding.
UnGuardedRhs - unguarded right hand side
GuardedRhss - guarded right hand side
GuardedRhs - A guarded right hand side | stmts = exp,
- or | stmts -> exp for case alternatives. The guard
- is a series of statements ended by a qualifier expression.
Qualifier - an exp by itself: in a do-expression, an action
- whose result is discarded; in a list comprehension
- and pattern guard, a guard expression
LetStmt - local bindings
Generator - a generator: pat <- exp
Var - variable for expressions
Con - data constructor
Lit - literalconstant
Char - character literal
String - string literal
Int - integer literal
Frac - floating point literal
InfixApp - infix application
App - ordinary application
NegApp - negation expression -exp (unary minus)
Lambda - lambda expression
Let - local declarations with let ... in ...
Binds - A binding group inside a let or where clause.
BDecls - An ordinary binding group
If - if exp then exp else exp
Case - case exp of alts
Do - do-expression: the last statement in the list
- should be an expression
Tuple - tuple expression
List - list expression
Paren - parenthesised expression
LeftSection - left section (exp qop)
RightSection - right section (qop exp)
EnumFrom - unbounded arithmetic sequence,
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- incrementing by 1: [from ..]
EnumFromTo - bounded arithmetic sequence,
- incrementing by 1 [from .. to]
EnumFromThen - unbounded arithmetic sequence,
- with first two elements given [from, then ..]
EnumFromThenTo - bounded arithmetic sequence,
- with first two elements given [from, then .. to]
ListCOmp - ordinary list comprehension
QualStmt - A general statement in a list comprehension
Alt - An alt alternative in a case expression.
Signless - signless literal pattern
Negative - negative literal pattern
VarOp - variable operator, can appear in declarations
ConOp - constructor operator, can appear in delcarations
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