Abstract. The paper is devoted to the problem of mixing for two-dimensional Navier-Stokes equations perturbed by an unbounded kick force. We develop the coupling approach suggested in [16] to show that any solution exponentially converges to the stationary measure in the dual Lipschitz norm. This property complements some earlier results established in [15] for the same model.
Introduction
Let D ⊂ R 2 be a bounded domain with smooth boundary ∂D. We consider the Navier-Stokes (NS) systeṁ u − ν∆u + (u, ∇)u + ∇p = η (t, x) , div u = 0, x ∈ D, (1.1)
where ν > 0 is the viscosity, u = u(t, x) is the velocity field, p = p(t, x) is the pressure, and η(t, x) is an external force. Equation (1.1) is supplemented with Dirichlet boundary condition
It is assumed that the right-hand side of (1.1) is a random process of the form As was shown in [14, 15] , the long-time behavior of solutions for Eqs. (1.1)-(1.3) can be described in terms of the following random dynamical system:
where u k = u(k, x) and S t is the resolving semi-group for the deterministic NS system (1.1), (1.2) with η ≡ 0. It is proved in [14, 15] that if the distribution of η k is sufficiently non-degenerate, then there is a unique stationary measure for (1.4). Moreover, the coupling approach suggested in [16, 17, 12] enabled one to establish exponential convergence of solutions for (1.1), (1.2) to the stationary measure on condition that the support of distribution of η k is bounded. The aim of this article is to show that a similar result holds in the general case. The problem of ergodicity for randomly forced two-dimensional NS system and other parabolic PDE's with different types of additive noise was intensively studied beginning with the paper [8] by Flandoli and Maslowski in 1995 (see [14, 2, 15, 16, 17, 19, 12] for discrete forcing and [6, 3, 7, 20, 11, 18] for white noise). We refer the reader to [18, 13] for a detailed discussion of the results and methods developed since then.
In this paper, we combine the coupling used in [16] with a stopping time technique that is often applied to establish exponential mixing for processes with unbounded phase space (see [1, 26] ). Without going into details, let us describe the main ideas. Let P k (u, Γ) be the transition function for a family of Markov chains in a Hilbert space H endowed with norm | · |. Suppose that we can construct a probability space Ω and a family Markov chains (U k , P U ), U k = (u k , u k ), in the direct product H = H ×H such that the distributions of u k and u k under the law P U , U = (u, u ), coincide with P k (u, ·) and P k (u , ·), respectively, and the following two properties hold:
}, where the minimum over an empty set is +∞. Then there is a subset B ⊂ H and a constant C > 0 such that, for U = (u, u ) ∈ B, we have
(ii) Let τ = min{k ≥ 0 : U k ∈ B}. Then there is γ > 0 such that
In this case, the difference P k (u, ·) − P k (u , ·), regarded as a signed measure in H, goes to zero in the dual Lipschitz norm · * L exponentially fast. (See Notation for the definition of · * L .) Indeed, it follows from (i) that, each time the process is in B, with probability ≥ 1 2 we have σ = +∞, which means that the difference ∆ k = |u k − u k | goes to zero exponentially fast. Let us consider a sequence of stopping times ρ k defined by the following rule. Let ρ 0 be the first hitting time of B (i.e., ρ 0 = τ ). With probability ≥ 1 2 , we have σ = +∞ for the chain starting from U ρ0 ,
