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Abstract
The electronic states near a surface or a domain wall in the px±ipy-wave superconductor are studied. This state
has been recently suggested as the superconducting state of Sr2RuO4. The px±ipy-wave paring state breaks the
time reversal symmetry and induces a magnetic field. The obtained temperature dependence of the magnetic field
is consistent with the observed µSR data.
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Studying unconventional superconductors has
become one of the most attractive problems in re-
cent condensed matter research. They include the
recently discovered Sr2RuO4 [1]. Triplet pairing
state of d(k)=(kx±iky)zˆ is suggested as the d-
vector [2]. Tunneling conductance for such paring
state has been examined finding that the conduc-
tance peak features related to the bound states
are very sensitive to the angle of the incidence
of the electron [3,4]. Recently we have studied
quasiparticle properties at the surface or domain
wall and reported that the local density of states
at the surface is constant and does not show any
peak-like or gap-like structure within the super-
conducting energy gap at low temperatures. While
at the domain wall it is v-shaped and contains a
small gap-like feature [5].
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The intrinsic magnetism in the superconducting
phase by µSR experiment indicates a pairing state
with broken time reversal symmetry [6]. The mag-
netic field in the superconducting phase can be in-
duced by surface, domain wall and impurity [7].
In this paper we examine the temperature depen-
dence of the magnetic field induced near the sur-
face and domain wall and compare them with the
µSR experiment. For this purpose we use the same
formulation as in our previous paper [5], which is
based on the quasi-classical formulation developed
by Schopohl et al. [8]. The spatial variation of the
order parameter and vector potential can be deter-
mined self-consistently. For simplicity we assume
a two-dimensional px+ipy state. In Fig. 1 we show
the magnetic field near a surface and a domain
wall which is formed between px−ipy and px+ipy
state. Near the Tc field maximum increases linearly
with the decreasing the temperature and it satu-
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Fig. 1. Induced magnetic field. Bc=Φ0/2
√
2piξ0λL, λL is
the London penetration depth and Φ0=h/2e. (a) Spatial
dependence at several temperatures. x is the distance from
the surface or domain wall scaled by ξ0=vF/pi∆(0), where
∆(0) is the magnitude of the bulk order parameter at T=0.
We chose a cutoff energy ωc=20Tc and κ=λL/ξ0=2.5. Tem-
peratures scaled by Tc are depicted. Bz is antisymmetric
under x↔−x for the domain wall. (b) Temperature depen-
dence of the maximum | Bz/Bc |.
rates at low temperatures. This temperature de-
pendence is qualitatively consistent with the µSR
experiment. In the surface case the energy level
of the bound state is estimated as ∆y(kF), where
∆y(kF) is the py-component of the order param-
eter with momentum kF. Therefore, bound states
in the region kFy< 0 are occupied and yielding a
spontaneous magnetic field, as long as they satisfy
the condition T<| ∆y(kF) |.
An interesting magnetic property appears in the
case of a px state. It has been pointed out that
midgap state gives rise to a paramagnetic response
[9–11]. Let us demonstrate it in the px state, which
is suggested in the presence of the strong magnetic
field in the x direction [12]. Figure 2 shows the spa-
tial dependence of the paramagnetic field in the z
direction. As it is studied in the d-wave case energy
level of the midgap state shifts to evFyAy, which
splits the zero bias conductance peak [10]. Here vFy
and Ay are the y-component of Fermi velocity and
vector potential, respectively. Note that Ay has
the opposite sign of Bext. Therefore, bound states
in kFy>0 region are occupied for a positive Bext
and it generates a magnetic field parallel to Bext.
Bound states satisfying T<| evFyAy | contribute
to the effect and the paramagnetic field rapidly de-
creases with the increase of temperature. In the
real case, a small py part can be induced by Bext.
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Fig. 2. Spatial dependence of the magnetic field near the
(1,0,0) surface for the px state at several temperatures.
A small external field Bext=0.01Bc is applied in the z
direction. Temperatures scaled by Tc are depicted.
The realized phase of the py component is such
that generates a surface current which induces a
filed parallel to Bext. This results in also the para-
magnetic response. Without the strong field in the
x direction, it is difficult to see this paramagnetic
response, since the occupied bound states are al-
ready asymmetric under kFy→−kFy and the state
is difficult to modify with a small external field in
the z direction.
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