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Abstract
As we know, the classical Neville’s algorithm is an e0ective method used to solve the interpolation problem
by polynomials. In this paper, we adopt the idea of the Neville’s algorithm to construct a kind of blending
rational interpolants via continued fractions. For a given set of support points, there are many ways to build
up the interpolation schemes, by which we mean that there are many choices to make to determine the initial
interpolants on subsets of support points and then update them step by step to form a solution to the full
interpolation problem. Numerical examples are given to show the advantage of our method and a multivariate
analogy is also discussed.
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1. Introduction
Let Xn = {xi; i = 0; 1; : : : ; n} be a set of real points which do not have to be distinct from one
another and let f(x) be a function de;ned on the set I(I ⊃ Xn). Then one may ;nd two polynomials
pM (x) =
∑M
i=0 aix
i and qN (x) =
∑N
i=0 bix
i with M + N = n such that the rational function R(x) =
pM (x)=qN (x) interpolates f(xi) over Xn, i.e.,
R(xi) =
pM (xi)
qN (xi)
= f(xi); xi ∈Xn:
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However, to obtain R(x), one usually has to solve a system of linear equations in n+ 2 unknowns
ai; i=0; 1; : : : ; M and bi; i=0; 1; : : : ; N: If one is only interested in ;nding a rational expression with
degrees of numerator and denominator polynomials bounded by [(n+ 1)=2] and [n=2], respectively,
where [x] denotes the greatest integer not exceeding x, then one can do it by means of the Thiele’s
continued fractions
Rn(x) = f(x0) +
x − x0|
|a1 +
x − x1|
|a2 + · · ·+
x − xn−1|
|an ;
where for i = 1; 2; : : : ; n
ai = [x0; x1; : : : ; xi]
is the inverse di0erence of f(x) at x0; x1; : : : ; xi, which can be computed recursively as follows:
[xi] = f(xi); i = 0; 1; : : : ; n;
[xi; xj] =
xi − xj
f(xi)− f(xj) ;
[xi; xj; xk] =
xk − xj
[xi; xk]− [xi; xj] ;
[xi; : : : ; xj; xk ; xl] =
xl − xk
[xi; : : : ; xj; xl]− [xi; : : : ; xj; xk] :
It is easy to verify
Rn(xi) = f(xi); i = 0; 1; : : : ; n:
2. Neville-like interpolation
As we see, Thiele’s continued fraction only provides us with a diagonal or subdiagonal rational
interpolant, which means that the numerator polynomial of the rational interpolant has the same
degree as or one degree higher than the denominator polynomial. Undoubtedly, the continued frac-
tion established on the whole set Xn largely reduces the Jexibility of the interpolation and lacks
interactivity in the sense that the interpolant is completely dominated by the original set of support-
ing points. To make up for this, it is helpful to review the Neville’s algorithm (see [6]), the essence
of which is to consider the interpolation problem ;rst in the subsets of support points and then keep
updating them in a proper way until the interpolant on the whole set is obtained.
Denote by Sl;n the set {xl; xl+1; : : : ; xn} which is a subset of Xn, then Xn= S0; n can be regarded as
the union of two subsets S0; n−1 and S1; n which have the most elements in common. Similarly, the
sets S0; n−1 and S1; n can be further decomposed as follows:
S0; n−1 = S0; n−2 ∪ S1; n−1;
S1; n = S1; n−1 ∪ S2; n:
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Go on with the decomposition process, one may get a pyramid tableau as follows:
S0; n
S0; n−1 S1; n
S0; n−2 S1; n−1 S2; n
S0; n−3 S1; n−2 S2; n−1 S3; n
S0; n−4 S1; n−3 S2; n−2 S3; n−1 S4; n
...
...
...
...
...
The base of the above pyramid structure is composed of the following n two-element subsets:
S0;1 S1;2 S2;3 : : : Sn−1; n:
For convenience, we call the set S0; n at the top of the pyramid the mother set and call the subsets
S0; n−1 and S1; n the ;rst o0springs, and in general we call the subsets S0;m−l; S1;m−l+1; : : : ; Sn−m+l;n the
(n−m+l)th o0springs. Now we explain how to make use of the pyramid structure to construct various
interpolants on the mother set. Notice that every o0spring may choose to generate two o0springs in
lower level or not, and if two neighbouring o0springs generate their respective o0springs in lower
level, then they must share one of them. Suppose that we have the (n− m+ l)th o0springs as the
;nal o0springs, then we assign to each o0spring Sl;m occurring in this level a Thiele’s continued
fraction
Rl;m(x) = f(xl) +
x − xl|
|[xl; xl+1] + · · ·+
x − xm−1|
|[xl; : : : ; xm]
which satis;es the interpolation property
Rl;m(xi) = f(xi); for xi ∈ Sl;m:
As we know, each o0spring must have its neighbours at the same level. Our policy is to yield new
interpolant in the upper level by the linear combination of the Thiele’s continued fractions assigned to
two neighboring o0springs. Suppose we have already got the Thiele’s continued fractions Ri;m−l+i(x)
and Ri+1;m−l+i+1(x) assigned to the neighboring o0springs Si;m−l+i and Si+1;m−l+i+1, respectively,
then the interpolant Ri;m−l+i+1(x) on their parent Si;m−l+i+1 can be obtained by the following linear
interpolation:
Ri;m−l+i+1(x) =
x − xi
xm−l+i+1 − xi Ri+1;m−l+i+1(x) +
xm−l+i+1 − x
xm−l+i+1 − xi Ri;m−l+i(x):
From
Ri;m−l+i(xj) = f(xj); j = i; i + 1; : : : ; m− l+ i
and
Ri+1;m−l+i+1(xj) = f(xj); j = i + 1; i + 2; : : : ; m− l+ i + 1;
it follows that
Ri;m−l+i+1(xj) = f(xj); j = i; i + 1; : : : ; m− l+ i + 1:
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The above mother–son structure can be illustrated as follows:
Si;m−l+i+1
Si;m−l+i Si+1;m−l+i+1
Repeating the above going-up procedures, we ;nally obtain the blending rational interpolant R0; n(x)
on the mother set S0; n.
It is not diLcult to understand that there are at least 2n−n choices to make to obtain the di0erent
interpolants on the mother set. In particular, if the pyramid is complete, by which we mean that the
pyramid is composed of n levels and all the n−m+ l+1 o0springs S0;m−l; S1;m−l+1; : : : ; Sn−m+l;n are
present at the (n−m+l)th level, then the base level of the pyramid is made up of S0;1; S1;2; : : : ; Sn−1; n.
Since the corresponding interpolants R0;1(x); R1;2(x); : : : ; Rn−1; n(x) on the base are all linear polyno-
mials, the ;nally obtained interpolant on the mother set in this case is an interpolating polynomial of
degree n and the method of solving such an interpolation problem is nothing but the very Neville’s
algorithm. Hence, the interpolation method developed here includes the Neville’s algorithm as its
special case and this is the reason why we call the method the Neville-like method which contributes
a vast amount of nonlinear interpolants based on continued fractions.
3. Numerical examples
In this section, we take a simple example to show how many choices we can make even if
four or ;ve support points are o0ered. Let f(x) = cot x; X4 = {x0; x1; x2; x3}= {0:1; 0:2; 0:3; 0:4} and
put the prescribed values of f(x) at the support abscissas xi into Table 1. We hope to ;nd out the
approximate values of f(0:15); f(0:25) and f(0:35). According to the Neville-like method illustrated
in the preceding section, one can yield the following schemes for interpolants.
Scheme 1: No o0springs
R0;3(x) = f(x0) +
x − x0|
|[x0; x1] +
x − x1|
|[x0; x1; x2] +
x − x2|
|[x0; x1; x2; x3] :
Scheme 2: With two-level complete pyramid
S0;3
S0;2 S1;3
the Neville-like method proceeds as follows:
R0;2(x) = f(x0) +
x − x0|
|[x0; x1] +
x − x1|
|[x0; x1; x2] ;
Table 1
Prescribed values
x x0 = 0:1 x1 = 0:2 x2 = 0:3 x3 = 0:4
f(x) 9.96664 4.93315 3.23273 2.36522
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R1;3(x) = f(x1) +
x − x1|
|[x1; x2] +
x − x2|
|[x1; x2; x3] ;
R0;3(x) =
x − x0
x3 − x0 R1;3(x) +
x3 − x
x3 − x0 R0;2(x):
Scheme 3: With three-level right pyramid
S0;3
S0;2 S1;3
S1;2 S2;3
the Neville-like method proceeds as follows:
R0;2(x) = f(x0) +
x − x0|
|[x0; x1] +
x − x1|
|[x0; x1; x2] ;
R1;2(x) = f(x1) +
x − x1|
|[x1; x2] ;
R2;3(x) = f(x2) +
x − x2|
|[x2; x3] ;
R1;3(x) =
x − x1
x3 − x1 R2;3(x) +
x3 − x
x3 − x1 R1;2(x);
R0;3(x) =
x − x0
x3 − x0 R1;3(x) +
x3 − x
x3 − x0 R0;2(x):
Scheme 4: With three-level left pyramid
S0;3
S0;2 S1;3
S0;1 S1;2
the Neville-like method proceeds as follows:
R1;3(x) = f(x1) +
x − x1|
|[x1; x2] +
x − x2|
|[x1; x2; x3] ;
R0;1(x) = f(x0) +
x − x0|
|[x0; x1] ;
R1;2(x) = f(x1) +
x − x1|
|[x1; x2] ;
R0;2(x) =
x − x0
x2 − x0 R1;2(x) +
x2 − x
x2 − x0 R0;1(x);
R0;3(x) =
x − x0
x3 − x0R1;3(x) +
x3 − x
x3 − x0 R0;2(x):
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Table 2
Numerical results I
x 0.15 0.25 0.35
f(x) 6.61659 3.91632 2.73951
R0;3(x) (Scheme 1) 6.61646 3.91634 2.73949
R0;3(x) (Scheme 2) 6.61655 3.91636 2.73942
R0;3(x) (Scheme 3) 6.53445 3.94655 2.70318
R0;3(x) (Scheme 4) 6.95911 3.79238 2.88735
R0;3(x) (Scheme 5) 6.87700 3.82257 2.85112
Scheme 5: With three-level complete pyramid
S0;3
S0;2 S1;3
S0;1 S1;2 S2;3
the Neville-like method reduces to the Neville algorithm
R0;1(x) = f(x0) +
x − x0|
|[x0; x1] ;
R1;2(x) = f(x1) +
x − x1|
|[x1; x2] ;
R2;3(x) = f(x2) +
x − x2|
|[x2; x3] ;
R0;2(x) =
x − x0
x2 − x0 R1;2(x) +
x2 − x
x2 − x0 R0;1(x);
R1;3(x) =
x − x1
x3 − x1 R2;3(x) +
x3 − x
x3 − x1 R1;2(x);
R0;3(x) =
x − x0
x3 − x0 R1;3(x) +
x3 − x
x3 − x0 R0;2(x):
Clearly, the ;nally obtained interpolant R0;3(x) in Scheme 5 is a cubic polynomial interpolant. Listed
in Table 2 are the numerical results of di0erent schemes. The numerical results show that Schemes
1 and 2 o0er much better approximation to f(x) at x = 0:15; 0:25 and 0.35 than other schemes.
With the same function, if one adds a new support abscissas x4 = 0:5, i.e., one takes the mother
set X5={0:1; 0:2; 0:3; 0:4; 0:5}, then one has 18 di0erent schemes to choose. The topological structure
of the 18 schemes are demonstrated below.
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Scheme 1: No o0springs
S0;4
Scheme 2: Two-level complete pyramid
S0;4
S0;3 S1;4
Scheme 3: Three-level left pyramid
S0;4
S0;3 S1;4
S0;2 S1;3
Scheme 4: Three-level right pyramid
S0;4
S0;3 S1;4
S1;3 S2;4
Scheme 5: Three-level complete pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
Scheme 6: Four-level left–left pyramid
S0;4
S0;3 S1;4
S0;2 S1;3
S0;1 S1;2
Scheme 7: Four-level left–right pyramid
S0;4
S0;3 S1;4
S0;2 S1;3
S1;2 S2;3
Scheme 8: Four-level left-complete pyramid
S0;4
S0;3 S1;4
S0;2 S1;3
S0;1 S1;2 S2;3
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Scheme 9: Four-level right–left pyramid
S0;4
S0;3 S1;4
S1;3 S2;4
S1;2 S2;3
Scheme 10: Four-level right–right pyramid
S0;4
S0;3 S1;4
S1;3 S2;4
S2;3 S3;4
Scheme 11: Four-level right-complete pyramid
S0;4
S0;3 S1;4
S1;3 S2;4
S1;2 S2;3 S3;4
Scheme 12: Four-level complete-left pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
S0;1 S1;2
Scheme 13: Four-level complete-middle pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
S1;2 S2;3
Scheme 14: Four-level complete-right pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
S2;3 S3;4
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Scheme 15: Four-level right-absent pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
S0;1 S1;2 S2;3
Scheme 16: Four-level middle-absent pyramid
S0;4
S0;3 S1;4
S0;2 (S1;3) S2;4
S0;1 S1;2 S2;3 S3;4;
where (S1;3) denotes that S1;3 has no o0springs in its lower level.
Scheme 17: Four-level left-absent pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
S1;2 S2;3 S3;4
Scheme 18: Four-level complete pyramid
S0;4
S0;3 S1;4
S0;2 S1;3 S2;4
S0;1 S1;2 S2;3 S3;4
Listed in Table 3 are the numerical results of the 18 di0erent interpolants R0;4(x) at x=0:15; 0:25; 0:35
and 0.45, respectively, by employing the above 18 schemes. The item NLC in Table 3 denotes the
number of linear combinations involved in various schemes. The numerical experiment seems to
show that the approximation e0ect provided by the schemes is inversely proportional to the numbers
of the linear combinations involved in the schemes.
4. Multivariate case
The Neville-like method can be generalized to the multivariate case. Given a set of two dimensional
points m;n={(xi; yj)|i=0; 1; : : : ; m; j=0; 1; : : : ; n} and suppose that f(x; y) is de;ned on D ⊃ m;n.
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Table 3
Numerical results II
x 0.15 0.25 0.35 0.45 NLC
f(x) 6.61659 3.91632 2.73951 2.07016
R0;4(x) (Scheme 1) 6.61662 3.91631 2.73951 2.07015 0
R0;4(x) (Scheme 2) 6.61663 3.91631 2.73952 2.07015 1
R0;4(x) (Scheme 3) 6.61679 3.91630 2.73952 2.07015 2
R0;4(x) (Scheme 4) 6.61631 3.91634 2.73950 2.07017 2
R0;4(x) (Scheme 5) 6.61648 3.91633 2.73951 2.07017 3
R0;4(x) (Scheme 6) 6.91653 3.83881 2.79500 1.96934 3
R0;4(x) (Scheme 7) 6.54486 3.93519 2.72590 2.09499 3
R0;4(x) (Scheme 8) 6.84459 3.85770 2.78138 1.99418 4
R0;4(x) (Scheme 9) 6.54438 3.93524 2.72588 2.09501 3
R0;4(x) (Scheme 10) 6.64286 3.90916 2.74475 2.06051 3
R0;4(x) (Scheme 11) 6.57092 3.92805 2.73113 2.08536 4
R0;4(x) (Scheme 12) 6.91621 3.83884 2.79499 1.96935 4
R0;4(x) (Scheme 13) 6.47261 3.95412 2.71227 2.11985 4
R0;4(x) (Scheme 14) 6.64302 3.90914 2.74476 2.06051 4
R0;4(x) (Scheme 15) 6.77234 3.87663 2.76774 2.01904 5
R0;4(x) (Scheme 16) 6.94275 3.83165 2.80024 1.95970 5
R0;4(x) (Scheme 17) 6.49915 3.94693 2.71752 2.11020 5
R0;4(x) (Scheme 18) 6.79888 3.86944 2.77299 2.00939 6
For convenience, we write m;n as the following form of matrix:
m;n =


(x0; y0) (x1; y0) · · · (xm; y0)
(x0; y1) (x1; y1) · · · (xm; y1)
...
...
. . .
...
(x0; yn) (x1; yn) · · · (xm; yn)


and denote
(r; s; u; v) =


(xr; yu) (xr+1; yu) · · · (xs; yu)
(xr; yu+1) (xr+1; yu+1) · · · (xs; yu+1)
...
...
. . .
...
(xr; yv) (xr+1; yv) · · · (xs; yv)


:
Similarly we call m;n = (0; m; 0; n) the mother matrix, which may generate its o0springs in the
following way:
(0; m; 0; n)
=(0; m− 1; 0; n) ∪(1; m; 0; n)
=(0; m− 1; 0; n− 1) ∪(0; m− 1; 1; n) ∪(1; m; 0; n− 1) ∪(1; m; 1; n)
= · · ·
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Denote by Rr;s;u;v(x; y) the bivariate interpolant to f(x; y) over (r; s; u; v), then Rr;s;u;v(x; y) can
be Newton interpolation polynomials [10], Thiele’s branched continued fractions [1–3,5], Thiele–
Newton’s rational interpolant [7] or Newton–Thiele’s rational interpolant [8]. Let us sum up all the
four interpolants over m;n as follows:
Case 1: Newton interpolation polynomials
Rm;n(x; y) = a0(y) + (x − x0)a1(y) + · · ·+ (x − x0) · · · (x − xm−1)am(y)
and for i = 0; 1; : : : ; m
ai(y) = bi;0 + (y − y0)bi;1 + · · ·+ (y − y0) · · · (y − yn−1)bi;n;
where bi; j = b[x0; : : : ; xi;y0; : : : ; yj] is the divided di0erence of f(x; y) at the set of two dimensional
points {x0; : : : ; xi} × {y0; : : : ; yj} which is computed by the following recursive formulae:
b[x;y] = f(x; y); ∀(x; y)∈D;
b[xi;yp; yq] =
b[xi;yq]− b[xi;yp]
yq − yp ;
b[xi;y0; : : : ; yj] =
b[xi;y0; : : : ; yj−2; yj]− b[xi;y0; : : : ; yj−2; yj−1]
yj − yj−1 ;
b[x0; : : : ; xi;yj] =
b[x0; : : : ; xi−2; xi;yj]− b[x0; : : : ; xi−2; xi−1;yj]
xi − xi−1 ;
b[x0; : : : ; xi;y0; : : : ; yj] =
b[x0; : : : ; xi;y0; : : : ; yj−2; yj]− b[x0; : : : ; xi;y0; : : : ; yj−1]
yj − yj−1 :
Case 2: Newton–Thiele’s blending rational interpolants
Rm;n(x; y) = c0(y) + (x − x0)c1(y) + · · ·+ (x − x0) · · · (x − xm−1)cm(y)
and for i = 0; 1; : : : ; m
ci(y) = di;0 +
y − y0|
|di;1 + · · ·+
y − yn−1|
|di;n ;
where di; j = d[x0; : : : ; xi;y0; : : : ; yj] is the blending di0erence of Newton–Thiele type of f(x; y) at
the set of two dimensional points {x0; : : : ; xi} × {y0; : : : ; yj} which is computed by the following
recursive formulae:
d[x;y] = f(x; y); ∀(x; y)∈D;
d[xi;yp; yq] =
yq − yp
d[xi;yq]− d[xi;yp] ;
d[xi;y0; : : : ; yj] =
yj − yj−1
d[xi;y0; : : : ; yj−2; yj]− d[xi;y0; : : : ; yj−2; yj−1] ;
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d[x0; : : : ; xi;yj] =
d[x0; : : : ; xi−2; xi;yj]− d[x0; : : : ; xi−2; xi−1;yj]
xi − xi−1 ;
d[x0; : : : ; xi;y0; : : : ; yj] =
yj − yj−1
d[x0; : : : ; xi;y0; : : : ; yj−2; yj]− d[x0; : : : ; xi;y0; : : : ; yj−2; yj−1] :
Case 3: Thiele–Newton’s blending rational interpolants
Rm;n(x; y) = g0(y) +
x − x0|
|g1(y) + · · ·+
x − xm−1|
|gm(y)
and for i = 0; 1; : : : ; m
gi(y) = hi;0 + (y − y0)hi;1 + · · ·+ (y − y0) · · · (y − yn−1)hi;n;
where hi; j = h[x0; : : : ; xi;y0; : : : ; yj] is the blending di0erence of Thiele–Newton type of f(x; y) at
the set of two-dimensional points {x0; : : : ; xi} × {y0; : : : ; yj} which is computed by the following
recursive formulae:
h[x;y] = f(x; y);∀(x; y)∈D;
h[xi;yp; yq] =
h[xi;yq]− h[xi;yp]
yq − yp ;
h[xi;y0; : : : ; yj] =
h[xi;y0; : : : ; yj−2; yj]− h[xi;y0; : : : ; yj−2; yj−1]
yj − yj−1 ;
h[x0; : : : ; xi;yj] =
xi − xi−1
h[x0; : : : ; xi−2; xi;yj]− h[x0; : : : ; xi−2; xi−1;yj] ;
h[x0; : : : ; xi;y0; : : : ; yj] =
h[x0; : : : ; xi;y0; : : : ; yj−2; yj]− h[x0; : : : ; xi;y0; : : : ; yj−1]
yj − yj−1 :
Case 4: Thiele’s branched continued fractions
Rm;n(x; y) = t0(y) +
x − x0|
|t1(y) + · · ·+
x − xm−1|
|tm(y)
and for i = 0; 1; : : : ; m
ti(y) = ui;0 +
y − y0|
|ui;1 + · · ·+
y − yn−1|
|ui;n ;
where ui; j = u[x0; : : : ; xi;y0; : : : ; yj] is the bivariate inverse di0erence of f(x; y) at the set of two-
dimensional points {x0; : : : ; xi}×{y0; : : : ; yj} which is computed by the following recursive formulae:
u[x;y] = f(x; y); ∀(x; y)∈D;
u[xi;yp; yq] =
yq − yp
u[xi;yq]− u[xi;yp] ;
J. Tan, P. Jiang / Journal of Computational and Applied Mathematics 163 (2004) 219–232 231
u[xi;y0; : : : ; yj] =
yj − yj−1
u[xi;y0; : : : ; yj−2; yj]− u[xi;y0; : : : ; yj−2; yj−1] ;
u[x0; : : : ; xi;yj] =
xi − xi−1
u[x0; : : : ; xi−2; xi;yj]− u[x0; : : : ; xi−2; xi−1;yj] ;
u[x0; : : : ; xi;y0; : : : ; yj] =
yj − yj−1
u[x0; : : : ; xi;y0; : : : ; yj−2; yj]− u[x0; : : : ; xi;y0; : : : ; yj−1] :
Bivariate analogue of the Neville-like method may be demonstrated as follows. Suppose that
(r; s− 1; u; v); (r+1; s; u; v); (r; s; u; v− 1); (r; s; u+1; v) are some four neighboring o0springs
of (r; s; u; v) and the corresponding interpolants Rr;s−1;u;v(x; y); Rr+1; s;u;v(x; y); Rr; s;u;v−1(x; y) and
Rr;s;u+1; v(x; y) have already been worked out according to one of the above four cases, then we can
obtain the interpolant Rr;s;u;v(x; y) on (r; s; u; v) via one of the following linear combinations:
Rr;s;u;v(x; y) =
x − xr
xs − xr Rr+1; s;u;v(x; y) +
xs − x
xs − xr Rr; s−1;u;v(x; y)
or
Rr;s;u;v(x; y) =
y − yu
yv − yu Rr;s;u+1; v(x; y) +
yv − y
yv − yuRr;s;u;v−1(x; y):
Clearly, the platform for interpolants in two-dimensional case contains much more plentiful choices
than univariate one. Roughly estimated, at least 3(2m−m)(2n−n) di0erent interpolants are available
for choices.
5. Conclusion
There is no doubt that the Neville-like method via continued fractions provides us with amazing
number of various interpolants. However it is a challenging problem to ;nd out the best one among
all the interpolants available for choice. From the numerical experiments in Tables 2 and 3, one
acquires some perceptual knowledge, but this perception is far from enough for one to come to the
stage of rational knowledge. An evaluation mechanism is still to be worked out for the judgement
of the e0ect of the approximation. We conclude this paper by pointing out that it is not diLcult to
generalize the Neville-like method to vector-valued case [4,9] or matrix-valued case [11].
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