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LIOUVILLE-TYPE RESULTS IN EXTERIOR DOMAINS FOR RADIAL
SOLUTIONS OF FULLY NONLINEAR EQUATIONS
Giulio GALISE, Alessandro IACOPETTI, Fabiana LEONI
Abstract. In this paper we give necessary and sufficient conditions for the existence of pos-
itive radial solutions for a class of fully nonlinear uniformly elliptic equations posed in the
complement of a ball in RN , and equipped with homogeneous Dirichlet boundary conditions.
1. Introduction
Let B be any ball in RN and let 0 < λ ≤ Λ. The aim of this paper is to detect the optimal
conditions on the exponent p > 1 for the existence of positive radial solutions of the fully nonlinear
exterior Dirichlet problem {
−F(D2u) = up in RN \B,
u = 0 on ∂B,
(1.1)
where F is either one of the Pucci’s extremal operators M±λ,Λ, defined respectively as
M−λ,Λ(X) := inf
λI≤A≤ΛI
tr(AX) = λ
∑
µi>0
µi + Λ
∑
µi<0
µi
M+λ,Λ(X) := sup
λI≤A≤ΛI
tr(AX) = Λ
∑
µi>0
µi + λ
∑
µi<0
µi
µ1, . . . , µN being the eigenvalues of any squared symmetric matrix X.
Pucci’s extremal operators, acting as barriers in the whole class of operators with fixed ellip-
ticity constants λ ≤ Λ, are the prototype of fully nonlinear uniformly elliptic operators which
play a crucial role in the regularity theory for fully nonlinear elliptic equations, see [3].
We recall that if Λ = λ, both Pucci’s operators reduce, up to a multiplicative factor, to the
Laplace operator. Thus, the well-known Lane-Emden-Fowler equation −∆u = up is included as
a very special case of the problems we are considering.
Associated with the operators M±λ,Λ, there are the dimension like parameters
N˜− : = Λλ (N − 1) + 1 for M−λ,Λ ,
N˜+ : =
λ
Λ (N − 1) + 1 for M+λ,Λ ,
which have been proved in some previously studied cases to play a key role in existence results
for fully nonlinear equations. Let us emphasize that one has always N˜+ ≤ N ≤ N˜−, and the
equalities hold true if and only if Λ = λ.
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LIOUVILLE-TYPE RESULTS 2
The case of entire supersolutions has been considered in [4] , where it has been proved that
∃u > 0 , −M±λ,Λ(D2u) ≥ up in RN ⇐⇒ p >
N˜±
N˜± − 2
,
meaning that, in particular, positive supersolutions never exist if N˜± ≤ 2. In the sequel, we will
always assume that N˜± > 2.
The same threshold has been proved in [1] to be optimal for the existence of solutions in any
exterior domain, that is
∃u > 0 , −M±λ,Λ(D2u) = up in RN \K ⇐⇒ p >
N˜±
N˜± − 2
,
where K ⊂ RN is any nonempty compact set. In the above results, supersolutions are meant in
the viscosity sense and no symmetry property on u is required.
In the present paper we are concerned with solutions of the equation satisfying further ho-
mogeneous Dirichlet boundary conditions. By elliptic regularity theory, it is not restrictive to
consider classical solutions of problem (1.1), that are C2 functions satisfying pointwise the equa-
tion as well as the boundary condition. In its full generality, that is without assuming radial
symmetry of the solutions, the problem is completely open, and also in the semilinear case (i.e.
when Λ = λ) few results are known for solutions of exterior Dirichlet problems, see e.g. [6] where
solutions are constructed as perturbations of radial solutions. Our results, limited to radially
symmetric solutions, may hopefully contribute to tackle the general fully nonlinear problem.
In the radial setting, the existence of entire positive solutions has been studied in [10], where
it has been proved that there exist two critical exponents p∗+ and p
∗
− associated with M+λ,Λ and
M−λ,Λ respectively, such that
∃u radial, u > 0 , −M±λ,Λ(D2u) = up in RN ⇐⇒ p ≥ p∗± .
Unfortunately, the dependence of the radial critical exponents on the effective dimensions is not
explicitly known. The radial critical exponents are proved in [10] to satisfy, when λ < Λ, the
strict inequalities
N˜− + 2
N˜− − 2
< p∗− <
N + 2
N − 2 < p
∗
+ <
N˜+ + 2
N˜+ − 2
.
Note that the above inequalities become equalities when Λ = λ. Thus, the critical exponents p∗±
play in the fully nonlinear radial setting the same role played in the semilinear case by the well
known Sobolev exponent N+2N−2 , with p
∗
+ (p
∗
−) being subcritical (respectively, supercritical) with
respect to the intrinsic dimensions. For an integral characterization of p∗±, as well as for sharp
estimates on entire critical solutions, we refer to [2].
Clearly, the analysis on the existence of entire positive radial solutions yields, as a by product,
the dual result on the existence of positive solutions of Dirichlet problems in balls, namely
∃u > 0 , −M±λ,Λ(D2u) = up in B, u = 0 on ∂B ⇐⇒ p < p∗± .
Note that, in this case, the radial symmetry of the solutions is not a restriction, since, by [5],
any positive solution in the ball is radial. The critical exponents p∗±, therefore, give the optimal
thresholds for the existence of positive solutions in balls and, as proved in [9], also in domains
sufficiently close to balls.
On the other hand, as recently proved in [8], for annular domains (radial) solutions exist for
any p > 1. More precisely, in [8] it has been proved that solutions of the initial value problems
for the ODEs associated with the equations −M±λ,Λ(D2u) = up give radial solutions in annular
domains provided that they have sufficiently large initial slope.
The results of the present paper, in a sense, complement the results of [8], since the exterior
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Dirichlet problem is the dual one of the Dirichlet problem in annuli for radial solutions. We in
particular prove here that a sufficiently large initial velocity is needed for having radial solutions
in annuli if and only if p > p∗±.
The results of the subsequent sections are summarized in the following theorem.
Theorem 1.1. There exist positive radial solutions of problem (1.1) if and only if p > p∗±.
Moreover, for any p > p∗±, problem (1.1) has a unique positive radial solution u
∗ satisfying
lim
r→+∞ r
N˜±−2u∗(r) = C > 0 , (1.2)
and infinitely many positive radial solutions u satisfying
lim
r→+∞ r
N˜±−2u(r) = +∞ . (1.3)
Borrowing the terminology currently used, the solution u∗ satisfying (1.2) will be referred to
as the fast decaying solution. As far as solutions u satisfying (1.3) are concerned, they will be
proved to satisfy either
lim
r→+∞ r
2
p−1 v(r) = c > 0 ,
in which case they will be called slow decaying solutions, or
0 < lim inf
r→+∞ r
2
p−1 v(r) < lim sup
r→+∞
r
2
p−1 v(r) < +∞ ,
in which case they will be named pseudo-slow decaying solutions (see [10]).
In the semilinear case, a proof of Theorem 1.1 can be found in [12]. For the fully nonlinear
case, it will be a straightforward consequence of the results proved in the next sections, where we
perform a careful analysis of the initial value problem for the ODE associated to radial solutions
of problem (1.1). Recalling that the eigenvalues of the Hessian matrix D2u of a smooth radial
function u = u(r) are nothing but u′′(r) (simple) and u
′(r)
r (with multiplicity N − 1), it is
not difficult to write the ODE satisfied by a radial solution of problem (1.1). However, since the
coefficients of the operatorsM±λ,Λ depend on the sign of the eigenvalues of the Hessian matrix, we
will obtain an ODE with discontinuous coefficients having jumps at the points where the solution
u changes its monotonicity and/or concavity. This feature of the fully nonlinear problem makes
the previous techniques developed for the semilinear case not directly applicable. In particular,
the Kelvin transform which reduces a supercritical exterior Dirichlet problem to a subcritical
Dirichlet problem in the punctured ball cannot be used.
We will essentially make use of the results of [10] for entire solutions, in particular of the
fact that the critical exponents are the only exponents for which the entire solutions are fast
decaying. Moreover, as in [10], we will take advantage of the Emden-Fowler trasformation
x(t) = r
2
p−1u(r), r = et,
which produces a new variable x(t) satisfying an autonomous equation. Despite the fact that
also the coefficients of the equation satisfied by x will have jumps at the points corresponding
to the changes of monotonicity and concavity of u, the phase-plane analysis of the trajectories
associated to the solution x will be repeatedly used.
A particularly delicate step in the proof of Theorem 1.1 will be the proof of the non existence
of solutions in the critical cases p = p∗±, as well as of the uniqueness of the fast decaying solutions,
which will be obtained by using different arguments forM+λ,Λ andM−λ,Λ. ForM−λ,Λ, we heavily
exploit the fact that p∗− >
N˜−+2
N˜−−2 and the proof relies on some properties of the solutions of
supercritical semilinear problems. ForM+λ,Λ, a different proof will be obtained as an application
of Gauss-Green Theorem in the phase-plane.
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Let us finally remark that the existence of positive solutions for exterior Dirichlet problems is
related to the existence or non-existence of sign changing radial solutions in balls or in the whole
space (see also Remark 5.2 in [8]). We plan to study in particular the asymptotic behavior of
sign changing solutions in balls in a forthcoming work.
The paper is organized as follows: the existence of positive radial solutions of (1.1) is proved
in Section 2; Section 3 is devoted to the nonexistence of nontrivial solutions when p is subcritical,
i.e. p < p∗±, while the critical cases p = p
∗
+ and p = p
∗
− are addressed respectively in Section 4 and
Section 5. In the last section we complete the proof of Theorem 1.1 by showing that problem (1.1)
has a unique fast decaying solution and infinitely many slow or pseudo-slow decaying solutions,
according to the initial slope.
2. Existence in the supercritical case p > p∗± for M±λ,Λ
In order to study the existence of solutions for problem (1.1), we can assume, without loss of
generality, that B is the unit ball of RN centered at the origin, by the invariance of the equation
with respect to translations and to the scaling u˜(x) := γ
2
p−1u(γx) for any γ > 0.
For any α > 0, let us introduce the initial value problem
u′′(r) = M+
(
−λ(N−1)r K+(u′)− up
)
for r > 1,
u(r) > 0 for r > 1,
u(1) = 0, u′(1) = α,
(2.1)
where
M+(s) :=
{
s/Λ if s ≥ 0,
s/λ if s < 0,
K+(s) :=
{
Λ
λ s if s ≥ 0,
s if s < 0.
A direct computation shows that u is a radial solution of problem (1.1) with F =M+λ,Λ if and
only if u satisfies (2.1) in (1,+∞) for some α > 0.
Analogously, a radial solution of (1.1) with F =M−λ,Λ is nothing but a global solution of
u′′(r) = M−
(
−Λ(N−1)r K−(u′)− up
)
for r > 1,
u(r) > 0 for r > 1,
u(1) = 0, u′(1) = α,
(2.2)
with
M−(s) :=
{
s/λ if s ≥ 0,
s/Λ if s < 0,
K−(s) :=
{
λ
Λs if s ≥ 0,
s if s < 0.
Theorem 2.1. If F =M+λ,Λ and p > p∗+ then (1.1) has a nontrivial radial solution.
If F =M−λ,Λ and p > p∗− then (1.1) has a nontrivial radial solution.
Proof. We write the proof for M+λ,Λ. Unless otherwise said, the proof for M−λ,Λ is obtained just
by exchanging λ with Λ.
Assume by contradiction that the thesis is false. Then, for any α > 0, the unique maximal
solution uα = uα(r) of the initial value problem (2.1) must vanish at some point ρα ∈ (1,+∞),
i.e. there exists ρα ∈ (1,+∞) such that uα(r) > 0 for r ∈ (0, ρα) and uα(ρα) = 0. From
[8, Lemma 2.1] we have that for any α > 0 there exists τα ∈ (1, ρα) such that u′α(r) > 0 for
r ∈ (1, τα), u′α(τα) = 0 and u′α(r) < 0 for r ∈ (τα, ρα). Moreover, one has necessarily u′′α < 0 in
[1, τα]. On the other hand, since we are assuming that uα(ρα) = 0, from Hopf Boundary Lemma
we infer that u′′α(ρα) > 0. Hence uα must change its concavity at least once in (τα, ρα).
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We claim that uα changes concavity exactly once. This can be seen by performing the Emden-
Fowler change of variable
xα(t) = r
βuα(r), r = e
t, (2.3)
where β := 2p−1 , and by studying in the phase-plane the trajectory γα(t) = (xα(t), x
′
α(t)). We
begin by observing that since uα ≥ 0 in [1, ρα) then xα : [0, log(ρα)) → [0,+∞) and thus the
trajectory lies in the right-half plane. Since uα(1) = 0 and u
′
α(r) > 0 for r ∈ [1, τα), then γα(0) =
(0, α) and γα(t) stays in the region above the half-line L := {(x, x′) ∈ R2 : x ≥ 0, x′ = βx},
until it crosses it for t = log(τα). For r > τα, u
′
α(r) < 0 and uα satisfies
u′′ = M+
(
−λ(N − 1)
r
u′ − up
)
. (2.4)
Hence for t > log(τα) the curve γα(t) lies under the half-line L and xα satisfies the following
autonomous ODE
x′′ = −β(β + 1)x+ (1 + 2β)x′ +M+(λ(N − 1)(βx− x′)− xp). (2.5)
Now, let us consider the curve
C :=
{
(x, x′) ∈ R2 : x ≥ 0, x′ = βx− x
p
λ(N − 1)
}
. (2.6)
It is easy to verify that C lies below L, L ∩ C = {(0, 0)}, and from (2.4) we infer that every
time that γα crosses (trasversally) C, this corresponds to a point where uα = uα(r) changes its
concavity.
Hence, since xα(log(ρα)) = 0, then γα must intersect C at least once. Moreover, by [10,
Lemma 3.1] it follows that γα crosses trasversally C exactly once before reaching the x
′-axis.
Therefore uα changes concavity exactly once. We denote by σα ∈ (τα, ρα) the unique point
for which uα = uα(r) changes concavity.
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Now we take the limit as α→ 0+. From [8, Lemma 3.1] we know that τα → +∞, uα(τα)→ 0.
In particular we have σα → +∞, ρα → +∞ as α→ 0+. Setting mα := uα(τα), we consider the
following rescaled function
u˜α(r) :=
1
mα
uα
(
r
m
p−1
2
α
)
, r ∈
[
m
p−1
2
α ,m
p−1
2
α ρα
]
.
For notational convenience we set τ˜α := m
p−1
2
α τα, σ˜α := m
p−1
2
α σα, ρ˜α := m
p−1
2
α ρα. Note that by
construction we have that u˜α is a radial solution to
−M+λ,Λ(D2u) = up in A˜α,
u > 0 in A˜α,
u = 0 on ∂A˜α,
(2.7)
where A˜α =
{
x ∈ RN : m
p−1
2
α < |x| < m
p−1
2
α ρα
}
.
Step 1: As α→ 0+ we have τ˜α → 0+.
Let us consider the functional E1 : [1, τα]→ R defined by
E1(r) :=
(u′α(r))
2
2
+
up+1α (r)
Λ(p+ 1)
.
By direct computation, exploiting the equation and taking into account that u′α ≥ 0, u′′α ≤ 0 in
[1, τα], we get that
E′1(r) = u
′
α(r) ·
{
− N˜−−1r u′α(r)−
(
1
λ − 1Λ
)
upα(r) if F =M+λ,Λ,
− N˜+−1r u′α(r) if F =M−λ,Λ.
In both cases we obtain that E′1(r) ≤ 0 for r ∈ [1, τα]. Therefore, E1(r) ≥ E1(τα) for any
r ∈ [1, τα], and thus we infer that
α2
2
= E1(1) ≥ E1(τα) = m
p+1
α
Λ(p+ 1)
(2.8)
and
u′α(r) ≥
√
2
Λ(p+ 1)
(
mp+1α − up+1α (r)
)
∀ r ∈ [1, τα].
Integrating between 1 and τα we get that∫ τα
1
u′α(r)√
mp+1α − up+1α (r)
dr ≥
√
2
Λ(p+ 1)
(τα − 1) . (2.9)
Performing the change of variable t = uα(r)mα we rewrite (2.9) as
1
m
p−1
2
α
∫ 1
0
1√
1− tp+1 dt ≥
√
2
Λ(p+ 1)
(τα − 1) . (2.10)
Now, since
∫ 1
0
1√
1−tp+1 dt ≤
∫ 1
0
1√
1−t2 dt =
pi
2 , from (2.8), (2.10) we deduce that
lim sup
α→0+
τ˜α ≤ pi
2
√
Λ(p+ 1)
2
.
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We claim that limα→0+ τ˜α = 0. Assume by contradiction that l := lim supα→0+ τ˜α > 0. Then,
up to a subsequence, τ˜α → l as α→ 0+. By standard elliptic estimates, up to a subsequence, we
have u˜α(r) → u˜(r) in C2loc(0, l), for some u˜ such that |u˜| ≤ 1. Observe that (rN˜−−1u˜′α(r))′ ≤ 0
for r ∈ [m
p−1
2
α , τ˜α]. Indeed since u˜
′′
α ≤ 0, u˜′α ≥ 0 in [m
p−1
2
α , τ˜α], we have that u˜α satisfies
−λu˜′′α − Λ (N−1)r u˜′α = u˜pα, which can be rewritten as −u˜′′α − (N˜−−1)r u˜′α = 1λ u˜pα and thus
(u˜′αr
N˜−−1)′ = − 1
λ
u˜pαr
N˜−−1 ≤ 0.
Hence the function u˜′α(r)r
N˜−−1 is non-negative and decreasing in [m
p−1
2
α , τ˜α]. Fix r0 ∈ (0, l),
ε ∈ (0, r0). For all sufficiently small α > 0 and for any r ∈ (ε, r0), we then have
u˜′α(r) ≥ u˜′α(r0)
r
N˜−−1
0
rN˜−−1
.
Integrating this relation, we infer that
u˜α(r)− u˜α(ε) ≥ w˜α(r0)
∫ r
ε
1
sN˜−−1
ds =
w˜α(r0)
N˜− − 2
(
1
εN˜−−2
− 1
rN˜−−2
)
.
Passing to the limit as α→ 0+, we conclude that for any r ∈ (ε, r0)
u˜(r)− u˜(ε) ≥ u˜
′(r0)r
N˜−−1
0
N˜− − 2
(
1
εN˜−−2
− 1
rN˜−−2
)
, (2.11)
which gives a contradiction because the left-hand side is bounded from above by 1 and the right-
hand side diverges to +∞ as ε→ 0+. The proof of Step 1 is complete.
Step 2: Up to a subsequence we have σ˜α → l, as α→ 0+, for some l ∈ (0,+∞).
We begin by proving the following inequality
σ˜α ≥
√
λ(p+ 1)
2
[
1−
(
N − 1
N
)1/p]
. (2.12)
To this end let us consider the energy functional E2 : [τα, ρα]→ R defined by
E2(r) =
(u′α(r))
2
2
+
uα(r)
p+1
λ(p+ 1)
.
From [8, Proposition 2.2] we know that E2 is monotone decreasing in [τα, ρα). In particular, it
follows that
(u′α(r))
2
2
≤ E2(r) ≤ E2(τα) = m
p+1
α
λ(p+ 1)
for any r ∈ [τα, σα],
and, taking into account that u′α ≤ 0 in [τα, σα], we obtain
−u
′
α(r)
mα
≤
√
2
λ(p+ 1)
m
p−1
2
α for any r ∈ [τα, σα].
Integrating between τα and σα we get
1− uα(σα)
mα
≤
√
2
λ(p+ 1)
m
p−1
2
α (σα − τα) . (2.13)
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On the other hand, we have
uα(σα)
mα
≤
(
N − 1
N
)1/p
. (2.14)
Indeed, since (u˜α)
′ ≤ 0 and (u˜α)′′ ≤ 0 in [τα, σα], then uα satisfies the ODE
− λ
(
u′′α +
(N − 1)
r
u′α
)
= upα (2.15)
and, therefore, (
rN−1u′α
)′
(r) = − 1
λ
rN−1upα(r) . (2.16)
Integrating (2.16) between τα and σα, we deduce that
−σN−1α u′α(σα) =
1
λ
∫ σα
τα
rN−1upα(r) dr
≤ 1
λ
mpα
(σNα − τNα )
N
≤ 1
Nλ
mpασ
N
α .
(2.17)
Now, since u′′α(σα) = 0, then, exploiting (2.15) for r = σα we get
(N − 1)
σα
u′α(σα) = −
upα(σα)
λ
(2.18)
and thus from (2.17), (2.18) we obtain
upα(σα)
λ(N − 1)σ
N
α ≤
1
Nλ
mpασ
N
α ,
which readily implies (2.14).
Finally, combining (2.13) and (2.14) we obtain (2.12).
From (2.12) we deduce that, up to a subsequence, as α→ 0+ we have either σ˜α → l, for some
l ∈ (0,+∞) or σ˜α → +∞. To conclude the proof of Step 2 we show that σ˜α → +∞ cannot
happen.
Assume by contradiction that for some sequence α → 0+ we have σ˜α → +∞. Since u˜α is
positive and concave in [τ˜α, σ˜α], from u˜α(τ˜α) = 1 we infer that
u˜α(r) ≥ σ˜α − r
σ˜α − τ˜α for any r ∈ [τ˜α, σ˜α]. (2.19)
Now if σ˜α → +∞, then the limit domain of u˜α is (0,+∞), and thus we obtain that u˜α → u˜ in
C2loc((0,+∞)), where u˜ is a radial solution of{
−M+λ,Λ(D2w) = wp in RN \ {0},
w ≥ 0 in RN \ {0}. (2.20)
Passing to the limit as α→ 0+ in (2.19) and using Step 1, we deduce that
u˜(r) ≥ 1 for any r ∈ (0,+∞).
On the other hand, since by construction u˜ ≤ 1, we conclude that u˜ ≡ 1 which is absurd because
u˜ solves (2.20). The proof of Step 2 is complete.
Step 3: As α→ 0+, we have ρ˜α → +∞.
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From (2.12) and Step 2, we know that for any subsequence, still denoted by α, either ρ˜α → k,
for some k ∈ [l,+∞), or ρ˜α → +∞ as α→ 0+. We show that the first possibility cannot occur.
Indeed, assume that for some sequence α → 0+ it holds ρ˜α → k, where k ∈ [l,+∞). By
construction and standard elliptic estimates, it follows that u˜α → u˜, where u˜ is in this case a
radial solution of 
−M+λ,Λ(D2w) = wp in Bk \ {0},
w ≥ 0 in Bk \ {0},
w = 0 on ∂Bk.
(2.21)
We claim that u˜ can be extended to a smooth non-trivial radial solution of (2.21) in the whole
ball Bk.
Indeed, by (2.15), we have that u˜α satisfies in [τ˜α, σ˜α]
−u˜′′α(r)−
N − 1
r
u˜′α(r) =
u˜pα(r)
λ
.
Thus (
rN−1u˜′α(r)
)′
= − 1
λ
rN−1u˜pα(r) ≥ −
1
λ
rN−1 . (2.22)
Now, integrating between τ˜α and r ∈ (τ˜α, σ˜α) we get
rN−1u˜′α(r) ≥ −
1
λN
(rN − τ˜Nα ),
which yields
u˜′α(r) ≥ −
1
λN
r for r ∈ (τ˜α, σ˜α). (2.23)
Integrating again between τ˜α and r ∈ (τ˜α, σ˜α) and taking into account that u˜α(τ˜α) = 1, we have
u˜α(r) ≥ 1− 1
2λN
r2 for r ∈ (τ˜α, σ˜α). (2.24)
Let us fix r ∈ (0, l). Then, up to a subsequence, taking the limit as α→ 0+ we infer that
1 ≥ u˜(r) ≥ 1− 1
2λN
r2,
which implies that
lim
r→0
u˜(r) = 1. (2.25)
Hence u˜ can be extended by continuity in 0 by the value u˜(0) = 1. Moreover, since u˜′α(r) ≤ 0 in
(τ˜α, σ˜α), from (2.23)we get that
|u˜′α(r)| ≤
r
λN
for any r ∈ (τ˜α, σ˜α).
Therefore, fixing r ∈ (0, l) and passing to the limit as α→ 0+, we get
|u˜′(r)| ≤ r
λN
(2.26)
which gives limr→0 u˜′(r) = 0. Summing up, we have proved that u˜ can be extended to a C1
radial function in Bk such that u˜(0) = 1, u˜
′(0) = 0. Now, the corresponding initial value problem
for radial solutions of −M+λ,Λ(D2v) = vp in Bk, which is of the form{
v′′(r) = M+
(
−λ(N−1)r K+(v′)− vp
)
for r > 0,
v(1) = 0, v′(1) = α,
(2.27)
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has a unique maximal smooth solution v. Therefore, since u˜ solves (2.21) and the C1 extension
of u˜ satisfies the initial conditions, then u˜ must coincide with v. From this discussion it follows
that u˜ is a smooth radial solution to
−M+λ,Λ(D2w) = wp in Bk,
w > 0 in Bk,
w = 0 on ∂Bk,
(2.28)
but since p > p∗+, (2.28) has only the trivial solution (see [10]), and this gives a contradiction.
The proof of Step 3 is complete.
Conclusion: By previous steps, we deduce that, up to a subsequence, as α → 0+, we have
u˜α → u˜ in C2loc((0,+∞)), where u˜ can be extended at the origin as a smooth positive radial
solution of
−M±λ,Λ(D2u) = up in RN . (2.29)
Moreover, by construction, u˜ = u˜(r) is radially decreasing, and convex for r > l.
If p ∈]p∗+, N˜++2N˜+−2 ] then it is known (see [10]) that (2.29) has only non-trivial radial pseudo-slow
decaying solutions, which are solutions changing concavity infinite times. This clearly gives a
contradiction because u˜ changes concavity exactly once.
On the other hand, if p > N˜++2
N˜+−2 , we can perform the Emden-Fowler transformation of u˜α,
that is x˜α(t) := e
2t
p−1 u˜α(e
t). We observe that for t ∈ [log(σ˜α), log(ρ˜α)), x˜α is solution of
x˜′′α(t) = −a˜x˜′α(t) + b˜x˜α(t)−
x˜α(t)
p
Λ
where a˜ = N˜+ − 2 − 2β, b˜ = β(N˜+ − 2 − β), β = 2p−1 . Therefore the energy functional
Eα : (log(m
(p−1)/2
α ), log(ρ˜α))→ R
Eα(t) :=
(x˜′α(t))
2
2
− b˜ x˜
2
α(t)
2
+
x˜p+1α (t)
Λ(p+ 1)
,
satisfies
E′α(t) = −a˜(x′α(t))2, for t > log(σ˜α).
Since we are assuming that p > N˜++2
N˜+−2 it follows that a˜ > 0 and thus Eα is monotone decreasing
for t ∈ (log(σ˜α), log(ρ˜α)). From this we infer that Eα(t) ≥ Eα(log(ρ˜α)) for t ∈ (log(σ˜α), log(ρ˜α)),
which gives
Eα(t) ≥ [x˜
′
α(log(ρ˜α))]
2
2
≥ 0. (2.30)
Now, since u˜α → u˜ in C2loc(0,+∞), up to a subsequence, as α → 0+ we have x˜α → x˜ in
C2loc(−∞,+∞), where x˜(t) = eβtu˜(et). Then, passing to the limit in (2.30) we deduce that
E(t) :=
(x˜′(t))2
2
− b˜ x˜
2(t)
2
+
x˜p+1(t)
Λ(p+ 1)
≥ 0, for t ∈ (log(l),+∞). (2.31)
On the other hand, from the results of [10], if p > N˜++2
N˜+−2 the only positive radial solutions of
(2.29) are slow decaying functions, i.e. (x˜(t), x˜′(t)) → (c∗, 0) as t → +∞, where c∗ = (Λb˜) 1p−1 .
Hence
lim
t→+∞E(t) = −b˜
(c∗)2
2
+
(c∗)p+1
Λ(p+ 1)
< 0
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which contradicts (2.31). The proof for F =M−λ,Λ is even simpler, since p∗− > N˜−+2N˜−−2 and thus,
for all p > p∗−, the energy functional Eα is monotone decreasing in (log(σ˜α), log(ρ˜α)). 
3. Non-existence in the subcritical case p < p+± for M±λ,Λ
Theorem 3.1. Problem (1.1) does not have any positive radial solution when F = M+λ,Λ and
1 < p < p∗+, or when F =M−λ,Λ and 1 < p < p∗−.
Proof. In view of [1], it is sufficient to prove the result for p > N±N±−2 . Let us consider F =M
+
λ,Λ.
The proof for F =M−λ,Λ is similar.
We will show that for any α > 0 the unique solution uα = uα(r) of (2.1) vanishes at some ρα > 1.
Consider the unique positive radial solution u = u(r) of{
−M+λ,Λ(D2u) = up in B,
u = 0 on ∂B,
(3.1)
whose existence is guaranteed by the assumption p < p∗+ (see [10, Theorem 5.1]). Performing
the Emden-Fowler change of variable (2.3) for u, we obtain a function x(t) > 0 for t ∈ (−∞, 0]
which is solution of 
x′′ + ax′ − bx+ xpλ = 0 if x′ > 2p−1x− x
p
λ(N−1)
x′′ + a˜x′ − b˜x+ xpΛ = 0 if x′ ≤ 2p−1x− x
p
λ(N−1)
x(0) = 0 ,
(3.2)
where a = N − 2− 2β, a˜ = N˜+ − 2− 2β, b = β(N − 2− β), b˜ = β(N˜+ − 2− β), β = 2p−1 . In the
phase-plane the trajectory γ(t) = (x(t), x′(t)) satisfies limt→−∞ γ(t) = (0, 0), γ(0) = (0, x′(0))
and it crosses the x-axis from the first quadrant to the fourth quadrant for some T0 < 0, with
x(T0) > c
∗ = (Λb˜)
1
p−1 , (c∗, 0) being the unique equilibrium point of the dynamical system (3.2)
in the right-half plane. Indeed, if γ(T0) = (x(T0), 0) lies in the region above the curve
x′ =
2
p− 1x−
xp
λ(N − 1) ,
then x(T0) ≥
(
2
p−1λ(N − 1)
) 1
p−1
> c∗. If, conversely, x(T0) <
(
2
p−1λ(N − 1)
) 1
p−1
, then, by
(3.2), b˜x(T0) − 1Λxp(T0) = x′′(T0) ≤ 0 and therefore x(T0) > c∗. From this we deduce that the
trajectory γ(t) and the x′-axis bound a closed region containing the equilibrium points (0, 0) and
(c∗, 0). Consider now γα(t) = (xα(t), x′α(t)), which is the trajectory relative to uα in the phase-
plane. It cannot intersect γ(t). Moreover it cannot approach neither the equilibrium points nor
a periodic orbit, since otherwise it should cross γ(t). This means that γ(t) must leave the fourth
quadrant in finite time, i.e. there exists ρα ∈ (1,+∞) such that uα(ρα) = 0 as desired.

4. Non-existence at the critical level p = p∗+ for M+λ,Λ
Theorem 4.1. If F =M+λ,Λ and p = p∗+ then (1.1) does not have any positive radial solution.
Proof. Let us assume by contradiction that (1.1) admits a positive radial solution. Then there
exists uα = uα(r) solution of (2.1) defined in [1,+∞). Applying the Emden-Fowler change of
variable (2.3) to uα we obtain a function xα = xα(t) and the corresponding trajectory in the
phase-plane γα(t) := (xα(t), x
′
α(t)), t ∈ [0,+∞) is such that γα(0) = (0, α). Let us also consider
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the trajectory γ∗(t) = (x∗(t), (x∗)′(t)), t ∈ (−∞,+∞), associated to the unique (up to scaling)
solution of
−M+λ,Λ(D2u) = up
∗
+ in RN .
By [10] we know that limt→±∞ γ∗(t) = (0, 0) and the support of γ∗ bounds a compact region
including the equilibrium point (c∗, 0) of the dynamical system (3.2) (with p = p∗+). Since γα
and γ∗ cannot intersect (apart from the origin), we infer that γ(t) cannot neither approach a
periodic orbit nor the equilibrium point (c∗, 0) and then γ(t) → (0, 0) as t → +∞. Hence both
γα(t) and γ
∗(t) belong to the fourth quadrant definitively and converge to the origin as t→ +∞.
For ε > 0 small enough, the vertical line Lε := {(x, x′) ∈ R2+ : x = ε} intersects exactly once
γα and γ
∗ in the fourth quadrant. Then there exist t∗ε and tα,ε such that
x∗(t∗ε) = ε = xα(tα,ε).
Consider the compact region D bounded by the closed piecewise smooth curve formed by the
trajectories γ∗(t) for t ≥ t∗ε, γα(t) for t ≥ tα,ε and the vertical segment joining γ∗(t∗ε) and γα(tα,ε).
Denoting by |D| the area of D and applying the Gauss-Green Theorem (with ∂D clock-wise
oriented) we infer that
|D| =
∫
∂D−
y dx =
∫ +∞
tα,ε
[x′α(t)]
2 dt+
∫ t∗ε
+∞
[(x∗(t))′]2 dt. (4.1)
Let us consider now the energy function
E(x, x′) :=
(x′)2
2
+
xp
∗
++1
Λ(p∗+ + 1)
− b˜x
2
2
.
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Since along the trajectories γ∗(t) and γα(t), for t ≥ t∗ε and t ≥ tα,ε respectively, we have
d
dt [E(γ
∗(t))] = −a˜[(x∗)′(t)]2 and ddt [E(γα(t))] = −a˜[x′α(t)]2 , we then obtain
|D| = 1
2a˜
[
(x′α(tα,ε))
2 − ((x∗)′(t∗ε))2
]
. (4.2)
Here we have used that x∗(t∗ε) = xα(tα,ε). Now, since p
∗
+ <
N˜++2
N˜+−2 , it holds that a˜ < 0, and
since we have x′α(tα,ε) < (x
∗)′(tε) < 0, then from (4.2) if follows that |D| < 0, which is clearly a
contradiction. 
Remark 4.2. The previous proof does not work for F =M−λ,Λ and p = p∗− because in this case
p∗− >
N˜−+2
N˜−−2 and thus a˜ > 0. In particular (4.2) does not give a contradiction.
5. Non-existence at the critical level p = p∗− for M−λ,Λ
Theorem 5.1. If F =M−λ,Λ and p = p∗− then (1.1) does not have any positive radial solution.
The proof of Theorem 5.1 will be given at the end of this section after some preliminary results
on solutions of semilinear equations.
Let ν ∈ (2,+∞). For any p > 1 and α > 0, let uα = uα(r) be the positive maximal solution
of the initial value problem{
u′′(r) + (ν − 1)u′(r)r + u
p(r)
λ = 0 for r > 1
u(1) = 0, u′(1) = α .
(5.1)
The function uα is defined on a maximal interval [1, ρα) with ρα ≤ +∞. If ρα < +∞ then
uα(ρα) = 0, otherwise uα(r) > 0 for any r > 1 and uα(r)→ 0 as r → +∞.
Set
D = {α ∈ (0,+∞) : ρα < +∞} .
The set D is nonempty (see e.g. [8, Proposition 3.2]) and open by the continuous dependence
on the initial data for (5.1). Let
α∗ = α∗(p) := inf D. (5.2)
In the next proposition, the behavior as r → +∞ of the solutions uα is analyzed. If ν = N
is an integer, then we recover the well known results (see e.g. [12]) about radial solutions of the
semilinear exterior Dirichlet problem{
−∆u = up in RN \B,
u = 0 on ∂B
in the case they exist, i.e. in the supercritical regime p > N+2N−2 . For the sake of completeness, we
include a (different) proof.
Proposition 5.2. Let p > ν+2ν−2 . Then
(i) α∗ > 0;
(ii) if α > α∗ then ρα < +∞;
(iii) ρα∗ = +∞ and lim
r→+∞ r
ν−2uα∗(r) = C, for some positive constant C;
(iv) if α < α∗ then ρα = +∞ and lim
r→+∞ r
2
p−1uα(r) = c, for some positive constant c.
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Proof. (i). By contradiction let us assume α∗ = 0. Then there is a sequence αn ∈ D such that
αn → 0 and ραn →∞ as n→ +∞. We argue as in the proof of Theorem 2.1, by considering
u˜αn(r) =
1
mαn
uαn
(
r
m
p−1
2
αn
)
, r > m
p−1
2
αn ,
with mαn = uαn(ταn) = max[1,ραn ] uαn . We then have τ˜αn = m
p−1
2
αn ταn → 0 as n → +∞ and
ρ˜αn = m
p−1
2
αn ραn is bounded from below by a positive constant. Let us show that ρ˜αn → +∞.
If not, up to a subsequence, ρ˜αn → k ∈ (0,+∞) and, again as in the proof of Theorem 2.1,
u˜αn → u˜ in C1loc(0, k) with{
u˜′′(r) + (ν − 1) u˜′(r)r + u˜
p(r)
λ = 0 for r > 0
u˜(0) = 1, u˜′(0) = 0, u˜(k) = 0 .
On the other hand, the Pohozaev identity
rν
(u˜′)2(r)
2
+ rν
(u˜)p+1(r)
λ(p+ 1)
+
ν − 2
2
rν−1u˜(r)u˜′(r) =
1
λ
(
ν
p+ 1
− ν − 2
2
)∫ r
0
sν−1u˜p+1 ds
leads to a contradiction for r = k, since νp+1 − ν−22 < 0 in view of the assumption p > ν+2ν−2 .
Hence ρ˜αn → +∞ and u˜αn converges in C2loc(0,+∞) to u˜, with{
u˜′′(r) + (ν − 1) u˜′(r)r + u˜
p(r)
λ = 0 for r > 1
u˜(0) = 1, u˜′(0) = 0 .
(5.3)
In the phase-plane x˜αn(t)→ x˜(t) as n→ +∞, the convergence being C2loc(−∞,+∞). Moreover
x˜αn and x˜ are solution (respectively for t ∈
(
log(m
p−1
2
αn ), log(ρ˜αn)
)
and t ∈ (−∞,+∞)) of
x′′(t) + ax′(t)− bx(t) + x
p(t)
λ
= 0
where a = ν − 2− 2β and b = β(ν − 2− β), β = 2p−1 . Since p > ν+2ν−2 , then a > 0 and the energy
functions
E˜αn(t) =
(x˜′αn)
2
2
− b x˜
2
αn
2
+
x˜p+1αn
λ(p+ 1)
E˜(t) =
(x˜′)2
2
− b x˜
2
2
+
x˜p+1
λ(p+ 1)
are monotone decreasing. Hence
E˜αn(t) > E˜αn(log(ρ˜αn)) ≥ 0 ∀ t ∈
(
log(m
p−1
2
αn ), log(ρ˜αn)
)
(5.4)
and
E˜(t) < lim
t→−∞ E˜(t) = 0 ∀ t ∈ (−∞,+∞). (5.5)
Since E˜αn(t)→ E˜(t) for any fixed t ∈ R, this leads to a contradiction.
(ii). Let α > α∗. Take α¯ ∈ D such that α¯ ∈ (α∗, α) and consider in the phase-plane the trajectory
γα¯(t) = (xα¯(t), x
′
α¯(t)). By construction we have γα¯(0) = (0, α¯), γα¯(log(ρα¯)) = (0, x
′
α¯(log(ρα¯)))
with x′α¯(log(ρα¯)) < 0 and xα¯(t) > 0 for t ∈ (0, log(ρα¯)).
Let T < log(ρα¯) such that x
′
α¯(T ) = 0. We first prove that xα¯(T ) > c
∗, where c∗ = (λb)
1
p−1 . As
before, the energy function
Eα¯(t) =
(x′α¯)
2
2
− bx
2
α¯
2
+
xp+1α¯
λ(p+ 1)
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is monotone decreasing in [0, log(ρα¯)], then
0 ≤ Eα¯ (log(ρα¯)) < Eα¯(T ) = x2α¯(T )
(
xp−1α¯ (T )
λ(p+ 1)
− b
2
)
.
Hence xα¯(T ) >
(
p+1
2 λb
) 1
p−1 > c∗ as claimed. From this we infer that the trajectory γα(t) =
(xα(t), x
′
α(t)), which satisfies γα(0) = (0, α) with α > α¯, cannot approach neither one of the
equilibrium points (0, 0) and (0, c∗) since otherwise it should intersect γα¯. Moreover it can
approach a periodic orbit since E′α(t) < 0. Then the only possibility is that γα leaves the right
half plane in finite time, i.e. ρα < +∞ as desired.
(iii). Since α∗ > 0 by (i) and the set D is open, then necessarily α∗ /∈ D, namely ρα∗ = +∞.
In view of (ii), for any α > α∗ the trajectory γα(t) = (xα(t), x′α(t)) crosses the axis x = 0 at
t = log(ρα) → ∞ as α → α∗. Moreover Eα(t) > 0 for any t ∈ [0, log(ρα)]. Letting α → α∗ we
have γα(t)→ γα∗(t) locally uniformly in [0,∞) and Eα∗(t) ≥ 0 for any t ≥ 0. Since E′α∗(t) < 0,
then γα∗ cannot approach a periodic orbit. Moreover γα∗ cannot converge to the critical point
(c∗, 0), otherwise we would have
0 ≤ lim
t→+∞Eα
∗(t) = (c∗)2b
(
1
p+ 1
− 1
2
)
< 0.
Then γα∗(t) → (0, 0) for t → +∞. By the stable-unstable manifold Theorem (see e.g. [11]), it
then follows that e−λ1tγα∗(t) → (C, λ1C) as t → +∞, for some C > 0, where λ1 = ν−p(ν−2)p−1 is
the negative eigenvalue of the linearized system around x = 0. Scaling back from x to u, this
yields (iii).
(iv). Let α < α∗. By (5.2) we have ρα = +∞. In the phase-plane then xα(t) > 0 for any
t > 0 and E′α(t) < 0 so preventing the convergence to a of periodic orbit. Two possibilities
may occur for the trajectory γα(t) = (xα(t), x
′
α(t)): for t → +∞ either γα(t) → (0, 0) or
γα(t) → (c∗, 0). We show that the first case cannot happen. By contradiction let us suppose
instead that γα(t) → (0, 0) for t → +∞. In terms of uα this means that uα is the solution of
(5.1) and limr→+∞ rν−2uα(r) = C for a positive constant C. Let u¯α be the Kelvin transform of
uα, defined by
u¯α(r) :=
{
r2−νuα
(
1
r
)
if r ∈ (0, 1]
C if r = 0.
(5.6)
By a straightforward computation, u¯α is a bounded solution of{
u′′(r) + (ν − 1)u′(r)r + 1λrp(ν−2)−ν−2up(r) = 0 for r ∈ (0, 1),
u(1) = 0.
(5.7)
We claim that
u¯′α(r)
r → 0 ar r → 0+, so that u¯α can be extended to a solution of (5.7) for
r ∈ [0, 1). To this end, using the identity
(rν−1u¯′α)
′ = − 1
λ
rp(ν−2)−3u¯pα , r ∈ (0, 1), (5.8)
we first infer that rν−1u¯′α is monotone decreasing. Moreover
lim
r→0+
rν−1u¯′α(r) = − lim
r→+∞ (u
′
α(r)r + (ν − 2)uα(r)) = 0
since limr→+∞ rν−1u′α(r) = −(ν − 2)C. Integrating (5.8) we get
rν−1u¯′α(r) = −
1
λ
∫ r
0
sp(ν−2)−3u¯pα(s) ds
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and ∣∣∣∣ u¯′α(r)r
∣∣∣∣ ≤ 1λrν
∫ r
0
sp(ν−2)−3u¯pα(s) ds
≤ ‖u¯
p
α‖∞
λ(p(ν − 2)− 2)r
p(ν−2)−ν−2 → 0 as r → 0+.
Then u¯α is solution of (5.7) also for r → 0+.
By the same argument, u¯α∗ , the Kelvin transform of uα∗ , is also a solution of (5.7) for r ∈ [0, 1).
By the uniqueness of positive solutions of (5.7), see e.g. [7, Proposition 5.2], we have uα(r) =
uα∗(r) for any r ≥ 1. This is a contradiction since α < α∗. 
Proof of Thorem 5.1. Assume by contradiction that problem (1.1), with F =M−λ,Λ and p = p∗−,
admits a radial solution uα = uα(r) with u
′
α(1) = α > 0. As in the proof of Theorem 4.1, let us
consider the unique (up to scaling) entire radial solution u∗ of −M−λ,Λ(D2u) = up
∗
− in RN (see
[10]). After the Emden-Fowler transformation, in the phase-plane uα and u
∗ correspond to the
trajectories
γα(t) = (xα(t), x
′
α(t)) and γ
∗(t) = (x∗(t), (x∗)′(t)),
defined respectively for t ∈ [0,+∞) and t ∈ (−∞,+∞). Note that γα(t) and γ∗(t) cannot
intersect and, as in the proof of Theorem 4.1, we obtain that both γα(t) and γ
∗(t) converge to
(0, 0) as t→ +∞.
Let Tα and T
∗ be such that γα(t) and γ∗(t) cross transversally the curve x′ = 2p∗−−1 −
xp
Λ(N−1)
for t = Tα and t = T
∗ respectively. Then xα(t) and x∗(t) satisfy, respectively for t ≥ Tα and
t ≥ T ∗,
x′′(t) + a˜x′(t)− b˜x(t) + x
p∗−(t)
λ
= 0,
where a˜ = N˜− − 2− 2β and b˜ = β(N˜− − 2− β) and β = 2p∗−−1 . Let x¯α = x¯α(t) be the maximal
positive solution of 
x¯′′α + a˜x¯
′
α − b˜x¯α + x¯
p∗−
α
λ = 0
x¯α(Tα) = xα(Tα)
x¯′α(Tα) = x
′
α(Tα).
Similarly let x¯∗ = x¯∗(t) be the maximal positive solution of
(x¯∗)′′ + a˜(x¯∗)′ − b˜x¯∗ + (x¯∗)
p∗−
λ = 0
x¯∗(T ∗) = x∗(T ∗)
(x¯∗)′(T ∗) = (x∗)′(T ∗).
By construction, γ¯α(t) := (x¯α(t), x¯
′
α(t)) = γα(t) for t ≥ Tα and γ¯∗(t) := (x¯∗(t), (x¯∗)′(t)) = γ∗(t)
for t ≥ T ∗. Let us analyze the behaviour of γ¯α(t) and γ¯∗(t) for t < Tα and t < T ∗ respectively.
The energy functions
E¯α(t) =
(x¯′α)
2
2
− b˜
2
x¯2α +
x¯
p∗−+1
α
λ(p∗− + 1)
E¯∗(t) =
((x¯∗)′)2
2
− b˜
2
(x¯∗)2α +
(x¯∗)
p∗−+1
α
λ(p∗− + 1)
are monotone decreasing and both converge to 0 as t→ +∞. This excludes the possibility that
γ¯α(t), γ¯
∗(t)→ (0, 0) or γ¯α(t), γ¯∗(t)→ (c∗, 0) as t→ −∞. Hence there exist T¯α < Tα and T¯ ∗ < T ∗
such that x¯α(T¯α) = 0 = x¯
∗(T¯ ∗). Moreover x¯′α(Tα) 6= (x¯∗)′(T ∗) since the two trajectories γ¯α and
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γ¯∗ cannot intersect. Coming back to the original unknown function u = u(r), we have found two
different fast decaying solutions of (5.1) with ν = N˜− and p = p∗− >
ν+2
ν−2 , in contradiction with
Proposition 5.2. 
6. Existence and uniqueness of fast decaying solutions
For any α > 0, let uα be the unique maximal solution of either (2.1) or (2.2), which will be
defined on a maximal interval [1, ρα) with ρα ≤ +∞.
If ρα < +∞, then uα(ρα) = 0, otherwise uα(r) > 0 for any r > 1 and uα(r)→ 0 as r → +∞.
As for the proof of Proposition 5.2, let us set
D = {α ∈ (0,+∞) : ρα < +∞} ,
and
α∗ = α∗(p) = inf D .
Arguing as in the proof of Proposition 5.2, one has D = (α∗,+∞). Moreover, by Theorems 2.1,
3.1, 4.1 and 5.1, we have that α∗(p) > 0 if and only if p > p∗±.
Thus, for p > p∗± and 0 < α ≤ α∗, one has ρα = +∞. Associated to the Emden-Fowler
transform of uα, then there is the trajectory γα(t) = (xα(t), x
′
α(t)) lying in the right half-plane
for all t > 0. The classification of uα as a fast, slow or pseudo-slow decaying solution corresponds
to the convergence of γα(t) as t→ +∞ towards respectively (0, 0), (c∗, 0) or to a periodic orbit
enclosing the equilibrium point (c∗, 0), according to the Poincare´–Bendixon Theorem (see e.g.
[11])
Now, since γα∗(t) is the locally uniform limit of the trajectories γα(t) for α → α∗, and since
γα(t) reaches the x
′-axis in a finite time for α > α∗, it follows necessarily that γα∗(t)→ (0, 0) as
t→ +∞.
Next, in order to prove that uα∗ is the only fast decaying solution, let us consider separately
the cases of M+λ,Λ and M−λ,Λ.
Assume first that uα solves (2.1) and, by contradiction, suppose that γα(t)→ (0, 0) as t→ +∞
for some α < α∗. If p∗+ < p <
N˜++2
N˜+−2 , then we can apply the argument of the proof of Theorem
4.1 to the two trajectories γα∗(t) and γα(t), reaching a contradiction. On the other hand, if
p = N˜++2
N˜+−2 , then the trajectory associated to any fast decaying solution lies for sufficiently large
t on the zero level set of the energy function
E(x, x′) =
(x′)2
2
− b˜ x
2
2
+
xp+1
Λ(p+ 1)
,
with b˜ = (N˜+−2)
2
4 . Hence, γα∗(t) and γα(t) definitively coincide, again a contradiction. Finally,
if p > N˜++2
N˜+−2 , then we can argue as in the proof of Theorem 5.1 and, thanks to Proposition 5.2,
we obtain a contradiction as well.
For the operatorM−λ,Λ, the uniqueness of the fast decaying solution follows by the same proof
of Theorem 5.1.
Therefore, in both cases, we obtain that, for α < α∗, the trajectories γα(t) cannot approach
the origin as t→ +∞.
Furthermore, we observe that, for any α, γα(t) cannot intersect the trajectory γ(t) associated
with any entire solution u of −M±λ,Λ(D2u) = up. Since for p > p∗± and α < α∗, neither u nor
uα is a fast decaying solution, it follows that γ(t) and γα(t) must have the same behavior as
t→ +∞.
According to Theorem 1.1 of [10], we then obtain the following result.
Theorem 6.1. Let p > p∗+ and let uα denote the maximal solution of (2.1). Then:
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(i) uα∗ is a fast decaying solution;
(ii) for any α < α∗, uα is a pseudo-slow decaying solution if p∗+ < p ≤ N˜++2N˜+−2 ;
(iii) for any α < α∗, uα is a slow decaying solution if p >
N˜++2
N˜+−2 .
Analogously, by applying Theorem 1.2 of [10], we deduce the following theorem.
Theorem 6.2. Let p > p∗− and let uα denote the maximal solution of (2.2). Then:
(i) uα∗ is a fast decaying solution;
(ii) for any α < α∗, uα is either a pseudo-slow or a slow decaying solution if p∗− < p ≤ N+2N−2 ;
(iii) for any α < α∗, uα is a slow decaying solution if p > N+2N−2 .
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