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ABSTRACT
This dissertation outlines the design, fabrication, calibration and testing of sensors that
can be used to measure surface heat flux, surface temperature and total surface heat transfer.
These sensors, once calibrated, use in-depth thermocouple (TC) data to estimate the surface
boundary conditions which allows operation at high temperatures and harsh thermal
environments. Calibration of these sensors is accomplished through the one-probe, two-probe
and total surface heat transfer calibration integral equation formulations. The one-probe
calibration integral equation method (CIEM) can be used to predict the surface thermal boundary
conditions of a field test using the in-depth TC temperature from that test and data from a
calibration test which consists of measured surface boundary conditions and data from the same
in-depth TC. The calibration integral equation has the form of a Volterra integral equation which
is ill-posed and requires regularization to achieve a stable prediction. The one-probe calibration
integral technique may only be used when the thermal boundary condition at the back surface of
the sensor during the calibration and reconstruction tests is the same. The two-probe CIEM
removes this restriction by requiring data from two calibration tests consisting of the measured
surface thermal boundary conditions and corresponding temperature data from two in-depth TC
probes. The two sets of calibration data are used to predict the surface thermal boundary
conditions of a reconstruction test when the temperature data from the two in-depth TCs from the
reconstruction test are provided. The calibration integral equation for determination of the total
surface heat transfer uses a simplified two-dimensional geometry where three of the domain
boundaries are adiabatic and the fourth is an unknown spatially variable surface heat flux. The
iii

total heat transfer into the domain is predicted using the average in-depth temperature data from
a series of thermocouples located on a fixed plane parallel to the heated surface. These
formulations had previously been tested using high temperature numerical data. However, it is
essential to verify these methods using high temperature experimental data to demonstrate their
use in physical applications. This dissertation also provided novel methods to estimate the
necessary regularization parameters using the calibration data.
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CHAPTER ONE
INTRODUCTION AND LITERATURE REVIEW

1.1.

Introduction

There are numerous high heat flux processes including re-entry flight vehicles [1, 2],
solid rocket nozzles [3], internal combustion engines [4], fire research [5] and metallurgic
applications [6, 7] which require accurate knowledge of the surface thermal boundary conditions
to ensure safe and proper operation as well as good performance. There are many different types
of heat flux gauges that can be used to obtain these measurements [8-15]. However, most of
these heat flux gauges cannot operate at temperatures exceeding 300 oC due to material
limitations [14]. Therefore, considerable research has been devoted to the development of high
temperature heat flux gauges [16-20]. Recently, plug-type gauges instrumented with embedded
TCs were used in the Mars Science Laboratory Entry, Decent, and Landing Instrumentation
(MEDLI) project [21, 22]. Conventional inverse heat conduction analysis [23] was used to
project the measured in-depth TC data to the surface to estimate the surface temperature and heat
flux of the MISP. An alternative method of estimating the surface conditions of the plug-type
sensor involves calibrating the plug-type gauge according to laboratory controlled tests where the
sensor is exposed to known surface thermal conditions and the in-depth TC temperature response
is measured. Once the plug-type gauge is calibrated, only the in-depth TC data measured during
a field test is required to predict the surface temperature and heat flux of that unknown heating
1

scenario. It is the aim of this work to document the design, fabrication and experimental testing
of sensors calibrated using the calibration integral equation method [24, 25].

1.2.

High Temperature Heat Flux Gauges

There are many different types of heat flux gauges that can be used to measure the
surface heat flux. Sensors such as Gardon gauges [8], Schmidt-Boelter gauges [9], layered
gauges [10] and some plug-type gauges [11, 12] use temperature difference measurements to
estimate the surface heat flux. Other sensors use techniques involving transient surface
temperature measurements such as the thin-film resistive elements used by Miller [13]. However,
most of these conventional heat flux gauges cannot operate at temperatures exceeding 300 oC
without active cooling due to material limitations [14]. Those that can operate at higher
temperatures require active cooling and complex modeling must be performed to accurately
compensate for the thermal disturbance of the cooling element [15].

The development of heat flux gauges that can operate at higher temperature regimes is an
area of significant interest. Gifford et al. [16] and Pullins and Diller [17, 18] created a thermopile
differential temperature sensor made of type K bulk thermocouple alloys that were welded
together in series in a serpentine pattern. The thermal resistance of the sensor is due to these
thermocouples and the zirconia toughened alumina serving as the electrical insulator between the

2

TC junction pairs. This sensor can operate at temperatures up to 1000 oC and has a reported
uncertainty of 7% when operating at temperatures greater than 350 oC.

Mityakov et al. [19] developed different heterogeneous gradient heat flux sensors that
could operate at temperatures of 1000 oC and higher. In these sensors, temperature gradients are
created in two directions due to their anisotropic properties. Since there are relatively few
anisotropic materials that can be used as thermoelements, the researchers artificially created
thermoelectric isotropy in their sensors using a tilted layered structure. The electric signal
generated is proportional to the transversal temperature gradient due to the transverse Seebeck
effect. The researchers measured this signal and could then solve for the transverse temperature
gradient which is proportional to the normal temperature gradient which in turn is proportional to
the applied heat flux. They tested several different sensor thermoelement compositions including
stainless steel+nickel, steel+nickel, chromel+alumel, and iron+constantan. They used these
sensors in many different heating scenarios and reported a measurement error of 2% for the heat
flux.

Nagaiah et al. [20] developed a high temperature heat flux sensor for gas turbines made
of a new Polymer-Derived Ceramic material that could be operated at temperatures up to 1500
o

C. This sensor used the gradient method of relating the temperature difference across a thermal

resistance layer to the heat flux across the layer. The accuracy of the sensor was not reported.

3

In many applications, the use of surface mounted sensors is not practical. In those
applications, researchers have proposed the use of plug-type sensors that are instrumented with
embedded TCs. For example, plug-type gauges have been used in the Mars Science Laboratory
Entry, Decent, and Landing Instrumentation (MEDLI) project [21, 22]. The MEDLI project used
MEDLI Integrated Sensor Plugs (MISP) that were made of thermal protection system (TPS)
material with four embedded TCs. The researchers used conventional inverse analysis [23] to
obtain an estimate of the surface temperature and heat flux of the MISP using the in-depth
temperature measurements. The research outlined in this dissertation outlines an alternative
approach where similar plug-type sensors are calibrated in laboratory controlled tests where the
sensor is exposed to known surface thermal conditions and the in-depth TC temperature response
is measured.

1.3.

Inverse Heat Conduction Methods

Often heat flux sensors cannot be placed on the heated surface due to harsh thermal
conditions. In these cases, in-depth temperature sensors can be used to predict the surface
thermal conditions by projecting the in-depth temperature data to surface. This problem known
as the inverse heat conduction problem (IHCP) [23]. The IHCP is ill-posed because small
measurement errors (noise) in the in-depth temperature data are magnified when projecting the
noisy temperature data to the surface. Regularization must be performed to stabilize all
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numerical techniques used to resolve the IHCP. Many methods have been proposed to solve the
IHCP. These methods include exact solutions [26], Laplace transform method [27, 28], function
specification [29, 30], space marching and finite difference [31-34], global time method [35],
conjugate gradient method [36, 37] and other techniques. These methods require knowledge of
the material thermophysical properties, probe locations as well as sensor parameters (sensor
capacitance, lead losses, thermal contact, etc).

Burggraf [26] developed an exact solution to the one-dimensional transient heat
conduction model of a slab. The discrete temperature and heat flux history was known at a
specific in-depth position. The solution technique used an infinite series approximation of the
surface heat flux which contained the time derivatives of the known in-depth heat flux and
temperature. The series was truncated to include just two terms. The temperature and heat flux
derivatives were approximated by differentiating a polynomial model of the in-depth temperature
and heat flux data. The study only included analysis of errorless input data. An analytical method
for resolving the IHCP using Laplace transforms was studied in [27, 28]. The researchers used a
power series for the time domain and a Fourier series in space to approximate the temperate
changes in the model. Laplace transform solution methods are constrained because the solution
can be difficult to bring back from the frequency domain if the inversion does not exist in the
standard transformation table.

5

The function specification method [29, 30] expresses the exact temperature distribution
as a convolution of the surface heat flux and the resulting thermal response from an impulse heat
flux. The surface heat flux is approximated using a Taylor series expansion for a small time step.
The length of this time step is the regularization parameter which must be carefully selected in
order to obtain a stable prediction. Space marching finite difference methods [31-34] have also
been used to resolve the IHCP where both the spatial and time domains are discretized. These
solution techniques require the heat flux and temperature at the in-depth location to be known
unlike the standard finite difference techniques which use knowledge of the boundary conditions
and initial conditions to solve for the temperatures inside the domain. The global time technique
[35] is similar to the space marching finite difference method. However, the solution for the
temperature at special nodes is not required. Instead, the solution for the surface heat flux is
derived so it is a direct function of the thermal conditions at the in-depth location.

Another proposed resolution of the IHCP is the conjugate gradient method [36, 37]. The
back boundary of the domain is the known in-depth temperature and the heat flux is set at the
objective function to be minimized. This is an iterative technique where at each step an
appropriate step size is determined along with a direction of descent to minimize the objective
function. The direction of descent is a linear combination of the negative gradient direction at the
current step and the direction of descent from the previous iteration.
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Since the inverse heat conduction problem is ill-posed [23], these methods require regularization
to obtain an accurate and stable solution. There are many regularization techniques that have
been proposed including Tikhonov regularization [38], digital filtering [39, 40], future time [23,
41], singular value decomposition [42-44], and other techniques. Determining an appropriate
regularization parameter for the solution method is one of the most challenging components of
solving the IHCP. Tikhonov regularization [38] is implemented by adding the product of the
Tikhonov regularization parameter with a semi-norm involving some function (like the heat
flux). The value of the regularization parameter is difficult to determine and many researchers
have developed techniques to try and find a value that consistently produces a stable prediction
[45-47]. Digital filtering is another regularization method used to resolve the IHCP. Al-Khalidy
[39] used a Savitzky-Gollary digital filter and a least squares polynomial fitting to filter the noise
in the measured temperature data. Frankel used a Gauss filter [40] to eliminate high frequencies
in the measured data and maintain smoothness in the higher time derivative. The cut-off
frequency of the Gauss filter is the regularization parameter for this technique. This
regularization technique for resolving the IHCP was implemented for the global time method
[35] and a space marching method [48].

The local future time regularization method introduced by Lamm [36] introduces a future
time parameter that allows one to change the ill-posed first kind Volterra integral equation into a
well-posed second kind Volterra integral equation. This regularization technique was used with
the calibration integral equation method by Frankel et al. [24] and Elkins et al. [25] for both
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numerical and experimental data and will be discussed in detail in the following chapters.
Singular value decomposition (SVD) [42-44] is a regularization technique that decomposes the
ill-conditioned matrix from the IHCP method into the product of two orthonormal matrices
containing the eigenvectors of the decomposed matrix and a diagonal matrix that contains the
singular values (square root of the eigenvalues) of the decomposed matrix. These matrices can be
truncated to form a well-conditioned approximation of the ill-conditioned matrix and the
truncation index (indicating the number of singular values retained) serves as the regularization
parameter for this technique. This method will be further explored in Chapter 4.

1.4.

Sensor Calibration Methods

The research presented in this dissertation shows the design, fabrication, calibration and
testing of novel plug-type sensors that can be used to measure the surface thermal conditions
such as the net heat flux, surface temperature, and total heat transfer. The non-integer system
identification (NISI) method [49-54] is one calibration technique where calibration test data
consisting of a known surface heat flux and measured in-depth TC temperature is used to obtain
calibration expansion coefficients for a finite series expansion that relates the surface heat flux to
the measured in-depth temperature. The calibration coefficients are determined by a least-squares
method and account for the sensor characteristics, in-depth TC location, and thermophysical
properties of the sensor material. Thus, the surface heat flux of a field test can be estimated using
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these calculated calibration coefficients and the measured in-depth temperature data recorded
during that field test.

The sensor calibration approach proposed in this dissertation builds on the one-probe
calibration integral equation method (CIEM) [24, 25]. The one-probe CIEM can be used to
predict the surface thermal boundary conditions of a field test using the in-depth TC temperature
from that test as well as data from a calibration test which consists of measured surface thermal
boundary conditions and corresponding data from the same in-depth TC. The solution of the heat
equation permits the formation of an input-output relationship between the calibration data and
reconstruction data (from the field test) in the frequency domain. The Laplace transform of the
input-output balance in the frequency domain results in a first kind Volterra integral equation
[55] containing a convolution (or displacement) kernel in the time domain. It is known that first
kind Volterra integral equations are ill-posed and require regularization to achieve a stable
prediction.

The one-probe CIEM was experimentally verified in [25] for the constant properties
(linear) case with accurate results and temperatures ranging from 22 oC to 39 oC. Information
about the thermophysical properties, location of the TC probe, TC time constant, and the
conductive lead losses is not needed to resolve the linear formulation of the one-probe CIEM.
The one-probe CIEM may only be used when the thermal boundary condition at the back surface
of the calibrated sample during the calibration and reconstruction (field) tests is the same. The
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linear one-probe CIEM was modified by Chen et al. [56, 57] to account for the temperature
dependent thermophysical properties during the tests. They used the Kirchhoff transformation to
account for the temperature dependent thermal conductivity and a time rescaling technique to
incorporate the effect of the temperature dependent thermal diffusivity in [56]. In a follow up
study [57], a heat flux rescaling concept was used to account for the temperature dependent
thermal conductivity along with the same time rescaling approach.

As noted earlier, the one-probe CIEM requires that the thermal boundary condition at the
back surface of the calibrated sample during the calibration and reconstruction tests be the same.
To remove this restriction, Frankel and Keyhani [58] developed the two-probe CIEM which
requires data from two calibration tests consisting of the measured surface thermal boundary
conditions and corresponding temperature data from two in-depth TC probes. The two sets of
calibration data are used to predict the surface thermal boundary conditions of a reconstruction
test when the temperature data from the two in-depth TCs from the reconstruction test are
provided. The two-probe calibration integral equation was also modified to account for
temperature dependent thermophysical properties in [59] using the same rescaling techniques
given in [57].

In some applications, the knowledge of the total surface heat transfer irrespective of the
spatial variation of the surface heat flux is required. The total heat transfer into the domain must
typically be approximated via piecewise integration of measured discrete heat flux values. To
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improve this approach, the calibration integral equation for determination of the total surface
heat transfer was developed for a two-dimensional constant property domain in [60]. This study
utilized a simplified plate geometry where three of the domain boundaries were adiabatic and the
fourth was an unknown spatially variable surface heat flux. The total heat transfer into the
domain was predicted using in-depth temperature data from a series of thermocouples located on
a fixed plane parallel to the heated surface.

An alternative form of the CIEM was been presented in [61, 62] that uses a property
transformed calibration integral equation based methodology. The Chebyshev expansion is
proposed in [62] for a nonlinear, one-probe problem unlike the power series approach described
in the original derivation [61] The focus of the study in [62] involves resolving the surface
temperature where no thermophysical properties are specified. It is demonstrated that the
Chebyshev polynomial basis is the preferred building block for the expansion. A sequential study
is also introduced for defining the optimal number of terms in the expansion based on parameter
estimation principles. These principles were also used for a nonlinear two-probe calibration
integral equation method to determine the surface heat flux using a property transform for
linearization [63]. The two-probe calibration integral equation is expressed as a first kind
Volterra integral equation for net surface heat flux with a property transform function that
accounts for the temperature-dependent thermophysical properties and probe positioning. Again,
the property transform function is approximated using a Chebyshev expansion of the first kind
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possessing undetermined coefficients. Three calibration tests are required to estimate the
undetermined coefficients associated with the Chebyshev expansion.

1.5.

Gap in Literature - Experimental Verification of the Calibration Integral Equation

Method

The different formulations of the calibration integral equation have been tested using
numerical data. However, it is essential to verify these methods using high temperature
experimental data to demonstrate their use in physical applications. Therefore, it is the goal of
this dissertation to present the design, fabrication, calibration and testing of sensors based on the
one-probe, two-probe and total surface heat transfer calibration integral equation formulations
[24, 25, and 56-60].

Chapter 2 contains an experimental verification of the one-dimensional nonlinear heat
equation with a surface temperature boundary condition where the concept of time rescaling was
utilized to account for the temperature dependence of thermal diffusivity. Manipulation of the
solution of the resulting linearized form of the heat equation in the frequency domain and the
subsequent inverse Laplace transform back into the time domain produced the convolution
calibration integral equation. Experiments were conducted to obtain benchmark high temperature
data that could be used to test and verify the accuracy of various inverse heat conduction analysis
12

methods for resolving the surface temperature based on in-depth TC data. This chapter is based
on a research article published in the ASME Journal of Thermal Science and Engineering
Applications [64].

Chapter 3 presents the experimental verification of the one-probe CIEM using hightemperature (20 oC to 820 oC) experimental data. Results are presented for both the constant
properties (linear) model and the nonlinear models based on the Kirchhoff transformation and
time rescaling model [56] as well as the heat flux and time rescaling model [57]. It was shown
that the modifications of the one-probe CIEM proposed by Chen et al. [56, 57] significantly
improved the accuracy of the surface heat flux and surface temperature predictions using both
techniques when compared to the results of the linear model. The chapter is based on a research
article published in the International Journal of Heat and Mass Transfer [65].

Chapter 4 presents the experimental verification of the two-probe calibration integral
equation formulation. The focus of this study is on the nonlinear model but some results for the
constant properties model are shown as well. The time and heat flux rescaling techniques are
implemented again to account for temperature dependent properties for the nonlinear model.
Data from a carefully selected pair of calibration tests are shown to accurately predict the surface
temperature and net heat flux for four reconstruction tests with different back boundary
conditions. The chapter is based on an article published in the Journal of Experimental Thermal
and Fluid Science [66].
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The experimental verification of the calibration integral equation method for total heat
transfer is shown in Chapter 5. The total heat transfer into a plate sensor is estimated using the
average of the in-depth temperature data from five in-depth thermocouples that span the width of
the plane parallel to the heated surface. This approach is also modified to account for variable
property effects. It is shown that the total surface heat transfer calibration integral equation yields
accurate predictions for the calibrated plate sensor regardless of the spatial distribution of the
surface heating, set of calibration test data or the measurement noise magnitude in the unknown
test temperature. These results are then compared to the results of similar tests performed on
identical stainless steel plates coated with a 0.5 mm layer of zirconia to test the effect of a thin
layer of thermal protection on these sensors. A higher future time parameter was required to
obtain a stable prediction for the zirconia-coated cases since more time was required for the
average thermocouple temperature to become meaningful due to the thermal resistance of the
coating layer. However, it was also shown that the total power input predictions for the zirconia
coated plate were in the same accuracy range as the uncoated plate results. The chapter is based
on an article published in the Journal of Experimental Thermal and Fluid Science [67] and a
conference paper presented at the International Conference on High-Speed Vehicle Science &
Technology [68].

Finally, Chapter 6 includes concluding remarks and future research avenues.
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CHAPTER TWO
CALIBRATION OF A TWO-LAYER (COPPER AND STAINLESS STEEL)
SENSOR USING THE ONE-PROBE CALIBRATION METHOD

This chapter is based on the paper:
Myrick, J. A., Keyhani, M., and Frankel, J. I., 2016, “Inverse Prediction of Temperature Through
Time Rescaling of High-Temperature Experimental Data,” J. Thermal Sci. and Eng. Appl, 8(4),
pp. 041005:1-12. DOI: 10.1115/1.4034093

2.1.

Introduction

The design of thermal protection systems (TPS) for re-entry vehicles, solid rocket
nozzles, scram jet combustors, and hypersonic flight vehicles involves accurate knowledge of the
surface temperature and heat flux. Harsh thermal conditions at the surface prevent the use of
surface mounted sensors. Therefore, thermocouple (TC) probes must be placed in-depth and the
resulting temperature data projected to the surface to obtain a prediction of the surface heat flux
and/or temperature. This analysis technique is called the inverse heat conduction problem
(IHCP). Due to the diffuse nature of heat conduction, high frequency oscillations on the surface
are damped as the thermal front progresses though the solid. However, the opposite effect occurs
when projecting in-depth temperature data to the surface, i.e. small measurement errors (noise) in
the TC data are amplified resulting in large errors in the surface prediction. The amplification of
small measurement errors in the data makes the IHCP ill-posed. Therefore, some form of
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regularization must be used to obtain a stable resolution i.e., prediction of the surface condition.
Several methods have been proposed to solve the IHCP. These methods include exact solutions
[26], Laplace transform method [27, 28], function specification [29, 30], space marching and
finite difference [31-34], global time method [35], conjugate gradient method [36, 37] and other
techniques. These conventional methods all rely on obtaining the temperature and heat flux at the
TC probe location and projecting those readings to the surface to obtain the surface temperature
and heat flux. The methods above use different numerical techniques and models to carry out the
projection.

The accuracy of the above methods relies on precise knowledge of the TC probe location,
thermophysical properties, and probe signal delay and attenuation due to the TC time constant
and conductive lead losses. To overcome the difficulty associated with accurately identifying
these parameters, the method of system calibration can be utilized. System calibration is
achieved by subjecting a test sample to a known (measured) surface heat flux and/or temperature
boundary condition and measuring the in-depth TC response. The calibration test data can be
used without knowledge of the specific system parameters. The non-integer system identification
(NISI) method [49-54] uses an impulse response function from a calibration test to form a finite
series expansion in terms of the measured in-depth temperature and the surface heat flux. The
expansion coefficients can be used to predict the unknown surface heat flux. An alternative
calibration method which does not involve the determination of unknown expansion coefficients,
called calibration integral equation method (CIEM), was reported in [24, 25]. The linear
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(constant properties) one-probe calibration integral equation [24, 25] is a Volterra integral
equation of the first kind containing a convolution (or displacement) kernel. The equation
consists of input data from the measured surface heat flux and in-depth TC data from a
calibration test, along with measured response data from the same in-depth TC in any other
heating scenario. The unknown heating scenario is called the reconstruction test. The unknown
variable in the integral equation is the surface heat flux that produced (caused) the observed TC
response (effect) of the reconstruction test.

The linear one-probe calibration integral equation for heat flux has been experimentally
verified [25] with good accuracy in an appropriate low temperature range (22 oC to 39 oC).
However, the TPS of the noted applications are subjected to large temperature variations and the
effect of the temperature dependent thermophysical properties cannot be ignored. Therefore, the
concept of the CIEM was modified to incorporate the temperature dependence of the
thermophysical properties in the formulation [56, 57]. In these studies, the surface heat flux was
predicted using simulated numerical data with good results. A time rescaling technique was
utilized [56, 57] to account for the temperature dependent thermal diffusivity. The temperature
dependent thermal conductivity was removed from the formulation by a Kirchhoff
transformation in [56], and a heat flux rescaling technique in [57]. These techniques allow one to
transform the nonlinear heat equation into a linear form which leads back to the linear calibration
integral equation formulation. As noted earlier, the IHCP is ill-posed and requires some form of
regularization in order to obtain a stable prediction. Tikhonov regularization [33-40], the future
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time method [41] and singular value decomposition [42-44] have been used to obtain stable
predictions.

Most inverse heat conduction studies use simulated numerical data. Only a few studies
are known to have used experimental data in their analysis. Daouas and Radhouani [69] reported
measured temperatures from several in-depth TC probes in a stainless steel sample heated in a
reflection furnace. The maximum predicted surface temperature in this study was 57 oC. Chen
and Wu [70] collected in-depth TC data from a stainless steel sample that was insulated and
electrically heated at one end. The measured temperature range was 27 oC to 87 oC. Plewa et al.
[71] measured the surface heat flux of an electrically heated stainless steel sample and an indepth TC probe. The temperatures in this study varied from 23 oC to 61 oC. Elkins et al. [25]
performed an experiment that measured the surface heat flux of an electrically heated bronze
sample and an in-depth TC probe. The maximum measured temperature was 39 oC. All of the
experiments mentioned have temperatures that range from room temperature to less than 90 oC.
The variation of the thermophysical properties of the tested materials for the noted temperature
range is minor. It is the objective of this study to generate high temperature benchmark
experimental data that could be used by researchers to test and verify their inverse heat
conduction analysis methods for resolving the surface temperature based on in-depth TC data.

In the present study, several high temperature (up to about 800 oC) data sets (calibration
and reconstruction) will be used in the linear and nonlinear formulation of the CIEM to predict
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the surface temperature of a stainless steel sample and compare the results to measured TC data.
Section 2.2 presents the derivation of the nonlinear surface temperature calibration integral
equation. The method used to obtain an estimate of the future time regularization parameter is
also presented. The experimental setup and its components are given in Section 2.3. Section 2.4
presents the comparison of the predicted surface temperature to the measured data for three test
cases. Finally, Section 2.5 provides concluding remarks on the analysis.

2.2.

Numerical Formulation

In this section, a time rescaling technique will be used to linearize the variable properties
one-dimensional heat equation with a specified time variable front surface temperature and an
adiabatic back boundary condition. When the heat equation is in a linear form, the calibration
integral equation method [24, 25] can be utilized. This results in a first kind Volterra integral
equation. Since the calibration integral equation is ill-posed, the local future time regularization
method is introduced which allows one to obtain a prediction for the reconstruction surface
temperature for a given value of the regularization parameter. To conclude the section, a method
of estimating this regularization parameter based on the known calibration TC data is presented.

Consider the one-dimensional heat conduction problem in Cartesian coordinates
presented in Fig. 2.1.
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Figure 2.1 Schematic of the one-dimensional domain with an in-depth thermocouple

This problem has a specified time variable front surface temperature denoted as 𝑇𝑠 (𝑡) at 𝑥 = 0,
an adiabatic back boundary condition at 𝑥 = 𝐿, and a uniform initial temperature denoted as 𝑇𝑜 .
The variable property heat conduction equation and relevant boundary and initial conditions for
this domain are
𝜌𝑐𝑝 (𝑇(𝑥, 𝑡))

𝜕𝑇
𝜕
𝜕𝑇
(𝑥, 𝑡) =
(𝑥, 𝑡)] ,
[𝑘(𝑇(𝑥, 𝑡))
𝜕𝑡
𝜕𝑥
𝜕𝑥

𝑥 ∈ (0, 𝐿),

𝑡>0

(2.1)

with the boundary conditions
𝑇𝑠 (𝑡) = 𝑇(0, 𝑡),

𝑡>0

𝜕𝑇
(𝐿, 𝑡) = 0,
𝜕𝑥

𝑡>0
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(2.2)

(2.3)

and the initial condition
𝑇(𝑥, 0) = 𝑇𝑜 ,

𝑥 ∈ [0, 𝐿]

(2.4)

If one approximates the thermophysical properties as constant in the spatial domain and evaluate
them at a temperature of a potential TC probe located at 𝑥 = 𝑏, then the heat equation can be
modeled as
𝜕𝑇
𝜕 2𝑇
(𝑥, 𝑡) = 2 (𝑥, 𝑡),
𝜕𝑥
𝛼(𝑇(𝑏, 𝑡)) 𝜕𝑡
1

𝑥 ∈ (0, 𝐿)

𝑡>0

(2.5)

The temperature dependence of the thermal diffusivity in Eq. (2.5) is removed by
defining a rescaled time variable [56, 57]
𝑡
∗

𝑡 = ∫
𝑢=0

The rescaled time (𝑡 ∗ ) multiplied by

𝛼(𝑇(𝑏, 𝑢))
𝑑𝑢
𝛼(𝑇𝑜 )

𝛼(𝑇(𝑏,0))
𝑏2

(2.6)

becomes dimensionless time and is analogous to the

𝛼𝑡

Fourier number ( 𝑏2 ) which is often used to relate the time domains of problems with different
thermal diffusivities and lengths. The temperature is now shifted by subtracting the initial
temperature 𝑇𝑜 and presented in the rescaled time (𝑡 ∗ ) domain as 𝜙 ∗
𝜙 ∗ (𝑥, 𝑡 ∗ ) = 𝑇(𝑥, 𝑡) − 𝑇𝑜

(2.7)

Substituting the rescaled time variable (𝑡 ∗ ) and shifted temperature (𝜙 ∗ ) into Eq. (2.5) and the
auxiliary conditions (Eqs. (2.2-4)) results in the linear form of the heat equation
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1 𝜕𝜙 ∗
𝜕 2𝜙∗
∗
(𝑥, 𝑡 ) =
(𝑥, 𝑡 ∗ ),
𝛼(𝑇𝑜 ) 𝜕𝑡 ∗
𝜕𝑥 2

𝑥 ∈ (0, 𝐿),

𝑡∗ > 0

(2.8)

with the boundary conditions
𝜙𝑠∗ (𝑡 ∗ ) = 𝜙 ∗ (0, 𝑡 ∗ ),

𝑡∗ > 0

𝜕𝜙 ∗
(𝐿, 𝑡 ∗ ) = 0,
𝜕𝑥

(2.9)

𝑡∗ > 0

(2.10)

and the initial condition
𝜙 ∗ (𝑥, 0) = 0,

𝑥 ∈ [0, 𝐿]

(2.11)

Note that this linearized version of the heat equation is an approximation since the
thermophysical properties in the entire domain 𝑥 ∈ [0, 𝐿] were evaluated at the temperature of a
single point in the domain, i.e., 𝑇(𝑏, 𝑡). The convolution calibration integral equation is now
applicable to the linearized form of the problem statement. The temperature calibration integral
equation for the one-probe inverse problem is given as
𝑡∗

𝑡∗

∗
∗ (𝑏, ∗
∗
∗ (𝑏, ∗
∫ 𝜙𝑡𝑐,𝑟
(0, 𝑡 ∗ )𝜙𝑡𝑐,𝑐
𝑡 − 𝑢)𝑑𝑢 = ∫ 𝜙𝑡𝑐,𝑐
(0, 𝑡 ∗ )𝜙𝑡𝑐,𝑟
𝑡 − 𝑢)𝑑𝑢 ,
𝑢=0

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(2.12)

𝑢=0

∗
∗ (𝑏, ∗ )
where 𝜙𝑡𝑐,𝑐
(0, 𝑡 ∗ ) and 𝜙𝑡𝑐,𝑐
𝑡 are the shifted measured TC temperatures at the surface and

𝑥 = 𝑏 in the rescaled time domain of the calibration test. Equation (2.12) can be derived from
∗
∗
Eqs. (2.8-11) as shown in Appendix A. Similarly, 𝜙𝑡𝑐,𝑟
(0, 𝑡 ∗ ) and 𝜙𝑡𝑐,𝑟
(𝑏, 𝑡 ∗ ) are the shifted
∗
temperatures of the reconstruction test in the rescaled time domain where 𝜙𝑡𝑐,𝑟
(𝑏, 𝑡 ∗ ) is the
∗
measured TC temperature and 𝜙𝑡𝑐,𝑟
(0, 𝑡 ∗ ) is unknown and must be predicted. It should be noted
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that the specific knowledge of the location of the TC at 𝑥 = 𝑏 is not required. The time domain
for the calibration and reconstruction tests must be rescaled according to Eq. (2.6), with
knowledge of the sample’s thermal diffusivity, evaluated from 𝑡 = 0 to 𝑡 = 𝑡𝑚𝑎𝑥,𝑐 for the
calibration test and from 𝑡 = 0 to 𝑡 = 𝑡𝑚𝑎𝑥,𝑟 for the reconstruction test. Here 𝑡𝑚𝑎𝑥,𝑐 and 𝑡𝑚𝑎𝑥,𝑟
∗
are the maximum data collection times for the two tests. The 𝑡𝑚𝑎𝑥
in Eq. (2.12) is the minimum
∗
∗
of the two maximum rescaled times 𝑡𝑚𝑎𝑥,𝑐
and 𝑡𝑚𝑎𝑥,𝑟
. Finally, the input temperature data of Eq.

(2.12) must be resampled at a uniform Δ𝑡 ∗ to perform the analysis.

Equation (2.12) can be written in a compact form
𝑡∗
∗
∫ 𝜙𝑡𝑐,𝑟
(0, 𝑡 ∗ )𝐾 ∗ (𝑏, 𝑡 ∗ − 𝑢)𝑑𝑢 = 𝑓∗𝑇 (𝑡∗ ),

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(2.13)

𝑢=0

where
∗ (𝑏, ∗
𝐾 ∗ (𝑏, 𝑡 ∗ − 𝑢) = 𝜙𝑡𝑐,𝑐
𝑡 − 𝑢)

(2.14)

𝜙∗𝑡𝑐,𝑐 (0, 𝑢)𝜙∗𝑡𝑐,𝑟 (𝑏, 𝑡∗ − 𝑢)𝑑𝑢 ,

(2.15)

and
𝑡∗

𝑓𝑇∗ (𝑡 ∗ ) = ∫

∗
𝑡∗ ∈ [0, 𝑡𝑚𝑎𝑥
]

𝑢=0

Equation (2.13) is a Volterra integral equation of the first kind where 𝐾 ∗ is a convolution kernel.
As noted earlier, regularization is required to obtain a stable prediction of the reconstruction
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surface temperature. A simple variation of Lamm’s local future time regularization scheme [41]
is utilized. The local future time regularization scheme involves the advancement of the time
through 𝑡 ∗ → 𝑡 ∗ + 𝛾 where 𝛾 is the future time regularization parameter. The incorporation of
the local future time regularization model into the original calibration integral equation allows
one to restate Eq. (2.13) [24, 25] as
𝑡 ∗ +𝛾

𝑡∗

∗ (0,
∗ (𝑏, ∗
∗ (0,
∗ (𝑏, ∗
∫ 𝜙𝑡𝑐,𝑟
𝑢)𝜙𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢 + ∫ 𝜙𝑡𝑐,𝑟
𝑢)𝜙𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢
𝑢=𝑡 ∗

𝑢=0

= 𝑓∗𝑇 (𝑡 ∗ + 𝛾),

(2.16)

𝑡 ∗ ∈ [0, 𝑡∗𝑚𝑎𝑥 − 𝛾]

where
𝑡∗ +𝛾

𝑓𝑇∗ (𝑡∗ + 𝛾) = ∫

∗
𝜙∗𝑡𝑐,𝑐(0, 𝑢)𝜙𝑡𝑐,𝑟
(𝑏, 𝑡∗ + 𝛾 − 𝑢)𝑑𝑢,

𝑡∗ ∈ [0, 𝑡∗𝑚𝑎𝑥 − 𝛾]

(2.17)

𝑢=0

∗
The assumption that 𝜙𝑡𝑐,𝑟
is constant in the interval 𝑡 ∗ ∈ [𝑡 ∗ , 𝑡 ∗ + 𝛾] allows one to re-express Eq.

(2.16) for the reconstruction surface temperature as
𝑡∗

∗
(0, 𝑡 ∗ ) =
𝜙𝑡𝑐,𝑟,𝛾

1
∗
∗ (𝑏, ∗
(0, 𝑢)𝜙𝑡𝑐,𝑐
[𝑓(𝑡 ∗ + 𝛾) − ∫ 𝜙𝑡𝑐,𝑟,𝛾
𝑡 + 𝛾 − 𝑢)𝑑𝑢] ,
𝐶𝛾∗
𝑢=0

(2.18)

𝑡 ∗ ∈ [0, 𝑡∗𝑚𝑎𝑥 − 𝛾]
where
𝑡 ∗ +𝛾

𝛾

∗ (𝑏, ∗
∗ (𝑏,
𝐶𝛾∗ ≜ ∫ 𝑇𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢 = ∫ 𝑇𝑡𝑐,𝑐
𝑣)𝑑𝑣
𝑢=𝜏

𝑣=0
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(2.19)

∗
∗
Note that 𝜙𝑡𝑐,𝑟
is replaced by 𝜙𝑡𝑐,𝑟,𝛾
to denote that the prediction is a function of the

regularization parameter 𝛾. A dummy variable substitution 𝑣 = 𝑡 ∗ + 𝛾 − 𝑢 is used to simplify
the expression for the calibration signal 𝐶𝛾∗ . Observe that the solution time domain is reduced by
∗
(0, 𝑡 ∗ ) cannot be predicted for the final 𝛾 seconds. The calibration signal,
𝛾 seconds and 𝜙𝑡𝑐,𝑟,𝛾
∗ (𝑏, ∗ )
𝐶𝛾∗ , is the time integral of 𝜙𝑡𝑐,𝑐
𝑡 during the interval 𝑡 ∗ ∈ [0, 𝛾 ] and it represents the strength

of the calibration temperature response to surface heating. It is a constant and its value is directly
proportional to 𝛾. Note that the bracketed term in Eq. (2.18) is divided by 𝐶𝛾∗ . The right hand side
of Eq. (2.18) is analogous to the forward time derivative where 𝐶𝛾∗ acts as the differentiation time
step. A small 𝐶𝛾∗ (small 𝛾) would produce large oscillations and an unstable prediction, while
larger 𝐶𝛾∗ values will damp out the oscillations to give a stable prediction. However, if 𝐶𝛾∗ is too
large, the prediction will become over-smoothed.

In the present study, a modified approach to the work of Elkins et al. [25] is followed to
obtain an estimate of the local future time regularization parameter (𝛾). The approach is based
on the concept of finding a balance between TC noise and calibration signal strength. The noise
in the TC temperature data at 𝑥 = 𝑏 during the lead time of the calibration test (before heating
begins at 𝑡 = 𝑡𝑜𝑛 ) was denoted as 𝜎𝑁𝑜𝑖𝑠𝑒 . It was determined by calculating the standard deviation
of the in-depth TC data in the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ]. If a measured temperature is higher
than 4 times this 𝜎𝑁𝑜𝑖𝑠𝑒 value then one can say with 99.99% certainty that the temperature is
∗ (𝑏, ∗ )
outside of the noise band. Therefore, the uncertainty in 𝜙𝑡𝑐,𝑐
𝑡 was defined as 4𝜎𝑁𝑜𝑖𝑠𝑒 . By
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performing Kline and McClintock uncertainty analysis [72] on Eq. (2.19) one can show that the
uncertainty in the calibration signal, 𝐶𝛾∗ , is equal to 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾. The estimated value of the
regularization parameter, 𝛾𝑒𝑠𝑡 , can then be found by evaluating
𝛾𝑒𝑠𝑡
∗ (𝑏,
∫ 𝜙𝑡𝑐,𝑐
𝑣)𝑑𝑣 = 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾𝑒𝑠𝑡

(2.20)

𝑣=0

This is the same as forcing the ratio between the calibration signal, 𝐶𝛾∗ , and the uncertainty in the
signal, 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾, to unity. An alternative interpretation of Eq. (2.20) becomes apparent if one
divides both sides of the equation by 𝛾𝑒𝑠𝑡 . In that case the left hand side becomes the running
average of the TC signal and the right side represents the noise band for that signal. Therefore,
for 𝑡 ∗ > 𝛾𝑒𝑠𝑡 the running average of the TC signal exceeds the noise band. It is important to note
that the reported noise in the measured temperature data is not the same as measurement
accuracy.

Finally, the predicted surface temperature in the rescaled time domain for the
reconstruction test must be returned to the original time domain. This can be accomplished by
evaluating the following
𝑡∗

𝑡= ∫
𝑢=0

𝛼(𝑇𝑜,𝑟 )
𝑑𝑢 ,
∗ (𝑏,
𝛼(𝜙𝑡𝑐,𝑟
𝑢) + 𝑇𝑜,𝑟 )

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

∗
(0, 𝑡 ∗ ) + 𝑇𝑜,𝑟
𝑇𝑡𝑐,𝑟,𝛾 (0, 𝑡) = 𝜙𝑡𝑐,𝑟,𝛾
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(2.21)

(2.22)

2.3.

Experimental Setup

The test sample consisted of two layers that were joined by explosion welding. The first
layer was copper with a thickness of 3.71 mm and the second layer was AISI type 316 stainless
steel (SS) with a thickness of 6.35 mm. Energy dispersive x-ray spectroscopy (EDXS) was
performed by Bohling [73] in the Materials Science and Engineering Department at the
University of Tennessee-Knoxville to analyze the chemical composition of the sample to confirm
the material of the two layers. The EDXS analysis was performed using a beam voltage of 20 kV
at a working distance of 6.8 mm. The spectrum obtained for each layer showed the elements
present and their quantitative amounts were determined. The copper layer composition was
essentially pure copper, while the SS layer was identified as AISI type 316 stainless steel based
on the detection of Cr, Ni, Mo, Mn, Si, and Fe in amounts which are consistent with type 316
stainless steel [74]. The surface of the copper was anodized in a sodium hydroxide solution that
gave the copper a black surface finish. This process was performed to increase the absorptivity of
the surface so that it would absorb more of the radiant energy from the laser. It also reduced the
oxidation effects that are known to occur with copper at elevated temperatures.

The test sample had a cross section of 24.9 mm by 24.9 mm. Two 1.32 mm diameter
holes (one in the copper and one in the SS) were drilled halfway into the sample (12.5 mm) from
the top for inserting the TC probes. In this orientation the TC probes were parallel to the
isotherms. A sketch of the top view of the test sample is shown in Fig 2.2(a). Note that the x-axis
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origin is located at the interface of the two layers. The thickness of the copper and SS layers are
denoted as 𝑎 and 𝐿, respectively. The TCs were placed at the center of their respective layers
𝑎

where the TC in the copper layer, TC1, was located at 𝑥 = − 2 = -1.86 mm, and the TC in the
SS layer, TC2, was located at 𝑥 = 𝑏 = 3.18 mm. Figure 2.2(b) shows the actual two-layer test
sample with the distinct copper and SS layers visible.

Type N Super OMEGACLAD XL thermocouple probes with 36 AWG (0.127 mm) wires
were used to measure the temperatures of the samples at the selected locations. The probes had
exposed beads with a diameter of 0.32 mm and a 0.81 mm diameter Nickel-Chrome sheath. This
type of TC probe has a maximum operating temperature of 1335 oC and an accuracy of 0.4% as
reported by the manufacturer. The probes were potted in the holes with Aremco Graphi-Bond
669 paste (k=83.0 W/m-K at 450 oC) that has a maximum operating temperature of 1370 oC. The
electrical resistance between the leads of each TC probe and the test sample was measured
before each experiment to confirm that good thermal contact between the TC beads and the test
sample was maintained. Finally, the two-layer test sample was surrounded by 1.27 cm thick
Mightylite grade S insulation on its sides and 5 cm thick insulation on its back surface. The
thermal conductivity of the Mightylite grade S insulation is 0.151 W/m-K at 427 oC and it has a
maximum operating temperature of 927 oC.
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(a) Sketch of the test sample and insulation

TC1

TC2

Copper Layer

316 SS
Layer

(b) Side view of the actual sample with the
two type N thermocouples shown
Figure 2.2 Sketch and picture of the two layer sensor assembly
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Figure 2.3 presents a picture of the experimental setup assembly with the anodized
copper front layer positioned in front of the laser heat source and the optical pyrometer. A 500 W
continuous diode laser source with a wavelength of 0.91 m, manufactured by Laserline (model
number LDM 500-60) was used as the heat source. The laser head was fitted with a lens that has
a focal length of 200 mm which produces a 23 mm by 23 mm square beam profile as shown in
the insert of Fig. 2.3. The entire experimental apparatus was housed in a stainless steel safety
enclosure. A webcam was placed inside the enclosure to monitor the setup during the tests. An
Omega OS554A band emission optical pyrometer with a spectral range of 8 to 14 m was used
to monitor the surface temperature of the test sample in real time during tests. This type of
pyrometer requires the surface emissivity to be inputted into the instrument by the user. The
manufacturer reports an accuracy of 1% and a maximum operating temperature of 1370 oC. To
achieve this level of accuracy the inputted value of the surface emissivity must be correct and the
sensor must not receive reflected radiant energy from any surface. During laser heating, a small
fraction of the laser energy is reflected in the range of 8 to 14 m from the anodized copper
surface. Consequently, the temperature measured by the optical pyrometer will be higher than
the actual value (assuming the correct emissivity value has been inputted). The pyrometer was
used for monitoring the surface temperature during the tests for safety concerns and to prevent
overheating the sample. The pyrometer can also be used to obtain a fairly accurate estimate of
the surface emissivity by comparing its temperature with the TC1 temperature when the laser is
off. This comparison is acceptable since the TC1 temperature is a very good approximation of
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Front of sensor
Insulation Front of laser

TC probe leads

Optical pyrometer

Square laser
beam profile

Figure 2.3 Experimental setup assembly in the laser test facility at the University of
Tennessee – Knoxville. Insert shows the square laser beam profile.
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the surface temperature of the anodized copper surface. This approach was used and the
emissivity of the anodized copper surface was estimated to be about 0.81.

Figure 2.4 presents pictures taken by the webcam at different stages of the heating
process. Figure 2.4(a) shows the anodized copper surface before the laser is turned on and Fig.
2.4(b) shows the sample surface when the laser threshold is on (laser is off). No heating occurs at
this stage but the square laser beam profile can be observed. Figure 2.4(c) shows the sample
during the laser heating process. This is the stage where the reflected light from the laser
interferes with the pyrometer’s measurement. Figure 2.4(d) shows the “pink glow” of the
anodized copper surface as seen by the webcam at about 700 oC when the laser is off.
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(a)

(b)

(c)

(d)

Figure 2.4 Webcam pictures of the sample: (a) anodized copper surface before laser on, (b)
sample surface when the laser threshold is on (laser is off), (c) during heating
and (d) pink glow of the anodized copper surface at about 700 oC (laser is off)
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The thermocouple’s emf outputs were sampled at 100 Hz for 180 seconds with a gain of
32 via a Data Translation DT9824 data acquisition board (DAQ). This unit is a low noise, fully
isolated DAQ with simultaneous channel measurement at 24 bit resolution. At a gain value of 32
the range of the DAQ is ±0.3125V with a system accuracy of 0.006%. The measured TC
voltages were converted into temperature using the Type N TC calibration curve. A second
DT9824 unit with a gain of 1, a range of ±10V and an accuracy of 0.001% was triggered to start
data collection simultaneously to measure the signals from the pyrometer and the laser controller.
The voltage signal from the pyrometer was measured and converted to temperature using the
calibration that was provided by the manufacturer (500 oF per volt). The laser controller voltage
and current signals were also measured by the second DAQ. The laser controller current signal
was converted into current using a calibration of 20 Amps per volt that was provided by
Laserline. The measured laser controller current and voltage were converted into laser output
power according to calibration tables provided by the manufacturer.

The values of the thermal diffusivity of AISI 316 stainless steel at discrete temperatures
were obtained from [74]. Table 2.1 presents the data for the thermal diffusivity in the
temperature range of T=20 oC to 870 oC.

34

Table 2.1 Thermal diffusivity data for AISI 316 stainless steel obtained from [74]
Temperature
(oC)
20
90
200
320
430
540
650
760
870

𝛼
(m2/s)
3.69E-06
3.72E-06
3.81E-06
4.08E-06
4.31E-06
4.47E-06
4.86E-06
4.92E-06
5.00E-06

A linear correlation for the thermal diffusivity was created using the data in Table 2.1 and
is given in Eq. (2.23). The correlation has an average percent difference of 1.44% and a
maximum percent difference of 3.35% when compared to the data in Table 2.1. The units of T in
the correlation are in degrees Celsius.

−6

𝛼(𝑇) = 3.569 × 10

−9

+ 1.737 × 10 𝑇,

2
(𝑚 ⁄𝑠)

(2.23)

The test sample consists of two-layers (copper-SS) while the mathematical formulation is for a
one-layer (SS) domain. A photomicrograph at 100 times magnification of the copper and
stainless steel interface was taken by Bohling [73]. It showed the high quality of the bond from
the explosion welding which is a very clean process due to the fact that the surface material of
both metals is expelled during the bonding. There is no TC probe located at the interface of the
two layers to provide data for the surface temperature of the stainless steel layer. A onedimensional variable properties finite difference model showed that at the highest value of the
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laser heat flux used in the experiments, the maximum difference in the TC1 probe location
temperature and the stainless steel surface temperature was close to 1 oC out of 800 oC (<1%
difference). Therefore, the TC1 temperature located in the center of the copper was used to
approximate the surface temperature of the stainless steel in the variable properties analysis
presented in the results section. However, it has been shown [24] that the CIEM can be used for a
constant properties two-layer problem without affecting the solution accuracy.

2.4.

Results
Nineteen tests were performed with varying levels of laser heat flux and heating duration.

Six tests were selected as representative data and the important parameters of these tests are
presented in Table 2.2. The laser heat flux was held constant during the heating period of tests
C1, C2, and C3. The measured data of these tests were used as the required “calibration
temperature data” in the nonlinear formulation of the CIEM given in Eq. (2.12). The laser heat
flux was varied during the heating period of tests R1, R2, and R3. The temperature data gathered
from these tests were used as the “reconstruction temperature data” in Eq. (2.12). The maximum
test temperature, 𝑇𝑚𝑎𝑥 , the time when the laser was turned and on and heating began, 𝑡𝑜𝑛 , the
duration of the heating period, and the initial temperature, 𝑇𝑜 , are provided in Table 2.2 for each
of the six tests. The standard deviation of the TC2 data for the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ],
denoted as 𝜎𝑁𝑜𝑖𝑠𝑒 , is also provided in Table 2.2. Recall that this parameter was used to determine
an estimate of the future time regularization parameter. As discussed earlier, the TC1 data,
located at the center of the thin copper layer, was used to represent the stainless steel surface
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∗ (0, ∗ ).
∗ (𝑏, ∗ ).
temperature data, 𝑇𝑡𝑐
𝑡 Likewise, the TC2 data was used as the in-depth data, 𝑇𝑡𝑐
𝑡

The presented results are denoted as nonlinear (NL) and linear (Lin). The nonlinear results are
obtained from Eq. (2.12) where the temperatures are in the rescaled time domain. The linear
prediction for the reconstruction surface temperature can be obtained if the temperature data used
in Eq. (2.12) is in the original measured time domain, i.e., the thermal diffusivity is assumed to
be constant. The results are compared to show the improved accuracy of the nonlinear
formulation of the CIEM. Recall that the initial temperature of each test must be subtracted from
its corresponding temperature data so that each temperature is shifted to start from 0 oC per Eq.
(2.7). Also, the calibration data was clipped in time to remove the lead data for 𝑡 < 𝑡𝑜𝑛 .

Table 2.2 Laser test data summary with data sampling rate of 100 Hz
Test
Number
C1
C2
C3
R1
R2
R3

Laser
TC2
Flux
𝑇𝑚𝑎𝑥
2
o
(W/cm ) ( C) 𝜎𝑁𝑜𝑖𝑠𝑒 (oC)
37.4
601
0.042
28.0
353
0.051
46.1
473
0.042
Varied
767
0.041
Varied
546
0.049
Varied
820
0.044

37

𝑡𝑜𝑛
(s)
5.93
5.84
5.73
6.30
6.05
4.95

Heating
Period
(s)
93.96
62.73
51.94
104.39
84.42
90.89

𝑇𝑜
(oC)
20.0
20.0
21.0
20.3
19.8
21.2

Results for three test cases consisting of selected pairs of calibration and reconstruction
data sets are presented in this paper. The test cases are labeled as “test case RxCy” where
calibration data from test y is used to predict the surface temperature of reconstruction test x. The
laser heating scenarios for test case R1C1 are presented in Fig. 2.5(a) and the corresponding TC
data is displayed in Fig 2.5(b). Test C1 had a constant laser source heat flux of 37.4 W/cm2 for a
heating period of 93.96 seconds while test R1 had a variable laser source heat flux with a
maximum of 64.2 W/cm2 and a heating duration of 104.39 seconds as seen in Fig. 2.5(a). Figure
2.5(b) shows the maximum recorded TC1 temperature for test C1 was 601 oC. The TC2
temperature for test C1 (located 3.18 mm below the surface of the SS) follows below the TC1
temperature with a temperature difference around 20 oC during heating. Once the laser is turned
off, the radiation and convection heat transfer from the surface of the test sample to the enclosure
environment reverses the direction of the heat flow. The TC2 temperature was about 3 oC higher
than TC1 during the cooling period of test C1. Test R1 had a higher maximum TC1 temperature
of 767 oC and its TC2 was around 33 oC less than TC1 during the heating period and was 4.5 oC
higher than TC1 during the cooling period. At the maximum temperature of test C1, the thermal
diffusivity was 28% higher than the room temperature value while for test R1 the thermal
diffusivity varied by 36% at the maximum TC1 temperature.
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(a) Laser heat flux

(b) Thermocouple temperatures
Figure 2.5 Test case R1C1 measured experimental data
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Figure 2.6(a) presents the TC1 temperature data for tests C1 and R1 in both the original
recorded time domain and the rescaled time domain obtained through the use of Eq. (2.6). Figure
2.6(b) presents the same information for the measured TC2 data. Note that the magnitude of the
temperatures has not changed and the maximum temperature is the same for each set of TC data.
However, the temperature data has been stretched in time to account for the increase in the
thermal diffusivity of the sample. The maximum data collection time for each test, 𝑡𝑚𝑎𝑥 , was 180
∗
seconds which corresponds to a rescaled maximum time of 𝑡𝑚𝑎𝑥,𝑐
= 212 (𝑠) for test C1 and
∗
𝑡𝑚𝑎𝑥,𝑟
= 222 (𝑠) for test R1. Therefore, for the nonlinear analysis, the maximum possible
∗
rescaled analysis time (𝑡𝑚𝑎𝑥
) was the minimum of these two times (212 seconds) as discussed

earlier.
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(a) TC1 data

(b) TC2 data
Figure 2.6 Test case R1C1 temperature data in the original time domain and the rescaled
(stretched) time domain to account for temperature dependent thermal
diffusivity
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Before a prediction for the TC1 temperature of the reconstruction test can be obtained,
one must calculate an estimate of the future time regularization parameter. Figure 2.7 presents
the integral of the TC2 calibration data in the rescaled time domain with respect to the future
time parameter 𝛾 denoted as 𝐶𝛾∗ per Eq. (2.19). The integral of the TC2 uncertainty (4𝜎𝑁𝑜𝑖𝑠𝑒 )
with respect to 𝛾 is also shown in Fig. 2.7. The intersection of the two signals occurred at 𝛾 =
0.66 seconds. This is the value of the future time regularization parameter where the ratio
between the calibration signal and the uncertainty in the signal was unity and served as the
estimated future time regularization parameter 𝛾𝑒𝑠𝑡 .

Figure 2.7 Estimation of the future time regularization parameter, 𝛄𝐞𝐬𝐭 , using TC2 data
from test C1
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The results of the linear prediction could be directly compared to the measured TC1 data
from test R1 by adding back the initial temperature. However, the nonlinear prediction also had
to be returned to the original time domain using Eqs. (2.21) and (2.22). Finally, the temperature
prediction error (𝑒𝑇 ) is calculated by
𝑒𝑇 (𝑡) = Predicted Surface Temperature – Measured Surface Temperature

(2.24)

It is understood that 𝑒𝑇 is a function of 𝛾 but for simplicity the subscript is dropped. The
temperature prediction errors for the linear and nonlinear formulations are denoted as 𝑒𝑇,𝐿𝑖𝑛 and
𝑒𝑇,𝑁𝐿 , respectively. The standard deviation of the prediction error, 𝜎𝑒𝑇 , and mean of the absolute
value of the prediction error, 𝜇|𝑒𝑇 | , were calculated to serve as metrics to quantify the accuracy of
the prediction. The predictions and the associated metrics are shown for the time domain
𝑡 ∈ [0,140] seconds.

Figure 2.8(a) shows the linear and nonlinear TC1 predictions for test case R1C1 where
γ = γest = 0.66 seconds. The linear and nonlinear predicted TC1 temperatures are very close to
the measured TC1 data and it is difficult to tell the difference in the two formulations. However,
the differences can clearly be seen in the error plots in Fig. 2.8(b). The error for the nonlinear
prediction, 𝑒𝑇,𝑁𝐿 , in Fig. 2.8(b) exhibits growing oscillations that begin at t > 80 seconds
indicating that γ = γest = 0.66 seconds is on the cusp of instability. Therefore, future time values
smaller than 0.66 seconds will result in a prediction where the oscillations begin earlier in time
and grow rapidly. Also, Fig 2.8(b) shows that the two formulations produce nearly the same
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(a) Comparison between the TC1 prediction with the measured data

(b) Temperature prediction error versus time
Figure 2.8 Test case R1C1 surface temperature prediction results
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results at temperatures up to 120 oC when the temperature dependent properties begin to affect
the problem. The calculated metrics shown in Fig. 2.8(b) also give an indication of how the
nonlinear prediction produces better results. The standard deviation of the temperature prediction
error for the linear prediction decreased from 3.35 oC to 1.35 oC for the nonlinear prediction and
the mean of the absolute value of the error similarly decreased from 3.08 oC to 1.18 oC. Despite
the oscillations in the nonlinear prediction, the results are still more accurate than the linear
prediction since the oscillations are about the measured TC1 temperature. The accuracy of the
predictions must be put in perspective by comparing the magnitude of the reported metrics with
the measured temperature range which reaches a peak value of 767 oC.

In order to show the robustness of the future time regularization method, predictions were
made for additional γ values of 0.90γest , 1.25γest , and 1.50γest (γ = 0.59, 0.83 and 0.99
seconds). The metrics associated with these predictions are tabulated in Table 2.3. Recall that
oscillations observed in Fig. 2.8(b) for γ = γest suggested that this value of γ was at the cusp of
instability. As expected, the predictions for the future time value of γ = 0.90γest suffer from
very large oscillations due to instability as indicated by the metrics presented in Table 2.3 (𝜎𝑒𝑇 >
800 oC and 𝜇|𝑒𝑇 | > 290 oC). It is interesting to note that a 50% increase in the value of γ (from
γ = γest to 1.50γest ) has almost no effect on the prediction metrics for the linear formulation
(𝜇|𝑒𝑇,𝐿𝑖𝑛 | is constant at 3.08 oC and 𝜎𝑒𝑇,𝐿𝑖𝑛 decreases from 3.35 oC to 3.34 oC). For the nonlinear
prediction, 𝜎𝑒𝑇,𝑁𝐿 is 1.35 oC when γ = γest and decreases to 1.05 oC when γ = 1.50γest .
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Table 2.3 Prediction metrics for test case R1C1, 𝜸𝒆𝒔𝒕 = 𝟎. 𝟔𝟔 (s)
𝛾
𝛾𝑒𝑠𝑡

0.90
1.00
1.25
1.50

𝜎𝑒𝑇,𝐿𝑖𝑛
(oC)
854
3.35
3.34
3.34

𝜎𝑒𝑇,𝑁𝐿
(oC)
1204
1.35
1.05
1.05

𝜇|𝑒𝑇,𝐿𝑖𝑛 |
(oC)
291
3.08
3.08
3.08

𝜇|𝑒𝑇,𝑁𝐿|
(oC)
405
1.18
0.90
0.90

Similarly, 𝜇|𝑒𝑇,𝑁𝐿| decreases from 1.18 oC to 0.90 oC. Therefore the method of determining the
estimated regularization parameter is shown to work well to obtain a value of γ that produces a
stable prediction. The results also demonstrate that the nonlinear model improves the accuracy of
the prediction. Finally, recall again that this prediction required no knowledge of the probe depth
or thermocouple response properties. The only knowledge outside of the measured thermocouple
data used in the analysis was a simple linear expression for the thermal diffusivity of the sample.
These results demonstrate the power and accuracy of the nonlinear CIEM formulation.

The versatility of the CIEM formulation is demonstrated by presenting results for two
other test case heating scenarios. The heating scenarios for test case R2C2 are presented in Fig.
2.9(a). Test C2 data (calibration test) was obtained for a constant laser heat flux of 28.0 W/cm2
and a heating duration of 62.73 seconds while in Test R2 (reconstruction test) three consecutive
constant laser pulses of 45.6 W/cm2 were employed for a total heating time of 84.42 seconds.
The laser heat flux level for the calibration test C2 was lower than the level used in test C1.
Similarly, the laser heat flux used in reconstruction test R2 was lower than the level used in test
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(a) Laser heat flux

(b) Thermocouple temperatures
Figure 2.9 Test case R2C2 measured experimental data: a) laser heat flux and b)
thermocouple temperatures
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R1. These changes resulted in lower temperature regimes overall for this test case. The
temperature data of tests C2 and R2 are presented in Fig. 2.9(b). The inverse prediction of the
TC1 temperature of test R2 is challenging for any inverse analysis method since it undergoes 5
instances of change in the sign of its slope after heating begins. Figure 2.9(b) shows the
maximum TC1 temperature of test C2 was 353 oC while test R2 had a maximum TC1
temperature of 546 oC. The test C2 TC2 temperature was around 20 oC less than TC1 during the
heating period and was 1.5 oC higher than TC1 during the cooling period which began at t > 68.6
seconds. During test R2 the TC2 temperature was 30 oC less than TC1 while the laser was on and
3 oC higher than TC1 when the sample was in the final cooling stage when t > 90.5 seconds. At
the maximum temperature of test C2 the thermal diffusivity was 16% higher than the diffusivity
value at room temperature while the thermal diffusivity for test R2 was 25% higher at its
maximum TC1 temperature.

The calibration data is intentionally changed from test C1 to test C2 data to demonstrate
the effects of measurement noise level in the TC data and heating scenario on the value γest of
the same thermocouple (TC2). Following the method presented in the discussion of Fig. 2.7,
analysis of the test C2 (calibration test) TC2 data results in γest = 0.86 seconds which is higher
than 𝛾𝑒𝑠𝑡 = 0.66 seconds found using the test C1 TC2 data. It must be noted that the measured
TC2 𝜎𝑁𝑜𝑖𝑠𝑒 in test C2 was 0.051 oC which is larger than the value recoded for test C1 (0.042 oC).
Also, the laser heat flux recorded for test C2 (28.0 W/cm2) was smaller than the heat flux
measured for test C1 (37.4 W/cm2). The combined effect of higher 𝜎𝑁𝑜𝑖𝑠𝑒 and lower laser heat
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flux causes the integral of the TC2 data, per Eq. (2.20), to exceed the noise level at a higher γ
value.

Figure 2.10(a) presents a comparison of the predicted TC1 temperatures for the linear and
nonlinear formulations with the measured TC1 data from test R2 for γ = γest = 0.86 seconds.
Once again, it is difficult to see the difference between the predicted and measured values. The
temperature prediction error plots and calculated metrics are shown in Fig. 2.10(b) to illustrate
how the nonlinear prediction produces better results. The standard deviation of the error for the
linear prediction decreased from 3.56 oC to 0.92 oC for the nonlinear prediction and the mean of
the absolute value of the error similarly decreased from 2.86 oC to 0.84 oC. Predictions were
made for the additional γ values of 0.90γest , 1.25γest , and 1.50γest (γ = 0.77, 1.08 and 1.29
seconds).
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(a) Comparison between the TC1 prediction with the measured data

(b) Temperature prediction error versus time
Figure 2.10 Test case R2C2 surface temperature prediction results
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The metrics associated with these predictions are presented in Table 2.4. The linear
results were essentially the same for all four values of 𝛾 tested (𝜎𝑒𝑇,𝐿𝑖𝑛 decreases from 3.59 oC to
3.54 oC and 𝜇|𝑒𝑇,𝐿𝑖𝑛 | decreases from 2.87 oC to 2.83 oC). The nonlinear prediction results reveal
that when γ is increased from γ = 0.90γest to γest the 𝜎𝑒𝑇 and 𝜇|𝑒𝑇 | values were improved by
15%. After that, the results of test case R2C2 are similar to those of test case R1C1 in that a 50%
increase in the value of γ (from 0.86 to 1.29 seconds) has almost no effect on the prediction
metrics for the nonlinear predictions. The 𝜎𝑒𝑇,𝑁𝐿 value ranges from 0.92 oC to 0.89 oC and 𝜇|𝑒𝑇,𝑁𝐿|
ranges from 0.84oC to 0.82 oC. Once again, it is demonstrated that fairly accurate solutions can
be obtained for a wide range of future time regularization parameter values. The nonlinear
prediction errors of less than 1 oC are remarkable considering that the measured temperature
reaches a peak value of 546 oC.

Table 2.4 Prediction metrics for test case R2C2, 𝜸𝒆𝒔𝒕 = 𝟎. 𝟖𝟔 (s)
𝛾
𝛾𝑒𝑠𝑡

0.90
1.00
1.25
1.50

𝜎𝑒𝑇,𝐿𝑖𝑛
(oC)
3.59
3.56
3.54
3.54

𝜎𝑒𝑇,𝑁𝐿
(oC)
1.10
0.92
0.89
0.90
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𝜇|𝑒𝑇,𝐿𝑖𝑛 |
(oC)
2.87
2.86
2.84
2.83

𝜇|𝑒𝑇,𝑁𝐿|
(oC)
0.98
0.84
0.82
0.82

The last data set selected for presentation uses data from test C3 as the calibration data to
be used to predict the measured TC1 data from test R3. The laser heat flux level for test C3 was
the highest of the three sets of data used as calibration data and the laser heat flux level for test
R3 was higher than those used in the other two reconstruction data sets. The heating scenario of
test R3 produced several sharp slope changes and resulted in a maximum TC1 temperature of
820 oC (higher than the previous cases). The heating scenarios for test case R3C3 are presented
in Fig. 2.11(a). A constant laser source heat flux of 46.1 W/cm2 was recorded for test C3 with a
heating duration of 51.94 seconds. The heating time for test R3 was 90.89 seconds during which
the laser reached a maximum heat flux of 69.2 W/cm2. Figure 2.11(b) shows the maximum TC1
temperature of test C3 was 473 oC while test R3 had a maximum TC1 temperature of 820 oC, as
mentioned earlier. The test C3 TC2 temperature was around 28 oC less than TC1 during the
heating period and was 2 oC higher than TC1 during the cooling period that begins when t > 57.7
seconds. Similarly, during the test R3 TC2 temperature was 33 oC less than TC1 while the laser
was on and 5 oC higher than TC1 when the sample was cooling when t > 96 seconds. At the
maximum temperature of test C3 (calibration test) the thermal diffusivity was 22% higher than
the diffusivity value at room temperature while the thermal diffusivity for test R3 was 39%
higher at its maximum TC1 temperature.
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(a) Laser heat flux

(b) Thermocouple temperatures
Figure 2.11 Test case R3C3 measured experimental data: a) laser heat flux and b)
thermocouple temperatures
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The γest value derived from the test C3 TC2 data was found to be 0.61 seconds using the
same method presented in Fig. 2.7 and Eq. (2.20). Note that this γest value is smaller than the
value obtained using test C1 TC2 data (𝛾𝑒𝑠𝑡 = 0.66 seconds). The measured TC2 𝜎𝑁𝑜𝑖𝑠𝑒 was the
same for tests C1 and test C3 (0.042 oC) while the laser heat flux of test C3 (46.1 W/cm2) was
larger than that of test C1 (37.4 W/cm2). The effect of the higher laser heat flux caused the
integral of the TC2 data, per Eq. (2.20), to exceed the same noise level at a lower γ value. Figure
2.12(a) presents a comparison of the predicted TC1 temperature for the linear and nonlinear
formulations with the measured value of TC1 from test R3 for γ = γest = 0.61 seconds. Once
again, it is difficult to see the difference between the predicted and measured values. The error
plots and calculated metrics are shown in Fig. 2.12(b) to illustrate how the nonlinear prediction
produces better results. Figure 2.12(b) shows that 𝜎𝑒𝑇 for the linear prediction decreased from
2.45 oC to 1.46 oC for the nonlinear prediction and 𝜇|𝑒𝑇 | decreased from 1.95 oC to 1.09 oC. For
this final test case predictions were also made for γ values of 0.90γest , 1.25γest , and 1.50γest (γ
= 0.55, 0.76 and 0.92 seconds).
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(a) Comparison between the TC1 prediction with the measured data

(b) Temperature prediction error versus time
Figure 2.12 Test case R3C3 surface temperature prediction results
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The metrics associated with these predictions are presented in Table 2.5. Unlike the other
test cases, the linear and nonlinear results were essentially the same for all four values of 𝛾
tested. For the linear prediction 𝜎𝑒𝑇,𝐿𝑖𝑛 ranged from 2.45 oC to 2.39 oC and 𝜇|𝑒𝑇,𝐿𝑖𝑛 | ranged from
1.95 oC to 1.84 oC. For the nonlinear prediction 𝜎𝑒𝑇,𝑁𝐿 ranged from 1.46 oC to 1.41 oC and 𝜇|𝑒𝑇,𝑁𝐿|
ranged from 1.09 oC to 1.04 oC. Again it is remarkable to note that the test R3 TC1 temperature,
which reaches a peak value of 820 oC, is predicted with error metrics which are less than 1.5 oC
for the nonlinear formulation and 2.4 oC for the linear formulation. The future time regularization
values of 𝛾 = γest , 1.25γest , and 1.50γest produced stable prediction results with little to no
change in the prediction accuracy for all three test cases.

The TC1 temperature prediction obtained by the nonlinear formulation was within 1% of
the measured value for TC1 > 250 oC in the three test cases. The results of the analysis
demonstrated improved accuracy in the surface temperature predictions when time rescaling was
used to account for the temperature dependent thermal diffusivity of the sample.

Table 2.5 Prediction metrics for test case R3C3, 𝜸𝒆𝒔𝒕 = 𝟎. 𝟔𝟏 (s)
𝛾
𝛾𝑒𝑠𝑡

0.90
1.00
1.25
1.50

𝜎𝑒𝑇,𝐿𝑖𝑛
(oC)
2.39
2.45
2.39
2.39

𝜎𝑒𝑇,𝑁𝐿
(oC)
1.43
1.46
1.41
1.42
56

𝜇|𝑒𝑇,𝐿𝑖𝑛 |
(oC)
1.84
1.95
1.84
1.84

𝜇|𝑒𝑇,𝑁𝐿|
(oC)
1.05
1.09
1.04
1.04

2.5.

Concluding Remarks
In this study the concept of time rescaling was utilized to account for the temperature

dependence of thermal diffusivity to linearize the one-dimensional nonlinear heat equation with a
surface temperature boundary condition. Manipulation of the solution of the resulting linearized
form of the heat equation in the frequency domain and the subsequent inverse Laplace transform
back into the time domain produced the convolution calibration integral equation. Future time
regularization was used to obtain a stable prediction for the surface temperature of a
reconstruction test. An estimate for the future time regularization parameter (γest ) was obtained
by balancing the in-depth TC response of the calibration test with its measured noise.
Experiments were conducted to obtain benchmark high temperature data that could be used to
test and verify the accuracy of various inverse heat conduction analysis methods for resolving the
surface temperature based on in-depth TC data. The measured data were used as the calibration
and reconstruction data sets to demonstrate that the proposed nonlinear formulation results in
improved prediction accuracy when compared to a linear formulation. Four different values of
the future time regularization parameter (𝛾 = 0.90γest , γest , 1.25γest , and 1.50γest ) were
employed in 3 different test cases. In all test cases, the values of 𝛾 = γest , 1.25γest , and 1.50γest
produced stable prediction results with little to no change in the prediction accuracy. The results
of the analysis demonstrated improved accuracy in the surface temperature predictions when
time rescaling was used to account for the temperature dependent thermal diffusivity of the
sample. It should be emphasized that no knowledge of the actual probe depth or thermocouple
response properties are required to perform this analysis.
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CHAPTER THREE
CALIBRATION OF A PAINTED STAINLESS STEEL SENSOR USING
THE ONE-PROBE CALIBRATION METHOD

This chapter is based on the paper:
Myrick, J. A., Keyhani, M., and Frankel, J. I., 2017, “Determination of Surface Heat Flux and
Temperature Using In-Depth Temperature Data – Experimental Verification,” Int. J. Heat Mass
Transfer, 111, pp. 982-998. DOI: 10.1016/j.ijheatmasstransfer.2017.04.029

3.1.

Introduction

Knowledge of the surface thermal boundary conditions in applications such as re-entry
flight vehicles, solid rocket nozzles, scram jet combustors, hypersonic flight vehicles, internal
combustion engines and fire research is critical to the safety and proper operation of these
applications [1-7]. Harsh ambient conditions or other practical limitations may preclude the use
of surface mounted sensors for measuring the surface temperature and heat flux. To overcome
this problem, temperature data obtained from thermocouples (TC) located below the heated
surface is used to determine the surface thermal boundary conditions. The projection of in-depth
temperature data to estimate the surface boundary conditions is known as the inverse heat
conduction problem (IHCP). The diffusion of the thermal front as it penetrates the solid domain
results in a damped and decaying temperature profile. Therefore, a large change in the surface
temperature may be observed as a small change in the temperature at the in-depth TC probe site
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at that time. The challenge of the IHCP is to project a small temperature change at the probe site
to estimate the large temperature change that occurred at the surface. Thus, small measurement
errors (noise) in the in-depth TC data are amplified when projected to the surface causing large
errors in the surface prediction. The amplification of measurement errors in the data makes the
IHCP ill-posed [23]. Numerous regularization techniques have been developed to obtain a stable
prediction of the surface condition. These methods include exact solutions [26], Laplace
transform method [27, 28], function specification [29, 30], space marching and finite difference
[31-34], global time method [35], conjugate gradient method [36, 37] and other techniques.

Some applications may permit the use of surface mounted heat flux gauges. There are
several different types of conventional heat flux gauges [8-13]. Many gauges cannot operate at
temperatures exceeding 300 oC without active cooling due to material limitations [15]. However,
complex modeling is required to determine the necessary heat flux correction factor to account
for the thermal disturbance caused by the cooling element [15]. Considerable research has been
devoted to the development of high temperature heat flux gauges that do not require active
cooling. Gifford et al. [16] along with Pullins and Diller [17-18] developed a high temperature
heat flux gauge that could operate at temperatures up to 1000 oC. They reported an uncertainty of
7% at temperatures greater than 350 oC. Mityakov et al. [19] designed gradient heat flux gauges
based on anisotropic thermoelements that could operate at temperatures of 1000 oC. They
reported a measurement error of 2% for the heat flux. Nagaiah et al. [20] developed a high
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temperature heat flux gauge for gas turbines that could withstand temperatures up to 1500 oC.
The accuracy of this sensor was not reported.

Researchers have proposed the use of plug-type sensors that are instrumented with
embedded TCs. For example, plug-type gauges have been used in the Mars Science Laboratory
Entry, Decent, and Landing Instrumentation (MEDLI) project [21, 22]. The MEDLI project used
MEDLI Integrated Sensor Plugs (MISP) that were made of thermal protection system (TPS)
material with four embedded TCs. The measured in-depth TC data was projected in an inverse
analysis to obtain an estimate of the surface temperature and heat flux of the MISP. A logical
improvement to the use of a plug-type sensor is to perform a calibration test where the sensor is
subjected to known surface thermal conditions and the in-depth TC response is measured. This
calibration test data, along with in-depth TC data from a new test can be used to determine the
surface thermal conditions that caused the measured in-depth temperature response of that test.
The non-integer system identification (NISI) method [49-54] is one form of system calibration
where an impulse function is obtained based on the fractional derivative formulation of the heat
equation. The calibration test data is used to determine the calibration coefficients using a least
squares method. The surface heat flux of an unknown heating process can be determined using
the calibration coefficients along with the in-depth temperature data resulting from the unknown
heating process.
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The calibration integral equation method (CIEM) is an alternative approach to the
concept of system calibration which does not require the calculation of calibration coefficients.
The one-probe, constant properties (linear) formulation of the CIEM has been reported in [24]
and experimentally verified in [25] with good accuracy in an appropriate low temperature range
(22 oC to 39 oC). The calibration integral equation is a Volterra integral equation of the first kind
[55] containing a convolution (or displacement) kernel. The equation consists of input data from
the measured surface heat flux and in-depth TC data from the calibration test, along with data
from the same in-depth TC in any other practical heating scenario. The new heating scenario is
called the reconstruction test. The unknown variable in the calibration integral equation is the
surface heat flux that produced the measured in-depth TC response from the reconstruction test.
The linear formulation of the CIEM does not require knowledge of the thermophysical
properties, TC probe location, and TC response characteristics such as its time constant and the
signal attenuation due to conductive lead losses.

Chen et al. [56, 57] modified the linear CIEM to incorporate the effect of the temperature
dependent properties. They used the Kirchhoff transformation to account for the temperature
dependent thermal conductivity and a time rescaling technique to incorporate the effect of the
temperature dependent thermal diffusivity in [56]. In a follow up study [57], a heat flux rescaling
concept was used to account for the temperature dependent thermal conductivity along with the
same time rescaling approach. Myrick et al. [64] used high temperature experimental data (20 oC
to 820 oC) to predict surface temperature. The prediction results from the time rescaled nonlinear
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model were compared to the results from the linear model and the improvement in prediction
accuracy was demonstrated.

In this chapter, high temperature (up to 837 oC) experimental data from seven calibration
tests and six reconstruction tests are used in the linear and nonlinear formulations of the CIEM to
obtain predictions for the surface temperature and heat flux of a stainless steel plug-type sample.
It will be demonstrated that the test sample functions as a high temperature dual-sensor that can
be used to obtain its surface heat flux and temperature. Section 3.2 presents the linear and
nonlinear formulations of the calibration integral equations along with the regularization
technique used to obtain predictions of the surface temperature or heat flux. The experimental
setup and its components are described in Section 3.3. Section 3.4 presents the comparison of the
predicted surface heat flux and temperature to the measured data. Finally, Section 3.5 provides
concluding remarks on the analysis.

3.2.

Numerical Formulation
A one-dimensional heat conduction domain in Cartesian coordinates is presented in Fig.

3.1. It has an adiabatic back boundary condition at 𝑥 = 𝐿 and a constant uniform initial
temperature denoted as 𝑇𝑜 . The front surface boundary condition may be a specified temperature
denoted as 𝑇𝑠 (𝑡) or a specified heat flux denoted as 𝑞𝑠′′ (𝑡).
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Figure 3.1 Schematic of the one-dimensional domain with an in-depth thermocouple

The governing heat equation for this domain with temperature dependent properties [75] is
𝜌𝑐𝑝 (𝑇(𝑥, 𝑡))

𝜕𝑇
𝜕
𝜕𝑇
(𝑥, 𝑡) =
(𝑥, 𝑡)] ,
[𝑘(𝑇(𝑥, 𝑡))
𝜕𝑡
𝜕𝑥
𝜕𝑥

𝑥 ∈ (0, 𝐿),

𝑡>0

(3.1)

with a surface boundary condition of
𝑞𝑠′′ (𝑡) = −𝑘(𝑇(0, 𝑡))

𝜕𝑇
(0, 𝑡) = 𝑞 ′′ (0, 𝑡),
𝜕𝑥

𝑡>0

(3.2)

or
𝑇𝑠 (𝑡) = 𝑇(0, 𝑡),

𝑡>0

(3.3)

and a back boundary condition
𝜕𝑇
(𝐿, 𝑡) = 0,
𝜕𝑥

𝑡>0

(3.4)

𝑥 ∈ [0, 𝐿]

(3.5)

with a uniform initial condition
𝑇(𝑥, 0) = 𝑇𝑜 ,

The temperature scale is changed by setting the datum as the initial temperature (𝑇𝑜 ). This
reduced temperature is denoted as 𝜙
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𝜙(𝑥, 𝑡) = 𝑇(𝑥, 𝑡) − 𝑇𝑜

(3.6)

The Laplace transform of the governing equation and boundary conditions is an ODE in the
frequency domain when one assumes constant properties. The result of the transformation
produces Eq. (3.7) where the initial condition is absorbed
𝜕 2 𝜙̂
𝑠
(𝑥, 𝑠) − 𝜙̂(𝑥, 𝑠) = 0,
2
𝜕𝑥
𝛼

𝑥 ∈ (0, 𝐿)

(3.7)

with the transformed surface boundary conditions
𝑞̂ ′′ (0, 𝑠) = −𝑘

𝜕𝜙̂
(0, 𝑠),
𝜕𝑥

(3.8)

𝑠≥0

or
𝜙̂(0, 𝑠) = 𝜙̂𝑠 (𝑠),

𝑠≥0

(3.9)

and a transformed back boundary condition
𝜕𝜙̂
(𝐿, 𝑠) = 0,
𝜕𝑥

𝑠≥0

(3.10)

The solution for the reduced temperature in terms of the surface heat flux is
𝜙̂(𝑥, 𝑠) =

𝑞̂ ′′ (0, 𝑠) 𝛼
𝑠
𝑠
𝑠
√ [𝑐𝑜𝑡ℎ (√ 𝐿) 𝑐𝑜𝑠ℎ (√ 𝑥) − 𝑠𝑖𝑛ℎ (√ 𝑥)]
𝑘
𝑠
𝛼
𝛼
𝛼

(3.11)

A similar relation can be found for the reduced temperature in the frequency domain in terms of
the surface temperature as provided in the appendix of [64]. Evaluating Eq. (3.11) at an arbitrary
in-depth TC probe location 𝑥 = 𝑏 and dividing by the surface heat flux, 𝑞̂ ′′ (0, 𝑠) produces
𝜙̂(𝑏, 𝑠)
1 𝛼
𝑠
𝑠
𝑠
̂ (𝑘, 𝛼, 𝑏, 𝐿, 𝑠)
= √ [𝑐𝑜𝑡ℎ (√ 𝐿) 𝑐𝑜𝑠ℎ (√ 𝑏) − 𝑠𝑖𝑛ℎ (√ 𝑏)] = 𝑀
′′
𝑞̂ (0, 𝑠) 𝑘 𝑠
𝛼
𝛼
𝛼
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(3.12)

̂ contains the heat equation physics, thermophysical properties, domain
Note that the function 𝑀
boundary and TC probe location. For a calibration test (denoted by a subscript c) and a
reconstruction test (denoted by a subscript r) performed on the same sample, the ratio of their indepth temperatures to their surface heat fluxes will be same. Thus, one can equate them
according to
𝜙̂𝑐 (𝑏, 𝑠) 𝜙̂𝑟 (𝑏, 𝑠)
̂ (𝑘, 𝛼, 𝑏, 𝐿, 𝑠)
=
=𝑀
𝑞̂𝑐′′ (0, 𝑠) 𝑞̂𝑟′′ (0, 𝑠)

(3.13)

Cross multiplying and bringing Eq. (3.13) out of the frequency domain using the
convolution theorem results in the calibration integral equation for surface heat flux derived from
the constant properties version of the governing equations [24]
𝑡

𝑡

∫ 𝑞𝑟′′ (0, 𝑢)𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 − 𝑢)𝑑𝑢 = ∫ 𝑞𝑐′′ (0, 𝑢)𝜙𝑡𝑐,𝑟 (𝑏, 𝑡 − 𝑢)𝑑𝑢 ,
𝑢=0

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 ]

(3.14)

𝑢=0

In the calibration integral equation, 𝜙𝑡𝑐,𝑐 (𝑏, 𝑡) and 𝜙𝑡𝑐,r (𝑏, 𝑡) are the reduced in-depth (𝑥 = 𝑏)
thermocouple (TC) temperatures for the calibration and reconstruction tests. The measured
surface heat flux for the calibration test is denoted as 𝑞𝑐′′ (0, 𝑡). Therefore, the only unknown in
the calibration integral equation is the reconstruction surface heat flux (𝑞𝑟′′ (0, 𝑡)). The time
domain is limited to 𝑡𝑚𝑎𝑥 which is the smaller of the data collection times for the two tests. The
constant properties (linear) one-probe calibration integral equation has been shown to be valid
for a one-dimensional half space domain [24] or a finite domain as long as the boundary
condition at 𝑥 = 𝐿 for the reconstruction test is the same as the calibration test [60, 64]. If the
back boundary conditions vary between the calibration and reconstruction tests, one must use the
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two-probe analysis [58]. The calibration integral equation for surface temperature has an
identical form to Eq. (3.14) where the surface heat flux terms are replaced with the respective
surface temperature terms for the calibration and reconstruction tests.
𝑡

𝑡

∫ 𝜙𝑡𝑐,𝑟 (0, 𝑢)𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 − 𝑢)𝑑𝑢 = ∫ 𝜙𝑡𝑐,𝑐 (0, 𝑢)𝜙𝑡𝑐,𝑟 (𝑏, 𝑡 − 𝑢)𝑑𝑢 ,
𝑢=0

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 ]

(3.15)

𝑢=0

The modification of the constant properties formulation of the calibration integral equation, Eqs.
(3.14) and (3.15), to account for the effect of temperature dependent properties can be
accomplished through: (a) time rescaling and temperature transformation (Kirchhoff) [56] or (b)
time and heat flux rescaling [57]. The thermophysical properties are approximated to be constant
in the spatial domain and evaluated at the in-depth temperature 𝑇(𝑏, 𝑡). This approximation
permits one to move the temperature dependent thermal conductivity, 𝑘(𝑇(𝑏, 𝑡)), to the left side
of Eq. (3.1) which introduces a temperature dependent thermal diffusivity. The temperature
dependency of the thermal diffusivity is removed by replacing time (𝑡) with rescaled time (𝑡 ∗ )
defined as [56, 57]
𝑡

𝑡∗ = ∫
𝑢=0

𝛼(𝑇(𝑏, 𝑢))
𝑑𝑢
𝛼(𝑇𝑜 )

(3.16)

Similarly, one can approximately account for the temperature dependent thermal conductivity in
Eq. (3.2) by substituting a rescaled surface heat flux in the rescaled time domain
𝑞̃ ′′∗ (0, 𝑡 ∗ ) =

𝑘(𝑇𝑜 )
𝑘(𝑇(𝑏, t))

𝑞 ′′ (0, 𝑡)

(3.17)

Additionally, one must use the reduced temperature in the rescaled time domain according to
𝜙 ∗ (𝑥, 𝑡 ∗ ) = 𝜙(𝑥, 𝑡)
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(3.18)

The substitution of the rescaled variables defined in Eqs. (3.16-18) into Eqs. (3.1-5) results in a
constant properties version of the heat equation and auxiliary conditions similar to those used to
derive Eqs. (3.14) and (3.15).
1 𝜕𝜙 ∗
𝜕 2𝜙∗
∗)
(𝑥,
(𝑥, 𝑡 ∗ ),
𝑡
=
𝛼(𝑇𝑜 ) 𝜕𝑡 ∗
𝜕𝑥 2

𝑥 ∈ (0, 𝐿),

𝑡∗ > 0

(3.19)

with a surface boundary condition of
𝑞̃𝑠′′∗ (𝑡 ∗ ) = −𝑘(𝑇𝑜 )

𝜕𝜙 ∗
(0, 𝑡 ∗ ) = 𝑞̃ ′′∗ (0, 𝑡 ∗ ),
𝜕𝑥

𝑡∗ > 0

(3.20)

or
𝜙𝑠∗ (𝑡 ∗ ) = 𝜙 ∗ (0, 𝑡 ∗ ),

𝑡∗ > 0

(3.21)

and a back boundary condition
𝜕𝜙 ∗
(𝐿, 𝑡 ∗ ) = 0,
𝜕𝑥

𝑡∗ > 0

(3.22)

𝑥 ∈ [0, 𝐿]

(3.23)

with a uniform initial condition
𝜙 ∗ (𝑥, 0) = 0,

Since these equations are identical in form to the constant properties version of the governing
equations, the calibration integral equation for heat flux using the rescaling method [57] can be
written as
𝑡∗

𝑡∗

∗ (𝑏, ∗
∗ (𝑏, ∗
∫ 𝑞̃𝑟′′∗ (0, 𝑢)𝜙𝑡𝑐,𝑐
𝑡 − 𝑢)𝑑𝑢 = ∫ 𝑞̃𝑐′′∗ (0, 𝑢)𝜙𝑡𝑐,𝑟
𝑡 − 𝑢)𝑑𝑢 ,
𝑢=0

where

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(3.24)

𝑢=0
∗
𝑡𝑚𝑎𝑥

is the smaller of the maximum rescaled times for the calibration and reconstruction

tests. The modified calibration integral equation for determination of the surface temperature
using the rescaling method [64] can be obtained by replacing the rescaled net heat flux terms,
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∗
𝑞̃𝑐′′∗ (0, 𝑡 ∗ ) and 𝑞̃𝑟′′∗ (0, 𝑡 ∗ ), with the corresponding reduced surface temperatures, 𝜙𝑡𝑐,𝑐
(0, 𝑡 ∗ ) and
∗
𝜙𝑡𝑐,𝑟
(0, 𝑡 ∗ ) .

An alternative method of accounting for the temperature dependent thermal conductivity
was presented in [56] where the Kirchhoff transformation was utilized
𝑇(𝑥,𝑡)

1
𝜃(𝑥, 𝑡) =
∫ 𝑘(𝑇′)𝑑𝑇′
𝑘(𝑇𝑜 )

(3.25)

𝑇′=𝑇𝑜

Substituting the Kirchhoff temperature and the rescaled time variable into Eqs. (3.1-5) also
produces the constant properties version of the governing equations. This allows one, by
inspection, to write the calibration integral equation for surface temperature using the Kirchhoff
transformation method as
𝑡∗

𝑡∗

∗ (0,
∗ (𝑏, ∗
∗ (0,
∗ (𝑏, ∗
∫ 𝜃𝑡𝑐,𝑟
𝑢)𝜃𝑡𝑐,𝑐
𝑡 − 𝑢)𝑑𝑢 = ∫ 𝜃𝑡𝑐,𝑐
𝑢)𝜃𝑡𝑐,𝑟
𝑡 − 𝑢)𝑑𝑢 ,
𝑢=0

𝑢=0

(3.26)

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
∗
∗
where 𝜃𝑡𝑐,𝑐
(𝑏, 𝑡 ∗ ) and 𝜃𝑡𝑐,𝑟
(𝑏, 𝑡 ∗ ) are the in-depth Kirchhoff temperatures in the rescaled time

domain for the calibration and reconstruction tests, respectively. The only unknown in Eq. (3.26)
∗ (0, ∗ ))
is the reconstruction surface Kirchhoff temperature in the rescaled time domain (𝜃𝑡𝑐,𝑟
𝑡

which must be resolved. The modified calibration integral equation for determination of the
surface heat flux using the Kirchhoff transformation method [56] can be obtained by replacing
∗ (0, ∗ )
∗ (0, ∗ ),
the surface temperatures, 𝜃𝑡𝑐,𝑐
𝑡 and 𝜃𝑡𝑐,𝑟
𝑡 with the corresponding net heat fluxes,

𝑞𝑐′′∗ (0, 𝑡 ∗ ) and 𝑞𝑟′′∗ (0, 𝑡 ∗ ).
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The noted linear (constant properties) and nonlinear (temperature dependent properties)
calibration integral equations are in the form of Volterra integral equations of the first kind [55]
containing convolution (or displacement) kernels. The first kind Volterra integral equation is illposed and requires some form of regularization in order to obtain a stable resolution. The
regularization method employed in this study will be demonstrated using the linear calibration
integral equation for determination of surface heat flux. Equation (3.14) is written in the compact
form
𝑡

∫ 𝑞𝑟′′ (0, 𝑢)𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 − 𝑢)𝑑𝑢 = 𝑓𝑞 (𝑡),

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 ]

(3.27)

𝑢=0

where 𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 − 𝑢) is the kernel of the integral equation and 𝑓𝑞 (𝑡) contains the known
quantities
𝑡

𝑓𝑞 (𝑡) = ∫ 𝑞𝑐′′ (0, 𝑢)𝜙𝑡𝑐,𝑟 (𝑏, 𝑡 − 𝑢)𝑑𝑢 ,

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 ]

(3.28)

𝑢=0

A variation of Lamm’s local future time regularization scheme [41] is employed in order
to obtain a stable resolution of the net reconstruction surface heat flux. Local future time
regularization is implemented by advancing the upper limit of the of the calibration integral
equation to 𝑡 + 𝛾 where 𝛾 is the local future time regularization parameter. Equation (21) can be
restated as
𝑡

𝑡+𝛾

∫ 𝑞𝑟′′ (0, 𝑢)𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 + 𝛾 − 𝑢)𝑑𝑢 + ∫ 𝑞𝑟′′ (0, 𝑢)𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 + 𝛾 − 𝑢)𝑑𝑢 = 𝑓𝑞 (𝑡 + 𝛾),
𝑢=0

𝑢=𝑡

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 − 𝛾]
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(3.29)

where
𝑡+𝛾

𝑓𝑞 (𝑡 + 𝛾) = ∫ 𝑞𝑐′′ (0, 𝑢)𝜙𝑡𝑐,𝑟 (𝑏, 𝑡 + 𝛾 − 𝑢)𝑑𝑢,

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 − 𝛾]

(3.30)

𝑢=0

Note that the applicable maximum time must be reduced by 𝛾 seconds. In the second integral on
the left hand side of Eq. (3.29) it is assumed that the reconstruction heat flux is constant and
evaluated at time t in the time interval of 𝑡 ∈ [𝑡, 𝑡 + 𝛾]. This assumption allows one to solve for
the reconstruction heat flux as
𝑡

1
′′ (0,
′′ (0,
𝑞𝑟,𝛾
𝑡) ≅ [𝑓𝑞 (𝑡 + 𝛾) − ∫ 𝑞𝑟,𝛾
𝑢)𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 + 𝛾 − 𝑢)𝑑𝑢] ,
𝐶𝛾
𝑢=0

(3.31)

𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 − 𝛾]
where
𝑡+𝛾

𝛾

𝐶𝛾 ≜ ∫ 𝜙𝑡𝑐,𝑐 (𝑏, 𝑡 + 𝛾 − 𝑢)𝑑𝑢 = ∫ 𝜙𝑡𝑐,𝑐 (𝑏, 𝑣)𝑑𝑣
𝑢=𝑡

(3.32)

𝑣=0

′′
Note that 𝑞𝑟′′ is replaced by 𝑞𝑟,𝛾
to denote that the solution depends on 𝛾. The time integral of

𝜙𝑡𝑐,𝑐 (𝑏, 𝑡) during the interval of 𝑡 ∈ [0, 𝛾 ] is denoted as 𝐶𝛾 which is a constant that also depends
on 𝛾. The right hand side of Eq. (3.31) is analogous to the forward time derivative where 𝐶𝛾 acts
as the differentiation time step. Thus, one would expect that a small 𝐶𝛾 (due to a small 𝛾 value)
would produce an unstable resolution, while larger 𝐶𝛾 values will result in a stable solution and
further increases in 𝛾 result in an over-smoothed solution. The effect of changing the value of 𝛾
on prediction stability has been studied and demonstrated in previous publications using
numerical and experimental data [24, 25 and 64].
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The method used to obtain an estimate of the local future time regularization parameter
(𝛾) is based on finding a balance between the measurement noise in the TC temperature and
strength of the temperature signal. The noise in the measured temperature is denoted as 𝜎𝑁𝑜𝑖𝑠𝑒
and represents the standard deviation of the calibration temperature data during the time period
of 𝑡 ∈ [0, 𝑡𝑜𝑛 ] where 𝑡𝑜𝑛 is the time at which heating begins. If the reduced temperature exceeds
4𝜎𝑁𝑜𝑖𝑠 � then one can say with 99.99% certainty that the measured temperature is meaningful and
is a response to thermal penetration to the TC location. Therefore, the uncertainty in 𝜙𝑡𝑐,𝑐 (𝑏, 𝑡)
was defined as 4𝜎𝑁𝑜𝑖𝑠𝑒 . The uncertainty in the calibration signal, 𝐶𝛾 , was calculated by
performing Kline and McClintock uncertainty analysis [72] on Eq. (3.32) and was determined to
be 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾. The estimated value of the regularization parameter, 𝛾𝑒𝑠𝑡 , was determined by
finding the balance between 𝐶𝛾 and its uncertainty
𝛾𝑒𝑠𝑡

∫ 𝜙𝑡𝑐,𝑐 (𝑏, 𝑣)𝑑𝑣 = 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾𝑒𝑠𝑡

(3.33)

𝑣=0

It should be noted that the calibration temperature data must be clipped in time to remove the
lead data for 𝑡 < 𝑡𝑜𝑛 . An alternative understanding of the method used to estimate 𝛾 can be seen
if one divides both sides of Eq. (3.33) by 𝛾𝑒𝑠𝑡 . The left hand side of Eq. (3.33) becomes the
running average of the temperature data and the right hand side is the noise band for the
measured temperature. Therefore, 𝛾𝑒𝑠𝑡 also represents the time at which the running average of
the TC temperature exceeds its noise band.
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The results from the nonlinear formulations of the CIEM will be in the rescaled time
domain. Therefore, the surface temperature or heat flux results must be returned to the original
time domain. This can be accomplished by evaluating the following
𝑡∗

𝑡= ∫
𝑢=0

𝛼(𝑇𝑜,𝑟 )
𝑑𝑢 ,
∗ (𝑏,
𝛼(𝜙𝑡𝑐,𝑟 𝑢) + 𝑇𝑜,𝑟 )

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

(3.34)

The predicted rescaled net surface heat flux for the reconstruction test must be mapped back into
the physical domain by performing the operations
′′ (0,
′′∗ (0, ∗ )
𝑞̃𝑟,𝛾
𝑡) = 𝑞̃𝑟,𝛾
𝑡

(3.35)

and
′′ (0,
𝑞𝑟,𝛾
𝑡) =

𝑘(𝑇(𝑏, 𝑡))
𝑘(𝑇𝑜,𝑟 )

′′ (0,
𝑞̃𝑟,𝛾
𝑡)

(3.36)

Similarly, the predicted surface Kirchhoff temperature for the reconstruction test should be
mapped back to the physical domain by evaluating
∗
(0, 𝑡 ∗ )
𝜃𝑡𝑐,𝑟,𝛾 (0, 𝑡) = 𝜃𝑡𝑐,𝑟,𝛾

(3.37)

and
𝜃𝑡𝑐,𝑟,𝛾 +𝑇𝑜,𝑟

𝑇𝑡𝑐,𝑟,𝛾 (0, 𝑡) = 𝑘(𝑇𝑜,𝑟 ) ∫
𝑇′=𝑇𝑜,𝑟

3.3.

1
𝑑𝑇′ + 𝑇𝑜,𝑟
𝑘(𝑇′)

(3.38)

Experimental Setup

The experimental data reported in this study was obtained using the equipment listed in
Table 3.1 at the Laser Test Facility at the University of Tennessee, Knoxville. The sensor was
made of AISI type 304 stainless steel (SS) with a thickness of 10.16 mm. Energy dispersive
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X-ray spectroscopy (EDXS) was performed to confirm the chemical composition of the SS test
sample. The material was identified as AISI type 304 stainless steel based on the detection of Cr
(18.5%), Ni (8.5%), Mn (2%), Si (0.5%), and Fe (69.8%) in amounts which are consistent with
type 304 stainless steel [74]. The surface of the SS test sample was spray painted with Pyromark
2500 black paint manufactured by Tempil which has a maximum operating temperature of 1093
o

C. Sandia National Laboratory performed a study [76] of this paint and reported the painted

surface absorptivity to be 0.97 at wavelengths around 900 nm (Figure B-1 on page B-11 in [76]).
The normal emittance of the painted surface was reported to be in the range of 0.87 – 0.90 in
temperature range of 20 oC to 900 oC (Figure B-3 on page B-14 in [76]). A schematic of the test
sample cross section is shown in Fig 3.2(a). Figure 3.2(b) shows the actual painted SS test
sample with the surface TC visible and insulation surrounding its sides. The thickness of the SS
is denoted as 𝐿. The test sample had a cross section of 23 mm by 23 mm. Two 1.32 mm
diameter holes, 10 mm deep and 3.81 mm apart, were drilled parallel to the painted surface as
shown in Fig. 3.2(a). The centers of the holes were located at 𝑥 = 𝑏 = 3.81 mm and 𝑥 = 𝑤 =
7.62 mm from the painted surface. The SS sample was instrumented with three hand crafted
thermocouples as shown in Fig. 3.2(a). The first thermocouple probe, TC1, is located at the
painted surface of the sample, the second thermocouple probe, TC2, is inserted in the hole at
𝑥 = 𝑏, and the third thermocouple probe, TC3, is inserted in the hole at 𝑥 = 𝑤. In this
orientation, TC2 and TC3 are parallel to the isotherms.
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Table 3.1 Table of materials and data acquisition equipment
Manufacturer

Model
Number

N/A

N/A

Pyromark black
paint

Tempil

Pyromark
2500

Thermocouple
(TC) wire

Omega

GG-N-30SLE

Two hole
ceramic TC
insulator

Omega

TRX010364

One hole ceramic
TC insulator

Omega

ORM020132

Mightylite

Grade M

Thermocouple
welder

Omega

TL-WELD

Laser used to
heat the sensor

Laserline

LDM 50060

Pyrometer

Omega

OS554A

Webcam

Logitech

c920 HD

Safety enclosure

N/A

N/A

Data acquisition
board (DAQ)

Data
Translation

DT9824

Dell

Latitude
E5400

Square sample with a thickness of 10.16
mm and a cross section of 23 mm by 23
mm
Paint used on sensor surface to produce
an absorptivity of 0.97 at wavelengths
around 900 nm, maximum operating
temperature of 1093 oC
30 gauge type N TC wire with a
maximum operating temperature of 1300
o
C
Outer diameter of 1.19 mm, inner two
holes with diameters of 0.26 mm and a
maximum operating temperature of 1950
o
C
Outer diameter of 0.79 mm and inner
diameter of 0.51 mm, maximum
operating temperature of 1650 oC
Thermal conductivity of 0.115 W/m-K at
427 oC, maximum operating temperature
of 982 oC
Thermocouple welder used to craft TCs
and weld the TC measurement beads to
the bottom of the substrate
Continuous diode laser with a
wavelength of 910 nm and a 23 mm by
23 mm square laser beam profile
Band emission optical pyrometer with a
spectral range of 8 to 14 m, maximum
operating temperature of 1370 oC and
reported accuracy of 1%
Webcam with CMOS sensor that can
detect the laser
Stainless steel box enclosing the laser,
pyrometer, webcam and sensor test
assembly
DAQ with four fully isolated channels
with simultaneous measurement at 24 bit
resolution
Laptop connected to DAQ boards to
gather data

Ophir

FL500A

Power sensor used to calibrate the laser

Equipment
AISI type 304
stainless steel

Insulation

Laptop
Thermal power
sensor
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Description

(a) Schematic of the test sample cross section

(b) Picture of the front view of the test sample with the
insulation and TCs shown
Figure 3.2 Schematic of the test sample cross section and pictorial view of the front of the
test sample assembly
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The thermocouples for the test sample were constructed using 30 gauge (0.25 mm
diameter) type N thermocouple wire that has a maximum operating temperature of 1300 oC
(Omega model number GG-N-30-SLE). This spool of thermocouple wire has ANSI special
limits of error with a deviation of 0.28 oC at 400 oC. The two lead wires of TC1 were welded 5
mm apart to the painted surface using an Omega TL-WELD thermocouple welder. The weld
sites were located 1.5 mm below the horizontal centerline of the painted surface and 9 mm from
each side. Each exposed lead wire was passed through the center hole of an Omega ceramic
thermocouple insulator (ORM-020132). The ceramic insulators had an outer diameter of 0.79
mm and an inner diameter of 0.51 mm. The maximum operating temperature of the ceramic
insulators is 1650 oC. The insulators shielded the weld sites and exposed lead wires from direct
laser radiation. Shielding was necessary to minimize the undesirable heating effect of direct laser
radiation which can cause inaccurate measurement of the surface temperature. It should be noted
that the ceramic insulators were elevated above the painted surface so that only the TC leads
were in contact with the surface of the test sample. The shaded surface area due to the ceramic
insulators is 3% of the total sample surface area.

Thermocouple probes 2 and 3 were also custom made. The exposed leads of TC2 and
TC3 were passed through a 20 mm long two-hole ceramic thermocouple insulator (Omega model
number TRX-010364). The maximum operating temperature of this ceramic insulator is 1950 oC.
The ceramic insulators had an outer diameter of 1.19 mm and two holes with diameters of 0.26
mm. The leads of each TC probe exiting the ceramic insulator were welded together to form the
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measurement bead of the TC. Each TC probe was inserted into drilled hole and secured in place
by welding the bead to the bottom of the substrate. The side surfaces of the sensor were
surrounded by 1.27 cm thick Mightylite grade M insulation and 5 cm thick insulation on the back
surface as shown in Fig. 3.2(a and b). The thermal conductivity of the Mightylite grade M
insulation is 0.115 W/m-K at 427 oC and it has a maximum operating temperature of 982 oC.

Figure 3.3 displays the experimental setup assembly with the painted sample facing the
laser head and the optical pyrometer. The sample was heated with a Laserline (LDM 500-60) 500
W continuous diode laser with a wavelength of 910 nm. A lens with a focal length of 200 mm
was attached to the laser head producing a 23 mm by 23 mm square laser beam profile. A
stainless steel safety enclosure surrounded the laser and experimental setup. A Logitech c920 HD
webcam was mounted inside the enclosure to monitor the experiments. The webcam is equipped
with a complementary metal-oxide semiconductor (CMOS) sensor which can detect light at
wavelengths between 200 nm and 1100 nm. Therefore, the laser beam is visible to the webcam.
An Omega OS554A band emission optical pyrometer with a spectral range of 8 to 14 m was
used to obtain real time measurements of the test sample surface temperature during the
experiments to prevent overheating the sample. The pyrometer requires a user inputted surface
emissivity value. The pyrometer has a maximum operating temperature of 1370 oC and an
accuracy of 1% assuming that the inputted value of the surface emissivity is correct and it is not
receiving radiant energy from any other source. During the heating period, some radiation is
reflected into the pyrometer causing it to record a temperature higher than the actual surface
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Figure 3.3 Overview of the experimental setup at the Laser Test Facility at the University
of Tennessee, Knoxville

temperature (assuming the correct emissivity value has been inputted). This statement is
supported by the observation that whenever the laser was turned off, there was an immediate
drop in the pyrometer temperature. A pyrometer emissivity input of 0.95 resulted in matching the
pyrometer temperature and the surface TC temperature at temperatures above 600 oC when the
laser was off. This value is higher than the normal emittance range of 0.87 – 0.90 reported in
[76].

Figure 3.4 presents pictures taken by the webcam at different stages of the heating
process. Figure 3.4(a) shows the painted stainless steel surface before the laser is turned on. The
red dot in the figure shows the center of the pyrometer’s field of view which is 3.8 mm in
diameter. Figure 3.4(b) shows the test sample surface when the laser threshold is on (laser is off).
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(a)

(b)

(c)

(d)

Figure 3.4 Webcam pictures of the painted stainless steel test sample: (a) painted surface
before laser on where the red light shows the center of the pyrometer’s field of
view (3.8 mm in diameter), (b) painted surface when the laser threshold is on
(laser is off), (c) during laser heating and (d) glowing painted surface at about
750 oC (laser is off)
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No heating occurs at this stage but the square laser beam profile can be observed. Figure 3.4(c)
shows the test sample during the laser heating process where view of the painted surface is
obscured by the laser beam. This reflected radiant energy causes the pyrometer to report a
temperature higher than the actual value of the surface temperature. Figure 3.4(d) shows the
“glow” of the painted surface as seen by the webcam at about 750 oC when the laser is turned
off.

The thermocouple’s emf outputs were sampled for 240 seconds using a Data Translation
DT9824 data acquisition board (DAQ). This DAQ has four fully isolated channels with
simultaneous measurement at 24 bit resolution. The data was sampled at 100 Hz with a gain of
32 corresponding to a range of ±0.3125V. For the noted sampling frequency and range, the
manufacturer reports a system accuracy of 10 ppm corresponding to an uncertainty of ±6.25 μV
or ±0.16 oC for a type N thermocouple. The measured TC voltages were converted into
temperatures using the type N TC calibration curve. Data collection on a second DT9824 unit
was started simultaneously to measure the voltage signals from the pyrometer and the laser
controller. The second DAQ had a sampling rate of 100 Hz, a gain of 1 and a range of ±10V
which results in an uncertainty of ±200 μV. The voltage signal from the pyrometer was
converted to temperature using the calibration factor of 500 oF (278 oC) per volt provided by the
manufacturer. The laser controller current signal was converted into current using a calibration of
20 amps per measured volt that was provided by Laserline. The laser beam power output was
calibrated against the measured laser controller current using an Ophir thermal power sensor
(FL500A).
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Thermal conductivity values of AISI type 304 stainless steel in the temperature range of
𝑇 = 27 oC to 827 oC were obtained from [77] and are presented in Table 3.2. Thermal diffusivity
values in the temperature range of 𝑇 = 65 oC to 834 oC were obtained from a graph (Figure 8 in
[78]) and are presented in Table 3.3. The numerical values were extracted from that figure using
the WebPlotDigitizer application. The uncertainty in the values of the thermal conductivity [77]
and the thermal diffusivity [78] were reported to be ±4% and ±5%, respectively.

Table 3.2 Thermal conductivity data for AISI type 304 stainless steel obtained from Ref.
[77]
Temperature
(oC)
27
77
127
177
227
277
327
427
527
627
727
827
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𝑘
(Wm-1 K 1
)
14.92
15.71
16.43
17.13
17.93
18.81
19.67
21.31
22.81
24.28
25.71
27.12

Table 3.3 Thermal diffusivity data for AISI type 304 stainless steel obtained from Ref. [78]
Temperature
(oC)
65
101
137
174
211
248
305
356
392
431
466
508
553
598
643
681
720
761
798
834
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𝛼
(m2/s)
3.87E-06
3.94E-06
4.03E-06
4.12E-06
4.21E-06
4.30E-06
4.45E-06
4.59E-06
4.66E-06
4.78E-06
4.86E-06
4.96E-06
5.08E-06
5.17E-06
5.29E-06
5.37E-06
5.45E-06
5.54E-06
5.61E-06
5.69E-06

Linear correlations for both sets of data were created using the values in Tables 3.2 and 3.3. The
correlation for the thermal conductivity is
(𝑊⁄𝑚𝐾 )

𝑘(𝑇) = 14.52 + 1.546 × 10−2 𝑇,

(3.39)

where the units of T are in degrees Celsius. This correlation has an average percent difference of
0.41% and a maximum percent difference of 0.88% when compared to the data in Table 3.2. The
correlation for the thermal diffusivity is

𝛼(𝑇) = 3.715 × 10

−6

−9

+ 2.414 × 10 𝑇,

2
(𝑚 ⁄𝑠)

(3.40)

where the units of T are also degrees Celsius. This correlation has an average percent difference
of 0.31% and a maximum percent difference of 0.67% when compared to the data in Table 3.3.

The net surface heat flux was calculated using a surface energy balance given by
𝑞 ′′ (0, 𝑡) = 𝛼𝜆

𝑃𝜆 (𝑡)
4 ]
− 𝜀𝜎[𝑇 4 (0, 𝑡) − 𝑇𝑠𝑢𝑟𝑟
− ℎ(𝑇)[𝑇(0, 𝑡) − 𝑇∞ ]
𝐴

(3.41)

where the absorptivity of the painted surface at the laser wavelength of 910 nm is 𝛼𝜆 = 0.97
[76], 𝑃𝜆 is the laser beam power output, and 𝐴 is the cross sectional area of the beam. A value of
0.95 was used for the emissivity of the painted surface (𝜀) and the surrounding temperature,
𝑇𝑠𝑢𝑟𝑟 , was assumed to be equal to the initial temperature (𝑇𝑜 ). The average heat transfer
coefficient, ℎ, was calculated using the similarity solution for free convection over a vertical flat
plate [79]. The ambient temperature, 𝑇∞ , was assumed to be equal to the initial temperature. The
maximum measured surface temperature was 837 oC (about 1100 K). At a room temperature of
300 K and a surface temperature of 1100 K, the heat transfer coefficient is estimated to be 14.6
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Wm-2K-1 which corresponds to a calculated convection heat flux of 1.2 W/cm2. The radiation
heat flux component at these temperatures is 7.4 W/cm2. The convection heat loss is relatively
small but it is still included.

Kline and McClintock uncertainty analysis [72] for the net surface heat flux (Eq. (3.41))
has been performed for a laser power of 370 W (70 W/cm2), a surface temperature of 1100 K,
and a surrounding/ambient temperature of 300 K. The assigned uncertainties for the laser power,
surface emissivity, surface absorptivity, and the convection heat transfer coefficient were 2%,
±0.04, ±0.02, and 10%, respectively. The uncertainties due to the laser power, surface emissivity,
surface absorptivity, and the convection heat transfer coefficient were 1.94%, 0.47%, 2.00%, and
0.17%, respectively. The total uncertainty in the calculated net surface heat flux is 4.58% which
is the sum of the listed uncertainties. The total uncertainty decreases to 4% if the surface
temperature is decreased to 500 K. It may be noted that if the laser power in the calibration test is
increased to 475 W (90 W/cm2) for a surface temperature of 1100 K the total uncertainty also
decreases to 4%. Therefore, the reported uncertainty of 4.58% may be considered as an upper
bound for the uncertainty in the net surface heat flux for the calibration test. It must be added that
shading 3% of the test sample surface area from the laser beam results in a bias in the laser
power input in Eq. (3.41). This bias has an inconsequential effect on the proof of concept which
is the main goal of this study.
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3.4.

Results

Thirteen tests were performed with various laser beam power levels and heating
durations. A constant laser power was used to heat the test sample for the experiments labeled as
tests C1 through C7. The data from these tests will be used as the “calibration” data. The laser
beam power was varied during the heating period of tests R1 through R6. Data from these tests
will be used as the “reconstruction” data. For each experiment, the laser was activated three
seconds after the start of data collection. The maximum test temperature (𝑇𝑚𝑎𝑥 ), the duration of
the heating period, and the initial temperature (𝑇𝑜 ) for all of the tests are presented in Table 3.4.
The standard deviation of the TC2 data, 𝜎𝑁𝑜𝑖𝑠𝑒 , for the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ] is also given in
Table 3.4. The temperature measurement from TC1 is used as the surface temperature in the
calibration integral equations. The TC1 temperature is also used to calculate the net surface heat
flux into the test sample using Eq. (3.41). The TC2 temperature data, located 3.81 mm from the
painted surface, is used as the in-depth temperature in the calibration integral equations. The
calibration data was shifted back in time by removing the lead data for 𝑡 < 𝑡𝑜𝑛 such that 𝑡 = 0
corresponds to the time at which the laser is activated.
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Table 3.4 Summary of the laser test data with a sampling rate of 100 Hz and 𝒕𝒐𝒏 = 3 sec
Test
Number
C1
C2
C3
C4
C5
C6
C7
R1
R2
R3
R4
R5
R6

Laser
Flux
𝑇𝑚𝑎𝑥
2
(W/cm ) (oC)
65.1
47.8
85.7
28.4
47.7
28.4
65.1
Varied
Varied
Varied
Varied
Varied
Varied

541
418
682
272
747
707
790
770
811
693
774
837
654

TC2
𝜎𝑁𝑜𝑖𝑠𝑒
(oC)

𝛾𝑒𝑠𝑡
(s)

0.043
0.064
0.043
0.043
0.037
0.041
0.042
0.039
0.058
0.040
0.045
0.034
0.040

0.51
0.60
0.48
0.62
0.51
0.61
0.50
N/A
N/A
N/A
N/A
N/A
N/A

Heating
Period
𝑇𝑜
o
(s)
( C)
30.95
30.93
31.03
30.98
81.31
150.81
58.86
72.55
85.58
73.25
77.58
90.35
57.33

23.1
23.4
23.2
23.4
23.1
23.1
23.2
23.0
23.1
23.3
23.4
23.1
23.1

The net surface heat flux data for all thirteen tests are shown in Figs. 3.5(a)-(d). The laser
power output was the same for the test pairs C1/C7, C2/C5, and C4/C6. However, their heating
duration was different. The net surface heat flux data for the reconstruction tests are presented in
Figs. 3.5(c)-(d) where the laser power varied during the tests. The maximum imposed net surface
heat flux for the reconstruction tests was 79.2 W/cm2 which occurred during test R5. The
measured surface temperatures (TC1) for all thirteen tests are displayed in Figs. 3.6(a)-(d). The
measured in-depth TC temperatures (TC2) for the calibration and reconstruction tests are
presented in Figs. 3.7(a)-(d). The maximum recorded surface temperature was 837 oC which
occurred during reconstruction test R5 as seen in Fig. 3.6(c).
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(a) Calibration tests C1, C3, C5, and C6

(b) Calibration tests C2, C4, and C7

(c) Reconstruction tests R1, R3, and R5

(d) Reconstruction tests R2, R4, and R6

Figure 3.5 Measured net surface heat flux data for the 7 calibration tests and 6
reconstruction tests
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(a) Calibration tests C1, C3, C5, and C6

(b) Calibration tests C2, C4, and C7

(c) Reconstruction tests R1, R3, and R5

(d) Reconstruction tests R2, R4, and R6

Figure 3.6 Measured surface temperature (TC1) data for the 7 calibration tests and 6
reconstruction tests
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(a) Calibration tests C1, C3, C5, and C6

(b) Calibration tests C2, C4, and C7

(c) Reconstruction tests R1, R3, and R5

(d) Reconstruction tests R2, R4, and R6

Figure 3.7 Measured in-depth temperature (TC2) data for the 7 calibration tests and 6
reconstruction tests
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The surface thermal conditions of the six reconstruction tests were predicted using the
data from each of the seven calibration tests for a total of 42 test cases. The test cases are labeled
as RxCy where the surface conditions of reconstruction test number x are obtained using the
calibration data of calibration test number y. The predicted net surface heat flux and temperature
for two test cases are presented to demonstrate the accuracy of the proposed nonlinear
formulations of the CIEM. The first test case is denoted as R1C1 where calibration data from test
C1 and reconstruction data from test R1 are used. The measured net surface heat flux data for
reconstruction test R1 and calibration test C1 are presented in Fig. 3.8(a). The corresponding
measured surface temperature (TC1) and in-depth temperature (TC2) response due to the heating
scenarios shown in Fig. 3.8(a) are displayed in Fig. 3.8(b). The pyrometer temperature for test
R1 is also included in Fig. 3.8(b). Test C1 had a constant laser beam power of 344 W which
resulted in a maximum net surface heat flux of 63.1 W/cm2 for a heating period of 30.95
seconds. A variable laser beam power was used for test R1 with a maximum net surface heat flux
of 77.5 W/cm2 and a heating duration of 72.55 seconds as seen in Fig. 3.8(a). Figure 3.8(b)
shows the maximum recorded surface temperature for test C1 was 541 oC while test R1 had a
maximum TC1 temperature of 770 oC. The pyrometer temperature with an input emissivity of
0.95 for test R1 is also presented in Fig. 3.8(b). As discussed in Section 3.3, some radiation was
reflected into the pyrometer during the heating period causing it to record a temperature higher
than the actual surface temperature (assuming the correct emissivity value had been inputted). A
sudden drop in the pyrometer temperature was observed at the time when the laser was turned off
(𝑡 = 75.6 seconds). At that time, the pyrometer temperature was 720 oC and the measured
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(a) Net surface heat flux

(b) Measured temperatures
Figure 3.8 Measured net surface heat flux and temperature data for test case R1C1
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surface temperature (TC1) was 710 oC. The small difference between the pyrometer temperature
and TC1 temperature (about 1.4%) indicates that the painted surface emissivity was about 0.95.

The integral of the TC2 temperature with respect to the future time parameter 𝛾 for test
C1 (denoted as 𝐶𝛾 in Eq. (3.32)) is presented in Fig. 3.9. The lead data before the laser heating
begins was removed such that t = 0 corresponds to the time the laser is activated. As noted
earlier, the time at which 𝐶𝛾 exceeds its uncertainty (which was defined as 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾) is used as
the estimate of the future time parameter 𝛾𝑒𝑠𝑡 . Recall that 𝜎𝑁𝑜𝑖𝑠𝑒 is the standard deviation of the
TC2 temperature before heating begins. For test C1 this intersection occurred at 𝛾 = 0.51
seconds which served as the estimated future time regularization parameter 𝛾𝑒𝑠𝑡 .

Figure 3.9 Estimation of the future time regularization parameter, 𝛄𝐞𝐬𝐭 , using TC2 data
from test C1
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In order to quantify the accuracy of the predictions, the net surface heat flux prediction
error (𝑒𝑞 ) and the surface temperature prediction error (𝑒𝑇 ) were calculated as
𝑒𝑞 (𝑡) = Predicted Net Surface Heat Flux – Measured Net Surface Heat Flux

(3.42)

𝑒𝑇 (𝑡) = Predicted Surface Temperature – Measured Surface Temperature

(3.43)

It is understood that the errors are a function of 𝛾 but for simplicity the subscript is dropped. The
calculated errors are functions of time and do not provide a convenient means for assessing
accuracy. Hence, single valued accuracy metrics were calculated. The standard deviation of the
net surface heat flux prediction error, 𝜎𝑒𝑞 , and the mean of the absolute value of the net surface
heat flux prediction error, 𝜇|𝑒𝑞|, were calculated and used as global metrics to assess the accuracy
of the predictions. The error metrics for the surface temperature prediction (𝜇|𝑒𝑇 | and 𝜎𝑒𝑇 ) were
calculated in the same way as those for the net surface heat flux prediction. These metrics are
denoted as resulting from either the linear model (Lin), the rescaling nonlinear model (NL,r), or
the Kirchhoff transformation nonlinear model (NL,K).

Predictions for test case R1C1 were made for γ values of 0.90γest , γest , 1.25γest , and
1.50γest to show the effect of the future time regularization parameter on the prediction
accuracy. The reported results for test case R1C1 are for the time period of 𝑡 ∈ [0,90] seconds.
The error metrics associated with the net surface heat flux reconstructions are presented in Table
3.5. The results indicate that the method of determining 𝛾𝑒𝑠𝑡 yields a 𝛾 value which is near the
cusp of instability. The 𝜎𝑒𝑞,𝑁𝐿,𝑟 value decreases from 41.85 W/cm2 to 2.75 W/cm2 when 𝛾 is
increased from 0.90𝛾𝑒𝑠𝑡 to 𝛾𝑒𝑠𝑡 . The significant increase in accuracy indicates that the prediction
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was unstable for 𝛾 = 0.90𝛾𝑒𝑠𝑡 and is somewhat stabilized when 𝛾 = 𝛾𝑒𝑠𝑡 is used. Table 3.5
shows that 𝜎𝑒𝑞,𝑁𝐿,𝑟 decreases from 2.75 W/cm2 to 0.83 W/cm2 when 𝛾 is increased from 𝛾𝑒𝑠𝑡 to
1.25𝛾𝑒𝑠𝑡 . A further increase in the value of the future time parameter from 1.25𝛾𝑒𝑠𝑡 to 1.50𝛾𝑒𝑠𝑡
reduces the 𝜎𝑒𝑞,𝑁𝐿,𝑟 value by only 0.14 W/cm2 (from 0.83 W/cm2 to 0.69 W/cm2). This small
decrease in the value of 𝜎𝑒𝑞,𝑁𝐿,𝑟 suggests that the prediction for 𝛾 = 1.25𝛾𝑒𝑠𝑡 was stable. Further
increases in the value of 𝛾 will result in an over-smoothed prediction. A similar trend is observed
for changes in the 𝜇|𝑒𝑞,𝑁𝐿,𝑟 | values. A comparison of the prediction error metrics in Table 3.5 for
the predictions obtained from the rescaling model (𝜎𝑒𝑞,𝑁𝐿,𝑟 and 𝜇|𝑒𝑞,𝑁𝐿,𝑟 | ) with those from the
Kirchhoff transformation model (𝜎𝑒𝑞,𝑁𝐿,𝐾 and 𝜇|𝑒𝑞,𝑁𝐿,𝐾| ) shows that the heat flux predictions from
the rescaling model were generally more accurate than those from the Kirchhoff transformation
model. For example, when 𝛾 = 1.50𝛾𝑒𝑠𝑡 , the 𝜎𝑒𝑞,𝑁𝐿,𝐾 is 0.85 W/cm2 which is 0.16 W/cm2 higher
than the value obtained from the rescaling model (0.69 W/cm2).

Table 3.5 Net surface heat flux prediction error metrics for test case R1C1, 𝜸𝒆𝒔𝒕 = 𝟎. 𝟓𝟏 (s)
𝛾
𝛾𝑒𝑠𝑡

𝛾
(s)

𝜎𝑒𝑞,𝐿𝑖𝑛

𝜎𝑒𝑞,𝑁𝐿,𝐾

𝜎𝑒𝑞,𝑁𝐿,𝑟

𝜇|𝑒𝑞,𝐿𝑖𝑛 |

𝜇|𝑒𝑞,𝑁𝐿,𝐾| 𝜇|𝑒𝑞,𝑁𝐿,𝑟 |

(W/cm2) (W/cm2) (W/cm2) (W/cm2) (W/cm2) (W/cm2)

0.90 0.46

8.56

74.36

41.85

6.00

35.76

21.96

1.00 0.51

3.47

3.56

2.75

3.03

2.44

1.99

1.25 0.64

3.27

0.98

0.83

2.77

0.79

0.66

1.50 0.77

3.26

0.85

0.69

2.76

0.68

0.56
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The error metrics associated with the R1C1 surface temperature reconstructions for γ
values of 0.90γest , γest , 1.25γest , and 1.50γest are presented in Table 3.6. Observations similar
to the discussion of Table 3.5 can be made for the reconstructed surface temperature error
metrics. It can be seen that the standard deviation of the surface temperature prediction error for
the Kirchhoff transformation nonlinear model, 𝜎𝑒𝑇,𝑁𝐿,𝐾 , decreases from 13.26 oC to 1.08 oC when
𝛾 is increased from 0.90𝛾𝑒𝑠𝑡 to 𝛾𝑒𝑠𝑡 . The significant increase in accuracy indicates that the
prediction for 𝛾 = 0.90𝛾𝑒𝑠𝑡 was unstable and becomes stable when 𝛾 = 𝛾𝑒𝑠𝑡 was used. A further
increase in the value of the future time parameter from 𝛾𝑒𝑠𝑡 to 1.25𝛾𝑒𝑠𝑡 , reduces the 𝜎𝑒𝑇,𝑁𝐿,𝐾
value by 0.14 oC (from 1.08 oC to 0.94 oC). Again, this small decrease in the value of 𝜎𝑒𝑇,𝑁𝐿,𝐾
suggests that the prediction for 𝛾 = 𝛾𝑒𝑠𝑡 was stable. Recall that for 𝛾 = 𝛾𝑒𝑠𝑡 the net surface heat
flux prediction had some instability while the surface temperature prediction at this 𝛾 value was
observed to be stable. Table 3.6 shows that increasing 𝛾 from 𝛾 = 1.25𝛾𝑒𝑠𝑡 to 𝛾 = 1.50𝛾𝑒𝑠𝑡 has
no effect on the value of 𝜎𝑒𝑇,𝑁𝐿,𝐾 . Further increases in the value of 𝛾 will result in an oversmoothed prediction. A similar trend is observed for changes in the mean of the absolute value of
the surface temperature prediction error for the Kirchhoff transformation nonlinear model,
𝜇|𝑒𝑇,𝑁𝐿,𝐾| . A comparison of the surface temperature prediction error metrics obtained from the
rescaling model (𝜎𝑒𝑇,𝑁𝐿,𝑟 and 𝜇|𝑒𝑇,𝑁𝐿,𝑟 | ) with those from the Kirchhoff transformation model
(𝜎𝑒𝑇,𝑁𝐿,𝐾 and 𝜇|𝑒𝑇,𝑁𝐿,𝐾| ) shows that the predictions from the Kirchhoff transformation model were
generally more accurate than those from the rescaling model. For example, when 𝛾 = 1.50𝛾𝑒𝑠𝑡 ,
the standard deviation of the surface temperature prediction error for the rescaling nonlinear
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Table 3.6 Surface temperature prediction error metrics for test case R1C1, 𝜸𝒆𝒔𝒕 = 𝟎. 𝟓𝟏 (s)
𝛾

𝜎𝑒𝑇,𝐿𝑖𝑛

𝜎𝑒𝑇,𝑁𝐿,𝐾

𝜎𝑒𝑇,𝑁𝐿,𝑟

𝜇|𝑒𝑇,𝐿𝑖𝑛 |

(s)

(oC)

(oC)

(oC)

(oC)

(oC)

(oC)

0.90 0.46

5.96

13.26

6.95

5.17

6.20

3.99

1.00 0.51

5.54

1.08

1.67

4.60

0.93

1.49

1.25 0.64

5.54

0.94

1.62

4.59

0.84

1.45

1.50 0.77

5.53

0.94

1.61

4.59

0.84

1.45

𝛾
𝛾𝑒𝑠𝑡

𝜇|𝑒𝑇,𝑁𝐿,𝐾| 𝜇|𝑒𝑇,𝑁𝐿,𝑟 |

model, 𝜎𝑒𝑇,𝑁𝐿,𝑟 , is 1.61 oC which is 0.67 oC higher than the value obtained from the Kirchhoff
transformation model (0.94 oC).

The error metrics presented in Tables 3.5 and 3.6 for 𝛾 = 1.25𝛾𝑒𝑠𝑡 and 1.50𝛾𝑒𝑠𝑡
demonstrate that fairly accurate solutions can be obtained for a wide range of future time
regularization parameter values. The forthcoming reconstruction results will utilize 𝛾 =
1.50𝛾𝑒𝑠𝑡 . The nonlinear predictions for the net surface heat flux will be restricted to the rescaling
model while the nonlinear predictions for the surface temperature will be restricted to the
Kirchhoff transformation model.

The effect of the distance of the in-depth TC probe to the heated surface on prediction
accuracy may be explored by comparing results based on TC2 data to results obtained using TC3
data. The proximity of the in-depth TC to the heated surface affects the time period that is
required for the measured temperature response to exceed the noise band and the prediction
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accuracy. For example, the 𝛾𝑒𝑠𝑡 value for test C1 using TC2 located at 𝑥 =3.81 mm is much
shorter (0.51 s) than the 𝛾𝑒𝑠𝑡 value obtained for TC3 located at 𝑥 =7.62 mm (1.53 s). Prediction
accuracy increases when the in-depth TC probe is located closer to the heated surface. The
reconstruction of the surface conditions for test case R1C1 using the data of TC2 with 𝛾 =
1.50𝛾𝑒𝑠𝑡 resulted in a mean of the absolute value of the surface heat flux prediction error
𝜇|𝑒𝑞,𝑁𝐿| = 0.56 W/cm2 and a mean of the absolute value of the surface temperature prediction
error 𝜇|𝑒𝑇,𝑁𝐿| = 0.84 oC. However, if the data of TC3 is used, the mean of the absolute value of
the surface heat flux prediction error increases to 𝜇|𝑒𝑞,𝑁𝐿| = 0.62 W/cm2 and the mean of the
absolute value of the surface temperature prediction error increases to 𝜇|𝑒𝑇,𝑁𝐿| = 2.04 oC.
Although the distance of TC3 from the heated surface is double the distance of TC2, the increase
in the prediction error metrics is small. The predictions presented in this study are based on data
from TC2.

The effect of change in the values of the convection heat transfer coefficient and surface
emissivity used in Eq. (3.41) on the surface heat flux prediction error was also studied. Surface
heat flux predictions for test case R1C1 were obtained for two additional values of the surface
emissivity (0.87 and 1.00) while the convection heat loss was ignored. The first prediction was
obtained using a surface emissivity value of 0.87 as reported in Ref. [76] and the second
prediction was based on a surface emissivity value of 1.00. The resulting 𝜇|𝑒𝑞,𝑁𝐿 | value changed
from 0.58 W/cm2 to 0.53 W/cm2 while the reported prediction for a surface emissivity value of
0.95 had a 𝜇|𝑒𝑞,𝑁𝐿| value of 0.56 W/cm2. These results indicate that the convection heat loss and
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the selected range for the emissivity value have a minimal effect on the prediction error. Finally,
a third surface heat flux prediction was obtained where the surface energy balance was ignored
and the laser source heat flux values were used in place of the net surface heat flux. The mean of
the absolute value of the source heat flux prediction was 1.70 W/cm2 demonstrating that the laser
source heat flux may be predicted with an acceptable increase in the prediction error.

Two reconstructions of the net surface heat flux for test case R1C1 are presented in Fig.
3.10(a) where γ = 1.50γest = 0.77 seconds. The prediction obtained from the constant
properties formulation of the CIEM is labeled as “linear model” while the prediction for the
temperature dependent properties problem was obtained from the rescaling formulation of the
CIEM and is labeled as “nonlinear model.” It is difficult to see the temporal difference between
the predicted net surface heat fluxes and the measured values in Fig. 3.10(a). The contrast
between the accuracy of the predictions from the linear and nonlinear models can be seen by
inspection of the net surface heat flux prediction error in Fig. 3.10(b). The maximum net surface
heat flux prediction error for the linear model is -8.3 W/cm2 which occurs at 𝑡 = 50 seconds.
This value is 11% of the measured value (75 W/cm2) at that time. The maximum net surface heat
flux prediction error for the nonlinear model is -2.3 W/cm2 which occurs at 𝑡 = 60 seconds. This
value is 4.4% of the measured value (52 W/cm2) at that time. The error metrics for the
predictions presented in Fig. 3.10(a) are given in Fig. 3.10(b). The standard deviation of the
prediction errors for the linear model and nonlinear model are 3.26 W/cm2 and 0.69 W/cm2,
respectively. The mean of the absolute value of the prediction errors for the linear model and
98

(a) Comparison of the net surface heat flux predictions with
the measured data

(b) Net surface heat flux prediction errors versus time
Figure 3.10 Net surface heat flux prediction results for test case R1C1
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nonlinear model are 2.76 W/cm2 and 0.56 W/cm2, respectively. The difference between the noted
prediction error metrics indicates that the approximation of the effect of the temperature
dependent properties in the modified CIEM improves the accuracy of the prediction. The
accuracy of the predictions must be put in perspective by comparing the magnitude of the
reported metrics with the measured net surface heat flux range which reaches a peak value of
77.5 W/cm2.

The reconstructions of the surface temperature for test case R1C1 from the linear model
and Kirchhoff transformation nonlinear model are shown in Fig. 3.11(a) while the corresponding
prediction error plots are presented in Fig. 3.11(b). A comparison of the surface temperature
prediction errors displayed in Fig. 3.11(b) clearly shows the temporal improvement in the
accuracy of the nonlinear model. The maximum surface temperature prediction error for the
linear model is 13.6 oC and occurs at 𝑡 = 48 seconds which corresponds to 2% of the measured
temperature (667 oC ) at that time. The maximum surface temperature prediction error for the
nonlinear model is -1.9 oC and occurs at 𝑡 = 62 seconds which corresponds to 0.2% of the
measured temperature (770 oC ) at that time. The standard deviation of the surface temperature
prediction error decreased from 5.53 oC for the linear model to 0.94 oC for the nonlinear model.
The mean of the absolute value of the surface temperature prediction error decreased from 4.59
o

C for the linear model to 0.84 oC for the nonlinear model. The nonlinear prediction error metrics

of less than 1 oC are remarkable considering that the measured temperature reaches a peak value
of 770 oC.
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(a) Comparison of the surface temperature predictions with
the measured data

(b) Surface temperature prediction errors versus time
Figure 3.11 Surface temperature prediction results for test case R1C1
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The versatility of the modified CIEM formulation is further demonstrated by presenting
results for another test case where there are substantial differences between the magnitudes of the
calibration and reconstruction temperatures. The calibration data of test C4 are used to
reconstruct the surface conditions of test R2 where there are significant differences in the level of
the imposed heat flux and test duration. Test C4 had the lowest laser power level and maximum
temperature of all of the calibration tests while test R4 had the second highest maximum
temperature. The measured net surface heat flux data for test case R2C4 are presented in Fig.
3.12(a). The corresponding measured surface temperature (TC1) and in-depth temperature (TC2)
response due to the heating scenarios shown in Fig. 3.12(a) are displayed in Fig. 3.12(b). A
constant laser beam power of 150 W was used for test C4 which resulted in a maximum net
surface heat flux of 27.5 W/cm2 for a heating period of 30.98 seconds. Test R2 was subject to a
variable laser beam power with a maximum net surface heat flux of 77.9 W/cm2 and a heating
duration of 85.58 seconds as displayed in Fig. 3.12(a). The contrast between the measured
temperature of test R2 and test C4 can be seen in Fig. 3.12(b). The maximum recorded surface
temperature for test C4 was 272 oC while test R2 had a maximum temperature of 811 oC. The
reported results for test case R2C4 are for the time period of 𝑡 ∈ [0,100] seconds.
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(a) Net surface heat flux

(b) Measured temperatures
Figure 3.12 Measured net surface heat flux and temperature data for test case R2C4
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Figures 3.13(a) and 3.13(b) present the reconstructions of the net surface heat flux and
the corresponding prediction errors for test case R2C4 obtained from the linear model and
rescaling nonlinear model for γ = 1.50𝛾𝑒𝑠𝑡 = 0.93 seconds. It is noted that the estimated future
time regularization parameter for test C4 (𝛾𝑒𝑠𝑡 = 0.62 seconds) is larger than the 𝛾𝑒𝑠𝑡 value for
test C1 (𝛾𝑒𝑠𝑡 = 0.51 seconds). The magnitude of 𝛾𝑒𝑠𝑡 depends on the level of the imposed net
surface heat flux and the width of the noise band (4𝜎𝑁𝑜𝑖𝑠𝑒 ) for the calibration test. Even though
the 𝜎𝑁𝑜𝑖𝑠𝑒 value is the same for tests C1 and C4, 𝛾𝑒𝑠𝑡 for test C4 is larger because the laser beam
power level for test C4 (150 W) is lower than the laser beam power level for test C1 (344 W).
Thus, it takes more time for the integral of the in-depth reduced temperature (TC2) to exceed its
uncertainty. The maximum net surface heat flux prediction error for the linear model is -12.9
W/cm2 which occurs at 𝑡 = 56 seconds. This value is 18% of the measured value (71 W/cm2) at
that time. The maximum net surface heat flux prediction error for the nonlinear model is -3.8
W/cm2 which occurs at 𝑡 = 59 seconds. This value is 5.8% of the measured value (66 W/cm2) at
that time. The error metrics for the predictions presented in Fig. 3.13(a) are given in Fig. 3.13(b).
The standard deviation of the prediction errors for the linear model and nonlinear model are 4.79
W/cm2 and 1.13 W/cm2, respectively. The mean of the absolute value of the prediction errors for
the linear model and nonlinear model are 5.33 W/cm2 and 1.12 W/cm2, respectively. The
difference between the noted prediction error metrics of this test case shows that the proposed
method to account for the temperature dependent properties results in a substantial improvement
in the prediction accuracy.
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(a) Comparison of the net surface heat flux predictions with
the measured data

(b) Net surface heat flux prediction error versus time
Figure 3.13 Net surface heat flux prediction results for test case R2C4
105

The reconstructions of the surface temperature for test case R2C4 from the linear model
and Kirchhoff transformation nonlinear model are shown in Fig. 3.14(a) while the corresponding
prediction error plots are presented in Fig. 3.14(b). Again, a comparison of the surface
temperature prediction errors displayed in Fig. 3.14(b) clearly shows the temporal improvement
in the accuracy of the nonlinear model. The maximum surface temperature prediction error for
the linear model is 23 oC which occurs at 𝑡 = 52 seconds and corresponds to 3.3% of the
measured temperature (701 oC ) at that time. The maximum surface temperature prediction error
for the nonlinear model is -4.1 oC which occurs at 𝑡 = 60 seconds and corresponds to 0.5% of
the measured temperature (777 oC ) at that time. The standard deviation of the surface
temperature prediction error decreased from 8.91 oC for the linear model to 1.77 oC for the
nonlinear model. The mean of the absolute value of the surface temperature prediction error
decreased from 9.52 oC for the linear model to 1.82 oC for the nonlinear model. The results from
this test case show that even when the temperature regimes of the calibration and reconstruction
tests vary greatly, the nonlinear models still produce accurate results.
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(a) Comparison of the surface temperature predictions with
the measured data

(b) Surface temperature prediction error versus time
Figure 3.14 Surface temperature prediction results for test case R2C4
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As noted earlier, 42 test cases were used to reconstruct the surface thermal conditions of
𝛾

the six reconstruction tests for 𝛾

𝑒𝑠𝑡

= 1.00, 1.25, and 1.50. The prediction error metrics for all 42

test cases for 𝛾 = 1.50𝛾𝑒𝑠𝑡 are presented in a table in Appendix B and the statistical summary of
these metrics is presented in Table 3.7. For the 42 test cases, the standard deviation of the net
surface heat flux prediction error for the rescaling nonlinear model, 𝜎𝑒𝑞,𝑁𝐿 , has an average value
of 0.82 W/cm2 while the maximum 𝜎𝑒𝑞,𝑁𝐿 value is 1.41 W/cm2. The corresponding average of
the 𝜎𝑒𝑞,𝐿𝑖𝑛 values obtained from the linear model predictions is 3.73 W/cm2 which is about 4.5
times larger than the average value for the nonlinear model. The analysis of the 42 values of the
mean of the absolute value of the net surface heat flux prediction error for the linear and
nonlinear models (𝜇|𝑒𝑞,𝐿𝑖𝑛 | and 𝜇|𝑒𝑞,𝑁𝐿| ) shows nearly the same increase in prediction accuracy.
Table 3.7 also presents a summary of the surface temperature prediction error metrics for the 42
test cases. The standard deviation of the surface temperature prediction error for the Kirchhoff
transformation nonlinear model, 𝜎𝑒𝑇,𝑁𝐿 , has an average value of 1.03 oC while the maximum
𝜎𝑒𝑇,𝑁𝐿 value is 1.77 oC. The corresponding average of the 𝜎𝑒𝑇,𝐿𝑖𝑛 values obtained from the linear
model predictions is 5.74 oC. A comparison of the mean of the absolute value of the surface
temperature prediction errors for the linear and nonlinear models (𝜇|𝑒𝑇,𝐿𝑖𝑛 | and 𝜇|𝑒𝑇,𝑁𝐿|) obtained
from the 42 test cases shows nearly the same increase in prediction accuracy. A comparison of
the prediction error metrics of test case R1C1 with those of test case R2C4 shows that the
nonlinear prediction results for test case R1C1 are more accurate than the nonlinear prediction
results of test case R2C4. This improvement is due to the fact that the difference between the
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Table 3.7 Statistical summary of the prediction error metrics for the 42 test cases, 𝜸 =
𝟏. 𝟓𝟎𝜸𝒆𝒔𝒕
Parameter
Average
Value
Maximum
Value
Standard
Deviation

Net Surface Heat Flux Prediction
Error Metrics (W/cm2)
𝜇|𝑒𝑞,𝐿𝑖𝑛 | 𝜇|𝑒𝑞,𝑁𝐿 |
𝜎𝑒𝑞,𝐿𝑖𝑛
𝜎𝑒𝑞,𝑁𝐿

Surface Temperature Prediction
Error Metrics (oC)
𝜎𝑒𝑇,𝐿𝑖𝑛
𝜎𝑒𝑇,𝑁𝐿 𝜇|𝑒𝑇,𝐿𝑖𝑛 | 𝜇|𝑒𝑇,𝑁𝐿|

3.73

0.82

3.27

0.68

5.74

1.03

5.37

0.97

5.71

1.41

5.33

1.12

9.87

1.77

9.52

1.82

0.86

0.18

0.95

0.18

1.88

0.35

2.09

0.39

temperature ranges of the calibration and reconstruction test data for test case R1C1 (Fig. 3.8(b))
is less than those of test case R2C4 (Fig. 3.12(b)). Therefore, it is recommended to obtain
calibration test data in a high temperature range to predict the surface conditions of high
temperature reconstruction scenarios.

3.5.

Concluding Remarks

In this study, the accuracy of the modified calibration integral equations which
incorporate the effect of the temperature dependent properties was verified using experimental
data from 13 laser heating experiments with a maximum measured surface temperature of 837 oC
and a maximum imposed net surface heat flux of 83.1 W/cm2. Specifically, the accuracy of the
modified CIEM formulations derived from the rescaling method and the Kirchhoff
transformation method were investigated. The rescaling method was shown to produce accurate
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results for the reconstruction of the net surface heat flux while the Kirchhoff transformation
method was generally more accurate in predicting the surface temperature. A simple but robust
method for estimating the future time regularization parameter was used to obtain stable
predictions of the surface thermal conditions. The future time regularization method produced
acceptable results for a wide range of values of the future time parameter. Seven different sets of
calibration test data were used to predict the surface thermal conditions of six different variable
heating scenarios (reconstruction tests) with small and acceptable changes in prediction error.
Analyses of the results for the 42 test cases (7 calibrations x 6 reconstructions) suggests that a
single set of calibration test data is sufficient to accurately reconstruct the surface thermal
conditions of various heating scenarios. Despite substantial differences between the temperature
ranges of the calibration and reconstruction test data, the proposed methods produced accurate
reconstructions of the surface thermal conditions. However, the prediction accuracy of the
proposed nonlinear methods improved when the calibration and reconstruction temperature data
were closer in range. The average value of the standard deviations of the 42 net surface heat flux
prediction errors obtained from the rescaling nonlinear model was 0.82 W/cm2, while the
maximum value was 1.41 W/cm2. The average value of the standard deviations of the 42 surface
temperature prediction errors obtained from the Kirchhoff transformation nonlinear model was
1.03 oC, while the maximum value was 1.77 oC. This study demonstrates that a calibrated plugtype sensor can be used in high temperature applications to accurately reconstruct the surface
heat flux and temperature. The stainless steel test sample used in the experiments is a proof of
concept for a future prototype of this kind of dual gauge.
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CHAPTER FOUR
CALIBRATION OF A PAINTED STAINLESS STEEL SENSOR USING
THE TWO-PROBE CALIBRATION METHOD

This chapter is based on the paper:
Myrick, J. A., Keyhani, M., and Frankel, J. I., 2019, “Calibration of a Plug-type Gauge for
Measurement of Surface Heat Flux and Temperature Using Data from In-depth Thermocouples,”
Experimental Thermal and Fluid Science, 104, pp. 302-316. DOI:
10.1016/j.expthermflusci.2019.02.007

4.1.

Introduction
There are numerous high heat flux processes including re-entry flight vehicles [1, 2],

solid rocket nozzles [3], internal combustion engines [4], fire research [5] and metallurgic
applications [6, 7] which require accurate knowledge of the surface heat flux and surface
temperature to ensure safety, proper operation and performance. The high temperature regimes
of these applications prohibit the use of many heat flux gauges where the material properties
prevent operation at temperatures greater than 300 oC unless some kind of internal cooling is
utilized [14]. Even the gauges that have active cooling require complex modeling to accurately
compensate for the thermal disturbance of the cooling element [15]. Therefore, advancements
have been made in the construction of high temperature heat flux gauges that operate at
temperatures up to 1000 oC without a cooling element [16-20].
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Recently, plug-type gauges instrumented with embedded TCs were used in the Mars
Science Laboratory Entry, Decent, and Landing Instrumentation (MEDLI) project [21, 22]. The
MEDLI Integrated Sensor Plugs (MISP) were instrumented with four in-depth thermocouples
(TCs) and embedded in a heat shield. Conventional inverse heat conduction analysis [23] was
used to project the measured in-depth TC data to the surface to estimate the surface temperature
and heat flux of the MISP. To improve this approach, one can calibrate the plug-type gauge by
performing laboratory controlled tests where the sensor is exposed to known surface thermal
conditions and measure the in-depth TC temperature response. Once the plug-type gauge is
calibrated, only the in-depth TC data measured during a field test is required to predict the
surface temperature and heat flux of that unknown heating scenario. The non-integer system
identification (NISI) method [49-54] is a calibration technique where calibration test data
consisting of a known surface heat flux and measured in-depth TC temperature is used to obtain
calibration expansion coefficients for a finite series expansion that relates the surface heat flux to
the measured in-depth temperature. Thus, the surface heat flux of a field test can be estimated
using these calculated calibration coefficients and the measured in-depth temperature data
recorded during that field test.

The one-probe calibration integral equation method (CIEM) [24, 25] is a calibration
method that does not contain any calibration coefficients that must be calculated as is the case in
the NISI method. The CIEM can be used to predict the surface thermal boundary conditions of a
field test using the in-depth TC temperatures from that test as well as data from a calibration test
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which consists of measured surface thermal boundary conditions and corresponding data from
the same in-depth TCs. The solution of the heat equation permits the formation of an inputoutput relationship between the calibration data and reconstruction data (from the field test) in
the frequency domain. The Laplace transform of the input-output balance in the frequency
domain results in a first kind Volterra integral equation [55] containing a convolution (or
displacement) kernel in the time domain. It is known that first kind Volterra integral equations
are ill-posed and require regularization to achieve a stable prediction.

The one-probe CIEM was experimentally verified in [25] for the constant properties
(linear) case with accurate results and temperatures ranging from 22 oC to 39 oC. Information
about the thermophysical properties, location of the TC probe, TC time constant, and the
conductive lead losses is not needed to resolve the linear formulation of the one-probe CIEM.
The one-probe CIEM may only be used when the thermal boundary condition at the back surface
of the calibrated sample during the calibration and reconstruction tests is the same. The linear
one-probe CIEM was modified by Chen et al. [56, 57] to account for the temperature dependent
thermophysical properties during the tests. Myrick et al. [64] used high-temperature (20 oC to
820 oC) experimental data along with time rescaling to verify the accuracy of the modified oneprobe CIEM for predicting the surface temperature of a two-layer calibrated test sample. In a
follow up study, Myrick et al. [65] conducted high temperature experiments using a one-layer
test sample to verify the accuracy of the Kirchhoff transformation and time rescaling model [56]
as well as the heat flux and time rescaling model [57]. It was shown that the modifications of the
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one-probe CIEM proposed by Chen et al. [56, 57] significantly improved the accuracy of the
surface heat flux and surface temperature predictions using both techniques when compared to
the results of the linear model.

As noted earlier, the one-probe CIEM requires that the thermal boundary condition at the
back surface of the calibrated sample during the calibration and reconstruction tests be the same.
To remove this restriction, Frankel and Keyhani [58] developed the two-probe CIEM which
requires data from two calibration tests consisting of the measured surface thermal boundary
conditions and corresponding temperature data from two in-depth TC probes. The two sets of
calibration data are used to predict the surface thermal boundary conditions of a reconstruction
test when the temperature data from the two in-depth TCs from the reconstruction test are
provided. The two-probe calibration integral equation was also modified to account for
temperature dependent thermophysical properties in [59] using the same rescaling techniques
given in [57].

In the present study a high temperature plug-type gauge will be calibrated according to
the modified two-probe calibration integral equation with experimental data collected at high
temperatures (up to 770 oC). The formulation of the two-probe calibration integral equation and
the regularization technique implemented to achieve a stable prediction of the surface
temperature or heat flux are presented in Section 4.2. The experimental setup assembly and data
acquisition are described in Section 4.3. The measured calibration and reconstruction test data
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and the surface heat flux and temperature prediction results for a variety of reconstruction tests
with different back surface boundary conditions are presented in Section 4.4. Finally, Section 4.5
contains concluding comments on the study.

4.2.

Numerical Formulation

4.2.1. Modified Two-Probe Calibration Integral Equation

Consider the one-dimensional heat conduction problem subjected to the noted surface
thermal boundary conditions presented in Fig. 4.1. The domain is subjected to a convection back
boundary condition at 𝑥 = 𝐿. The boundary condition at the front surface is a specified surface
temperature denoted as 𝑇𝑠 (𝑡) or a surface heat flux denoted as 𝑞𝑠′′ (𝑡). The domain is
instrumented with two in-depth TCs located at 𝑥 = 𝑏 and 𝑥 = 𝑤.

The governing heat equation for this domain with temperature dependent properties is
[75]
𝜌𝑐𝑝 (𝑇)

𝜕𝑇
𝜕
𝜕𝑇
(𝑥, 𝑡) =
[𝑘(𝑇) (𝑥, 𝑡)] ,
𝜕𝑡
𝜕𝑥
𝜕𝑥

𝑥 ∈ (0, 𝐿),

𝑡>0

(4.1a)

with the surface boundary condition of
𝑞𝑠′′ (𝑡) = −𝑘(𝑇(0, 𝑡))

𝜕𝑇
(0, 𝑡),
𝜕𝑥
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𝑡>0

(4.1b)

Figure 4.1 Schematic of the one-dimensional domain with two in-depth thermocouples

or
𝑇𝑠 (𝑡) = 𝑇(0, 𝑡),

𝑡>0

(4.1c)

a back boundary condition of
𝑞𝐿′′ (𝑡) = ℎ[𝑇(𝐿, 𝑡) − 𝑇∞ ],

𝑡>0

(4.1d)

and a uniform initial condition
𝑇(𝑥, 0) = 𝑇𝑜 ,

𝑥 ∈ [0, 𝐿]

(4.1e)

As discussed in Section 4.1, the two-probe CIEM does not require knowledge of the back
boundary condition at 𝑥 = 𝐿 due to the inclusion of a second TC in the formulation [58]. The
importance of the change in the back surface boundary condition for obtaining a suitable pair of
calibration test data will be discussed in Section 4.4.
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At a given instant, the thermophysical properties are approximated to be constant in the spatial
domain and are evaluated at the temperature of the TC probe located at 𝑥 = 𝑏. With this
approximation, Eq. (4.1a) can be written as
𝜕𝑇
𝜕 2𝑇
(𝑥, 𝑡) = 2 (𝑥, 𝑡),
𝜕𝑥
𝛼(𝑇(𝑏, 𝑡)) 𝜕𝑡
1

𝑥 ∈ (0, 𝐿),

𝑡>0

(4.2)

The heat flux and time rescaling technique [57, 59 and 65] is used to account for the temperature
dependent thermophysical properties. One can eliminate the temperature dependent thermal
diffusivity term in Eq. (4.2) by rescaling the time domain defined as
𝑡
∗

𝑡 = ∫
𝑢=0

𝛼(𝑇(𝑏, 𝑢))
𝑑𝑢
𝛼(𝑇𝑜 )

(4.3)

Similarly, the temperature dependent thermal conductivity in Eq. (4.1b) is removed by rescaling
the surface heat flux according to
𝑞̃𝑠′′∗ (𝑡 ∗ ) =

𝑘(𝑇𝑜 )
𝑘(𝑇(𝑏, t))

𝑞𝑠′′ (𝑡)

(4.4)

Finally, the reduced temperature in the rescaled time domain is defined as
𝜙 ∗ (𝑥, 𝑡 ∗ ) = 𝑇(𝑥, 𝑡) − 𝑇𝑜

(4.5)

Substituting Eqs. (4.3-4.5) into Eqs. (4.1a-4.1c) and Eq. (4.1e) produces the governing equations
with constant properties
1 𝜕𝜙 ∗
𝜕 2𝜙∗
∗)
(𝑥,
(𝑥, 𝑡 ∗ ),
𝑡
=
𝛼(𝑇𝑜 ) 𝜕𝑡 ∗
𝜕𝑥 2
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𝑥 ∈ (0, 𝐿),

𝑡∗ > 0

(4.6a)

with the surface boundary condition of
𝑞̃𝑠′′∗ (𝑡 ∗ ) = −𝑘(𝑇𝑜 )

𝜕𝜙 ∗
(0, 𝑡 ∗ ),
𝜕𝑥

𝑡∗ > 0

(4.6b)

or
𝜙𝑠∗ (𝑡 ∗ ) = 𝜙 ∗ (0, 𝑡 ∗ ),

𝑡∗ > 0

(4.6c)

with a uniform initial condition
𝜙 ∗ (𝑥, 0) = 0,

𝑥 ∈ [0, 𝐿]

(4.6d)

The rescaled linear heat equation and auxiliary conditions can be used to derive the
modified two-probe calibration integral equation for heat flux which is written as [58, 59]
𝑡∗
′′∗ (𝑢)𝐾 ∗ (𝑏,
∫ 𝑞̃𝑠,𝑟
𝑤, 𝑡 ∗ − 𝑢)𝑑𝑢 = 𝑓𝑞∗ (𝑡 ∗ ),

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(4.7a)

𝑢=0

where
𝑡∗

𝑡 ∗ −𝑢

∗ (𝑏,
′′∗ (𝑣)𝜙 ∗
′′∗ (𝑣)𝜙 ∗
∗
∗
𝑓𝑞∗ (𝑡 ∗ ) = ∫ 𝜙𝑡𝑐,𝑟
𝑢) ∫ [𝑞̃𝑠,𝑐1
̃𝑠,𝑐2
𝑡𝑐,𝑐1 (𝑤, 𝑡 − 𝑢 − 𝑣)]𝑑𝑣𝑑𝑢 −
𝑡𝑐,𝑐2 (𝑤, 𝑡 − 𝑢 − 𝑣) − 𝑞
𝑢=0
𝑡∗

𝑣=0
𝑡 ∗ −𝑢

∗ (𝑤,
′′∗ (𝑣)𝜙 ∗
′′∗ (𝑣)𝜙 ∗
∗
∗
∫ 𝜙𝑡𝑐,𝑟
𝑢) ∫ [𝑞̃𝑠,𝑐1
̃𝑠,𝑐2
𝑡𝑐,𝑐1 (𝑏, 𝑡 − 𝑢 − 𝑣)]𝑑𝑣𝑑𝑢,
𝑡𝑐,𝑐2 (𝑏, 𝑡 − 𝑢 − 𝑣) − 𝑞
𝑢=0
∗

𝑡 ∈

(4.7b)

𝑣=0
∗
[0, 𝑡𝑚𝑎𝑥
]

and the convolution kernel of the integral equation is
𝑡 ∗ −𝑢
∗
∗
∗
∗
(𝑏, 𝑣)𝜙𝑡𝑐,𝑐2
(𝑤, 𝑡 ∗ − 𝑢 − 𝑣) − 𝜙𝑡𝑐,𝑐2
(𝑏, 𝑣)𝜙𝑡𝑐,𝑐1
(𝑤, 𝑡 ∗ − 𝑢 − 𝑣)]𝑑𝑣
𝐾 ∗ (𝑏, 𝑤, 𝑡 ∗ − 𝑢) = ∫ [𝜙𝑡𝑐,𝑐1
𝑣=0
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(4.7c)

The subscripts c1, c2 and r denote data obtained from the first and second calibration tests and
∗
the reconstruction test, respectively. In the calibration integral equation, 𝜙𝑡𝑐
(𝑏, 𝑡 ∗ ) and
∗
𝜙𝑡𝑐
(𝑤, 𝑡 ∗ ) are the reduced TC temperatures at the two in-depth positions (𝑥 = 𝑏 and 𝑥 = 𝑤).
′′∗
The measured rescaled surface heat flux for the two calibration tests are denoted as 𝑞̃𝑠,𝑐1
and
′′∗
𝑞̃𝑠,𝑐2
. The only unknown in the calibration integral equation is the rescaled surface heat flux for
′′∗
∗
the reconstruction test (𝑞̃𝑠,𝑟
). The rescaled time domain has an upper limit of 𝑡𝑚𝑎𝑥
which is the

smaller of the maximum rescaled time periods for the reconstruction test and two calibration
tests.

The modified two-probe calibration integral equation for surface temperature is the same
as Eq. (4.7a-4.c) except the rescaled net surface heat flux terms, 𝑞̃𝑠′′∗ (𝑡 ∗ ), are replaced with
∗
reduced surface temperatures, 𝜙𝑠,𝑡𝑐
(𝑡 ∗ )
𝑡∗
∗
(𝑢)𝐾 ∗ (𝑏, 𝑤, 𝑡 ∗ − 𝑢)𝑑𝑢 = 𝑓𝑇∗ (𝑡 ∗ ),
∫ 𝜙𝑠,𝑡𝑐,𝑟

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(4.8a)

𝑢=0

where
𝑡∗

𝑡 ∗ −𝑢

∗ (𝑏,
∗
∗
∗
∗
(𝑣)𝜙𝑡𝑐,𝑐2
(𝑤, 𝑡 ∗ − 𝑢 − 𝑣) − 𝜙𝑠,𝑡𝑐,𝑐2
(𝑣)𝜙𝑡𝑐,𝑐1
(𝑤, 𝑡 ∗ − 𝑢 − 𝑣)]𝑑𝑣𝑑𝑢 −
𝑓𝑇∗ (𝑡 ∗ ) = ∫ 𝜙𝑡𝑐,𝑟
𝑢) ∫ [𝜙𝑠,𝑡𝑐,𝑐1
𝑢=0

𝑡∗

𝑣=0

𝑡 ∗ −𝑢

∗ (𝑤,
∗
∗
∗
∗
(𝑣)𝜙𝑡𝑐,𝑐2
(𝑏, 𝑡 ∗ − 𝑢 − 𝑣) − 𝜙𝑠,𝑡𝑐,𝑐2
(𝑣)𝜙𝑡𝑐,𝑐1
(𝑏, 𝑡 ∗ − 𝑢 − 𝑣)]𝑑𝑣𝑑𝑢,
∫ 𝜙𝑡𝑐,𝑟
𝑢) ∫ [𝜙𝑠,𝑡𝑐,𝑐1
𝑢=0
∗

𝑡 ∈

(4.8b)

𝑣=0
∗
[0, 𝑡𝑚𝑎𝑥
]

and the kernel function is the same as given in Eq. (4.7c). It should be noted that the temperature
and heat flux data from the two calibration tests in Eqs. (4.7a-4.7c) and (4.8a-4.8b) must be
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shifted in time by removing the lead data for 𝑡 < 𝑡𝑜𝑛 such that 𝑡 = 0 corresponds to the time at
which heating began.

4.2.2. Solution Procedure

The calibration integral equation is a first kind Volterra integral equation that contains a
convolution (or displacement) kernel [55]. First kind Volterra integral equations are ill-posed and
one must use a regularization technique to produce a stable prediction. A truncated singular
value decomposition (TSVD) method for the time span of local future time was implemented to
obtain a stable solution. The local future time is introduced by raising the upper limit of the of
the calibration integral equation to 𝑡 ∗ + 𝛾 where 𝛾 is the length of future time period. For
example, Eq. (4.7a) is written as [41]
𝑡 ∗ +𝛾

𝑡∗

′′∗ (𝑢)𝐾 ∗ (𝑏,
′′∗ (𝑢)𝐾 ∗ (𝑏,
∫ 𝑞̃𝑠,𝑟
𝑤, 𝑡 ∗ + 𝛾 − 𝑢)𝑑𝑢 + ∫ 𝑞̃𝑠,𝑟
𝑤, 𝑡 ∗ + 𝛾 − 𝑢)𝑑𝑢
𝑢=0

= 𝑓𝑞∗ (𝑡 ∗ + 𝛾),

(4.9a)

𝑢=𝑡 ∗

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

where
𝑡 ∗ +𝛾

𝑡 ∗ +𝛾−𝑢

∗ (𝑏,
𝑓𝑞∗ (𝑡 ∗ + 𝛾) = ∫ 𝜙𝑡𝑐,𝑟
𝑢) ∫

𝑡 ∗ +𝛾

𝑢=0
𝑣=0
′′∗ (𝑣)𝜙 ∗
(𝑤,
𝑞̃𝑠,𝑐2
𝑡∗
𝑡𝑐,𝑐1
∗
𝑡 +𝛾−𝑢

∗ (𝑤,
∫ 𝜙𝑡𝑐,𝑟
𝑢) ∫
𝑢=0

′′∗ (𝑣) ∗
[𝑞̃𝑠,𝑐1
𝜙𝑡𝑐,𝑐2 (𝑤, 𝑡 ∗ + 𝛾 − 𝑢 − 𝑣) −

+ 𝛾 − 𝑢 − 𝑣)]𝑑𝑣𝑑𝑢 −

′′∗ (𝑣) ∗
[𝑞̃𝑠,𝑐1
𝜙𝑡𝑐,𝑐2 (𝑏, 𝑡 ∗ + 𝛾 − 𝑢 − 𝑣) −

𝑣=0

′′∗ (𝑣)𝜙 ∗
∗
𝑞̃𝑠,𝑐2
𝑡𝑐,𝑐1 (𝑏, 𝑡 + 𝛾 − 𝑢 − 𝑣)]𝑑𝑣𝑑𝑢,
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∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

(4.9b)

and

𝑡 ∗ +𝛾−𝑢

𝐾 ∗ (𝑏, 𝑤, 𝑡 ∗ + 𝛾 − 𝑢) = ∫

∗
∗
(𝑏, 𝑣) 𝜙𝑡𝑐,𝑐2
(𝑤, 𝑡 ∗ + 𝛾 − 𝑢 − 𝑣) −
[𝜙𝑡𝑐,𝑐1

(4.9c)

𝑣=0

∗
∗
(𝑏, 𝑣)𝜙𝑡𝑐,𝑐1
(𝑤, 𝑡 ∗ + 𝛾 − 𝑢 − 𝑣)]𝑑𝑣
𝜙𝑡𝑐,𝑐2

∗
The first integral on the left hand side of Eq. (4.9a) is known and is denoted by 𝑔𝑞,𝛾
and is

moved to the right hand side to obtain
𝑡 ∗ +𝛾
′′∗ (𝑢)𝐾 ∗ (𝑏,
∗ (𝑡 ∗ ),
∫ 𝑞̃𝑠,𝑟
𝑤, 𝑡 ∗ + 𝛾 − 𝑢)𝑑𝑢 ≅ 𝑓𝑞∗ (𝑡 ∗ + 𝛾) − 𝑔𝑞,𝛾
𝑢=𝑡 ∗

(4.10a)

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]
′′∗
where the predicted surface heat flux values, 𝑞̃𝑠,𝑟,𝛾
(𝑡 ∗ ), up to time 𝑡 ∗ are contained in
𝑡∗
∗ (𝑡 ∗ )
′′∗ (𝑢)𝐾 ∗ (𝑏,
𝑔𝑞,𝛾
= ∫ 𝑞̃𝑠,𝑟,𝛾
𝑤, 𝑡 ∗ + 𝛾 − 𝑢)𝑑𝑢

(4.10b)

𝑢=0
∗ (𝑡 ∗ )
The approximate equal sign (≅) is used in Eq. (4.10a) since 𝑔𝑞,𝛾
contains predicted values

which are a function of 𝛾. However, for the remaining equations, it is replaced by the equal sign.

To demonstrate the implementation of the truncated singular value decomposition (TSVD)
regularization method, Eq. (4.10a) is written in matrix form as
̅∗𝒔,𝒓,𝜸 = 𝒇̅∗𝒒 − 𝒈
̅ ∗𝒒,𝜸
𝑲∗𝜸 𝒒
where
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(4.11)

𝐾 ∗ (𝑏, 𝑤, 𝑡1∗ )
0
0
0
∗)
∗ (𝑏,
∗)
∗ (𝑏,
𝐾
𝑤,
𝑡
𝐾
𝑤,
𝑡
0
1
⋯
2
𝑲∗𝜸 = ∆𝑡 ∗ [
]
⋮
⋱
⋮
⋮
∗
∗
∗ ) … 𝐾 (𝑏, 𝑤, 𝑡 )
𝐾 ∗ (𝑏, 𝑤, 𝑡𝑛∗ ) 𝐾 ∗ (𝑏, 𝑤, 𝑡𝑛−1
1

(4.12)

𝑲∗𝜸 is an 𝑛 × 𝑛 matrix where the index of the length of future time is defined as 𝑛 = 𝛾 ∗ 𝑓𝑠 + 1
and 𝑓𝑠 is the sampling frequency of the experimental data. The indexed time is defined such that
𝑡𝑖∗ = ∆𝑡 ∗ (𝑖 − 1) where ∆𝑡 ∗ is the time step for the rescaled time domain. The unknown surface
heat flux values are arranged in an 𝑛 × 1 column defined as
𝑇

′′∗ (𝑡 ∗ ), ′′∗ (𝑡 ∗ ),
′′∗ (𝑡 ∗
̅∗𝒔,𝒓,𝜸 = [𝑞̃𝑠,𝑟,𝛾
𝒒
̃𝑠,𝑟,𝛾 𝑖+1 … , 𝑞̃𝑠,𝑟,𝛾
𝑖 𝑞
𝑖+𝑛−1 )] ,

𝑖 ∈ [2, 𝑁]

(4.13)

where the index 𝑖 denotes the current time step for which the heat flux prediction is obtained.
This index ranges from 2 to 𝑁, which corresponds to the last time step for which a solution can
∗
be obtained, where 𝑁 = (𝑡𝑚𝑎𝑥
− 𝛾) ∗ 𝑓𝑠 + 1. The 𝑛 × 1 column vector 𝒇̅∗𝒒 contains the known
∗
values of 𝑓𝑞∗ for the time period of 𝑡𝑖∗ to 𝑡i+𝑛−1
𝑇
∗
∗
), … , 𝑓𝑞∗ (𝑡i+𝑛−1
)] ,
𝒇̅∗𝒒 = [𝑓𝑞∗ (𝑡𝑖∗ ), 𝑓𝑞∗ (𝑡𝑖+1

𝑖 ∈ [2, 𝑁]

(4.14)

∗
Finally, the previously calculated surface heat flux values up to time 𝑡𝑖−1
are incorporated into an

̅ ∗𝒒,𝜸 which is calculated according to
𝑛 × 1 column vector 𝒈
∗
)
𝐾 ∗ (𝑏, 𝑤, 𝑡𝑖∗ )
𝐾 ∗ (𝑏, 𝑤, 𝑡𝑖−1
∗
∗
∗ (𝑏,
∗
)
(𝑏,
)
𝐾
𝑤,
𝑡
𝐾
𝑤,
𝑡
𝑖+1
𝑖
̅ ∗𝒒,𝜸 = ∆𝑡 ∗ [
𝒈
⋮
⋮
∗
∗
) 𝐾 ∗ (𝑏, 𝑤, 𝑡𝑖+𝑛−2
)
𝐾 ∗ (𝑏, 𝑤, 𝑡𝑖+𝑛−1

𝑖 ∈ [1, 𝑁 − 1]
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′′∗ (𝑡 ∗ )
𝑞̃𝑠,𝑟,𝛾
… 𝐾 ∗ (𝑏, 𝑤, 𝑡2∗ )
1
′′∗ (𝑡 ∗ )
⋱
⋮
𝑞̃𝑠,𝑟,𝛾
2
,
⋱ 𝐾 ∗ (𝑏, 𝑤, 𝑡𝑛∗ ) ]
⋮
… 𝐾 ∗ (𝑏, 𝑤, 𝑡 ∗ ) 𝑞̃′′∗ (𝑡 ∗ )
𝑛+1 [ 𝑠,𝑟,𝛾 𝑖−1 ]

(4.15)

An inversion of the kernel matrix 𝑲∗𝜸 will not produce an accurate prediction of the
surface heat flux since 𝑲∗𝜸 is ill-conditioned. To obtain a stable solution, the singular value
decomposition of the kernel matrix is obtained [44, 80]
𝑲∗𝜸 = 𝑼𝑺𝑽𝑻 = ∑

𝑛

̅𝑖 𝒗
̅𝑇𝑖
𝜆𝑖 𝒖

(4.16)

𝑖=1

where 𝑼 and 𝑽 are 𝑛 × 𝑛 orthonormal matrices. The matrix 𝑺 is a diagonal 𝑛 × 𝑛 matrix
containing the singular values 𝜆𝑖 (square root of the eigenvalues) of 𝑲∗𝜸 in descending order. The
columns of 𝑽 contain the orthonormal eigenvectors of 𝑲∗𝜸 𝑻 ∙ 𝑲∗𝜸 made up of the elements
̅𝑖 = [𝑣1𝑖 , 𝑣2𝑖 , … , 𝑣𝑛𝑖 ]𝑇
𝒗

(4.17)

Likewise, the columns of 𝑼 are the set of orthonormal eigenvectors of 𝑲∗𝜸 ∙ 𝑲∗𝜸 𝑻 made up of the
elements
̅ 𝑖 = [𝑢1𝑖 , 𝑢2𝑖 , … , 𝑢𝑛𝑖 ]𝑇
𝒖

(4.18)

A well-conditioned approximation of 𝑲∗𝜸 may be obtained by truncating all except the first 𝑝
columns of 𝑼 and 𝑽 and the 𝑝 number of the singular values 𝜆𝑖 in 𝑺 which are sorted as 𝜆1 >
𝜆2 > ⋯ > 𝜆𝑝 . The truncation index 𝑝 serves as a second regularization parameter for the
resolution of the two-probe calibration integral equation. A small value of 𝑝 may result in an
over-smoothed prediction. As one increases the value of 𝑝, higher frequency data noise is
retained and the solution moves towards instability. The approximated kernel matrix 𝑲∗𝜸,𝒑 is
constructed as
𝑲∗𝜸,𝒑 = 𝑼𝒑 𝑺𝒑 𝑽𝑻𝒑 = ∑
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𝑝

̅𝑖 𝒗
̅𝑇𝑖
𝜆𝑖 𝒖

𝑖=1

(4.19)

where the truncated 𝑼𝒑 and 𝑽𝒑 are 𝑛 × 𝑝 orthonormal matrices and 𝑺𝒑 is a 𝑝 × 𝑝 diagonal
matrix. The pseudoinverse of 𝑲∗𝜸,𝒑 can be easily obtained since the inverse of an orthonormal
matrix is its transpose and the inverse of a diagonal matrix is the reciprocal of the diagonal terms
𝑲∗𝜸,𝒑 −1 = 𝑽𝒑 𝑺𝒑 −1 𝑼𝑻𝒑 = ∑

𝑝

1
̅𝑖 𝒖
̅ 𝑇𝑖
𝒗
𝑖=1 𝜆𝑖

(4.20a)

The expanded form of the pseudoinverse of the approximate kernel matrix is
𝑝

𝑣1𝑖 𝑢1𝑖
𝑖=1 𝜆𝑖
𝑝 𝑣 𝑢
2𝑖 1𝑖
∑
=
𝑖=1 𝜆𝑖
⋮
𝑝 𝑣 𝑢
𝑛𝑖 1𝑖
∑
[ 𝑖=1 𝜆𝑖
∑

𝑲∗𝜸,𝒑 −1

𝑝

𝑣1𝑖 𝑢2𝑖
𝑖=1 𝜆𝑖
𝑝 𝑣 𝑢
2𝑖 2𝑖
∑
𝑖=1 𝜆𝑖
⋮
𝑝 𝑣 𝑢
𝑛𝑖 2𝑖
∑
𝑖=1 𝜆𝑖
∑

𝑝

𝑣1𝑖 𝑢𝑛𝑖
𝑖=1 𝜆𝑖
𝑝 𝑣 𝑢
2𝑖 𝑛𝑖
𝑝 1
… ∑
̅𝑖 𝒖
̅ 𝑇𝑖
=
∑
𝒗
𝜆
𝑖=1
𝑖
𝑖=1 𝜆𝑖
⋱
⋮
𝑝 𝑣 𝑢
𝑛𝑖 𝑛𝑖
… ∑
𝜆𝑖 ]
𝑖=1

⋯

∑

(4.20b)

Finally, the prediction of the net surface heat flux is obtained by
̅∗𝜸,𝒑 = 𝑲∗𝜸,𝒑 −1 (𝒇̅∗𝒒 − 𝒈
̅ ∗𝒒 )
𝒒

(4.21)

Although the predicted heat flux is for the future time period, only the predicted value at time 𝑡𝑖∗,
′′∗
(𝑡𝑖∗ ), is retained for the ith time step. The method is then repeated for each successive time
𝑞̃𝑠,𝑟,𝛾,𝑝

step. The surface temperature for the reconstruction test is similarly calculated by substituting
′′∗
∗
𝑞̃𝑠,𝑟,𝛾,𝑝
with 𝜙𝑠,𝑡𝑐,𝑟,𝛾,𝑝
.

The predicted surface heat flux or temperature is in terms of the rescaled time domain.
Therefore, the predictions should be scaled back to the original time domain by
𝑡∗

𝑡= ∫
𝑢=0

𝛼(𝑇𝑜,𝑟 )
𝑑𝑢 ,
∗ (𝑏,
𝛼(𝜙𝑡𝑐,𝑟
𝑢) + 𝑇𝑜,𝑟 )
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∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

(4.22)

The rescaling techniques should be reversed to return the net surface heat flux prediction to the
physical domain according to
′′
′′∗
(𝑡) = 𝑞̃𝑠,𝑟,𝛾,𝑝
(𝑡 ∗ )
𝑞̃𝑠,𝑟,𝛾,𝑝

(4.23a)

and
′′
(𝑡) =
𝑞𝑠,𝑟,𝛾,𝑝

𝑘(𝜙𝑡𝑐,𝑟 (𝑏, 𝑡) + 𝑇𝑜,𝑟 )
𝑘(𝑇𝑜,𝑟 )

(4.23b)

′′
(𝑡)
𝑞̃𝑠,𝑟,𝛾,𝑝

Likewise, the predicted surface temperature should be scaled back to the original time domain by
∗
(𝑡 ∗ ) + 𝑇𝑜,𝑟
𝑇𝑠,𝑡𝑐,𝑟,𝛾,𝑝 (𝑡) = 𝜙𝑠,𝑡𝑐,𝑟,𝛾,𝑝

(4.24)

4.2.3. Estimation of the Future Time Period
To obtain a reasonable estimate of the future time period for the TSVD solution method,
uncertainty analysis was performed on the kernel of the integral equation which is restated in Eq.
(4.25) where the substitution 𝑧 = 𝑡 ∗ − 𝑢 was made to write the kernel as
𝑧
∗
∗
∗
∗
(𝑏, 𝑣)𝜙𝑡𝑐,𝑐2
(𝑤, 𝑧 − 𝑣) − 𝜙𝑡𝑐,𝑐2
(𝑏, 𝑣)𝜙𝑡𝑐,𝑐1
(𝑤, 𝑧 − 𝑣)]𝑑𝑣
𝐾 ∗ (𝑏, 𝑤, 𝑧) = ∫[𝜙𝑡𝑐,𝑐1

(4.25)

𝑣=0

For a quantity 𝑅 which is a function of many variables 𝑅(𝑥1 , 𝑥2 , … , 𝑥𝑁 ), Kline and McClintock
uncertainty analysis [72] is used to estimate the uncertainty as
1⁄
2

𝜕𝑅 2
𝜕𝑅 2
𝜕𝑅 2
𝜔𝑅 = [(𝜔𝑥1
) + (𝜔𝑥2
) + ⋯ + (𝜔𝑥𝑁
) ]
𝜕𝑥1
𝜕𝑥2
𝜕𝑥𝑁

(4.26)

where 𝜔𝑅 is the uncertainty in R and 𝜔𝑥1 , 𝜔𝑥2 and 𝜔𝑥𝑁 are the uncertainties in the individual
components. The uncertainty in the TC temperatures is defined as four times the standard
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deviation of the lead data (before laser heating begins) from TC2 and TC3 for the two calibration
tests (𝜎𝑇𝐶2 and 𝜎𝑇𝐶3 ). Applying this method to the kernel function yields
2
2
𝑧
∗
∗
[(4𝜎𝑇𝐶2,𝑐1 ∫ 𝜙𝑡𝑐,𝑐2 (𝑤, 𝑧 − 𝑣)𝑑𝑣) + (4𝜎𝑇𝐶3,𝑐2 ∫ 𝜙𝑡𝑐,𝑐1 (𝑏, 𝑣)𝑑𝑣)
𝑣=0
𝑣=0
2
𝑧
∗
(𝑤, 𝑧 − 𝑣)𝑑𝑣)
+ (4𝜎𝑇𝐶2,𝑐2 ∫ 𝜙𝑡𝑐,𝑐1
𝑣=0
1
2 ⁄2
𝑧
∗
(𝑏, 𝑣)𝑑𝑣) ]
+ (4𝜎𝑇𝐶3,𝑐1 ∫ 𝜙𝑡𝑐,𝑐2
𝑣=0
𝑧

𝜔𝐾∗ (𝑧) =

(4.27)

where 𝜔𝐾∗ is the uncertainty in the kernel which is a function of the time variable 𝑧. The
estimated future time interval (𝛾𝑒𝑠𝑡 ) is defined as the time at which the value of the kernel
exceeds its estimated uncertainty. Recall that the calibration temperatures used in Eq. (4.27) are
clipped such that the lead data for 𝑡 < 𝑡𝑜𝑛 is removed. Thus, 𝛾𝑒𝑠𝑡 is the amount of time after
heating begins which is required for the value of the kernel to exceed its uncertainty. The noise
band of the measured TC temperatures is assigned a width of four times the standard deviation
(4𝜎). This choice ensures with a certainty of 99.99% that temperatures exceeding the noise band
are responding to the heating process and are not measurement noise.

4.3.

Experimental Setup

The plug-type gauge used in this study was 10.16 mm thick AISI type 304 stainless steel
(SS) with a cross section of 23 mm by 23 mm. Energy dispersive X-ray spectroscopy (EDXS)
was used to obtain the specific chemical composition of the test sample. The element
components were within the normal ranges for type 304 stainless steel [74]. Figure 4.2(a) shows
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the test sample cross section where in-depth TC probes were inserted in two 1.32 mm diameter
holes that were drilled parallel to the heated surface of the test sample at depths of 10 mm. The
centers of the holes were positioned along the centerline of the top surface at 𝑥 = 𝑏 = 3.81 mm
and 𝑥 = 𝑤 = 7.62 mm measured from the front surface. Pyromark 2500 black paint
manufactured by Tempil with a maximum operating temperature of 1093 oC was applied to the
front surface of the test sample. The painted surface absorptivity was measured to be 0.97 at
wavelengths around 900 nm according to a report by Sandia National Laboratory [76]. This
study also measured the normal emittance of the painted surface and reported values between
0.87 and 0.90 for a temperature range of 20 oC to 900 oC. Figure 4.2(b) shows the painted front
surface of the SS test sample with insulation surrounding its sides. Three thermocouples were
installed as shown in Fig. 4.2(a). TC1 was placed at the painted surface of the sample while TC2
and TC3 were located at 𝑥 = 3.81 mm and 𝑥 = 7.62 mm, respectively. In this configuration,
TC2 and TC3 are parallel to the isotherms.

127

(a) Schematic of the test sample cross section

(b) Picture of the front of
the test sample

Figure 4.2 Schematic of the test sample cross section and picture of the front of the test
sample assembly

A thermoelectric (TE) module manufactured by TE Technology (model VT-199-1.41.15) was placed between two copper plates at back of the test sample. It was used to heat or
cool the back surface of the test sample in order to provide different back boundary conditions
and has a maximum operating temperature of 200 oC. A copper plate with a cross section of 74
mm by 49 mm and a thickness of 5.9 mm was placed between the back surface of the test sample
and the TE module. The other copper plate with a cross section of 51 mm by 50 mm and a
thickness of 4.8 mm was placed on the opposite side of the TE module as shown in Fig. 4.2(a).
The TE module provided a small amount of heating or cooling to the back surface of the sample
which was sufficient to alter the back surface boundary condition necessary to utilize the twoprobe CIEM. The sides of the SS test sample were insulated using 1.27 cm thick Mightylite
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grade M insulation which has a thermal conductivity of 0.115 W/m-K at 427 oC and operates at
temperatures up to 982 oC.

The thermocouples were constructed using Omega (GG-N-30-SLE) 30 gauge (0.25 mm
diameter) type N thermocouple wire that operates at temperatures up to 1300 oC and has ANSI
special limits of error with a deviation of 0.28 oC at 400 oC. An Omega TL-WELD thermocouple
welder was used to weld the TC1 lead wires 1.5 mm below the horizontal centerline of the
painted surface and 9 mm from each side. The TC1 lead wires were shielded from direct laser
radiation by Omega ceramic thermocouple insulators (ORM-020132, one-hole). Each insulator
has an outer diameter of 0.79 mm, an inner diameter of 0.51 mm and a maximum operating
temperature of 1650 oC. The shielding reduced the direct laser heating of the TC1 lead wires
which could cause inaccurate surface temperature measurement. The ceramic insulators shaded
3% of the front surface area of the sample from direct laser radiation. The exposed leads of TC2
and TC3 were insulated by 20 mm long Omega (TRX-010364) two-hole ceramic thermocouple
insulators which have a maximum operating temperature of 1950 oC. The outer diameter of the
ceramic insulators was 1.19 mm and each had two holes with diameters of 0.26 mm. The TC
wires exiting each ceramic insulator were welded to form a measurement bead. TC2 and TC3
were secured by welding their measurement beads to the bottom of their respective holes.
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The experimental setup assembly is shown in Fig. 4.3 which shows the arrangement of the
painted SS sample, laser head and optical pyrometer. The front surface of the sample was heated
with a continuous diode laser manufactured by Laserline (LDM 500-60, 500 W) that had a
wavelength of 910 nm. A 200 mm focal length lens was used to produce a 23 mm by 23 mm
square laser beam profile. The test apparatus was mounted on an optical table which was covered
by a large stainless steel enclosure. The TE module was powered by a Volteq (HY3030EX) DC
power supply outside of the enclosure. A Logitech c920 HD webcam whose visible spectrum
included the wavelength of the laser was installed inside the safety enclosure to observe the test
sample during each experiment.

Figure 4.3 Overhead view of the experimental setup and laser
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An Omega (OS554A) band emission optical pyrometer with a spectral range of 8 to 14
m was used to measure surface temperature during the experiments. This pyrometer requires a
user-inputted surface emissivity value to output a surface temperature measurement. The
maximum operating temperature of the pyrometer is 1370 oC and the manufacturer lists an
accuracy of 1%. This level of accuracy assumes that the surface emissivity is constant, the
inputted emissivity is correct and that the pyrometer does not detect radiant energy from other
sources. However, some of the laser radiant energy may be reflected from the test sample surface
to the pyrometer during the heating period which causes the pyrometer temperature reading to be
somewhat higher than the actual surface temperature. This phenomenon is shown in Fig. 4.4
which compares the measured pyrometer temperature to the measured surface TC temperature
for a calibration test with a constant laser output. This data was collected from calibration test C7
presented in [65]. For an input surface emissivity of 0.95, the pyrometer temperature is
somewhat higher than TC1 during the heating period but immediately drops back to the TC1
temperature once the laser is turned off. A surface emissivity of 0.95 caused the pyrometer
temperature and the surface TC temperature to match during the cooling period when the laser
was deactivated at temperatures above 600 oC. It should be noted that this emissivity value is
larger than the range of 0.87 – 0.90 as given in [76].
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Figure 4.4 Comparison of pyrometer and TC1 temperatures during and after laser heating
(data from calibration test C7 in [65])

Figure 4.5 presents four webcam pictures at different points in the heating procedure. The
painted stainless steel surface at room temperature is shown in Fig. 4.5(a). The spot on the
surface indicates the center of the pyrometer’s measurement area which has a diameter of 3.9
mm. Figure 4.5(b) shows the square laser beam profile caused by activating the laser threshold
(laser is off). The view of the test sample during the laser heating process is depicted in Fig.
4.5(c) where reflection from the laser beam blocks the view of the painted surface. Figure 4.5(d)
shows the painted surface at a temperature of about 750 oC immediately after the laser is turned
off.
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(a)

(b)

(c)

(d)

Figure 4.5 Pictures of the painted stainless steel test sample at different heating stages: (a)
before the laser is activated where the light shows the center of the pyrometer’s
measurement area (3.8 mm in diameter), (b) when the laser threshold is on
(laser is off), (c) during the laser heating process and (d) heated surface at about
750 oC immediately after the laser was deactivated

Two Data Translation DT9824 data acquisition boards (DAQ) were used to
simultaneously collect data from the thermocouples, the laser controller voltage outputs and the
voltage output for the pyrometer. Each DAQ has four fully isolated channels with simultaneous
measurement at 24-bit resolution. The sampling frequency of the data was 100 Hz. One DAQ
was used to collect thermocouple data from the three TCs using a gain value of 32 which
corresponds to a range of ±0.3125V. At this gain and sampling frequency, the uncertainty
converted into units of temperature is ±0.16 oC for type N thermocouples. The voltage signals
from the measured TCs were converted into temperature measurements according to the type N
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TC calibration curve. The other DAQ utilized a gain of 1 corresponding to a voltage range of
±10V and an uncertainty of ±200 μV. It was used to monitor the pyrometer and laser controller
signals. The pyrometer temperature was determined by manufacturer calibration of 500 oF (278
o

C) per measured volt. Similarly, the laser controller current was determined by the calibration of

20 amps per volt. An Ophir thermal power sensor (FL500A) with a stated accuracy of 3% was
used to calibrate the laser power output versus the measured laser controller voltage output.

The rescaling techniques require knowledge of the thermal conductivity and thermal
diffusivity of the test sample material. Linear correlation for the thermal conductivity and
thermal diffusivity were reported in Chapter 3 Section 3 and in [65]. The thermal conductivity
correlation was obtained using discrete values for AISI 304 stainless steel from [77] with a
reported uncertainty of ±4% in the temperature range of 27 oC to 827 oC. Similarly, the thermal
diffusivity correlation was created using discrete values obtained from a graph in [78] with a
reported uncertainty of ±5% for the temperature range of 65 oC to 834 oC. The thermal
conductivity and thermal diffusivity data can be viewed in Tables 1 and 2 of [65].

An energy balance at the surface of the test sample was used to determine the net surface
heat flux into the domain
𝑞𝑠′′ (𝑡) = 𝛼𝜆

𝑃𝜆 (𝑡)
4 ]
− 𝜀𝜎[𝑇 4 (0, 𝑡) − 𝑇𝑠𝑢𝑟𝑟
− ℎ(𝑇)[𝑇(0, 𝑡) − 𝑇∞ ]
𝐴

(4.28)

where the absorptivity at 910 nm (laser wavelength) is 𝛼𝜆 = 0.97 [76], 𝑃𝜆 is the power of the
laser beam, and 𝐴 is the laser beam area. The emissivity of the painted surface (𝜀) was estimated
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to be 0.95 at elevated temperatures as shown in Fig. 4.4. The temperature of the enclosed
surroundings, 𝑇𝑠𝑢𝑟𝑟 , the ambient temperature, 𝑇∞ , and the initial temperature, 𝑇𝑜 , are
approximately equal to the room temperature. The similarity solution for free convection over a
vertical flat plate [79] was used to calculate the average heat transfer coefficient (ℎ). For an
assumed room temperature of 300 K and surface temperature of 825 K, the convection heat
transfer coefficient is 12.8 Wm-2K-1 which corresponds to a convection heat flux of 0.7 W/cm2.
The radiation heat flux is 2.5 W/cm2 for this example. Even though the losses due to heat
convection are small its contribution is still included in the net flux estimation.

An uncertainty analysis of the net heat flux equation (Eq. (4.28)) using the Kline and
McClintock method [72] was performed for a laser power of 370 W (70 W/cm2), a surface
temperature of 825 K, and a surrounding/ambient temperature of 300 K. Uncertainties were
assigned for the laser power (3%), surface emissivity (0.95±0.04), surface absorptivity
(0.97±0.02), and the convection heat transfer coefficient (10%). Using these values, the
calculated net surface heat flux uncertainty was 3.5%. Recall that 3% of the painted surface is
shaded from direct laser radiation by the ceramic insulators around the TC1 leads. This effect
may be readily accounted for by replacing the laser power term in Eq. (4.28) with 0.97𝑃𝜆 . Note
that the corrected calibration net heat flux values appear on the right hand side of Eq. (4.7a)
while the corrected reconstruction net heat flux appears on its left hand side. Hence, this bias in
the net heat flux has a negligible effect on the proof of concept which is the main goal of this
study.
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4.4.

Results

Experimental data from seven tests will be used to verify the two-probe formulations of
the calibration integral equations for surface temperature and heat flux. The “calibration” tests
labeled as tests C1 through C3 were conducted with a constant laser beam power output.
However, the back surface boundary condition varied among the three tests. The TE module was
used to cool and heat the back surface of the stainless steel test sample during tests C1 and C2,
respectively. The TE module was not activated during test C3. The “reconstruction” tests
denoted as tests R1 through R4 utilized a varying laser beam power level. Test R1 was taken
from a previous study (test R1 in [65]) where the back surface of this test sample was insulated
using 5 cm thick Mightylite grade M insulation. The TE module was used to cool and heat the
back surface of the stainless steel test sample during tests R2 and R4, respectively. The TE
module was turned off during test R3. The maximum test temperature (𝑇𝑚𝑎𝑥 ), the time at which
the laser was activated (𝑡𝑜𝑛 ), the duration of the heating period and the initial temperature (𝑇𝑜 )
for these tests are presented in Table 4.1. The standard deviations of the TC2 data and TC3 data
(𝜎𝑇𝐶2 and 𝜎𝑇𝐶3 ) before the laser was activated, 𝑡 ∈ [0, 𝑡𝑜𝑛 ], which are necessary to obtain an
estimate of the future time period are also given in Table 4.1.
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Table 4.1 Summary of the laser test data with a sampling rate of 100 Hz
Laser
Flux
(W/cm2)
C1
28.4
C2
28.4
C3
28.4
R1
Varied
R2
Varied
R3
Varied
R4
Varied
*Thermoelectric module
Test
Number

𝑇𝑚𝑎𝑥
(oC)
372
425
365
770
488
534
441

𝜎𝑇𝐶2

𝜎𝑇𝐶3

(oC)
0.042
0.040
0.045
0.039
0.052
0.038
0.043

(oC)
0.044
0.048
0.043
0.069
0.068
0.050
0.055

𝑡𝑜𝑛
(s)
6.24
6.31
5.00
3.00
5.91
4.48
5.99

Heating
Period
(s)
120.17
120.14
100.69
72.55
59.37
73.02
45.86

Back Surface
𝑇𝑜
Boundary
o
Condition
( C)
TE* Cooling
23.1
TE Heating
23.1
TE Off
22.8
23.0 5 cm of insulation
TE Cooling
23.0
TE Off
23.0
TE Heating
23.0

The net surface heat flux data for calibration tests C1, C2 and C3 are shown in Fig. 4.6(a), Fig.
4.7(a) and Fig. 4.8(a), respectively. The corresponding measured temperature data from the
surface TC and the two in-depth TC probes are presented in Fig. 4.6(b), Fig. 4.7(b) and Fig.
4.8(b). The three calibration tests were conducted using the same laser power. However, the
variation in the back surface boundary condition for these tests produced the small observed
differences in the measured temperatures. The net surface heat flux data for reconstruction tests
R1, R2, R3 and R4 are shown in Fig. 4.9(a), Fig. 4.10(a), Fig. 4.11(a) and Fig. 4.12(a),
respectively. The corresponding measured temperature data from thermocouples TC1, TC2 and
TC3 are presented in Fig. 4.9(b), Fig. 4.10(b), Fig. 4.11(b) and Fig. 4.12(b). The maximum
recorded temperature was 770 oC for test R1 as seen in Fig. 4.9(a). Recall that the lead data for
the calibration test must be removed so that the laser activation occurs at 𝑡 = 0.
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(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.6 Net surface heat flux and thermocouple temperature data for calibration test C1

(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.7 Net surface heat flux and thermocouple temperature data for calibration test C2
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(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.8 Net surface heat flux and thermocouple temperature data for calibration test C3

(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.9 Net surface heat flux and thermocouple temperature data for reconstruction test
R1
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(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.10 Net surface heat flux and thermocouple temperature data for reconstruction
test R2

(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.11 Net surface heat flux and thermocouple temperature data for reconstruction
test R3
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(a) Net surface heat flux

(b) Thermocouple temperatures

Figure 4.12 Net surface heat flux and thermocouple temperature data for reconstruction
test R4

Surface heat flux and temperature predictions for the four reconstruction tests were
obtained using the pairs of calibration data C1-C2, C1-C3 and C2-C3. Only one calibration pair,
the combination of tests C1 and C2, produced accurate predictions for all four reconstruction
tests. The difference in the back surface boundary condition of tests C1 (TE cooling) and C2 (TE
heating) caused the measured temperatures of tests C1 and C2 to be sufficiently different
resulting in the strongest kernel (Eq. (7c)) of the three calibration pairs. The second strongest
kernel was produced by the pair of tests C2 (TE heating) and C3 (TE off). Accurate prediction
results for tests R2-R4 were obtained when the data of the calibration pair C2-C3 was used.
However, this pair of calibration test data could not accurately predict the surface thermal
conditions of test R1 which was insulated on the back surface. However, the predictions for the
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surface thermal conditions of test R1-R4 were not accurate when the data of tests C1 and C3 was
used. The prediction results obtained using the calibration pair of tests C1 and C2 will be
presented in this section. The calibration kernel and the kernel uncertainty as calculated using
Eq. (4.27) for the calibration pair of tests C1 and C2 are shown in Fig. 4.13. Recall that the
estimated length of future time required for the analysis is the time at which value of the kernel
exceeds its uncertainty. For the calibration pair C1C2 this intersection occurred at 𝛾 = 𝛾𝑒𝑠𝑡 =
3.69 seconds.

Figure 4.13 Estimation of the future time regularization parameter, 𝜸𝒆𝒔𝒕 , using clipped
temperature data from calibration tests C1 and C2 (heating begins at 𝒕 =
𝟎 seconds)
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The accuracy of the predictions was evaluated by calculating the net surface heat flux
prediction error (𝑒𝑞 ) and the surface temperature prediction error (𝑒𝑇 )
𝑒𝑞 (𝑡) = Predicted Net Surface Heat Flux – Measured Net Surface Heat Flux

(4.29)

𝑒𝑇 (𝑡) = Predicted Surface Temperature – Measured Surface Temperature

(4.30)

Although the errors are a function of 𝛾 and 𝑝 the subscripts are dropped for convenience. The
mean of the absolute value of the net surface heat flux prediction error, 𝜇|𝑒𝑞|, and the standard
deviation of the net surface heat flux prediction error, 𝜎𝑒𝑞 , are used as metrics to quantify the
prediction accuracy in a single number. Similar single value error metrics are presented for the
surface temperature predictions (𝜇|𝑒𝑇 | and 𝜎𝑒𝑇 ).

The local future time period (𝛾) and the value of the truncation index (𝑝) are the regularization
parameters for the solution method employed in this study. The selected local future time period
determines the size of the kernel matrix in Eq. (4.12). The selected value of 𝑝 corresponds to the
number of singular values (𝜆𝑖 ) retained in Eq. (4.19) when the singular value decomposition of
the kernel matrix is truncated. For the estimated future time period of 𝛾𝑒𝑠𝑡 = 3.69 seconds, the
net surface heat flux for reconstruction test R1 was predicted using 𝑝 values of 1, 2, 3 and 4 to
show the effect of 𝑝 on the prediction error as shown in Fig. 4.14 for the time period of 𝑡 ∈
[0,90] seconds. The mean of the absolute value of the net surface heat flux prediction errors for
the cases of 𝑝 = 1, 𝑝 = 2 and 𝑝 = 3 are 0.98 W/cm2, 0.50 W/cm2 and 0.62 W/cm2, respectively.
It is interesting to note that a reasonably accurate solution with 𝜇|𝑒𝑞| = 0.98 W/cm2 is obtained
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when the minimum value of 𝑝 = 1 is used. The truncation index, 𝑝, is a regularization parameter
and as its value is increased, instability in the solution increases and the prediction may become
unstable at some time during the transient. For example, Fig. 4.14 shows that the prediction error
for a truncation index of 𝑝 = 4 is fairly low for about the first 30 seconds of the transient. After
that time, the prediction starts to oscillate and become unstable as time increases. It must be
noted that the value of the truncation index at which the solution becomes unstable depends on
the value of the future time period. One can obtain a stable prediction for the case of 𝑝 = 4 if the
value of the future time is increased.

Figure 4.14 Net surface heat flux prediction error for test R1 at different values of 𝒑
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The net surface heat flux of tests R1-R4 was calculated using 𝛾 values of 0.75𝛾𝑒𝑠𝑡 , 𝛾𝑒𝑠𝑡 ,
1.50𝛾𝑒𝑠𝑡 and 2.00𝛾𝑒𝑠𝑡 for a wide range of 𝑝 values to demonstrate the effects of the two
regularization parameters on the prediction accuracy. The mean of the absolute value of the heat
flux prediction errors versus the truncation index 𝑝 for each of the four test cases is shown in Fig.
4.15(a)-(d). The results displayed in these figures clearly show that as the future time period is
increased, a higher number of singular values can be retained and yet obtain a stable solution.
However, the combination of larger values of 𝛾 and 𝑝 does not necessarily lead to a solution with
an acceptable prediction error. When the truncation index is 1, the heat flux predictions for future
time values of 1.50𝛾𝑒𝑠𝑡 and 2.00𝛾𝑒𝑠𝑡 are over-smoothed. However, the predictions for future
time values of 0.75𝛾𝑒𝑠𝑡 and 𝛾𝑒𝑠𝑡 and 𝑝 = 1 exhibit oscillations which are removed when 𝑝 is
increased to 2. The results show that the combination of 𝛾 = 𝛾𝑒𝑠𝑡 = 3.69 seconds and 𝑝 = 2
produced the minimum prediction error for each test case. Therefore, the forthcoming results will
utilize these two values of the regularization parameters.
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(a) Test R1

(b) Test R2

(c) Test R3

(d) Test R4

Figure 4.15 Effect of the regularization parameters (𝜸 and p) on the mean of the absolute
value of the net surface heat flux prediction error for tests R1, R2, R3 and R4

146

The results presented earlier in this section used thermocouple data from reconstruction
tests that have a noise level similar to the calibration test data. However, in practical application
the reconstruction temperature data may contain more noise than the data gathered in a
controlled laboratory environment. To study the effect of noisy reconstruction temperature data
on the prediction accuracy, room temperature TC data was collected using a gain of 1 with a
measurement range of ±10V. This gain level was selected to amplify the measurement noise.
Figures 4.16(a) and 4.16(b) show the collected noise data after the mean of the data was
subtracted. The noise data presented in Fig. 4.16(a) and 4.16(b) have a mean of zero and standard
deviations of 0.39 oC and 0.45 oC, respectively. These values are about 8 or 9 times larger than
the noise in the lead data of the calibration and reconstruction tests (0.05 oC) used to obtain the
results presented earlier in the section. This amplified noise level was added to the TC2 and TC3
data of test R1.

(a) Noise added to TC2 data

(b) Noise added to TC3 data

Figure 4.16 Experimental noise added to the temperature data of test R1
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The net surface heat flux prediction for test R1 where the reconstruction temperature data
had amplified noise is compared to the original prediction in Fig. 4.17(a) and the resulting
prediction errors are compared in Fig. 4.17(b). Figure 4.17(b) shows that the oscillations in the
predicted heat flux error obtained using the temperature data with additional noise are slightly
larger than those in the original prediction error. However, it is remarkable that the mean of the
absolute value of the prediction error for the case with additional noise is only 0.16 W/cm2 larger
than the corresponding error metric for the original prediction where 𝜇|𝑒𝑞| was 0.50 W/cm2.

(a) Net surface heat flux prediction

(b) Net surface heat flux prediction error
using the reconstruction temperature
data as measured and with amplified
noise

Figure 4.17 Net surface heat flux prediction and prediction error for test R1
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The net surface heat flux predictions for tests R2, R3 and R4 are presented in Fig.
4.18(a), 4.18(b) and 4.18(c), respectively. These predictions were obtained using the
reconstruction TC temperatures as measured without added noise. The net surface heat flux
prediction errors for these three test cases are shown in Fig. 4.18(d). The maximum prediction
times differ according to the temporal span of each test. The calibration data of tests C1 and C2
clearly produce accurate predictions of the surface heat flux for these three tests as well. The net
surface heat flux prediction of test R2 where TE module cooling was utilized on the back surface
had a mean of the absolute value of the surface heat flux prediction error of 𝜇|𝑒𝑞| = 0.47 W/cm2.
The prediction for test R3 where the TE module was not activated had a 𝜇|𝑒𝑞| value of 0.62
W/cm2. Finally, the surface heat flux prediction for test R4 where the TE module was used to
heat the back surface of the test sample had a 𝜇|𝑒𝑞| value of 0.60 W/cm2. The results of these tests
illustrate that the calibrated gauge can be used to provide an accurate prediction of the surface
heat flux of any field test regardless of its back surface boundary condition.
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(a) Net surface heat flux prediction for
test R2

(b) Net surface heat flux prediction for
test R3

(c) Net surface heat flux prediction for
test R4

(d) Net surface heat flux prediction error
for all three test cases

Figure 4.18 Net surface heat flux prediction and prediction error for tests R2, R3 and R4
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The surface temperature predictions for tests R1, R2, R3 and R4 are shown in Fig.
4.19(a), 4.19(b), 4.19(c) and 4.19(d), respectively and the corresponding prediction errors are
shown in Fig. 4.20. Again, the predictions for all four test cases are accurate regardless of the
surface heating scenario and the back boundary condition of the calibrated gauge. The surface
temperature prediction for test R1 had a mean of the absolute value of the surface temperature
prediction error of 𝜇|𝑒𝑇 | = 2.00 oC which was the largest of the four test cases. Recall that this
test was performed with 5 cm thick insulation on the back surface. To put this value in
perspective, one must compare it to the temperature range of test R1 which has a maximum
temperature of 770 oC. The surface temperature predictions for tests R2 (TE cooling), R3 (TE
off) and R4 (TE heating) have 𝜇|𝑒𝑇 | values of 0.60 oC, 1.00 oC and 0.58 oC, respectively. The
maximum temperature error for test R1 is about 5 oC while the corresponding surface
temperature at that time is 600 oC (less than 1% prediction error). The maximum prediction
errors for the other three test cases are less than 4 oC. These results demonstrate that this
calibrated gauge can accurately predict the surface temperature for any heating scenario
regardless of its back surface boundary condition.

151

(a) Surface temperature prediction for
test R1

(b) Surface temperature prediction for
test R2

(c) Surface temperature prediction for
test R3

(d) Surface temperature prediction for
test R4

Figure 4.19 Surface temperature prediction results for tests R1, R2, R3 and R4
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Figure 4.20 Surface temperature prediction error results for tests R1, R2, R3 and R4

The mean of the absolute value of the prediction error (𝜇|𝑒| ) and the standard deviation of
the prediction error (𝜎𝑒 ) for all the test cases are summarized in Table 4.2. All four surface heat
flux predictions using the reconstruction temperature data as measured yielded accurate results
with a maximum 𝜇|𝑒𝑞| value of 0.62 W/cm2 and a maximum 𝜎𝑒𝑞 value of 0.85 W/cm2. Table 4.2
shows that test R1 with amplified noise added to its measured temperatures had the largest
surface temperature prediction error metrics namely 𝜇|𝑒𝑇 | = 2.02 oC and 𝜎𝑒𝑇 = 1.95 oC. Adding
amplified noise to the reconstruction temperature data had a small impact on the accuracy of the
predictions for test R1. The mean of the absolute value of the heat flux prediction error increased
from 0.50 W/cm2 to 0.66 W/cm2. The amplification of the reconstruction temperature noise had
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Table 4.2 Prediction error metrics for all 4 test cases (𝜸 = 𝜸𝒆𝒔𝒕 = 3.69 seconds and 𝒑 = 2)
Net Surface Heat Flux
Prediction Metrics
Reconstruction
𝜇|𝑒𝑞|
𝜎𝑒𝑞
Test
2
(W/cm2)
(W/cm )
R1
0.50
0.59
R1*
0.66
0.81
R2
0.47
0.73
R3
0.62
0.85
R4
0.60
0.81
*reconstruction temperature data with added noise

Surface Temperature
Prediction Metrics
𝜇|𝑒𝑇 |
𝜎𝑒𝑇
o
( C)
(oC)
2.00
1.92
2.02
1.95
0.60
0.77
1.00
1.02
0.58
0.62

almost no effect on the surface temperature prediction as shown by 𝜇|𝑒𝑇 | increasing from 2.00 oC
to 2.02 oC.

4.5.

Conclusion

The objective of this study was to design, fabricate, calibrate and test the accuracy of a
plug-type gauge capable of indirectly measuring surface heat flux and surface temperature in
high temperature field tests using temperature data from its two in-depth TCs. The plug-type
gauge must be capable of providing accurate predictions for any field test regardless of its back
surface boundary condition. The modified two-probe calibration integral equation method
(CIEM), which has no restrictions on the back boundary condition of the reconstruction (field)
test, is utilized to calibrate the plug-type gauge. The modified version of the two-probe CIEM
uses the time and heat flux rescaling technique to account for the effects of temperature
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dependent properties in the solution procedure. High temperature data (up to 770 oC) was
collected from three calibration tests and four reconstruction tests. The gauge was calibrated by
utilizing data from a pair of carefully selected calibration tests where the back surface of the
gauge was cooled for one test and heated for the other. Accurate predictions of the surface heat
flux and surface temperature of the calibrated plug-type gauge were obtained for the four
reconstruction tests where its back surface was alternatively heated, cooled, insulated and
unaltered. Amplified experimental noise was added to the reconstruction temperature data to
simulate noisy temperature data that may be gathered in an actual field test. It was shown that the
addition of amplified temperature noise had virtually no effect on the overall prediction
accuracy. The calibrated stainless steel test sample described in this study is a proof of concept
for a plug-type dual gauge whose surface thermal conditions in a field test can be obtained using
temperature data gathered from its in-depth TC probes regardless of the back surface boundary
condition.
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CHAPTER FIVE
CALIBRATION OF A STAINLESS STEEL PLATE SENSOR USING THE
CALIBRATION INTEGRAL EQUATION METHOD FOR TOTAL HEAT
TRANSFER

This chapter is based on the papers:
Myrick, J. A., Keyhani, M., and Frankel, J. I., 2018, “Calibration of a Plate Sensor for
Determination of Total Heat Transfer into a Surface with a Spatially Varying Heat Flux,”
Experimental Thermal and Fluid Science, 97, pp. 145-159. DOI:
10.1016/j.expthermflusci.2018.04.005

and

Myrick, J. A., Keyhani, M., Frankel, J. I., Bouchez M. and Falempin F. “Calibration of a Plate
Sensor for Total Heat Transfer into a Surface with a Spatially and Time Varying Heat Flux.”
International Conference on High-Speed Vehicle Science & Technology: November 2018 in
Moscow, Russia.

5.1.

Introduction

Reliable understanding of the surface thermal boundary conditions in many applications
such as re-entry flight vehicles [1, 2], solid rocket nozzles [3], internal combustion engines [4],
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fire research [5] and metallurgic applications [6, 7] is important to ensure the safety and improve
the performance of these processes. Researchers have developed heat flux sensors that can
withstand the high temperatures and harsh ambient environments encountered in some of these
applications [16-20]. However, in many applications, sensors cannot be installed directly on the
heated surface. For these cases, temperature data collected from in-depth thermocouples (TC)
can be projected to the surface to obtain an estimate of the surface heat flux. The use of in-depth
temperature data for determination of the surface thermal boundary condition is known as the
inverse heat conduction problem (IHCP).

An alternative approach to the IHCP solution techniques for determination of the surface
heat flux is the non-integer system identification (NISI) method [49-54]. The NISI method is
based on using calibration test data to determine calibration coefficients using a least squares
method that relate the surface heat flux to the measured in-depth temperature. Therefore, the
surface heat flux of an unknown heating process can be determined using the calibration
coefficients along with the in-depth temperature data resulting from the unknown heating
process.

The calibration integral equation method (CIEM) is another method of calibration that
does not involve the calculation of calibration coefficients. The data set of a heating scenario,
i.e., the surface thermal boundary condition and measured in-depth temperature data, can be
related to the corresponding data set of any other heating scenario. The concept of input-output
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for a system forms the basis of relating these two data sets for a conduction heat transfer process
in the frequency domain. The Laplace transformed form of the input-output balance in the
frequency domain produces a first kind Volterra integral equation [55] containing a convolution
(or displacement) kernel in the time domain. The calibration integral equation contains input data
from the calibration test (measured surface thermal boundary condition and in-depth TC
temperature data) and data from the same in-depth TC obtained during a second test where the
surface thermal boundary condition is unknown. This second test is called the reconstruction test.
The only unknown in the calibration integral equation is the surface thermal boundary condition
of the reconstruction test. The one-probe, constant properties (linear) formulation of the CIEM
was reported in [24] and experimentally verified in [25] with accurate results in an appropriate
low temperature range (22 oC to 39 oC). The linear formulation of the CIEM does not require
knowledge of the thermophysical properties, TC probe location or TC response characteristics
(such as its time constant and the signal attenuation due to conductive lead losses).

The linear CIEM was modified by Chen et al. [56, 57] to account for the effects of
temperature dependent thermophysical properties. The authors used time rescaling to account for
the temperature dependent thermal diffusivity and the Kirchhoff transformation or heat flux
rescaling to account for the temperature dependent thermal conductivity. It should be noted that
the thermophysical properties were evaluated at the measured temperature of the in-depth TC
probe. These investigations were subsequently verified using high-temperature (20 oC to 800 oC)
experimental data [64, 65]. In [64] time rescaling was utilized to obtain the surface temperature
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of the calibrated test sample. Both the Kirchhoff transformation model and the rescaling model
were investigated in [65] where both models were shown to significantly improve the accuracy
of the predictions of the surface heat flux and surface temperature when compared to the results
of the linear model.

In some applications such as a scram jet combustor, the knowledge of the total surface
heat transfer irrespective of the spatial variation of the surface heat flux is required. Many
methods have been proposed to solve the two-dimensional IHCP [44, 81-94] where the
temperature data from many in-depth TCs distributed throughout the domain is used to predict
the local heat flux at the surface locations in line with the in-depth TCs. The total heat transfer
into the domain may then be approximated via piecewise integration of the predicted discrete
heat flux values. The calibration integral equation for determination of the total surface heat
transfer was developed for a two-dimensional constant property domain in [60]. This study
utilized a simplified plate geometry where three of the domain boundaries were adiabatic and the
fourth was an unknown spatially variable surface heat flux. The total heat transfer into the
domain was predicted using in-depth temperature data from a series of thermocouples located on
a fixed plane parallel to the heated surface.

In this chapter, the two-dimensional conduction heat transfer domain is lumped in the
direction parallel to the heated surface resulting in a one-dimensional heat conduction problem.
Hence, the calibration integral equation is applicable to the lumped one-dimensional domain.
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However, the input data for the lumped calibration integral equation consists of the total surface
heat transfer and the average temperature of a series of TCs installed at a specified depth parallel
to the heated surface. Experimental data is used to verify the CIEM for total heat transfer. These
results are then compared to the results of similar tests performed on identical stainless steel
plates coated with a 0.5 mm layer of zirconia to test the effect of a thin layer of thermal
protection on these sensors. Section 5.2 presents the formulation of the calibration integral
equation for total heat transfer along with the regularization technique used to resolve the
calibration integral equation. The experimental setup and its components are described in Section
5.3. Section 5.4 presents the results of the total surface heat transfer predictions to assess the
accuracy of the proposed method. This section also includes a comparison of the total surface
heat transfer predictions for the uncoated and zirconia coated stainless steel plate sensors.
Finally, Section 5.5 provides concluding remarks on the investigation.

5.2.

Numerical Formulation

5.2.1. Formulation of the Calibration Integral Equation

Consider the two-dimensional heat conduction problem in Cartesian coordinates
presented in Fig. 5.1. The domain is adiabatic on all boundaries except for the spatially varying
surface heat flux, denoted as 𝑞𝑠′′ (𝑦, 𝑡), at the (𝑥 = 0) boundary. The uniform initial temperature
is denoted as 𝑇𝑜 .
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Figure 5.1 Schematic of the two-dimensional heat conduction domain

The governing heat equation for this domain with temperature dependent properties is [75]
𝜌𝑐𝑝 (𝑇)

𝜕𝑇
𝜕
𝜕𝑇
𝜕
𝜕𝑇
=
(𝑘(𝑇) ) +
(𝑘(𝑇) ) ,
𝜕𝑡 𝜕𝑥
𝜕𝑥
𝜕𝑦
𝜕𝑦

𝑥 ∈ (0, 𝐿),

𝑦 ∈ (0, 𝑊),
(5.1a)

𝑡>0
with the boundary conditions
𝑞 ′′ (0, 𝑦, 𝑡) = −𝑘(𝑇)

𝜕𝑇
(0, 𝑦, 𝑡) = 𝑞𝑠′′ (𝑦, 𝑡),
𝜕𝑥

𝜕𝑇
(𝐿, 𝑦, 𝑡) = 0,
𝜕𝑥
𝜕𝑇
(𝑥, 0, 𝑡) = 0,
𝜕𝑦
𝜕𝑇
(𝑥, 𝑊, 𝑡) = 0,
𝜕𝑦

𝑦 ∈ (0, 𝑊),
𝑥 ∈ (0, 𝐿),
𝑥 ∈ (0, 𝐿),

and the initial condition
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𝑦 ∈ (0, 𝑊),
𝑡>0
𝑡>0
𝑡>0

𝑡>0

(5.1b)
(5.1c)
(5.1d)
(5.1e)

𝑇(𝑥, 𝑦, 0) = 𝑇𝑜 ,

𝑥 ∈ [0, 𝐿],

𝑦 ∈ [0, 𝑊]

(5.1f)

A reduced temperature in excess of the initial temperature is defined and denoted by 𝜙,
𝜙(𝑥, 𝑦, 𝑡) = 𝑇(𝑥, 𝑦, 𝑡) − 𝑇𝑜

(5.2)

At any instant of time, the temperature dependent thermophysical properties are approximated to
be constant in the space domain and are evaluated at the average temperature along a plane
parallel to the heated surface at 𝑥 = 𝑏. With this approximation, Eq. (5.1a) is written as
1
𝜕𝜙 𝜕 2 𝜙 𝜕 2 𝜙
=
+
,
𝜕𝑥 2 𝜕𝑦 2
𝛼(𝑇̅(𝑏, 𝑡)) 𝜕𝑡

𝑥 ∈ (0, 𝐿),

𝑦 ∈ (0, 𝑊),

𝑡>0

(5.3)

Integrating Eq. (5.3) with respect to 𝑦 results in
𝑊
𝑊
𝑊
1
𝜕𝜙
𝜕 2𝜙
𝜕 2𝜙
(𝑥,
(𝑥,
(𝑥, 𝑦, 𝑡)𝑑𝑦 ,
∫
𝑦, 𝑡)𝑑𝑦 = ∫
𝑦, 𝑡)𝑑𝑦 + ∫
2
2
𝛼(𝑇̅(𝑏, 𝑡)) 𝑦=0 𝜕𝑡
𝑦=0 𝜕𝑥
𝑦=0 𝜕𝑦

𝑥 ∈ (0, 𝐿),

(5.4)

𝑡>0

Using Leibnitz rule to change the order of operation of the partial derivative and the integration
for the first two integrals and evaluating the third integral, one obtains
1
𝜕 𝑊
𝜕2 𝑊
𝜕𝜙
𝜕𝜙
(𝑥, 𝑊, 𝑡) −
(𝑥, 0, 𝑡),
∫ 𝜙(𝑥, 𝑦, 𝑡)𝑑𝑦 = 2 ∫ 𝜙(𝑥, 𝑦, 𝑡)𝑑𝑦 +
𝜕𝑥 𝑦=0
𝜕𝑦
𝜕𝑦
𝛼(𝑇̅(𝑏, 𝑡)) 𝜕𝑡 𝑦=0

(5.5)

𝑥 ∈ (0, 𝐿), 𝑡 > 0
Applying the adiabatic boundary conditions at 𝑦 = 0 and 𝑦 = 𝑊 and dividing by the width (𝑊)
of the domain produces
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𝜕 1 𝑊
𝜕2 1 𝑊
[ ∫ 𝜙(𝑥, 𝑦, 𝑡)𝑑𝑦] = 2 [ ∫ 𝜙(𝑥, 𝑦, 𝑡)𝑑𝑦] ,
𝜕𝑥 𝑊 𝑦=0
̅(𝑏, 𝑡)) 𝜕𝑡 𝑊 𝑦=0
𝛼 (𝑇
1

𝑥 ∈ (0, 𝐿),

(5.6)

𝑡>0

Using the definition of the average reduced temperature in the y-direction, 𝜙̅(𝑥, 𝑡), given by
𝜙̅(𝑥, 𝑡) =

1 𝑊
∫ 𝜙(𝑥, 𝑦, 𝑡)𝑑𝑦
𝑊 𝑦=0

(5.7)

Equation (5.6) can be rewritten as
1
𝜕𝜙̅
𝜕 2 𝜙̅
(𝑥, 𝑡) =
(𝑥, 𝑡),
𝜕𝑥 2
𝛼(𝑇̅(𝑏, 𝑡)) 𝜕𝑡

𝑥 ∈ (0, 𝐿),

𝑡>0

(5.8a)

with boundary conditions that are integrated over their respective planes
𝑞(0, 𝑡) = −𝑘(𝑇̅(𝑏, 𝑡))𝑊𝐷

𝜕𝜙̅
(0, 𝑡),
𝜕𝑥

𝜕𝜙̅
(𝐿, 𝑡) = 0,
𝜕𝑥

𝑡>0

(5.8b)

(5.8c)

𝑡>0

and the initial condition
𝜙̅(𝑥, 0) = 0,

𝑥 ∈ [0, 𝐿]

(5.8d)

where 𝐷 is the depth of the heated surface in the z-direction and 𝑞(0, 𝑡) is the total surface heat
transfer into the system defined as
𝑊

𝑞(0, 𝑡) = 𝐷 ∫

𝑞 ′′ (0, 𝑦, 𝑡)𝑑𝑦 ,

𝑡>0

(5.9)

𝑦=0

Equations (5.8a-5.8d) represent the y-direction, lumped version of the two-dimensional
heat equation and its auxiliary conditions. Once the assumption of constant properties is invoked,
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the lumped governing equation is identical in form to the constant properties version of the onedimensional heat equation which was used to derive the calibration integral equation [24, 25].
Therefore, the calibration integral equation for the constant properties (linear) version of the
lumped governing equations can be written as
𝑡

𝑡

∫ 𝑞𝑟 (0, 𝑢)𝜙̅𝑡𝑐,𝑐 (𝑏, 𝑡 − 𝑢)𝑑𝑢 = ∫ 𝑞𝑐 (0, 𝑢)𝜙̅𝑡𝑐,𝑟 (𝑏, 𝑡 − 𝑢)𝑑𝑢 , 𝑡 ∈ [0, 𝑡𝑚𝑎𝑥 ]
𝑢=0

(5.10)

𝑢=0

where the subscripts c and r denote data from the calibration test (known surface heat transfer)
and reconstruction test (unknown surface heat transfer), respectively. In the calibration integral
equation, 𝜙̅𝑡𝑐,𝑐 (𝑏, 𝑡) and 𝜙̅𝑡𝑐,𝑟 (𝑏, 𝑡) are the average reduced in-depth (𝑥=𝑏) thermocouple
temperatures for the calibration and reconstruction tests. The measured total surface heat transfer
for the calibration test is denoted as 𝑞𝑐 (0, 𝑡). Therefore, the only unknown in the calibration
integral equation is the total surface heat transfer for the reconstruction test, 𝑞𝑟 (0, 𝑡). It has been
shown [24] that one can replace positional temperature, 𝜙̅(𝑏, 𝑡), with measured thermocouple
temperature, 𝜙̅𝑡𝑐 (𝑏, 𝑡), in the calibration integral equation without loss of accuracy. The time
domain is limited to 𝑡𝑚𝑎𝑥 which is the smaller of the data collection times for the two tests.
Interested readers may refer to [24] for a detailed derivation of the calibration integral equation
for the one-dimensional constant properties case.
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5.2.2. Modification of the CIEM to Account for Temperature Dependent Thermophysical
Properties

Using the rescaling method [57], the temperature dependent thermal diffusivity in Eq.
(5.8a) is eliminated by replacing time (𝑡) with rescaled time (𝑡 ∗ ) defined as
𝑡

𝑡∗ = ∫
𝑢=0

𝛼(𝑇̅(𝑏, 𝑢))
𝑑𝑢
𝛼(𝑇𝑜 )

(5.11)

Likewise, the temperature dependent thermal conductivity in Eq. (5.8b) is eliminated by
replacing the surface heat transfer with a rescaled surface heat transfer in the rescaled time
domain
𝑞̃ ∗ (0, 𝑡 ∗ ) =

𝑘(𝑇𝑜 )
𝑞(0, 𝑡)
𝑘(𝑇̅(𝑏, 𝑡))

(5.12)

Finally, the reduced temperature is shifted into the rescaled time domain according to
𝜙̅ ∗ (𝑥, 𝑡 ∗ ) = 𝜙̅(𝑥, 𝑡)

(5.13)

Substituting Eqs. (5.11-5.13) into Eqs. (5.8a-5.8d) produces the constant properties version of the
heat equation
1 𝜕𝜙̅ ∗
𝜕 2 𝜙̅ ∗
∗)
(𝑥,
(𝑥, 𝑡 ∗ ),
𝑡
=
𝛼(𝑇𝑜 ) 𝜕𝑡 ∗
𝜕𝑥 2

𝑥 ∈ (0, 𝐿),

𝑡∗ > 0

(5.14a)

with the surface boundary condition
𝑞̃ ∗ (0, 𝑡 ∗ ) = −𝑘(𝑇𝑜 )𝑊𝐷

𝜕𝜙̅ ∗
(0, 𝑡 ∗ ),
𝜕𝑥

the back boundary condition
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𝑡∗ > 0

(5.14b)

𝜕𝜙̅ ∗
(𝐿, 𝑡 ∗ ) = 0,
𝜕𝑥

𝑡∗ > 0

(5.14c)

𝑥 ∈ [0, 𝐿]

(5.14d)

and the initial condition
𝜙̅ ∗ (𝑥, 0) = 0,

Clearly the calibration integral equation obtained for the constant properties case, Eq. (5.10),
may now be written in terms of the rescaled time and total surface heat transfer
𝑡∗

𝑡∗

∗ (𝑏, ∗
∗ (𝑏, ∗
∗
]
∫ 𝑞̃𝑟∗ (0, 𝑢)𝜙̅𝑡𝑐,𝑐
𝑡 − 𝑢)𝑑𝑢 = ∫ 𝑞̃𝑐∗ (0, 𝑢)𝜙̅𝑡𝑐,𝑟
𝑡 − 𝑢)𝑑𝑢 , 𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
𝑢=0

(5.15)

𝑢=0

∗
where 𝑡𝑚𝑎𝑥
is the smaller of maximum rescaled times for the calibration and reconstruction tests.

5.2.3. Resolution Using the Local Future Time Regularization Method

The calibration integral equation is a first kind Volterra integral equation containing a
convolution (or displacement) kernel [55]. First kind Volterra integral equations are ill-posed and
require some form of regularization in order to obtain a stable solution. Equation (5.15) can be
written in a compact form as
𝑡∗
∗ (𝑏, ∗
∫ 𝑞̃𝑟∗ (0, 𝑢)𝜙̅𝑡𝑐,𝑐
𝑡 − 𝑢)𝑑𝑢 = 𝑓𝑝∗ (𝑡 ∗ ),

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(5.16a)

𝑢=0
∗ (𝑏, ∗
where 𝜙̅𝑡𝑐,𝑐
𝑡 − 𝑢) is the kernel of the integral and 𝑓𝑝∗ (𝑡 ∗ ) is the right hand side of the

modified calibration integral equation
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𝑡∗
∗ (𝑏, ∗
𝑓𝑝∗ (𝑡 ∗ ) = ∫ 𝑞̃𝑐∗ (0, 𝑢)𝜙̅𝑡𝑐,𝑟
𝑡 − 𝑢)𝑑𝑢 ,

∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(5.16b)

𝑢=0

A variation of Lamm’s local future time regularization scheme [41] is used to obtain a stable
resolution of the total surface heat transfer for the reconstruction test. The local future time
regularization method is implemented by replacing time with 𝑡 ∗ + 𝛾 where 𝛾 is the local future
time regularization parameter
𝑡 ∗ +𝛾

𝑡∗

∗ (𝑏, ∗
∗ (𝑏, ∗
∫ 𝑞̃𝑟∗ (0, 𝑢)𝜙̅𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢 + ∫ 𝑞̃𝑟∗ (0, 𝑢)𝜙̅𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢

(5.17)

𝑢=𝑡 ∗

𝑢=0

= 𝑓𝑝∗ (𝑡 ∗ + 𝛾),

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

Note that the maximum analysis time must be reduced by 𝛾 seconds. By assuming 𝑞̃𝑟∗ (0, 𝑡 ∗ ) is
constant during the short time interval of 𝑡 ∗ ∈ [𝑡 ∗ , 𝑡 ∗ + 𝛾] the solution for total surface heat
transfer for the reconstruction test may be written as
𝑡∗

1
∗ (0, ∗ )
∗ (0,
∗ (𝑏, ∗
𝑞̃𝑟,𝛾
𝑡 ≅ ∗ [𝑓𝑝∗ (𝑡 ∗ + 𝛾) − ∫ 𝑞̃𝑟,𝛾
𝑢)𝜙̅𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢] ,
𝐶𝛾

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

(5.18)

𝑢=0

where
𝑡 ∗ +𝛾

𝛾

∗ (𝑏, ∗
∗ (𝑏,
𝐶𝛾∗ = ∫ 𝜙̅𝑡𝑐,𝑐
𝑡 + 𝛾 − 𝑢)𝑑𝑢 = ∫ 𝜙̅𝑡𝑐,𝑐
𝑣)𝑑𝑣
𝑢=𝑡 ∗

(5.19)

𝑣=0

∗
where 𝑣 = 𝑡 ∗ + 𝛾 − 𝑢. Note that 𝑞̃𝑟∗ is replaced by 𝑞̃𝑟,𝛾
to denote that the solution depends on 𝛾.
∗ (𝑏, ∗ ),
The time integral of the average calibration temperature, 𝜙̅𝑡𝑐,𝑐
𝑡 during the interval of

𝑡 ∗ ∈ [0, 𝛾 ] is denoted as 𝐶𝛾∗ which is a constant that depends on the value of 𝛾. The right hand
side of Eq. (5.18) is analogous to the forward time derivative where 𝐶𝛾∗ acts as the differentiation
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time step. A small 𝐶𝛾∗ (due to a small 𝛾 value) would produce an unstable solution, while larger
𝐶𝛾∗ values will result in a stable solution. Further increases in 𝛾 result in an over-smoothed
solution. It should be noted that the integral on the right side of Eq. (5.18) is evaluated using the
∗ (0, ∗
left endpoint rectangular integration rule which uses the value of 𝑞̃𝑟,𝛾
𝑡 − Δ𝑡 ∗ ) and does not
∗ (0, ∗ ).
require knowledge of 𝑞̃𝑟,𝛾
𝑡

In the present study, the method used by Myrick et al. [65] is followed to obtain an
estimate of the local future time regularization parameter (𝛾). The approach is based on finding
a balance between the measurement noise in the average TC and strength of the average
temperature signal. The noise in the measured temperature is denoted as 𝜎𝑁𝑜𝑖𝑠𝑒 and represents
the standard deviation of the temperature data during the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ] where 𝑡𝑜𝑛 is
the time at which the heaters are activated. If the average reduced temperature exceeds 4𝜎𝑁𝑜𝑖𝑠𝑒
then one can say with 99.99% certainty that the measured temperature is meaningful and is a
∗
response to thermal penetration to the TC location. Therefore, the uncertainty in 𝜙̅𝑡𝑐,𝑐
(𝑏, 𝑡 ∗ ) was

defined as 4𝜎𝑁𝑜𝑖𝑠𝑒 . The uncertainty in the calibration signal, 𝐶𝛾∗ , was calculated by performing
Kline and McClintock uncertainty analysis [41] on Eq. (5.19) and was determined to be
4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾. The estimated value of the regularization parameter, 𝛾𝑒𝑠𝑡 , was determined by finding
the balance between 𝐶𝛾∗ and its uncertainty
𝛾𝑒𝑠𝑡
∗ (𝑏,
∫ 𝜙̅𝑡𝑐,𝑐
𝑣)𝑑𝑣 = 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾𝑒𝑠𝑡
𝑣=0
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(5.20)

It should be noted that the average calibration temperature data must be clipped in time to
remove the lead data for 𝑡 < 𝑡𝑜𝑛 . An alternative understanding of the method used to estimate 𝛾
can be seen if one divides both sides of Eq. (5.20) by 𝛾𝑒𝑠𝑡 . The left hand side of Eq. (5.20)
becomes the running average of the average temperature and the right hand side is the noise band
for the measured average temperature. Therefore, 𝛾𝑒𝑠𝑡 also represents the time at which the
running average of the average TC temperature exceeds the noise band.

The calculated total surface heat transfer obtained from the modified formulation of the
CIEM will be in the rescaled time domain. The predicted rescaled surface heat transfer must be
returned to the original time domain defined as
𝑡∗

𝑡= ∫

𝛼(𝑇𝑜,𝑟 )

∗ (𝑏,
𝛼 (𝑇̅𝑡𝑐,𝑟
𝑢))
𝑢=0

∗
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥
− 𝛾]

𝑑𝑢 ,

(5.21)

The predicted total surface heat transfer for the reconstruction test must also be mapped back
into the physical domain by performing the operations
∗ (0, ∗ )
𝑞̃𝑟,𝛾 (0, 𝑡) = 𝑞̃𝑟,𝛾
𝑡

(5.22a)

and

𝑞𝑟,𝛾 (0, 𝑡) =

𝑘 (𝑇̅𝑡𝑐,𝑟 (𝑏, 𝑡))
𝑘(𝑇𝑜,𝑟 )
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(5.22b)
𝑞̃𝑟,𝛾 (0, 𝑡)

5.3.

Experimental Setup

A schematic of the experimental setup is shown in Fig. 5.2. The setup consists of two
identical AISI 304 stainless steel (SS) plates with thicknesses of 𝑥 = 6.35 mm and cross sections
of 𝑦 = 128.27 mm by 𝑧 = 88.90 mm. The noted coordinate system conforms to the problem
schematic presented in Fig. 5.1. Five rectangular channels, 25.4 mm apart, were cut into the
unheated face of each plate parallel to the short edge of the plate. Each channel was 1.52 mm
deep, 1.59 mm wide and 44.45 mm long and terminates at the centerline of the plate in the zdirection. One type K thermocouple was installed in each channel by welding its bead to the
center of the back wall of the channel at an in-depth distance of 𝑥 = 𝑏 = 5.59 mm from the
heated surface using an Omega TL-WELD thermocouple welder. The thermocouples were made
of 30 gauge (0.25 mm diameter) type K thermocouple wire with a maximum operating
temperature of 1260 oC (Omega model number GG-K-30-SLE). This spool of thermocouple wire
has ANSI special limits of error with a deviation of 0.22 oC at 400 oC. Thermocouples labeled as
TC1-TC5 were installed in the top plate and thermocouples labeled as TC6-TC10 were installed
in the bottom plate as shown in Fig. 5.2. Omega model number TRX-010364 two-hole ceramic
thermocouple insulators with lengths of 45 mm, outer diameters of 1.19 mm and two holes with
diameters of 0.26 mm were used to construct the TC probes. The maximum operating
temperature of the ceramic insulators is 1950 oC. The lead wires of each TC were passed through
the two holes and welded together to form the bead of the TC. In order to secure the
thermocouples in the channels, Aremco Ceramabond 571 high temperature adhesive was applied
across each channel after the thermocouple beads were welded in place. The maximum operating
170

Table 5.1 Table of materials and data acquisition equipment
Equipment

Manufacturer

AISI type 304
stainless steel
plate

N/A

Thermocouple
(TC) wire

Omega

Two hole
ceramic TC
insulator

Omega

High
temperature
adhesive

Aremco

Insulation

Mightylite

Thermocouple
welder

Omega

Mica thermofoil
heaters

Minco

Power supply

Solid state relay

Relay control
power supply

Magna
Power
Electronics
Omega

Extech
Instruments

Model Number

Description
Plate sensor with a thickness
of 6.35 mm and a cross
N/A
section of 128.3 mm by 88.9
mm
30 gauge type K TC wire with
GG-K-30-SLE
a maximum operating
temperature of 1260 oC
Outer diameter of 1.19 mm,
inner two holes with
TRX-010364
diameters of 0.26 mm and a
maximum operating
temperature of 1950 oC
High temperature adhesive
Ceramabond 571 with a maximum operating
temperature of 1760 oC
Thermal conductivity of 0.10
W/m-K at 204 oC, maximum
Grade M
operating temperature of 982
o
C
Thermocouple welder used to
craft TCs and weld the TC
TL-WELD
measurement beads to the
bottom of the substrate
Strip heaters used to heat the
plate sensors, current limit of
HM6950
8 A and a maximum
operating temperature of 600
°C
Power supply that can
produce an output voltage up
DC XR Series III
to 125 V and an output
current up to 64 A
Solid state DC relay with a
SSRDC100VDC40 maximum voltage of 100 V
and maximum current of 40 A
Power supply that can
Three Output DC
produce an output voltage up
Regulated Power
to 30 V and an output current
Supply 382213
up to 3 A
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Table 5.1 continued
Current shunt

N/A

N/A

Voltage bridge

N/A

N/A

Blue Sea
Systems

10 gang bus bar

Data
Translation

DT9829

Dell

Latitude E5400

Bus bar
Data acquisition
board (DAQ)
Laptop

Figure 5.2 Schematic of the experimental setup
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50 mV per 50 A shunt
Voltage bridge used to scale
down the voltage applied to
the heaters for DAQ
measurement (100 kΩ resistor
and a 10.03 kΩ resistor)
Bus bar used to distribute
power to the five parallel
heaters
DAQ with sequential channel
measurement at 24-bit
resolution
Laptop connected to DAQ
boards to gather data

temperature of the adhesive is 1760 oC. The instrumented surface was sanded to ensure that it
was flat. A table of materials and data acquisition equipment is provided in Table 5.1.

Five Minco Mica Thermofoil Heaters (model HM6950) that are 25.4 mm wide, 127 mm
long, and about 0.7 mm thick were used to heat the samples. Each heater has a measured
resistance of 10.2 Ω at room temperature, a current limit of 8 A, and a maximum operating
temperature of 600 °C. The electrical insulation on each side of the heaters was not perfectly
symmetric. The side with the heater lead connections has slightly less thermal resistance.
Therefore, the heaters were placed in an alternating orientation as seen in Fig. 5.3 to promote
good thermal symmetry. The heaters were placed such that the TC channels were in line with the
center of each heater. The heater leads exited on the opposite side of the thermocouple leads. The
top and bottom surfaces of the instrumented plates were insulated with 25.4 mm thick Mightylite
grade M insulation. The same insulation was used to insulate the short (88.9 mm) sides where the
insulation thickness was 12.7 mm. The thermal conductivity of the insulation is 0.10 W/m-K at
204 oC and it has a maximum operating temperature of 982 oC. The entire setup was clamped
between two aluminum plates to improve the thermal symmetry and reduce the contact
resistance between the heaters and the two SS plates.
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Heater lead connections

TC channel with
Ceramabond 571
adhesive
Figure 5.3 Photograph of the experimental setup showing the heaters and TC channels

Power was delivered to the heaters from a Magna-Power Electronics DC XR Series III
power supply that can produce an output voltage up to 125 V and an output current up to 64 A.
An Omega solid state DC relay (maximum voltage of 100 V and maximum current of 40 A) and
a current shunt were placed in series with the positive voltage side of the DC power supply. An
Extech DC power supply was used to switch the relay on and off as desired. The voltage across
the current shunt measured by the data acquisition system (DAQ) was converted to units of
current using the calibration of 1 Amp for every 1 mV measured. Two bus bars were used to
connect the heaters in a parallel circuit providing the same voltage to each heater. The current
shunt was placed in line between the relay and one of the bus bars. The other bus bar was
connected to the low side of the main DC power supply to complete the circuit. A voltage bridge
was also installed parallel to the heaters using a 100 kΩ resistor and a 10.03 kΩ resistor. The
voltage bridge was used to scale down the voltage applied to the heaters by a factor of 10.97 into
the ±10V range of the DAQ. Two Data Translation 9829 DAQ boards were used to measure the
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signals from the ten thermocouples, the voltage bridge, and the current shunt at a sampling rate
of 160 Hz. These DAQ units are low noise with sequential channel measurement at 24-bit
resolution. The TC signals were converted into temperature measurements using the internal cold
junction compensation and type K calibration with an accuracy of ±0.25 oC at 300 oC. The signal
from the voltage bridge was measured with a gain of 1 in a range of ±10 V and a maximum
offset error of ±200 µV. The signal from the current shunt was measured with a gain of 50 in a
range of ±200 mV with a maximum offset error of ±8 μV.

For the second series of tests, two identical stainless steel plates are used with a 0.5 mm
thick thermal-barrier coating of zirconia (ZrO2) deposited on the heated surface as shown in Fig.
5.4. The thermocouple installation and assembly of the experimental setup is identical to that of
the uncoated plates and is depicted in Fig. 5.5(a) and 5.5(b). The heaters are placed in the same
alternating orientation as the uncoated experiment assembly. The results from tests performed
using the zirconia coated stainless steel plates are compared to the results from the uncoated
plates in the next section.
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Figure 5.4 Picture of the zirconia coating deposited on the heated surface of the stainless
steel plate

(a) Instrumented stainless steel plate with
zirconia coating

(b) Experimental setup assembly

Figure 5.5 Pictures of the experimental setup with zirconia coating
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The thermal conductivity of AISI type 304 stainless steel in the temperature range of 𝑇 = 27 oC
to 827 oC was obtained from [77] and is presented in Table 5.2. The thermal diffusivity of 304
SS in the temperature range of 𝑇 = 65 oC to 834 oC was obtained from a graph (Figure 8 in [78])
and is presented in Table 5.3. The numerical values were extracted from that figure using the
WebPlotDigitizer application. The uncertainty in the values of the thermal conductivity [77] and
the thermal diffusivity [78] were reported to be ±4% and ±5%, respectively.
Linear correlations for the data in Tables 5.2 and 5.3 were created. The correlation for the
thermal conductivity is
𝑘(𝑇) = 14.52 + 1.546 × 10−2 𝑇,

(𝑊𝑚−1 𝐾 −1 )

(5.23)

where the units of T are in degrees Celsius. This correlation has an average percent difference of
0.41% and a maximum percent difference of 0.88% when compared to the data in Table 5.2. The
correlation for the thermal diffusivity is
𝛼(𝑇) = 3.715 × 10−6 + 2.414 × 10−9 𝑇,

(𝑚2 𝑠 −1 )

(5.24)

where the units of T are also degrees Celsius. This correlation has an average percent difference
of 0.31% and a maximum percent difference of 0.67% when compared to the data in Table 5.3.
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Table 5.2 Thermal conductivity data for AISI type 304 stainless steel obtained from Ref.
[77]
Temperature
(oC)
27
77
127
177
227
277
327
427
527
627
727
827

𝑘
(Wm-1 K -1)
14.92
15.71
16.43
17.13
17.93
18.81
19.67
21.31
22.81
24.28
25.71
27.12

Table 5.3 Thermal diffusivity data for AISI type 304 stainless steel obtained from Ref. [78]
Temperature
(oC)
65
101
137
174
211
248
305
356
392
431
466
508
553
598
643
681
720
761
798
834
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𝛼
(m2/s)
3.87E-06
3.94E-06
4.03E-06
4.12E-06
4.21E-06
4.30E-06
4.45E-06
4.59E-06
4.66E-06
4.78E-06
4.86E-06
4.96E-06
5.08E-06
5.17E-06
5.29E-06
5.37E-06
5.45E-06
5.54E-06
5.61E-06
5.69E-06

5.4.

Results

5.4.1. One-dimensional Total Surface Heat Transfer Reconstruction Results

Three calibration tests and two reconstruction tests were conducted where all five heaters
were activated and received the same voltage to create a one-dimensional heat transfer process.
A constant voltage was applied to the heaters for the calibration experiments labeled as tests C1
through C3. The voltage applied to the heaters was varied during the heating periods of the
reconstruction experiments denoted as tests R1 and R2. For each experiment, heating began three
seconds after the start of data collection. The average total surface heat transfer (𝑞̅ ), the
maximum of the average of the ten thermocouple temperatures (𝑇̅𝑚𝑎𝑥 ), the maximum difference
in the average temperatures of the top and bottom plates (Δ𝑇̅𝑚𝑎𝑥 ), the heating period (𝑡𝐻𝑃 ) and
the initial temperature (𝑇𝑜 ) for these one-dimensional tests are presented in Table 5.4. The
standard deviation of the average in-depth TC data in the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ] (𝜎𝑁𝑜𝑖𝑠𝑒 ) is
also given in Table 5.4 along with the estimated future time regularization parameter (𝛾𝑒𝑠𝑡 ). The
average total surface heat transfer measurements for calibration tests C1, C2 and C3 were 208
W, 573 W and 814 W, respectively. The corresponding estimated future time regularization
parameters for these tests were 1.87 seconds, 1.55 seconds and 1.41 seconds. As the power input
to the surface increased, the magnitude of the heating rate measured by the in-depth TC
increased which caused the integral of the average temperature to exceed its uncertainty in a
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Table 5.4 Summary of the one-dimensional tests (all five heaters activated) with data
collected at a sampling rate of 160 Hz and 𝒕𝒐𝒏 = 3 sec
Test
𝑇𝑜
𝑇̅𝑚𝑎𝑥 Δ𝑇̅𝑚𝑎𝑥 𝜎𝑁𝑜𝑖𝑠𝑒 * 𝛾𝑒𝑠𝑡 𝑡𝐻𝑃
𝑞̅
o
o
o
o
( C)
Number (W) ( C)
( C)
(s)
( C)
(s)
0.19
C1
208 107
0.011 1.87 120.8 22.7
0.51
C2
573 245
0.012 1.55 120.6 22.8
0.62
C3
814 331
0.012 1.41 118.5 22.7
0.32
R1
410 179
0.011 N/A 104.0 23.7
0.29
R2
586 250
0.012 N/A 110.8 22.4
* standard deviation of the average in-depth TC data in the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ]

shorter time. This phenomenon explains the noted decrease in the estimate of the future time
parameter between tests C1, C2 and C3.

The total power input for the calibration tests (C1-C3) is shown in Fig. 5.6(a) while the
total power input for the reconstruction tests (R1-R2) is shown in Fig. 5.6(b). The maximum
imposed surface heat transfer for the tests was 846 W which occurred during test C3. The
average temperature of the five TCs in each plate for tests C1-C3 are presented in Fig. 5.6(c)
while the corresponding average temperatures for tests R1 and R2 are given in Fig. 5.6(d). The
maximum average temperature was 334 oC which occurred during calibration test C3 as shown
in Fig. 5.6(c). The maximum difference between the average temperatures of the top and bottom
plates for these tests was 0.62 oC which occurred during test C3. This small difference indicates
that there was good thermal symmetry between the two plates for these tests. It should be noted
that the total surface heat transfer shown in Fig. 5.6(a) and 5.6(b) was half of the measured
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(a) Total surface heat transfer for the
calibration tests

(b) Total surface heat transfer for the
reconstruction tests

(c) Average temperature for the calibration
tests

(d) Average temperature for the reconstruction
tests

Figure 5.6 Measured total surface heat transfer and temperature data for the onedimensional tests (all heaters uniformly activated)
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power during each test since good thermal symmetry was achieved. The average of all ten TC
∗
temperatures was used as the average temperature term (𝜙̅𝑡𝑐
(𝑏, 𝑡)) in the calibration integral

equation.

The total heat transfers of the two reconstruction tests were predicted using the data from
each of the three calibration tests for a total of six test cases. The test cases are labeled as RxCy
where the total surface heat transfer of reconstruction test number x is obtained using the
calibration data of calibration test number y. Results for all six test cases are presented to
demonstrate the accuracy of the calibration integral equation method. The first test case is
denoted as R1C1 where calibration data from test C1 and reconstruction data from test R1 are
used. The total surface heat transfer data for tests R1 and C1 are shown in Fig. 5.7(a). The
average thermocouple temperature responses due to the heating scenarios depicted in Fig. 5.7(a)
are shown in Fig. 5.7(b). Test C1 had an average surface heat transfer of 208 W during a heating
period of 120.8 seconds. A variable surface heat transfer was used for test R1 with a maximum
value of 834 W and a heating duration of 104 seconds as shown in Fig. 5.7(a). Figure 5.7(b)
shows the maximum average temperature for test C1 was 109 oC while test R1 had a maximum
average temperature of 179 oC. Recall that the calibration data is shifted back in time when it is
used in the calibration integral equation by removing the lead data for 𝑡 < 𝑡𝑜𝑛 such that 𝑡 = 0
corresponds to the time at which the heating period begins.
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(a) Total surface heat transfer for test case
R1C1

(b) Average temperatures for test case
R1C1

Figure 5.7 Measured surface heat transfer and average in-depth TC data for test case
R1C1

The integral of the clipped average temperature with respect to the future time parameter
𝛾 for test C1 in the rescaled time domain (denoted as 𝐶𝛾∗ in Eq. (5.19)) is presented in Fig. 5.8.
As noted earlier, the time at which 𝐶𝛾∗ exceeds its uncertainty (which was defined as 4𝜎𝑁𝑜𝑖𝑠𝑒 𝛾) is
used as the estimate of the future time parameter 𝛾𝑒𝑠𝑡 . Recall that 𝜎𝑁𝑜𝑖𝑠𝑒 is the standard deviation
of the measured average temperature before heating begins. For test C1, this intersection
occurred at 𝛾 = 1.87 seconds. It should be noted that the 𝜎𝑁𝑜𝑖𝑠𝑒 value for test C1 was 0.011 oC
which was lower than the measurement noise in the individual thermocouple temperature data
(around 0.03 oC). Clearly, averaging the TC temperature data from the ten TCs reduces the noise
in the average value.
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Figure 5.8 Estimation of the future time regularization parameter, 𝛄𝐞𝐬𝐭 , using average
thermocouple data from test C1

The proposed method for estimation of the future time regularization parameter yields an
acceptable value as long as the noise level (𝜎𝑁𝑜𝑖𝑠𝑒 ) of the calibration and reconstruction
temperatures are similar. The data from the calibration and reconstruction tests were collected
from the same data acquisition systems. Hence, the noise level in the measured temperatures are
nearly the same as shown in Table 5.4. If the noise levels are not similar, then the higher noise
level should be utilized to estimate 𝛾 as discussed in Section 5.2.3.

In order to quantify the accuracy of the calculated results, the total surface heat transfer
prediction error (𝑒𝑃 ) was calculated as
184

𝑒𝑃 (𝑡) = Calculated Surface Heat Transfer – Measured Surface Heat Transfer

(5.25)

It is understood that the error is a function of 𝛾 but for simplicity the subscript is dropped. The
prediction error is a function of time and does not provide a convenient means for assessing
accuracy. Therefore, single valued accuracy metrics based on the prediction error were
considered. The mean of the absolute value of the prediction error, 𝜇|𝑒𝑃 | , and its standard
deviation, 𝜎𝑒𝑃 , were calculated according to Eqs. (5.26) and (5.27), respectively and used as
global metrics to assess the accuracy of the calculations
𝜇|𝑒𝑃 | = mean of the absolute value of 𝑒𝑃 (𝑡)

(5.26)

𝜎𝑒𝑃 = standard deviation of 𝑒𝑃 (𝑡)

(5.27)

Additional subscripts to denote results from the constant properties model (Lin) and the variable
properties rescaling model (NL) were used.

Total surface heat transfer predictions for test case R1C1 were made using several values
of the future time regularization parameter (𝛾) in order to show its effect on the accuracy of the
reconstructions. The error metrics associated with the total surface heat transfer predictions are
presented in Table 5.5. The results show that a change of the future time value from 𝛾𝑒𝑠𝑡 to
2.00𝛾𝑒𝑠𝑡 has a negligible effect on the accuracy of the prediction. The mean of the absolute value
of the prediction errors (𝜇|𝑒𝑃,𝑁𝐿| ) for 𝛾 = 𝛾𝑒𝑠𝑡 and 𝛾 = 2.00𝛾𝑒𝑠𝑡 are 4.66 W and 4.44 W,
respectively. However, if the future time parameter is lowered from 𝛾𝑒𝑠𝑡 to 0.65𝛾𝑒𝑠𝑡 , the
prediction error metric increases by a factor of 15 to 𝜇|𝑒𝑃,𝑁𝐿| = 72.3 W due to large oscillations in
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Table 5.5 Total surface heat transfer prediction error metrics for test case R1C1
𝛾
𝛾𝑒𝑠𝑡
0.65
0.75
1.00
1.25
1.50
1.75
2.00
3.00
5.00

𝛾
(s)
1.21
1.40
1.87
2.34
2.80
3.27
3.74
5.61
9.34

𝜇|𝑒𝑃,𝐿𝑖𝑛 |
(W)
150.2
11.72
10.23
10.11
10.06
10.04
10.08
11.70
22.87

𝜇|𝑒𝑃,𝑁𝐿 |
(W)
72.3
8.25
4.66
4.47
4.42
4.40
4.44
6.29
20.28

𝜎𝑒𝑃,𝐿𝑖𝑛
(W)

𝜎𝑒𝑃,𝑁𝐿
(W)

296.0
12.78
10.76
10.62
10.58
10.57
10.61
12.39
29.95

122.6
10.32
5.58
5.27
5.24
5.26
5.37
7.95
26.86

the unstable prediction of the total heat transfer. Conversely, when 𝛾 was increased from 𝛾𝑒𝑠𝑡 to
5.00𝛾𝑒𝑠𝑡 , the prediction error metric increased by a factor of 4 to 𝜇|𝑒𝑃,𝑁𝐿| = 20.28 W because the
prediction is over-smoothed. The error metrics presented in Table 5.5 show that the use of the
rescaling techniques to incorporate the effects of temperature dependent properties improves the
prediction accuracy. For example, the mean of the absolute value of the prediction error is
reduced from 10.06 W for the linear model reconstruction to 4.42 W for the nonlinear model
reconstruction when 𝛾 = 1.50𝛾𝑒𝑠𝑡 . A comparison of the standard deviation of the prediction
errors obtained from the linear and nonlinear models (𝜎𝑒𝑃,𝐿𝑖𝑛 and 𝜎𝑒𝑃,𝑁𝐿 ) show similar trends.

For test case R1C1, the reconstructions obtained from the linear model, Eq. (5.10), and
the nonlinear model, Eq. (5.15), are compared in Fig. 5.9(a) for 𝛾 = 1.50𝛾𝑒𝑠𝑡 = 2.80 seconds. It
is difficult to see the temporal difference between the predicted and measured total heat transfer
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(a) Comparison of the total surface heat transfer
reconstructions with the measured data

(b) Total surface heat transfer prediction errors
versus time

Figure 5.9 Total surface heat transfer prediction and prediction error for test case R1C1

in Fig. 5.9(a). The difference in the accuracy of the reconstructions from the linear and nonlinear
models can be seen in Fig. 5.9(b) by inspection of the total surface heat transfer prediction error.
The error metrics for the reconstructions presented in Fig. 5.9(a) are given in Fig. 5.9(b). These
results show that the approximation of the effect of the temperature dependent properties in the
modified CIEM improves the accuracy of the prediction. Therefore, the remaining results will be
restricted to nonlinear model predictions.

The calibration data of tests C1, C2 and C3 were used to reconstruct the total surface heat
transfer of test R1 for a wide range of 𝛾 values. Figure 5.10 presents the mean of the absolute
value of the total surface heat transfer prediction errors for test cases R1C1, R1C2 and R1C3 as a
function of the future time parameter 𝛾. The estimated future time regularization parameters for
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tests C1, C2 and C3 are 1.87 seconds, 1.55 seconds and 1.41 seconds, respectively. These results
show that stable and accurate predictions can be obtained for a range of 𝛾 values from 2 seconds
to 4 seconds regardless of the calibration test data used to obtain the prediction. This time range
corresponds approximately to a range of 𝛾 = 1.2𝛾𝑒𝑠𝑡 to 2.5𝛾𝑒𝑠𝑡 for the three calibration tests. The
predictions for all three test cases are clearly unstable with large oscillations at low values of 𝛾
and rapidly stabilize around 𝛾 = 𝛾𝑒𝑠𝑡 . The effects of over-smoothing decrease the accuracy of the
predictions at high 𝛾 values. Since all three test cases are stable at 𝛾 = 1.50𝛾𝑒𝑠𝑡 , the remaining
reconstruction results will be presented using this value of 𝛾.

Figure 5.10 Effect of the future time regularization parameter on the total surface heat
transfer prediction error
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The total heat transfer reconstructions from the nonlinear model for test cases R1C1,
R1C2 and R1C3 using a 𝛾 value of 1.50𝛾𝑒𝑠𝑡 are presented in Fig. 5.11(a). The total surface heat
transfer prediction errors for the three test cases are shown in Fig. 5.11(b) along with the
corresponding prediction error metrics. Using calibration data from tests C1, C2 and C3 to
reconstruct the total heat transfer of test R1 results in mean of the absolute value of the
prediction error values of 4.42 W, 6.67 W and 8.74 W, respectively. The temporal errors of these
test cases presented in Fig. 5.11(b) show that the predictions using calibration data of tests C2
and C3 are somewhat biased to over-prediction. The maximum prediction errors for test cases
R1C1, R1C2 and R1C3 are 14.3 W, 18.6 W and 22.5 W, respectively. The prediction errors
shown in Fig. 5.11(b) are plotted at 5 Hz so that the differences between the reconstructions are
not obscured by oscillations at 160 Hz.
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(a) Comparison of the total surface heat
transfer reconstructions with the measured
data

(b) Total surface heat transfer prediction
errors versus time

Figure 5.11 Total surface heat transfer predictions and prediction errors for test R1 using
calibration data from tests C1, C2 and C3

The predictions of the total heat transfer for test R2 based on data of calibration tests C1,
C2 and C3 for a future time value of 𝛾 = 1.50𝛾𝑒𝑠𝑡 are presented in Fig. 5.12(a). The
corresponding temporal prediction errors are shown in Fig. 5.12(b). Using calibration data from
tests C1, C2 and C3 to reconstruct the total heat transfer of test R2 results in mean of the absolute
value of the prediction error values of 9.12 W, 5.17 W and 6.82 W, respectively. The temporal
errors of these test cases presented in Fig. 5.12(b) show that the prediction using test C1 data is
biased to under-prediction. The maximum prediction errors for test cases R2C1, R2C2 and R2C3
are -21.9 W, 28.2 W and 30.9 W, respectively. The results presented in Figs. 5.11 and 5.12 show
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(a) Comparison of the total surface heat
transfer reconstructions with the measured
data

(b) Total surface heat transfer prediction
errors versus time

Figure 5.12 Total surface heat transfer predictions and prediction errors for test R2 using
calibration data from tests C1, C2 and C3

that regardless of the temporal distribution of the power input or calibration test data, accurate
results were obtained for the one-dimensional reconstruction tests.

5.4.2. Two-Dimensional Total Surface Heat Transfer Reconstruction Results

Two dimensional heat transfer was simulated by activating different combinations of
heaters for four additional reconstruction tests labeled as tests R3-R6. The voltage input to the
active heaters was varied during these tests. The average total surface heat transfer (𝑞̅ ), the
maximum value of the average of the ten thermocouple temperatures (𝑇̅𝑚𝑎𝑥 ), the maximum
difference in the average temperatures of the top and bottom plates (Δ𝑇̅𝑚𝑎𝑥 ), the heating period
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(𝑡𝐻𝑃 ), the initial temperature (𝑇𝑜 ) and the combination of activated heaters for the twodimensional tests are presented in Table 5.6. The standard deviation of the average in-depth TC
data in the time period of 𝑡 ∈ [0, 𝑡𝑜𝑛 ] (𝜎𝑁𝑜𝑖𝑠𝑒 ) is also given in Table 5.6. Note that the heating
duration for tests R3 and R4 was about 104 seconds. These tests are denoted as “long duration”
reconstruction tests. Tests R5 and R6 are denoted as “short duration” reconstruction tests since
their heating period was less than 50 seconds. The active heaters for each test are shown in red
shading in the last column of Table 5.6. Symmetric surface heating was employed for tests R3
where the middle three heaters were activated. Tests R4, R5, and R6 had asymmetric heating
scenarios where the first three heaters were activated for tests R4 and R5. Heaters 1, 2 and 4
were utilized for test R6.

Table 5.6 Summary of the two-dimensional tests with data collected at a sampling rate of
160 Hz and 𝒕𝒐𝒏 = 3 sec
Test
Number

𝑞̅
(W)

𝑇̅𝑚𝑎𝑥
(oC)

Δ𝑇̅𝑚𝑎𝑥
(oC)

𝜎𝑁𝑜𝑖𝑠𝑒
(oC)

R3

247

122

1.36

0.011

103.8 23.4 Heaters 2, 3, and 4 activated

R4

250

118

0.50

0.012

103.9 22.5 Heaters 1, 2, and 3 activated

R5

290

79.3

0.46

0.011

45.3

23.1 Heaters 1, 2, and 3 activated

R6

296

61.1

0.45

0.011

26.4

22.6 Heaters 1, 2, and 4 activated

𝑡𝐻𝑃
(s)
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𝑇𝑜
(oC)

Activated Heaters

The total power inputs for the long duration reconstruction tests R3 and R4 are shown in
Fig. 5.13(a) while the total power inputs for the short duration reconstruction tests R5 and R6 are
shown in Fig. 5.13(b). The maximum power input for the tests was 507 W which occurred
during test R4. The average temperatures of the five TCs in each plate for tests R3 and R4 are
presented in Fig. 5.13(c) while the corresponding average temperatures for tests R5 and R6 are
given in Fig. 5.13(d). The maximum average temperature was 122 oC which occurred during test
R3 as shown in Fig. 5.13(c). The maximum difference between the average temperatures of the
top and bottom plates for the two dimensional tests was 1.36 oC which occurred during test R3
where the center three heaters were activated. For all the other tests, Δ𝑇̅𝑚𝑎𝑥 was 0.50 oC or less.
Again, the total surface heat transfer shown in Fig. 5.13(a)-5.13(b) was half of the measured
power during each test since good thermal symmetry was achieved.
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(a) Total surface heat transfer for the long
duration reconstruction tests

(b) Total surface heat transfer for the short
duration reconstruction tests

(c) Average temperature for the long
duration reconstruction tests

(d) Average temperature for the short
duration reconstruction tests

Figure 5.13 Measured total surface heat transfer and temperature data for the four twodimensional reconstruction tests (spatially variable heating)
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The total surface heat transfer reconstructions for the long duration two-dimensional tests
R3 and R4 based on data of calibration tests C1, C2 and C3 for a 𝛾 value of 1.50𝛾𝑒𝑠𝑡 are shown
in Figs. 5.14(a) and 5.15(a) and the corresponding temporal prediction errors are presented in
Figs. 5.14(b) and 5.15(b). Recall that symmetric heating was utilized for test R3 where the center
three heaters were activated. Using calibration data from tests C1, C2 and C3 to reconstruct the
total heat transfer of test R3 results in mean of the absolute value of the prediction error values of
3.15 W, 4.75 W and 6.27 W, respectively. The temporal errors of these test cases as presented in
Fig. 5.14(b) show that the predictions based on the calibration tests C2 and C3 somewhat over
estimate the total heat transfer of test R3. Test R4 had an asymmetric heating distribution with
the first three heaters activated. The mean of the absolute value of the prediction error values for
test R4 based on calibration data from tests C1, C2 and C3 are 2.92 W, 3.84 W and 5.07 W,
respectively. The prediction errors for these test cases presented in Fig. 5.15(b) show similar
trends as those obtained for test R3. The noted prediction error metrics for the reconstructions of
the total surface heat transfer of tests R3 and R4 are judged to be reasonably accurate considering
the magnitude of the power inputs.
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(a) Comparison of the total surface heat
transfer reconstructions with the
measured data

(b) Total surface heat transfer prediction
errors versus time

Figure 5.14 Total surface heat transfer predictions and prediction errors for test R3 using
calibration data from all three calibration tests

(a) Comparison of the total surface heat
(b) Total surface heat transfer prediction
transfer reconstructions with the measured
errors versus time
data

Figure 5.15 Total surface heat transfer predictions and prediction errors for test R4 using
calibration data from tests C1, C2 and C3
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The total surface heat transfer reconstructions for tests R5 and R6 based on data of
calibration tests C1, C2 and C3 for a 𝛾 value of 1.50𝛾𝑒𝑠𝑡 are shown in Figs. 5.16(a) and 5.17(a)
while the corresponding temporal prediction errors are presented in Figs. 5.16(b) and 5.17(b).
Tests R5 and R6 had an asymmetric heating distribution where the first three heaters were
activated for test R5 and the first, second and fourth heaters were used for test R6. Using
calibration data from tests C1, C2 and C3 to reconstruct the total heat transfer of test R5 results
in mean of the absolute value of the prediction error values of 3.41 W, 2.88 W and 3.95 W,
respectively. The temporal errors of these test cases presented in Fig. 5.16(b) show that the
predictions based on calibration tests C2 and C3 somewhat over-predict the total heat transfer of
test R5 at the start and end times of the test. However, during the majority of the heating period
all three predictions are within 5 W of the measured surface heat transfer. The mean of the
absolute value of the prediction error values for test R6, based on calibration data from tests C1,
C2 and C3, are 6.02 W, 3.43 W and 3.64 W, respectively. The temporal prediction errors for
these test cases as presented in Fig. 5.17(b) show that the prediction based on calibration test C1
somewhat under-predicts the total heat transfer of test R6. The reconstructions of the total
surface heat transfer of tests R5 and R6 for the six presented test cases are judged to be
reasonably accurate considering the noted error metrics relative to the magnitude of the
measured power inputs.
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(a) Comparison of the total surface heat
transfer reconstructions with the measured
data

(b) Total surface heat transfer prediction
errors versus time

Figure 5.16 Total surface heat transfer predictions and prediction errors for test R5 using
calibration data from tests C1, C2 and C3

(a) Comparison of the total surface heat
transfer reconstructions with the measured
data

(b) Total surface heat transfer prediction
errors versus time

Figure 5.17 Total surface heat transfer predictions and prediction errors for test R6 using
calibration data from tests C1, C2 and C3
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5.4.3. Total Surface Heat Transfer Reconstruction Results for the Zirconia Coated Plate
Sensor

The experimental setup with a 0.5 mm coating of zirconia adhered to the heated surface
of the stainless steel plates is also calibrated using the heating scenarios of calibration tests C1
and C2. The measured power inputs during the heating period for both the uncoated and coated
calibration tests are shown in Fig. 5.18(a). The total power inputs for both sets of tests are almost
identical. The corresponding average of the 10 thermocouple temperatures during the heating
period of the tests are given in Fig. 5.18(b). Note that the temperatures are directly compared by
subtracting the initial temperature (𝑇𝑜 ) of each test. The uncoated calibration tests are hotter than
the coated calibration tests for the same power input with a maximum temperature difference of
3.6 oC for the low power calibration tests and a maximum temperature difference of 10.7 oC for
the calibration tests at a higher power input. This temperature difference is attributed to the
thermal resistance of the 0.5 mm thick zirconia coating.
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(a) Total heat transfer

(b) Average temperatures

Figure 5.18 Comparison of the total surface heat transfer and average thermocouple
temperature for calibration tests performed using uncoated and zirconia coated
stainless steel plates

The two calibration tests for the zirconia coated stainless steel plates are labeled as tests
C4 and C5. The two-dimensional reconstruction tests for the zirconia coated experimental setup
are labeled as tests R7 and R8. The average total surface heat transfer (𝑞̅ ), the maximum value of
the average of the ten thermocouple temperatures (𝑇̅𝑚𝑎𝑥 ), the maximum difference in the
average temperatures of the top and bottom plates (Δ𝑇̅𝑚𝑎𝑥 ), estimated local future time
regularization parameter (𝛾𝑒𝑠𝑡 ), the length of the heating period (𝑡𝐻𝑃 ), the initial temperature
(𝑇𝑜 ) and the combination of activated heaters for the zirconia tests are presented in Table 5.7.
The standard deviation of the average in-depth TC data in the time span 𝑡 ∈ [0, 𝑡𝑜𝑛 ] (𝜎𝑁𝑜𝑖𝑠𝑒 ) is
also given in Table 5.7. Test R7 is a repeat of the symmetric 2-D test R3 where heaters 2, 3 and 4
were activated. Test R8 is a completely new heating scenario where heaters 1, 2 and 4 were
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Table 5.7 Summary of the tests with the 0.5 mm zirconia coating using data collected at a
sampling rate of 160 Hz and 𝒕𝒐𝒏 = 3 sec
Test
Number

𝑞̅
(W)

𝑇̅𝑚𝑎𝑥
(oC)

Δ𝑇̅𝑚𝑎𝑥
(oC)

𝜎𝑁𝑜𝑖𝑠𝑒
(oC)

𝛾𝑒𝑠𝑡
(s)

C4

207

129

1.10

0.011

2.64

154.8 23.9

All heaters activated

C5

565

244

3.70

0.011

2.11

121.1 22.9

All heaters activated

R7

258

117

0.64

0.012

N/A

104.2 23.1

Heaters 2, 3, and 4
activated

R8

247

121

0.74

0.014

N/A

115.5 23.1

Heaters 1, 2, and 4
activated

𝑡𝐻𝑃
(s)

𝑇𝑜
( C)
o

Activated Heaters

activated. Note that the estimated future time regularization parameter for the calibration tests C4
and C5 are larger than the corresponding values for the uncoated calibration tests in Table 5.4.
For example, the 𝛾𝑒𝑠𝑡 value for test C1 (conducted at 𝑞̅ = 208 W) was 1.87 seconds which is
slightly smaller than the 𝛾𝑒𝑠𝑡 value of 2.64 seconds for test C4 conducted with a similar total heat
transfer. More time is required for the average thermocouple temperature to become meaningful
due to the thermal resistance of the zirconia coating.

The total surface heat transfer of the two calibration tests and two reconstruction tests are
presented in Fig. 5.19(a) and 5.19(c), respectively. The average temperature of the ten TCs for
tests C4 and C5 are presented in Fig. 5.19(b) while the corresponding average temperatures for
tests R7 and R8 are given in Fig. 5.19(d). The maximum difference in the average temperatures
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(a) Total surface heat transfer for the
calibration tests

(b) Average temperature for the
calibration tests

(c) Total surface heat transfer for the
reconstruction tests

(d) Average temperature for the
reconstruction tests

Figure 5.19 Measured total surface heat transfer and temperature data for the tests
performed using the plates with a 0.5 mm zirconia coating on the heated surface
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of the top and bottom plates for these tests are larger than the corresponding values for the
calibration and reconstruction tests performed on the uncoated stainless steel plates. This small
decrease in thermal symmetry could be due to small variations in the zirconia layer thickness
between the top and bottom plates or wear on the mica heaters due to repeated use. Regardless,
the differences in the average temperature of the two plates are small relative to the magnitude of
the average temperatures.

The reconstructions of the total power input of test R7 using calibration tests C4 and C5
are given in Fig. 5.20(a) using a future time regularization parameter 50% greater than the
estimated value. The prediction error can be seen in Fig. 5.20(b) where the error metrics for the
predictions are also provided. The noted prediction error metrics are judged to be reasonably
accurate considering the magnitude of the predicted total power input. The prediction results
from the zirconia coated test R7 can be directly compared to the prediction results for the similar
uncoated reconstruction test R3 shown in Fig. 5.14(a) and 5.14(b). The mean of the absolute
value of the prediction error for test case R7C4 is 5.04 W which is slightly higher than the
corresponding value for test case R3C1 of 3.15 W which utilizes the same calibration power
input to predict an almost identical reconstruction test. Conversely, the prediction error metric
for test case R7C5 is 4.50 W which is slightly lower than the corresponding value for test case
R3C2 of 4.75 W. The total surface heat transfer reconstructions for test R8 are shown in Fig.
5.21(a) and corresponding prediction errors are presented in Fig. 5.21(b). The predictions for test
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(a) Comparison of the total surface heat
transfer reconstructions with the
measured data

(b) Total surface heat transfer prediction
errors versus time

Figure 5.20 Total surface heat transfer predictions and prediction errors for test R7 using
calibration data from two calibration tests

(a) Comparison of the total surface heat
transfer reconstructions with the
measured data

(b) Total surface heat transfer
prediction errors versus time

Figure 5.21 Total surface heat transfer predictions and prediction errors for test R8 using
calibration data from two calibration tests
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cases R8C4 and R8C5 have 𝜇|𝑒𝑃,𝑁𝐿| values of 4.62 W and 3.64 W, respectively. Despite requiring
a larger future time parameter to obtain stable predictions, the mean prediction errors for the
coated test cases are similar in magnitude to the corresponding values for the uncoated test cases
where both sets of predictions are reasonably accurate.

The mean of the absolute value of the total surface heat transfer prediction error values
for all of the uncoated and coated test cases are given in Table 5.8. The average total surface heat
transfer over the prediction time period (𝑞̅) for each reconstruction test is also provided in Table
5.8. The prediction errors can be put into perspective with respect to the reconstruction power
input using a normalized average error defined as the ratio of the mean of the absolute value of
the prediction error to the average reconstruction power input according to
𝑒̅𝑝,𝑁 =

𝜇|𝑒𝑃,𝑁𝐿|
𝑞̅

× 100

(5.28)

This metric is also included in Table 5.8. For the twenty-two test cases presented, the largest
normalized average error is 2.54% for test case R3C3 and the lowest 𝑒̅𝑝,𝑁 value is 0.88% for test
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Table 5.8 Total surface heat transfer prediction error metrics for the uncoated and zirconia
coated test cases (𝜸 = 𝟏. 𝟓𝟎𝜸𝒆𝒔𝒕 )
Experimental
setup

Uncoated
test cases

Zirconia
coated test
cases

Test
Case

𝛾
(s)

R1C1
R1C2
R1C3
R2C1
R2C2
R2C3
R3C1
R3C2
R3C3
R4C1
R4C2
R4C3
R5C1
R5C2
R5C3
R6C1
R6C2
R6C3
R7C4
R7C5
R8C4
R8C5

2.80
2.33
2.11
2.80
2.33
2.11
2.80
2.33
2.11
2.80
2.33
2.11
2.80
2.33
2.11
2.80
2.33
2.11
3.96
3.17
3.96
3.17
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𝑞̅ 𝜇|𝑒𝑃,𝑁𝐿| 𝑒̅𝑃,𝑁
(W) (W)
(%)
410 4.42 1.08
410 6.97 1.70
410 8.74 2.13
586 9.12 1.56
586 5.17 0.88
586 6.82 1.16
247 3.15 1.28
247 4.75 1.92
247 6.27 2.54
250 2.92 1.17
250 3.84 1.54
250 5.07 2.03
290 3.41 1.18
290 2.88 0.99
290 3.95 1.36
296 6.02 2.03
296 3.43 1.16
296 3.64 1.23
224 5.04 2.25
224 4.50 2.01
228 4.62 2.03
228 3.64 1.60

case R2C2. The normalized average error for fifteen of the test cases is less than 2%. The
robustness of the calibration integral equation method is evident since accurate predictions of the
total surface heat transfer for the reconstruction tests are obtained for both the uncoated and
zirconia coated stainless steel plates regardless of the heating distribution, calibration test data or
temporal distribution of the power input. Therefore, one can be confident that the addition of a
thin layer of zirconia thermal barrier coating does not significantly alter the prediction accuracy
of the calibration integral equation method for this case.

5.4.4. Effect of the Reconstruction Temperature Noise Magnitude on Prediction Accuracy

The results presented in sections 5.4.1 through 5.4.3 were based on calibration and
reconstruction temperature data that have a similar noise level. In this section, the effect of noise
level magnitude in the reconstruction temperature data on the prediction accuracy is discussed.
Room temperature thermocouple data was collected using a Data Translation 9824 data
acquisition board which has four fully isolated channels with simultaneous measurement at 24bit resolution. The data was sampled at 100 Hz with a gain of 1 corresponding to a measurement
range of ±10V. The gain of 1 was selected to amplify the measurement noise. This noisy room
temperature data was intentionally collected using different equipment than the presented test
data. Figure 5.22 displays the measurement noise once the mean of the data was subtracted. The
experimental noise data presented in Fig. 5.22 has a zero mean and a standard deviation of 0.377
o

C which is about 37 times larger than the noise in the temperature data used to obtain the results

presented in the previous sections.
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Figure 5.22 Experimental noise added to the average temperature data of test R1

Figure 5.23 presents the calculated mean of the absolute value of the total surface heat
transfer prediction error (𝜇|𝑒𝑃,𝑁𝐿| ) as a function of the future time parameter for test case R1C2
where the higher magnitude experimental noise (Fig. 5.22) was added to the temperature data of
test R1. For comparison, Fig. 5.23 includes the R1C2 prediction error presented in Fig. 5.10
which was obtained using the measured temperature data. In general, the calibration concept is
based on the relationship between the measured temperature response of an in-depth TC and the
surface heating which caused the measured response. A certain amount of time is required for the
TC response to become meaningful, i.e. exceed its measurement noise band. In the calibration
integral method, the future time regularization parameter is the amount of time needed to ensure
that the calibration temperature and the reconstruction temperature exceed their respective noise
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bands. Therefore, one must calculate the standard deviation of the lead temperature data for the
calibration and reconstruction tests (𝜎𝑁𝑜𝑖𝑠𝑒 ) and use the larger of the two noise values to obtain
an estimate of the future time parameter. Recall that the 𝜎𝑁𝑜𝑖𝑠𝑒 value of the measured calibration
and reconstruction temperature data was about 0.01 oC which led to a 𝛾𝑒𝑠𝑡 value of 1.55 seconds.
Increasing the 𝜎𝑁𝑜𝑖𝑠𝑒 value from 0.01 oC to 0.377 oC (noise in Fig. 5.22) increases the 𝛾𝑒𝑠𝑡 value
to 4.00 seconds. For a field test where the time at which the reconstruction heating period begins
may not be precisely known, sufficient lead data must be collected to obtain the noise in the
temperature data.

Figure 5.23 Effect of the future time regularization parameter on the total surface heat
transfer prediction error for test case R1C2 as measured and with amplified
noise in the calibration and reconstruction temperatures
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Figure 5.23 shows that for the case where the reconstruction temperature has a larger
noise magnitude, stable and accurate predictions are obtained for future time values in the range
of 3.6 seconds to 4.8 seconds. Note that the estimated future time parameter of 4.00 seconds is in
this range. This range of future time values for obtaining stable and accurate predictions is
shorter than the corresponding range (1.6 seconds to 4.4 seconds) when the measured data for
test R1 was used without additional noise. The magnitude of the prediction error metric in the
stable and accurate region increases from around 7 W to 7.5 W when the noise in the
reconstruction temperature is increased from 𝜎𝑁𝑜𝑖𝑠𝑒 = 0.01 oC to 0.377 oC. It is remarkable that
the prediction error only increases by 7% when the noise in the lead data of the reconstruction
temperature is increased by a factor of 37.

5.5.

Conclusion

In this study, the two-dimensional heat equation with temperature dependent
thermophysical properties was lumped in the direction normal to the surface heating to obtain the
one-dimensional version of the heat equation where the total surface heat transfer replaces
surface heat flux as a boundary condition. The calibration integral equation method (CIEM) is
then applied to the heat equation for prediction of the total surface heat transfer of a
reconstruction test. Time and surface heat transfer rescaling techniques were incorporated in the
formulation of the CIEM to account for the temperature dependent thermal diffusivity and
thermal conductivity, respectively. This study also presented a comparison of the total surface
heat transfer predictions for identical stainless steel plates that were uncoated and coated with a
0.5 mm layer of zirconia. Experimental data was collected from uncoated and coated stainless
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steel plates that were heated by five mica heaters. Data from calibration tests (with uniform
surface heating) performed at different input power levels were used to predict the total surface
heat transfer of different reconstruction tests where the number of activated heaters varied to
create spatially varying heating scenarios. Good estimates of the future time regularization
parameter were obtained by requiring the running average of the measured temperature to exceed
its noise band.

The results show that accurate predictions of the total surface heat transfer can be
obtained for both the uncoated and zirconia coated calibrated plates. A higher future time
parameter was required to obtain a stable prediction for the zirconia-coated cases since more
time was required for the average thermocouple temperature to become meaningful due to the
thermal resistance of the coating layer. However, it was also shown that the total power input
predictions for the zirconia coated plate were in the same accuracy range as the uncoated plate
results. Thus, adding a thin layer of thermal barrier coating did not significantly change the
prediction accuracy of the calibration integral equation method for this case. It is also
demonstrated that magnifying the noise in the measured reconstruction temperature by a factor
of 37 results in only a 7% increase in the prediction error. In summary, it is shown that the
calibration integral equation for total heat transfer yields accurate predictions of the total surface
heat transfer regardless of the spatial distribution of the surface heating, the calibration test data
or the measurement noise magnitude in the reconstruction temperature for both the uncoated and
zirconia coated sensors.

211

CHAPTER SIX
CONCLUSIONS AND RECOMMENDATIONS

This dissertation outlines the design, fabrication, calibration and testing of sensors that
can be used to measure surface heat flux, surface temperature and total surface heat transfer.
These sensors, once calibrated, use in-depth TC data to estimate the surface boundary conditions
which allows operation at high temperatures and harsh thermal environments. Calibration of
these sensors is accomplished through the one-probe, two-probe and total surface heat transfer
calibration integral equation formulations [24, 25, and 56-60]. These formulations had previously
been tested using high temperature numerical data. However, was essential to verify these
methods using high temperature experimental data to demonstrate their use in physical
applications. This dissertation also provided methods to estimate the necessary regularization
parameters using the measured data.

6.1.

Conclusions

Chapter 2 contains an experimental verification of the one-dimensional nonlinear heat
equation with a surface temperature boundary condition where the concept of time rescaling was
utilized to account for the temperature dependence of thermal diffusivity [64]. Manipulation of
the solution of the resulting linearized form of the heat equation in the frequency domain and the
subsequent inverse Laplace transform back into the time domain produced the convolution
calibration integral equation. Experiments were conducted to obtain benchmark high temperature
212

data that could be used to test and verify the accuracy of various inverse heat conduction analysis
methods for resolving the surface temperature based on in-depth TC data. . Four different values
of the future time regularization parameter (𝛾 = 0.90γest , γest , 1.25γest , and 1.50γest ) were
employed in 3 different test cases. In all test cases, the values of 𝛾 = γest , 1.25γest , and 1.50γest
produced stable prediction results with little to no change in the prediction accuracy. The results
of the analysis demonstrated improved accuracy in the surface temperature predictions when
time rescaling was used to account for the temperature dependent thermal diffusivity of the
sample.

Chapter 3 presents the experimental verification of the one-probe CIEM to obtain
measurements of the surface heat flux and temperature using high-temperature (20 oC to 820 oC)
experimental data from 13 laser heating experiments with a maximum imposed net surface heat
flux of 83.1 W/cm2 [65]. Results are presented for both the constant properties (linear) model
and the nonlinear models based on the Kirchhoff transformation and time rescaling model [56] as
well as the heat flux and time rescaling model [57]. The rescaling method was shown to produce
accurate results for the reconstruction of the net surface heat flux while the Kirchhoff
transformation method was generally more accurate in predicting the surface temperature. A
simple but robust method for estimating the future time regularization parameter was used to
obtain stable predictions of the surface thermal conditions. The future time regularization method
produced acceptable results for a wide range of values of the future time parameter. Seven
different sets of calibration test data were used to predict the surface thermal conditions of six
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different variable heating scenarios (reconstruction tests) with small and acceptable changes in
prediction error. Analyses of the results for the 42 test cases (7 calibrations x 6 reconstructions)
suggests that a single set of calibration test data is sufficient to accurately reconstruct the surface
thermal conditions of various heating scenarios. Despite substantial differences between the
temperature ranges of the calibration and reconstruction test data, the proposed methods
produced accurate reconstructions of the surface thermal conditions. However, the prediction
accuracy of the proposed nonlinear methods improved when the calibration and reconstruction
temperature data were closer in range.

Chapter 4 presents the experimental verification of the two-probe calibration integral
equation formulation [66]. The focus of this study is on the nonlinear model but some results for
the constant properties model are shown as well. The time and heat flux rescaling techniques are
implemented to account for temperature dependent properties for the nonlinear model. High
temperature data (up to 770 oC) was collected from three calibration tests and four reconstruction
tests. The sensor was calibrated by utilizing data from a pair of carefully selected calibration tests
where the back surface of the gauge was cooled for one test and heated for the other. Accurate
measurements of the surface heat flux and surface temperature of the calibrated plug-type gauge
were obtained for the four reconstruction tests where its back surface was alternatively heated,
cooled, insulated and unaltered. Amplified experimental noise was added to the reconstruction
temperature data to simulate noisy temperature data that may be gathered in an actual field test.
It was shown that the addition of amplified temperature noise had virtually no effect on the
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overall prediction accuracy. The calibrated stainless steel test sensor described in this study is a
proof of concept for a plug-type dual gauge whose surface thermal conditions in a field test can
be obtained using temperature data gathered from its in-depth TC probes regardless of the back
surface boundary condition.

Chapter 5 contains the results of the experimental verification of the calibration integral
equation method for total heat transfer [67]. The total heat transfer into a plate sensor is
estimated using the average of the in-depth temperature data from five in-depth thermocouples
that span the width of the plane parallel to the heated surface. This approach is also modified to
account for variable property effects. Data from calibration tests (with uniform surface heating)
performed at different input power levels were used to predict the total surface heat transfer of
different reconstruction tests where the number of activated heaters varied to create spatially
varying heating scenarios. Good estimates of the future time regularization parameter were
obtained by requiring the running average of the measured temperature to exceed its noise band.
It was shown that accurate measurements of the total surface heat transfer into the calibrated
plate sensor can be obtained regardless of the spatial distribution of the surface heating, set of
calibration test data or the measurement noise magnitude in the unknown test temperature. These
results are then compared to the results of similar tests performed on identical stainless steel
plates coated with a 0.5 mm layer of zirconia to test the effect of a thin layer of thermal
protection on these sensors. A larger future time parameter was required to obtain a stable
prediction for the zirconia-coated cases since more time was required for the average
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thermocouple temperature to become meaningful due to the thermal resistance of the coating
layer. However, it was also shown that the total power input predictions for the zirconia coated
plate were in the same accuracy range as the uncoated plate results.

6.2.

Recommendations for Future Research

Chapter 5 of this dissertation shows the expansion of the one-dimensional calibration
integral equation technique to a two-dimensional area with restrictive boundary conditions. The
technique outlined in chapter 5 can only be used to estimate the total surface heat transfer with
no way of estimating the local surface heat flux or temperature. It also only applies to cases
where the non-heated surfaces are considered to be adiabatic. Further research is required to
expand the calibration integral concept to more practical two-dimensional problems. Future
research could also study the effects of sensor material on prediction accuracy by fabricating and
calibrating sensors made of more common TPS materials like carbon-carbon composites.
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Appendix A: Derivation of the Calibration Integral Equation for Surface
Temperature
In this appendix the temperature calibration integral equation for surface temperature will
be derived from the heat equation, boundary conditions, and initial condition below where the
time has been rescaled as discussed in Chapter 2 section 2.2. The linear form of the heat equation
is
1 𝜕𝜙 ∗
𝜕 2𝜙∗
∗)
(𝑥,
(𝑥, 𝑡 ∗ ),
𝑡
=
𝛼(𝑇𝑜 ) 𝜕𝑡 ∗
𝜕𝑥 2

𝑥 ∈ (0, 𝐿),

𝑡∗ > 0

(A1a)

with the boundary conditions
𝜙𝑠∗ (𝑡 ∗ ) = 𝜙 ∗ (0, 𝑡 ∗ ),

𝑡∗ > 0

𝜕𝜙 ∗
(𝐿, 𝑡 ∗ ) = 0,
𝜕𝑥

(A1b)

𝑡∗ > 0

(A1c)

and the initial condition
𝜙 ∗ (𝑥, 0) = 0,

𝑥 ∈ [0, 𝐿]
(A1d)

For convenience, the thermal diffusivity 𝛼(𝑇𝑜 ) term, which is a constant that does not
depend on temperature, will be shorted to 𝛼 for the rest of the derivation. The definition of the
Laplace transform is
∞

ℒ[𝑤 (𝑡)] = 𝑤
̂ (𝑠) = ∫ 𝑒 −𝑠𝑡 𝑤(𝑡)𝑑𝑡 ,

𝑠≥0

𝑡=0

where ℒ is the Laplace transform operator. The Laplace convolution integral [30, 31] is
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(A2)

𝑡

𝑤
̂(𝑠) ∗ 𝑦̂(𝑠) = ℒ [∫

𝑤(𝑢)𝑦(𝑡 − 𝑢)𝑑𝑢] ,

𝑠≥0
(A3)

𝑢=0

The Laplace transform takes functions in the time domain into the frequency domain with the
frequency variable s (Hz). Taking the inverse Laplace transform of the convolution integral, Eq.
(A3), leads to
𝑡

ℒ

−1 [𝑤

̂(𝑠) ∗ 𝑦̂(𝑠)] = ∫

𝑡

𝑤(𝑢)𝑦(𝑡 − 𝑢)𝑑𝑢 = ∫

𝑢=0

𝑤(𝑡 − 𝑢)𝑦(𝑢)𝑑𝑢 ,

𝑡≥0

(A4)

𝑢=0

With these fundamentals in mind, one can take the Laplace transform of Eq. (A1a) to get
ℒ[

1 𝜕𝜙 ∗
𝜕 2𝜙∗
∗ )]
(𝑥,
(𝑥, 𝑡 ∗ )] ,
𝑡
=
ℒ
[
𝛼 𝜕𝑡 ∗
𝜕𝑥 2

𝑥 ∈ (0, 𝐿)
(A5)

The result of the transformation produces Eq. (A6a) where the initial condition is absorbed
𝜕 2 𝜙̂
𝑠
(𝑥, 𝑠) − 𝜙̂(𝑥, 𝑠) = 0,
2
𝜕𝑥
𝛼

𝑥 ∈ (0, 𝐿)

(A6a)

with the transformed boundary conditions
𝜙̂(0, 𝑠) = 𝜙̂𝑠 (𝑠),
𝜕𝜙̂
(𝐿, 𝑠) = 0,
𝜕𝑥

𝑠≥0

(A6b)

𝑠≥0
(A6c)

The solution of Eq. (A6a) is
𝑠
𝑠
𝜙̂(𝑥, 𝑠) = 𝐶1 (𝑠)𝑐𝑜𝑠ℎ (√ 𝑥) + 𝐶2 (𝑠)𝑠𝑖𝑛ℎ (√ 𝑥) ,
𝛼
𝛼
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𝑥 ∈ (0, 𝐿),

𝑠≥0
(A7)

where 𝐶1 (𝑠) and 𝐶2 (𝑠) will be determined through the evaluation of the transformed boundary
conditions. Using the transformed boundary condition at 𝑥 = 0, 𝐶1 (𝑠) is found to be
𝑇̂(0, 𝑠) = 𝐶1 (𝑠) = 𝜙̂𝑠 (𝑠),

𝑠≥0

(A8)

Similarly, if the transformed boundary condition at 𝑥 = 𝐿 is applied then one obtains
𝜕𝜙̂
𝑠
𝑠
𝑠
(𝐿, 𝑠) = √ [𝜙̂𝑠 (𝑠)𝑠𝑖𝑛ℎ (√ 𝐿) + 𝐶2 (𝑠)𝑐𝑜𝑠ℎ (√ 𝐿)] = 0, 𝑠 ≥ 0
𝜕𝑥
𝛼
𝛼
𝛼

(A9)

Solving for 𝐶2 (𝑠) yields
𝑠
𝐶2 (𝑠) = −𝜙̂𝑠 (𝑠)𝑡𝑎𝑛ℎ (√ 𝐿) , 𝑠 ≥ 0
𝛼

(A10)

Thus the final solution for the temperature in the frequency domain is
𝑠
𝑠
𝑠
𝜙̂(𝑥, 𝑠) = 𝜙̂𝑠 (𝑠) [𝑐𝑜𝑠ℎ (√ 𝑥) − 𝑡𝑎𝑛ℎ (√ 𝐿) 𝑠𝑖𝑛ℎ (√ 𝑥)] ,
𝛼
𝛼
𝛼

𝑥 ∈ [0, 𝐿],

𝑠≥0

(A11)

Evaluating Eq. (A11) at an arbitrary in-depth probe position (𝑥 = 𝑏) produces
𝑠
𝑠
𝑠
𝜙̂(𝑏, 𝑠) = 𝜙̂𝑠 (𝑠) [𝑐𝑜𝑠ℎ (√ 𝑏) − 𝑡𝑎𝑛ℎ (√ 𝐿) 𝑠𝑖𝑛ℎ (√ 𝑏)] , 𝑠 ≥ 0
𝛼
𝛼
𝛼

(A12)

Forming the ratio of 𝜙̂(𝑏, 𝑠) to 𝜙̂(0, 𝑠) = 𝜙̂𝑠 (𝑠) yields
𝜙̂(𝑏, 𝑠)
𝑠
𝑠
𝑠
̂ (𝛼, 𝑏, 𝐿, 𝑠),
= 𝑐𝑜𝑠ℎ (√ 𝑏) − 𝑡𝑎𝑛ℎ (√ 𝐿) 𝑠𝑖𝑛ℎ (√ 𝑏) = 𝑀
𝛼
𝛼
𝛼
𝜙̂(0, 𝑠)
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𝑠≥0
(A13)

̂

𝜙(𝑏,𝑠)
̂ (𝛼, 𝑏, 𝐿, 𝑠) which is the
Note that the temperature ratio, 𝜙̂(0,𝑠), is equal to the transfer function 𝑀

same for any heating scenario for constant 𝛼, 𝑏, and 𝐿 values. Now consider the development of
two experimental tests. The first is a calibration test where the surface temperature is known and
the response at 𝑥 = 𝑏 is measured. The second test is a reconstruction test where the surface
temperature is unknown but the in-depth temperature is recorded. According to Eq. (A13) the
̂

𝜙(𝑏,𝑠)
̂ (𝛼, 𝑏, 𝐿, 𝑠). Equating the two temperature
temperature ratios 𝜙̂(0,𝑠) for both tests are equal to 𝑀

ratios yields
𝜙̂𝑐 (𝑏, 𝑠) 𝜙̂𝑟 (𝑏, 𝑠)
=
,
𝜙̂𝑐 (0, 𝑠) 𝜙̂𝑟 (0, 𝑠)

𝑠≥0
(A14)

where the subscript c is used to denote the calibration test data and the subscript r denotes the
reconstruction test data. Equation (A14) can be cross multiplied and expressed as
𝜙̂𝑟 (0, 𝑠)𝜙̂𝑐 (𝑏, 𝑠) = 𝜙̂𝑐 (0, 𝑠)𝜙̂𝑟 (𝑏, 𝑠),

𝑠≥0

(A15)

Finally, taking the inverse Laplace transform of Eq. (A15) according to the inversion formula
given in Eq. (A4), results in the temperature calibration integral equation in the time domain
𝑡∗

𝑡∗

∫ 𝜙𝑟∗ (0, 𝑡 ∗ )𝜙𝑐∗ (𝑏, 𝑡 ∗ − 𝑢)𝑑𝑢 = ∫ 𝜙𝑐∗ (0, 𝑡 ∗ )𝜙,𝑟∗ (𝑏, 𝑡 ∗ − 𝑢)𝑑𝑢 ,
𝑢=0

𝑡∗ ≥ 0
(A16)

𝑢=0

The temperature values in Eq. (A16) are positional temperatures. It has been shown [24] that one
can replace positional temperature with measured thermocouple data without loss of accuracy
leading to the final form of the equation used in the analysis
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𝑡∗

𝑡∗

∗
∗ (𝑏, ∗
∗
∗ (𝑏, ∗
∫ 𝜙𝑡𝑐,𝑟
(0, 𝑡 ∗ )𝜙𝑡𝑐,𝑐
𝑡 − 𝑢)𝑑𝑢 = ∫ 𝜙𝑡𝑐,𝑐
(0, 𝑡 ∗ )𝜙𝑡𝑐,𝑟
𝑡 − 𝑢)𝑑𝑢 ,
𝑢=0

𝑢=0
∗
]
𝑡 ∗ ∈ [0, 𝑡𝑚𝑎𝑥

(A17)

∗
where 𝜙𝑡𝑐
is measured thermocouple data in the rescaled time domain. Notice now that the time

domain is limited to the maximum data collection time in the rescaled time domain denoted as
∗
𝑡𝑚𝑎𝑥
.
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Appendix B: Prediction Metrics for all 42 Test Cases Discussed in Chapter 3
The nonlinear net surface heat flux predictions were obtained using the rescaling model
which was generally more accurate than the Kirchhoff transformation model. The nonlinear
surface temperature predictions were obtained using the Kirchhoff transformation model which
was generally more accurate than the rescaling model.
Table B1: Prediction metrics for all 42 test cases (𝜸 = 𝟏. 𝟓𝟎𝜸𝒆𝒔𝒕 )*
Test
Case
R1C1
R1C2
R1C3
R1C4
R1C5
R1C6
R1C7
R2C1
R2C2
R2C3
R2C4
R2C5
R2C6
R2C7
R3C1
R3C2
R3C3
R3C4
R3C5
R3C6
R3C7

Net Surface Heat Flux Prediction Metrics
𝜇|𝑒𝑞,𝐿𝑖𝑛 |
𝜇|𝑒𝑞,𝑁𝐿 |
𝜎𝑒𝑞,𝐿𝑖𝑛
𝜎𝑒𝑞,𝑁𝐿
2
2
2
(W/cm ) (W/cm ) (W/cm ) (W/cm2)
3.26
0.69
2.76
0.56
3.73
0.75
3.32
0.58
2.96
0.79
2.46
0.60
4.59
1.00
4.66
0.96
4.68
0.90
3.50
0.68
5.19
0.99
4.49
0.86
1.79
0.40
1.46
0.33
3.54
0.83
3.37
0.66
3.99
0.91
4.07
0.74
3.25
0.92
3.03
0.75
4.79
1.13
5.33
1.12
3.51
0.71
2.89
0.56
5.04
1.02
4.42
0.91
1.27
0.55
1.25
0.44
2.79
0.62
2.27
0.49
2.92
0.62
2.84
0.52
2.81
0.80
2.13
0.62
3.30
0.74
3.94
0.85
3.53
0.69
2.65
0.53
3.77
0.72
3.21
0.69
2.81
0.61
2.06
0.48

*Table continued on next page
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Surface Temperature Prediction Metrics
𝜇|𝑒𝑇,𝐿𝑖𝑛 | 𝜇|𝑒𝑇,𝑁𝐿 |
𝜎𝑒𝑇,𝐿𝑖𝑛
𝜎𝑒𝑇,𝑁𝐿
o
o
( C)
( C)
(oC)
(oC)
5.53
0.94
4.59
0.84
6.88
1.17
6.15
1.03
4.33
0.83
3.54
0.72
8.74
1.67
9.10
1.59
7.50
1.28
5.93
1.02
9.85
1.64
8.67
1.59
3.15
0.50
2.68
0.44
5.68
1.05
5.05
0.98
7.06
1.27
6.74
1.29
4.38
0.93
3.85
0.82
8.91
1.77
9.52
1.82
6.36
1.08
5.31
0.97
9.87
1.73
8.50
1.81
2.56
0.52
2.13
0.65
3.21
0.53
2.85
0.47
3.95
0.71
4.41
0.80
2.98
0.54
2.55
0.41
5.31
1.17
6.99
1.32
4.83
0.96
3.79
0.75
6.74
1.23
5.62
1.34
3.68
0.62
2.95
0.53

Table B1 continued
Surface Temperature Prediction
Metrics
𝜇|𝑒𝑞,𝐿𝑖𝑛 |
𝜇|𝑒𝑞,𝑁𝐿 | 𝜎𝑒𝑇,𝐿𝑖𝑛 𝜎𝑒𝑇,𝑁𝐿 𝜇|𝑒𝑇,𝐿𝑖𝑛 | 𝜇|𝑒𝑇,𝑁𝐿 |
𝜎𝑒𝑞,𝑁𝐿
(oC)
(W/cm2) (W/cm2) (W/cm2) (oC)
(oC)
(oC)
0.81
2.97
0.65
4.30
0.77
4.40
0.57
0.82
3.64
0.61
5.12
0.88
6.20
0.81
0.94
2.68
0.69
3.75
0.81
2.98
0.71
0.87
4.84
0.82
6.51
1.15
9.13
1.19
0.67
2.79
0.62
5.29
0.91
4.18
0.76
0.82
3.61
0.69
7.32
1.24
6.45
1.20
0.97
3.00
0.75
4.84
1.05
4.00
0.86
0.95
3.43
0.72
5.08
0.84
4.63
0.72
0.95
4.09
0.75
5.97
1.04
6.25
1.03
1.11
3.22
0.79
4.49
0.79
3.54
0.61
1.05
5.24
1.01
7.55
1.52
9.13
1.49
0.62
2.46
0.51
4.93
0.71
4.20
0.77
1.04
4.41
0.87
8.86
1.59
7.52
1.53
1.41
4.12
1.03
6.93
1.44
5.54
1.09
0.65
2.25
0.49
4.18
0.58
3.43
0.47
0.66
2.92
0.47
5.27
0.83
5.38
0.86
0.82
2.12
0.66
3.44
0.47
3.02
0.38
0.82
4.21
0.88
6.95
1.31
8.36
1.48
0.64
2.99
0.45
6.47
1.05
5.38
0.93
0.79
3.86
0.79
7.92
1.34
7.64
1.51
0.75
2.39
0.54
4.25
0.95
3.30
0.71

Net Surface Heat Flux Prediction Metrics
Test Case
R4C1
R4C2
R4C3
R4C4
R4C5
R4C6
R4C7
R5C1
R5C2
R5C3
R5C4
R5C5
R5C6
R5C7
R6C1
R6C2
R6C3
R6C4
R6C5
R6C6
R6C7
Average
Value
Maximum
Value
Standard
Deviation

𝜎𝑒𝑞,𝐿𝑖𝑛
(W/cm2)
3.68
3.81
3.71
4.13
3.74
4.16
4.19
4.21
4.32
4.29
4.66
2.93
4.98
5.71
3.09
3.33
2.99
3.87
3.91
4.19
3.41
3.73

0.82

3.27

0.68

5.74

1.03

5.37

0.97

5.71

1.41

5.33

1.12

9.87

1.77

9.52

1.82

0.86

0.18

0.95

0.18

1.88

0.35

2.09

0.39
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