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Abstract
In this paper, we relax the convergence conditions required in Ezquerro and Hern,andez (Int. J. Pure Appl.
Math. 6(1) (2003) 103) for a multipoint third-order iteration of Halley type, where the conditions provided
are the known ones for methods of order three.
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1. Introduction
From Halley’s method [2,3]
yn = xn − [F ′(xn)]−1F(xn);
H (xn; yn) = [F ′(xn)]−1F ′′(xn)(yn − xn);
xn+1 = yn − 12 H (xn; yn)[I + 12 H (xn; yn)]−1(yn − xn); n¿ 0;
the authors constructed in [4] a new class of multipoint iterative processes
yn = xn − [F ′(xn)]−1F(xn);
zn = xn + 	(yn − xn); 	∈ (0; 1];
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H (xn; yn) = 1	 [F
′(xn)]−1(F ′(zn)− F ′(xn));
xn+1 = yn − 12 H (xn; yn)[I + 12 H (xn; yn)]−1(yn − xn); n¿ 0 (1)
to solve nonlinear equations F(x) = 0 in Banach spaces. In this case, F : 
 ⊆ X → Y is an operator
deEned in an open convex subset 
 of the Banach space X into the Banach space Y .
These new iterations are important because the second Fr,echet derivative of the operator F does
not appear in algorithm (1), but the order three of convergence of Halley’s method is maintained
(see [4]). Note that Halley’s method requires, in the Enite-dimensional case, one evaluation of F; F ′
and F ′′, and the computation of two LR-decompositions at each iteration step, whereas algorithm
(1) requires one evaluation of F , two of F ′ and the computation of two LR-decompositions at
every iteration step. Since most higher-order methods require the computation of correspondingly
high-order Fr,echet derivatives, we feel that algorithm (1) has deEnite practical utility.
The aim of this work is to prove the convergence of iterations (1) under milder convergence
conditions than the main required ones in [4], namely
‖F ′′(x)‖6M; x∈
; M¿ 0;
‖F ′′(x)− F ′′(y)‖6K‖x − y‖p; x; y∈
; K¿ 0; p∈ [0; 1] (2)
that, on the other hand, are usual necessary conditions (see [5]) to prove the convergence of third-
order iterative methods. We see that it does not need even the existence of F ′′, but it suHces that
F ′ satisEes a Lipschitz condition:
‖F ′(x)− F ′(y)‖6L‖x − y‖; x; y∈
; L¿ 0: (3)
Observe that this last condition is the required usual one to prove the convergence of the second-order
Newton method [6].
Notice that relaxing convergence conditions is important, since the fact that the existence of F ′′
is not required is an advantage, as we can see by the following simple example, where the equation
to solve is F(x)=0, where F :(0; A)→ R; A¿ 0, and F(x)= ax1+q + bx, with a; b∈R and q∈ [0; 1],
as
‖F ′′(x)‖=max
(0; A)
|a(1 + q)qxq−1|=∞
taking into account the max-norm. For this equation, we cannot guarantee the convergence of method
(1) under conditions (2) appearing in [4], but we can do it under condition (3).
Throught the paper we denote B(x; r) = {y∈X ; ‖y− x‖6 r} and B(x; r) = {y∈X ; ‖y− x‖¡r}.
2. Mild convergence conditions
In [4] we see that necessary conditions for the convergence of (1) are established by assuming that
conditions (2) are satisEed for the operator F . Now, we prove the convergence of (1) by assuming
only that F ′ satisEes a Lipschitz condition. That is, under the same assumptions as for second-
korder Newton’s method (see [1,6]), we provide a theorem on the existence of a unique solution
for third-order method (1).
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Theorem 2.1. Let F be a continuously Fr.echet di8erentiable operator in an open convex domain

 ⊆ X . Let x0 ∈
 a point where the operator I0 = F ′(x0)−1 exists and
‖I0‖6 ; ‖y0 − x0‖6 ; ‖F ′(x)− F ′(y)‖6L‖x − y‖; x; y∈
:
We de;ne n = n−1’(n−1)2 (n−1) with
0 = L; ’(x) =
2− x
2− 3x and  (x) =
x(4− x)
(2− x)2 :
If we denote != 2=[(2− 0)(1− #)] with #= 1=’(0) and
0 ¡s=
4−√6
5
(4)
(s is the smallest positive root of the polynomial q(x) = 5x2 − 8x + 2), and B(x0; !) is contained
in 
, then sequence (1) is well de;ned, is contained in B(x0; !) and converges to a solution x∗ of
F(x) = 0. Moreover, x∗ is the unique solution of F(x) = 0 in B(x0; 2=(L)− !) ∩ 
.
Proof. Note that the hypotheses of the theorem guarantee the existence of x1 in (1) and
‖x1 − x0‖6 22− 0 ‖y0 − x0‖:
In addition, we have that I1F ′(x0) exists and ‖I1‖6’(0)‖I0‖. Consequently, x2 is deEned. Taking
into account: (1) andH (x0; z0) = 1	 I0(F
′(z0)− F ′(x0)), we have by Taylor’s theorem
I0F(x1) =− 12	 I0(F
′(z0)− F ′(x0))
(
I +
1
2
H (x0; z0)
)−1
(y0 − x0)
+
∫ x1
x0
I0[F ′(x)− F ′(x0)] dx:
So we get
‖y1 − x1‖6’(0) (0)‖y0 − x0‖:
Besides we can have
L‖I1‖ ‖y1 − x1‖6 1 and ‖x2 − x1‖6 22− 1 ‖y1 − x1‖:
Therefore, from (4) and’(0)2 (0)¡ 1, we have that 1 = 0’(0)2 (0)¡0.
Following an inductive procedure we can replace x1 by x2; x2 by x3 and, in general, xn−1 by xn
to conErm that In exists and the following recurrence relations:
‖In‖= ‖F ′(xn)−1‖6’(n−1)‖In−1‖;
‖yn − xn‖6’(n−1) (n−1)‖yn−1 − xn−1‖;
‖H (xn; zn)‖6L‖In‖‖yn − xn‖6 n;
‖xn+1 − xn‖6 22−n ‖yn − xn‖;
n ¡n−1:
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After that, we prove that sequence (1) is a Cauchy one. From
2
2− n ‖yn − xn‖6
2
2− 0 ’(n−1) (n−1)‖yn−1 − xn−1‖
6 · · ·6 2
2− 0

n−1∏
j=0
’(j) (j)

 ‖y0 − x0‖
and
n−1∏
j=0
’(j) (j)6
n−1∏
j=0
(&2
j
#) = &2
n−1#n
where &= 1=0 ¡ 1 and #= 1=’(a0)¡ 1, it follows that
‖xn+m − xn‖6 ‖xn+m − xn+m−1‖+ ‖xn+m−1 − xn+m−2‖+ · · ·+ ‖xn+1 − xn‖
6
2
2− n+m−1

n+m−2∏
j=0
’(j) (j)

+ · · ·+ 2
2− n

n+m−2∏
j=0
’(j) (j)


6
2
2− n (&
2n+m−1−1#n+m−1 + · · ·+ &2n−1#n)6 2
2− 0 &
2n−1 #n(1− #m)
1− # :
Observe that for n= 0:
‖xm − x0‖¡ 22− 0
1− #m
1− # ¡!;
and xm ∈B(x0; !), for all m¿ 0. Similarly, we have ym; zm ∈B(x0; !) for all m¿ 0.
To show that x∗ is a solution of F(x) = 0, we have ‖InF(xn)‖ → 0 by letting n → ∞. From
the facts that ‖F(xn)‖6 ‖F ′(xn)‖ ‖InF(xn)‖ and {‖F ′(xn)‖} is a bounded sequence, it follows that
‖F(xn)‖ → 0 by letting n→∞. Consequently, by the continuity of F , we have F(x∗) = 0.
To show the uniqueness of the solution x∗, we suppose that there exists a solution y∗ of F(x)=0
in B(x0; 2=(L)− !) ∩ 
. From the approximation
0 = I0(F(y∗)− F(x∗)) =
∫ 1
0
I0F ′(x∗ + t(y∗ − x∗)) dt (y∗ − x∗)
we can prove operator P=
∫ 1
0 F
′(x∗+ t(y∗− x∗)) dt is invertible from which y∗= x∗. Indeed, from
‖I0‖
∫ 1
0
‖F ′(x∗ + t(y∗ − x∗))− F ′(x0)‖ dt6L
∫ 1
0
‖x∗ + t(y∗ − x∗)− x0‖ dt
6L
∫ 1
0
((1− t)‖x∗ − x0‖+ t‖y∗ − x0‖) dt ¡ L2
(
!+
2
L
− !
)
= 1;
we deduce P−1 exists.
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