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For a one parameter family of plane quadratic vector fields X( ., E) depending 
analytically on a small real parameter E, we determine the number and position of 
the local families of limit cycles which emerge from the periodic trajectories 
surrounding an isochronous (or hnearizable) center. Techniques are developed for 
treating the bifurcations of all orders, and these are applied to prove the following 
results. For the linear isochrone the maximum number of continuous families of 
limit cycles which can emerge is three. For one class of nonlinear isochrones, at 
most one continuous family of limit cycles can emerge, whereas for all other 
nonlinear isochrones at most two continuous families of limit cycles can emerge. 
Moreover, for each isochrone in one of these classes there are small perturbations 
such that the indicated maximum number of continuous families of limit cycles can 
be made to emerge from a corresponding number of arbitrarily prescribed periodic 
orbits within the period annulus of the isochronous center. 0 1991 Academw Press, Inc. 
1. INTRODUCTION 
In this paper we study the bifurcations of limit cycles from the periodic 
trajectories surrounding isochronous centers of plane quadratic vector 
fields. The problem considered falls within the general context of a class of 
bifurcation problems studied by many authors (e.g., [2, 9, 12, 14, 241). To 
be specific, let (x, y) H X(x, y, E), where E E R, be a one parameter family of 
analytic plane vector fields, where the unperturbed vector field X,(x, y) := 
X(x, y, 0) has a center at the origin surrounded by a family of periodic 
trajectories. Then the problem is to determine the number and positions of 
the local families of limit cycles which emerge from the periodic trajectories 
of X, as the parameter E is varied. The theory for the analysis of this 
bifurcation problem is based on the following simple idea: replace the 
problem of finding the periodic trajectories of the unperturbed system 
where a family of limit cycles emerges by an equivalent problem of finding 
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the zeros of a suitable function. To obtain the appropriate function one 
first constructs a Poincare section ,Z which intersects the family of periodic 
trajectories urrounding the center of the unperturbed system. Then, using 
the Poincare return map (5, E) H h(& E), where < is a coordinate on Z, one 
defines the displacement function d(r, E) := h(& E) - 5. The zeros of d( ., E) 
correspond to the periodic trajectories of X( ., E) which intersect C. Since 
d(& 0) E 0, determining the location and multiplicity of the zeros of d 
requires some knowledge of its partial derivatives. For example, if 
d,(to, 0) =O, but d,,(r,, 0) #O, then a corollary of the Implicit Function 
Theorem implies the existence of a smooth function EH /3(s) such that 
/I(O) = to and d(B(.c), E) E 0. The curve b corresponds to a family of limit 
cycles emerging from the periodic trajectory of the unperturbed system 
which meets Z at &,. Perhaps the most important result of the classical 
theory, which is presented in detail in the excellent book of A. A. Andronov 
ef al. [l, Chap. XIII], is an integral representation for the partial 
derivative d,(& 0). Using this representation it is often possible to find the 
simple zeros of d,(& 0), and, thus, the number and position of the local 
families of limit cycles which emerge from the periodic trajectories of the 
unperturbed system. Of course, if d,(t, 0) E 0, or if one of its zeros is not 
simple, then higher order derivatives must be computed. 
For the bifurcation problem solved in this paper the differential equations 
associated with the plane quadratic vector field X( ., E), which depends 
analytically on a small real parameter E, have the form 
i = P(x, Y) + &, y, E), 3 = Q(x, y) + q(x, y, E), 
where p( ., E), q( ., E), P, Q are quadratic polynoials in (x, y), and the 
unperturbed system has an isochronous center at the origin. It is perhaps 
worth noting that the isochronal assumption is equivalent to the existence 
of an analytic change of coordinates in a neighborhood of the origin which 
transforms the isochronous system into one which is linear. This equivalence 
can be easily verified from classical results on normal forms [23]. In fact, 
there is an analytic coordinate transformation which transforms a plane 
analytic system of differential equations with a nondegenerate center at the 
origin to the normal form 
f = -j-(x2 + y’) y, j =f(x2 + yqx. 
Once this is accomplished, a further change to polar coordinates gives 
i = 0, 4 = f(r’). 
NOW, the period of the periodic trajectory with radius < is given by 
P(5) = wf(t*) 
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and therefore if P is constant, so is f and the center is linearizable. These 
systems were studied in our previous work on bifurcations of the period 
functions for quadratic systems with centers [S]. Since a quadratic system 
with a center must have a nonzero linear part at the center, we can, 
without loss of generality, take P and Q of the form 
W,y)= -y+P,,x2+Pllxy+Po2y2, 
Qk y)=x+Q20x2+Q,,x~+Qo2y2, 
where the coefticients lie in a certain two dimensional variety, specified in 
Section 2, of the coeflicient space R6. The variety in R6 corresponding to 
quadratic systems with a center at the origin is four dimensional. Both 
varieties have been completely characterized, cf. [22, 171. In particular, 
apart from the linear isochrone, the nonlinear isochrones fall naturally into 
four classes. In our main theorem, Theorem 2.5, we determine for each 
class the number and positions of the local families of limit cycles which 
emerge from the periodic trajectories surrounding the isochronous center. 
For the linear case the maximum number of continuous families which can 
emerge is three. We also show that in one class of nonlinear isochrones at 
most one continuous family of limit cycles emerges, while in the remaining 
three classes of nonlinear isochrones at most two continuous families of 
limit cycles emerge. Moreover, for any isochrone in one of these classes 
there are perturbations such that the indicated maximum number of 
continuous families of limit cycles can be made to emerge from a corre- 
sponding number of arbitrarily prescribed periodic orbits within the period 
annulus of the isochronous center. 
This paper is organized as follows. In Section 2 we outline the classical 
theory in some detail and we give a precise formulation of the main 
theorem which will be proved in this paper. Also, in an appendix, we give 
a new proof of the integral representation of the partial derivatives de and 
dcE based on Diliberto’s integration of the variational equations of a plane 
vector field [IO]. In Section 3 we complete the first essential step in the 
proof of our main theorem, viz., a complete analysis of the first order 
bifurcation problem, i.e., when d,(t, 0) f 0. We consider the bifurcation of 
limit cycles from all of the centers present in the unperturbed system and 
the simultaneous bifurcations when there are two centers in the same 
unperturbed system. The elliptic case, Section 3.5, is the most technically 
challenging isochrone. The results of this section require some quite extensive 
computations and delicate analysis. The computational portions of the 
proofs can be verified by hand calculations, but they are much easier to 
check using a suitable computer algebra system. The analysis uses some 
theorems and computational techniques which should prove valuable in 
other circumstances when one needs to determine the distribution of zeros 
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of linear combinations of complete elliptic integrals. Much of this work is 
inspired by the work on the applications of Picard-Fuchs equations to 
bifurcation theory, e.g. [6, 8, 16, 181. In Section 4 we complete the proof 
of the main theorem by analyzing all of the higher order bifurcations when 
d,({, 0) E 0. This section depends on the celebrated paper of N. Bautin [3] 
which contains a complete analysis of the bifurcation of small amplitude 
limit cycles from a quadratic center. Specifically, Bautin proved that in a 
sufficiently small neighborhood U of a stationary point, which is either a 
focus or a center, of a quadratic system, all sufficiently small quadratic 
perturbations of the given system have at most three limit cycles in U, and 
that three arbitrarily small amplitude limit cycles can be produced. In 
addition, he found a structure theorem for the power series development of 
the displacement function in powers of 5, the distance coordinate from the 
stationary point along a Poincare section, which gives a means of computing 
the zeros of the displacement function near the origin. While this theorem 
is only local, it is used at a crucial point (the analysis of the higher order 
bifurcations) in the proof of our global theorem, Theorem 2.5, mentioned 
above, on the number of families of limit cycles which can emerge from 
periodic trajectories in the full annulus of periodic orbits surrounding the 
stationary point. 
The problem we have studied in this paper is motivated by a desire to 
catalog all bifurcations which occur in quadratic systems as a step toward 
solving Hilbert’s 16th problem on the maximum number of limit cycles 
(cf. [7, 15, 19-211). In particular, based on Bautin’s local results, there is 
a generally held belief, as yet unproved, that at most three limit cycles can 
surround a stationary point of a quadratic system. Our global theorem 
partially confirms this belief for the class of perturbations which we 
consider. We are also motivated by the observation that, in multiparameter 
bifurcation problems, one is invariably led to difficult degenerate cases 
which must be treated to obtain complete results. In this regard, the 
material in Section 4, while set in the context of quadratic systems, does 
provide an example of a bifurcation theory which, in principle, can be 
carried out in many other cases. In fact, if one is given an analytic family 
of plane vector fields depending on a finite number of parameters, where 
d,(t, 0) can be computed in closed form and the analog of Bautin’s 
theorem can be obtained for the finite parameter system, then we show 
how it is often possible to also obtain the number and position of the 
unperturbed periodic trajectories at which a family of limit cycles emerges 
for the higher order bifurcations. 
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2. BIFURCATION OF LIMIT CYCLES FROM CENTERS 
Suppose (x, v) H X(x, y, E) is a family of plane analytic vector fields 
depending on a small real parameter E. If r is a periodic trajectory of the 
unperturbed system X,(x, y) := X(x, y, E), we say a local family of periodic 
trajectories emerges (or bifurcates) from f if there are a number s0 > 0 and 
a continuous family of closed plane curves E H r, defined for 1~1 <a,, such 
that r, = r and r, is a periodic trajectory of X( ., E). For the remainder of 
this paper we assume the phase portrait of the unperturbed system X, 
contains a period annulus, i.e., a continuous one parameter family of 
periodic trajectories. In this section we will review the theory which will 
allow us to analyze the following bifurcation problem: determine the 
number and position of the periodic trajectories in the period annulus at 
which a continuous family of periodic trajectories emerges. For this 
problem it will also be convenient to consider the differential equation 
corresponding to the vector field family X. We assume this differential 
equation has the form 
.t = w, Y) + &P(X, Y, EL 3 = Q(x, Y) + vb, Y, ~1. 
Now, given r and .sO > 0, we can always arrange the coordinates so that a 
certain open interval J on the horizontal line y = y, is transverse to the 
flow of X for J&l < a0 and so that r meets J at the point (<*, 0). Then, there 
are a subinterval CC J and a number cl > 0, with 0 < .si < aO, such that the 
Poincare scalar return map (5, E) t+h(<, E) is defined on Cx (-Ed, Ed). It 
assigns to (5, a) the abscissa h(& E) of the point where the trajectory of 
(x, y) c, X(x, y, a) starting at (4, yO) first returns to Z. We also define the 
displacement function (5, E) H d(t;, E) by d(5, E) = h(& E) - 5. Finally, for the 
purpose of obtaining some classical formulas to follow, we make one 
further definition. Let X,l denote the orthogonal vector field with 
components (-Q, P) and H(<, E) the vector (d(& E), 0). Then, we define 
the normalized displacement function F by 
r;(L &I:= X,‘(t, ~0) .W5, &I= -Q(5, yo) d(5, ~1. 
Of course, F(& 0) E 0 and F(t, E) = 0 for E # 0 exactly when the trajectory 
of (x, y) H X(x, y, E) through (4;, y,) is periodic. Moreover, the existence of 
a continuous local family of periodic trajectories r, with r, = r is equivalent 
to the existence of a continuous function E I-+ P(E) defined on IsI < si < a0 
such that F@?(E), E) E 0. The next result is the basic lemma which gives 
sufficient conditions for the existence of such local families of periodic 
trajectories. 
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LEMMA 2.1 (Bifurcation lemma). Let (5, E) I-+ F(<, E) be an analytic 
function defined on a product neighborhood of the point (t.+, 0), and let 
a:m*, 0) =o, with 8, @‘({,, 0) #O 
(i.e., 5, is a simple root of atF(c, 0) = 0), then there are a number cl > 0 and 
a unique smooth function EH P(E), 1~1 <E,, such that p(O) = 5, and 
F(~(E), E) = 0. Moreover, for 0 < 1~1 < Ed, the point l= B(E) is a simple root 
of the equation F(c$ E) = 0. On the other hand, if 
a~F;(~,,o)=a,a~F(~,,o)= . ..=a.-lap(<,,o)=o, 
with a; a;F(t*,o)#o 
(i.e., 5, is a root of multiplicity I), then there are at most I distinct smooth 
functions E H pi(e) such that p,(O) = 5, and F(/li(e), E) = 0, i= 1, . . . . 1. 
Proof. Under the hypotheses of the first part of the lemma, we have 
F(&E)=E~(~~F(~,O)/~!+O(~)):=E~G({,E). 
But then, 
and the Implicit Function Theorem applied to G implies the existence of 
the function 8. The point a(s) is a simple root precisely when Fc (B(E), E) # 0. 
Since Ft (B(E), E) = skGC (/I(E), E), the result follows for sufficiently small E by 
the continuity of G,. 
The last conclusion concerning the bound on the number of functions /Ii 
is proved in a similar manner using the Weierstrass Preparation Theorem. 4 
In practice, when we seek to determine the number of periodic trajectories 
of the unperturbed system for which a continuous local family of periodic 
trajectories emerges, we encounter the case where Z is a section intersecting 
all the periodic trajectories of the period annulus of the unperturbed 
system. Here we wish to consider the normalized displacement function 
defined globally on C. The next lemma summarizes ome of the properties 
of the normalized displacement function which we require in this paper. 
LEMMA 2.2 (Global Bifurcation lemma). Zf C is a horizontal line 
segment which is a Poincart section intersecting the periodic trajectories of 
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a period annulus of the analytic plane vector field (x, y) H X(x, y, E) and < 
is the distance coordinate along C, then the normalized displacement 
function, (5, E) H F(<, E), is defined and analytic on an open neighborhood U 
of Z x (0 ). Moreover, tf 
and aEF(t, 0) has N simple zeros on C, then there are exactly N periodic 
trajectories of the unperturbed system (corresponding to the zeros of F) at 
which a local family of periodic trajectories emerges, while tf a$F(c, 0) has 
N zeros, counting multiplicities, then at most N local families of periodic 
trajectories emerge. 
In order to apply the bifurcation lemmas just stated we require the 
partial derivatives at E = 0 of the normalized displacement function. The 
next theorem is a version of the theorem presented by Andronov et al. [ 11. 
It gives formulas for FE(& 0) and F5,(<, 0). For the statement of this 
theorem we require one additional function associated with X(x, y, E). The 
time map (t, E) H T(<, E) on .E assigns the minimum positive time required 
for the trajectory starting at (5, E) to return to C. This function is defined 
and analytic on the same open set where F is defined. For completeness we 
have included a new proof of this theorem in the Appendix. 
THEOREM 2.3. Let (x, y) H X(x, y, E) denote the vector field whose 
corresponding differential equation is 
i = P(x, Y) + &P(X, y) + O(E2), j = Qk Y I+ &q(x, Y) + WE*), 
and let 4: denote its flow. 
(i) Zf X, has a period annulus with Poincare section C: y = y,, then 
F, (5, 0) = ~OT’i’o’ (Pq - Qp)(y(t)) exp 
( 
- Ji div XoMs)) ds) dt, 
where y(t) := 4y(t;, yo) is the integral curve corresponding to the periodic 
trajectory r through (5, yo). 
(ii) Zf FE(Co, 0) = 0 for some lo, then 
FSE(SO, 0) = -Q(loT Y,) { div Xo(L yo) TE(50y 0) 
+s T(50,O) Wp, q)(y(t)) dt 0 
+s T(Co’oJ~div Xo(&(5o, yo))16=odt}. 0 
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(iii) In particular, if X, is Hamiltonian so that div X0 5 0, then 
F,(<, 0) = J”Tct*o) U’q - QpNdt)) dt = - Jo Wp, q)(x, Y) dx 4s 
where s2 is the region enclosed by the curve r, and, tf Fe(& 0) E 0, then 
Fc;,(<,, 0) = -Q(50, yo) JoT”o7o’ div(p, q)(r(t)) dt. 
(iv) V FE(tol 0) =O and F,,(<,, O)#O, then there is a continuous 
family r, of periodic trajectories with r,= r which are hyperbolic limit 
cycles for sufficiently small E # 0. Zf EF~,([~, O)/Q(to, 0) < 0, r, is attracting 
while if.eFtE(;E(rO, )/Q(co, 0) > 0, r, is repelling. 
Remark. In practice a reasonable approach to the application of the 
theorem is to calculate r’,(& 0) using the integral representation of the 
theorem. Then, if the integral can be evaluated, one can find the points 
where continuous curves of limit cycles emerge by finding the simple roots 
of the equation F,(& 0) = 0. This is usually more fruitful than computing 
the mixed partial derivative using the representation given in the theorem. 
We turn now to the precise formulation of the main result in this paper. 
First, c?~ will denote the system 
i = nx, Y I+ q(x, Y? E), j = Qk Y) + EPh y, E), 
where 6” is a quadratic system with an isochronous center at the origin, 
and ~9~ is a quadratic system whose coefficients depend analytically on E in 
some neighborhood N, of E = 0. After a linear change of coordinates and a 
constant resealing of time the isochrone go can be written in the Sibirsky 
form, 
x= -y+(cr-c)x*+(fl+2a-b)xy+(c-d)y’, 
y=x+(a+b)x2+(a+2c+d)xy+(P-a)y*, 
where the isochronous centers can be completely characterized [22, 
p. 134-J. 
THEOREM 2.4. A quadratic system in Sibirsky form has an isochronous 
center at the origin tf and only tf at least one of the following conditions is 
satisfied: 
yo4po: a=b=c=d=N=jj=O, 
q4pl: a=c=a-d=B+b=O, 
Y;: a=b=c=d=O, 
505/91/2-7 
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9”: 3u-7d=3/?+7b=a3+ac2+b3-3bd2=c3+a2c+ 
3b2d - d3 = 0, 
Y4: a - 13d = /I + 13b = a3 + ac2 - 27b3 + 81bd2 = c3 + a2c - 
81b2d + 27d3 = 0. 
One can easily show that when a nonlinear isochronous system $ is 
transformed to Sibirsky form, it will belong to precisely one of the classes 
Y;, Y;, Y;, Yd. We can now state the main theorem to be proved in this 
paper. The results in Sections 3 and 4 taken together prove this theorem. 
THEOREM 2.5. If the quadratic system &, has an isochronous center at the 
origin with period annulus ~4, then the number of periodic trajectories in the 
period annulus d at which a continuous family of limit cycles emerges in the 
system C$ is at most three in case $ is in class .T$, at most one in case $ 
is in class Y; , and at most two in case C& is in one of the classes Yz, Y;, or 
Y4. Moreover, for any isochrone $ in one of these classes there are perturba- 
tions ~5~ such that the indicated maximum number of continuous families of 
limit cycles can be made to emerge from a corresponding number of 
arbitrarily prescribed periodic trajectories within the period annulus cc9 of the 
isochronous center. 
3. FIRST ORDER BIFURCATION FROM QUADRATIC ISOCHRONES 
It is convenient, in order to treat the first order bifurcation problem, to 
transform the isochronous system $ into Loud normal form [17, 51. We 
note that there is a rotation, which does not depend on E, which transforms 
the isochrone & into the Loud normal form, 
f= -y+Bxy, y=x+Dx2+Fy2, 
by a linear change of coordinates. Here, if B= 0, the system is not 
isochronous unless it is linear, i.e., in the class YO. If B# 0, then the class 
of the isochrone is dependent only on the the ratios (D/B, F/B). In fact, it 
is in class Y; if the ratios are (-i, $), class Y; if the ratios are (0, I), class 
9, if the ratios are (0, $), and class 9, if the ratios are (- $,2). Since we 
will consider only the first order perturbations in this section, we let 
P(x, y) = alOx + sol y + a20x2 + allxy + ao2 Y*, 
4x7 ~)=b,ox+bo,~+b,ox~+b,~xy+bo2~~, 
and we assume that $ is already in Loud normal form with B, D, F chosen 
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so that the corresponding Loud system is isochronous and the perturbed 
system of differential equations C$ has the form 
i= -y+Bxy+Ep(x, y), j = x + Dx2 + Fy2 + Eq(x, y). 
This normal form for J$ will be denoted by YE,,. The problem is to 
determine the number and position of the local families of limit cycles 
which emerge from periodic trajectories of YE as the small parameter E 
changes to nonzero values. 
In order to apply the results of the previous section, we observe that, for 
small E, an interval of the positive x-axis with left end point at the origin 
will be a Poincare section C for the flow of the perturbed differential 
equation. As usual, we let 5 denote the distance coordinate along the 
positive x-axis and we have the normalized displacement function F(& E) 
defined and analytic on an open neighborhood of Z x (0). There will be a 
family r, of limit cycles emerging from the periodic trajectory of the 
isochrone through the point lo # 0 if this point is a simple zero of 
F,(<, 0) = ~O~“‘oi (Pq - Qp)Mt)) exp -fi div X,W)) ds) 4 
where X0 = (P, Q) is the vector field corresponding to an isochronous Loud 
system. In these cases the zeros of Fs are computable because the 
divergence term in the integral can be evaluated explicitly. In fact, if B # 0, 
the line given by x = l/B is X,-invariant. Since this line is not crossed by 
any periodic trajectory, on the region containing the period annulus we 
have 
divX,=(B+2F)y= -(B+2F)& 
B+2F d 
=Bzln(l -Bx). 
Thus, if x(0) = r, then 
div X,(y(s) ds)) =(s)“‘““. 
Of course, for the linear Loud system the divergence vanishes. 
3.1. The Linear Isochrone 
For the linear isochrone the positive x-axis is a Poincare section and the 
integral curve of the linear system through (5,O) is given by 
x = 5 cos t, y = 5 sin t 
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with the period T(& 0) = 27c for all 5. Thus, in this case, 
FC’,(5? 0)= -5 Jbi^ 4tr cos t, 5 sin t) sin t + ~(5 cos t, r sin t) cos t dt 
= -7c52(qo + bo1). 
Since the only zero of F,(& 0) occurs when 5 = 0, it follows that, to first 
order, limit cycles cannot emerge from periodic trajectories of the linear 
system. 
3.2. The Zsochrone (- 4, i) 
For the isochrone corresponding to (D/B, F/B) = (-i, i) there is a 
linear change of coordinates to the system 
i= -y+xy, j = x - x2/2 + y*/2. 
We note that the phase portrait of this system, see Fig. 1, has two centers 
with the first located at the origin and the second at the point (2,O). Also, 
the separatrix separating the period annuli surrounding these centers is an 
invariant line given by the equation x = 1. Here we will consider bifurcation 
from the period annulus surrounding the origin; simultaneous bifurcations 
in both of the period annuli will be treated in Section 3.6. Detine 
a :=a,,+a*f)+a,,, 
fi := 2(a,, + b,,). 
We have the following theorem. 
THEOREM 3.1. Let a2 + fi’ # 0, and let r be one of the periodic trajectories 
in the period annulus at the origin of the isochrone 
i= -y+xy, j = x - x2/2 + y*/2. 
FIG. 1. Phase portrait of the isochrone (-4, f). 
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A continuous family of limit cycles emerges from r in the direction of the 
quadratic perturbation (p, q) if and only if the coefficients of (p, q) satisfy 
@I < 0. Moreover, when this condition is met, the continuous family of limit 
cycles emerges at the positive root of the quadratic equation, 
For fixed (p, q) at most one such family of limit cycles emerges. 
Proof For the isochrone in the statement of the theorem one can check 
that the period annulus at the origin is bounded by the line given by x = 1. 
The integral curve through the point (5, 0), with 0 < l< 1, is given by 
(255*)COSt+5* 
x= (25-52) cost+2-25+r* 
(2r - 5 ‘) sin t 
y=(25-52) cos t+2-25+12’ 
These solutions are easily obtained by complexifying the isochronous 
system using the substitution z = x+ iy. We note that the function F is 
analytic in both of its arguments and in all of the parameters of the 
perturbation (p, q), and that F, has the integral representation 
(1 -e)2J-o 2”Y(x-1)q(x,Y)-(x-1x2+fY2)P(xTY)dt (1 -x)’ 
Since the integrand is a rational function of sin t and cos t, it can be 
evaluated using the residue calculus after making the substitution z = e”. 
After some simplification one finds that the denominator of the integrand 
is now 
The poles inside the unit disk are at the origin and at z = t/(4 - 2). Both 
of these poles are of order two on an open dense subset of the lo-dimensional 
parameter space given by the coefficients (a, b) of the perturbation (p, q). 
For (a, b) in this open dense subset we compute 
Since, F is analytic, the same formula will hold on the full (a, b) parameter 
space. Thus, the continuous families of limit cycles which emerge from the 
period annulus at the origin of the unperturbed system are the roots of a 
quadratic of the form 
g(5) := at2 - B5 + P. 
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If /I= 0, then for this polynomial the only root is at the origin. If /I #O 
there is a root in 0 < C < 1 exactly when afi < 0. To see this just note that 
if 5 is a root in this interval we have 
@I 5-l<o 
B=-F . 
But, g(0) = /l and g( 1) = a, so that there is at least one real root in (0, 1). 
However, U/I < 0 implies the roots must be of opposite signs, and thus there 
is exactly one root of the quadratic in the interval (0, l), and it must be 
simple. 1 
3.3. The Isochrone (0, 1) 
In this case we consider the system 
2= -y+xy, p=x+ y2. 
The phase portrait of this system, see Fig. 2, has just one period annulus 
which is located at the origin. The line given by the equation x = 1 is 
invariant, but here the outer boundary of the period annulus is given by 
the invariant parabola with equation y2 + 2x - 1 = 0. The periodic solution 
-e _I___ 
y* = 1 - 23 4 
I 
2 I 
i 
FIG. 2. Phase portrait of the isochrone (0, 1) 
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through the point (<, 0) for 0 < 5 < i is easily obtained 
polar coordinates. We find 
4 cos t 5 sin t . . . . ~ 
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after changing to 
X=tcost+l-<’ Y=5cost+1-5’ 
The integral representation of F,(t, 0) is 
(1 _ 5)3 c”Y(J- 1) dx, i?l’4;3+ Y’) Pk Y) & 
To evaluate the integral we again convert to a contour integral over the 
unit circle in the complex plane by using the substitution z = e”. In order 
to simplify the notation it is convenient to first transform 5 H w := 
J1-25. This transformation maps the open interval (0, 4) onto (0, 1). 
After some simplification the denominator of the integrand of 
F,(( 1 - w*)/2,0) can be put into the form 
32z3((w+l)z-(w-l))((w-l)z-(w+l)). 
When 0 < w < 1 there are only two poles in the interior of the unit disk, 
and no poles on its boundary. One pole is at the origin and the other is 
at (w - 1 )/( w + 1). These poles have orders 3 and 1, respectively, on an 
open dense subset of the (a, b) parameter space. From the residue calculus 
and the analyticity of F, we find that 
F,((l- w*)/2,0)= -5 (w- 1)2 (aw4+/Iw3 +yw* +/?w +a), 
where 
a=a,,+a,,+a,,--b,,+6,, 
B = 2(a 02-~20+~lo+~ll+~ol) 
)'= -2(3U,,-a,,-U,,+b,,-b,,). 
Because of th.e special form of the quartic factor of F,( (1 - w2)/2, 0) we can 
analyze its zeros completely. For this we have the following lemma 
LEMMA 3.2. Zf a, /I, y E R, then the polynomial 
f(w)=aw4+/?W3+yW*+pw+u 
has at most two real roots in the interval (0, 1) counting multiplicities, If 
0 < r < s < 1, then there exist u, /?, y E R such that r and s are simple roots of 
the corresponding polynomial J 
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ProoJ If c1= 0, the first statement of the lemma is obvious. If a # 0 and 
w is a nonzero root of f; then so is l/w. This implies f has at most two 
roots in the open unit interval counting multiplicities. If 0 < r -C s < 1, then 
f(w)=(w-r)(w-i)(w-s)(w-i) 
is a polynomial of the required form which has both r and s as simple 
roots. 1 
The next theorem is now an immediate consequence of the preceding 
lemma and the Global Bifurcation Lemma in Section 2. 
THEOREM 3.3. Let u2+b2 + y2 #O. At most two continuous families of 
limit cycles emerge from periodic trajectories of the isochrone 
i= -y+xy, j=x+ y2 
in the direction of the perturbation (p, q). For any two distinct periodic 
trajectories there is a choice of the perturbation so a continuous family of 
limit cycles emerges imultaneously from each of them. 
3.4. The Zsochrone (0, i) 
In this case we consider the system 
ii-= -y+xy, p = x + y74. 
The phase portrait of the system, see Fig. 3, has just one period annulus, 
which is located at the origin, and the outer boundary of the period 
annulus is the invariant line with equation x = 1. The periodic solution 
through the point (5, 0) for 0 < 5 -C 1 is obtained after the change of 
coordinates 
u= l-(1 -x)“4, u = y( 1 - x)“4/4, 
which transform the system to the Hamiltonian form 
li = u, d = [ (1 - u) - (1 - u)3’4]/4. 
This Hamiltonian system can be integrated explicitly. After reverting to the 
original coordinates we find the solution through (5,O) to be 
x=l- 4(1-t;) 
25 sin t 
(5: cos t + 2 - o2 y=5cost+2-5. 
LIMIT CYCLE BIFURCATIONS 
The integral representation of F,([, 0) is 
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(1 - 0312 s, 2n Y(X - 1) 4(x, Y)- (x + i Y’) Pk v) & (1 - x)3/2 
To evaluate this integral we again convert it to a contour integral over the 
unit circle in the complex plane using the substitution z = 8. It is useful to 
make the substitution w := a before evaluating this contour integral 
representation of F,(& 0). After making this substitution and simplifying 
the result we find that the denominator of the integrand of F,(t, 0) = 
F,(l -w2, 0) is 
Since 0 < w < 1, there are two poles in the interior of the unit disk, and no 
singularities on its boundary. The two poles are again at z=O and 
z = (w - 1 )/( w + 1). On an open dense subset of the (a, b) parameter space 
-3’ 
FIG. 3. Phase portrait of the isochrone (0, 4). 
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the pole at z = 0 is of order three, while the pole at z = (w - 1 )/( w + 1) is 
of order four. From the residue calculus and the analyticity of Fe we find 
that 
where 
c1= 4Uo2 + 3a,, + 3U,, 
/?=2(4a,,+2a2,+3u,,-2b,,) 
y= -2(12u,,+7u2,+u,,-46,,-8b,,). 
The quartic factor of F,( 1 - w2, 0) has exactly the same form as in the case 
of the isochrone (0, 1). Thus, we have the analogous theorem. 
THEOREM 3.4. Let cr2+b2 + y2 #O. At most two continuous families of 
limit cycles emerge from the periodic trajectories of the isochrone 
i= -y+xy, j = x + y2/4 
in the direction of the perturbation (p, q). For any two distinct periodic 
trajectories there is a choice of the perturbation so that a continuous family 
of limit cycles emerges simultaneously from each of them. 
3.5. The Zsochrone (-4,2) 
In this case we consider the system 
i= -y+xy, j=x-x2/2+2yz. 
The phase portrait, see Fig. 4, has two centers with one located at the 
origin and the other at the point (2,O). It can be shown that the outer 
boundary of each period annulus is a branch of the invariant hyperbola 
with equation 
y2/2-(2x2-4x+ 1)/8=0 
which passes through the points (1 f a/2,0). As in Section 3.2 we will 
consider the bifurcations in the period annulus at the origin here and 
simultaneous bifurcations from both period annuli in Section 3.6. Thus, we 
restrict to the case 0 < 5 < 1 - ,/?/2 where we are able to obtain the periodic 
solution through the point (<, 0) after the change of coordinates 
u=(l-x)-2-1, v=2y(l -x)-2 
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1) 
-_ 
FIG. 4. Phase portrait of the isochrone (- f, 2). 
which transforms the differential equations to the linear system 
li= -v, ti = u. 
Here it is convenient to define p = p(t) := (1 - [)-” - 1. We note that 
under our assumptions 0 < p < 1. After reverting to the original space 
coordinates we find the solution through (p, 0) to be 
x=1-J$--a 
p sin t 
y=2(1 +pcos t)’ 
Now, define the polynomial f := Pq - Qp. Then, the bifurcation function 
G(P) := (I+ P)“’ F,(~(P), 01, where &I) = 1 - l/fi, 
has the integral representation 
Since 
x@+n)= 1-p+, y(s+nr)= -2(1py)yss)’ 
this representation can be simplified by the observation that the integrals 
of the odd terms in the last integrand all vanish. In fact, x(s + n) is even 
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and y(s + rc) is odd. Thus, the only terms off which do not integrate to 
zero are given by 
fdx, Y) := y(x - 1 )(hJ, Y + b,,xy) - (x - ix’ + 2y2)(a,ox + a20x2 + a,, y’) 
and we have 
C(P)=~~ (1-p cos s)“~ fo(x(s + TC), y(s + 7~)) ds. 
-II 
This integral is elliptic. Using the notation of Byrd and Friedman [4], we 
will express the integral in terms of complete elliptic integrals of the first, 
second, and third kinds: 
Since the reduction involves some choices in order to obtain the precise 
form that we need, we give some of the significant steps in the calculation. 
First, taking into account that fact that the remaining integrand is even, we 
find 
W=j)l -P cos s)5’2 fJx(s + TT), y(s + n)) ds 
.- .- j-; ~(p cos s) ds + j-^ w(p ‘OS ‘) 
oJ1-pcoss 
ds, 
where B is a quadratic polynomial and W is a rational function. The first 
integral is elementary. In fact, 
s 
n 
0 
P(PCOSS) ds=$p2(4a,,+8a,-6,,-b,,). 
The second integral is elliptic. It can be written as a linear combination of 
complete elliptic integrals of the first and second kinds by using standard 
reduction methods. Here one uses the half-angle substitution cos s= 
2 cos2(s/2) - 1 followed by the change of variable r = cos(s/2) to obtain 
4:=j 
= W(p cos s) 
0 Jr-,,,dS=& s 
9w2~2 - 1 )I 
01J(l-2p(l+p)-lri)o-r2)d~. 
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Because of the form of the radicand appearing in the integral, we define the 
modulus of the complete elliptic integrals to be 
and we define V to be the radical 
v := J( 1 - t2)( 1 - /W). 
The denominator of the rational function W(p(2r2 - 1)) is, up to a constant 
multiple, just 1 - k2r2, and after an application of the division algorithm, 
this rational function can be expressed in the form 
2( 1 - k2)* uo2 
- (2-k2)3 (1 -k2T’)+‘(k2, T2), 
where 9 is quadratic in 22, Using the decomposition of 93 we write 
Y=Y1 +Y2, 
where 
and the complementary term 9, is given by 
9 = -Lhl-k2)2~02 1 (2 - k2)5/2 LT(k2, k). 
Using the identity 111.06 of Byrd and Friedman [4], 
Z7(k2, k) = E(k)/( 1 - k2), 
we get 
9 = -2&U-k2h 
I (2 _ k2)5/2 E(k)’ 
The reduction formulas 
s : ; dz = [K(k) - E(k)]/k’, 
s : ; dT = C(k2 + 2) K(k) - 2(k2 + 1) E(k)]/(3k4) 
505/91/Z-8 
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can be used in a straightforward way to express Y2 in terms of the complete 
elliptic integrals E and K. After these simple calculations have been done, 
the expressions for Y1 and Y2 can be combined to get 
k4 
(2 - k2)2 E(k) 1 
2 8 4 2 
3~lo+5~20+j~02-3 -b,, 
2 
;b,,-~ao2-~a~o--a,o 
3 > 1 & K(k). 
In order to express the final result, it is convenient to define 
B(k) := (2 ;:z)2 W(k)) = k4 >J&5 J’,(W), 01, 
where 
p=p(,+k2 2-JLZF 
2-k2’ t=W)= 2 7 
and k=k(<)=Jm. 
Now we use our expression for the integral of 9 along with our result for 
9 and make the linear substitutions 
a10 = a5 
1 1 
a20 = --ci2+-a,-Lx5 2 2 
a 02 = 014 
b,, =;cc, -2~,-~ct,-a, 
71 
to obtain 
g’(k) = ~1, g,(k) + ~2 g,(k) + ~3, 
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where 
[2(1-k2)K(k)-(2-k2)E(k)], gJk)=a= 
Jc2’ 
and 
2 
cc1=3(u,,+4u~,+2a,,-b,,) 
Lx2 = -24, + a()2 - 24, 
“3=~(4~,,+8~2,-b,,-b,,). 
Next we prove a lemma and a corollary which will facilitate the proof of 
the bifurcation theorem which follows. 
LEMMA 3.5 (Monotonicity). Let f be a real analytic function defined on 
the interval [a, 6) with the property that there is an E > 0 such that 
f(x) f ‘(x) > 0 for a < x < a + E. In addition let p, q, and r be real analytic 
functions defined on (a, b) satisfying p(x) r(x) > 0 on (a, 6). If f satisfies the 
differential equation 
p(x)f”(x)=q(x)f’(x)+r(x)f(x) 
on the open interval (a, b), then f is strictly monotone on the interval [a, 6). 
Zf f(x) > 0 and p(x) r(x) < 0 on (a, b), and if there is an E >O such that 
f’(x) < 0 on (a, a + E), then f(x) is strictly decreasing on [a, b). 
Prooj We take the case where both f(x) and f’(x) are positive on 
(a, a + E). We note that since f satisfies the differential equation, and 
r(x)/q(x) > 0 on (a, b), it follows that any critical point 5 E (a, b) with 
f(c)>0 must be a proper local minimum for the function J However, 
under the stated assumptions f(x) is initially increasing (strictly), and so 
can fail to be increasing on the entire interval only if there is a stationary 
point a < 5 <b where f has a positive relative maximum. This is a contra- 
diction. If f and f’ are both locally negative at a, then we apply the same 
proof as above to the functions -f and -f’. The proof of the last 
assertion of the lemma is similar. 1 
This simple lemma is often useful in obtaining inequalities involving the 
complete elliptic functions E and K. We will use the Monotonicity Lemma 
to prove the next corollary, which involves functions of the form 
f(k) = PI(k) E(k) + Ak) K(k). 
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Since 
1 3 K’(k) = E(k)-(l-k)2 K(k) 1 k(l-k*) ’ 
the first step, finding a linear homogeneous econd order differential equation 
which f satisfies, is easy. 
COROLLARY 3.6 (Monotonicity). Define the functions 
d,(k) := &)I$ = E(k)/~-, 
q&(k) := 2E(k) - (2 - k2) K(k), 
&(k) := w(k)(2 - k2) K(k) - (2w(k) + k4) E(k), 
where 
w(k) := (1 - k*)(8 - 5k2)(8 - 3k2). 
Then 
(i) The function $I is positive and strictly decreasing on [0, 11. 
(ii) The functions 42 and qS3, are negative and strictly decreasing on 
the open interval (0, 1). 
ProoJ: We calculate 
4,(k) =n: 
Lb 
[ 1 - k4/64] + O(k6), 
and then verify 
4;‘(k)= -k(2+) I 2-3k2 m.(k)-(,-k2~~-k2),m,(k). 
Clearly b,(k) > 0 on [0, l] so (i) follows from the Monotonicity Lemma. 
For the function & we have 
h(k)= -;[ k4+$k6 +C’(k’) ] 
and 
h’(k)= -k(l -k2) 2 k2-33) ~‘(k)+&b(k), 
and so the statement concerning #2 in part (ii) of this Corollary follows 
from the Monotonicity Lemma. 
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The statement concerning the function q43 is more difficult to prove. First 
we determine that 
d,(k)= -&k12-&k14+O(k16). 
Then we find that d3 satisfies 
h’(k) = 0) d;(k) + r(k) h(k), 
where 
q(k) .= [225k8(2 - k2)2 - s2(7k2 - 6) b(k, s)] 
k(2 - k2) s2b(k, s) 
and 
r(k) := Q(k) W, s)+ R(k) 
s2( 1 - k2)(2 - k2)2 b(k, s)’ 
with s := w(k) and 
b(k, s) := 15k4 - 128k2 + 128 - 16s =: b,(k) - 163, 
Q(k) := -T k’O + y k8 -F k6 + 7276k4 - 4928k2 + 1280, 
R(k) := -$ k8(65k6 - 332k4 + 572k2 - 320). 
The statement in part (ii) concerning q& will follow from the Monotonicity 
Lemma if we can show r(k) > 0 for 0 <k < 1. It is easy to verify that R(k) > 0 
and b(k, s) = b(k, w(k)) > 0 for 0 <k < 1. We will show that 
Since 
H(k) := Q(k) b(k, w(k)) + R(k) > 0 for O<k<l. 
H(k) = 5625k’ - 11250k” + O(k12), 
it suffices to show that H(k) # 0 on (0, 1). Since R(k) > 0 on (0, l), it 
follows that any zero of H on (0, 1) cannot be a zero of Q. Thus any zero 
of H must satisfy 
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with 0 c k < 1. We will use the following abbreviations F, := b, Q + R and 
Fz := Ff - (16Qs)‘, and note that 
F,(k) = -4( 1 - k*)(8 - 5k2) 
x [225k” - 2520k’ + 10362k6 - 19384k4 + 16512k* - 51201, 
and 
F*(k) = -1125k*( 1 - k*)(8 - 5k2)(2 -k*) L(k), 
where 
L(k) := -3600k14 + 43785k’* - 223134k” + 617228k* - 999944k6 
+ 946880k4 - 483840k* + 102400. 
One can use Sturm sequences to show that Q, I;,, and F2 each have 
precisely one root on (0, 1). Using this information one determines that the 
single root k, of F2 in (0, 1) lies in the interval J := (g, $). Similarly, one 
shows that Q(k) ~0 on I, := [g, 11, whereas F,(k) > 0 on the interval 
Z2 := [0, $J. Since JC I, n I,, it follows that the quotient 
F,(ko) <o 
16QWo) ’ 
and so it cannot be equal to w(k,)>O. 1 
The bifurcation theorem for this section can now be proved. 
THEOREM 3.7. Zf u: + CC: + IX: # 0, then at most two continuous families of 
limit cycles emerge from periodic trajectories in the period annulus surrounding 
the origin of the isochrone 
i= -y+xy, j=x-x*/2+2y*. 
For any two distinct periodic trajectories in the period annulus at the origin 
there is a choice of the perturbation so that a continuous family of limit 
cycles emerges simultaneously from each of them. 
Proof: Recalling the relationships between k and 5 
and the relationship between W(k) and F,(t(k), 0), it suffices for us to 
study B?(k) on (0,l) rather than the function F,(t, 0). We will show the 
following : 
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(i) Given 0 <r < s < 1 there are constants c1i, ct2, and a3 (not all 
zero) such that 
%3(r) = a?(s) = 0. 
(ii) Given constants tli, CQ, a3 with I$ + E: + ai #O, there cannot 
exist r, s, and f with 0 < r <s < t < 1 such that 
sqr) = g(s) = LB(t) = 0. 
(iii) When a(k) has two distinct zeros in (0, l), with a: + a: + ai # 0, 
then these zeros are simple. 
(iv) When 98(k) has exactly one zero on (0, l), with a: + ai + a: # 0, 
then its multiplicity is at most two. 
The theorem follows directly from these statements and the Global Bifurca- 
tion Lemma in Section 2. The statements (i)-(iv) will now be proved in the 
order listed. 
IfrandsarechosenwithO<r<s<l,thenwetakea,= -1andwecan 
find unique numbers a2 and a3 which solve the two linear equations 
LB(r) = L%(s) = 0. 
In fact the determinant d(r, s) of the coefficient matrix is just 
&, 3) = g2(r) - g2(s) > 0, 
since we proved in part (i) of the Monotonicity Corollary that g, is strictly 
decreasing on (0, 1). Moreover, since d(r, s) # 0, there is no loss in 
generality when we choose a, = -1 because the system of linear equations 
is homogeneous (in the three variables a,, a*, a3). When we take a1 = -1, 
we find 
a2 =gl(r) - glb) 
g2(r) - g*(s)’ 
aj = -g2(r) g2(s)Cgl(r)/g2(r) - gIbYg2(s)l 
g*(r) - g*(s) 
To prove (ii) and (iii), note that for each choice of (a,, a2, a3) the.equation 
g(k) = 0 defines a line in the (g,, g,)-plane. Thus, both (ii) and (iii) follow 
provided the curve given by kw (g,(k), g,(k)) is strictly convex, or, 
equivalently, the curve has nonvanishing curvature. To show this we prove 
that the function kH Y(k) defined by 
y(k) -g;(k) _ (2 - k2)CW -k2) E(k) - (4 - 3k2)(4 - k2) K(k)] 
g;(k) k44,(k) 
3 
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where d2 is defined in the Monotonicity Corollary, is strictly increasing on 
the open interval (0, 1). A calculation shows that 
Y’(k) = 4V(k) 
k’( 1 - k*)(2 - k2)3 g;(k)*’ 
where 
with 
V(k) := a(k) E(k)* + b(k) E(k) K(k) + c(k) K(k)*, 
a(k) := (2 - k2)(k4 + 64k2 - 64), 
b(k) := 4(1- k*)(8 - 3k2)(8 - 5k2), 
c(k) := -(2-k*) b(k)/4. 
For k fixed in the interval (0, 1) we consider the quadratic 
Q := a(k) + b(k)x + c(k)x2, 
and we show that Q > 0 when x = K(k)/,?(k), and this will prove that Y(k) 
is strictly increasing. Since c(k) < 0, the quadratic Q has a maximum at 
x,,,(k)= -g=& 
and this maximum value is Q,,,(k), where 
O<Q,,.(k)=&< 1. 
The quadratic Q has two distinct roots x,(k) < x,(k), where 
x,(k) := 
2w(k) - k4 
x2(k) := 
2w(k) + k4 
w(k)(2 - k*)’ w(k)(2 - k*)’ 
and 
w(k) := ,/( 1 - k*)(8 - 5k2)(8 - 3k2). 
Now Q > 0 except when x <x,(k) or when x 2 x2(k). However, 
x,(k) <x,,,(k) = 2/P - k2) 
and the property of the function I$* proved in the Monotonicity Corollary 
shows that if 0 < k < 1, then x = K(k)/E(k) > 2/(2 - k2). On the other hand, 
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the inequality proved for the function & in the same corollary shows that 
x = K(k)/E(k) < x*(k). Thus Y is a strictly increasing function. 
Finally, if 0 < r < 1 is a root of Ct?(k) of multiplicity greater than two, 
then 
93(r) = .!w(r) = W(r) = 0. 
Since CC: + U: + U: #O, and g;(r) #O, it follows that a, #O. Solving 
B’(r) = 0 for ~1~ and substituting this result into the equation g”(r) = 0 we 
find that 
gXr) gXr) - g;(r) d(r) = gi(r) g;(r) 
g;(r) (3 g;(r) 
’ = o 
which contradicts the fact that Y is strictly increasing on (0, 1). i 
The next lemma and its corollary will be useful in the next section (3.6). 
LEMMA 3.8. If 0 <k < 1, then g;(k) - g;(k) < 0, g2(k) - g,(k) > 0, and 
g,(k) < 0. 
Proof: We note that 
2Jz g’, WI - g;(k) = k5(2 _ k2)3/2 M(k), 
where 
M(k) := (4 - k2)(4 - 3k2) E(k) - (2 - k2)(8 - 8k2 + k4) K(k) 
= -&k”-&k10+O(k12). 
Since 
9k6 - 18k4 + 14k2 - 7 M, + 
IW”= -k(l-k2)(1-k2+k4) 
25k4- 17k2 + 15 
(1 -k2)(1 -k2+k4)M7 
it follows from the Monotonicity Lemma that M is negative and strictly 
decreasing on (0, l), and thus g; - g; is negative on this interval. 
Similarly we have 
g,(k) - g,(k) = 2Jz S(k) 
k4,/mi ’ 
where 
S(k) := (k4 - 2k2 + 2) E(k) - (I- k2)(2 - k2) K(k) 
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and since 
S"=7 k4-5k2+3 35 - 49k2 + 15k4 
k( 7 - 7k2 + k4) S’+(1-k2)(7-7k2+k4)s’ 
the Monotonicity Lemma implies that S is positive on (0, 1). Hence 
g, - g, is positive on (0, 1). 
To show g,(k) < 0, use the fact that g;(k) - g;(k) < 0 together with the 
Monotonicity Corollary (i), which states g;(k) < 0, to conclude g;(k) < 0. 
Since 
lim g,(k) = -g, 
k+O+ 
the result follows. 1 
COROLLARY 3.9. Zf a, = -1 and there are real numbers r and s satisfying 
a(r) = a(s) = 0, with O<r<s< 1, 
then a3 < 0, and 
Proof According to the proof of the preceding theorem, 
for some 5 between r and s. One can show that Y has a removable singularity 
at k=O, and 
and thus 
Y(k) = ; + &k” + O(k6), 
lim Y(k) = g. 
k-0 
Moreover, a simple calculation shows that 
lim Y(k) = 3. 
k-+- 
Since Y is strictly increasing, the inequalities on a2 follow. Moreover, we 
now have a2 > 0, g2(r) > 0, and, by the last lemma, gl(r) < 0. Thus, 
a3=glW-a2g2(r)<0. I 
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3.6. Twin Isochronous Centers 
In case our quadratic system has two centers it is natural to ask for 
the number of limit cycles which appear about each of the centers for the 
perturbed vector field. Here it is customary to refer to the resulting 
configuration of limit cycles as (n, m), if n limit cycles surround the first 
center while m limit cycles surround the second. We will describe the 
possible configurations of limit cycles which arise in the case of twin 
isochronous centers, i.e., in the cases (D, J’) = ( -4,;) and (D, F) = ( -f,2). 
For both of these cases the origin and the point with coordinates (2,O) are 
centers. 
We define 
P(x, y) := -y + xy, Q(x, y, F) := x -x2/2 + Fy*, 
and note that the corresponding system of differential equations 
f = P(x, Y), I; = Q(x, Y, F) 
is isochronous if F = f or F = 2. For these two systems we consider first 
order perturbation terms of the form 
I+, Y) = %o + alox + a,, y + a20x2 + a11xy + a,, Y2, 
4(x, y) = &I + b,ox + bo, y + b,,x2 + b,,xy + &I, y*. 
The stationary points of the perturbed system Y(.s, F), 
#-t =fk Y) + ~P(X, y) + O(E2), Y = Qk Y, 0 + w(x, Y) + Ob2), 
are analytic functions of the parameter E. For the center at the origin it 
follows easily that the coordinates of the perturbed center are given by 
X0(&) = -boo” + 0(&2), YO(&) = a()()& +O(E2). 
In order to reduce this bifurcation problem to the one previously considered, 
we simply apply the change of coordinates which moves this perturbed 
center to the origin, 
u = x - X0(&), u= y-YO(E). 
In these coordinates we have system Y;(E, F): 
zi = -v + uu + E[(UfyJ + UlO)U + (uol- b,)u 
+u20u2+u,,uu+ao2u2]+O(&2), 
ti = u - u2/2 + Fu2 + E[(&, + b,,)u + (b,, + 2Fu,)u 
+ b,,U* + b,,uu + bo2u2] + 0(&Z). 
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For the center with coordinates (2,O) we start with the same bifurcation 
problem as above. In order to use the results we have developed, we again 
transform the coordinates o this center resides at the origin. To accomplish 
this we first move the unperturbed center to the origin by the transformation 
w=2-x, z= -y, 
followed by a time reversal, z = -r, to obtain 
tiJ = -z + wz + &P(2 - w, -z), i=w-;w*+Fz*+&q(2-w, -z). 
Then, just as before, there is a center at the origin of the unperturbed 
system which is identical to the center of the original system at the origin, 
only now the perturbation terms are 
P(2-w, -Z)=U,+2U,,+%,-(U,,+dU,,)W-(a,, +2U,,)Z 
+ a*()w* + a,, wz + u()*z*, 
d2-'% -Z)=b,,+2b,,+46,,-(b,,+4620)w-(b,, +26,,)Z 
+b2,W2+bllwz+bo2z2. 
In these coordinates the perturbation of the center at the origin has 
coordinates 
WO(&) = -(b, + 2b,, + 4bzo)& + 0(&Z), 
z”(s)=(U,+2U,,+ dU,,)E+ O(E*), 
and so, after the coordinate transformation 
u = w - WO(&), u = z - ZO(&), 
we obtain the system Yfi(c, 8’): 
ti = -u + uu + &[(Uw + alo) - (uo, + 2u,, + b, + 26,, + 4b,,)u 
+U~o142+U~~UU+Uo202]+ @E*), 
d = u - u2/2 + Fv2 + E[(&,,, + b,,)u + (~Fu,,, + ~Fu,~ + 8Fu,,- b,, - 2b,,)u 
+b2,U2+b~,uu+b0*u*]+O(&*). 
If we use Theorem 3.1 on system Yf(s, i), then we see that the condition 
for the emergence of a continuous family of limit cycles from the center 
(0, 0) is 
(%I + a10 + a20 + %,W% + a10 + bo, I< 0, 
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while the corresponding condition at the twin center (0, 2) is 
(%I + a10 + a20 + ~o2wcc! + 3a,, + 4a,o - b,, - 2b,,) < 0. 
Clearly these two conditions can be satisfied simultaneously, and thus if we 
define 
d :=a,,+a,o+a,,+a,,, 
BI := w%a + a10 + bo, 1, 
pII := 2(2u, + 3u,, + 4u,o - b,, - 2b,l), 
we have the following theorem. 
THEOREM 3.10. Let T1 and TIr be periodic trajectories of the isochronous 
system 
i= -y+xy, j = x - x2/2 + y2/2 
in the period unnulus at the origin and at (2,0), respectively. If up1 < 0, and 
c$,, < 0, then a continuous family of limit cycles of the system P’(E, 4) 
emerge from each of the periodic trajectories Tr and r,,. 
We turn now to the system P’(E, 2). We note that the results of Theorem 3.7 
in Section 3.5 are applicable to systems Y;(E, 2) and Y;r(s, 2), and the 
corresponding bifurcation functions will be denoted by 
and 
%;(k) = 4 g,(k) + a: g,(k) + Q”: 
gdk) = 41gl(k) + u:‘g,(k) + a:I, 
respectively. A calculation shows that 
c?=cP= 2 2 -2u 20 +a 02 -2u 10 - 2aoo3 
a:= -a:‘=~(4u1,+8u2,-h,,-b,,). 
Thus we can suppress the superscripts I and II from the coefficients aJ and 
af’ and simply write 
aI = aI g,(k) + a2 g,(k) + a3, 
%1(k) = a1 g,(k) + a2g2(k) - a3. 
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If one of these bifurcation functions (say A?*;) has two zeros, r and s, with 
0 < r < s < 1, then a1 # 0, and so without loss of generality we may take 
a, = -1. It follows from Corollary 3.9 in Section 3.5 that the bifurcation 
function &&i cannot have two zeros on the interval (0, 1). In fact we will 
show that gn does not have a single zero on (0, 1). To this end we consider 
the system of linear equations, 
a2 g2(r) + a3 = g,(r) 
a2 g2(s) +a3 = g,(s) 
a2 g2(t) - a3 = gl(th 
for some point t on (0, 1). From the third equation we have 
a3 = a2 g*(t) - gl(t). 
Since a2 > g> 1 and g, > 0, we have 
a3 > g2(f) - gl(t) 
and thus by Lemma 3.8 of Section 3.5, we have that a3 > 0. On the other 
hand from the first two equations and Corollary 3.9 of Section 3.5 we have 
that a3 < 0. Thus the three equations are inconsistent. We have proved the 
following theorem. 
THEOREM 3.11. If a: + ai + ai # 0, then at most two continuous families 
of limit cycles can emerge from the union of the periodic trajectories in the 
period annuli of the twin centers of the isochrone 
it= -y+xy, Jj=x-x2/2+2yz. 
Moreover, there are perturbations with families of limit cycles which emerge 
in each of the configurations (1, 0), (0, l), (2,0), (1, l), and (0,2). 
4. HIGHER ORDER BIFURCATIONS 
We continue the proof of our main Theorem 2.5 by considering the higher 
order bifurcations. Since any quadratic isochrone can be transformed into the 
Loud normal form by a simple rotation of coordinates, and all four families 
of isochrones have simple parametrizations in this normal form, the Loud 
system is natural for the formulation and study of the first order limit cycle 
bifurcation problem in the previous section. However, the analysis of the 
higher order derivatives of the displacement function can be accomplished 
in a much more direct way by using Bautin’s Theorem [3]. It provides the 
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essential structure of the power series development of the displacement 
function defined near a center of a quadratic system. The setting for this 
result is the Bautin normal form .~8,: 
i = 2,x - y-l,2 + (21, + il,)xy + A, y*, 
j = x + A, y + 1,x* + (24 + &)xy - A, y*. 
We will change to this normal form to complete our bifurcation analysis. 
But, first we make some important observations which connect systems of 
this form with the perturbed systems Ye studied in Section 3. Suppose the 
first order bifurcation analysis of the previous section for a quadratic center 
bifurcation in Loud normal form yields d,(<, 0) = 0 and we wish to continue 
the analysis in Bautin normal form. We must consider the transformation 
to Bautin coordinates and study the resulting bifurcation problem. Recall 
as in Bautin’s paper that any quadratic system, with a center or a focus at 
the origin, can be transformed by a linear change of coordinates into 
Bautin normal form. Here, unlike our preliminary transformations to 
Sibirsky normal form and then to Loud normal form, we must transform 
the s-dependent system ZE into its Bautin normal form. Thus the change of 
coordinates will generally depend on E. If one’ applies Bautin’s transforma- 
tions to the quadratic system YE’,, then it is easily checked that this change 
of coordinates is analytic in the bifurcation parameter E. Thus, in this section 
we consider one parameter bifurcations from a center for a quadratic 
system gACe, where A(a) = (A,(E), . . . . A,(E)) and the Ai are analytic 
functions for (~1 sufficiently small and have power series expansions of the 
form 
Ai( f &&J. 
j=O 
It is notationally convenient to abbreviate c?+?+, by ae and to express the 
differential equations &$ in the form 
I; = Qk Y) + v(X, Y, E), 
where the unperturbed system 5go given by the vector field (P, Q) is 
obtained from the constant terms of the series expansions of the coefficient 
functions Ai. Of course, the unperturbed system is in Bautin normal form. 
When this unperturbed system has a center at the origin, we wish to 
determine the number of limit cycles which appear as local one parameter 
families r, of periodic trajectories uch that To is a periodic trajectory of 
~459~ surrounding the origin. In particular, we wish to determine this number 
when the first order bifurcation function vanishes identically. It is easy to 
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see that the integral representation of the first order bifurcation function for 
the bifurcation problem in Bautin normal form is 
1 
s 
T(S,O) 
=-- 
a43 0) 
(Q - QP)(Y(~)) 
0 
xexp - 
(s 
’ (&ox(s) + &y(s)) ds dt. 
0 > 
It turns out that the higher order bifurcation functions can be determined 
from the first order bifurcation function once the structure of the power 
series development of the displacement function expanded in powers of the 
coordinate 5 along the positive x-axis is known. For the quadratic case this 
structure is provided by Bautin’s theorem [3]. To be more precise, consider 
the return map (t, e)~h({, E) defined for 151 CR, and IsI CR,, where R, 
and R, are positive numbers which are small enough to insure that the 
power series expansion of h(l, s) at the origin is convergent. As before, 
limit cycles correspond to isolated zeros of the displacement function 
d(& E) := h(& E) - 5. The basic result which describes the structure of the 
power series for the displacement function is the following restatement of 
Bautin’s fundamental emma [3]. 
LEMMA 4.1 (Bautin’s lemma). Given /2* = (AT, ,I$, . . . . A,*) there exist 
positive numbers R, and R, such that the displacement function for a quadratic 
system in Bautin normal form 9?A can be written as 
U)tk + - (n)t’ 1+ f PAWZ” 1 v5 [ kc, 1 
1 
+A, f &(n)<k 
k=l 
for /<I <RI and IIA-A*II < RZ, where 
e*n4 - 1 
d,(A) := 7 
1 
and the 6k, k = 2, 3, . . . are analytic functions of A, while the uk, fik, Yk are 
homogeneous polynomials of degree k in the variables A,, . . . . A,, and 
V,(A) = -a &(A, - A,) 
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Remark. Both the sign and the scaling of the third focal value U, are 
incorrect in Bautin’s paper [3]. Several authors have noted the incorrect 
sign, but Farr et al. [ 111 were evidently the first to obtain the formula for 
ii7 which is correct both in sign and scaling. We have also verified the 
formulas given above for the focal values in Bautin’s Lemma. 
The displacement function for the Bautin system ae is simply d(5, A(E)), 
and to keep the notation simple this will be abbreviated by d(& E). Since 
the origin is a center for go, we have d( 5, 0) E 0 and thus for (41 and 1~1 
sufficiently small we have 
k=l 
It is important to note that while the series representation of the displacement 
function is only local, the Global Bifurcation Lemma in Section 2 implies 
that the coefficients 
k= 1, 2, 3, .,., 
are defined and analytic on the full t-domain E corresponding to the 
portion of the x-axis cut by the periodic trajectories urrounding the center 
at the origin of the system go. To apply the global center bifurcation 
analysis to the Bautin system ae we need to determine dk(t) under the 
assumption that dj(<) = 0 for j < k. We will show that this can be done by 
using the local power series expansion given in Bautin’s Lemma. Indeed, 
noting that a,, has a center at the origin if and only if 
AlO = V,(A(O)) = 6,(2(O)) = 77,(/l(O)) = 0, 
we have the power series expansions 
V,(/l(&))’ f lT,,&k, &(A(&))= f 6jkEk, &(A(&)) = f C,,Ek, 
k=l k=l k=l 
as well as 
co cc 
ai(n(E)) = 1 ClikEk, bi(n(E)) = 1 bikEk, 
k=O k=O 
Yi(l(&))= f “?ikEk, 
k=O 
6$-(E))= f 6,Ek. 
k=O 
505/91/Z-9 
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We note that since s,(,I(c)) is explicitly given in Bautin’s Lemma, we can 
compute the result 
61, =27-L 
Also from Bautin’s Lemma and a rearrangement of the series we see that 
for 151 and J&l sufficiently small we have the following local representation 
of the displacement function: 
d((, .z)= f &&’ f 2 dkigk-‘&i 5 
i=l [ i=O k=l 1 
+ f &E’ 1 + f 5 
[ 
qiSkEi t3 
i= 1 i=O k=l 1 m + c U,,&’ 
i=l 
[ 1 + f. k;l fikitk&j <’ 
00 
+ 1 l&E’ 
i=l 
[ 1 + f f Ykil’E’] 5’. 
i=O k=l 
Thus if we pick off the coefficient of E in this expression we have that 
locally 
4(4) = ,
[ 
‘x2 
2n+ f 6,<k-1 5+63, 1+ c akO(k 1 [ c3 k=2 k=l 1 
+~5~[1+k~~~kO~k]~5+~7~[1+k~~~~~k]r’. 
For I <I sufficiently small we define the four functions d,(t), d 3( 0, d,(c), 
and A’(t) by their local power series representations, 
A,(5)=2n+ ‘f dkOlk-‘, 
m 
43(t)= 1 + c ~,t~, 
k=2 k=l 
A,(5)= l+ f ILoCk, AAO= l+ f ydk. 
k=l k=l 
Since 
clkO = crk(A(o)), PkO = Bk(n(o)), YkO = rk(n(o)), BkO = sk(n(o)), 
these functions depend only on the unperturbed system Bo. Next we define 
(locally) the four Bautin functions 
B,(5) := 5 A,(t), B,(t) := t3 43(t), 
B5(5) := 5’ A,(<), B7(5) := 5’ A,(t), 
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and then we have for 141 sufficiently small 
d,(5)=a,,B,(~)+v,,B,(r)+v,,B,(~)+v,,B,(r). 
It is clear that the four Bautin functions are linearly independent on a 
sufficiently small neighbourhood of the origin. Hence if d,(t) - 0, then 
A.,, = v,, = IT,, = u,, = 0. 
It is now an easy matter to show inductively that if di(t) E 0 for j < k, then 
dk(C) = hk~l(5) + 63kB3([) + &k&(5) + fi,kB7(5) 
on a sufficiently small neighborhood of the origin. 
The following lemma is a consequence of these observations and it will 
be useful in our later analysis of the &(l) when the system ~49~ is 
isochronous. 
LEMMA 4.2. For k = 1, 2, 3, . . . the following implications are valid: 
(i) If A,, # 0, and I?~~= 0 for j= 0, 1, 2, . . . . k - 1, then 
v3k = -i &&3k - &k), 
(ii) If 
v -0.  7k 
Ll~ (~3, - &I). (L3 + 5(~3lJ - &d) z 0 
and Vv = Vsj= 0 for j= 0, 1, 2, k - 1, then . . . . 
D7k = - $ ‘bk’b,(~,, - &d2 @30&o - 2&&). 
Proof: For (i) we note that Uv= 0 for j= 0, 1, 2, . . . . k - 1 implies that 
A,- A,=0 for j< k and thus 
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&(a(&)) =-; a,, + f 
[ 
&s’ 
i=l I[ 9 i=k I 
f Ca3i- a6i)Ei CAiJ + o(E)l, 
i=k 1 
W(&)) = f v,i&‘. 
i=2k 
The conclusions of part (i) are now clear. To verify (ii) we note that U3j = 0 
for j= 0, 1, . . . . k - 1 implies that A, = 0 for j < k, and we can write 
Similarly Usj = 0 for j = 0, 1, 2, . . . . k - 1 implies 1, = 0 for j < k and we get 
CL3 + O(E)1 C(&o - M + O(E)1 
x C&cl + 5(&l-&,) + O(E)1 
x cLzA5, - q, + O(E)1 
and the conclusions of part (ii) follow immediately. l 
The next corollary is a direct consequence of this lemma. 
COROLLARY 4.3. For k = 1, 2, 3, . . . the following propositions are valid: 
(i) Zf A5,#0, and A,j=V,=O for j=O, 1,2, . . . . k- 1, then for 151 
sufficiently small 
kl,~ (LJ - &,). (&cl + 5&, - M) + 09 
and l,j = 17~~ = Usj = 0 for j = 0, 1, 2, . . . . k - 1, then for I( 1 sufficiently small 
h(t) = &B,(t) - f (a,0-a60) &k&(t) 
+ 5 12k[4&,(A,, - &,)~A,, + 5(&, - &d1 k(t) 
-15&0(&o- &cJ’ (hbcl- 2&L) 4(<)1. 
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Since the functions dk({) are analytic on the full domain 3, the preceding 
corollary implies: 
COROLLARY 4.4. If the system a0 has a center at the origin, then the 
following results are true: 
(i) Zf A,, # 0, then the functions B,(t) and 
are local power series representations of two functions, B1(t) and Bj5(t), 
respectively, which are analytic on the full domain E. 
(ii) Zf 
then the functions B,(t), -TC(A,, - &,,,) B,(5)/4, and 
are local power series representations of three functions, B,(l), B,(t), and 
8&t), respectively, which are analytic on the full domain E. 
If fi 3 ..., f, is a collection of real-valued functions defined on an interval 
I, then we define M,(f, , . . . . f,) to be the maximum number of distinct zeros 
any real nontrivial linear combination of fi, . . . . f, can have on the interval 
I. Also, we define E”+ to be the positive subdomain of E The next result 
follows immediately from the preceding two corollaries. 
COROLLARY 4.5. Zf the system A&, has a center at the origin, then the 
following results are true: 
(i) If A,, # 0, k 2 1, and 
d,(<)=d2(5)- ... =dk-,(5)-0, 
then Mz+(d,) < ME+(B1, B3s). Moreover, there is a choice of parameters 
Ai( i= 1, 2, . . . . 6, such that M,+(d,) = ME+(B1, B35). 
(ii) Zf 
k> 1, and 
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then ME+(dk) < M,+(i?, , B3, 8s7). Moreover, there is a choice of parameters 
Ai( i= 1, 2, . . . . 6 such that M5+(d,) = ME+(B1, &, Bs7). 
Whenever we can calculate the first order bifurcation function d,(t) for 
gSE) the preceding theorem makes it possible to completely analyze the 
bifurcation problem for a wide class of centers. We will show now that in 
case ?& has an isochronous center at the origin this function can be readily 
calculated from the results in Section 3 for systems in Loud normal form. 
In order to do this, we recall [S, p. 4521 that 9Y0 has an isochronous center 
at the origin if a n 
s1 := {ilElP I 
!B2 := (At5 lTP 
%3:={kR6 
d only if A(0) is in one of the four sets 
2, = 0, ,i, = A,, A,, = -4&, 1, = -41,}, 
1, = A, = 2, = 1, = 0, A., = -31,}, 
&=&=1,=1,=0,&= -6&}, 
THEOREM 4.6. Zf G$, is isochronous and A,(O) #O, then there is at most 
one periodic trajectory of ST,, in the period annulus surrounding the origin at 
which a local family of limit cycles Z, of ~8~ emerges as E increases through 
0. Moreover, there exist functions Ai( i= 1,2, . . . . 6, for which one local 
family of limit cycles of BE emerges. 
Proof: The only isochrones @,, with A,, # 0 are given by 
&I = 0, &I = A6,~ Ll= -4&J, A,, = -41,,. 
Thus the system 9#,, has the form 
i = - y - &,x2 - 2&,xy + A,, y*, 9 = x + A*()x* - 2A,,xy - II,, y2, 
where II,, = -A.,,/4 # 0. It is shown in [S, p. 4521 that after possibly a 
rotation of axes followed by a resealing this isochrone can be transformed 
into 
i= -y+xy, 3=x-x*/2+ y*/2 
which is in Loud normal form as well as Bautin normal form. Thus we may 
assume &, = 0 for i = 1, 3, 4, 6 and 
A,,= -4, &cl = 2, 
so that 
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From the calculation already done with the Loud normal form in the case 
of the isochrone (-i, 4) we know that MZ+(B1, 835) = 1, and that there is 
a choice of the parameters AI1 and I,, -I,, so that d,(l) has precisely one 
simple zero in 8+. 1 
We note for the record that in the case of the isochrone ( - $, i), we have 
an explicit representation of d,(t) from our calculation of F,L(<, 0) for this 
isochrone in the Loud normal form, viz., 
Thus 
81(t) = 45* - 45 + 4) 2-5 ’ 
jj&()= -lc 
2-5’ 
THEOREM 4.7. Zf B,, is a nonlinear isochrone and A,(O) = 0, then there are 
at most two periodic trajectories of s?,, in the period annulus surrounding the 
origin at which local families of limit cycles Z, of aS emerge as E increases 
through 0. Moreover, there exist functions Ai( i= 1,2, . . . . 6 for which two 
local families of limit cycles of BE emerge. 
Proof: For k = 2, 3,4 all nonlinear isochrones in the family & are 
equivalent up to a linear transformation of coordinates. Thus we choose CA&, 
ii-= -y+x*, j=x+xy, 
as representative of the nonlinear isochrones in ‘B2. Similarly CS?,,~, 
i= -y+x*/4, j=x+xy, 
is representative of the class Bj, while 9&, 
i= -y+2x*- y*/2, j=x+xy, 
is representative of the class !Bs,. Hence for &IO2 we have 
A,, = A,, = Aso = A,, = 0, A,,= -1, ho = 3, 
for S&,, we have 
II,, = I,, = A.,, = A,, = 0, I,,= -a, LKI = $3 
and for 9&, 
A,, = A*0 = I,, = 0, &= -2, Ll = 5, A,, = - $. 
310 CHICONE AND JACOBS 
For each of the three classes of nonlinear isochrones with A,(O) = 0 we see 
that 
and thus ME+(&) < ME+ (B, , B,, B5,) for k = 1,2, 3, . . . . and since we know 
there is a choice of parameters Ai, i= 1,2, . . . . 6, such that M,+(d,) = 
M,+(B, , &, &), it remains for us to show that M,+(B, , &, E5,) = 2. 
Suppose that 99E is a perturbation in Bautin normal form of any one of the 
above three nonlinear isochrones, and that P({, E) is the corresponding 
scalar return map defined along a portion of the positive x-axis. Now the 
system &9E can be transformed to a perturbation TE of one of the isochrones 
(0, l), (0, i), or (- 1, 2) by using the rotation u = -y, v = x, and the 
corresponding scalar return map hL(p, a) is defined on a portion of the 
positive u-axis. We will now obtain the fundamental bifurcation function 
d,(5) = d,‘( 5, 0) from the calculations done in Section 3 for 
FL(p 0) d,L(p) = d,L(p, 0) = -E 
Q(P, 0) ’ 
However, our coordinate transformation u = -y, v = x has the effect of 
mapping the positive u-axis to the negative y-axis, and we need the 
displacement function dB(r, a) along the positive x-axis. If we let the 
mapping -p H g( --p, E) be the first coordinate of the section map along 
a portion of the negative y-axis to the positive x-axis defined by the flow 
of Be’,, and let 5 ~f(& E) be the inverse of the mapping p H g( - p, a) from 
the positive u-axis (Loud coordinates) to the positive x-axis (Bautin 
coordinates), then it is clear that 
f(eL El, E) = h”(f(4, El, E). 
Taking into account the fact that A;((, 0) E 1 we get 
Clearly f (5, 0) and f&t, 0) do not vanish on E”+ so the conclusion of the 
theorem now follows from the results already obtained for the corresponding 
systems in Loud normal form. 1 
While it is not necessary for the proof of the previous theorem, it is 
useful, for the purpose of constructing examples, to have d:(t) explicitly 
for each isochrone. For the isochrone 9&Z we have that 5 = g( --p, 0) = 
p/( 1 - p) and p = f(5, 0) = c/( 1 + 5). Thus recalling that ht(p, 0) = 
-Ff(p, 0)/Q@, 0), we obtain 
4$3= - F,“(fC Oh 0) 
f,(k 0) Q(f(5, Oh 0)’ 
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and when we use our previous calculation for the isochrone (0, 1) in Loud 
normal form, we find 
d~(5)=I,,B,(5)+~,,B,(r)+l,,B,,(5), 
where 
B,(5) = 27c5, 
B,(S) = nt3 
[l +JcF12’ 
&7(t) = 
27rs 5 
[1+ J=Fl” 
It should be noted in this case A,, = 0, so that the coefficient of the Bautin 
function B, appearing in the definition of B5, is zero and thus for the 
isochrone (0, 1) the function B5, does not depend on B,. A similar remark 
applies to the isochrone (0, i) in Loud normal form which is discussed in 
the next paragraph. 
For the isochrone & we obtain the bifurcation function d;(t) from our 
calculations for the isochrone (0, $) in Loud normal form. Here the function 
p =f((, 0) is given by 
p=l-w2, w= 
-r+JpTTi 2 
> 4 ’ 
and once more we get 
where for 
475) = hBl(5) + &lB3(5) + ~2,~,,(5), 
this isochrone we have 
B,(5) = 
~(1 - w)(3w4 + 6w3 + 14w2 + 6w + 3) Jm 
16w*(l+ w) 9 
&(5) = 
n( 1 - w)3 &5T6 
4w(l+w) ’ 
r ^ 
b,(5)= - n(l-w)‘J5’+16 16w2(1 + w) ’ 
Finally for the isochrone C!& the bifurcation function df(t;) is obtained 
from our calculations for the isochrone (-i, 2) in Loud normal form. In 
this case p = j({, 0) = 1 - l/Jm and the parameter k(r) in the elliptic 
functions is 
k=k(<):= 45 J- 1+25’ 
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Once more we find 
a3 = 41 B,(5) + 25, B3(5) + &,~57(0, 
where 
2Jr1+25 
B,(5)= -3n5+3 5 ~cC(1+252)E(k)-(1-25)K(k)l, 
2JiTz 
I&(()= --7cr+j 
5 
C-W) - Cl- 25) @)I, 
4y/lf25 
&,(5)= -1onr+j 
5 
[(2+95*)E(k)-2(1-25)K(k)]. 
THEOREM 4.8. If a0 is the linear isochrone, then there are at most three 
points along the positive x-axis at which local families of limit cycles r, of 
Be emerge as E increases through 0. Moreover, there exist functions Ai( 
i = 1, 2, . . . . 6, for which either one, two, or three local families of limit cycles 
emerge. 
Proof. In this case S&, is already in Loud normal form so our previous 
calculations for the linear isochrone can be used to obtain d,(t) = 27cAi, 5, 
so in the notation of Bautin’s Lemma we conclude that 6,, = 0 for n = 2,3, 
4, . . . . Also, since each 1, = 0, for i = 1,2, . . . . 6, and since q, ai and yi are all 
homogeneous polynomials of degree ia 1 in the variables 1,, . . . . i,, the 
constant terms in the series for each of these functions vanish. It follows 
that the Bautin functions are given as follows: B,(<)=~z( and Bi(r)= <‘, 
for i = 3, 5, 7. As each of these functions is entire, the first statement of the 
theorem is clear. 
For appropriately chosen functions n,(e) 
d, E 0 and d6 an arbitrary polynomial 
A 5 5 5 + A 7 { ‘. For example, this polynomial 
1, = 0 except 
we can obtain d, = d, = . . . = 
of the form A,{+A,t3+ 
is obtained if we choose all the 
in case A, # 0 and 
h=$, ,431 = 3, &I = 1, A,, = -10, 
A,,= -4A,, A21 = 1, 7c 
in case A,=O. 1 
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EXAMPLE. If we define 
13(E)= 2E, 
then three continuous families r, of limit cycles of L& emerge from the 
periodic orbits of .c?&, through the three points (l/d, 0), (1, 0), and 
(,/@,O). The result of a numerical experient intended to suggest a 
bifurcation diagram for this example is shown in Fig. 5. In the figure the 
horizontal coordinate is the distance 5 along the positive x-axis while the 
FIG. 5. Bifurcation diagram of the displacement function d(<, E) for 0.5 < 5 < 1.5 and 
-. 125 < E < .125 showing three limit cycles. The dark grey tone corresponds to d(& E) < 0 and 
the light grey tone corresponds to d({, E) > 0. 
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vertical coordinate is the value of the parameter E. For a grid point (4, E) E 
(0.5, 1.5) x (- .125, .125), the corresponding differential equation BE was 
integrated numerically to obtain the value of the displacement function 
d(<, E). Then, the point (5, E) was plotted in the dark grey tone if its 
displacement was negative and in the light grey tone if its displacement was 
nonnegative. Thus, the curves forming the boundaries between light and 
dark regions correspond to the positions of limit cycles. The experiment 
suggests that the two inner limit cycles, which emerge at E = 0 from the 
points (l/d, 0) and (LO), move closer together as 1~1 increases, 
eventually coalesce into a semistable limit cycle, and then disappear. The 
outer limit cycle persists for all E in the range of the experiment. Finally, 
we note that the horizontal band of noisy data about the 5 axis is caused 
by the fact that near E = 0 the displacement is close to zero and, as a result, 
the global error in the numerical integration of the differential equation 
eventually exceeds the tolerance required to distinguish the sign of the 
displacement. 
5. APPENDIX 
In this appendix we give a self contained exposition of the theory 
necessary to prove Theorem 2.3 on the first order bifurcation of limit cycles 
from a center. Our approach is somewhat different from the development 
of the same result in [l]. For example, in [l, Section 321, the vector field 
family in which the bifurcation occurs is assumed to. be analytic and, in 
[l, Section 333, a first integral must be constructed for the unperturbed 
conservative system. Here, we prove the result by analyzing an appropriate 
variational equation directly. As a bonus, we obtain a formula for the 
derivative with respect o the section coordinate of the return map and the 
analogous formula for the derivative of the period function using the same 
method. The foundation of our treatment is the theorem of Diliberto [lo] 
on the integration of the variational equations of a plane autonomous 
differential equation in terms of geometric quantities along a given trajectory 
of the system. These quantities are the curvature K = llXll -3 (X, J?* - X12,), 
where X = (Xi, 1,) and IJXJI denotes the euclidean norm, together with the 
curl and the divergence 
curlX=dXZ-aX1 
ax, ax,’ 
divX=2+?. 
x2 
It will also be convenient to define the orthogonal vector field XL := 
( -X,, X, ) as well as the vector field ux~ parallel to XL given by 
1 
w(P)-:= Ilx(p)lI’ X’(P), 
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which has been normalized so that XL .uxl = 1. It should be noted that the 
constant multiplying the curvature in the theorem below was omitted in 
the formulas in Diliberto’s original paper. 
THEOREM 5.1 (Diliberto’s theorem). Let t my denote an integral 
curve of the plane vector field X = (X,, X2). Zf X(y(0)) # 0, then the linear 
variational equation along y, 
v = DX(y(t))V, 
has a fundamental matrix solution G(t) satisfying det(@(O)) = 1, which is 
given by 
Q(t) := Cm(t)), V(t)l, 
where 
V(t) := a(t) WY(t)) + B(t) uxL(Y(t)) 
and 
a(t) := 1: [& (2~ IIW -curl Xl] (y(z)) exp (s,’ div W(s)) ds) dr, 
b(t) := exp ji div X(7(z)) d?). 
Moreover, the inverse of this fundamental matrix 
given by 
1 -V’(t) @-‘@)=P(t) X’(y(t)) . [ 1 
(partitioned by rows) is 
Proof: First we note that X(y(t)) is a nontrivial solution of the linear 
variational equation since X(y(0)) #O. Now define 
1 
P(t) := IlJwt))ll CwY(t))> X%(t))1 
(partitioned by columns) and use the coordinate transformation U = P-‘V 
on the linear variational equation V = DX(y( t))V to obtain U = AU, where 
A :=P-i(DX(y(t)))P-P-‘P. 
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A somewhat edious calculation shows that the matrix A is given by 
A= 
llX~~-‘-$llXll 211XI/-2(X,%2-XZk,)-curlX 
0 
d 
- IIXII-‘- IlXll +divX 
dt I 
c -$lnllXll 2llXllr+curlX 1 = 
0 -~lnllXlI +divX 
Since this system is in triangular form, we can find a simple representation 
for the general solution of U = AU. In fact if we use e, := (LO) and 
e, := (0, l), then 
+ U,(O) IlxMo))ll 
IlwY(t)ll 
B(t)e 
23 
where U = (U,, U,). Finally, if we choose the initial conditions so that one 
solution has initial condition Lr(0) = llX(y(O))ll e,, and a second solution 
satisfies the initial condition IlX(y(O))ll U(O)=e,, then we obtain two 
linearly independent solutions which form the columns of a fundamental 
matrix $ for U = AU, and the fundamental matrix in the statement of the 
theorem is just @ = Pg. A simple calculation shows that det(@(O)) = 1. The 
statement about the inverse of the fundamental matrix Q(t) is a 
straightforward deduction and its proof is omitted. 1 
COROLLARY 5.2 (Abel’s theorem). If Y(t) is a fundamental matrix 
solution of the variational equations along a trajectory y(t) of a plane 
autonomous vector field X, then 
det Y(t) = det Y(0) exp 
( 
1’ div X(y(r)) dz . 
0 > 
Proof There is a nonsingular constant matrix C such that Y(t) = 
@(t)C, where @ is the fundamental matrix of the theorem. But, 
det @(t)=exp [‘divX(y(r))dr 
0 > 
and the result follows. 1 
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Next we introduce some notation which will be useful in deriving a 
formula for the derivative of the Poincare return map determined by a 
plane vector field X with a Poincare section C; cf. [ 11. We use E: .E + G 
to denote the return map which assigns to a point PEC the point where 
the trajectory of X starting from p first returns to C, and we use T(p) to 
denote the minimum time required to make this return. Let Z be a nonzero 
tangent field on C, and let 0 be an integral curve of Z delined on an open 
interval Y containing 0 with a(O) = p E ,JC. Then CJ can be used to define 
local coordinates in ,J5’. Using these local coordinates we define the scalar 
return map h : 4 + Y by the formula 
and when we write b’(p), we understand this to be the derivative, h’(0). We 
can now prove the formula given in the next theorem. 
THEOREM 5.3. Let X be a plane vector field with a PoincarP section Z, let 
4, denote the flow generated by this vector field, and let Z be a nonzero 
tangent field on C. If b is the return map, then for p E C 
h’(P) = 
det[Z(p), X(P)] 
det[Z(K(p)), X(&(p))] exp div x(4f(p))dt ’ > 
ProoJ: Let 
P-f(P) :=dT(p)(Ph 
so that 6(p) = f(p) an d g 0 h = f 0 0. If we differentiate both sides of the last 
equation, we get 
h’(O) z(b)) = $ ~T(cJ(s,,(~(~)) / . 
s=O 
After computation of the last indicated differentiation we obtain 
“(P) z(r(P)) = DdT(p,(P) z(P) + nx(b)), 
where 
I := $ T(a(s)) . 
S=O 
Let Q(t) be the Diliberto fundamental matrix solution of the variational 
equation, and let Y(t) be the fundamental matrix defined by 
Y(t) := a(t). F’(O). [Z(p), X(p)]. 
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Then we note that 
UT(P)) = EWT(P)(P) Z(P)> wT(p)(P) Xb)l? 
and if we use this together with the above relation for &5,(,,(p) Z(p), we 
find 
det(VT(p)) = detCb’(p) Z(~(P)) - Wfi(~))~ X(b))1 
= E’(P) deW(b))2 X(h~))l. 
The desired result 
&P) detCZ(b)L X(b))1 
= detCZ(p), WP))I exp joTcp’ div x(4,(~)) dl) 
now follows from Abel’s Theorem. 1 
For the majority of situations encountered in practice, when dealing with 
a spiral flow in the plane, a horizontal line segment can be chosen as a 
Poincart section. In this case the representation of the derivative of the 
return map given in the last theorem takes a particularly simple form. If the 
horizontal line segment is an interval of the line with equation y = c, then, 
for example, the vector field Z may be taken to be the unit vector in the 
horizontal direction. If X2 denotes the second component of the plane 
vector field X then the determinants in the representation of the return map 
are easily computed and we obtain the formula 
X2(-? c) 
(J 
T(x,c) 
h’(x) = 
X&(x), c) exp 
div X(4,(x, c)) dr 
o > 
In addition to the return map on a Poincare section of a spiral flow we 
are also interested in the time function and, as a special case, the period 
function of a periodic flow. For this we assume C is a Poincare section for 
a plane vector field X = (X,, X2) with flow 4, and 5 H rr(<) defines a 
coordinate on C. The time function 5 H T(5) assigns the minimum positive 
time required for the trajectory starting on C at o(5) to return to Z. In the 
special case where each trajectory meeting C is periodic the period 
function, 5 H P(t), is the function which assigns to each t: in some interval 
of real numbers the minimum period of the trajectory of X through (r(5). 
If the periodic case obtains, we say X has a period annulus with section C, 
coordinate 6, and period function P. Using this notation and Diliberto’s 
Theorem we can now derive a representation for the derivative of this 
period function. 
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THEOREM 5.4. Let X be a plane vector field with a period annulus having 
section Z, coordinate IS, and period function P. Let 4, be the flow generated 
by the vector field X. If p = CT(~), and Z is the tangent vector field along the 
curve defined by a, then the derivative of the periodfunction, P’(t), is given by 
-Z(P) .X’(P) I”’ [jj$ P IIXII -curl X> 
I 
(UP)) 
x exp div X(4,(p)) dt dz. 
> 
Proqf We have 
4p(s)(a(s)) = 4s). 
After differentiation with respect to s and evaluation at <, we obtain the 
variational period equation 
P’(5) X(P) + W&P) Z(P) = Z(P). 
The function t H V(t) which forms the second column of the fundamental 
matrix defined in Diliberto’s Theorem is the unique solution of the following 
linear variational initial value problem 
v = mmj)v, V(O) = W(P)> 
and 
where 
V(fY5)) = UX(P) +/&l(P), 
p(r) 1 
c( := 
I [ ((x((z P IIXII -curl X> 
(UP)) 
0 1 
x exp 
> 
dz, 
p := exp [op”’ div X(4,(p)) dt). 
Next we observe that Z(p) = ax(p) + buxl(p) and b = Z(p). XL #O since 
X is transversal to the section C. Using the fundamental matrix @(t) = 
[X(4,(p)), V(t)] given in Diliberto’s Theorem and the equation Z(p)= 
ax(p) + buxl(p) we get 
W&P) Z(P) = [X(P), V(P(t)l @P(O)-’ Z(P) = aX(p) + bV(P(5)). 
505/91/Z-IO 
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We substitute this equation into the variational period equation to obtain 
P’(5) X(P) + WP(S)) = b%dP) 
which in turn implies the desired result: 
b 
fT5) = - ,,x(p),,* x .V(fT5) 
b 
= - 2 X(P). (CwP) + BUx4P)) 
IlX(P)ll 
Remark. When X is orthogonal to the section C, Z is of unit length 
along Z, and the ordered pair (Z, X) is oriented compatible with the usual 
orientation of the plane, we have Z(p) .X’(p)= -1. In this case .the 
integral representation of the theorem becomes 
~Yt~=~op”‘[p&2 12~ llxll -curl X> 1 (4,(p)) 
x exp 
> 
dz. 
This situation is often encountered in the applications. 
In order to state the main theorem we again consider a plane analytic 
vector field (x, y) H X(x, y, E) depending on the real small parameter E. 
When the phase portrait of the unperturbed system 
X,(x, Y) :=X(x, Y, 0) 
contains a period annulus, we seek to determine, for a given periodic 
trajectory r contained in the period annulus, when there is a continuous 
family r, of periodic trajectories with r, a periodic trajectory of (x, Y)H 
X(x, y, E) such that r. = ZY 
For this bifurcation problem it is convenient to consider the differential 
equation corresponding to the vector field (x, y) H X(x, y, E) which we 
assume has the form 
i = P(x, Y) + &P(X, y) + W2h 3 = Q(x, Y) + Mx, v) + WE*). 
Also, we let 4; denote the flow of this vector field. We can always arrange 
the coordinates so that a certain horizontal line segment 2: y = y, is 
transverse to the flow in the period annulus A of X0. Then, there is some 
Ed > 0 such that (x, Y)H X(x, y, E) is transverse to C for all E satisfying 
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J&l < .sO. We assume r is one of the periodic trajectories in A transverse to 
C and let 5 denote the usual distance coordinate along 2. In addition to 
the time map (5, E) H T(c, E) defined on C we also have the Poincare 
scalar return map (5, E) H h(& E). It assigns to (4, E) the abscissa A(<, E) of 
the point where the trajectory of (x, y) w X(x, y, E) starting at (5, y,J first 
returns to C. It is convenient in the analysis to define X,l to be the vector 
field with components (-Q, P) and H(& E) to be the vector (d([, E), 0), 
where d is the displacement function which is defined by d(<, E) := 
h(4, E) - 4. Then the normalized displacement function F is defined by 
F(5, E) = X,‘K ~0) .H(t, E) = -Q(L Y,) 45, E). 
Since F(<, E) = 0 if and only if the trajectory of (x, y) H X(x, y, E) through 
(t, yO) is periodic and since F(& 0) E 0, the existence of a continuous 
function E H D(E) with B(O) = 5 such that F@(E), E) = 0 is equivalent to the 
existence of r,, a continuous family of limit cycles through r. This is the 
situation discussed in the Global Bifurcation Lemma in Section 2. 
The next result is a version of the theorem given in [l] which is the 
basic bifurcation theorem in this context. It provides the computation of 
the partial derivatives of F in forms which are often reasonably easy to 
check in various applications of the Global Bifurcation Lemma. 
THEOREM 5.5. Let (x, y) H X(x, y, E) denote the vector field whose 
corresponding differential equation is 
i = P(x, Y) + EPk Y) + w&2), 3 = Qb, Y) + eG Y I+ O(E~). 
(i) Zf X0 has a period annulus with Poincare section .JC, then 
FE( <, 0) = ~OT”‘o’ (pq - QdMN ev - jd div XoM4) ds) 4 
where y(t) := 49((, yo) is the integral curve corresponding to the periodic 
trajectory Z through (g, y,). 
(ii) Zf FE(to, 0)=0 for some to, then 
FJ~o, 0) = -Q(to, vo) div X0(<,, yo) TE(to, 0) 
+s T(t;o,O) div(p, q)(Y(t)) dt 0 
div Xo(4:(5o, Y,)) 
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(iii) In particular, if X, is Hamiltonian so that div X0 = 0, then 
F,(<, 0) = Jo=(eso) (Pq - QpMt)) dt = -1 div(p, 4) dx 4s sa 
and 
Fs~(~o, 0) = -Q(50, yo) !“oT”o*o’ div(p, q)(y(t)) dt. 
(iv) Zf FE(ro, 0) =0 and FCE(tO, 0) #O, then there is a continuous 
family r, of periodic trajectories with r. = r which are hyperbolic limit 
cycles for sufficiently small E #O. Zf &FSE(So, O)/Q(co, yo) >O, r, is at- 
tracting while if &FtlE(ro, O)/Q(Co, yo) < 0, r, is repelling. 
ProoJ: We have 
F,(C 0) = X,‘K Y,) .H,(5,0) 
with H,(t, 0) = (h,(<, 0), 0). Thus, we must compute h,. For this consider 
the integral curve (x(t, r, E), y(t, 5, E)) of (x, y) H X(x, y, E) starting at the 
point (5, yo) and let T(CJ, E) denote the time of first return of this solution 
to C. Clearly, we have 
x(T(5, E), 5, E) = h(t, ~1, Y(T(k El, r, E)= yo, 
and, after differentiation with respect to E and an evaluation at E = 0, we 
obtain 
Define 
W(t) := (x,(t, 5, O), Y,(h 5, O)), 
and then using the abbreviations T := T(& 0), T, := T,(& 0), and 
H, := H,(& 0), we have 
TJoMT)) + W(T) = H, = T,X,(t, y,) + W(T). 
Consequently 
F,(l, 0) = X,‘(t, YO) .W(T). 
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In order to compute W we will solve an appropriate variational equation. 
Observe first that since 
x(0,5, E) = 5, Y(O, 59 E) = yo 
we have 
x,(0, 5, E) = 0, Y,(O, 5, E) = 0. 
Thus, it is easy to see that W is the solution of the initial value problem 
Jv = DXo(y(t))W + b(t), W(0) = 0, 
where b(t) = My(t)), q(y(t))). In fact, 
W(T)=@(T) jrF1(s)b(s)ds, 
0 
where D(t) is Diliberto’s fundamental matrix for the linear variational 
equation; i.e., 
where 
@(t) = CXo(y(t)h V(t)13 
and 
(2~ IIXo/I -curl X0> 1 (y(r)) 
x exp 
(I 
’ div X,(y(s)) ds dz, 
0 > 
B(t) :=exp (ji div X,(y(r)) dT>. 
The inverse of Diliberto’s fundamental matrix can be written as a matrix 
partitioned by rows as follows: 
We note that 
~XiK Yo))’ @(T) = co, B(Ul 
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and thus 
F,(& 0) = X,‘((, yo) . W(T) = p(T) JoT ““(‘;;)’ b(t) dr. 
Since the periodic trajectory r is in a period annulus, its characteristic 
exponent vanishes, i.e., 
s 
T 
div X,(7(t)) dt = 0, 
0 
and so /I(T) = 1, and thus 
FAL 0) = j’ Vq - Q~)(r(t)) exp 
0 
dt 
> 
as required. 
To obtain the representation for F,,(& 0) under the hypothesis that 
FE(to, 0) = 0, we do not differentiate the representation just obtained for 
FE(& 0) directly. Rather, we return to the definition of F and compute the 
partial derivatives from the formula 
F(5, &I= X,$(5, yo) Wt, 6). 
Since X,l does not depend on E, we have 
F,,(L 0) = X,l . H,, + X0: . H,(L 0). 
But, by hypothesis, H,(<,, 0) = 0. So the required derivative is given by 
F,,(to, 0) = X,“(to, yo) .H,,(to, 0). 
To compute the partial derivatives of H we use the previously given 
representation of the scalar return map. In the present case, this takes the 
form 
h,(L El= X2(& Yo, 6) ~*v4~, EL Yo, Elexp div X(4:(& yo), ~1 dt> .
Since 
H&So, 0) = (h,,(Co, 01, 0) 
we need only calculate h,,. First, using the hypotheses, h(<, 0) = [ and 
h,(& 0) = 0, it is easy to verify that the derivative of the first factor of 
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h,(<, E) with respect to E vanishes at E =0 and the value of this factor at 
(to, 0) is unity. Thus, the required derivative is given by 
hEe(tol 0) = exp joT div X,(y(t)) dt div Xo(tov yo) TE(So9 0) 
+J’ T(So’o) i div X(&(to, yO), E) 0 . 
Since the characteristic exponent of r vanishes, the exponential term is 
unity. We also have 
$ div X(4Xto, Ye), E) &=O 
= divh q)(4Y(toy o)) + i div Xo(4:(toT Y,)) , &=O 
and it follows that 
ke(50, 0) = div Xo(to, yo) TE(toy 0) + joT’t”‘o’ Wp, qk(t)) dt 
+s 
T(50.0) d z div XohWo~ y )) dt 
0 &=O 
as required. 1 
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