Heat-Bath Algorithmic Cooling is a technique for producing pure quantum systems by utilizing a surrounding heat-bath. Here we connect the study of these cooling techniques to the resource theory of thermal operations, enabling us to derive provably optimal cooling protocols under a variety of experimental restrictions on the available control. For qubit systems, we find that a surprisingly simple, optimal protocol consisting of repeated application of a Pauli X unitary and a thermal operation can achieve purity converging exponentially quickly to one. What is more, this thermal operation can be well approximated using a Jaynes Cummings interaction between the system and a single thermal bosonic mode and we consider experimental implementations of this. In addition, we investigate the role of quantum coherence and non-Markovianity in cooling protocols and extend our results to higher dimensional systems. Finally, by considering the role of correlations with auxiliary systems in cooling, we show that purity arbitrary close to one can be achieved in a fixed number of operations. Our results serve to find practical applications for the resource theoretic approach to quantum thermodynamics and suggest relevant experimental implementations. arXiv:1807.07974v1 [quant-ph] 
Introduction.
Cooling is a central problem in quantum physics and in realizing technologies for quantum information processing. The ability to produce a set of highly pure, 'cold', quantum states is vital for the construction of a quantum computer [1] . More generally, observation of quantum effects often requires cooling and as such, many techniques have been developed to cool systems efficiently in platforms ranging from cavity optomechanics [2] to NMR [3, 4] , ion traps [5] and superconducting qubits [6] .
Closely related to the notion of efficient cooling is the 3rd law of thermodynamics. When formulated as the unattainability principle, it states that a system cannot be cooled to absolute zero in finite time. Quantitative version of the 3rd law have been derived [7] and, more recently, a resource-theoretical formulation of thermodynamics at the quantum scale [8] [9] [10] , based on the notion of thermal operations (TO), has been used to derive general bounds on cooling [11, 12] . The same general approach has led to 2nd law-like statements constraining allowed state transformations [9, 10, [13] [14] [15] [16] , the derivation of fluctuation theorems [17] [18] [19] and bounds on the work cost of quantum processes [20, 21] .
While this resource theory approach has been very successful in deriving fundamental bounds and limitations on what is possible in quantum thermodynamics, it has not yet led to the construction of new, practical protocols for specific tasks or explicit predictions. This is partly due to the fact that the framework is very abstract, useful for determining whether a given thermodynamic state transformation is possible but providing few clues on how to implement it or how easily achievable it might be. Here we address this gap, showing how an abstract understanding of thermal processes allows us to solve the problem of finding optimal cooling schemes in protocols involving arbitrary sequences of unitaries and thermaliza-tions. We find that these protocols have a surprisingly simple structure, displaying both a strong cooling performance as well as the potential for being experimentally implementable within specific platforms.
Our main result is the construction of an optimal protocol for purifying single qubit systems which is wellapproximated by a resonant Jaynes-Cummings interactions with a single thermal mode. We discuss in detail the performance of the optimal protocol and its robustness to experimental imperfections, as well as the role of non-Markovianity and quantum coherence in cooling.
This framework can be extended to the task of purifying higher dimensional systems, with or without access to a supply of readily available ancillary systems. Doing so leads us to theoretical insights of their own interest. These include the notion of maximally active states, which are the opposite extreme of passive states and are, in a precise sense, the most resourceful states that can be prepared by unitaries; and that of maximal β-order states, which are associated with extremal processes from which any thermal transition can be realized. Furthermore, we consider the role of correlations in purification protocols, using recent results on correlation engineering [22, 23] to show how auxiliary systems can be used in a catalytic fashion to achieve purities arbitrarily close to one within a fixed, finite number of operations.
Extending HBAC. The protocols we introduce build upon the concept of Heat-Bath Algorithmic Cooling (HBAC). There the goal is to maximize the purity of a target system in a given number of rounds of operations. In every round, a unitary is applied to the target together with several auxiliary systems that begin in a thermal state, with the aim of pumping entropy away from the target. Next, the auxiliary systems are allowed to re-thermalize through coupling with a heat-bath, before the entire process is repeated in the next round. The asymptotically optimal protocol of this form (in terms of the purity reached in infinitely many rounds) is the Partner Pairing Algorithm (PPA), introduced in Ref. [24] . For a more comprehensive introduction, see Ref. [25] .
A limiting factor of HBAC protocols is that they require control over a number of ancillas. A complementary approach to improve the cooling performance is to allow for fewer ancillas, but more general thermalization processes. Ref. [26] modified one of the basic premises of HBAC by introducing a non-local thermalization "statereset" (SR) process that allows for higher asymptotic levels of purity to be reached. One can view this modification as the addition of a particular TO between the unitary and the re-thermalisation steps [27] . Given a quantum system in state ρ S and with Hamiltonian H S , a TO is a quantum channel of the form [8, 9] :
where β = 1/(kT ) is the inverse temperature of the surrounding heat-bath, H B is an arbitrary Hamiltonian and U is an energy preserving unitary that satisfies [U, H S + H B ] = 0. The success in using one particular TO to beat established bounds on the performance of HBAC gives rise to the natural questions of what happens if we optimize over the choice of TO and whether the resulting optimal operation is easy to implement. We address these questions here.
Generic cooling protocols. The most general protocol will consist of a number of rounds and manipulate three types of systems, all of which interact with a system B in a thermal state at inverse temperature β. One is the target system to be purified, which we denote by S and is carried forward from round to round. Another type are auxiliary systems, which are labeled by A and can be thought of as resources, provided at the beginning of a round and discarded (or reset) at the end. In the HBAC protocols described above, these are thermal states at inverse temperature β, but we could imagine using more general states, perhaps themselves prepared by a cooling algorithm or through thermalizing with a second heatbath at temperature T = T . Finally, one could allow for catalytic systems, C. In contrast to the auxiliary systems, these are not discarded at the end of a round and we demand that their reduced state be left unaltered (though possibly correlated with S), so that they can be reused to cool any number of independent copies of S.
A protocol is made of rounds in which we allow for two types of operations:
1. Unitaries. Any unitary can be applied to SAC.
Note that work may have to be expended to implement it.
2. Thermal Operations. These are operations of the form given in Eq. (1) applied to SAC by interacting it with the thermal environment B. As these interactions are energy conserving unitaries, the associated work cost is zero. Here, U (k) is a unitary and Λ (k) a thermal operation. The system S (k) can either be cooled further through another round of the protocol, be used for a quantum information processing task or used as an auxiliary system (A ) for cooling another target.
A diagrammatic illustration of a round of the protocol is shown in Fig. 1 . For examples of how various cooling protocols (including standard algorithmic cooling and HBAC) are particular cases of this framework, see Appendix A.
We denote by H S = d−1 i=0 E i |i i|, E 0 ≤ · · · ≤ E d−1 , the Hamiltonian of S and by ρ (k) S the state after round k. For every k, we will be interested in finding a protocol maximizing the ground state population p
S |0 over all sequences of k-round operations. We call such a protocol k-optimal; note that often the literature on cooling is restricted to finding asymptotically optimal protocols, i.e. k-optimal protocols when k = ∞.
From the point of view of implementation, it is crucial to ask if an optimal protocol is dependent on the round number. We call an optimal cooling protocol iterative if, with the exclusion of at most a single unitary in an initial 'round k = 0', it satisfies:
1. For every k, the k-optimal protocol is obtained by concatenating a fixed 1-optimal protocol k times.
2. For any input state the optimal nontrivial protocol is fixed.
We stress that optimal iterative protocols achieve the highest possible cooling at every k and are in principle less experimentally taxing to implement. A number of previous HBAC protocols, such as the PPA [24] are not iterative. Another crucial question we will tackle is what kind of control and which environment states are needed to implement the TO steps. Optimal qubit protocols. Qubits are the basic building blocks of quantum technologies and hence are a natural target for cooling. Since TO allow general thermalization strategies in the presence of arbitrary thermal environments, we probe how the level of control over the thermalization steps influences the cooling performance by studying protocols in which in each round k:
1. A unitary U (k) is applied to S 2. A TO Λ (k) is applied to S 3. A unitary V (k) is applied to S with no ancillas A or catalysts C. We denote the set of all such protocols by P. We will prove that neither unrealistic control over the environment nor k-dependence is necessary for optimal cooling.
An appealing property of qubits is that their transformations under TO are completely understood. Let p S = ( 0|ρ S |0 , 1|ρ S |1 ) T = (p, 1 − p) T denote the occupation probabilities of ρ S and H S = E|1 1|. Then, the occupation probabilities q S of Λ (ρ S ), with Λ a generic TO, are such that ( [8, 10] ) q S = Gp S , where G is a so-called Gibbs-stochastic matrix. G has non-negative entries and satisfies e T G = e T and Gg S = g S , where e = (1, 1) T and
1+e −βE 1, e −βE T . This is equivalent to detailed balance, G 10 = e −βE G 01 . With regards to coherence, the off-diagonal elements of Λ (ρ S ) must satisfy the (tight) constraint | 0|Λ (ρ S ) |1 | ≤ √ G 00 G 11 | 0|ρ S |1 | [16, 28] . Particularly important in the context of optimal protocols in P will be the TO introduced in Ref. [27] called a β-swap. This removes all quantum coherence when applied to ρ S , resulting in a state diagonal in energy, while the action on occupation probabilities is described by:
We find that the optimal protocol in P has a surprisingly simple structure:
Without loss of generality (by making use of an initial diagonalizing unitary), we can take the initial state of the system to be
where p
1 . The optimal cooling protocol in P is iterative and is such that in each round k:
1. The Pauli X unitary is applied to S.
2. The β-swap TO is applied to S.
The population of the ground state after round k is:
and p
Proof. The full proof is given in Appendix B 1. The intuition is that applying a Pauli X maximizes the amount of athermality for the subsequent TO to exploit. Then, out of all TOs, the β-swap is the one that maximizes the ground state population.
Optimal protocol with a single, reusable, thermal mode. In contrast to standard HBAC protocols, note from Eq. (4) that the optimal protocol converges exponentially quickly to purity 1. This raises the question as to how robust this result is to experimental imperfections. We summarize here the details of Appendix B 2.
Firstly, it is known that an infinite dimensional environment is necessary to increase the purity of the target system to 1 in the absence of correlations [29, 30] ; nevertheless, it was shown in Ref. [27] that a single bosonic mode in a thermal state τ B = 1 − e −βE ∞ n=0 e −nβE |n n| is actually enough to implement the required β-swap. Specifically, the unitary needed is
Hence, arbitrary thermal environments, as in Eq. (1), are not needed. Secondly, one may worry about the need for re-thermalizing (or otherwise refreshing) the thermal mode at every round of the protocol. However, in Appendix B 2 a we show that this is not necessary; the β-swap functions as required even if the same mode is reused in each round, in spite of the correlation build-up and the back-reaction, with no re-thermalisation needed. These facts give a sharpened version of Theorem 1:
Under the assumptions of Theorem 1, the optimal protocol in P has the initial state ρ (0) S ⊗ τ B , is iterative and is such that in each round k:
SB , the state of system-bath after round k − 1.
Robustness to imperfections. As any experimental realization will not perfectly implement a β-swap, it is important to assess the robustness of the protocol to such errors. Note from Eq. (2) that the perfect β-swap is characterised by the transition probability G β-swap 01 = 1 and Gibbs-stochasticity. Suppose that while maintaining Gibbs-stochasticity it were only possible to realize G 01 = λ max < 1. This is the case of the Jaynes-Cummings model, as we will see. The next theorem shows robustness to this imperfection and optimality under certain restrictions (Appendix B 2 b). Let P λmax be the restriction of P to protocols with TO steps having G 01 ≤ λ max . Then: Theorem 3. Under the assumptions of Theorem 1 and given λ max ≥ 1+e −βE 1+e −βE +e −2βE , the optimal nontrivial cooling protocol in P λmax is iterative and is such that in each round k:
2.
Any TO with G 01 = λ max is applied to S.
where Z = 1 + e −βE . Note that p (k) 0
Note that we restrict to nontrivial processes as when p (0) 0 ≥ 1− 1−λmax 2−λmax , the best protocol is to do nothing. This theorem shows that if we can approximate β-swaps sufficiently well, then the optimal protocols under the extra restriction G 01 ≤ λ max have the same simple structure as in the ideal scenario and, crucially, require no coherent control during the TO step (i.e., one could apply a strong dephasing at the end of each round). Furthermore, the performance retains an exponential convergence to an asymptotic ground state population. This convergence does not depend strongly on λ max .
A proposal for an experimental realization. The unitary U β SB can be realized exactly within an intensitydependent Jaynes-Cummings model [31, 32] ,
. However, a perhaps promising avenue is to approximate the β-swap step with a resonant Jaynes-Cummings (JC) coupling with a thermal bosonic mode, H JC = g(σ + ⊗a+σ − ⊗a † ). In Appendix B 3 we show that this natural realization reaches high purity in a few rounds when βE is approximately 1 or above, assuming good control of the interaction time and under the assumption that the thermal mode is refreshed.
Using a standard master equation, we also show that refreshing can be substituted by a slow thermalization of the single mode with an external environment. This suggests the following implementation: single qubits are fired at a low rate through two or more identical aligned cavities, supporting a single mode resonant with the transition we want to cool and initially thermal; we perform a Pauli X operation at the entrance of each cavity, and, by careful timing of the two JC interactions, we realize the highest possible G 01 = λ max . Numerics show a slow re-thermalization ensures that the protocol maintains its performance as multiple copies of the same system are cooled (Appendix B 3 b). This is, to our knowledge, the most appealing setting to experimentally implement the protocol and is, in fact, highly reminiscent of a micromaser [33] . We discuss this connection in Appendix B 4.
The optimal protocol almost saturates the third law. While the work cost of a cooling protocol is typically not the main limiting factor on its performance, the question of the amount of resources required for cooling naturally presents itself. This can be formalized in the context of the quantitative 3rd law of thermodynamics derived in Ref. [11] which takes the form of a bound on the maximum cooling achievable with a given work fluctuation. In Appendix B 5, we cast our optimal qubit protocol within this framework and show that it saturates the 3rd law inequality up to a constant multiplicative factor.
Quantum coherence in cooling protocols. One may wonder whether the creation of quantum coherence is always suboptimal in cooling protocols. None of the optimal protocols described so far require the generation or preservation of quantum coherence to cool, but instead require non-Markovianity; specifically, G β-swap cannot be embedded in a one-parameter Markov semigroup [34] .
In Appendix C 1 we restrict P to P λmax=1/Z , the subset of Gibbs-stochastic 2×2 matrices with a semigroup structure [27] . These are Partial Level Thermalizations, a convex combination of the identity and full thermalisation. The optimal protocol within P λmax=1/Z is a sequence of Hadamard unitaries, coherent thermalizations (described by Kraus operators
0|) and diagonalizing unitaries. Hence, when the population dynamics is Markovian, coherence creation becomes the main cooling mechanism, since the addition of dephasing between unitary and thermalization steps reduces the optimal protocol to simple thermalization to the environment temperature. See Appendix C 2 for further details on implementations.
General protocols. Our protocol for cooling qubits can be extended to cooling more general d-level systems. We present protocols converging exponentially fast to unit purity, but we prove optimality only among strategies in which the thermalization step induces a full dephasing of the system (for which the thermo-majorization criteria provide necessary and sufficient conditions for state transformations [10, 35] ). Allowing additionally for ancillas A initially in a state σ A , we consider the class of protocols P which consist of:
is applied to SA such that, after the operation, no coherence in energy is left in SA 3. The auxiliary system A is reset to σ A and left uncorrelated with S.
To study these protocols, we introduce the notions of maximally active states and maximal β-ordered states. Given a state ρ with Hamiltonian H, the maximally active stateρ is formed by diagonalizing ρ in the energy eigenbasis and ordering the eigenvalues in increasing order with respect to energy. In Appendix D 1 we show that among all states unitarily equivalent to ρ:
1.ρ is the state from which the most average work can be extracted in a unitary process (i.e., the opposite extreme to passive states [36] ).
2.ρ thermo-majorizes every other occupation vector, which can hence be obtained fromρ by TO.
Maximal β-ordered states, on the other hand, include all energy diagonal states which are extremal in the set of states achievable from ρ under TO. We explicitly construct TOs, called β-permutations, that achieve them and are hence a generating set for all TO among diagonal states (see Appendix D 1). With these concepts in place, we can state the result:
Theorem 4. Assume S is a d-level system with E d−1 > E 0 and β > 0. Without loss generality (by making use of a diagonalizing unitary), we can take the initial state of S to be diagonal in the energy eigenbasis with p (0) 0 ≥ · · · ≥ p (0) d−1 . Then, for a given auxiliary state σ A , the optimal cooling protocol in P is such that in each round k:
1. The unitary taking ρ (k−1) S ⊗σ A to the corresponding maximally active state is applied to SA.
A β-permutation β
The protocol is iterative in the absence of an auxiliary system. Furthermore, there exists a protocol in P that is iterative, uses no ancillas, and achieves:
The full proof is given in Appendix D 2 and is considerably more complicated than the qubit case. It is based on two technical results shown in Appendix D 1. First, in Lemma 3 we first show that TOs on the maximally active state can reach any energy incoherent state that can be reached from any state unitarily equivalent to ρ (k) S ⊗ σ A . Next we note that the state output by the TO can be taken to be a specific maximal β-ordered state and give, in Theorem 8, an explicit construction of the TO. The lower bound on p (n(d−1)) 0 follows from a specific iterative algorithm.
Note that the purity that can be achieved in S in a single step is highly dependent on the choice of σ A . As such, in analyzing the performance of such protocols it is important to keep in mind the cost of preparing the auxiliary system. Furthermore, β-permutations may be complicated to implement experimentally. Nevertheless, the protocol achieving Eq. (6) can be realized from sequences of two-level interactions, as used in the optimal qubit protocol (see the proof of Theorem 4).
Correlating protocols. Our last result considers the role of correlations in cooling protocols. Current resource theoretic results concerning the 3rd-law of thermodynamics [11] do not consider the role of catalysts or correlations and limitations on the cooling potential of such resources are hence unknown. Here we show that they can allow one to reach purity arbitrarily close to one in a finite number of steps. More concretely, we will consider protocols P corr consisting of r rounds and using r catalytic
, in which in round k:
A TO Λ (k)
is applied to SC k such that correlations are generated between S and C k but the reduced state of C k is left unchanged.
We show: at step k for different environment temperatures for: ideal optimal cooling protocol from Theorem 1 (blue), upper and lower bounds on a JC realization of this protocol (red), SRΓ protocol from [26] run with 1 ancilla qubit (green), PPA protocol from [24] run with 2 ancilla qubits (purple). The initial state for all protocols is thermal.
Theorem 5. Assume S is a d-level system with E 1 > E 0 and β > 0. For any initial state ρ (0) S , there exists a protocol in P corr that consists of a finite number of rounds r and uses r catalytic systems such that, for any > 0, 0|ρ (r) S |0 ≥ 1 − and the catalytic systems can be reused to cool another copy of ρ (0) S . Proof. The proof is given in Appendix E, and revolves around the recent results of Ref. [23] showing that the non-equilibrium free energy provides the only constraint governing allowed state transformations under TO when the creation of correlations with a catalyst system are allowed. Hence, by showing that the unitary we apply in a given round increases the free energy of ρ (k) S , we can eventually reach a state with free energy greater than |0 0|.
While it is interesting to see that a state arbitrarily close to pure can be created (and note that r is independent of ), an explicit construction for the catalysts required and the associated TO is unknown. Hence this result is largely of theoretical interest.
Discussion. In this work we have used tools from the resource theory of thermal operations to optimize over vast ranges of cooling strategies. The optimization returns powerful protocols characterized by a simple structure and exponential convergence to unit purity.
Based on these results we have proposed an imperfect realization of the optimal protocol reminiscent of a micromaser, modeled on a simple resonant JC interaction. In Fig. 2 we compare it with leading proposals in the literature, for an initially thermal target. This JC protocol broadly outperforms the PPA with 2 ancillas [24] , with the exclusion of the very high temperature regime; when βE is not too large, it performs comparably (if potentially slightly worse) to the non-local system reset scheme with 1 ancilla proposed in Ref. [26] . The optimal β-swap protocol provably outperforms all protocols, but requires an intensity-dependent JC model whose implementation we leave as an open question.
We hope that these results show how abstract resource theoretical tools can find practical applications within central problems for thermodynamics and quantum engineering.
Many of the previous cooling algorithms in the literature can be seen as part of the set of generic protocols we focus on. Here we provide a brief review of previous results that can be recast within our framework:
• The original "reversible algorithmic cooling" of Schulman and Vazirani [3] consists of a unitary operation across an array of mixed qubits, such that the entropy of one of them is lowered as much as possible (this step goes under the name of "entropy compression"). Here, ground state population close to 1 can be achieved with a polynomial number of ancillary qubits. This protocol does not involve any thermal operation, only a single unitary stage.
• In Ref. [4] it was noticed that the Schulman-Vazirani scheme could be improved simply by introducing a contact with a heat-bath and repeating the unitary protocol. This thermal contact allows for the 'hot' qubits after the compression step to be re-thermalized back into a cooler state. This is the original Heat-Bath Algorithmic Cooling protocol, and is the first in which a thermal operation was introduced as an auxiliary step.
• In [24] the ultimate limits of this HBAC were studied numerically by introducing a specific unitary step, the partner-pairing algorithm (PPA). The asymptotic limit of this algorithm was calculated analytically in Ref. [37] while in Ref. [38] the finite-round behavior was analyzed.
• Another example is that of Ref. [26] , named SRΓ n -HBAC. This protocol still involves a unitary step followed by a thermalisation, but with a key difference: the re-thermalization step is not applied to each of the qubits individually, but to a particular pair of levels of the multi-qubit state. This proposed modification of the rethermalization step is based on the Nuclear Overhauser Effect [39] , allows for an improvement over the PPA algorithm and can be thought of as applying a (elementary) thermal operation [27] .
• Two paradigms for cooling are considered in Ref. [40] . The first is referred to as incoherent operations and can be thought of as interacting two auxiliary qubits in thermal states at temperatures T R and T H with the system to be cooled via an energy conserving unitary (i.e., a unitary commuting with the sum of the local Hamiltonians). After this unitary, the auxiliary systems are reset to their initial temperatures and the protocol is run again.
• The second scenario in Ref. [40] is called coherent operations. Again there are two auxiliary qubits, which have different Hamiltonians and are initially at the same temperature. A non-energy conserving unitary is applied so as to use one auxiliary qubit to cool the other before this cold qubit is used to cool the target system through another non-energy conserving interaction. After this, the auxiliary qubits are reset and the protocol repeated. This situation provides an example for how outputs from one cooling protocol can be used as auxiliary systems to facilitate the cooling of another target.
There are further examples of cooling methods for quantum systems that do not obviously fit within our generic definition. These include:
• The algorithm of Ref. [41] , which is based on the concept of quantum energy teleportation, and takes advantage of the correlations present in strongly coupled thermal states. In this protocol, a POVM is implemented on one of the interacting subsystems, and the result of the measurement is used to cool down the other subsystem. It is this POVM that is not included in our framework. A subtlety that arises if we include such operations in a general framework is that being able to implement a projective measurement perfectly means we do not need to cool systems in the first place. However, this ability has been argued to require access to a 'cold' pointer system in the first place [42] . Inclusion of the pointer states as ancillas should in principle allow us to include these protocols within our general framework.
• A further method for cooling of quantum systems consists of a sequence of small changes in the energy gap and thermalizations with a bath [11, 13, 43] . These protocols are efficient in terms of average work consumption, as they are close to saturating the Landauer bound when performed slowly enough, whereas algorithmic cooling protocols such as our optimal one require an arbitrarily large amount of work to achieve perfect cooling. On the other hand, average work spent is not a crucial figure of merit in applications and, furthermore, these protocols assume a perfect control of the energy levels of the Hamiltonian. It is this ability to externally control the Hamiltonians of system and ancillas that is not included within our framework.
Appendix B: Qubit protocols
In this appendix we prove our results relating to the class of protocols P. In Section B 1 we prove that the protocol given in Theorem 1 is optimal. The next sections are devoted to considering our protocol in the context of experiments, considering realizability and robustness in Appendix B 2 and an implementation using a Jaynes-Cummings interaction in Appendix B 3. Appendix B 4 relates this implementation to the concept of a micromaser. Finally, we discuss the optimal protocol's relationship to the 3rd-law of thermodynamics in Appendix B 5.
Optimal qubit protocols a. Preliminaries
In order to prove our main result, we will use previous results on the action of thermal operations on both populations and coherences [8, 10, 15, 16] . More specifically, we take advantage of the fact that the action of thermal operations on coherences is well understood for qubits.
Given a system S, with Hamiltonian
T denote the vector of occupation probabilities and ρ 01 = 0|ρ S |1 the off-diagonal term. Similarly, for a second state σ S , let q S = ( 0|σ S |0 , 1|σ S |1 ) T and σ 01 = 0|σ S |1 . Then any thermal operation on a qubit can be described by:
1. The action on the population (given by a Gibbs-stochastic matrix G).
The action on the off-diagonal term.
Taken together this gives:
where the expression for c follows from the constraint |c| ≤ √ G 00 G 11 , which is a consequence of the complete positivity of Λ.
In fact, one can also apply a phase e iθ to ρ 01 by a unitary, so that in general c ∈ R, but since this will be irrelevant in the following considerations, without loss of generality we set θ = 0 and take c ≥ 0 (one can always reversibly transform to any θ = 0 by an energy-preserving unitary, which is a thermal operation). Hence, for our purposes a qubit thermal operation Λ is defined by the two parameters:
(B2)
With this notation, the β-swap, the thermal operation Λ β that removes all quantum coherences and has G = G β-swap given in Eq.
(2), corresponds to v [Λ β ] = (1, 0).
b. Proof of optimality of the qubit cooling protocol (Theorem 1)
We are now ready to prove our main theorem for the cooling of qubits:
1 . The optimal cooling protocol in P is iterative and is such that in each round k: 1. The Pauli X unitary is applied to S.
The most general protocol can be written as
where
. This can be done without loss of generality, since any protocol in P starts with an arbitrary unitary U (1) .
We want to maximize the ground state population over all choices of U (i) , Λ (i) and V (i) . As we perform an arbitrary unitary at the beginning of every round, we can assume without loss of generality that the state of S at the start of round k + 1 is diagonal in the energy eigenbasis:
and that p (k) ≥ 1 2 (here we drop the subscript 0 to simplify the notation). In round k + 1 of the protocol, we have:
and our goal is to maximize p (k+1) . As ρ . Among all thermal operations associated to a fixed Gibbs-stochastic matrix G with Gq (k) := s (k) (with q (k) and s (k) defined through the above matrices), optimality of the protocol imposes that we choose Λ (k) to be a thermal operation that maximizes the absolute value of b (k) -i.e. it preserves the maximum possible amount of coherence. This is achieved by the thermal operation that maximizes the parameter c for given λ, i.e., from Eq.
What remains to be done is to perform an optimization over all possible Gibbs-stochastic matrices G, parametrized by λ ∈ [0, 1] as in Eq. (B1). For each G the relation between s (k) , b (k) and q (k) and a (k) is
Finally, using the unitarity of U (k) , we can relate q (k) and a (k) to p (k) via:
The optimal protocol in P involves, with the exclusion of the first diagonalizing unitary U di , a sequence of Pauli X unitaries intertwined by β-swaps.
is thus given by
for fixed E and p (k) . Note that the equation is quadratic in both λ and q (k) . The coefficient of
and thus the minimum values will be obtained at either λ = 0 or λ = 1. The case λ = 0 corresponds to not implementing the thermal operation and leads to p (k+1) = p (k) . We will see that this is not the optimal solution (unless p (k) = 1, which is a trivial case which has two global optima). We thus need only consider:
and note that λ = 1 corresponds to a β-swap. Since the β-swap has c = 0, this also implies V (k) = I. The last minimization we need to perform is over U (k) . This corresponds to minimizing 
We thus see that we arrive at the optimal protocol in which U (k) = X (the Pauli X operator), the thermal operation is a β-swap and V (k) = I. Note that this does not depend on k or the value of p (k) . This protocol leads to
and solving the recursion relation with the initial condition p (0) we get the claimed expression for p (k) . The above derivation shows that the protocol described is optimal for a single round. Furthermore, if at step k we consider two input ground state populations p (k) andp (k) , with p (k) ≥p (k) , one has that this optimal process gives p (k+1) −p (k+1) ≥ e −βE (p (k) −p (k) ) ≥ 0. This shows that the optimal many-round cooling protocol is the concatenation of optimal single round ones and hence the protocol described is optimal in general.
As the protocol is independent of the initial state of the system (with exclusion of the k = 0 diagonalizing unitary) and the same operations are performed in every round, the protocol fulfills the definition of iterative as given in the main text.
The optimal protocol is presented in Fig. 3 . As a trivial consequence of the theorem, the best cooling achievable in a single shot reads
Furthermore, in the case in which the initial state ρ S is thermal, the above results give:
As a final remark, note that ρ (0) S is diagonalized in the energy eigenbasis at the start of the protocol and none of the subsequent operations create coherence. As we explain in more detail in Appendix C, this will change when the set of allowed thermal interaction is more limited, in particular when it is restricted to Gibbs-stochastic matrices G that admit a semigroup structure. With this we mean that one can write G = e Lt for some t ≥ 0 and a generator L that satisfies L ij ≥ 0 for i = j and i L ij = 0 [34] . In fact, we will illustrate that, within this Markovian restriction on the populations dynamics G, the creation of quantum coherence is crucial for any cooling to happen.
The optimal protocol in P can be realized using a single copy of a single-mode bosonic bath in a thermal state. U di denotes the initial diagonalizing unitary.
2. Implementation of the optimal qubit protocol: general results a. Realization with a single thermal mode and its reusability (Theorem 2)
Suppose we wish to cool a single qubit following the optimal protocol identified in Theorem 1, but we only have access to a single-mode bosonic thermal state, rather than having access to arbitrary heat-baths at fixed temperature, as per the definition of thermal operations in Eq. (1). Even with this restriction, one can perfectly implement the β-swap used in each round of the optimal qubit cooling protocol by performing [27] :
and U β SB is given by:
However, the protocol still assumes that the state of SB is ρ (k) S ⊗ τ B at the start of round k + 1. In general, this can be ensured only by having at our disposal a single bosonic mode for each round of the protocol, or otherwise refreshing the state of B and removing the correlations created. This is an implicit standard assumption in the framework of thermal operations, but we now wish to explore if the same thermal state can be reused at every step of the protocol.
Let us consider the protocol where in each round we:
1. Apply the Pauli X unitary to S.
Apply
Note that we do not refresh the heat-bath at each round, see Fig. 4 . We are now in the position of proving Theorem 2:
Under the assumptions of Theorem 1, the optimal protocol in P has the initial state ρ
S ⊗τ B , is iterative and is such that in each round k:
Proof. We prove this theorem via a direct calculation of the ground state probability after a repeated application of the unitaries. Note that the state ρ (k)
S at the beginning of the round k + 1 of the optimal protocol is incoherent for every k ≥ 1. Since the unitaries X and U β SB do not generate coherences, the system-bath state after round k will have the general form:
The circulation of populations induced by each round (Pauli X followed by U β SB ) of the optimal protocol. Arrows indicate complete transfer of population. The picture gives an intuitive understanding of the cooling mechanism of the optimal protocol. for some occupation probabilities p
This is the state after round k + 1. From this we see that the relation between the occupations at step k and those at step k + 1 is (see Fig. 5 )
Solving these equations recursively, we can find the populations at step k as a function of the initial occupation probabilities (at k = 0):
As before, we denote by p (k) 0 the ground state population of the system after k steps of the protocol. We have
We now use the relation
where t 
Direct substitution shows that this expression is identical to that derived in Theorem 1 for the optimal protocol. Hence we see that refreshing the bath is not necessary. We conclude that a single copy of a single mode in a thermal state is all we need to perform the optimal cooling protocol.
The proof of this theorem allow us to make a further statement about the reusability of the thermal environment. Assume that after k steps the desired cooling of the qubit is reached. A natural question is if the same mode (which is no longer thermal) can be reused to cool another qubit to a temperature arbitrarily close to zero. To see that this is possible, note that:
When combined with Eq. (B6), this implies that if we reuse the heat-bath to cool a second qubit, iterating the protocol for twice as many rounds will achieve at least the same level of cooling. Hence, while all steps to cool the first qubit can be implemented using a single bath while still achieving optimality, when we begin to cool another qubit we see that the bath is less effective (as one may expect due to heating effects on the bath). A re-thermalization of the mode (e.g. by weak interaction with an external environment) is necessary to cool a second qubit in the same number of steps.
b. Robustness of the optimal protocol to imperfect β-swaps (Theorem 3)
Another avenue to be explored is the impact of not being able to exactly implement a β-swap (i.e. not achieving λ = 1 in Eqs. (B1) and (B2)). For example, this is the case if we attempt to implement the β-swap using a more realistic Jaynes-Cummings interaction, rather than just assuming that the unitary U β SB can be implemented. Even if one can implement U β SB (e.g. one can achieve the required intensity-dependent coupling in the Jaynes-Cummings model), in practice one will always get some approximation of U β SB . The question we ask is if our optimality result is robust, i.e. is it independent of these small imperfections? In this section, we will answer this question in the positive.
We need to go back to the general form of Eq. (B3) and study optimality under the assumption that λ = 1 cannot be reached. Hence we will need to consider a general sequence
where each thermal operation Λ (k) is parametrized by (λ k , c k ) as in Eq. (B2). Let us now assume that we do not have access to an exact β-swap, so that we are limited to a fixed value λ max < 1. Is the algorithm of Theorem 1, with the β-swap substituted by the "best possible approximation λ = λ max " of the β-swap, still optimal under the additional constraint λ ≤ λ max < 1? To answer this, we show the following theorem:
Under the assumptions of Theorem 1 and given λ max ≥ 1+e −βE 1+e −βE +e −2βE , the optimal nontrivial cooling protocol in P λmax is iterative and is such that in each round k:
2.
where Z = 1 + e −βE . Note that p
Proof. We will use the notation introduced in the proof of Theorem 1. As discussed there, optimality coincides with the minimization of the function f p (k) ,E q (k) , λ defined in Eq. (B4). The minimum of f p (k) ,E is still achieved at the boundary values λ = 0 (do nothing) or λ = λ max , due to the same argument discussed in the proof of Theorem 1. We now analyze λ = λ max and discuss the case where doing nothing is better later. Taking λ = λ max , is the Pauli X unitary at each step still optimal?
Let us rewrite the function f p (k) ,E q (k) , λ max as a polynomial in q (k) ,
Given that it is a quadratic equation, the location of its minimum depends on the sign of the coefficient f
). First, we want to find the cases in which the solution is either q (k) = p (k) or q (k) = 1 − p (k) (that is, on the boundary of the range), which occurs when f (2) p (k) ,E (λ max ) < 0. This is equivalent to
On top of this, we find that
. Thus, if we can achieve a sufficiently good approximation of the β-swap (in the precise sense of Eq. (B7)) the optimal protocol is one in which, for every k, Λ (k) is a thermal operation (λ max , c k ) (the "best approximation" of the β-swap) and U (k) (·) = X (·) := X(·)X † . Note that we do not specify how each Λ (k) acts on the off-diagonal element of the quantum state (i.e., the parameter c k ) simply because the input state contains no coherence. Hence, at step k one can perform any TO with G 01 = λ max , without any control required on c k . The optimal ground state population achieved by the above protocol satisfies
as one can verify by a direct computation. Solving this recursion relation gives Eq. (5) (by assumption λ max > 1/Z). One recovers the scaling of Theorem 1 when λ max = 1. Furthermore, since λ max Z − 1 ≤ e −βE one has exponential convergence to 1 − 1−λmax 1−2λmaxZ . Note that, the trivial "do nothing" protocol is optimal when p (0) ≥ 1 − 1−λmax 1−2λmaxZ . Finally, let us show that the optimal protocol is iterative. To this end, let p (k) andp (k) be two ground state populations with p (k) ≥p (k) . One can compute
since λ max > 1/Z. Hence the optimal protocol is a concatenation of the optimal single round protocol. As the protocol is also independent of the initial state of the system (with exclusion of the k = 0 unitary), we conclude the protocol is iterative.
Note that asymptotic ground state population is monotonically increasing with λ max and asymptotic cooling to zero temperature is only achieved in the limit λ max → 1 (a perfect β-swap). However, we see that for λ max close to 1 one achieves ≈ (1 + λ max )/2 as the asymptotic ground state population. This shows that the optimal protocol of Theorem 1 tolerates imperfect β-swaps: near perfect, fast cooling can be achieved even if a perfect β-swap cannot be performed and if no coherent control is available. In fact, for given λ max large enough, the optimal protocol under the restriction at hand is simply to perform our best approximation of the β-swap (i.e. λ = λ max ), intertwined with Pauli X on the system -unless the initial state is such that the ground state population is already above the achievable value. How we operate on the off-diagonal terms is irrelevant. We note in passing that, if S is initially thermal,
, so doing nothing is never optimal in this case. A physically relevant situation in which approximations of the β-swap are realized is through the Jaynes-Cummings model, so we will now move on to study it in more detail and see how Theorem 3 allows one to make optimality claims in realistic situations.
Implementation of the optimal protocol: the Jaynes-Cummings model
To complement the previous analysis of robustness, it is important to understand what 'reasonable' values for the λ max are achievable, and also discuss the reusability of a single copy of a single bosonic mode within a realistic setting. This will depend on the specific implementation at hand, but, as we discussed in the main text, the Jaynes-Cummings model is one of the simpler ways of realizing an approximation of the optimal cooling protocol, so we study it in detail. [λ thres (βE)], the JC protocol is provably optimal among all protocols with given λmax, as a consequence of Theorem 3. This is the case for βE = 0.7 and above.
a. Imperfect β-swaps in the Jaynes-Cummings model
In this section we compare the performance of a protocol that uses a resonant Jaynes-Cummings interaction to implement the β-swap against the ideal unitary U β SB of Eq. (B5). We consider a resonant Jaynes-Cummings Hamiltonian in rotating wave approximation
coupling S with a single-mode bosonic bath prepared in a thermal state. Here a † and a are creation and annihilation operators on the bath and σ + = |1 0| and σ − = |0 1|. A direct computation shows that the corresponding thermal operation has, in the parametrization of Eq. (B1),
where Z B = (1 − e −βE ) −1 and s is the normalized interaction time (s = gt, if U JC = e −iH JC t ). In Ref. [27] , temperature-dependent bounds for the maximum achievable transition probability λ max were derived. As a function ofβ = βE these read:
Substituting these in the expression for p (∞) 0
of Theorem 3, we obtain upper bounds for the asymptotic ground state population achievable within the Jaynes-Cummings model:
forβ ≥ log(4) 3 .
(B11)
Lower bounds can also be derived by taking a truncation of the infinite sum in the expression for λ(s).
Combining these we find the upper and lower bounds for the asymptotic cooling achievable in the resonant Jaynes-Cummings model, shown in Fig. 6 in red and blue, respectively. Furthermore, as shown in Theorem 3, if λ max β > 1 + e −β / 1 + e −β + e −2β := λ thres β , then this imperfect Jaynes-Cummings realization of the optimal protocol, is optimal among all protocols in P λmax (provided doing nothing is not better). By monotonicity this happens if and only if p
[λ thres (β)] as a dashed black curve in Fig. 6 . One can see that forβ 0.69 the JC realization is optimal among all protocols in P λmax . To get an idea of numbers, forβ = 1 one has that the optimal JC asymptotic cooling is p (∞) 0 ∈ [0.9401, 0.9534]. As we know from Theorem 3, the convergence is exponential and can be computed explicitly from Eq. (5). Cooling achieved by the Pauli/Jaynes-Cummings protocols as a function of the number of rounds, when the mode is re-thermalized for various times t th . The infinite time corresponds to the mode being completely re-thermalized at every step (light blue curve at the top) while t th = 0 corresponds to no re-thermalization at all (red curve with wide oscillations). We see that re-thermalization is needed to achieve the greatest cooling. For this figure, the parameters are βE = 1, A = 1, g = 1 and the Jaynes-Cummings interaction is turned on for a period of time t = 98.92.
b. Reusability of the single thermal mode in the Jaynes-Cummings model
The previous discussion still contains an important idealization, i.e. we assume a "fresh" single bosonic mode in a thermal state is used at each step or, alternatively, the mode needs to be reset back to the thermal state after every step. One might wonder whether the result on the reusability of the bath of Appendix B 2 a, which applies to U β SB , also holds when the interaction is via the Jaynes-Cummings model.
We explore this question via a numerical simulation of the algorithm in which at the end of each round the mode is either kept unchanged, or partially re-thermalized via a dissipation process of the form
which models the evolution of the state ρ B of the cavity mode due to the interaction with an external thermal field [44] .
Here A is the rate of loss of cavity photons (controlling the strength of the re-thermalization) and n is the average number of reservoir quanta with energy E, which we take to be n = 1 e βE −1 . We compare the cooling achieved after k rounds in the case of full reset at each round (Eq. (5)), with the cooling achieved for various finite re-thermalization times. In each case, we fix a particular interaction time in the JC model, s = 98.92; hence we substitute this value in Eq. (B9) and fix λ max to be equal to the resulting λ(s = 98.92). This is suggested by a numerical search, but the same procedure can be applied for any s, or even taking s to be a random variable to simulate imperfections in the timing. The results are shown in Fig. 7 . We find that, unlike in the case of implementing U β SB , one has to reset the mode back to the thermal state as much as possible in order for the algorithm to work efficiently.
A possible explanation for this is that if the mode is not re-thermalized, the population inversion created by an interaction with a few atoms hinders the potential for absorption of further energy. Nevertheless, we also notice that reasonably high cooling can be achieved by interrupting the protocol after 2 rounds.
The above findings suggest the experimental setup discussed in the main text: a stream of slowly fired atoms passed through two identical cavities resonant with the transition we are trying to cool. At the entrance of each cavity, a Pauli X operation is performed on the atom. The protocol on each atom then consists of:
1. First Pauli X applied.
2. First JC interaction applied, for some fixed time t.
3. Second Pauli X applied. Cooling achieved by the Pauli/Jaynes-Cummings protocols in two rounds when applied to many atoms prepared in an initially thermal state, with βE = 1, for different ratios between the re-thermalization rate A and the rate r at which the atoms are fired. We chose here parameters s = 1 and s = 98.92.
4. Second JC interaction applied, for the same fixed time t.
While in the first step the JC interaction achieves a de-excitation probability of λ(s) given by Eq. (B9), every subsequent atom interacts with only partially re-thermalized cavities, for which Eq. (B9) does not hold. It follows that the protocol may not achieve the same cooling on every atom. Nevertheless, one may expect that, by firing the atoms slowly enough, the re-thermalization of the cavities due to losses will be sufficient to make the cooling performance almost constant. This intuition is confirmed in Fig. 8 . We take the atoms to be initially in a thermal state with βE = 1. We then plot the final ground state population achieved by the two cavities version of the protocol described above, as a function of the number of atoms already cooled. The various curves represent different choices for the ratio A/r between the strength of the re-thermalization and the rate at which the atoms are fired (with the caveat that we assume r small enough so that two atoms are never present at the same time in a cavity). When A/r = ∞, the single mode has time to re-thermalize perfectly, the performance is the same for each atom and given by Eq. (5) with k = 2 and λ max = λ(s) (here, s = 98.92). In realistic scenarios, however, we see that the incomplete thermalization negatively impacts upon the performance. Having said this, we also see that the performance stabilizes to a constant after a small number of atoms are fired and, for a ratio A/r above a certain threshold, cooling is possible for any number of atoms. This may be understood as the creation of a steady state in the cavity field, as also discussed in the next section where we will see that our implementation is highly reminiscent of a micromaser.
Comparison with the micromaser
We now compare the functioning of our optimal algorithm and its realization via Jaynes-Cummings interactions to the setting of the micromaser [33, 45] . This device consists of a cavity with a harmonic oscillator in an initially thermal state, and it works provided we are able to keep this oscillator out of thermal equilibrium. This may occur via the increase of its photon number or other figures of merit, such as the variance with respect to the thermal distribution, or the amount of population inversion.
In order to achieve this athermality, two-level atoms with populations (p 0 , p 1 ) are fired through the cavity at a rate r. The energy gap of this atom is resonant with the cavity, such that the joint dynamics can be modeled via the resonant Jaynes-Cummings (JC) Hamiltonian of Eq. (B8).
As the atoms travel through the cavity, they exchange energy with the cavity mode via the JC interaction. The probability of photon absorption is G 01 p 1 , where G 01 = λ(s), while the probability of emission is given by G 10 p 0 with G 01 = λ(s)e −βE . Initially λ(s) is given by the expression in Eq. (B9) since the mode is thermal, but then, as in the discussion of the previous section, one has to take into account that the cavity mode is not anymore thermal.
Hence, this interaction causes the average photon number a † a to grow at a rate rλ (s) p 1 − p 0 e −βE , which increases with r, λ and p 1 . However, r can only be increased as long as the probability of having two atoms in the cavity at the same time is low [46] , so one has to rely on both λ and p 1 being as high as possible.
At the same time, the cavity is leaking photons to an external reservoir, via a continuous process which can be modeled via the master equation of Eq. (B12), with n ≡ 1 e βE −1 . This causes a photon loss in the cavity at a rate given by
That is, the loss is proportional to the difference in photon number with the thermal distribution. In the steady state, both contributions cancel each other out, such that
Thus if one wants to increase the photon number of the steady state, the gain coming from the stream of atoms must be as high as possible. One way to do this is via maximizing the parameter λ(s) of the atom-cavity interaction, in the same way as in the optimal cooling protocol of Theorem 1. This shows that the firing of an excited atom through a cavity in the micromaser can be seen as a single instance of the imperfect cooling protocol described in the previous section. However, the figures of merit in each case are different: in the micromaser, we need very pure atoms in order to excite the cavity efficiently, while in the cooling protocol the aim is to obtain these very pure atoms in the first place.
This discussion suggests that experimental settings where the micromaser has been shown to be possible might be good platforms in which to test our algorithm. To our knowledge, this currently includes both cavity QED [33, 45] and solid-state settings [47] .
Saturation of the third law
The 3rd law of thermodynamics, in its classic formulation for macroscopic systems at equilibrium, states that zero temperature can only be reached in the limit of an infinitely long sequence of adiabatic and isothermal processes. This shows that there exist fundamental bounds on how much systems can be cooled. Following this idea, versions of the third law have been derived for the task of cooling small (perhaps quantum) systems in more general non-equilibrium settings (see [7, 48, 49] and references therein).
Within the framework of thermal operations, the existing results regarding the third law take the form of a lower bound on the temperature that can be achieved with a finite amount of resources (such as work) [11, 12] , showing that for T → 0 a diverging amount of such resources is needed. These results set general bounds on the ground state population that can be achieved within the framework in which our protocols are embedded, so a natural question to ask is: how efficient is the use of work in the optimal protocol from Theorem 1, when compared against these bounds? While we optimized over cooling achieved in k steps, we will see that the comparison will allow us to conclude that the use of work in the optimal cooling protocol is at least near-optimal in terms of worst-case work (the protocol achieving the best cooling uses work 'efficiently').
We first explain how the step of doing work through the Pauli X unitaries fits within the assumptions of the results of Ref. [11] , and then show how the bound on the ground state population is saturated by our protocol up to a constant multiplicative factor.
a. Population inversion as incoherent fluctuating work
The application of a Pauli X at each step of our optimal protocol can be understood as fluctuating work in the sense described in Ref. [11] . That is, the stochastic changes in energy induced by the application of the Pauli X can be understood as coming from an ancillary work system.
This ancillary system can be taken to have an ideal "battery Hamiltonian" given by H W = n∈Z En|n n| (where E is the energy gap of the target qubit system S), and the system-battery dynamics is described by a joint unitary of the form
This unitary commutes with translations of the eigenstates of the battery Hamiltonian. Also, from the definition it can be seen that [U, H S + H W ] = 0, the sum of local energies is conserved. Let us assume, for simplicity, that the battery starts in the state |0 W , and the system in some diagonal state ρ S = p|0 0| + (1 − p) |1 1| (as is the case throughout the optimal protocol). We then have that
This state is such that
and by looking at the right hand side of Eq. (B14) we see that we have extracted a work distribution given by P (+E) = 1 − p, P (−E) = p (i.e. with probability p an amount of work E has been invested into the system). Due to the form of U in Eq. (B13), this distribution is independent of the initial state of the battery, which means that at every round the probability of extracting or investing work are given by the populations of the qubit at the beginning of that round. After k runs of the protocol, the X unitary is applied k times, each with an independent work fluctuation. For the third law bounds derived in Ref. [11] , we are interested in the value of the "worst-case work" w max , which is the cost of the particular sequence in which work always has to be injected (note, however, that this will be the actual work injected only with an exponentially small probability). The worst-case work at any one round is clearly E, so after k such rounds, the worst-case will be w max = kE.
A remark concerning fluctuating work is in order. Note that while our optimal protocol can be described within the framework of Ref. [11] , a generic protocol cannot since it allows one to input work in a coherent fashion by means of a general unitary. This means that, in principle, there is more to the third law that what can be captured within the (already general) framework of Ref. [11] . This point will come up again when we discuss the role of catalysis in cooling (Theorem 5), since this is also not included in Ref. [11] . One expects that a general third law bound will hold involving the required (possibly coherent) worst-case work, as well as the dimension of the catalysts involved. None of these considerations, however, affect the rest of the considerations in this section.
b. The upper bound on the population of the ground state
With the previous discussion we have shown that the unitary stage of our protocol satisfies the assumptions of Result 2 in Ref. [11] . As the other stage is a thermal operation, it also satisfies the assumptions by definition. Thus we can now show how this result does in fact give a simple upper bound on the ground state population and we can easily compare this against our protocol. Let us define the following auxiliary variable
where J is the largest energy eigenvalue of the system, and p max , p min are the biggest and smallest populations in the initial state. The result of Ref. [11] then reads: Theorem 6. (Result 2 of [11] ) After a cooling process with thermal operations and incoherent fluctuating work, the population on the excited states of a system is lower bounded by
where d is the dimension of the system, d 0 is the degeneracy of the ground state, and ω is the variance of the energy of the bath, which has partition function Z B and density of states Ω(E B ). E 0 is defined as the smallest energy for which the following strict inequality holds
Using this result, we can put a bound on the cooling achievable on a qubit using a single-mode bosonic heat-bath while expending a given amount of worst-case work: Corollary 1. Consider any cooling protocol on a qubit with energy gap E involving a distribution of incoherent work with worst-case work w max and thermal operations with a thermal single-mode bosonic bath with the same energy gap as the qubit. The final population of the ground state p (wmax) 0 is bounded by
where p (0) 0 is the initial ground state population and n * is the smallest integer such that the following strict inequality holds
and the function 0 ≤ C (x) ≤ 1 is defined as
where csch (x) = 1/ sinh (x). If the target qubit is initially thermal, this simplifies to
Proof. Let us start with the statement of Eq. (B15). By assumption we have that d = 2,
The thermal mode, that we use as the heat-bath, has energy levels E B = En with n a non-negative integer, and no degeneracy: Ω(E B ) = 1, ∀E B . As such, substituting in Eq. (B16) we can calculate E 0 = E(n * + 1) where n * is the smallest integer for which the following holds
When the initial state of the qubit is thermal,
= e βE and n * = wmax E + 2. The variance of the energy of the bath can be calculated explicitly, and is given by
where csch(x) = 1/ sinh x. Given that in Eq. (B15) is 1 − p (wmax) 0
, substituting all the terms in Eq. (B15) yields the result.
We can compare the bound in Eq. (B20) for the best cooling achievable for fixed worst-case work w max = kE using a single bosonic thermal mode with the performance of the optimal cooling achievable in k rounds from the protocols in P, which, as we discussed, also uses kE of worst-case work. The latter is given by Eq. (4):
We see that the bound of Corollary 1 is saturated up to the constant, multiplicative factor K(βE) ≡ C(βE)e −2βE , showing that the optimal protocol of Theorem 1 uses work at least in a near-optimal way (in fact, the use of work could be optimal as the 3rd law inequality derived in Ref. [11] may not be tight). However, we note that this constant prefactor is always small, as K(βE) ≤ 0.039 for all βE.
Quantum coherence is necessary for cooling with partial level thermalizations
We have proved in Theorem 1 that among all sequences of unitaries and thermal operations (the set of protocols denoted by P), the optimal cooling of a qubit is achieved by an "incoherent" protocol, i.e. one that does not involve any creation or manipulation of coherence beyond the first diagonalizing unitary. It is then natural to ask if quantum coherence may be relevant within a more restricted setting.
To study this, we consider a restriction of P in which every thermal operation is restricted to induce a partial level thermalization (PLT) on the occupation vector. For qubit systems, PLTs are Gibbs-stochastic matrices, G PLT , that can be written as
where I is the identity matrix, δ ∈ [0, 1] and T is the full thermalization map such that T (p S ) = g S = 1 1+e −βE (1, e −βE ) T for every p S . This simple set of transformations arises as the subset of population dynamics (Gibbs-stochastic matrices) that can be achieved by a (time-independent) Markovian dynamics, meaning that there exists a generator L and a t ≥ 0 such that G PLT = e Lt [27] . As such, it constitutes a natural restriction to the allowed thermal interactions in Fig. 3 , and in fact these operations are often used as primitives for quantum thermodynamic protocols [13, 50, 51] .
In terms of the parametrization introduced in Eq. (B2), restricting to PLTs corresponds to restricting to the set of
(C2)
Note that λ ∈ {0, 1/(1 + e −βE )} corresponds, respectively, to δ ∈ {0, 1}.
To recapitulate, for the qubit case we define P PLT to be the restriction of the class of protocols P where in each round k:
A Partial Level Thermalisation Λ (k)
PLT is applied to S.
A unitary V (k) is applied to S.
In contrast to our previous results, we will see here that the operations in the optimal protocols do contain a dependence on the round number and do require the manipulation of quantum coherence.
A central operation for the next result will be the coherent thermalisation. This corresponds to the PLT, Λ CohT defined by:
i.e. a thermal operation that acts as a full thermalisation on the diagonal (the corresponding Gibbs-stochastic matrix is T ), while preserving the maximum allowed amount of coherence; specifically, the relation for c follows from c = √ G 00 G 11 , substituting G 00 = λ, G 11 = 1 − λ. One can directly verify that Kraus operators of Λ CohT are given by
The main interest of this scenario is that it is a prime example of the fact that the creation of coherence can be advantageous in cooling algorithms, when restrictions prevents us from achieving the optimal incoherent protocols discussed in Theorems 1 and 3. In fact, we have Theorem 7. Under the assumptions of Theorem 1, the optimal nontrivial cooling protocol in P PLT is such that in each round k:
1. The Hadamard unitary is applied to S.
The coherent thermalization Λ
CohT is applied to S. (1) Λ CohT di (2) S FIG. 9. The optimal protocol in the class PPLT.
Λ CohT di
3. The unitary diagonalizing the state in the energy basis (chosen to maximize the ground state population) is applied to S.
The population of the ground state converges exponentially fast to:
Before we prove the theorem, it is worth making some comments. First, note that if p (0) ≥ p (∞) , then the optimal protocol in P PLT is to do nothing. Second, the protocol is not iterative according to the definition given in the main text, since the optimal protocol is not constructed by concatenating a fixed optimal round (the final unitary changes with the round number). Third, and most importantly, the above protocol relies on the creation of coherence as its main cooling mechanism. To see this, note that if we restrict the first unitary to those that do not generate coherence, then the best cooling that can be achieved coincides with the cooling obtained simply by fully thermalizing S with a bath at inverse temperature β; for thermal initial states at finite, non zero temperature, one has p (0) < p (∞) , hence the optimal cooling using coherence performs strictly better than the best available incoherent strategy.
Proof. As we have seen before, we need to minimize f p (k) ,E q (k) , λ (k) , this time over the parameter range
). This returns q (k) = 1/2 and λ (k) = 1/(1 + e −βE ), under the assumption that the initial state is diagonal. This shows that the 1-optimal protocol is the one discussed above and illustrated in Fig. 9 . We thus have:
Coherence manipulations achievable with a single bosonic mode a. How well can coherence be preserved with a single bosonic mode?
As we discussed in Appendix B 2, and proved in Ref. [27] , any Gibbs-stochastic map on a qubit can be induced by a single-mode bosonic bath environment. However, the optimal protocol in P PLT also requires optimal coherence preservation. This may implicitly involve the assumption of having at our disposal detailed control over a very large environment; to avoid this, we study what coherence preservation is possible when we limit ourselves to the more realistic setting of a single-mode bosonic bath. We explore this in the context of the optimal cooling protocol of Theorem 7, but the question of coherent control in the presence of a small environment may be of independent interest (in fact, see the recent work [52] ).
Taking as before the system Hamiltonian to be, without loss of generality, H S = E|1 1|, one has Lemma 1. Restricting to a single-mode bosonic thermal environment, one can achieve a set of thermal operations Λ Bos :
This can be realized through the Hamiltonian interactioñ
and dephasing. 
Proof. First we show that the operation
with τ B = e −βH B /Z B , the thermal operation induced by a single-mode bosonic bath. A direct computation shows G 01 := 0|Λ λ (|1 1|)|0 = λ (G is automatically Gibbs-stochastic since Λ λ is a thermal operation, as we discussed in Appendix B 1 a). Furthermore
Hence, v[Λ λ ] satisfies Eq. (C6), as desired. Now, any smaller c can be achieved by considering the map
where D is the dephasing operation. This follows from the fact that
Since the dephasing operation can be written as
it does not need any environment to be performed. We conclude that all operations Λ with v[Λ] in the range provided in the lemma can be achieved only using a single bosonic mode in a thermal state.
Finally, we show that the transformation can be realized through a Jaynes-Cummings model with intensitydependent couplings. First note that we can rewrite Eq. (C5) as
where ∆ = +∞ n=1 |n n − 1|. One can then verify that U λ = e −itHJC if one fixes sin t = √ λ. The lower bound on c max,Bos should be compared with the maximum coherence preservation allowed by thermal operations (i.e., c = (1 − e −βE λ)(1 − λ)) to see how much we lose in restricting the thermal operation to use only a single-mode bosonic bath and the HamiltonianH JC . One finds that the single-mode bosonic bath almost saturates the best coherence preservation bound (see Fig. 10 ).
In particular, consider the state transformation ρ S → σ S
Recall that the diagonal action of a thermal operation on a single qubit is characterized by a single parameter λ. For (p, 1 − p) to be mapped into (q, 1 − q), this parameter needs to take the value
.
If λ ∈ [0, 1], Lemma 1 provides a lower bound on the maximum coherence preservation with a single-mode bath |b| max,Bos := c max,Bos |a| ≥ |a|
This is the relation used to construct the regions in Fig. 10 where we see that a single-mode bosonic bath and the intensity-dependent Jaynes-Cummings HamiltonianH JC can be used to approximate very well coherent thermal operations on a qubit. Note that a good approximation to the coherent thermalization can be realized setting λ = 1/(1 + e −βE ) in the expression for U λ . Very recent work [52] uses a different unitary interaction to Eq. (C7) to claim that the bound c max,Bos coincides with the bound for thermal operations. In contrast to this work, we consider an explicit interaction Hamiltonian.
b. Optimal qubit PLT with a single-mode environment
One can look at the performance of the protocol in Theorem 7 when we restrict the environment to be a single bosonic mode and the Hamiltonian to beH JC . This requires us to go back to the proof of Theorem 1 and compute the FIG. 11 . Comparison of optimal asymptotic ground state population of the optimal PPLT protocol (green solid curve on top) versus the single-mode protocol described above (black dashed curve, almost overlapping), and the protocol in which we simply thermalize at the environment temperature (bottom red solid curve).
corresponding f p (k) ,E function, with the crucial difference that the relation between |b (k) | 2 and |a (k) | 2 of that proof must be substituted by the bound computed in Lemma 1:
This gives a bosonic version of the f p (k) ,E function. By substituting λ (k) = 1/(1 + e −βE ) and q (k) = 1/2 for each k we get a protocol in P PLT where in round k:
2. The unitary U λ=1/(1+e −βE ) of Eq. (C7) is applied to the system and a single thermal bosonic mode.
The advantage of this protocol is that it is explicit and does not require arbitrary environments. Proceeding as in the proof of Theorem 7 we can get the asymptotic population As usual, if p (0) is larger than this value, it is of course best to do nothing. Fig. 11 compares, as a function of β, the asymptotic ground state population of the optimal P PLT protocol (the green curve at the top), the single bosonic mode version of such a protocol described here (black dashed curve, almost overlapping) and the performance of the protocol that simply thermalizes at the environment temperature (bottom red solid curve). We note that the coherent protocols perform better and, perhaps more surprisingly, the single-mode approximation of the optimal P PLT protocol that usesH JC performs almost as well as the optimal protocol (the largest difference is around 0.0023). This shows that protocols in which coherence production is relevant can be realized with a simple environment.
Appendix D: Qudit protocols
We here focus on the set of protocols P that extend the previous ones to d-dimensional systems, and incorporate ancillary systems A in some given initial state σ A . In one round of a general P protocol (see Fig. 12 ):
1. A unitary U (k) is applied system SA.
A TO Λ (k)
D is applied to SA, such that after the operation, no coherence in energy is left in SA.
The auxiliary system
A is reset to σ A and left uncorrelated with S. As before, the most general protocol allows for the thermal operation and the unitary at every step to vary. Demanding that the thermal operations destroy all coherence simplifies the forms such protocols can take. Since the decohering map D commutes with every thermal operation and D • D = D we can assume w.l.o.g. that the state of SA after the application of U is block-diagonal in the energy eigenbasis. In fact,
where the left hand side indicates an arbitrary sequence of unitary and thermalisation steps in the P protocols and the right hand side shows that the state can be dephased after the unitary interaction.
Before deriving the best protocol within the family P , we need to introduce some core concepts from the resource theory of thermal operations and, along the way, prove some results of independent interest concerning the notions of maximally active states and maximal β-order states. We do this first, and then proceed to the proof of the optimal protocol, giving in addition a specific example of an iterative protocol.
Maximally active states, maximal β-order states and β-permutations
In order to determine which unitaries and thermal operations are optimal for cooling, we now introduce a number of concepts relevant to the partial order of states that is generated by such thermal operations (that is, the characterization of which states are accessible from others via the set of thermal operations).
In what follows we will assume that given a system with Hamiltonian of the form H = d−1 i=0 E i |i i|, the state of the system, denoted by ρ, is diagonal in the {|i } d−1 i=0 basis on any subspace where the energy levels of H are degenerate. This can be done without loss of generality, as the unitary that diagonalizes ρ on such a subspace commutes with H and is hence a thermal operation. Making this assumption will simplify the notation in the rest of the appendix.
The first key definition is the following:
Definition 1 (Thermo-majorization [10] ). Given a state ρ with Hamiltonian H = d−1 i=0 E i |i i|, let p = (p 0 , . . . , p d−1 ) where p i = i|ρ|i and E = (E 1 , . . . , E d ). The thermo-majorization curve of ρ is formed by:
1. Applying a permutation π ∈ S d to both p and E such that p π(i) e βE π(i) is in non-increasing order. We refer to π as the β-order of p.
Plotting the ordered points
together with the point (0, 0) and connecting them piecewise linearly to form a concave curve -the thermo-majorization curve of p.
Given two probability distributions p and p associated with the same energy levels, we say that p thermo-majorizes p if the thermo-majorization curve of p is never below that of p . We denote this by p th p . Also, if ρ and ρ are states with population vectors p and p , the notation ρ th ρ denotes p th p .
Note that p th p is equivalent to the existence of a Gibbs preserving matrix such that Gp = p [35] . As such, if [ρ , H] = 0, there exists a TO Λ with Λ(ρ) = ρ if and only if ρ th ρ [10] , whereas in general the condition is only necessary [15] .
Thermo-majorization is a natural generalization of majorization. Given two probability distributions p = (p 0 , . . . , p d−1 ) and q = (q 0 , . . . , q d−1 ) we say p majorizes q and write p q if:
denote the elements of p and q respectively arranged in non-ascending order. For two states ρ and σ, we say that ρ σ if the eigenvalues of ρ majorize the eigenvalues of σ.
We also need to introduce the notion of a maximally active state associated to a given ρ. This can be regarded as the most resourceful state (with respect to athermality) that is unitarily equivalent to ρ: Definition 2 (Maximally active states). Let ρ be the state of a system with associated Hamiltonian H =
The maximally active state that can be formed from ρ is denoted byρ and defined to be:
are the eigenvalues of ρ arranged in ascending order.
We call such states "maximally active" and they form the opposite extreme to passive states. Recall that a state ρ is passive if
i.e. if its average energy cannot be decreased by any unitary processes U [53] . An active state is any state that is not passive. It is then natural to refer to the above statesρ as maximally active due to the following lemma: Lemma 2. Given a state ρ with associated Hamiltonian H, the corresponding maximally active state is the one from which the most energy can be extracted among all states unitarily equivalent to ρ:
Another operational meaning to active states, in terms of the resource of athermality, is provided by the following lemma. It says that for any U , any state that commutes with the system Hamiltonian and can be reached under thermal operations from U ρU † , can also be reached under thermal operations fromρ: Lemma 3. Let ρ be the state of a system with associated Hamiltonian H = d−1 i=0 E i |i i| where E i ≤ E i+1 and U be a unitary acting on the system. Thenρ
for any unitary U . Equivalently, ifp is the population ofρ,
Proof. To prove that Eq. (D2) holds, we will first show that for any permutation π ∈ S d :
where λ ↑ denotes the vector of eigenvalues ofρ arranged in ascending order.
To show that Eq (D4) holds, given π ∈ S d we will construct a sequence of d − 1 Gibbs-stochastic matrices that convert λ ↑ into πλ ↑ , passing through the intermediate states q (1) , . . . q (d−1) . Hence, q (d−1) = πλ ↑ and let q (0) = λ ↑ .
In particular, the state q (m) will be such that all λ ↑ i m−1 i=0 are in the correct position determined by π.
We start with q (0) and consider the probability λ ↑ 0 currently associated with energy level E 0 and which we wish to move to energy level E π(0) . To do this, we perform a sequence of transpositions (0, 1) , (1, 2) , . . . , (π (0) − 1, π (0)), where (i, j) denotes the transposition exchanging the populations in energy levels E i and E j . Each of these transpositions is possible under Gibbs-stochastic matrices, because λ ↑ 0 ≤ λ ↑ j+1 , ∀j and E j ≤ E j+1 . In fact, they can be achieved using the matrix:
where I \(j,j+1) denotes the identity on all levels different from j, j + 1 and we set
Hence it is always possible to move population λ ↑ 0 to energy level E π(0) by setting
Now, consider the state q (1) . It is such that:
Hence we can perform a second sequence of Gibbs-stochastic matrices that implement transpositions between adjacent energy levels on the distribution q (1) with q π(0) removed (i.e., ignoring the energy level E π(0) ) that move λ ↑ 1 to the energy level E π (1) . This gives us the resulting state q (2) . It should be clear that this construction can be repeated on every intermediate q (m) , each time applying it to the distribution in which we ignore the energy levels E π(0) , ...E π(m−1) , since these have the correct occupation probability. This provides a sequence of states culminating in q (d−1) = πλ ↑ as required.
Having shown that Eq. (D4) holds, we now argue for Eq. (D2) as follows. Given U , let p = diag U ρU † (remembering to first diagonalize the degenerate energy subspaces if necessary) and p * be the state formed by permuting the elements of p such that p * 0 ≤ p * 1 ≤ p * d−1 . By Eq. (D4), we have that p * thermo-majorizes p . In addition, by the Schur-Horn theorem, we have that λ ↑ majorizes p * . Combining this with the fact that both λ ↑ and p * are ordered in terms of increasing occupation probability and have the same β-order, it follows that: This gives us that λ ↑ thermo-majorizes p * and completes the proof.
Finally, we will need to define the notion of a maximal β-order states associated to some state ρ. These capture the notion of the most resourceful state of a certain β-order that can be formed from a given state p.
Definition 3 (Maximal β-order states). Given a vector of occupation probabilities p = (p 0 , . . . , p d−1 ) with associated energy levels E = (E 0 , . . . , E d−1 ) and a permutation α ∈ S d , let p α denote the vector such that 1. The β-order of p α is given by α 2. There exists no state q = p α with β-order α such that:
Maximal β-order states have a simple geometrical interpretation in terms of thermo-majorization curves, as illustrated in Fig. 13 . The importance of these states in the theory of thermal operations is due to the fact that given the maximal β-ordered states one can construct the set of all achievable states by Gibbs-stochastic maps: Lemma 12) . Given p, let
Then C(p) is the convex hull of the set of maximal β-order states p α . Here we illustrate the notion of a maximal β-order state. The state p, shown in blue, has β-order π = (0, 1, 2). The state p α for α = (2, 0, 1) is shown in red and has a simple geometrical interpretation. The choice of α (Condition 1) fixes the x-axis points to be x0 = e −βE 2 , x1 = e −βE 2 + e −βE 0 , x2 = e −βE 2 + e −βE 0 + e −βE 1 . Then Condition 2 is equivalent to the request that the curve in red touches the blue curve at these points.
Since finding the set C(p) is a central task in the theory of thermal operations, an explicit method to construct maximal β-order states may be useful for our understanding of the resource theory. Surprisingly, this has not been developed before. In the following we show that the transformation that converts p into any of the maximal β-order states p α is independent of the specific form of p, and only depends on its β-order. This is in complete analogy with permutations and their role within the theory of doubly-stochastic matrices as determined by Birkhoff theorem [54] . Hence it makes sense to define:
Definition 4 (β-permutation). For any α ∈ S d we define the β-permutation P (π,α) as the Gibbs-stochastic map that converts any p with β-order π into the corresponding p α , the maximal β-order state with β-order α.
The analogy between β-permutations and permutations is very strong, and not only because the two notions coincide in the limit β → ∞. They also share the same core property, as the following lemma shows.
Theorem 8 (Existence and explicit construction of β-permutations). For fixed energy levels E = (E 0 , . . . , E d−1 ), the map P (π,α) converting any p with β-order π into the corresponding p α with β-order α depends on π and α, but is otherwise independent of p. Furthermore, a constructive description of every P (π,α) can be provided.
Before we prove the above theorem, note what this means for the problem of finding C(p) for any given p. One can, using our constructive method, compute all P (π,α) . Then for any given p one can determine its β-order π and C(p) will be given by the convex hull of the set probabilities P (π,α) p for varying α ∈ S d .
Proof. To prove this theorem, it suffices to construct a Gibbs-stochastic matrixG that implements the transformation p → p α such that the entries ofG are independent of p. We will order the rows ofG according to α with the columns being ordered according to π:
. . . . . .
SinceG is Gibbs-stochastic, G must satisfy:
G ij e −βE π(j) = e −βE α(i) .
The algorithm for constructing G is then as follows. We begin by populating row 0: if e −βE α(0) < e −βE π(0) then Set:
else Let k 0 be the smallest integer such that:
k0 j=0 e −βE π(j) ≥ e −βE α(0) .
Set:
The intuition behind this construction for row zero is as follows. We want to maximize the population of E α(0) subject to the thermo-majorization constraints. To do this, we compare e −βE α(0) and e −βE π(0) . If e −βE α(0) < e −βE π(0) , then we cannot move all of the population in E π(0) to E α(0) without violating thermo-majorization and must instead move only a fraction of it, as given by Eq. (D10) . This case is illustrated in Fig. 14a .
On the other hand, if e −βE α(0) ≥ e −βE π(0) , then we can move all of the population in E π(0) to E α(0) and set G 00 = 1. We then try to move population from E π(1) to E α(0) and repeat this process until we reach an energy level whose population we cannot move into E α(0) without violating thermo-majorization. This energy level is defined through Eq. (D12) and given be E π(k0) . From E π(k0) we can only move a fraction of the population into E α(0) , given by Eq. (D14). When we reach this point, we have moved as much population as possible into E α(0) . This case is illustrated in Fig. 14b .
Before constructing the rest of the matrix, we first check that Eqs. (D6), (D7) and (D8) are fulfilled in each of the clauses. In the first clause, it is clear that G 00 ≥ 0. Also, given the condition, we have G 00 ≤ 1 so we do not contradict stochasticity. Gibbs preservation follows as:
G 0j e −βE π(j) = G 00 e −βE π(0) = e −βE α(0) as required.
For the second clause, it is again true that we have 0 ≤ G 0j ≤ 1, for all j (if G 0k1 were greater than 1, then this would contradict the definition of k 0 in Eq. (D12)). We then note that:
so Gibbs preservation is satisfied.
With row zero in place, row m (m ∈ {1, . . . d − 1}) is populated as follows:
j=0 e −βE π(j) then Set:
Let k m be the smallest integer such that:
The intuition behind this is similar to that given for the zeroth row (m = 0). In the mth row we are determining the population of E α(m) after the transformation. At this point in the construction, all of the population from energy level E π(j) for 0 ≤ j ≤ k m−1 − 1 has been transferred already into the set of energies E α(i) m−1 i=0 . We thus have G mj = 0 for 0 ≤ j ≤ k m−1 − 1. We now check to see how much of the remaining population in E π(km−1) we can move to E α(m) subject to the thermo-majorization constraints. If we can only move a fraction of it, we follow the 'if' clause in the above algorithm and determine G mkm−1 to be given by Eq. (D18). This is illustrated in Fig. 15a .
Alternatively, if we can move all of it, we follow the 'else' clause and G mkm−1 is given by Eq. (D22) . The rest of the construction follows a similar line of argument to the first row. We move all of the population from the energy levels after E π(km−1) to E α(m) until we reach an energy level E π(km) where this is not possible due to thermo-majorization. This is illustrated in Fig. 15b .
We now check that Eq. (D6) and Eq. (D8) are fulfilled in each of the clauses for each row in the matrix. For the first clause 0 ≤ G mkm−1 ≤ 1 follows from: where in the last inequality we used the definition of k m−1 . Finally, note that:
and hence Eq. (D8) holds. For the second clause, the definitions of k m−1 and k m ensure that both 0 ≤ G mkm−1 ≤ 1 and 0 ≤ G mkm ≤ 1 hold. Showing Gibbs preservation is a little complicated. First note that:
where we have used Eq. (D22) and Eq. (D24) in the last line. Consider now m−1 i=0 G ikm−1 . Note that there exists an integer r such that 0 ≤ r ≤ m − 1 and:
Using these expressions in Eq. (D26), we see that: and hence the Gibbs distribution is preserved. Finally, let us show that the matrix constructed is stochastic. Using the expressions for G ikm−1 given above, the fact that k i = k r for all r ≤ i ≤ m − 1 and the definition of k m−1 ,
Together with Eq. (D22) and the already proved fact that G ij ∈ [0, 1] for all i, j ∈ {0, . . . , d − 1}, we get that G is stochastic.
As claimed, our matrix depends only on E, π and α. It is independent of p.
We leave open the question of the relation between the set of extremal Gibbs-stochastic matrices and β-permutations. According to Lemma 4, convex combinations of β-permutations can realize every transition achievable by Gibbsstochastic maps. A more challenging question is however to identify all extremal Gibbs-stochastic matrices in any dimension. The study of this question was initiated in [55] where all such matrices were identified in the case d = 3.
Optimal general protocols (Theorem 4)
After obtaining the above results on maximally active states and maximal β-ordered states, we can now derive the optimal form of protocols of the form P : Theorem 4. Assume S is a d-level system with E d−1 > E 0 and β > 0. Without loss generality (by making use of a diagonalizing unitary), we can take the initial state of S to be diagonal in the energy eigenbasis with p
Then, for a given auxiliary state σ A , the optimal cooling protocol in P is such that in each round k:
1. The unitary taking ρ (k−1) S ⊗ σ A to the corresponding maximally active state is applied to SA.
A β-permutation β
and p (k) 0 → 1 as k → ∞. Proof. We begin by sketching the intuition behind our protocol. In a single round, the goal of the unitary is to maximize the amount of athermality present in R = SA for the thermal operation to exploit. By Lemma 3, this will be achieved by applying the unitary that transforms ρ (k−1) R into the corresponding maximally active state. Next, we wish to perform a thermal operation that maximizes the population of the ground state of S. This is limited only by the thermo-majorization constraints and we take it to be the β-permutation whose resulting state is a maximal β-order state with β-order:
where r denotes the dimension of A and we label the energy levels of R by (i, j). That this is an ordering that maximizes the ground state population of S follows from the concavity of thermo-majorization curves. Furthermore,
are the populations of ρ We now formally show that the concatenation of such rounds forms the optimal protocol in P . Towards this end, suppose that at the beginning of round k we have one of two diagonal states ρ
S will represent the trajectory followed by the state when we apply the claimed optimal protocol, whereasρ (k) S will be the trajectory followed by a generic protocol (hence, ρ
S =ρ (0) S ). Our goal is to show that:
m.a.
(1) (1) m.a. D a thermal operation that kills coherence. This implies not only that our protocol maximizes the ground state population in a given round but also that deviating from this protocol can only have an adverse effect on the achievable population in subsequent rounds.
To see that Eq. (D28) holds, first note that as ρ (k−1) S ρ (k−1) S , then:
This gives:
The first line follows from Eq. (D29) and the fact that maximally active states have the same β-orders. The second line follows from Lemma 3. Now consider the thermal operation step. We have:
is the β-permutation that takes V (k) ρ (k−1) S ⊗ σ A to the state with the β-order given in Eq. (D27).
The first line follows as U π maximizes the partial sums l i=0 p ↓ i that are achievable on S from the input state. We have thus constructed the optimal protocol in P for any number of rounds k. This protocol is illustrated in Fig. 16 . Note that this protocol need not be iterative as the unitary required to produce the maximally active state on R may need to vary with the round number. However, in the absence of an auxiliary system, the unitary will be independent of the round number as it always maps a passive state on S to the maximally active one. To conclude that the optimal protocol is iterative in the absence of A, we now argue that the thermal operation is independent of the round number. First note that the β-order of ρ is independent of k. Hence by Theorem 8, the thermal operation between the two states is also independent of k and the protocol is iterative.
It remains to show that there exists a protocol in P that is iterative in the presence of an auxiliary system and for which the ground state population converges exponentially quickly to one (this implies that the ground state population of our non-iterative, optimal protocol also converges exponentially quickly to one).
To do this, we construct an explicit algorithm for cooling qubits to the ground state. Let us define the following Gibbs-stochastic matrix, which is a many-level generalization of the matrix A 6 as defined in Ref. [55] : 
If we define the β-swap of Eq. (2) acting non-trivially on levels i, j with E i ≥ E j as:
G can be written as the following product:
β i+1,i , so in principle this thermal operation can be generated as a sequence of β-swaps (and hence it is an elementary thermal operation in the sense of Ref. [27] ). Now consider the protocol in which at each round we perform the following steps:
1. A unitary transformation U is performed, that swaps the population of the ground state and the most excited state.
A TO implementing G is performed.
Note that U induces the permutation P (0,d−1) that flips the states 0 ↔ d − 1. Next, define the resulting cooling stochastic matrix C = GP (0,d−1) . Also denote by Ω = = 1 − S (n(d−1)) , S (n(d−1)) = e −βΩn S (1) , from which it follows that the ground state population exponentially converges to 1 whenever the Hamiltonian is not fully degenerate, i.e. Ω > 0, and β > 0.
Appendix E: Catalytic protocols (Theorem 5)
In this appendix we consider the class of correlating protocols P corr and prove Theorem 5. The class of protocols P corr is illustrated in Fig. 17 .
While at first glance, the creation of correlations may seem to be a disadvantage (after all, their creation requires work [56] ), we will see that this is not the case. Let us denote the free energy of a probability distribution p with associated Hamiltonian H by:
where S (p) is the entropy of p. The main technical result we need is the following: Then there exists q S , -close to q S , a catalytic state p C and a state q SC , with marginals q S and p C , such that p S ⊗p C can be mapped into q SC by a thermal operation.
In other words, if S is initially diagonal in energy we can perform any transformation on it that does not increase its non-equilibrium free energy by using a catalytic system C and a thermal operation on SC that creates correlations while leaving the local state of C unchanged.
With this in place, we now prove Theorem 5 form the main text:
Theorem 5. Assume S is a d-level system with E 1 > E 0 and β > 0. For any initial state ρ (0)
S , there exists a protocol in P corr that consists of a finite number of rounds r and uses r catalytic systems such that, for any > 0, 0|ρ (r) S |0 ≥ 1 − and the catalytic systems can be reused to cool another copy of ρ (0) S . Proof. It suffices to prove this theorem for qubits. If we wish to cool a more general d-level system for d > 2, we can use the qubit protocol to first move all of the population from energy level E d−1 to E 0 (up to an arbitrarily small ), then use the protocol to move all population from E d−2 to E 0 and so on until we move all of the population from E 1 to E 0 .
We now focus on a protocol for cooling qubits to the ground state in a finite number of steps. Without loss of generality, we can assume that the qubit has Hamiltonian H S = E|1 1| and, for simplicity, begins in the thermal state (if the qubit is not initially thermal, we can include an additional TO at the beginning of the protocol that thermalizes it). We thus have:
Furthermore, the protocol that we construct will be such that at the beginning of round k, the state of the system is diagonal in the energy eigenbasis and given by:
with p (k−1) > 1 2 . Given this initial state, round k proceeds as follows:
1. The Pauli X unitary is applied to S, converting ρ By Theorem 9, there exists a catalyst σ C k and a TO Λ (k) on SC k for which the output state Λ (k) ρ (k−1) S ⊗ σ C k has marginal on S -close to |0 0| (for arbitrarily small ) and marginal on C k precisely equal to σ C k . We apply this TO and the protocol then terminates as cooling is complete.
else Consider the unique state ρ (k) S such that F ρ (k) S = F ρ (k−1) S and p (k) > p (k−1) . As F ρ (k−1) S < F (|0 0|), such a state exists, because the free energy of (p, 1 − p) is a strictly monotonically increasing function of p for p ≥ 1/2. Again by Theorem 9, there exists a catalyst σ C k and a TO Λ (k) on SC k for which the output state Λ (k) ρ (k−1) S ⊗ σ C k has marginal on S -close to ρ (k) S (for arbitrarily small ) and marginal on C k precisely equal to σ C k . We apply this TO, using this catalyst, to S, completing this round of the protocol. end if
We now show that this protocol terminates after a finite number of steps. The idea is that if the 'else' clause is followed, the free energy increases by a non-zero amount. In fact, for k > 1:
and the strict inequality follows as p (k) is a strictly increasing sequence in k. Hence:
which becomes larger than F (|0 0|) after a finite number of rounds. In fact, the repeated application of Theorem 9 gives a state that, by the triangle inequality, is k -close to ρ (k) and, by continuity, has free energy which is kδ-close to that of ρ (k) , with δ = o( ). Hence, also the free energy of ρ (k) can be made larger than |0 0| after a finite number of steps.
Counting the initial thermalization step and the final round to create |0 0|, we see that the total number of rounds before the protocol terminates is upper bounded by: where > 0 can be made arbitrarily small by an appropriate choice of the catalysts.
As an example of the above theorem, if one starts with a qubit system in a thermal state and βE = 1, using the above bounds one can check that the protocol terminates after 2 steps.
