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Abstract 
This thesis aims to present a method for detection of faults (burn marks) on insulator 
using only image processing algorithms. It is accomplished by extracting the insulator 
from the background image and then detecting the burn marks on the segmented 
image. Apart from several other challenges encountered during the detection phase, 
the main challenge was to eliminate the connector marks which might be detected as 
burn-marks. The technique discussed in this thesis work is one of a kind and not 
much research has been done in areas of burn mark detection on the insulator 
surface. Several algorithms have been pondered upon before coming up with a set of 
algorithms applied in a particular manner. 
 
The first phase of the work emphasizes on detection of the insulator from the image. 
Apart from pre-processing and other segmentation techniques, Symmetry detection 
and adaptive GrabCut are the main algorithms used for this purpose. Efficient and 
powerful algorithms such as feature detection and matching were considered before 
arriving at this method, based on pros and cons. 
 
The second phase is the detection of burn marks on the extracted image while 
eliminating the connector marks. Algorithms such as Blob detection and Contour 
detection, adapted in a particular manner, have been used for this purpose based on 
references from medical image processing. The elimination of connector marks is 
obtained by applying a set of mathematical calculations. 
 
The entire project is implemented in Visual Studio using OpenCV libraries. Result 
obtained is cross-validated across an image data set. 
 
Keywords: Insulator detection, Burn-mark detection, GrabCut, Symmetry 
detection, Blob detection, Image processing 
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1 Introduction 
Over the last few years, the use of Unmanned Aerial Vehicles (UAVs) is growing 
rapidly in the commercial sector, providing aerial imaging solutions. UAVs equipped 
with high-resolution cameras act as an excellent investigative and surveillance tool, 
due to its cheap low power system. The vision for flight control covers a wide range 
of research areas such as object detection and tracking, position estimation, 
multivariable nonlinear system modelling, and sensor fusion with inertial navigation 
and GPS. 
In recent years, one such civilian application of UAV is the inspection of High Voltage 
Transmission Lines (HVTL). Around the world, HVTL is used for transmitting and 
distributing electricity from generator site to the consumer. Hence, the reliability and 
performance of these lines are of prime importance. The power lines are constantly 
affected by rigorous weather conditions and therefore prone to failures. Such failures 
need to be detected early and fixed immediately.  
 
 
Figure 1.1: UAV inspecting HVTL [1] 
Some of the applications of UAV in this domain include Power Line detection, 
Insulator fault detection, Detection of snow coverage and swing angles of insulators 
on HVTL [2], Detection of the insulator dirtiness, and used for maintenance purposes 
as well. Powerline and Insulator inspection are absolutely necessary for safe 
operation of power transmission grids. A regular checking is required to detect faults 
that are caused due to corrosion, mechanical damage or effects of harsh weather 
conditions. Some methods suggest using a thermal camera for identifying corrosion 
and damage to electrical wires. Safety and time are the two key factors which make 
drones handy and attractive in terms of reducing costs and accuracy of work. UAV 
allows faster defects detection and smooth functioning of high voltage power lines. 
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1.1 Motivation 
General motivation: 
The inspection of the power lines across the globe is mostly carried out by Humans. 
Though the reliability is more in this case, it is dangerous and consumes a lot of time. 
Another way by which HVTL is inspected is by the use of Helicopters [3]. This 
method is efficient as compared to the conventional one but very expensive. 
 
           
Figure 1.2: Human HVTL inspection (left) [4]; Inspection by UAV (right) [5] 
In order to overcome the drawbacks encountered in the previous techniques, UAV 
based HVTL inspection method plays an important role. It reduces the inspection 
cost and time and is safe for the inspection workers. The UAV can also reach to 
places where it is difficult to reach for humans. Additionally, the power need not be 
turned off during the inspection period, which is not the case when the inspection is 
performed by humans. Hence, safety and efficiency increase drastically with this 
technique. 
 
With the current development, the use of UAVs in HVTL inspection is still human 
dependent i.e. it is not completely autonomous. Gathering of reliable data and 
processing it requires a team of well-trained and expert professionals in order to 
match up with the quality standards. Therefore, as discussed in [6], the best solution 
is UAV based fully automated HVTL inspection system. 
 
Figure 1.3: HVTL inspection technique development [6] 
Monitoring and inspection of insulator and power line incorporate the surrounding 
objects as well, especially vegetation. There's a regular need to check the vegetation 
near the power line corridor. Trees, branches or bushes should be regularly trimmed; 
otherwise, it might lead to electric arcs and danger of fire. For inspection of power 
line corridors, seven fundamental types of data can be used: Synthetic aperture radar 
Human-
expert 
inspection
Helicopter 
inspection
UAV 
inspection
UAV 
automated 
inspection
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images, optical satellite images, optical aerial images, thermal images, airborne laser 
scanner data, land-based mobile mapping data and last but not the least, data from 
UAV images [7]. 
 
Sl.No. Inspection methods Advantages Disadvantages 
1. Human-expert inspection 
Reliable and 
accurate 
Danger to life, Time 
consuming 
2. Helicopter inspection 
Time effective and 
reliable 
High cost 
3. UAV inspection 
Safe, Cost and time 
effective 
Tedious to process 
data manually (5-6 
GB) 
4. UAV automated inspection 
No danger to life, 
Human intervention 
not required, Cost 
and time effective 
Still in 
development, 
Accuracy not as 
good as human 
inspection 
Table 1.1: Comparison of different HVTL inspection methods 
 
Specific motivation: 
The thesis work is part of APOLI [6] project. The objective of this project is to achieve 
a fully-autonomous HVTL inspection system. A brief insight into the APOLI project is 
as follows: 
 
Figure 1.4: Hardware architecture of UAV for APOLI project [6] 
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The UAV has two computers, the Flight control computer (FCC) and Mission 
Computer (MC). The FCC is the main flight computer and the MC is mission specific. 
The task of mission computer is to automate inspection with help of FCC and other 
sensors and actuators. The fully autonomous UAV inspection system has the task to 
detect the insulator fault and the powerline cable fault. Insulator fault needs to be 
detected using image processing technique from image/video data. The powerline 
cable fault can be diagnosed by performing aerial inspection while flying from one 
tower to another. 
The motive to opt for fully autonomous image processing inspection system is mainly 
because of the following reasons: 
 
1. The data collected (recorded) during the flight path of the UAV based 
inspection is enormous – around 6 gigabytes. It can be extremely tedious to 
inspect the video manually. Hence, automated inspection using image 
processing is the best solution. The final objective is to do the fault detection 
and inspection real-time. 
 
2. Due to limited availability of memory on the mission computer, machine 
learning algorithms cannot be incorporated. The whole fault detection system 
should purely work on image processing algorithms. 
 
3. Due to strong electromagnetic radiation from the HVTL, the conventional 
orientation and positioning sensors are not working optimally [6]. 
1.2 Research objectives of the thesis 
The objective of the thesis is to develop a post-processing image processing 
algorithm for fault detection on insulators. ‘Object detection methods’ using image 
processing is the key research area. 
 
The main objective is listed into multiple sub-objectives which are as follows: 
 Insulator detection within the image. 
 Detection of faults (burn-marks) on the detected insulator. 
1.3 Problem Statement 
The task of finding burn marks on the insulator had several challenges which were 
aimed to be solved during the thesis. They are as follows: 
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 Insulator detection: 
a) Locating the insulator within the image 
b) Finding the insulator from a cluttered background 
c) Extraction of the insulator. 
 Elimination of the connector marks: The connector marks on the insulator 
possess the same characteristics as that of burn-marks; hence this needs to 
be rejected in the process of the detection. 
 Detection of the burn marks on the insulator: It is the final step in the 
algorithm. Since, the burn-marks don’t have any definite shape, size, and 
color, some generic algorithm needs to be formulated. 
1.4 Overview of the following chapters 
The thesis has been structured into several chapters ranging from the basics of 
image processing to an in-depth evaluation of the insulator. The chapter of 
introduction was aimed to give an insight of the whole project and where this thesis 
project fits in. The general motivation for the project and the motivation specific to the 
thesis is also discussed. The following few paragraphs give a brief description of 
each chapter and the purpose of it in the thesis work. 
 
 Chapter 2 - Fundamentals of Image processing: This chapter deals with the 
fundamental literature and background knowledge of image processing and 
computer vision in general. It also gives a basic understanding of object 
detection algorithms using feature matching. The last part has an overview of 
the different image processing tools available and a comparative study has 
also been conducted. 
 
 Chapter 3 - State of Art: The chapter contains the literature survey and 
research areas concentrated on topics related to the thesis. It also does a 
relative study of the pros and cons of the different methods discussed. The 
first two parts discuss general object detection techniques in depth. The third 
focus on insulator detection techniques based on different research papers 
and ideas presented at conferences. The fourth is related to image 
segmentation methods and the last list the different burn-mark detection 
algorithms. 
 
 Chapter 4 - Concept: As the name suggests the concept chapter deals with 
the idea to meet the objective of the thesis. It is the proposed solution for the 
thesis, listed in a step-wise manner. It also aims at resolving the problems 
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which were listed in the problem statement. From the analysis obtained from 
the state of art of different techniques, the concept phase selects the one 
which is the most optimum for this thesis. 
 
 Chapter 5 - Implementation: This chapter shows the implementation of the 
proposed solution discussed in the concept phase. From insulator detection to 
burn-mark detection, all steps are listed here. The tools used for implementing 
these algorithms are also depicted. 
 
 Chapter 6 - Result: The results obtained are discussed and presented in this 
chapter. An analysis of the different algorithms is done based on the output 
obtained and the performance is also calculated. It checks for the execution 
time of the algorithm as well.  
 
 Chapter 7 - Conclusion and future scope: This final chapter discusses the 
conclusion of the thesis work and the future scope for the upcoming work 
based on the results obtained as part of this thesis. 
 
Summary of the chapter: 
 
This chapter gives an introduction to the thesis work on insulator fault detection. The 
importance and application of the project against other conventional methods are 
discussed and compared based on the pros and cons. It aims to explain the general 
and specific motivation of the project work, and also discusses the research 
objectives and the problem statements in a broader sense. The last sub-heading 
gives a brief overview of the chapters which are to be discussed in detail further in 
the report. 
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2 Fundamentals of Image Processing 
2.1 Image Understanding basics 
The process of modifying the properties of an image by performing some 
modifications or alterations by using different functions is termed as Image 
processing. Modern generation computers with high computing power, digital image 
processing has several benefits over analog image processing. It permits a wide 
range of algorithms that can be applied to the input image. The problems related to 
noise can be avoided by using different types of filtering operations. 
 
The important terms along with their description are as follows: 
 Image Processing    
 Image Analysis    
 Image Understanding  
 
Some applications include Image stitching, video surveillance, Optical character 
recognition, Object recognition, Face recognition. It is widely used in almost all 
domains which include Medical science, in the field Robotics and in autonomous cars 
as well. 
 
2.1.1 Properties of an Image 
 
An image is a 2D function f(x, y), where (x, y) represent the spatial coordinates and 
the value of ‘f’ is proportional to the intensity levels and brightness of the image at 
that point. A digital image is obtained by sampling and discretization in spatial plane 
and in brightness. The components of such a digital array are referred to as pixels. 
 
 Figure 2.1: Image co-ordinate of a 2D image 
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Each pixel is a measure of the brightness (intensity of light or luminance) that falls on 
an area of a sensor. An image becomes a matrix of size width * height (e.g. 
1024x768), where each element is the pixel brightness (typically an integer between 
0 - black - and 255 - white). Color may add a third dimension (RGB components). 
 
 
Figure 2.2: Pixel information (Gray-scale Image) 
Any Image has either of the following color representation [8]: 
 
 Binary Image - Only two colors are present in the image (0-black, 1- white)  
 Grayscale Image – Represents the information of intensity of light in the image 
and not the color. The pixel (gray value) has 256 different shades ranging from 
Black (total absence of light-0) to White (total presence of light-1). 
 True color - Represents natural color images. The popular color spaces are 
RGB (Red, Green, Blue), CMYK (Cyan, Magenta, Yellow, Black). 
 
Following are the popular image file formats [8]:  
 
 JPG or JPEG (Joint Photographic Experts Group) - Supports color depth of 24 
bits (3 color channels of 8 bits each). 
 GIF (Graphic Interchange Format) - Supports color depth of 8 bits. 
 PNG (Portable Network Graphics) - Supports color depth of 48 bits (3 color 
channels of 16 bits each). 
 TIFF (Tagged Image File Format) - Supports color depth of 48 bits (3 color 
channels of 16 bits each). 
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2.1.2 Histogram Equalization 
 
The contrast of an image defines the range of brightness or color value taken by all 
its pixels.  This can be visualized by plotting a histogram of pixel intensities. 
 
              
Figure 2.3: Insulator image (in gray scale) before histogram equalization 
It can be observed from Figure 2.3 that the pixel intensities are concentrated around 
a region, i.e. it doesn’t occupy the entire range of pixels from 0 to 255. 
 
             
Figure 2.4: Insulator image (in gray scale) after histogram equalization 
Histogram equalization flattens the distribution of pixel densities so that the whole 
range of pixels is occupied. This improves the contrast of the image. It doesn’t work 
well on images with high contrast images, which have a lot of dark/white pixels but 
nothing in the middle. As it can be visualized from the Figure 2.4 that the entire range 
of pixel value is occupied [9]. 
 
There are a few points which should be considered before applying Histogram 
Equalization. It can amplify noise in dark areas and can flatten the range in the bright 
area. 
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2.1.3 Blurring or Smoothening of Image using filters 
 
Almost all images are affected by some kind of Noise. Noise can be interpreted as 
the disturbances in the intensity of an image. The first and the foremost step in Image 
analysis is to filter out the noise. Filters are mainly divided into two types: Edge filters 
are used for detection of edges and Smoothing/Blurring filers are essential for 
removing of High-frequency Noise (Low pass filter) [10]. 
 
Smoothing is defined as the process to remove high-frequency noise from an image. 
One of the most widely used blurring filters is the Gaussian filter. 
 
 
 
 
     
Figure 2.5: Source image (left); blurred (Gaussian- 5x5 kernel) image (right) 
 
The Gaussian noise in digital images gets acquired during capturing the image. For 
example, noise can be caused by poor illumination, high temperature and/or during 
transmission. The spatial filter can be used in order to reduce Gaussian noise. 
Commonly used spatial filtering techniques include median filtering, Gaussian 
blurring/smoothing and mean filtering.  
 
 𝑓(𝑥, 𝑦) =
1
2𝜋𝜎2
𝑒
(−
𝑥2+ 𝑦2
2𝜎2
)
 (1) 
ℎ3,3 =  
1
6
[
1 2 1
2 4 2
1 2 1
] 3x3 Gaussian filter 
ℎ5,5 =  
1
256
[
 
 
 
 
1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1]
 
 
 
 
 5x5 Gaussian filter 
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2.1.4 Thresholding 
 
Segmentation is the process of separating an image into regions. The property that 
pixels in a region share is the intensity. Hence, the method to segment those regions 
by separating the light and dark regions is known as Thresholding. 
 
If g (x, y) is a thresholded version of f (x, y) at some global threshold T, 
 
 𝑔(𝑥, 𝑦) = {
1  𝑖𝑓 𝑓(𝑥, 𝑦) ≥ 𝑇
0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2) 
 
Thresholding only considers the intensity of the pixels and not the relationships 
between them. This leads to a problem when we try to detect the desired region 
within an image. Extraneous pixels can be included and pixels within the region 
which are near the boundaries can be missed. This effect gets worse as the noise 
gets worse. Therefore, trial and error methodology needs to be applied to get the 
desired value. It is generally a good practice to apply Gaussian blur before 
thresholding in order to reduce the noise. 
 
  
 Figure 2.6: Source image (left); binary threshold (right) 
Figure 2.6 uses a simple thresholding technique – Binary threshold. This operation 
involves a global value of threshold applied over the entire image. If a pixel value is 
greater than the threshold value, that particular pixel value is assigned the threshold 
value (255, white in this case).  
 
The problem with a global threshold is with the illumination. Variation in illumination 
across the scene may cause some parts to be darker (in shadows) and some parts to 
be brighter (in the light). This problem can be rectified by using a locally adaptive 
threshold algorithm. The algorithm calculates the threshold for small areas or regions 
in the image [11]. OpenCV (which is used for implementation purpose of the thesis) 
supports five global thresholding techniques: Threshold Binary, Threshold Binary 
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Inverted, Truncate, Threshold to Zero, and Threshold to Zero Inverted. It also 
supports adaptive thresholding as well as Otsu’s binarization [12]. 
 
  
Figure 2.7: Source image (left); Adaptive threshold (right) 
Figure 2.7 uses locally adaptive threshold technique. The adaptive method used is 
Gaussian filter and the threshold value is the weighted sum of the 
neighborhood/near-by pixels. This method is particularly effective when an image has 
different lighting conditions in different areas.  
 
Otsu Binarization: As discussed above, for global thresholding technique trial and 
error method needs to be applied to get a good threshold result. But in the case of 
Otsu binarization method, the threshold value is computed automatically. This 
method works best with the bimodal image (image with two histogram peaks). 
 
  
Figure 2.8: Source image (left); Otsu binarization (right) 
It can be clearly observed by comparing the results of a simple threshold (Figure 2.6) 
and Otsu binarization (Figure 2.8). In the latter method, the unwanted white noise 
and grains are filtered automatically, giving a better result as compared to a simple 
binary threshold. 
 
2.1.5 Morphological Transformation 
 
The binary images produced after simple thresholding are subjected to grains. These 
grains are nothing but the noise generated during the conversion into a binary scale. 
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Morphological transformation is a technique by which these grains or noise can be 
eliminated. This technique can also be applied to grayscale images. 
 
Morphological image processing, a non-linear operation, is used for manipulating the 
shape or feature in an image. It can also be applied to grayscale images such that 
their absolute pixel values are of minor or no interest. The morphological technique 
consists of a template called a structuring element. This structuring element checks 
all the pixels in the image and compares with the neighborhood pixels.  
 
 
               Square 5x5 element            Diamond-shaped 5x5 element      Cross-shaped 5x5 element      Square 3x3 element 
Figure 2.9: Example of structuring elements [13] 
Structuring element is a small matrix of pixels with a value of either zero or one. The 
dimension of the matrix specifies the size of the structuring element. The shape is 
determined by the pattern of zeros and ones. Odd-dimension structuring element is 
generally considered to have one pixel as the origin [13]. 
 
Erosion: 
In erosion, a pixel element with a value equal to one (true) stays true only if all its 
neighboring pixels are also true. This operation shrinks/erodes the image. A binary 
image ‘b’ eroded by a structuring element ‘e’ at every locations (x, y) gives a new 
binary image ‘f’ 
 𝑓(𝑥, 𝑦) = {
1  𝑖𝑓 ′𝑒′ 𝑓𝑖𝑡𝑠 ′𝑏′
  0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3) 
                        
    
Figure 2.10: Example of Erosion (3 x 3 square structuring elements) [13] 
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Erosion with small square structuring elements (3x3 or 5x5) shrinks an image by 
stripping a layer of pixels from both outer and inner boundaries of regions. The small 
grains (salt and pepper noise) are eliminated and the gaps between different regions 
become larger. Large structuring elements have a bigger effect on the outcome of 
erosion. Similar results can be obtained by iteration of smaller structuring elements 
[13]. 
 
Dilation:  
In dilation, a pixel element with value zero (false) becomes equal to one (true) if at 
least one of its neighboring pixels is also true. It amplifies the salt and pepper noise. 
A binary image ‘b’ diluted by a structuring element ‘e’ at every locations (x, y) gives a 
new binary image ‘f’ 
 
𝑓(𝑥, 𝑦) = {
1  𝑖𝑓 ′𝑒′ ℎ𝑖𝑡𝑠 ′𝑏′
  0        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
(4) 
    
Figure 2.11: Example of Dilation (3 x 3 square structuring elements) [13] 
The gaps between different regions get reduced by dilation. The shape and size of 
the structuring element influence the result of erosion and dilation. Erosion and 
dilation operations have the opposite effect but present interesting results when 
applied one after the other. Opening, which removes salt and pepper noise, is 
erosion followed by dilation. On the other hand, closing is dilation followed by erosion 
and it is useful in elimination of small holes in the image. 
 
   
Opening       Closing 
Figure 2.12: Opening and Closing example 
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2.2 Feature detection and matching 
Feature detection and matching is an important component in Computer vision 
applications. Some of the applications include Image stitching, 3D reconstruction, 
motion tracking, object recognition, robot navigation etc. This section discusses the 
topics of object recognition which are directly or indirectly referenced in the thesis. 
 
2.2.1 Feature detection 
 
Feature detection refers to the finding of a set of interesting points or features. It 
defines a region around each point. The features that are first noticed at a specific 
location of an image are mountain peaks, doorways, building corners, shaped 
patches of an object. These kinds of features are interest points. This is the stage 
where each image is searched for locations that are likely to match well with other 
images [14]. 
 
Detection of corners, blob detection falls under Feature detection. Some common 
algorithms are Harris corner detector, LoG/DoG Blob detector. 
 
Properties of a good feature include: 
 Patches with high contrast changes (gradients) are considered as good 
features. 
 A good feature should be invariant to Illumination, scale, and pose. 
 A good feature is never big. 
 
The simplest way to compute the similarity between two images I0 and I1 at different 
locations is to compute the weighted sum of squared diﬀerences (WSSD): 
 
 
 
𝐸
𝑊𝑆𝑆𝐷
(𝑢) = ∑𝑤(𝑥
𝑖
)[𝐼
1
(𝑥
𝑖
+ 𝑢) − 𝐼
0
(𝑥
𝑖
)]
2
𝑖
 
 
(5) 
w (xi) = 1 in window, 0 outside. 
where I0 and I1 are the two images being compared, u = (u, v) is the displacement 
vector, w(x) is the window function, and the summation ‘i’ is computed over every 
pixel in the region [14].  
 
The WSSD is zero when the two regions match and is positive when they don’t. 
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2.2.2 Feature description 
 
At this stage, the region around the detected key-point locations is converted into a 
compact and stable descriptor, which is invariant and that can be matched against 
other descriptors. Feature descriptor technique takes an input image and outputs the 
feature vectors. A vector of values, known as descriptor, represents the region of an 
image around an interesting point or it could be some raw pixels. The merger of an 
interesting point along with its descriptor is called a local feature. Extraction of the 
local patch around feature is termed as Feature Extraction. For example, SIFT 
(Scale-invariant feature transform) is both a feature detector and descriptor. The 
other commonly known algorithm is SURF (Speeded up robust features), which is a 
faster version of SIFT. Another descriptor, GLOH (Gradient location-orientation 
histogram) is a variant of SIFT that uses a log-polar binning structure [14]. 
 
SIFT:  
The SIFT algorithm proposed by Lowe, solves the image rotation, affine 
transformation, intensity and viewpoint matching features. The algorithm basically 
consists of four steps, which are as follows: 
 
1. Estimating scale space extrema using Difference of Gaussian (DoG) 
2. Localization of a key point, where the key point candidates are localized. 
Refinement is done by eliminating the low contrast points. 
3. A key point orientation assignment based on the local image gradient. 
4. Computation of the local image descriptor using a descriptor generator for 
each key point based on image gradient magnitude and orientation [15]. 
 
SURF:  
SURF: SURF algorithm uses a Box filter in place of DoG. Instead of using Gaussian 
average, squares are used for approximation. This is because convolution with the 
square is much faster if the integral image is used. Another advantage is it can be 
done in parallel for different scales. The SURF used Blob detector, which is 
calculated from the Hessian matrix to find the interest (key) points. Wavelet 
responses in both horizontal and vertical directions are used by applying Gaussian 
weights for orientation assignment. SURF uses wavelet responses for feature 
description. A neighborhood around the key point is selected and divided into sub-
regions. For each sub-region, the wavelet responses are taken and represented to 
get SURF feature descriptor. The sign of Laplacian which is already computed in the 
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detection is used for underlying interest points. Bright blobs on dark backgrounds are 
distinguished from the sign of Laplacians [16]. 
 
ORB:  
Oriented FAST and rotated BRIEF is a combination of FAST key point detector and 
BRIEF descriptor with some changes. In order to detect the key points, it uses FAST. 
Harris corner measure is then applied to find N top points. FAST is rotation invariant, 
orientation is not computed. FAST (Features from accelerated segment test) 
computes the intensity weighted centroid of a region with its corner located at the 
center. The orientation is further obtained by direction of the vector from the corner 
point to centroid. The rotation invariance is improved by computing the moments. 
The performance of the BRIEF descriptor (Binary Robust Independent Elementary 
Features) is poor if there is an in-plane rotation. In ORB, a rotation matrix is 
computed using the orientation of patch and then the BRIEF descriptors are steered 
according to the orientation. 
 
2.2.3 Feature matching 
 
This stage searches for likely matching local features in other images. The easiest 
way to find all corresponding feature points is to compare all features against all 
other features in each pair of potentially matching images. Unfortunately, this method 
is inefficient as it requires a lot of computations. 
 
An optimized solution is a work on an indexing structure, such as a multi-dimensional 
tree which can rapidly search for features near a given feature. The indexing 
structures can be made for each image individually (for searching a particular object) 
or globally for all images, which can be faster as it removes the need to reiterate over 
all images. For large databases (millions of images) vocabulary trees method [17] 
can be more efficient. 
 
Multi-dimensional search trees are another widely used class of indexing structures. 
The most common of these is k-d trees [18], which divide the multidimensional 
feature space along alternating axis-aligned hyperplanes, choosing the threshold 
along each axis so as to maximize some criterion, such as the search tree balance. 
OpenCV options for feature matching are Brute Force (BF) and FLANN. 
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2.2.4 Feature alignment 
 
Due to the fact that two images from a similar scene don't necessarily have the same 
number of feature-descriptors, it needs to be separated by a rejection process. One 
of the most common approaches to perform correspondence rejection is to use 
RANSAC (Random Sample Consensus). This step is important to reject all the 
outliers [14]. 
2.3 Image processing tools 
There are several tools available to develop image processing software. Selection of 
proper tool is one of the most important criteria for any image processing task. The 
algorithm developed on hardware with high computational capacity should be able to 
analyze with ease and perform smoothly. Tools which are most popular are OpenCV 
(open source computer vision), MATLAB (matrix laboratory), LEAD tools-image 
processing, Scikit-image. There are some tools available but are mostly application 
specific. Adobe Photoshop, for example, is popularly used for image editing. The four 
tools listed are generic and can be used to develop almost any image processing 
algorithm. Comparisons of these tools are as follows: 
 
2.3.1 OpenCV 
 
OpenCV, open source computer vision library was initialized as a research project at 
Intel in 1998. Since 2000, it has been accessible and feasible under the BSD open 
source license. The library was initially is written in C/C++ and runs under commonly 
used operating systems such as Linux, Windows and Mac operating system. The 
library is available for Python, Ruby, Matlab and other languages. The key design 
parameters for OpenCV are computational efficiency and a strong focus on real-time 
applications. It is basically a collection of commonly used functions that perform 
operations related to computer vision. OpenCV has wrappers for Python, Java and 
other JVM dialect which is to perform Java bytecode, for example, Scala and Clojure. 
Since most of the app development is done in C++/Java, OpenCV has been ported 
as an SDK for developers to use and implement it in their apps and make them vision 
enabled. A new module was added to OpenCV in 2010 that maintains GPU-
acceleration. The GPU module covers an important part of the library functions and is 
still in active progress. It is executed using CUDA. The users can take the benefit 
from GPU-acceleration without in-depth training in GPU programming. The GPU 
module is constant with the CPU version of OpenCV, which makes maintenance 
easy. The raw image data in OpenCV can be accessed by cv::Mat, which is a 
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container for images. The OpenCV library consists of numerous functions and has 
applications across all domains such as security, camera calibration, robotics, 
medical imaging and factory inspection. In many applications in the modern era, 
machine learning is actively used along with computer vision algorithms. Hence, a 
universally useful Machine Learning Library (MLL) is added to OpenCV. A sub-library 
which is focused on pattern recognition and clustering is also added [19]. 
 
 
Figure 2.13: OpenCV logo [19] 
2.3.2 MATLAB 
 
MATLAB is a programming language, used for mathematical analysis and design of 
processes using matrix and arrays. It is a desktop application, developed by 
MathWorks. It supports several functionalities such as data analytics and plotting, 
data manipulation, algorithm development in image processing and machine learning 
etc. Interfacing with functions such as C#, C, C++, Java, and Python is possible with 
Matlab. It comes with an additional package of Simulink, which supports model 
driven programming and graphical simulations. Symbolic computing is also possible 
by using an optional MuPAD symbolic engine. Some of the application areas of 
Matlab include Deep Learning, Computer vision, signal processing, areas of 
quantitative finance and risk management, robotics and control systems.  
 
Image processing toolbox of Matlab is responsible for computer vision tasks. It 
provides a complete set of standard image processing algorithms for analysis, 
visualization, and development. It performs image processing tasks such as 
segmentation, noise reduction, image enhancement, feature detection and matching.  
The Image processing toolbox allows automation of common image processing 
workflows. The visualization apps support image exploration, 3D volumes and 
videos, contrast adjustment, histogram creation and manipulation of region of 
interest. Image processing algorithms can be accelerated by running them on multi-
core processors and GPUs. It has toolbox functions which supports high level C or 
C++ code generation for desktop and embedded [20]. 
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Figure 2.14: MATLAB logo [20] 
2.3.3 Scikit-image 
 
Scikit-image just like OpenCV is an open source image processing library for 
programming in Python. It supports algorithms for geometric transformation, filtering, 
color space manipulation, morphology, feature detection, segmentation, analysis, 
feature detection and some more. It can interoperate with the NumPy and SciPy 
scientific libraries of Python [21]. 
 
 
Figure 2.15: Scikit-image logo [21] 
 
2.3.4 LEADTOOLS 
 
LEADTOOLS SDK imaging allows tool developers to access powerful image 
processing algorithms which can be directly used for different applications. It is there 
for more 25 years in imaging development. Leadtools supports more than 150 image 
formats and supports image compression, image processing, and image viewers. 
The programming interfaces and platforms supported by Leadtools are Android, C++, 
Java, C, .NET- C#, HTML5/JavaScript, VB. The operating systems supported are 
Android, iOS, Linux [22]. 
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 Tools Advantages Disadvantages 
OpenCV 
- Supports C, C++, Java, Android, Python 
- Open Source 
Not as interactive 
as MATLAB 
MATLAB 
- User-friendly 
- Supports model-driven programming 
Licensed tool 
Scikit-image - Open Source 
Supports only 
Python 
LEADTOOLS - Better user interface Licensed tool 
Table 2.1: Comparison of Image processing tools 
 
Summary of the chapter: 
 
This chapter briefly discusses the basic understanding and fundamental concepts of 
Image processing. These concepts are particularly important for the understanding of 
the thesis work. 
 
The first section deals with the general preprocessing algorithms which are essential 
for almost any image processing task. Starting with the characteristics of an Image, 
the sub-point discusses the coordinate system of a 2D image, basic idea of pixels, 
different color spaces, and the image formats. The Cartesian coordinate system of 
2D images has a different representation to that used in mathematics. The following 
sub-point list down the different preprocessing algorithms. The main purpose of these 
algorithms is to filter out different kinds of noise from the image. 
 
The second section discusses the feature description and matching algorithms. 
Further, the section is divided into four sub-points: feature detection, feature 
description, feature matching and under each sub-point different algorithms are 
analyzed and compared. The last section lists the different image processing tools 
available and a table has been prepared based on the pros and cons. 
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3 State of Art 
There are different methods for detecting faults in insulators, for example - electro-
technical measurements or visual inspection methods are used for examining 
mechanical damage and flashover marks, but not much research has been done in 
order to detect burn marks in insulators. Section 3.3 discusses the various methods 
of detecting different kinds of faults in insulators. In section 3.4, a comparative study 
has been on the various foreground extraction techniques. Section 3.5 discusses the 
methods to detect burn/black marks on images using different Blob detection 
algorithms. References have been taken from the medical image processing domain 
in order to detect the black spots. 
3.1 Object detection using Template Matching 
Template matching technique uses a predefined template to search for a match in an 
image. It uses pixel by pixel match of the template image within the input image. 
Sophisticated template matching techniques can detect multiple presence of the 
template within the image irrespective of the orientation and scale. 
 
Template matching is one of the common methods used for object localization 
because of its user friendliness. The major drawback is it requires high computational 
power to perform pixel by pixel search operation. The size of the template is directly 
proportional to the amount of time required for processing. 
 
The basic template matching algorithm involves in calculating at each position of the 
image under examination a distortion function that measures the degree of similarity 
between the template and the image. The maximum correlation or the minimum 
distortion is used to locate the template into the target image [23]. The similarity 
between two regions in an image is given by the correlation value. For two regions to 
correlate, it isn’t mandatory that all pixel values should exactly match but in general 
behavior [24]. 
 
The typical distortion measures are the Sum of Absolute Difference (SAD) and the 
Sum of Squared Differences (SSD) [25]. 
 
SAD: 
 𝑐(𝑥, 𝑦) = ∑.
𝑊
𝑘=0
∑|𝑓(𝑥 + 𝑘, 𝑦 + 𝑙) − 𝑡(𝑘, 𝑙)|
𝐻
𝑘=0
 (6) 
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SSD: 
 𝑐(𝑥, 𝑦) = ∑.
𝑊
𝑘=0
∑[𝑓(𝑥 + 𝑘, 𝑦 + 𝑙) − 𝑡(𝑘, 𝑙)]
2
𝐻
𝑘=0
 (7) 
 
For a given image ‘g’, we want to match the template image ‘f’. Over a given area ‘A’ 
and an input image ‘g’, the technique of squared difference is generally used to 
calculate the degree of similarity between the template ‘f’ and ‘g’. 
 
Figure 3.1: Template Matching (f<g) [23] 
 
The maximum value of the squared difference gives the measure of similarity. The 
equation of sum of squared difference between template f and image g over region A 
is given by (2D): 
 ∑ .
.
𝑖,𝑗∈𝐴 
∑(𝑓(𝑖, 𝑗) − 𝑔(𝑖, 𝑗))
2
.
.
 (8) 
 
Expanding the equation (8), we get: 
 
 
∬ (𝑓 − 𝑔)
2
= ∬ (𝑓)
2
+ ∬ (𝑔)
2
− ∬ (2𝑓𝑔)
𝐴
𝐴
𝐴
𝐴
𝐴
𝐴
𝐴
𝐴
 
 
(9) 
In (9) the term ∬(𝑓)2 and ∬(𝑔)2 is fixed and constant. The remaining term ∬(2𝑓𝑔)  
gives the measure of similarity between template f and image g. 
 
However, normalized cross-correlation method is robust and one of the most 
commonly used templates matching criteria when accuracy becomes important [26]. 
Especially in two-dimensional cases, template matching has many applications in 
object tracking, medical image processing, image compression and other computer 
vision applications [24].  As part of this thesis, a template matching technique has 
been researched upon using OpenCV library. The idea was to search for the burn 
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mark (considering that as the template image) in the insulator image (original image). 
The result is shown below: 
 
 
Figure 3.2: Template (Image enclosed in box) (left); Insulator Image (right) 
 
Normed Cross-correlation method has been used (CV_TM_CCORR_NORMED). The 
function available in OpenCV for template matching is matchTemplate(). It can be 
clearly observed from Figure 3.2 shows that the template image is able to search for 
a burn mark in the Insulator image but not all the marks are getting detected. This is 
due to fact that template matching performs a pixel by pixel comparison; therefore, it 
fails on other burn marks in the same image or in a different one. 
 
Moreover, this naïve template matching technique is not robust to change in scale or 
in the rotation. Advanced template matching techniques such as Grayscale based 
matching and Edge-based matching are invariant to both scale and rotation invariant 
and more efficient as well but still have some significant limitations and drawbacks. 
To overcome the cons of template matching method, an efficient way to identify and 
detect key points is by extracting the local key-point descriptors and applying feature 
matching technique. More about this is discussed in section 3.2. 
 
3.2 Object detection using Feature detection and matching 
As discussed briefly in section 2.2, feature detection and matching technique are 
used actively for object recognition. Feature detection and matching technique have 
been used for Insulator detection as described in [27]. SIFT is the feature detector 
and descriptor used in this method. The method used and the steps implemented in 
[27] are as follows: 
 
Template 
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1. Algorithm for Image feature detection: 
 
Step 1: Conversion of the image into grayscale. 
Step 2: Implementation of scale-space construction. 
Step 3: Estimation of DoG on images after generation of scale space. 
Step 4: Finding key-points using DoG scale. 
Step 5: Elimination of contrast and edges. 
Step 6: Estimation of orientation for each detected key-point. 
Step 7: Drawing of key-points on the input image. 
 
2. Algorithm for Image descriptor: 
 
Step 1: Sampling of orientation and gradient magnitude around the key points. 
Step 2: Overlaying of Gaussian window on the samples. 
Step 3: Accumulation of samples on the histogram of orientation. 
Step 4: Achieving the descriptor output. 
 
  
(A)        (B)  
Figure 3.3: (A): Insulator template image; (B) Key-points on input image [27] 
Figure 3.3 shows the template insulator image and the Input image. Applying the 
above feature detection and image descriptor algorithms, the corresponding key-
points/feature are detected on the template and the input image. Once the key-
features are extracted from both the images, the next step is matching the features 
using some Feature matching algorithm. Flann or Brute Force feature matcher is the 
most commonly used algorithms. 
 
Brute Force (BF) feature matcher is used for Image Matching. K-nearest neighbor 
algorithm is applied to compare the key-points in the image and template image. 
Thresholding is then performed and the matching key-points are selected.  
36 
 
 
 
Figure 3.4: Key-points matching with the template image 
 
Figure 3.4 shows the matching of key points between the template image and the 
insulator image. The digits on the left hand side display the number of good matches 
with that of the template image. Since the template image is taken as the second 
insulator; the good matches have maximum value in that case. Further, the RANSAC 
algorithm is applied for feature alignment. 
 
  
Figure 3.5: Feature alignment using RANSAC [27] 
In order to clarify further Insulator detection using feature detection and matching 
technique, SURF algorithm has also been tried as part of this thesis work.  
 
 
 
 
 
16 
5 
3 
3 
5 
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The feature matcher used is FLANN. The steps are briefly discussed below: 
 
Step 1: Conversion of both the template and input images into grayscale. 
Step 2: Detection of key-points and extraction of descriptors using SURF. 
Step 3: Descriptor vectors matching using FLANN matcher. 
Step 4: Calculation of Max and Min distances between key points. 
Step 5: Filtering of good matches (distance < 3 times the min distance). 
Step 6: Calculation of Homography using RANSAC to reject bad matches. 
 
 
Figure 3.6: Feature detection and matching using SURF 
Figure 3.6 depicts a similar result to that of SIFT. The left part is the template 
insulator, having different scale and color intensity. The features in the input image 
are getting matched with the template image and Insulators are also detected but the 
result is not so convincing. 
 
Though feature detection and matching technique is a powerful tool to detect objects, 
the performance dampens when the features are not distinct. In the case of 
Insulators, which doesn’t possess a distinct feature, detection becomes a challenge. 
As described in [27], different template images are taken for different illumination 
conditions and in most cases, the insulators are detected partially. This happens 
because the SIFT feature detector detects some false key-points. It generally points 
to a region somewhere near the insulator but not able to say the exact position. For 
the task of this thesis, getting the exact location of the insulator is a necessity 
because the burn marks need to be identified on the Insulator and not somewhere in 
the background or region close to it. The insulator is detected properly and not 
partially in Figure 3.5 because the template image is taken as one of the insulators 
from the same image. 
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3.3 Insulator detection techniques 
3.3.1 Detection of snow on Insulator caps. 
 
There is no full-proof inspection technique which has the ability to detect all possible 
faults [28]. While capturing the insulator image, the lighting conditions and 
background may change abruptly (e.g. sunshine, cloudy, foggy, drizzle, raining, and 
snow; moving clouds, airplanes, birds). Therefore, in order to detect the insulator as 
discussed in [2], the first and foremost challenge is to detect the insulator from the 
background. 
 
Figure 3.7: Insulator image in different outdoor scenarios [2] 
From left to right as shown in Figure 3.7 (i) sunny with clear sky; (ii) insulator with 
reﬂections from sunlight; (iii)-(v) non-uniform background due to clouds; (vi)-(viii) 
blurred images due to the fog; (viii)-(x) dark and night images; (xi) snow on shells; 
(xii) ice on shells 
 
A region of Interest (ROI) containing the insulator is extracted first in order to limit the 
computation. For extraction of ROI, image analysis methods such as segmentation, 
corner detection, histograms often require tuning parameters that do not work well for 
a broad range of scenarios. The method used in [2] uses a priori information (pre-
stored template) and cross-correlation. The template image, containing the outer 
boundaries of the insulator from an ideal image is matched with the original image to 
determine the ROI.  
 
After extraction of the ROI, detection and further analysis of snow coverage is 
performed. In order to detect accurately, prior information is studied and therefore 
concluded that an insulator is a rigid object, with its size, edges and outer boundaries 
are fixed. Hence, any changes to this are caused due to external factors such as 
snow. The second conclusion states that there exists some difference in intensity 
between the snow and the insulator/background. The third is the intensity difference 
between snow and insulator shell, which results in extra edge curves on the top half 
of the insulator shell. Based on these observations, it can be assumed that snow gets 
accumulated only at the top or along the side of the insulator’s shell. 
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Figure 3.8: Different snow scenarios on insulator [2] 
The Fig(No.) above shows the different snow scenarios: (i)(ii) snow; (iii) melting of 
snow; (iv)(v) Rim frost; (vi) night image with no wind; (vii) night image with a wind 
speed >10.4m/sec. 
 
The methodology used in [2] to detect snow on insulator shell is as follows: 
 
1. Detecting extra regions: The snow generates extra edges, which is compared 
and subtracted out from the edges under ideal condition (without snow). The 
edge detector is applied followed by a median filter to reduce noise. 
 
2. Finding extra regions on top of the shells: Taking prior information on the 
dimension of the ellipse shell as standard, the extra regions on shells formed 
due to snow, can be found and analyzed further. 
 
3. Tightening the width of ROI: The ROI is narrowed down by tightening the width 
defined by two parallel lines touching the outer sides of shells.  
 
4. Intensity comparison: To compare the range of intensity values in the extra 
regions, region analysis is performed with those of the shell and that of the 
background. 
 
5. Computation of snow coverage: Once the region of snow is determined, narrow-
width vertical bar parallel to the vertical center axis of the insulator is placed and 
moved from left to right under the sweeping bar. The area under the sweeping 
bar is the detected snow region, which is then compared with the total length of 
insulator shells under analysis, resulting in the percentage of snow coverage. 
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3.3.2 Recognition of tempered glass insulator 
 
In paper [3], a method to recognize tempered glass insulator based on intensity in 
HSI modal from the airborne image by helicopter has been proposed. The stepwise 
method is as follows: 
 
1. RGB to HSI 
The intensity of the tempered glass in the insulator image is higher as 
compared to the other regions in the image, this is the key factor taken into 
consideration for detection. First, the image is converted from RGB to HSI color 
format as shown in Figure 3.9. 
 
   
Figure 3.9: Insulator image in RGB (left); HSI (right) [3] 
 
2. Binary and Morphological erosion for noise reduction 
The HSI converted image is then thresholded using a Binary threshold filter. It 
can be observed from Figure 3.10 that the insulator part has a higher gray level 
as compared to other objects in the image such grass, trees etc. Morphological 
erosion process is further done to remove the noise. 
   
       Figure 3.10: Binary thresholded image (left); eroded image (right) [3] 
 
3. Extraction of connected components 
The connected component method is used to extract the insulators from the 
Binary image. Figure 3.11 shows the graph of the connected area. X-coordinate 
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marks the connected components and Y-coordinate represents the amplitude of 
each connected component. The distribution of insulators can be clearly 
depicted as they are clustered together and of the same intensity. 
 
 
Figure 3.11: Analysis of connected area [3] 
 
3.3.3 Insulator detection using regular texture pattern 
 
The research work as published in a paper [29] states that the intelligent diagnosis of 
the insulator can be achieved using computer vision technology, which refers to 
insulator detection, image segmentation and fault identification from aerial images.  
 
Target detection technique, which is widely for analysis of complicated scenes in 
intelligent systems, is used for accurate detection of the insulator. The detection is 
automatic and is based on the geometry and statistical properties of the target. When 
an image is captured from different angles or distance, the appearance is different 
but the target itself doesn't change. Humans are gifted with the power of extracting 
invariant information but for computers, they should extract the invariant features to 
recognize patterns, and then detect and identify targets. 
 
Regular texture pattern characteristics of insulators are considered to detect the 
insulators together. The near-regular textures are not a random collection of texture 
elements but exhibit specific topological, statistical and geometric relations. Hence, 
"deformed lattice detection" [30] theory has been applied for detection of texture 
pattern recognition. The steps are as follows: 
 
1. The low level visual invariant features are analyzed in order to generate the 
high-level insulator lattice model. 
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2. Lattice finding is performed by using an MRF model and multiple insulators are 
searched. 
3. The insulator targets are located by extracting a minimum bounding rectangle. 
 
3.3.4 Insulator detection using texture feature sequence 
 
In this method [31], a combination of Morphology, Hough transform line detection and 
statistic texture feature are applied for detection of insulator fault.  
 
In order to eliminate some noises during image capturing, it is first preprocessed. The 
preprocessing is steps include conversion of RGB to Gray, Image enhancement, and 
morphological transformation. Hough transform line detection technique is then used 
to correct and analyze the insulator's tilt, which affects the insulator fault detection. 
The insulator tilt is caused by the instability of the helicopter and the image shooting 
angle. Then, the processed insulator image is divided into ten parts and each of the 
ten parts is separated into seven texture values. A 7x10 matrix is formed, in which 
the seven rows, defined as a sequence, represent the seven texture features and the 
ten columns represent the ten parts.  
 
Out of the seven feature sequence curves, three sequence curves are selected 
because they are active. The result is achieved by doing an analytical study. A fault 
feature named as CMV curve is one out of the three features. Insulator fault is 
detected by this CMV curve. The biggest value of the CMV curve locates the position 
of the fault. 
 
 
Figure 3.12: Insulator detection method using texture feature sequence [31] 
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3.3.5 Insulator fault detection using gradient based descriptor. 
 
This method [32] presents an approach to detect insulators in aerial images and 
performs an automatic analysis for fault detection. The objective is to check the glass 
part of the insulator for possible faults or damages. The detection technique is based 
on discriminative training of local gradient-based descriptors and voting scheme for 
localization. Further, automatic extraction of insulator cap is performed. 
 
The first step is to detect the insulator and based on that fault analysis is performed. 
Insulators are weakly textured objects surrounded by a cluttered background, making 
detection difficult. On the other hand, insulators have a fixed and rigid form with 
repetitive geometric structure and a definite elliptical shape. These properties are 
important for the detection and can be further exploited. 
 
For detection purpose, a part based model with a circular descriptor is used, where 
each insulator glass cap is one part of the model. The model geometry is the major 
axis, where all insulator caps belonging to the insulator must lie near other detected 
caps and close to each other. DoG filter is used for the detection of key-points in the 
image and a square image patch is extracted around the key-point corresponding to 
the size of the key-point. From the patch, circular GLOH like descriptor is calculated. 
The circular GLOH is similar to the GLOH descriptor. 
 
The descriptor used is based on image gradients and are derived by the Scharr 
operator. As compared to other gradient operators, this operator exhibits better 
rotational invariance and is beneficiary as the caps are circular. For scale invariance, 
the spatial support is enlarged according to the size of the key-point. Principle 
component analysis (PCA) is used to reduce the dimensionality of the descriptor for 
speedup but without loss of classification performance [33]. K-Nearest neighbor 
(KNN) classifier is trained with descriptors of detected DoG key-points from the 
training set. For recognition, the classifier is then queried with the descriptors of the 
detected key-points in order to distinguish between the background clutter and 
insulator caps. 
 
The bounding boxes for the insulators are then determined from the classified key-
points. The grouping of the key-points is done by their scale and an adapted 
RANSAC approach is applied on all the key points of each scale to robustly fit the 
insulator model to the detected key-points. Estimation of the fundamental period of 
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the insulator partitioning is done to verify the detections by evaluating the repetitive 
structure within the insulator. 
 
Fault analysis is the next step once the insulators are detected. Each insulator is 
represented by its major axis and then divided into individual caps along the axis. An 
elliptical descriptor is further calculated from each cap to generate a score, which 
serves as a level of faultiness. Thus, by using a cap wise partitioning, faults on the 
insulators can be localized more accurately and is invariant to differently sized 
insulators. 
 
 
Figure 3.13: Overview of Insulator detection method using gradient descriptor [32] 
The Figure 3.13 above gives an overview of the method proposed in [32] (i) Detected 
key-points; (ii) Extraction of proposed descriptor based on detected key-points and 
classifying as insulator cap or background clutter. (iii) Performing RANSAC based 
voting scheme to locate insulator detection; (iv) Computation of insulator partitioning; 
(v) Extraction of elliptical descriptor; (vi) Determination of faulty caps (red-faulty) 
 
Insulator detection 
techniques 
Algorithms and methodology used 
Detection of snow on 
Insulator caps 
- Extraction of ROI: Using pre-stored template and 
cross-correlation. 
- Edge detector  to reduce noise. 
- Snow generating extra edges is compared and 
subtracted out from the edges under ideal 
condition. 
Recognition of tempered 
glass insulator 
- Conversion of RGB image into HSI format. 
- Binary and morphological erosion for noise 
reduction. 
- Extraction of connected components (insulators) 
by analyzing the connected area. 
Insulator detection using 
regular texture pattern 
- Detection of Insulator based on regular texture 
pattern (deformed lattice detection for pattern 
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recognition). 
- Lattice finding is performed using the MRF 
model. 
- Locating Insulators  extracting minimum 
bounding rectangle. 
Insulator fault detection 
using texture feature 
sequence 
- Combination of RGB to Gray and Morphology 
are applied as preprocessing steps. 
- Using the Hough transform technique to correct 
insulator tilt. 
- Dividing the image into 10 parts and separating 
each by 7 texture values (feature sequence 
curves). 
- Fault detection is calculated on the basis of the 
three active sequence curves. 
Insulator fault detection 
using gradient-based 
descriptor 
- Definite geometrical and elliptical shape has 
been exploited for detection of insulators. 
- DoG filter used for detection of key-points in the 
image and circular GLOH is used as a 
descriptor. 
- The descriptor’s dimensionality is reduced by 
using PCA. 
- Detected key-points are trained using KNN 
classifier to distinguish between the insulator 
caps and background clutter. 
- Grouping of key-points is done using RANSAC. 
Table 3.1: Overview of different techniques for insulator detection 
3.4 Algorithms for foreground extraction 
Image segmentation is a technique of finding pixels which are grouped together. This 
is due to the fact that the pixels are similar or they belong to the same object or 
region. In mathematical terms, this problem is called as cluster analysis. 
Segmentation can be applied to multiple objects, or simply on 
foreground/background. In order to handle some of the better performing algorithms 
is to look at experimental comparisons on human-labeled databases.  
 
The simplest possible technique by which a grayscale image can be segmented is to 
select a threshold and then computing the connected components. Since a single 
threshold is not sufficient to segment the whole image because of intraclass 
variations and lighting, a number of other algorithms are used which splits the whole 
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image into pieces based on region statistics and merges the regions and pixels 
together in a hierarchical way. 
 
The first key challenge in the process of detection of burn marks on the Insulator is to 
remove the background pixels. This step is important because there might be black 
burnt marks similar to that of the Insulator in the Background, which can also be 
detected. The most optimum way to do this is to extract only the Insulator part of the 
Image with minimum Background pixels. This can be achieved by applying 
Foreground extraction methods, which will define the Region of Interest (ROI). There 
are several methods to perform Foreground extraction. The most optimum solutions 
are discussed in the following paragraphs. 
 
3.4.1 Magic Wand 
 
The Magic Wand Tool is one of the oldest selection tools available in Adobe 
Photoshop. The selection in magic wand is done on the basis of texture and color 
intensity. Before Magic Wand, all other tools used to select pixels based on shaped 
or by detecting object edges. First, the magic wand tool requires an input from the 
user to specify a region. Then the algorithm tries to find a set of nearby connected 
pixels with some threshold sharing similar color intensity. While the user experience 
is simple and subtle, adjusting the proper threshold is cumbersome and time 
consuming. The result of the Magic Wand tool from Adobe Photoshop is shown in 
Figure 3.15. It can be observed from the figure that the foreground and background 
regions are not segmented properly and the final output isn’t so good [34]. 
 
3.4.2 Intelligent Scissors 
 
Intelligent Scissors also referred as Live Wire or Magnetic Lasso, allows a user to 
choose minimum cost contour by defining the object's boundary with the mouse. This 
tool also requires user input in the form of mouse gestures. The advantage of 
intelligent scissors over magic wand is its efficiency and accuracy.  
 
The tool uses mathematical optimal boundaries for reduction of noise. The method 
used is live wire programming which is a part of dynamic programming.  It is 
generally used to counter the problem of 2D graph searching. Intelligent scissors 
allows the user to be flexible with the gesture path, which increases the effectiveness 
by which the foreground boundaries can be extracted. The speed and precision of 
object extraction were increased by Intelligent Scissors but in order to get satisfactory 
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and good results, this tool requires a lot of user interaction, which is cumbersome at 
times [35]. 
 
3.4.3 Bayes Matting 
 
Bayesian framework is employed for fixing the matting drawback by extracting a 
foreground component from a background image. This is achieved by extracting the 
opacity for every pixel in the foreground region. This technique models the 
foreground and the background regions by color blending and distribution to generate 
the final result. 
 
Maximum-likelihood criterion is then used to estimate the foreground and background 
simultaneously. Moreover, as compared to the previous two foreground extraction 
techniques, this tool can work with minute objects with thin boundaries. Probabilistic 
color distribution is used to achieve the results [36]. 
 
A "trimap" region is specified by the user in which the foreground and the background 
regions are marked and then the alpha values are computed over the remaining 
region. High-quality mattes can be obtained if the foreground and the background 
regions are well separated. This method also requires user interaction to define an 
internal and an external path. 
 
3.4.4 Level Sets 
 
Level Sets are active contours which require an initial input from the user in form of a 
contour. In Level Sets models, there are two types of forces which are to be taken 
into consideration  the external and the internal forces. The external force is 
obtained from the object boundary in the input image. On the other hand, the internal 
force is extracted by the curve and makes the model simpler during distortion 
process. [37]. 
 
In the areas of image and texture segmentation, Level Sets is a standard approach 
[38]. The method is used for solving the partial differential equation and also used as 
an energy minimization tool. The benefit of using Level Sets as energy minimization 
tool is almost any energy can be used but it only computes a local minimum which 
may depend upon initialization.  Hence, Graph Cuts (discussed in section 3.4.5) 
methods are preferable in cases where energy function needs to be minimized. One 
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such example was presented by [39] for computing geodesics and minimal surfaces 
in Riemannian space. 
 
3.4.5 Graph Cut 
 
Graph Cuts are widely used in the computer vision domain in order to rectify low-level 
computer vision problems. A graph-based approach makes use of efficient solutions 
of the max-flow/min-cut problem between the source and sink nodes in directed 
graphs. Apart from smoothening of images and various other applications, image 
segmentation is a key application supported by Graph Cut. 
 
It provides robust segmentation even in camouflage when the foreground and the 
background color pixels are not separated properly. This Image segmentation 
technique is the foundation for hard segmentation, and with three modifications, a 
new hard segmentation algorithm, known as GrabCut is developed, which is 
described in the following section [40]. 
 
3.4.6 GrabCut 
 
 
Figure 3.14: GrabCut Algorithm [41] 
 
Figure 3.14 show the steps of the GrabCut algorithm. First, the user needs to define 
the region of Interest (ROI) by drawing a rectangle. This region outside the rectangle 
is considered as definite background. The automatic segmentation is performed by 
the GrabCut algorithm within the defined region of Interest. During automatic 
segmentation, some foreground region may be marked as background and vice 
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versa, which needs to be corrected by user interaction. The user has to explicitly 
state the foreground and background pixels by drawing marks. The image on the top 
left shows the original picture in which the ROI is defined by the red rectangle. The 
bottom image on the left shows the red brush for defining the definite background 
region and the white brush for the definite foreground region. 
 
The extension of the Graph Cut algorithm is the GrabCut with three major 
improvements.  
 
1. The segmentation techniques are different. Histograms are used by Graph Cuts 
to segment gray-scale but GrabCut uses histograms for segmenting color 
images.  
2. The problem of minimum cut estimation algorithm in Graph Cut is resolved by 
using a recursive technique, which alternates between learning parameter and 
the estimation. 
3. User interaction is minimized in case of GrabCut by allowing incomplete 
labeling. 
 
 
Figure 3.15: Different foreground extraction tools [41] 
 
Almost all kinds of image segmentation algorithms have some kind of defects, 
including GrabCut. It is time-consuming and the performance is not optimum when 
working with certain types of images are segmented (regions of low contrast at the 
transition from foreground to background, the true foreground, and background 
distributions overlap partially in color space, background material inside the user 
rectangle happens not to be adequately represented in the background region) [42].  
 
 
     Magic Wand        Intelligent Scissors           Bayes Matte                 Graph Cut                     GrabCut 
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Foreground 
extraction 
algorithms 
Advantages Disadvantages 
Magic Wand 
- One of the oldest selection 
tools. 
- Sometimes, it’s 
cumbersome to control the 
pixels the tool selects. 
- Time-consuming. 
Intelligent 
scissors 
- Speed and precision of 
object extraction were better 
as compared to magic wand. 
- Tool requires active user 
interactive to get 
satisfactory/good results. 
Bayes Matting 
- Solves the matting problem 
by estimating opacity for 
each pixel of the foreground 
element.  
- Requires user interaction 
to define an internal and 
external path 
Level Sets 
- Standard tool for image and 
texture segmentation. It uses 
an energy minimization tool. 
- Requires initial guess for 
the contour from the user. 
Graph Cut 
- Widely used tool to solve 
low-level computer vision 
problems like smoothening 
and segmentation.  
- Provides robust 
segmentation. 
- User interaction is 
required to mark the 
foreground and 
background edges. 
GrabCut 
- One of the best available 
techniques for foreground 
extraction. 
- Requires least user input as 
compared to other methods. 
- ROI needs to be defined 
by the user. Anything 
outside the ROI is 
considered as definite 
foreground. 
Table 3.2: Comparison of foreground extraction methods 
3.5 Methods to detect Burn Marks 
Once the Insulator region is extracted from the background using Image 
segmentation technique, the second challenge is to detect the burn marks on the 
Insulator. Burn marks are a group of pixels with definite characteristics such as 
shape, size, and color. Since not many types of research are done to detect burn 
marks using Image processing algorithms, reference has been taken from the 
Medical Image processing domain, where Contour detection and Blob detection 
techniques play a vital role in the detection of tumors. Tumors are kind of relatable to 
burn marks. The two techniques are discussed below in detail. 
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3.5.1 Contour detection 
 
In image segmentation, the active contour method is used in medical image 
processing. Initially, this method was carried out manually but now can be done 
automatically. Active contour models define interfaces on the image domain, which 
can be driven according to internal and external forces derived from image 
characteristics. There are mainly two classes of active contour models, the 
parametric model [43] and the geometric model [44]. In the parametric model, also 
known as Snakes, the contour has an initial user, specified position and an 
associated objective function defined as the energy of the snake. Geometric models 
can dynamically adapt to desired edges of objects in the image. 
   
(A)      (B) 
Figure 3.16: (A) MRI of brain with tumors; (B) Gaussian blur of original image 
An MR image, representing tumors in the brain, is selected to show the segmentation 
by the active contour. Some pre-processing steps are to be done, which includes 
blurring using a Gaussian filter before finding the contours (Figure 3.16). A snake 
model and a fair initial model are then used to get the desired contour. The snakes 
parameter α=1 and β=0.03 are fixed and set for Figure 3.17. 
   
(A)      (B) 
Figure 3.17: (A) Initial contour; (B) Final contour using a parametric model 
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On the other hand, if some part of the snake were initialized over homogeneous 
regions of the image, few contours wouldn't evolve correctly. The balloon model 
makes the snake less dependent on its initialization by use of pressure forces. The 
GVF model also enhances the problems related to bad initial position without using 
pressure forces. Moreover, the GVF doesn't need a previous knowledge about 
whether the snake will grow or shrink, as does the Balloon model. The key challenge 
when working with active contour models is the correct definition of both external 
energy term and speed function. Since both are based on image gradient, they show 
similar results. The parametric model is way simpler and less complex as compared 
to geometric models [45]. 
 
3.5.2 Blob detection 
 
The aim of Blob detection methods is to detect regions in an image which has 
different characteristics, such as color density, brightness compared to surrounding 
pixels. A ‘Blob’ is a set of pixels which is either darker or brighter than the 
surrounding region [46]. According to Lindeberg [47], the blob is defined as a region 
associated with at least one local extremum, either a minimum or a maximum for 
respectively a dark or a bright blob. 
 
The classification of Blob detectors is done on the basis of: 
1. Differential methods, which are derivative functions based on the position. 
2. Methods based on finding the local minima and maxima of the function. 
 
   
(A)    (B)    (C) 
Figure 3.18: (A) Sunflower field; (B) Microscopic zebra fish image overlaid by green dots; (C) Hand 
overlaid by blobs and ridges [48] 
Blobs occur in different shapes, sizes, and places. Figure 3.18 shows three images 
where blobs can be found.  Zebra blobs are defined differently than the sunflower 
blobs. In order to detect a different kind of blobs, different detection techniques are 
required. Reliability or noise insensitiveness, accuracy, scalability, and geometric and 
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radiometric attributes are the factors considered before choosing a particular blob 
detection technique. 
 
As stated in [49], blob detection technique is used for detection of a brain tumor. Fine 
processing is done by principles of shape compactness and asymmetry. Laplacian of 
Gaussian is used to find 3D blobs, which is scale-invariant and highly sensitive to 
small abnormalities. Affine adaptation and asymmetry based pruning are 
subsequently applied. The blob detection technique can also be applied for 
abnormality detection tasks using 3D blobs as features. The detection results can be 
used as foreground seeds for automatic tumor delineation using state-of-the-art 
segmentation method. 
 
 
Figure 3.19: Detection of tumors using Blob detection [49] 
Summary of the chapter: 
 
This chapter discusses the state of art for the thesis work. Research areas relevant to 
Insulator and fault (burn-mark) detection have been touched upon. Based on a 
number of conference reports, journal papers and other research articles, different 
methods for insulator and fault detection have been discussed. 
 
The first two sections discuss the object detection algorithms. Object detection using 
template matching is the first among the two, is an efficient technique to search for a 
set of pixels (using a template image) in the input image. The idea was to use a 
template window (burn-mark template image) from an image and search it over the 
entire range of pixels in the input insulator image. It turns out that the image from 
which the template image has been taken is correctly identified in that particular input 
image but fails when tried on a new image. Hence, this method is not so efficient in 
our case. Insulator detection using feature detection and matching is the next method 
discussed. This method was implemented by [27] as part of the thesis work. It was 
concluded that due to indistinct features in the insulator, the feature matching 
algorithm was unable to detect the insulator properly. Different feature detection and 
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matching algorithm (SURF  FLANN matcher) was also tried as part of this thesis 
work but the results obtained were not satisfactory. 
 
The third section lists the different insulator techniques which are relevant to our 
case. A total of five insulator detection methods have been discussed. These are 
referred from different research journals and articles. These methods give an 
overview of the problems related to insulator detection and algorithms to overcome it. 
Illumination and background clutter are the major problems discussed in most of the 
papers. An important property of insulators, which is discussed in almost all methods, 
is that its shape is constant and it’s bilaterally symmetrical. This property can be 
exploited for detection of insulator within the image. 
 
Fourth and the final section discuss the algorithms for foreground extraction. Since 
background clutters possess a challenge to insulator detection, foreground extraction 
method can be extremely handy. Almost all methods need some kind of input from 
the user, GrabCut method is the most optimum. A table comparing the advantages 
and disadvantages of all the methods is also discussed.  
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4 Concept 
The Unmanned Aerial Vehicle (UAV) used in this thesis project is Y-6 copter with a 
camera mounted on it. The UAV is fully autonomous and have different components 
such as Mission Computer (MC), Flight Control Computer (FCC), Mission Planner 
and Ground Control Station. 
 
Figure 4.1: Unmanned Aerial Vehicle (Y-6 copter) [X27] 
The system architecture of the Y-6 copter is shown in Figure 4.2 
 
Figure 4.2: System Architecture [X27] 
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Referring the different techniques for insulator detection as formulated in the table 
(Table 3.1), a detailed analysis of the methods is as follows: 
 
Detection of snow on insulator:  
Inference- The pre-defined template matching used for insulator detection works well 
in this method because the camera is static and images are captured from a fixed 
distance. But, this will not work in our case because the camera is mounted on the 
UAV and the analysis would eventually be done in real time. Scaling and other 
problems is a challenge that needs to be addressed for insulator detection. The other 
factor in this method is the camera always facing the sky, which might not always be 
the case always in our scenario. The idea of extracting a set of the insulator from 
cluttered background was taken as a feedback from this method. Extracting the 
foreground and defining the ROI would limit the computation over a specific region 
within the image. 
 
Recognition of tempered glass insulator: 
Inference- The first step in this method is to color convert image from RGB to HSI. 
This is based on the assumption that the intensity of the tempered glass in the 
insulator image is higher as compared to other regions within the image. Another 
factor is the angle from which the images are captured. Since this method uses 
helicopter based recognition, the images are taken from a top angle and background 
is often green as shown in most of the cases in the paper. This will not be the case in 
our method as the images will be captured from a horizontal angle. Hence, 
illumination can’t be a distinguishing criterion for detection of insulators because 
there might be more illuminating objects in the sky, which can lead to false detection. 
The noise removal technique using morphological transformation has been 
referenced in our method. It is a key pre-processing step to remove grains and other 
small patches of salt and pepper noise from the binary image. 
 
Insulator detection using regular texture pattern: 
Inference- The method refers to insulator detection using image segmentation and 
fault identification from aerial images. Target detection technique, which is commonly 
used for analysis of complex scenes in intelligent systems, is used for detection of 
the insulator. The standard geometric shape of an insulator is an important property 
considered for insulator detection. This property has been taken into consideration in 
our method as well. Irrespective of different weather, background conditions, and 
other factors, the shape of the insulator is fixed. The size of the insulator is 
proportional to the distance between the camera and insulator but the shape remains 
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constant. Regular textured pattern uses the MRF model to detect the insulator but 
this technique is irrelevant because in our case the algorithm should be strictly based 
on image processing functions due to hardware restrictions of the UAV. 
 
Insulator fault detection using texture feature sequence: 
Inference- The pre-processing steps used in this method include RGB to Gray 
conversion, image enhancement by using standard techniques and morphological 
transformation. Hough line transform is also used to correct the tilt of the insulator. 
Techniques used for pre-processing of the image in this method have been 
referenced in the thesis work. The fault detection part uses feature detection and 
matching technique, which is irrelevant to our case because the results tested before 
were not satisfactory. Moreover, the images were captured using a helicopter hence 
the feature matching technique will work differently to that in our case. 
 
Insulator fault detection using gradient-based descriptor: 
Inference- The scenario described in this method is almost similar to that in our case. 
The objective of this method is to detect damages on the insulator caps (glass part of 
the insulator) automatically, without any human interference. The detection technique 
is based on the training of local gradient-based descriptors and voting scheme for 
localization. This method also states the possible challenge of insulator detection in a 
cluttered background. The other observation, which is also stated in the third method, 
is the standard elliptical shape of the insulator. This property along with the rigid 
repetitive geometric structure gives a hint towards the approach for insulator 
detection. The circular descriptor is used for the detection of each insulator cap. DoG 
filter is used for the detection of key points in the image and a square patch is 
extracted around the key point corresponding to the size of the key point. Since, our 
object is to detect burn- mark on the surface of the insulator (metal part of the 
insulator); blob detection algorithm has been chosen which uses DoG filter for key-
point extraction and matching. Additionally, this method uses algorithms such as 
PCA for dimensionality reduction and K-nearest neighbor for the training of detected 
key-points from the training set, these cannot be implemented in this thesis work 
because the different algorithms must be based on pure image processing methods 
and not integrate it with machine learning approaches. 
 
The input for the concept of the thesis has been based on the methods and 
algorithms discussed above. The problems and the corresponding solutions 
proposed have been taken into consideration as well. 
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Figure 4.3: Flowchart of Insulator burn mark detection 
 
4.1 Insulator detection 
This is the first and foremost step in order to detect the insulator within the image and 
to determine its exact location. The insulator can be present anywhere within the 
image and hence this is a crucial step in determining it. The two important algorithms 
used to detect the insulator from the image is Symmetry detection followed by 
Foreground extraction. 
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4.1.1 Symmetry detection 
 
Symmetry is a simple but important property when it comes to detection of an object 
in the computer vision domain. In general, cups, bowls, cans, boxes and, even 
humans have reflectional symmetry along a straight line. 
 
Generalized Symmetry Transform [50] is a method to detect reflectional and radial 
symmetry in digital images. It is a multi-scale approach, which produces a symmetry 
map. At a given scale, each point on the map consists of the magnitude and direction 
of symmetry deduced by all other points in the image. This works in a similar manner 
to that of Harris Corners [51] when detecting interest points. The applications of 
Generalized Symmetry Transform include human identification [52], corner detection, 
and recognizing image features such as polygon corners. 
 
The Generalized Symmetry Transform uses image gradients orientation, distance-
based Gaussian function, and image gradient intensity to generate symmetry maps. 
Symmetry map is an image of symmetry contributions made by all pixel pairs in the 
original image. Out of the two symmetry maps produced, one contains the magnitude 
of symmetry and other the phase. The contributions of all points are taken into 
consideration while generating a symmetry map. Thresholding followed by a Hough 
Transform is required in order to obtain an axis of reflectional symmetry from the map 
[53]. 
 
The method used as part of this thesis for Symmetry detection is Fast Symmetry 
detection using Hough Transform. Hough Transform is used for fast processing of 
images and to identify global lines of reflectional symmetry [54]. The detector returns 
the axes of reflectional symmetry as straight lines. This algorithm is fast and requires 
less computation as compared to the Generalized Symmetry Transform. This is due 
to the fact that Fast Symmetry detection considers only edge pixels, whereas 
Generalized Symmetry detection processes all image pixels. 
 
In Fast Symmetry detection method, the input image is first converted into an edge 
image by using an edge filter. Canny edge detection filter is used for this purpose. 
Each edge pixels, ‘i’ and ‘j’ for example, votes for particular radius ‘R’ and angle 'θ' in 
the Hough transform accumulator. The Hough accumulation is adjusted for edge 
pixels with non-symmetric gradient orientations by using a weight function ‘W (i, j)’. 
This is represented in Figure 4.5. 
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Canny edge detector: It is one of the most commonly used algorithms for edge 
detection, which involves a number of steps to identify wide range of edges. Sobel is 
another edge detection algorithm which is quite popular but doesn’t work as efficient 
as Canny. A calculus of variations technique is used by Canny and the functions are 
approximated by the first derivative of Gaussian. The algorithm for canny edge 
detection is as follows: 
 
1. Smoothening of the image using a Gaussian filter to remove noise. 
2. Computation of gradients and extraction of four orientations (vertical, 
horizontal and two diagonals). 
3. Thinning of edges using non-maximum suppression. 
4. Determination of edges using double threshold.  
5. Edge tracking by Hysteresis and suppression of the weaker edges.  
 
Non-maxima suppression technique is used for thinning of edges. The extracted 
edges are blurred after applying Gaussian filtering. The non-maxima gradient values 
are suppressed by setting them to zero and local maxima are selected which 
indicates the sharpest change of intensity value. The algorithm is as follows: 
 
1. Comparison of strength of edge pixels with that of the current pixels in the 
negative and positive gradient directions. 
2. Suppression of edge pixels having more strength as compared to other pixels, 
present in the mask and having the same orientation. 
 
 
Figure 4.4: Nonmaximum suppression 
 
Double Threshold: Gradient magnitudes are divided into the following three 
categories: 
 
 Low threshold- Pixel having gradient magnitude below minVal. 
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 High threshold- Pixel having gradient magnitude above minVal. 
 Weak threshold: Pixel having gradient magnitude between minVal and 
maxVal. 
 
High threshold pixels belong to the edge while low thresholds don’t. Weak thresholds 
may belong to the edge but depend on their surroundings. If they are alone in the 
neighborhood, it is noise and if they are surrounded by high threshold pixels, they 
belong to the edge. 
 
 
Figure 4.5: Fast Reflectional Symmetry using edge pixels ‘i’ and ‘j’ 
 
The range of values of ‘θ’ is given by the equation (10): 
 
 
−𝜋
2
< 𝜃(𝑖, 𝑗) ≤
𝜋
2
 (10) 
 
The value of ‘θ’ can be calculated by using trigonometry as shown in the equation 
(11):  
 𝜃(𝑖, 𝑗) = arctan(
𝑦𝑗 − 𝑦𝑖
𝑥𝑗 − 𝑥𝑖
) (11) 
The radius ‘R’ is calculated by using the equation (12):  
 
 𝑅(𝑖, 𝑗) = (
𝑥𝑖 + 𝑥𝑗
2
) cos[𝜃(𝑖, 𝑗)] + (
𝑦𝑖 + 𝑦𝑗
2
) sin[𝜃(𝑖, 𝑗)]    (12) 
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The rejection of noisy edge pixels, and to favor votes made by edge pixels with 
symmetric image gradients, weighted Hough voting is used which calculated by the 
equation (13): 
 
 𝐻(𝑟, 𝜃) = ∑ 𝑊(𝑖, 𝑗)
𝑖,𝑗𝜖 (𝑅,𝜃)
 (13) 
 
 
Figure 4.6: Symmetry detection using Gradient angles 
 
Gaussian weight function ‘W (i, j)’, used in the Hough voting process, is maximized 
when gradient orientations of pixels are symmetric about their mid-point. The 
gradient angle (φ x), computed using the Sobel filter, is directly related to the level of 
symmetry. As illustrated in Figure 4.6, when two edges pixels (i, j) have the same 
gradient angle (φ i = φ j), the level of symmetry is maximum. In the other pair of the 
pixel (i+1, j+1), there is absolutely no symmetry because the gradient angles are not 
equal. The level of symmetry is directly proportional to the similarity between the 
edge pixel pair.  
 
The Hough space discretizes a fixed number of cells in both 'R' and '' direction. 
These cells accumulate votes made by the edge pixel pairs. The peaks in the Hough 
accumulator are then identified using Non-Maxima suppression. This algorithm 
locates the Hough cell with the highest value and selects it as a peak. At the start, 
the suppression threshold is half of the highest peak in the accumulator and remains 
the same through all iterations [53]. 
The shape of an Insulator is irregular and difficult to detect using conventional 
approach. One important property or characteristic presented by Insulators is they 
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have symmetry about their mid-point. This property is particularly important in 
determining the exact position of the insulator within the image because the 
probability of finding other symmetrical objects within the image is rare. Even though 
the HVTL towers, to which the insulators are connected, exhibit symmetry about their 
mid-point, it can be eliminated by using some basic image processing techniques. 
 
Summary of Symmetry detection: 
 
   
  (A)       (B)            (C) 
Figure 4.7: (A) Input Insulator image; (B) Canny edge; (C) Symmetry detection 
  (A)       (B)            (C) 
Figure 4.7 shows the steps of symmetry detection. First, Canny edge detection is 
computed from the input image and the then Symmetrical axis is calculated from the 
orientation of the edge pixels. 
 
4.1.2 Foreground extraction 
 
As discussed in Table 3.2 about different Foreground extraction algorithms, the 
performance of the GrabCut algorithm is better as compared to other available 
algorithms when it comes to elimination of background. The other advantage of the 
GrabCut algorithm is it requires the least user interaction. Hence, as part of this 
thesis work, the GrabCut algorithm has been chosen for foreground extraction. The 
main objective of this step is to remove the cluttered background from the original 
image and extract only the insulator region from it. This step is particularly important 
in order to reduce the working area for the algorithms which are to be used following 
this technique. For example, Blob detection technique (to be discussed in the 
following sections), which searches for burn marks within the insulator can give 
erroneous results if a burn-marks kind of region is present anywhere in the 
background. 
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The GrabCut algorithm requires two user inputs: First- A rectangular bounding 
boxthe region outside the rectangular bounding box is considered as definite 
background by the algorithm and it tries to estimate the probable foreground within 
the box. Second- a region labeled as definite foreground. 
 
Since the exact position of the insulator within the image is unknown and no external 
input is possible, the input to the definite foreground region of the GrabCut algorithm 
is set by the output from the symmetry detection step. The axis of symmetry, which 
locates the position of the insulator within the image, can be considered as obvious 
foreground. The rectangular bounding box can be made by referring to the axis of 
symmetry along the width, and the height of the rectangle can be considered as the 
entire image height.  
 
   
(A)                   (B) 
Figure 4.8: (A) Bounding box w.r.t axis of symmetry; (B) GrabCut output image 
The final output obtained after the GrabCut technique gives an image with only the 
insulator in it, and without any background. This detected insulator image acts as an 
input for further steps discussed in the following sections. 
4.2 Defining ROI 
The insulators which are present in HVTL are connected to each other in series. 
There’s a connector slot present at top of every insulator to which other insulator 
hangs to. These connector marks need to be removed while detection of burn-marks 
because they exhibit similar characteristics and might give negative results. 
 
4.2.1 Contour detection 
 
The idea is to determine the extreme points of the glass portion of the insulator. The 
extreme points can be obtained by computing the contours. Contour is a curve 
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joining continuous points having same intensity and color. The GrabCut output 
image, with the subtracted background, is given as an input for the contour detection 
step. Since the metallic part of the insulator is darker as compared to the glass 
portion, it is cumbersome to calculate a global threshold value for preprocessing the 
image before contour detection. The solution to this problem is to remove the middle 
metallic section of the insulator while determining the contours. Figure 4.9 shows the 
removal of the middle part of the insulator. The line of symmetry is again used as the 
reference for removing equal portions from both ends.  
 
 
 
 
 
 
 
 
 
 
(A)                   (B) 
Figure 4.9: (A) Insulator with Symmetrical axis; (B) Elimination of middle section along symmetrical axis 
Once the middle portion is removed, the contour detection can be performed as 
shown in Figure 4.10. 
 
 
   
 
 
 
 
 
 
 
(A)        (B)  
Figure 4.10: (A) Input Insulator image (without middle section); (B) Detected contours – C1 and C2 
4.2.2 Measurement of extreme points 
 
Contour detector returns a vector of points surrounding an enclosed region of an 
image. The enclosed regions in our case are the two glass parts of the insulator 
C
1
 C
2
 
d1 d2 
d1= d2 
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separated by a space in between. Ideally, the number of detected contours (enclosed 
region) from the Insulator image (without middle part) should be two but in reality, 
other contours also get detected. Such a thing happens mainly because of different 
color intensity in different images and the threshold value for the entire algorithm 
remains constant. Locally adaptive threshold has also been tested but doesn’t return 
good results. 
 
The reason for determining the extreme points is to measure the distance from which 
the image has been captured. Knowing the distance between the UAV camera and 
the insulators are important in order to check for the scaling factor. The calculation of 
scaling factor is further essential for removal of the connector marks. Section (5.2.2) 
can be referred for detailed explanation and understanding. 
 
Since contours return a vector of points, the coordinates of these points can be used 
to calculate the extreme points. Ideally, two contours (C1, C2) should be detected 
after foreground extraction, removal of the middle portion and contour detection 
respectively, as shown in Figure 4.11 (B). The extreme left most ‘x’-coordinate of the 
left side contour (C1) will return  PXmin and the extreme right most ‘x’-coordinate of 
the right side contour (C2) will return  PXmax. The distance between the extreme 
points (PXmax – PXmin) gives the diameter of the insulator disc. Figure 4.11 shows the 
extreme ‘x’-coordinates of the detected contours. 
 
 
   
 
 
 
 
 
 
 
(A)        (B)  
Figure 4.11: (A) Detected contours; (B) Extreme point detection 
 
4.2.3 Removal of connector marks based on pixel measurement 
 
The connector mark, which has similar characteristics to that of a burn-mark, needs 
to be removed in order to avoid false detections. Since the connector mark is present 
P
Xmin
 PXmax 
C
2
 C
1
 C
1
 C2 
67 
 
at top of metallic part of the insulator; the idea is to remove few rows of pixels (Yrows) 
from the top and define a region of interest for the fault (burn-mark) detection 
algorithm. 
 
Scalability is a challenge which needs to be addressed. The region of connector rows 
of pixels varies with the distance between the UAV camera and the insulator. Since 
there is no distance sensor present on the UAV, the connector mark needs to be 
removed based on image processing techniques. As the shape and size of the 
insulator are standard, the region of connector marks can be calculated by 
considering the length between the extreme points as the reference. 
 
For a standard insulator, the ratio between the connector rows of pixels (Yrows) and 
the difference between extreme points (PXmax-PXmin) is constant. This concept is 
exploited to calculate the ‘Yrows’ of pixels. Further, the distance between the UAV 
camera and the insulator can be calculated from this ratio. This solves the problem of 
scalability and eventually saves cost by not having a distance/proximity sensor. 
 
Finally, the region of interest for the fault detection algorithm is defined based on the 
obtained connector rows of the pixel and the extreme points. The concept is shown in 
Figure 4.12. The foreground extracted insulator is used as an input to this method. 
 
     
(A)                                                         (B)                                                      (C) 
Figure 4.12: (A) Input insulator image; (B) Removal of connector marks; (C) Definition of ROI 
 
4.3 Burn marks detection 
The burn marks don’t have any geometric shape, size or a certain color. However, 
burn-mark is a region in the upper part of the insulator that differs in brightness or 
grayscale level, compared to surrounding undamaged part. 
 
According to the state of the art, blob detection technique has been chosen for 
detection of burn marks on the insulator. Grouping of connected pixels in an image, 
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sharing common characteristics is termed as a blob. The blob detection algorithm is 
as follows: 
 
1. Thresholding: Conversion of the source image into a binary image by applying 
thresholding techniques. The threshold values range from minThreshold until 
maxThreshold, incremented by thresholdStep. For example, minThreshold is 
the first threshold, followed by the second i.e. minThreshold + thresholdStep, 
the third minThreshold + 2*thresholdStep, and so on and so forth. 
2. Grouping: The connected pixels are grouped together from binary image by 
findContours. 
3. Merging: A comparison is done between the centers of the binary blobs, and 
blobs located closer than minDistBetweenBlobs are merged together. 
4. Radius and Center calculation: Finally, the centers and radii of merged blobs 
are computed. 
 
The obtained blobs can then be filtered out using parameters such as color, size and 
shape. The filters are as follows: 
 
1. Color: The parameter blobColor is used for selecting blobs of a specific color or 
range of colors. It ranges from '0'(black) to '255'(white). For example, 
blobColor=0 selects only black blobs and if blobColor>=0 && <100 will select 
blobs varying from dark gray to black. 
 
2. Size: The blobs can be filtered out by the number of pixels enclosed by it. It 
basically returns the area of the blob in terms of pixels. For example, if the 
parameter minArea=70, blobs having pixels less than 70 will be filtered out. 
Similarly, maxArea filters blobs beyond a certain number of pixels as defined by 
the parameter. The range can also be set by minArea and maxArea 
parameters, in which only a certain range of blobs will be filtered out. 
 
3. Shape: The blob shape is further filtered using three different parameters. They 
are as follows: 
 
 
i. Circularity: This parameter measures the circularity of the blobs. For 
example, a regular octagon has higher circularity than a 
square/rectangle. Circularity is defined by the formula: 
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4 ∗ 𝜋 ∗ 𝐴𝑟𝑒𝑎
(𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟)2
 (14) 
 
By this formula, a circle has a circularity of '1' and a square has '0.785'. 
 
ii. Convexity: It is defined as the ratio of Area of the blob and the area of 
its convex hull. Convex hull of a shape is given by the tightest convex 
shape that can completely enclose the shape. 
 
  
Figure 4.13: Concave (left); Convex hull (right) 
iii. Inertia Ratio: It returns the measure of elongation of a shape. For 
example a circle having a value equal to 1, and the value of an ellipse 
lies between 0 and 1, the line has a value of 0. 
 
  
Figure 4.14: Low inertia ratio (left); High inertia ratio (right) 
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Summary:  
                 
  (A)               (B)  
Figure 4.15: (A) Input image (ROI); (B) Detected burn-mark using blob detection 
 
Figure 4.15 (A) shows a burn-mark present within the defined region of interest. Blob 
detection technique is used for detecting the faults. The parameters of the algorithms 
are set by examining burn marks from several images. Trial and error method has 
been applied to find the best fit. 
 
Summary of the chapter: 
 
Based on the feedback and problems stated in the State of Art, the concept or the 
proposed solution of the thesis work is discussed in this chapter. There were some 
other challenges as well as part of the objective, and have been tried to encounter 
those as well. The concept chapter is divided into three subchapters ons basis of the 
major objectives to detect faults (burn-marks) on the insulator. Since the algorithm 
should be completely autonomous, the first step is to locate the insulator within the 
image. This is probably the most important step out of all because the following steps 
are based on this. Symmetry detection and foreground extraction algorithms are 
used to accomplish the objective of insulator detection. 
 
The second sub-chapter is the definition of ROI. The connector marks in the insulator 
have similar characteristics to that of a burn mark, hence in order to eliminate false 
detection, the connector marks need to be removed. The ROI, which constitutes the 
insulator image without the connector marks, is the input for the burn-mark detection 
algorithm.  The final sub-chapter discusses the burn-mark detection technique. A 
combination of filters such as color, area, shape has been used to detect faults (burn-
marks) in the insulator. 
ROI 
B
1
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5 Implementation 
Tools used for implementation: 
Based on the Table 2.1, OpenCV clearly stands out from the lot because it is open 
source and supports many programming languages. C++ is the chosen language for 
development. This is because the thesis work is part of the APOLI project, in which 
language for development is C++. The idea is to run the project on a single platform 
in the future. The Integrated development environment (IDE) selected is Microsoft 
Visual Studio. MATLAB has also been used but for a small task. The pixel 
measurement for extreme point calculation (Section 5.2.2) is done using an image 
processing toolbox of Matlab.  
 
Basic functions used in OpenCV C++: 
In OpenCV, Mat object stores data of the loaded image. Function imread is used for 
reading an image. The format for loading an image from a file is as follows: 
 
Mat imread( "../../Image.jpg", int flags=1 )  
 
Some of the file formats supported are *.bmp, *.dib, *.jpeg, *.jpg, *.png, *.tiff. More 
information about the type of arguments and flags can be found in [55]. In order to 
display an image, imshow function is used as shown below. The function waitKey is 
used in order to display the imshow window until the user presses a key. If not used, 
the program would end quickly. 
 
imshow( "Display window", image )   
waitKey(0) 
 
The image can be saved using the function imwrite. The quality and the format of the 
image can be selected by changing parameters. Almost all formats are supported 
[55]. 
 
imwrite( "../../Image.jpg", image )  
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5.1 Insulator detection 
5.1.1 Algorithm for Symmetry detection 
 
Step1: Applying edge detection algorithm on the input image 
Step2: Voting of each edge pair into the Hough accumulation matrix. 
Step3: Ignoring of edge pairs that don’t have any partner. Each entry in the 
accumulation matrix describes vote of each edge pair. 
Step4: Finding peaks in the Hough accumulation matrix and translating them back 
into x-y lines. 
 
 
Figure 5.1: Flowchart: Symmetry detection 
Edge detection is performed using Canny edge detection filter. Before applying 
Canny edge detection, the image needs to be converted from BGR to GrayScale. 
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cvtColor( SourceImage src, OutputImage src_gray, CV_BGR2GRAY ) 
 
                
(A)       (B)  
Figure 5.2: (A) Input Insulator image; (B) GrayScale output image 
The source input image is in BGR color format and the output is in the Gray Scale. 
This Grayscale image is further used as an input for the Canny edge detector. 
 
Canny(GrayImage srcGray, OutputImage edge, cannyMin, cannyMax) 
 
The other arguments for the canny function are kept as default. The parameters 
cannyMin and cannyMax is obtained by trial and error. These values denote the first 
and the second threshold for hysteresis procedure respectively.  
 
   
                          (A)                                                         (B)                                                   (C) 
Figure 5.3: (A) Input Insulator image; (B) Canny edge; (C) Symmetry detection 
5.1.2 Algorithm for foreground extraction using GrabCut 
 
Problem Statement 1: 
The final objective of the APOLI project [6] is to implement HVTL inspection using 
autonomous UAV in real-time, which doesn’t require any external user input. This 
means the thesis work, which is part of the APOLI project, cannot have any external 
user interaction. This is a constraint when using foreground extraction algorithm. 
GrabCut algorithm, which requires the least user input amongst all others, requires 
an input from the user to draw a rectangle (bounding box) to explicitly state that 
anything outside the box is to be considered as obvious background. Once, this is 
done, the algorithm extracts the possible foreground within the bounding box. 
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Problem Statement 2: 
      
 (A)                 (B)  
Figure 5.4: (A) Input Insulator image; (B) GrabCut output image 
 
In Figure 5.4, the GrabCut (foreground extraction) output image of an insulator is 
shown. OpenCV has been used in order to generate the GrabCut output image. The 
following points can be observed from the output image: 
 
1. Even after defining the rectangular bounding box, it leaves some background 
patches  this is due to the fact that color and intensity of the insulator pixels 
are somewhat matching with that in nearby pixels of the background. 
2. The metal part of the insulator, which should have been detected as 
foreground, is detected as background  this is because no foreground 
extraction algorithm works perfectly without user interaction. In order to solve 
this issue, the user has to mark certain regions as obvious 
foreground/background within the bounding box.  
 
Solution: The location of the insulator within the image is given by the axis of 
symmetry, which is obtained in the previous step. This axis is further used to define 
the obvious foreground pixels and the rectangular bounding is also drawn taking it as 
the reference. The detailed explanation of the algorithm is as follows: 
 
Step1: Drawing a rectangle around the foreground region (insulator) by selecting the 
symmetric axis as the reference. 
Step2: Using GrabCut algorithm to get the probable foreground and reiterating this 
step twice. 
Step3: Correction of mistakes by using markers as absolute foreground or 
background by again taking symmetric axis as a reference. 
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Figure 5.5: Flowchart: GrabCut foreground extraction 
The probable background is obtained by the following line of code: 
 
cv::Mat1b markers(clone.rows, clone.cols)  
// Clone is the output image from the Symmetry detection step. The entire image 
(clone.rows clone.columns) is selected as the marker. 
cv::grabCut (clone, markers, rectangle, bgd, fgd, iterations, 
cv::GC_INIT_WITH_MASK | cv::GC_INIT_WITH_RECT ) 
 
// Rectangle ROI contains segmented image. Pixels outside ROI are obvious 
background. The mask  markers and rect  rectangle is initialized by the function 
when the mode is set to GC_INIT_WITH_RECT. bgd and fgd are temporary arrays 
for background and foreground model respectively. The mid-point of the symmetric 
axis is calculated by taking the average of the x-coordinates. This is as shown below: 
 
int pt_axis_x = (min_x + ( (min_x + max_x) / 2) ) / 2  
int pt_axis_y = min_y + max_y) / 2  
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Figure 5.6: Calculation of definite foreground using the axis of symmetry 
 
cv::Mat1b mask_fgpf = (markers == cv::GC_FGD) | (markers == cv::GC_PR_FGD); 
 
The mask mask_fgpf returns the foreground region which marked either as probable 
foreground or obvious foreground. The probable foreground (GC_PR_FGD) is 
returned by the GrabCut algorithm and the obvious foreground (GC_FGD) is marked 
by taking the symmetric middle axis point (pt_axis_x) and surrounding region as a 
reference. 
 
The region of obvious foreground (refer Figure 5.6), which is an input to the GrabCut 
algorithm, is marked with respect to the obtained axis of symmetry. 
 
             
(A)        (B)  
Figure 5.7: (A) Input Insulator image; (B) GrabCut output image 
 
5.2 Defining ROI 
5.2.1 Contour detection algorithm 
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Problem Statement 1: 
The output of the GrabCut stage leaves some background patches. These patches 
are undesirable because they’ll be getting detected as contours along with the 
insulator region. Figure 5.8 (B) shows the detected background patches on the 
insulator image after performing GrabCut foreground extraction (referring symmetric 
axis as obvious foreground). 
 
              
(A)        (B)  
Figure 5.8: (A) Input image (with bounding boxes); (B) GrabCut output image with background patches 
 
The problem of background patches can be resolved by performing a series of 
operations in a step-wise manner, which is as follows: 
1. In order to eliminate the patches which have lighter color intensity as 
compared to the insulator pixels, thresholding can be applied. Color intensities 
greater than or equal to ‘a certain value’ (to be obtained by trial and error) can 
be modified to ‘255’, which is white. 
2. Repeated Erosion and Dilation operation needs to be performed to eliminate 
the noise and to group the unconnected pixels together. Grouping of nearby 
pixels are important before finding the contours, and if not done, many 
unwanted contours might get detected. 
3. The patches which are darker or have comparable color intensity as that of 
insulator pixel will be detected as contours and needs to be filtered out by the 
area enclosed by the contour. Contours having an area less than a threshold 
value will be discarded. The contours which are dark and have a considerable 
area cannot be chucked out in this step. It is filtered out by performing some 
mathematical calculations which are discussed in section 5.2.2 
 
Solution: After testing with many images, it can be concluded that if the input 
rectangle for the GrabCut algorithm is small or dimension is less, the background 
patches can be eliminated up to a certain level. The input rectangle is set with 
respect to the determined axis of symmetry. Setting the rectangle to small and 
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iterating the GrabCut algorithm for more number of times gives the best result which 
has been achieved so far.  
 
Problem Statement 2: 
Since, thresholding is required to eliminate the background patches, choosing a 
general value of the threshold for all insulator images is a problem. The color of the 
metallic part of the insulator is not constant. The shades vary from light gray to dark 
as shown in the Figure 5.9. 
 
 
Figure 5.9: Different shades of Insulator (metal part) 
The solution to the second problem proposed as part of the thesis is to remove the 
middle section of the insulator while determining the contours. By doing this, we can 
have a global threshold value as the color of the glass part of insulator remains 
constant. The number of column pixels that need to be removed from the middle part 
is based upon certain approximations and calculations which are discussed in 
section 5.2.2. The symmetrical axis is taken as a reference while removing the 
middle columns. The algorithm is as follows: 
 
Step1: Removal of the middle portion taking symmetric axis as a reference. 
Step2: Blurring of the image using the Gaussian blur filter of size 11, 11. 
Step3: Thresholding of the blurred image. 
Step4: Applying repetitive erosion and dilation assuming 3, 3 as the kernel. 
Step5: Finding contours on the dilated image. 
Step6: Selecting only those contours whose area is greater than or equal to 1000 
pixels. 
Step7: Drawing of contours. 
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Figure 5.10: Flowchart: Contour detection 
 
From the output of the GrabCut image, the middle portion of the insulator is removed. 
Instead of cropping and removing, the easier approach is to make the pixels white for 
the middle portion considering the axis of symmetry as a reference. 
 
           
(A)        (B)  
Figure 5.11: (A) GrabCut image; (B) GrabCut output image without the middle part 
The GrabCut output image without the middle part is then smoothened using a 
Gaussian filter in order to reduce noise. The size of the kernel used is 11, 11. 
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GaussianBlur (WithoutMiddle, image2, Size (11, 11), 0, 0); 
 
         
(A)                           (B)  
Figure 5.12: (A) WithoutMiddle image; (B) Blurred image 
The blurred image is then thresholded using binary inverse filter. Following is the line 
of code for threshold: 
threshold (image2, dst, 150, 255, THRESH_BINARY_INV); 
 
          
(A)                                                                                   (B)  
Figure 5.13: (A) Blurred image; (B) Thresholded image 
As it can be observed from the above-thresholded image that there are some holes 
or disjointed parts which can be detected as separate contours. In order to avoid 
such salt and pepper noise, repetitive erosion and dilation are applied. Morph cross 
kernel of size (3, 3) is used. Following are the lines of code: 
 
int iterations; 
Mat kernel = getStructuringElement (MORPH_CROSS, Size (3, 3)); 
erode (dst, dst, kernel, Point(-1, -1), iterations = 3); 
dilate (dst, dilated, kernel, Point(-1, -1), iterations = 3); 
 
81 
 
            
  (A)                                                                                            (B)  
Figure 5.14: (A) Thresholed image; (B) Eroded-Dilated image 
 
The contours are then calculated from the dilated image using findContours function. 
This function returns a vector of points which surrounds the closed image. Following 
are the line of codes: 
 
vector< vector<Point> > contours; 
vector<Vec4i> hierarchy; 
findContours(dilated, contours, hierarchy, CV_RETR_EXTERNAL, 
CV_CHAIN_APPROX_NONE); 
 
The “mode” used is RETR_EXTRENAL, which means retrieval of only extreme outer 
contours. The “mode”, CHAIN_APPROX_NONE, stores all contour points. The 
detected contours are then filtered out depending upon their size by computing the 
enclosed area. contourArea is the function used for calculating area enclosed by a 
contour. This step is particularly important to ignore small contours which might be 
getting detected even after repetitive erosion-dilation. The threshold area of contours 
is selected as 1000.  
 
vector<double> areas(contours.size()); 
 for (int i = 0; i < contours.size(); i++) 
 { 
  areas[i] = contourArea(Mat(contours[i])); 
  if (areas[i] >= 1000) 
  { 
   contemp[j] = i; 
   j++; 
  } 
 } 
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Figure 5.15: Detected contours and their areas 
The screenshot above shows the number of contours detected along with their 
respective areas. In our test image, the number of contours detected is 2. The 
coordinates (vector of points) are also displayed. Detected contour is then drawn 
using drawContours function. 
 
drawContours(drawing, contours, -1, (0, 0, 255), CV_FILLED); 
 
          
(A)                                                                                           (B)  
Figure 5.16: (A) Eroded-dilated image; (B) Contour image 
5.2.2 Extreme point measurement and removal of connector marks 
 
The coordinates obtained from the detected contours are further used for estimating 
the extreme points of the insulator.  
 
Problem Statement: 
Scalability is a problem which needs to be encountered. Since the distance between 
the UAV camera and the Insulator is unknown; the length between the extreme 
points will differ. If the camera is close to the Insulator (0.5m) the length of the 
segment between the extreme points will be more and when the distance between 
the camera and insulator is more, the length of the segment will be comparatively 
less. This can be understood better with the concept of zoom-in and zoom-out. When 
clicking an image from a fixed distance (let’s say 3m) without using any zoom in/out 
function, the picture appears as normal. If the same image, clicked from the same 
distance of 3m, is zoomed in, the number of pixels occupied by the same picture 
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becomes more and the picture appears to be bigger. Similarly, when the image is 
zoomed out, the picture appears smaller and the pixels occupied are also less. 
    
 (A)              (B)  
Figure 5.17: (A) Insulator image (at 1m); (B) Insulator image (at 2m) 
Figure 5.17 show two lab pictures of insulators taken at 1metre and 2metres 
respectively. It can be clearly observed that if the distance between the UAV camera 
and insulator changes, the pixel dimension of the insulator changes as well.  
 
Solution: To find a linear relationship between the length of extreme points and the 
distance from where the picture is taken from. For accurate results, a picture of the 
insulator is taken from four different points, keeping the angle constant. Before 
getting into the linear relation, the region of interest (ROI) needs to be defined.  The 
region of interest is an area where the blob detection (discussed later) algorithm will 
be searching for the burn marks. Since the connector mark appears as burn marks, 
few rows of pixel needs to be removed in order to have accurate results. The removal 
of the rows of pixels from the top depends upon the location of a burn mark on the 
insulator and it is concluded by studying 120 insulator images.  
 
 
Figure 5.18: Probability of burn marks on the insulator 
* Note: Data obtained from 120 lab images 
P (Burn Marks) < 1%  
P (Burn Marks) > 90%  
P (Burn Marks) > 50%  
Probability of Burn 
Mark (decreases from 
bottom to top) 
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As shown in Figure 5.18, the probability of burn-marks decreases from bottom to top. 
This means the region where the connector is located has the least possibility of 
getting a burn mark. Based on this observation, it can be concluded that the rows of 
pixels accompanying the burn marks can be eliminated in order to define the ROI. 
 
    
(A)        (B)  
Figure 5.19: (A) Insulator image (after GrabCut); (B) Insulator image (elimination of connector pixels) 
 
As shown in Figure 5.19, Yrows of pixels are removed from the output of the GrabCut 
image. The calculation of Yrows depends upon the length of the segment between the 
extreme points of the glass part of the insulator and the standard pixel measurement. 
 
Pixel measurement: 
Matlab has been used to take the pixel measurement of the insulator from UAV 
camera at a distance of 0.5m, 1m, 1.5m, and 2m. Reference: Appendix- Original 
measurement. All unit of measurement is in pixels. 
 
 
Figure 5.20: Pixel measurement at 0.5m 
Y
rows
 
525.5 
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Figure 5.21: Pixel measurement at 1m 
 
 
Figure 5.22: Pixel measurement at 1.5m 
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Figure 5.23: Pixel measurement at 2m 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.24: Marking for extreme points measurement 
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Figure 5.24 shows the insulator along with some important points which are required 
for measurements. The image of the insulator is taken from four different distances 
and the measurements of these are considered as reference for other insulator 
images. The distance between ‘PXmax’ and ‘PXmin ’gives the extreme point 
measurement. The extreme point distance is nothing but the diameter of the disc 
(glass part of the insulator). Since this remains constant; it can be used to solve the 
scaling problem. The ‘Yrows’ rows of pixels depict the number of pixels within which 
the connector mark is present. The removal of ‘Yrows’ is done in accordance with the 
distance between the extreme points. ‘PY’ is the number of rows of pixels starting 
from the top of the insulator to the extreme points. The main objective from all these 
calculation is to remove the connector pixels i.e. ‘Yrows’ of pixels. Since the distance 
between UAV and insulator is unknown due to unavailability of distance/proximity 
sensor (cost effective), this standard measurement is a feedback to calculate the 
distance by obtaining the diameter of the insulator cap. The property of standard 
shape of an insulator is exploited to get a solution to the scalability problem. 
 
Distance (meters) 
PXmax - PXmin 
(pixels) 
PY (pixels) Yrows (pixels) 
0.5m 525.5 - - 
1.0m 255 130.63 26.75 
1.5m 174 84.505 16.50 
2.0m 129 65.50 12.75 
Table 5.1: Readings (Pixel measurement) 
Calculations: 
 
1. Referring Table 5.1, the product between the distance and the difference between 
PXmax and PXmin can be calculated as shown below: 
 
 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ∗ (𝑃𝑋𝑚𝑎𝑥 − 𝑃𝑋𝑚𝑖𝑛) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (15) 
 
 
= 0.5m * 525.5 = 262.75  Average = (262.75 + 255 + 261 + 258) / 4 
= 1.0m * 255.0 = 255.00       = 259.1875 
= 1.5m * 174.0 = 261.00   
= 2.0m * 129.0 = 258.00           Constant = 259.1875 pixels 
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The constant value obtained after calculating the relationship between the extreme 
points and the distance is further used to forecast the values if either of the 
parameters is unknown. In our case, by referring the pixel measurement between the 
extreme points, the distance between the UAV and Insulator can be calculated using 
the constant. The calculation of pixel measurement is shown in section 6. 
 
2. Referring Table 5.1 , the ratio between ‘Yrows’ and the difference between ‘PXmax’ 
and ‘PXmin’ can be calculated as shown below: 
 
 
𝑌𝑟𝑜𝑤𝑠
𝑃𝑋𝑚𝑎𝑥 − 𝑃𝑋𝑚𝑖𝑛
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (16) 
 
 
= 26.75/255 = 0.1049    Average = (0.1049 + 0.094 + 0.0988) / 3 
= 16.50/174 = 0.094                  = 0.0992 
= 12.75/129 = 0.0988   Constant = 0.12 (buffer of 0.02) 
 
 𝑌𝑟𝑜𝑤𝑠 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∗ (𝑃𝑋𝑚𝑎𝑥 − 𝑃𝑋𝑚𝑖𝑛) (17) 
 
A buffer of 0.02 is taken by trial and error. ‘Yrows’ are the number of rows of pixels that 
need to be removed in order to eliminate connector marks. The buffer is considered 
because the rows of connector pixels slightly differ for different insulator images. 
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As shown in the graph, the ‘Yrows’ of pixels denotes the variation of connector rows of 
pixels with respect to the distance from which the image is taken from. ‘Yrows’ of pixels 
are obtained by taking the product between the constant and the difference of the 
extreme points (PXmax – PXmax). 
 
3. By referring Table 5.1, the ratio between ‘PY’ and difference between PXmax and 
PXmin can be calculated as shown below: 
 
 
𝑃𝑌
𝑃𝑋𝑚𝑎𝑥 − 𝑃𝑋𝑚𝑖𝑛
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (18) 
 
 
= 130.63/255 = 0.5122    Average = (0.5122 + 0.485 + 0.5077) / 3 
= 84.505/174 = 0.485                  = 0.5016 
= 65.50/129 = 0.5077   Constant = 0.53 (buffer of 0.03) 
 
 𝑃𝑌 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∗ (𝑃𝑋𝑚𝑎𝑥 − 𝑃𝑋𝑚𝑖𝑛) (19) 
 
In this case, a buffer of 0.03 is taken (obtained by trial and error). This is because, in 
some insulators, the size of the connector marks changes. In order to avoid these 
marks to be detected while detecting the burn marks, the buffer is added to the 
obtained average value.  
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‘PY’ rows of pixels are the number of rows of pixels between the extreme points 
(insulator disc) and the ‘Yrows’ of connector pixels. The calculation of ‘PY’ rows of 
pixels is important because this measurement gives the distance from which the 
‘Yrows’ of connector pixels can be measured. The ‘PY’ of pixels are computed by 
multiplying the constant with the difference of extreme points (PXmax – PXmax).  
 
The algorithm for extreme point measurement is as follows: 
 
Step1: Obtaining the extreme left ‘x’-coordinate (PXmin) for the detected left contour 
and the extreme right 'x'-coordinate (PXmax) for right contour by taking 
symmetry axis as the reference. 
Step2: Obtaining the 'y'-coordinates for the extreme points. 
Step3: Calculating the distance (pixels) between the extreme 'x'-coordinates (PXmin 
and PXmax) and drawing a line to represent it. 
Step4: Taking these coordinates as the reference the 'Yrows' of connected pixels are 
eliminated. The calculations are based on the results obtained in section 
4.2.3. 
Step5: Defining the ROI based on the detected extreme points and ‘Yrows’ of pixels. 
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Figure 5.25: Flowchart: Defining of ROI 
The bounding rectangle is drawn around the detected contours and the 
corresponding extreme points are calculated. Separation of left and right contour is 
done with respect to the line of symmetry. The function boundRect is used for 
obtaining the bounding rectangle around the contours. 
 
boundRect[contemp[t]] = boundingRect(Mat(contours_poly[contemp[t]]));  
 
The minimum value of the x-coordinate is searched within a range of x-coordinates in 
the left contour and maximum value of x-coordinate is searched in the right contour 
to get the PXmin and PXmax values respectively. The corresponding ‘y’-coordinates are 
obtained following the ‘x’-coordinates. 
Point PXmin = Point(Xmin, YXmin); 
Point PXmax = Point(Xmax, YXmax); 
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line(WithMiddle, PXmin, PXmax, Scalar(0, 255, 255), 2, 8, 0); 
         
(A)                                                                                           (B)  
Figure 5.26: (A) Input GrabCut image; (B) Extreme point measurement 
Figure 5.26 shows the measurement of the extreme point pixels. The output of the 
GrabCut image is the input for this case along with the detected contour points. 
 
Next, the ‘Yrows’ and ‘PY’ rows of pixels are calculated using the constant value 
obtained in calculations and the distance between the extreme points. The points are 
marked in correspondence to the Figure 5.24 
 
int new_y = (Xmax - Xmin)*0.53;  
 
Point pt3 = Point(Xmin, (PXmin.y - new_y)); //Upper line 
Point pt4 = Point(xtemp, (PXmax.y - new_y)); 
line(WithMiddle, pt3, pt4, Scalar(0, 100, 255), 2, 8, 0); 
 
Point pt5 = Point(Xmin, (pt3.y + (0.12*( Xmax - Xmin)))); //Middle line 
Point pt6 = Point(Xmax, (pt4.y + (0.12*( Xmax - Xmin)))); 
line(WithMiddle, pt5, pt6, Scalar(0, 0, 255), 2, 8, 0); 
 
The Figure 5.27 (A) shows the connector rows of pixels (marked with blue). Based on 
the obtained connector rows of the pixel and the extreme points, the ROI is defined. 
This is represented in Figure 5.27 (B). 
 
 
93 
 
         
(A)                                                                                           (B)  
Figure 5.27: (A) Connector rows of pixel (marked in blue); (B) ROI image 
5.3 Burn marks detection 
Blob detection algorithm can be accessed under features2d in OpenCV. The header 
file features2d needs to be included in order to get the different parameters used for 
filtering and detection of blobs.  
 
#include "features2d.hpp" 
 
The features2d library is not available with the normal package of OpenCV libraries. 
Additional OpenCV libraries need to be downloaded in order to access it. 
 
The algorithm used for burn mark detection is Blob detection. The step-wise 
algorithm is as follows: 
 
Step1:  Creation of a sample image of the same height and width as that of the input 
source image. 
Step2:  Setting the background of the sample image as Black. 
Step3:  Copying the input source image to the sample image. 
Step4:  Normalizing the sample image over the entire range of pixels (0 --> 255) 
Step5:  Applying blob detection algorithm and filtering of blobs based on the following 
parameters: 
  Range of threshold (min Threshold  max Threshold) 
  Range of enclosed area (min Area  max Area) 
  Range of Inertia Ratio (min InertiaRatio  max InertiaRatio) 
Step5:  Setting up the detector based on the above filtering parameters. 
Step6:  Detection of blobs. 
Step7:  Drawing the detected blobs on the source image. 
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Figure 5.28: Flowchart: Blob detection algorithm 
 
Following are the lines of code by which a new image with the black background is 
created. The new sample image (crop) has the same dimension as that of the input 
image.  
 
Mat crop(input.rows, input.cols, CV_8UC3); // Crop: New sample image 
crop.setTo(Scalar(0, 0, 0));  // Black background 
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The input image is then copied to the newly created sample image and normalized 
over the entire range of pixel intensity (0  255) 
 
input.copyTo(crop, dst); 
normalize(dst.clone(), dst, 0.0, 255.0, CV_MINMAX, CV_8UC1); 
 
The image is filtered out using the following parameters of blob detection: 
 
1. Threshold: 
params.minThreshold = 0; // Color range of pixel (Black to Dark gray) 
params.maxThreshold = 63; 
 
The threshold values are obtained by trial and error. The lower limit is set to ‘0’, 
meaning black color. The upper limit of the threshold is ‘63’ or dark gray. This range 
(minThreshold  maxThreshold) filters out the regions which have an intensity of 
063 (black to dark gray). 
 
2. Enclosed area: 
params.filterByArea = true; //Defines the area of pixels to be detected 
params.minArea = 50; 
params.maxArea = 1500; 
 
The filterByArea parameter is enabled by setting the value to true. The enclosed area 
value is also determined by trial and error method. Several sample insulator images 
with burn-marks have been used to get the above parameter values. The minArea is 
set to ‘50’ so that small black spots or grains don’t get detected. The upper limit of 
the enclosed area is set to ‘1500’ based on the size of burn marks on the sample 
insulator images. A buffer has also been taken into consideration while coming up 
with the values.  
 
3. Inertia: 
params.filterByInertia = true; 
params.minInertiaRatio = 0.01; 
params.maxInertiaRatio = 0.99; 
Similar to the previous case, the filterByInertia parameter is enabled by setting the 
value to true. Two assumptions have been made before coming up with Inertia ratio 
values, first, the burn-mark cannot a straight line, and second, it can’t be a perfect 
circle. These assumptions are necessary so that something else doesn’t get detected 
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as blobs, apart from the burn marks. Except for two values (straight line and perfect 
circle) the entire range of values has been taken into account. 
After the filtering operation, a vector of key-points is declared to store the detected 
blobs. The detector function detects the blobs on the newly created sample image 
and identifies the key-points on it based on the above filters. 
 
vector<KeyPoint> keypoints; 
detector->detect(crop, keypoints); 
 
The last step is to draw the detected key-points on the source/newly created sample 
image. The function used for drawing the key-points is drawKeypoints. The key-point 
color is selected as red and the flag for drawing the key-point is 
Draw_rich_keypoints. This flag draws a circle around each key-point with a default 
size and orientation. 
 
drawKeypoints(crop, keypoints, im_with_keypoints, Scalar(0, 0, 255), 
DrawMatchesFlags::DRAW_RICH_KEYPOINTS); 
drawKeypoints(source, keypoints, im_with_keypoints, Scalar(0, 0, 255), 
DrawMatchesFlags::DRAW_RICH_KEYPOINTS); 
 
The input image for the blob detection algorithm is taken from the output of extreme 
points. The blob detection algorithm is applied to the defined ROI image which 
doesn’t have the connector marks. The output of the detected blobs is displayed on 
the source insulator image. As per the result, there are two burn-marks/ blobs 
detected and marked with red. This is represented in Figure 5.29. 
 
          
 (A)                                                                                             (B)  
Figure 5.29: (A) Input image for blob detection; (B) Blob detection output image 
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Summary of the chapter: 
 
The implementation chapter focusses on development of algorithms discussed in the 
concept phase. The programming of the different methods is done using OpenCV. 
Apart from the core development, pre-processing of images using different methods 
and functions have also been discussed. 
 
The first two chapters describe the tools used for implementation and OpenCV 
headers used for implementing the algorithms. The importance of each pre-
processing steps is also touched upon along with the basic image processing 
functions. 
 
The problems encountered during the implementation of the different algorithms are 
also stated and the possible solution has been discussed. The most challenging part 
of the implementation phase was defining the ROI by removing the connector marks. 
This was accomplished by capturing the insulator image at different distances and 
performing a series of calculations to estimate the connector rows of pixels. The 
scalability problem was also rectified by this methodology. 
 
The algorithms of each of the methods used are discussed in detail with flowcharts 
and working is shown with real images.  
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6 Result 
Following are some of the insulator images out of 120 images: 
 
 
Figure 6.1: Input images (AD: Capture angle 1; EH: Capture angle 2) 
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The images are captured from two different angles. The following tables list the HITS, 
MISSES and FAILS for the corresponding algorithms used in the thesis work. The 
listing is based on 120 lab sample insulator images. The images are sorted based on 
the angle of capture.  
 
Insulator detection (Symmetry + GrabCut) 
Number of sample images (120) 
Capture Angle 1 (72) Capture Angle 2 (48) 
Insulators detected correctly (HIT) 68 38 
Insulators undetected (MISS) 0 0 
Other object detected as Insulator (FAIL) 4 10 
Table 6.1: Insulator detection 
 
ROI (Contour + Removal of connector marks) 
Number of sample images (106) 
Capture Angle 1 (68) Capture Angle 2 (38) 
ROI correctly detected (HIT) 64 28 
ROI undetected (MISS) 0 0 
Other area detected as ROI (FAIL) 4 10 
Table 6.2: ROI detection 
 
Fault detection (Blob) 
Number of sample images (92) 
Capture Angle 1 (64) Capture Angle 2 (28) 
Burn-marks detected correctly (HIT) 60 27 
Burn-marks undetected (MISS) 1 1 
Other region falsely detected as burn-mark (FAIL) 3 0 
Table 6.3: Fault detection 
 
 
Figure 6.2: Fault detection algorithm 
 
Calculation: 
 
 𝑇𝑜𝑡𝑎𝑙 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 (𝐷𝑡𝑜𝑡𝑎𝑙) = 𝐴 ∗ 𝐵 ∗ 𝐶 (20) 
Where, 
𝐴 = ∏𝐴𝑖
𝑖
 ;                𝐵 = ∏𝐵𝑖
𝑖
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Insulator detection ROI 
Fault 
detection 
A1 A2 B1 B2 C 
Correctly 
detected images 
116 106 96 92 87 
Number of 
images 
120 116 106 96 92 
Detection rate 
(%) 
96.7 91.4 90.6 95.8 94.6 
Table 6.4: Detection rate 
 
𝐴 = 0.967 ∗ 0.914 = 0.884 
𝐵 = 0.906 ∗ 0.958 = 0.868 
 
𝐼𝑛𝑠𝑢𝑙𝑎𝑡𝑜𝑟 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 (%) = 88.4 
𝑅𝑂𝐼 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 (%) = 86.8 
 
𝑇𝑜𝑡𝑎𝑙 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 (𝐷𝑡𝑜𝑡𝑎𝑙) = 0.884 ∗ 0.868 ∗ 0.946 = 0.725 
𝐷𝑡𝑜𝑡𝑎𝑙(%) = 72.5 
 
Algorithm time computation: 
 
 
Insulator detection ROI 
Fault 
detection 
A1 A2 B1 B2 C 
Algorithm time 
(ms) 
141 4691 6 0.111 69 
Percentage of 
computation time 
2.873% 95.595% 0.122% 0% 1.406% 
Table 6.5: Algorithm execution time 
 
𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 (𝑇𝑡𝑜𝑡𝑎𝑙) = 141 + 4691 + 6 + 0.111 + 69 = 4907.111𝑚𝑠 
 
𝐴 = (141 + 4691)/4907.111 = 0.9846 
𝐵 = (6 + 0.111)/4907.111 = 0.0012 
 
𝐼𝑛𝑠𝑢𝑙𝑎𝑡𝑜𝑟 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 (%) = 98.46 
𝑅𝑂𝐼 𝑐𝑜𝑚𝑝𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 (%) = 0.12 
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Figure 6.3: Algorithm time distribution 
 
The distance between the UAV camera and the insulator is obtained by standard 
pixel measurement.  An example is shown below: 
 
             
(A)                                                                                             (B) 
 
 (C)  
Figure 6.4: (A) Input image; (B) Output image; (C) Calculated distance 
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Figure 6.5: Output images (AD: Capture angle 1; EH: Capture angle 2) 
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The resultant images of fault (burn-mark) detection using blob detection algorithm, 
which is the main objective of the thesis, is shown below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.6: Fault detection on Insulator 
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7 Conclusion and Future Scope 
7.1.1 Summary of the thesis 
 
This thesis is an approach to fully autonomous inspection of HVTL using UAV and 
primarily focusses on detection of faults (burn-marks) on the power line insulators 
using image processing methodology. The biggest advantage of fully autonomous 
inspection method over partially automated UAV inspection is the number of hours of 
human effort required to perform such an inspection. Conventional UAV inspection 
methods are highly inefficient and tiresome for a human being because of the size of 
the inspection data. For a small area, the data size is around 5-6GB. Our concept 
includes insulator detection followed by fault detection, is purely based on the image 
processing technique.  
 
The fundamentals of image processing techniques, which are absolutely essential for 
any image processing tasks, have been formulated as a separate chapter. Most of 
the methods discussed have been actively used for filtering and pre-processing 
operation throughout the entire course of the thesis. A market study has also been 
done on the most popular tools available for implementation of image processing 
algorithms. Based on the pros and cons, the best-suited tool is selected for our work. 
 
Literature survey, discussed in the third chapter, states the various research work 
done in the field of insulator detection and fault (burn-mark) detection techniques. A 
detailed comparative study of each of the methods has been performed and 
whenever applicable, the concept idea was used. Since, fault detection on the 
surface of the metal using image processing technique is relatively a new area of 
research, a reference from medical image processing methods (e.g. tumor detection) 
were taken as well. For insulator detection, thesis work done by a previous master 
student [27] has been discussed, which is primarily based on feature matching and 
detection algorithms. 
 
Based on the methods and theory discussed in the literature survey, the concept or 
proposed solution has been formulated. This is stated in chapter four. The objective 
of fault detection using image processing technique is divided into three sub-
objectives- Insulator detection, Defining of ROI and burn-mark detection. The 
concept phase describes all three sub-objective in detail with the corresponding 
algorithms used. The pictorial explanation has been used for better understanding of 
the algorithms.  
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The implementation of the different algorithms is done in Microsoft Visual Studio 
using OpenCV image processing library. The reason for selecting OpenCV over 
other popular tools is because it’s open source and supports multiple algorithms and 
functionalities. The first step is Insulator detection which uses a combination of two 
algorithms- Symmetry detection and GrabCut (foreground extraction). The next step 
is defining the ROI for burn-mark detection. This is achieved by Contour detection 
and mixture of other processing techniques. The final step is burn mark detection, 
which is performed using Blob detection algorithm. The usage of the above 
algorithms is based on the literature survey and the problems encountered during 
different phases of the thesis work. An algorithm such as GrabCut (foreground 
extraction) is highly efficient but has a shortcoming. It requires a user input to 
explicitly state the foreground and background pixels in some area of the image. 
Other problems include removal of connector marks of the insulator from the image 
(might be detected as burn marks- share similar characteristics) and scalability issue 
due to the absence of distance/proximity sensor on the UAV. All the problems are 
explained in detail and the corresponding solution is also proposed. 
 
The result section analyses the performance of different algorithms based on the hits 
(correctly detected), misses (no detection) and fail (false detection) ratio. The 
detection rate of all algorithms along with the total detection rate, which is a 
combination of all algorithms, is calculated. 
 
7.1.2 Conclusion 
 
Based on the results obtained in section 6, following are key points that can be 
concluded based on the advantages and limitation of the algorithms and methods 
used. 
 
Advantages: 
 
 Insulators, which are of irregular shape, are detected using Symmetry 
detection and foreground extraction (GrabCut) algorithm having 88.4 percent 
accuracy.  
 The GrabCut algorithm, which requires user input to explicitly state the 
foreground and background pixels, is fed with the symmetrical axis obtained 
as a result of symmetry detection. 
 The ROI, which is a combination of Contour detection and other algorithms, 
has an accuracy of 86.4 percent. The connector marks, which could have led 
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to false detection during the burn-mark detection step, are eliminated based 
on Insulator scaling. 
 Insulator scaling is performed by taking a standard measurement at different 
distances and correlated with the number of rows of burn mark pixels. It saves 
cost by eliminating the need of having a proximity/distance sensor. 
 The fault mark detection step, which uses the Blob detection algorithm, has an 
accuracy of 94.6 percent. 
 
Limitations: 
 
 Insulator detection, which uses symmetry detection technique, has a limitation 
when a symmetrical object is present in the background. Objects such as 
power poles, which are bilaterally symmetrical, might be detected as 
insulators. This is by far the biggest challenge because corresponding 
algorithms (defining of ROI) is based on the output of symmetry detection 
technique. 
 For defining the ROI, the capturing angle is important. GrabCut algorithm, 
which is the insulator detection step for removal of extraction of the insulator 
from the background, exhibits illumination problems when images are 
captured from an angular top view. The reason behind this is the glass cap of 
the insulator mixes with the background and it becomes difficult to accurately 
detect the foreground.  
 Another issue is with the removal of connector marks as the size and shape of 
the metallic part of the insulator is different. The connector marks are removed 
by considering the shape and size of the insulator as the standard for pixel 
measurement. When the shape changes, the calculations present wrong 
results. 
 
7.1.3 Future Scope 
 
Based on the results obtained, the first objective is to overcome the insulator 
detection problem. A combination of symmetry detection and feature matching 
method could be a possible solution to improve the detection rate of insulators. 
Feature matching and symmetry detection technique when applied solely exhibits 
certain limitations but together could solve the problem. 
 
Feature detection and matching technique point out the region where the insulators 
are located but are not accurate. On the other hand, the symmetry detection method 
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looks for symmetrical objects in the image. When combined together, feature 
detection can point out a rough area where the insulators are present and then 
symmetry detection can apply to exactly detect the position of insulator within the 
image. 
 
Improved Insulator detection technique: 
 
 
Figure 7.1: Improved insulator detection technique 
If the insulators are detected accurately using a combination of feature matching and 
Symmetry technique, the performance of GrabCut algorithm will improve as well. 
With feature matching technique, the insulator region could be well defined as 
foreground.  
 
Defining ROI accurately for burn-mark detection algorithm is another challenge which 
needs to be encountered. The removal of connector marks is particularly important 
before using burn mark detection technique. Correcting the capturing angle and by 
using a standard insulator shape and size will improve the detection rate drastically. 
 
Having a standard size and shape of the insulators will improve the detection 
drastically. The standard measurement used for removal of the connector marks fails 
if the size of the insulator differs. 
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Feature 
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Appendix 
The pixel measurement of the original pictures using Matlab is as follows. Distance 
(m): UAV camera and Insulator 
 
 
- Distance: 0.5m 
- Distance: 1.0m 
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- Distance: 1.5m 
- Distance: 2.0m 
