We study the relationship between the speed at which a neural network learns a function and the frequency of the function. We build on recent results that show that the dynamics of overparameterized neural networks trained with gradient descent can be well approximated by a linear system. When normalized training data is uniformly distributed on a hypersphere, the eigenfunctions of this linear system are spherical harmonic functions. We derive the corresponding eigenvalues for each frequency after introducing a bias term in the model. This bias term had been omitted from the linear network model without significantly affecting previous theoretical results. However, we show theoretically and experimentally that a shallow neural network without bias cannot learn simple, low frequency functions with odd frequencies, in the limit of large amounts of data. Our results enable us to make specific predictions of the time it will take a network with bias to learn functions of varying frequency. These predictions match the behavior of real shallow and deep networks.
Introduction
In recent years, neural networks have proven effective even though they often contain a large number of trainable parameters that far exceeds the training data size. This defies conventional wisdom that such overparameterization would lead to overfitting and poor generalization. The dynamics of neural networks trained with gradient descent can help explain this phenomenon. If we can see that networks explore simpler solutions before complex ones, this would explain why even overparameterized networks settle on simple solutions that do not overfit. It will also explain why even when networks overfit the data, they first find simpler solutions that do not overfit; these simpler solutions can then be chosen using early stopping [11] . This is demonstrated in Figure 1 -left.
We apply a frequency analysis to understand the dynamics of neural networks (We discuss different approaches to frequency analysis, [20, 28, 27, 7] , in Section 2). Building on the work of [26, 5, 3] (and under the same assumptions) we show that when a network is trained with a regression loss to learn a function over data drawn from a uniform distribution, it learns the low frequency components of the function significantly more rapidly than the high frequency components (see Figure 2 ).
To be more specific, [5, 3] construct a matrix, H ∞ , and show that the time needed to learn a function f , is determined by the projection of f onto the eigenvectors of H ∞ and their corresponding eigenvalues. [26] had previously noted that for uniformly distributed training data, the eigenvectors of this matrix are spherical harmonic functions (high dimensional analogs to the Fourier basis on We train a CNN on MNIST training data with 50% of the labels randomly changed. As the network trains, accuracy on uncorrupted test data (in blue) first improves dramatically, reaching a level of 95.3% at epoch 256 (marked by the dotted vertical line), suggesting that the network first successfully fits the uncorrupted data. It then decreases as the network begins to memorize the incorrectly labeled data. The green curve shows accuracy on test data with mixed correctly/incorrectly labeled data, while the red curve shows training accuracy. (Other papers also mention this phenomenon, see, e.g., [17] ) Right: Given the 1D training data points (x1, ..., x32 ∈ S 1 ) marked in black, a two layer network learns the function represented by the orange curve, interpolating the missing data to form an approximate sinusoid of low frequency. hyperspheres). This work makes a number of strong assumptions. They analyze shallow, massively overparameterized networks with no bias. Data is assumed to be normalized.
Building on these results, we compute in this paper the eigenvalues of this linear system. The target function can be decomposed into spherical harmonics; our computation allows us to make specific predictions about how quickly each frequency of the target function will be learned. For example, for the case of 1D functions, we show that a function of frequency k can be learned in time that scales as k 2 . We show experimentally that this prediction is quite accurate, not only for the simplified networks we study analytically, but also for realistic deep networks.
While bias terms in the network may be neglected without affecting previous theoretical results, bias has a very significant effect when we turn to computing the eigenvalues of H ∞ . In fact, surprisingly, we find that for frequencies k > 1, when k is odd, the corresponding eigenvalues are 0. This means that in the limit of large data, the bias-free networks studied by [26, 5, 3] cannot learn certain simple, low-frequency functions. We show experimentally that a real shallow network with no bias cannot learn such functions in practice. We therefore modify the model to include bias. We show that with bias added, the eigenvectors remain spherical harmonics. We then show moreover that functions with odd frequencies can be learned at a rate similar to the even frequencies.
Our results show that essentially a network first fits the training data with low frequency functions and then gradually adds higher and higher frequencies to improve the fit. Figure 1 -right shows a rather surprising consequence of this. A deep network is trained on the black data points. The orange curve shows the function the network learns. Notice that where there is data missing, the network interpolates with a low frequency function, rather than with a more direct curve. This is because a more straightforward interpolation of the data, while fairly smooth, would contain some high frequency components. The function that is actually learned is almost purely low frequency 1 .
This example is rather extreme. In general, our results help to explain why networks generalize well and don't overfit. Because networks learn low frequency functions faster than high frequency ones, if there is a way to fit the data with low-frequency, the network will do this instead of overfitting with a complex, high-frequency function.
Prior Work
Some prior work has examined the way that the dynamics or architecture of neural networks is related to the frequency of the functions they learn. [20] bound the Fourier transform of the function computed by a deep network and of each gradient descent (GD) update. Their method makes the strong assumption that the network produces zeros outside a bounded domain. A related analysis for shallow networks is presented in [28, 27] . Neither of the above papers however make an explicit prediction to the speed of convergence. [7] derive bounds that show that for band limited functions 2-layer networks converge to a generalizable solution. [19, 25, 6] show that deeper networks can learn high frequency functions that cannot be learned by shallow networks with a comparable number of units. [22] analyzes the ability of fully connected networks and networks with weight sharing to learn based on the frequency of functions computed by components of the network.
Recent papers study the relationship between the dynamics of gradient descent and the ability to generalize. [23] shows that in logistic regression gradient descent leads to max margin solutions for linearly separable data. [4] shows that with the hinge loss a two layer network provably finds a generalizeable solution for linearly separable data. [12, 16] provide related results. [15] studies the effect of gradient descent on the alignment of the weight matrices for linear neural networks. [3] uses the model discussed in this paper to study generalization.
Much theoretical work on deep networks considers networks without non-linearities [21, 13, 15, 2] . [26, 5, 3 ] make use of a linear model that captures the nonlinearities caused by RELU at initialization, and show that this approximates overparameterized networks throughout training. These papers and others analyze neural networks without an explicit bias term [29, 18, 10, 1] . As [1] explicitly points out, bias can be ignored without loss of generality for these theoretical results, because a constant value can be appended to the training data after it is normalized. However, we show that when computing the eigenvalues of these linear systems, the bias term does have a significant effect.
Background

A Linear Dynamics Model
We begin with a brief review of [5, 3] 's linear dynamics model. We consider a network with two layers, implementing the function
where x ∈ R d+1 is the input and
T ∈ R m respectively are the weights of the first and second layers, and σ denotes the Relu function, σ(x) = max(x, 0). This model does not explicitly allow for bias. Let the training data consist of n pairs {x i , y i } n i=1 , x i ∈ S d and y i ∈ R. We use gradient descent to train the network to minimize the squared error loss
where we initialize the network with w r (0) ∼ N (0, κ 2 I). We further set a r ∼ Uniform{−1, 1} and maintain it fixed throughout the training.
For the dynamic model we define the (d + 1)m × n matrix
where the indicator I ij = 1 if w T i x j ≥ 0 and zero otherwise. Note that this indicator changes from one GD iteration to the next, and so Z = Z(t). The network output over the training data can be expressed as u(t) = Z T w ∈ R n , where w is the concatenation of (w
r=1 I ri I rj . Next we define the main object of our analysis, the n × n gram matrix H ∞ , defined as the expected matrix H over the possible initializations. Its entries are given by
In their main Theorem (Thm. 4.1) [3] relate the convergence of training a shallow network with GD to the eigenvalues of H ∞ . In particular, they show that for a sufficiently wide network
(λ 0 denotes the minimal eigenvalue of H ∞ ), and with proper initialization
and learning rate η = O λ0 n 2 , then with probability 1 − δ over the random initializations
where v 1 , ..., v n and λ 1 , ..., λ n respectively are the eigenvectors and eigenvalues of H ∞ .
The Eigenvectors of H ∞ for Uniform Data
As is noticed in [26] , when the training data distributes uniformly on a hypersphere the eigenvectors of H ∞ are the spherical harmonics. In this case H ∞ forms a convolution matrix. A convolution on a hypersphere is defined by
where the kernel
is a measureable function that is absolutely integrable on the hypersphere. It is straightforward to verify that in S 1 this definition is consistent with the standard 1-D convolution with a periodic (and even) kernel, since K depends through the cosine function on the angular difference between u and v. For d > 1 this definition requires the kernel to be rotationally symmetric around the pole. This is essential in order for its rotation on S d to make sense.
We formalize this observation in a theorem.
Theorem 1. Suppose the training data {x
Proof. Let f : S d → R be a scalar function, and let f ∈ R n be a vector whose entries are the function values at the training points, i.e., f i = f (x i ). Consider the application of H ∞ to f ,
where A(S d ) denotes the total surface area of S d . As n → ∞ this sum approaches the integral
where dx j denotes a surface element of S d . Let the kernel K ∞ be defined as in (4), i.e.,
Clearly, K ∞ is rotationally symmetric around x i , and therefore g = K ∞ * f . H ∞ moreover forms a discretization of K ∞ , and its rows are phaseshifted copies of each other.
Theorem 1 implies that for uniformly distributed data the eigenvectors of H ∞ are the Fourier series in S 1 or, using the Funk-Hecke Theorem (as we will discuss), the spherical harmonics in S d , d > 1. We first extend the dynamic model to allow for bias, and then derive the eigenvalues for both cases.
Harmonic Analysis of H ∞
Our analysis below reveals that the [5, 3] 's model has a significant deficiency -the odd frequencies lie in the null space of the kernel K ∞ . Consequently, a network of the form (1) is unable to learn those frequencies. This can be overcome by extending the model to use homogeneous coordinates, which introduce bias. For a point x ∈ S d we denote byx =
, and apply (1) tō
x. Clearly, since x = 1 also x = 1.
We note that all the proofs of [5, 3] directly apply also with the assumption that both the weights and the biases are initialized with a normal distribution with the same variance. However, it is also straightforward to modify these theorems to account for bias initialized at zero, as is common in many practical applications. We assume bias is initialized at 0, and construct the correspondingH ∞ matrix. This matrix takes the form
Finally note that the bias adjusted kernelK ∞ (x T i x j ), defined as in (9), also forms a convolution on the original (non-homogeneous) points. Therefore, since we assume that in S d the data is distributed uniformly, the eigenfunctions ofK ∞ are also the spherical harmonics.
We next analyze the eigenfunctions and eigenvalues of both the bias free and bias adjusted kernels,
We first consider data distributed uniformly over the circle S 1 and subsequently discuss data in arbitrary dimension.
Eigenvalues in S 1
Since both K ∞ andK ∞ form convolution kernels on the circle, their eigenfunctions include the Fourier series. For the bias free kernel, K ∞ , the eigenvalues for frequencies k ≥ 0 are derived using a
∞ is an even function its integral with sin(θ) vanishes), yielding
It is circulant symmetric and its eigenvectors are real. Each frequency is represented twice, one includes sin kθ and the other cos kθ, except for k = 0 which is represented once.
(10) allows us to make two predictions. First, the eigenvalues for the even frequencies k shrink at the asymptotic rate of 1/k 2 . This suggests, as we show below, that high frequency components are quadratically slower to learn than low frequency components. Secondly, the eigenvalues for the odd frequencies (for k ≥ 3) vanish. This suggests that such frequencies will be impractically slow to train. Note that Du et al.'s convergence results critically depend on the assumption that the minimal eigenvalue of H ∞ is positive. Indeed, with a finite discretization, H ∞ is strictly positive definite. However, as the number of samples grow, not only does λ 0 approach 0, but it does so for very simple (eigen-) functions with low but odd frequencies, making these functions impossible to learn in practice. This is seen clearly in Figure 3 , which shows the numerically computed eigenvectors of H ∞ . The leading eigenvectors include k = 1 followed by the low even frequencies, whereas the eigenvectors with smallest eigenvalues include the low odd frequencies. The same phenomenon is observed in higher dimensions, as we will prove below.
With bias, the kernelK ∞ passes all frequencies, and the odd frequencies no longer belong to its null space. The Fourier coefficients for this kernel are 1 no bias (m = 4000, n = 1001, κ = 1, η = 0.01; training odd frequencies was stopped after 1800 iterations had no significant effect on error), S 1 with bias (m = 4000, n = 1001, κ = 2.5, η = 0.01), deep net (3 hidden layers with m = 256, including bias, n = 1001, η = 0.05, weight initialization as in [14] , bias -uniform). To estimate the leading exponent in these graphs we fit a line to the corresponding log-log plots, obtaining, from left, O(k 27 ). We note further that for the most part an O(k 2 ) fit falls within the error bars, as can be seen in these plots. Figure 4 shows that with bias, the highest eigenvectors include even and odd frequencies.
Thm. 4.1 in [3] tells us how fast a network learning each Fourier component should converge, as a function of the eigenvalues computed in (11) . Let y i be an eigenvector ofH ∞ with eigenvalueλ i and denote by t i the number of iterations needed to achieve an accuracyδ. Then, according to (5), (1 − ηλ i ) ti <δ + ǫ. Noting that since η is small, log(1 − ηλ i ) ≈ ηλ i , we obtain that
Combined with (11) we get that asymptotically in k the convergence time should grow quadratically for all frequencies. In contrast, for the bias-free model such a quadratic convergence would be obtained only for the even frequencies, while the odd frequencies will be prohibitively slow to learn. Figure 5 shows that indeed such quadratic behavior is observed in two layer networks, although the actual convergence times may vary with the details of architecture and the initialization.
Thm. 5.1 in [3] further allows us to bound the generalization error incurred when learning band limited functions. Suppose y = k k=0 α k e 2πikx . According to this theorem, and noting that the eigenvalues of (H ∞ ) −1 ≈ πk 2 , with sufficiently many iterations the population loss L D computed over the entire data distribution is bounded by
As expected, the lower the frequency is, the lower the generalization bound is. For a pure sine wave the bound increases linearly with frequency k.
Eigenvalues in S
To analyze the eigenvectors of H ∞ when the input is higher dimensional, we must make use of generalizations of the Fourier basis and convolution to functions on a high dimensional hypersphere. Spherical harmonics provide an appropriate generalization of the Fourier basis (see [9] as a reference for the following discussion). As with the Fourier basis, we can express functions on the hypersphere as linear combinations of spherical harmonics. Since the kernel is rotationally symmetric, and therefore a function of one variable, it can be written as a linear combination of the zonal harmonics. For every frequency, there is a single zonal harmonic which is also a function of one variable. The zonal harmonic is given by the Gegenbauer polynomial, P k,d where k denotes the frequency, and d denotes the dimension of the hypersphere.
We have already defined convolution in (6) in a way that is general for convolution on the hypersphere. The Funk-Hecke theorem provides a generalization of the convolution theorem for spherical harmonics, allowing us to perform a frequency analysis of the convolution kernel. It states: K on [−1, 1] , such that the integral:
Theorem 2. (Funk-Hecke) Given any measurable function
makes sense, for every spherical harmonic H(σ) of frequency k, we have:
2 dτ H(σ).
denotes the Gegenbauer polynomial:
Γ is Euler's gamma function. This tells us that the spherical harmonics are the eigenfunctions of convolution. The eigenvalues can be found by taking an inner product between K and the zonal harmonic of frequency k. Consequently, we see that for uniformly distributed input, in the limit for n → ∞, the eigenvectors of H ∞ are the spherical harmonics in S d .
Similar to the case of S 1 , in the bias free case the odd harmonics with k > 1 lie in the null space of K ∞ . This is proved in the following theorem. 
Let y(x) be an odd order harmonic of frequency k > 1. The application of z to y takes the form
where g(x) = y(x)x. g(x) is a (d + 1)-vector whose l th coordinate is g l (x) = x l y(x). We first note that g l (x) has no DC component. This is because g l is the product of two harmonics, the scaled first order harmonic, x ℓ , and the odd harmonic y(x) (with k > 1), so their inner product vanishes.
Next we will show that the kernel I(w T x > 0) annihilates the even harmonics, for k > 1. Note that the odd/even harmonics can be written as a sum of monomials of odd/even degrees. Since g is the sum of even harmonics (the product of x l and an odd harmonic) this will imply that (15) vanishes. Using the Funk-Hecke theorem, the even coefficients of the kernel (with k > 1) are
When we align the kernel with the zonal harmonic, w T x = τ , justifying the second equality. The third equality is due to the symmetry of the even harmonics, and the last equality is because the harmonics of k > 0 are zero mean. . From left to right, no bias (m = 16000, n = 1001, κ = 1, and η = 0.01; training odd frequencies was stopped after 40K iterations with no significant reduction of error), with bias (same parameters), and deep net (3 hidden layers with m = 256, including bias, n = 1001, η = 0.2, weight initialization as in [14] , bias -uniform). Growth estimates from left,
estimated by calculating the coefficients up to k = 1000, indicating that the coefficients decay roughly as 1/k d .
Next we compute the eigenvalues of both K ∞ andK ∞ (for simplicity we show only the case of even d, see supplementary material for the calculations). We find for networks without bias:
with
Adding bias to the network, the eigenvalues forK ∞ are:
We trained two layer networks with and without bias, as well as a deeper network, on data representing pure spherical harmonics in S 2 . Convergence times are plotted in Figure 6 . These times increase roughly as k 3 , matching our predictions in (17) and (18) . We further estimated numerically the anticipated times for data of higher dimension. As the figure shows (right panel), convergence times are expected to grow roughly as k d . We note that this is similar to the bound derived in [20] under quite different assumptions.
Discussion
We have developed a quantitative understanding of the speed at which neural networks learn functions of different frequencies. This shows that they learn high frequency functions much more slowly than low frequency functions. Our analysis addresses networks that are heavily overparameterized, but our experiments suggest that these results apply to real neural networks.
This analysis allows us to understand optimization through gradient descent as a frequency based regularization. Essentially, networks first fit low frequency components of a target function, then they fit high frequency components. This suggests that early stopping regularizes by selecting smoother functions. It also suggests that when a network can represent many functions that would fit the training data, gradient descent causes the network to fit the smoothest function, as measured by the power spectrum of the function. In signal processing, it is commonly the case that the noise contains much larger high frequency components than the signal. Hence smoothing reduces the noise while preserving most of the signal. Gradient descent may perform a similar type of smoothing in neural networks.
Our results also suggest two potential avenues of future research. First, we have noticed that changing the hyperparameters of a network can affect the rate at which high frequency functions are learned. This may affect both the training time and the generalization behavior of networks. Second, Figure 1 -right shows that networks can interpolate data in surprising ways. It would be interesting to explore whether this plays a role in the existence of adversarial examples [24] .
A Eigenvalues of H
∞ with d > 1
Using the Funk-Hecke theorem, we can find the eigenvalues of H ∞ in the continuous limit by integrating the product of the convolution kernel with spherical harmonics. We first collect together a number of formulas and integrals that will be useful. We then show how to use the Funk-Hecke theorem to formulate the relevant integrals, and finally compute the results.
A.1 Useful integrals and equations
π 0 cos n θdθ is π for n = 0 and 0 for n = 1. For n > 1 we use integration by parts
The first term vanishes and we obtain π 0 cos n θdθ = π n−1 n n−3 n−2 ...
n is even. 0 n is odd (20) π 0 sin n θdθ is π for n = 0 and 2 for n = 1. For n > 1 we integrate by parts
The first term vanishes, and we obtain (n+1)(
Next we wish to compute π 0 θcos n θ sin θdθ for n ≥ 1. Integrating by parts
Using ( n is even.
n is odd (24)
The first term vanishes and we obtain from (22)
n is odd.
Other useful equations
and its k'th derivative, d
where we denote
n is even 0 n is odd (30)
since this is a product of an odd and even functions.
Finally, using (24) and (27),
A.2 The Kernel
We have H
for θ the angle between x i and x j and we use the notation t = cos θ. For the case of x i uniformly chosen on the hypersphere, this amounts to convolution by the kernel:
The absolute value disappears because on the hypersphere, θ varies between 0 and π.
For the bias, the kernel changes tō
We can divide the integrals we need to compute into four parts. We denote:
K 2 = − t arccos(t) 2π = − θ cos θ 2π (37)
This gives us K ∞ = K 1 + K 2 . We denote K b = K 3 + K 4 . This is the new component introduced by bias. Then we haveK
. We will use a 
A.3 Application of the Funk Hecke theorem
The eigenvalues of H ∞ can be found by projecting the kernel onto the spherical harmonics, that is, by taking their transform. It is only necessary to do this for the zonal harmonics. This is because the kernel is written so that it only has components in the zonal harmonic. Suppose the dimension of x i is d + 1, so it lies on S d , and we want to compute the transform for the k'th order harmonic. We have:
Here V ol(S d−1 ) denotes the volume of S d−1 . P k,d (t) denotes the Gegenbauer polynomial given by the formula:
Γ is Euler's gamma function. For n an integer we have: Γ(n) = (n − 1)! (42)
We have:
Putting these together we have:
To simplify the expressions we obtain, we will assume d is even in what follows. For the cases with and without bias we first compute the DC component of the parts of the kernels, and then compute the coefficients for k > 0.
A.4 Calculating the coefficients: no bias k = 0:
