Stripe-Like Inhomogeneities, Spectroscopies, Pairing, and Coherence in
  the High-Tc Cuprates by Ashkenazi, J.
ar
X
iv
:c
on
d-
m
at
/0
30
81
53
v2
  [
co
nd
-m
at.
su
pr
-co
n]
  7
 A
pr
 20
04
Journal of Physics and Chemistry of Solids
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Abstract—It is found that the carriers of the high-Tc cuprates are polaron-like “stripons”
carrying charge and located in stripe-like inhomogeneities, “quasi-electrons” carrying charge
and spin, and “svivons” carrying spin and lattice distortion. This is shown to result in
the observed anomalous spectroscopic properties of the cuprates. The AF/stripe-like inho-
mogeneities result from the Bose condensation of the svivon field, and the speed of their
dynamics is determined by the width of the double-svivon neutron-resonance peak. Pair-
ing results from transitions between pair states of stripons and quasi-electrons through the
exchange of svivons. The obtained pairing symmetry is of the dx2−y2 type; however, sign
reversal through the charged stripes results in features not characteristic of this symmetry.
The phase diagram is determined by a pairing and a coherence line, associated with a Mott
transition, and the pseudogap state corresponds to incoherent pairing.
I. INTRODUCTION
The existence of stripe-like inhomogeneities in the
high-Tc cuprates has been predicted theoretically
quite early [1]. A wealth of experimental data sup-
port the existence of such inhomogeneities, at least
dynamically, in the superconducting (SC) and the
pseudogap states. The underlying striped structure
is characterized by narrow charged stripes form-
ing antiphase domain walls between wider antifer-
romagnetic (AF) stripes [2].
Experimental observations in the cuprates have
been also pointing to the presence of both itinerant
and almost localized (or polaron-like) carriers in the
cuprates. First-principles calculations [3] support
an approach based on the existence of both large-
U and small-U orbitals in the vicinity of the Fermi
level (E
F
), and the applicability of a t–t′–J model
for the CuO2 planes.
A small-U electron in band ν, spin σ (which
is assigned a number ±1), and wave vector k is
created by c†νσ(k). The large-U electrons in the
CuO2 planes are approached by the “slave-fermion”
method [4]. Such an electron in site i and spin σ
is created by d†iσ = e
†
isi,−σ, if it is in the “upper-
Hubbard-band”, and by d′†iσ = σs
†
iσhi , if it is in
a Zhang-Rice-type “lower-Hubbard-band”. Here ei
and hi are (“excession” and “holon”) fermion op-
erators, and siσ are (“spinon”) boson operators.
These auxiliary operators have to satisfy the con-
straint: e†iei + h
†
ihi +
∑
σ s
†
iσsiσ = 1.
An auxiliary space is determined within which
a chemical-potential-like Lagrange multiplier is in-
troduced to impose the constraint on the average.
Physical observables are projected into the phys-
ical space by expressing them as combinations of
Green’s functions of the auxiliary space. Since the
time evolution of Green’s functions is determined
by the Hamiltonian under which the constraint is
obeyed rigorously, it is not expected to be violated
as long as justifiable approximations are used.
Some of the material presented here, as well as
further material about transport properties, has
been published earlier [5].
II. UNCOUPLED AUXILIARY FIELDS
The uncoupled spinon field is diagonalized by ap-
plying the Bogoliubov transformation for bosons [6]:
sσ(k) = cosh (ξσk)ζσ(k) + sinh (ξσk)ζ
†
−σ(−k). The
operators ζ†σ(k) create spinon states of “bare” ener-
gies ǫζ(k) which have a V-shape zero minimum at
k = k0. Bose condensation results in AF order at
wave vector Q = 2k0 = Q = (
pi
a
, pi
a
). The values
of k are within the lattice Brillouin zone (BZ) [7],
within which there are four inequivalent possibili-
ties for k0: ±( pi2a , pi2a ) and ±( pi2a ,− pi2a ), thus intro-
ducing a broken symmetry. One has cosh (ξk) ∼=
− sinh (ξk)≫ 1 for k→ k0 [6].
The adiabatic approximation is used concern-
ing the dynamics of the stripe-like inhomogeneities,
which are treated as static with respect to the
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electrons dynamics. Within the one dimensional
charged stripes it is justified to use the spin-charge
separation approximation under which two-particle
spinon-holon (spinon-excession) Green’s functions
are decoupled into single-auxiliary-particle Green’s
functions, resulting in the existence of a physical
interpretation for the auxiliary particles. Holons
(excessions) within the charged stripes are referred
to as “stripons”. Their creation operators (creating
charge −e) are denoted by p†µ(k), and bare energies
by ǫpµ(k).
Because of the disordered one-dimensional nature
of the charged stripes, it if found appropriate to as-
sume localized uncoupled stripon states. Their k
wave vectors present k-symmetrized combinations
of degenerate localized states to be treated in a per-
turbation expansion. They are determined within
a BZ based on periodic supercells which are large
enough to approximately contain (each) the entire
spectrum ǫpµ of bare stripon energies.
Away from the charged stripes, creation opera-
tors of approximate fermion basis states of coupled
holon-spinon and excession-spinon pairs are con-
structed, within the auxiliary space, as follows:
f †λσ(k
′,k) =
e†λ(k
′)sλ,−σ(k
′ − k)√
neλ(k
′) + nsλ,−σ(k
′ − k)
, (1)
g†λσ(k
′,k) =
σhλ(k
′)s†λσ(k− k′)√
nhλ(k
′) + nsλσ(k− k′)
, (2)
where k and k′ are within the lattice BZ, the in-
dex λ accounts for the structure of the unit cell,
and: neλ(k) ≡ 〈e†λ(k)eλ(k)〉, nhλ(k) ≡ 〈h†λ(k)hλ(k)〉,
nsλσ(k) ≡ 〈s†λσ(k)sλσ(k)〉.
The states created by f †λσ(k
′,k) and g†λσ(k
′,k)
have to be orthogonalized to the stripon states,
and depleted to avoid over-completeness. Together
with the small-U states [created by c†νσ(k)] they
form, within the auxiliary space, a basis to “quasi-
electron” (QE) states whose creation operators are
expressed as combinations:
q†ισ(k) =
∑
ν
U cqνι (σk)
∗c†νσ(k) +
∑
λk′
[
Ufqλι (σk
′, σk)∗
× f †λσ(k′,k) + Ugqλι (σk′, σk)∗g†λσ(k′,k)
]
, (3)
where the U coefficients are the eigenvector ele-
ments obtained in the diagonalization of the Hamil-
tonian within a mean-field approximation (and no
coupling to the stripon and spinon fields). The ob-
tained eigenvalues are the bare QE energies ǫqι (k)
which form quasi-continuous ranges of bands within
the BZ around E
F
[8].
III. COUPLED AUXILIARY FIELDS
Hopping and hybridization terms introduce
strong coupling between the QE, stripon and spinon
fields. It can be expressed in terms of a coupling
Hamiltonian whose parameters can be in principle
derived self-consistently from the original Hamilto-
nian. For p-type cuprates this coupling Hamilto-
nian can be expressed as:
H′ = 1√
N
∑
ιλµσ
∑
k,k′
{
σǫqpιλµ(σk, σk
′)q†ισ(k)pµ(k
′)
×[cosh (ξλ,σ(k−k′))ζλσ(k − k′)
+ sinh (ξλ,σ(k−k′))ζ
†
λ,−σ(k
′ − k)] + h.c.}. (4)
Here k is within the stripons BZ, where the lattice
BZ has been embedded, redefining the band indices
of the QE’s and the spinons appropriately. Using
the Green’s functions formalism, the QE, stripon
and spinon propagators are couples by a vertex in-
troduced through H′ [9].
The stripe-like inhomogeneities involve the lat-
tice [10] due to its coupling to the stripons. Con-
sequently, processes (induced by H′) involving a
transitions between stripon and QE states, fol-
lowed by the emission and/or absorption of spinons,
should involve also the emission and/or absorption
of phonons. This can be expressed by multiplying
a spinon propagator, in such processes, by a power
series of phonon propagators [9]. Such a phonon-
“dressed” spinon is referred to as a “svivon”, carry-
ing spin and lattice distortion, and it replaces the
spinon in the H′ vertex.
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FIG. 1. An adiabatic “snapshot” of a stripe-like in-
homogeneity and carriers within a CuO2 plane.
An adiabatic “snapshot” of a CuO2 plane with a
stripe-like inhomogeneity, and physical realizations
of the auxiliary fields in the plane, within the t–t′–
J model, is shown in Fig. 1. Within the adiabatic
time scale a site is “spinless” either if the spin on
it is replaced by charge, removing the electron or
the hole carrying that spin (as in “stripon sites” in
Fig. 1), or if the spin is fluctuating on a shorter
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time scale (due to, e.g., being in fluctuating singlet
spin pairs). A site stripon excitation represents a
transition between these two types of a spinless site
within the charged stripes. A site svivon excitation
represents a transition between a spinned site and a
fluctuating-spin spinless site. A site QE excitation
represents a transition between a spinned site and
a charged spinless site within the AF stripes. For
simplicity we ignore in Fig. 1 the dynamics of the
QE, stripon, and svivon sites (whose time scale is
shorter than the adiabatic time scale).
The Green’s functions G of the auxiliary fields are
approached through the spectral functions Aqι (k, ω),
Apµ(k, ω), and A
ζ
λ(k, ω) for the QE’s, stripons, and
svivons, respectively [A(ω) ≡ ℑG(ω − i0+)/π].
The solution studied (see below) has a consider-
ably smaller stripon bandwidth than the QE and
svivon bandwidths; thus a phase-space argument
can be used, as in the Migdal theorem, to prove
that vertex corrections to the H′ vertex are negligi-
ble. The resulting diagrams [9] for the self-energy Σ
yield the following expressions for the QE, stripon,
and svivon scattering rates Γq(k, ω), Γp(k, ω), and
Γζ(k, ω) [Γ(k, ω) ≡ 2ℑΣ(k, ω − i0+)]:
Γ qιι′ (k, ω)
∼= 2π
N
∑
λµk′
∫
dω′ǫqpιλµ(k
′,k)ǫqpι′λµ(k
′,k)∗
× Apµ(k′, ω′)[− cosh 2(ξλ,k−k′)Aζλ(k − k′, ω − ω′)
+ sinh 2(ξλ,k−k′)A
ζ
λ(k− k′, ω′ − ω)]
× [f
T
(ω′) + b
T
(ω′ − ω)], (5)
Γpµµ′(k, ω)
∼= 2π
N
∑
ιk′σ
∫
dω′ǫqpιλµ(k
′,k)∗ǫqpιλµ′(k
′,k)
× Aqι (k′, ω′)[cosh 2(ξλ,k′−k)Aζλ(k′ − k, ω′ − ω)
− sinh 2(ξλ,k′−k)Aζλ(k′ − k, ω − ω′)]
× [f
T
(ω′) + b
T
(ω′ − ω)], (6)
Γζλλ′ (k, ω)
∼= 2π
N
∑
ιk′µ
∫
dω′ǫqpιλµ(k
′,k′ − k)∗
× ǫqpιλ′µ(k′,k′ − k)[cosh (ξλk) cosh (ξλ′k)Aqι (k′, ω′)
× Apµ(k′ − k, ω′ − ω) + sinh (ξλk) sinh (ξλ′k)
× Aqι (k′,−ω′)Apµ(k′ − k, ω − ω′)]
× [f
T
(ω′ − ω)− f
T
(ω′)], (7)
where f
T
(ω) and b
T
(ω) are the Fermi and Bose dis-
tribution functions at temperature T .
The real parts of the self energies and the spectral
functions (based on the diagonal self-energy terms)
are obtained from the above expressions through:
ℜΣ(k, ω) = ℘
∫
dω′Γ(k, ω′)
2π(ω − ω′) , (8)
A(k, ω) =
Γ(k, ω)/2π
[ω − ǫ(k)−ℜΣ(k, ω)]2 + [Γ(k, ω)/2]2 . (9)
IV. AUXILIARY SPECTRAL FUNCTIONS
A self-consistent solution is obtained, and expres-
sions are derived below for the intermediary energy
range. The high energy range (∼> 0.5 eV), deter-
mined by the hopping and exchange parameters,
is treated by introducing cut-off integration lim-
its at ±ωc to the integrals (resulting in spurious
logarithmic divergencies at ±ωc). The solution in-
cludes a low energy range (∼< 0.02 eV), appearing
in these expressions as “zero-energy” non-analytic
behavior. Ignoring the variation of the matrix ele-
ments in Eqs. (5–7), and omitting the dependence
on k for simplicity, the sums of the auxiliary spec-
tral functions over the band indices and small k′
ranges can expressed, self-consistently, as (all the
coefficients are positive):
A˜q(ω) ∼=
{
aq+ω + b
q
+ , for ω > 0,
−aq−ω + bq− , for ω < 0, (10)
A˜p(ω) ∼= δ(ω), (11)
A˜ζ(ω) ∼=
{
aζ+ω + b
ζ
+ , for ω > 0,
aζ−ω − bζ− , for ω < 0.
(12)
Analyticity is expected to be restored in the low-
energy range, and specifically A˜ζ(ω = 0) = 0. Also
special behavior is expected for svivons around k0.
By Inserting these terms in Eqs. (5–7), the following
expressions are derived, assuming the low T limits
for f
T
(ω) and b
T
(ω) (again all the coefficients are
positive):
Γq(ω)
2π
∼=
{
cq+ω + d
q
+ , for ω > 0,
−cq−ω + dq− , for ω < 0, (13)
Γp(ω)
2π
∼=
{
cp+ω
3 + dp+ω
2 + ep+ω , for ω > 0,
−cp−ω3 + dp−ω2 − ep−ω , for ω < 0, (14)
Γζ(ω)
2π
∼=
{
cζ+ω + d
ζ
+ , for ω > 0,
cζ−ω − dζ− , for ω < 0.
(15)
Integrating through Eq. (8) (between the limits
±ωc) results in:
−ℜΣq(ω)∼= ωc(cq+ − cq−) +
(
dq+ ln
∣∣ω − ωc
ω
∣∣
− dq− ln
∣∣ω + ωc
ω
∣∣)+ ω(cq+ ln ∣∣ω − ωcω
∣∣
+ cq− ln
∣∣ω + ωc
ω
∣∣), (16)
−ℜΣp(ω)∼=
[ω3c
3
(cp+ − cp−) +
ω2c
2
(dp+ − dp−)
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+ ωc(e
p
+ − ep−)
]
+ ω
[ω2c
2
(cp+ + c
p
−)
+ ωc(d
p
+ + d
p
−) + e
p
+ ln
∣∣ω − ωc
ω
∣∣
+ ep− ln
∣∣ω + ωc
ω
∣∣]+ ω2[ωc(cp+ − cp−)
+ dp+ ln
∣∣ω − ωc
ω
∣∣− dp− ln ∣∣ω + ωcω
∣∣]
+ ω3
[
cp+ ln
∣∣ω − ωc
ω
∣∣+ cp− ln ∣∣ω + ωcω
∣∣], (17)
−ℜΣζ(ω)∼= ωc(cζ+ + cζ−) +
(
dζ+ ln
∣∣ω − ωc
ω
∣∣
+ dζ− ln
∣∣ω + ωc
ω
∣∣)+ ω(cζ+ ln ∣∣ω − ωcω
∣∣
− cζ− ln
∣∣ω + ωc
ω
∣∣). (18)
Note that the logarithmic divergencies at ω = 0 are
truncated by analyticity in the low-energy range.
The resulting ℜΣ renormalize the auxiliary-
particle energies ǫ to: ǫ¯ = ǫ + ℜΣ(ǫ¯). The extent
of the renormalization can be estimated through
dǫ¯/dǫ = [1− dℜΣ(ǫ¯)/dǫ¯]−1. This renormalization is
particularly strong for the stripon energies, due to
the effect of the quasi-continuum of QE bands, re-
flected in a significant ω3 term in Γp(ω) (14). It in-
troduces a large negative term −(cp++cp−)ω2c/2 (17)
to dℜΣp(ǫ¯)/dǫ¯, resulting in a very small dǫ¯p/dǫp.
Thus the stripon bandwidth drops down to the low
energy range, and a δ-function is appropriate for
A˜p(ω) (11).
Expressions (10), for A˜q(ω), and (12) for A˜ζ(ω)
result, through Eq. (9), from the effects of bands
crossing zero energy, which mainly contribute to the
constant (b) terms [due to the normalization of the
spectral functions (9)], and of higher energy bands,
whose effect through (9) is approximately ∝ Γ(ω),
and thus contribute to the constant (b) and linear
(a) terms.
The self-consistent treatment introduces inequal-
ities between positive and negative ω coefficients in
Eqs. (10–15), resulting from the fact that the svivon
spectrum has more weight for ω > 0, and that [in
Eqs. (5–7)] cosh 2(ξk) > sinh
2(ξk). For the case of
p-type cuprates (worked out in these equation) the
following inequalities are built up self-consistently:
aq+ > a
q
−, b
q
+ > b
q
−, c
q
+ > c
q
−, d
q
+ > d
q
−, (19)
aζ+ > a
ζ
−, b
ζ
+ > b
ζ
−, c
ζ
+ > c
ζ
−, d
ζ
+ > d
ζ
−. (20)
For “real” n-type cuprates, in which the stripons
are based on excession and not holon states, the
roles of cosh (ξk) and sinh (ξk) are reversed in H′
(4), and in the expressions derived from it. conse-
quently the direction of the inequalities is reversed
for the QE coefficients (19), but stays the same for
the svivon coefficients (20). One could expect de-
viations from the inequalities (19–20) at specific k
points; they almost disappear for svivons close to
point k0, where cosh (ξk) ∼= − sinh (ξk) [6], and for
QE’s coupled mainly to such svivons.
k
ε
εq
qε
0
FIG. 2. A typical self-energy renormalization of the
QE energies, for p-type cuprates.
A typical renormalization of the QE energies (for
p-type cuprates), around zero energy, is shown in
Fig. 2. One renormalization effect is a reduction of
the band slope. Another effect is a consequence of
the logarithmic singularity (truncated in the low-
energy range) in ℜΣq at ω = 0, due to the (dq+ −
dq−) ln |ω| term in Eq. (16). The asymmetry between
positive and negative energies is a consequence of
inequality (19), and this asymmetry is expected to
be inverted for “real” n-type cuprates.
ε
ζε
ζε
q-q 0 k-k0
FIG. 3. A typical self-energy renormalization of the
svivon energies around the minimum at k0.
A typical renormalization of the svivon energies,
around the V-shape zero minimum of ǫζ at k0, is
shown in Fig. 3. A major renormalization effect is
due to the (dζ++d
ζ
−) ln |ω| term in ℜΣζ(ω) (18), con-
tributing a logarithmic singularity (truncated in the
low-energy range) at ω = 0. By Eq. (15) ǫ¯ζ is ex-
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pected to have a considerable linewidth around k0
(except where it crosses zero). This changes when
a pairing gap in low-energy QE and stripon states
(coupled by svivons around k0) disables the scat-
tering processes causing linewidth (7) near the neg-
ative minimum of ǫ¯ζ at k0.
This renormalization of the svivon energies
changes the physical signature of their Bose con-
densation from AF order to the observed stripe-
like inhomogeneities. The exact low-energy de-
tails around the minimum in ǫ¯ζ determine, self-
consistently, the nature of these inhomogeneities.
The dynamics of these inhomogeneities depends on
the linewidth of ǫ¯ζ(k0) around k0, and thus be-
comes slower in pairing states (where they can be
observed). The crossover energy from the inter-
mediary to the low energy range is determined by
|ǫ¯ζ(k0)| and the stripon bandwidth ωp.
V. ELECTRON SPECTRUM
Spectroscopies, like ARPES, measuring the effect
of transfer of electrons into, or out of, the crystal,
are determined by Ae(p, ω) ≡ ℑGe(p, ω − i0+)/π,
the electrons spectral function at momentum p and
energy ω. They are expressed in terms of the aux-
iliary space spectral functions in Eqs. (10–12), thus
being projected from the auxiliary to the physical
space. Denoting by 〈p|φ(k)〉 the p-Fourier trans-
forms of specified electron wave functions, Ae can
be expressed as:
Ae(p, ω) =
∑
kσ
{∑
ι
Aqι (k, ω)
[∑
ν
|〈p|φcν(k)〉|2
× |U cqνι (k)|2 +
1
N
∑
λk′k′′
[|〈p|φfλ(k)〉|2Ufqλι (k′,k)∗
× Ufqλι (k′′,k)
√
neλ(k
′) + nsλ,−σ(k
′ − k)
×
√
neλ(k
′′) + nsλ,−σ(k
′′ − k) + |〈p|φgλ(k)〉|2
× Ugqλι (k′,k)∗Ugqλι (k′′,k)
√
nhλ(k
′) + nsλσ(k− k′)
×
√
nhλ(k
′′) + nsλσ(k− k′′)
]]
+
1
N
∑
λµk′
|〈p|φζpλµ(k)〉|2
∫
dω′Apµ(k
′, ω′)
× [− cosh 2(ξλ,k−k′)Aζλ(k − k′, ω − ω′)
+ sinh 2(ξλ,k−k′)A
ζ
λ(k− k′, ω′ − ω)]
× [f
T
(ω′) + b
T
(ω′ − ω)]
}
. (21)
Note that Ae is expressed here in terms of A
q
ι and
AζλA
p
µ, corresponding to diagonal elements of the
auxiliary space Green’s functions in the basis of the
eigenstates of the bare auxiliary fields. The electron
bands are based on eigenstates of the coupled-fields
system, where H′ (4) introduces hybridization be-
tween QE (ι) and svivon-stripon (λµ) states.
The neλ + n
s
λσ (n
h
λ + n
s
λσ) terms in Eq. (21) rep-
resent a large-U effect discussed in Ref. [11]. When
all the sites are unoccupied by large-U electrons
(holes), then nsλσ = 0, n
e
λ = 1 (n
h
λ = 1), and the
above terms contribute a factor one in Ae, reflect-
ing the fact that there is spectral weight for both
spin states per site in the lower (upper) Hubbard
band. On the other hand, when each site is oc-
cupied by a large-U electron (hole), then nsλσ =
1
2
(for both spins), neλ = n
h
λ = 0, and the above terms
contribute factors half in Ae, reflecting the fact that
there is spectral weight for one electron (hole) state
per site, in both the lower and the upper Hubbard
bands.
An important question is how the quasi-
continuum of QE bands is projected into physical
electron bands. The eigenvector elements Ufqλι and
Ugqλι appearing in Eq. (21) are of order 1/
√
N , and
their phases are quite random. Consequently al-
most all the QE (ι) bands have a contribution of
order 1/N to an “incoherent” background of Ae.
A contribution of “coherent” bands to Ae, in the
vicinity of E
F
comes from few QE bands for which
U cqνι ∼ 1, or for which almost all Ufqλι or Ugqλι have
the same phase. These bands correspond to QE’s
which are closely related to physical electrons.
Eq. (21) preserves the auxiliary-space ω depen-
dencies (10–20) for the physical spectral functions
(both in the coherent bands, and in the incoher-
ent background). The results for Γq in Eq. (13) are
reflected in non-Fermi-liquid linewidths, having a
∝ ω and a constant term, as detected in ARPES
results [12]. The convoluted stripon–svivon term in
Eq. (21) hybridizes both with the incoherent back-
ground, and the coherent bands. Since this term (in
Ae) is similar to the expression for Γ
q in Eq. (5), its
ω dependence has [similarly to Eq. (13)] a ∝ ω and
a constant term, as that of the QE contribution to
Ae [given by Eq. (13)].
The fact that the stripons introduce lower period-
icity to the QE’s and svivons, they are coupled to,
is experimentally reflected in “shadow bands” and
other weak-intensity superstructure effects. The
strongest coupling is expected for svivons around
k0 (see the behavior of ǫ¯
ζ there in Fig. 3), and for
QE’s at BZ areas of dominantly high electrons den-
sity of states (DOS), found in the LSCO, BSCCO
and TBCO systems around the “antinodal” points
(pi
a
, 0) and (0, pi
a
). If (from its four possibilities) k0
were chosen at ( pi2a ,
pi
2a ), then the areas in the lattice
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BZ which the stripon states reside in (at least in the
above systems) would be around ±kp = ±( pi2a ,− pi2a )
[13] (the antinodal points are at kp ± k0). Thus
one finds in BZ ranges around the antinodal points
a stripon–svivon contribution to Ae which is very
close to E
F
(at energies ǫ¯p ± ǫ¯ζ of considerable
linewidths). Such behavior in antinodal areas has
been widely observed (see e.g. Ref. [14]). The open-
ing of an SC gap decreases the linewidth of ǫ¯ζ near
k0 (see Fig. 3) resulting in narrow antinodal ǫ¯
p± ǫ¯ζ
states, as will be discussed below.
The renormalization of the QE energies, shown
in Fig. 2, is expected to occur for electron bands
projected from them. Thus the experimentally ob-
served band slopes are smaller than the LDA predic-
tions. Also, the effect of the logarithmic singularity
in Fig. 2 has been observed in ARPES as a “kink”
[15,16] in the “nodal” band as E
F
is approached
from below [near point ( pi2a ,
pi
2a ) in the BZ]. But it
was attributed to coupling to phonons [15] or to
the neutron scattering resonance mode [16]. Note,
however, that such a coupling would generally re-
sult in two opposite changes in the band slope (be-
low and above the coupled excitation energy) below
E
F
, while the experimental kink looks more consis-
tent with one change in slope below E
F
, as in Fig. 2.
Also, QE’s close to the nodal points are expected to
be coupled to svivons which are mostly fairly away
from point k0, and thus the inequalities (19–20),
which are necessary for this logarithmic singularity
to occur, are significant.
This kink was not found in measurements in the
n-type cuprate NCCO [17], which is consistent with
the prediction here (suggested by the author earlier
[5]) that in “real” n-type cuprates this kink should
be above, and not below E
F
(where ARPES mea-
surements are relevant). Also, there appears to be
a sharp upturn in the ARPES band in NCCO [17]
very close to E
F
(believed there to be an artifact),
which is expected here as the kink is approached
from the other side of E
F
(see Fig. 2).
VI. THE NEUTRON RESONANCE MODE
Spectroscopies measuring spin-flip excitations are
largely determined by terms like 〈s†iσsi,−σs†j,−σsjσ〉,
contributing the following term to the imaginary
part of the spin susceptibility at wave vector q
(within the lattice BZ) and energy ω:
χ′′(q, ω) ∼
∑
k
sinh (2ξk) sinh (2ξq−k)
×
∫
dω′Aζ(k, ω′)
{
Aζ(q− k,−ω − ω′)
− Aζ(q− k, ω − ω′) + 2Aζ(q − k, ω′ − ω)
× [b
T
(ω′ − ω)− b
T
(ω′]
}
. (22)
The effect of the negative minimum of ǫ¯ζ(k) at k0,
in Fig. 3, and especially in the SC state, where
its linewidth is small, is the existence of a peak in
χ′′(q, ω) at q = 2k0 = Q (the AF wave vector) and
ω = −2ǫ¯ζ(k0).
This peak is consistent with the neutron-
scattering resonance [thus Eres = −2ǫ¯ζ(k0)] found
in the high-Tc cuprate at ∼ 0.04 eV [18–21]. The
observation that the energy of the neutron reso-
nance mode has a local maximum at k = Q is
also consistent with Fig. 3 and Eq. (22). How-
ever, also a peak whose energy is rising with k−Q
is expected due to the range where ǫ¯ζ(k) is posi-
tive and rising. And indeed, recent measurements
[22] show neutron-scattering peak branches dispers-
ing both downward and upward with approximate
circular symmetry around k = Q, as expected
here. The incommensurate low-energy neutron-
scattering peaks, corresponding to the stripe-like
inhomogeneities [2], occur at points Q ± 2q, in di-
rections where ǫ¯ζ(k0±q) = 0, and the slope of ǫ¯ζ(k)
at k0 ± q (see Fig. 3) is not too steep.
Except for the single-layer TBCO, the resonance
mode has been observed in bilayer cuprates, where
its symmetry is odd with respect to the layers ex-
change. For two exchange-coupled CuO2 planes [7],
the bare spinon energies split into “acoustic” (with
a V-shape zero minimum) and “optical” bands, of
odd and even symmetries, respectively. In an AF
phase, double-spinon excitations of these modes re-
sult in acoustic and optical spin-wave modes, as
has been observed [23]. The self energy renormal-
ization, resulting in a negative minimal svivon en-
ergy, demonstrated in Fig. 3, is relevant to the (odd)
acoustic mode [where ǫ¯ζo(k0) < 0], while the renor-
malization of the (even) optical mode is a minor
shift, resulting in a minimal energy ǫ¯ζe(k0) > 0.
Generalizing Eq. (22) to the bilayer case yields the
neutron resonance peak for odd symmetry, around
energy Eres = −2ǫ¯ζo(k0) at k = Q, as discussed
above, while for even symmetry one expects a higher
energy peak, whose minimal energy 2ǫ¯ζe(k0) is at
k = Q. This is consistent with high-energy neutron-
scattering measurements [24].
Thus, the neutron resonance mode is an excita-
tion towards the destruction of the stripe-like inho-
mogeneities, and its width determines the speed of
their dynamics. Eres/2 is an indicator of the low-
energy scale. Transport properties, and especially
thermoelectric power, are sensitive to another in-
dicator of the low-energy scale, the stripon band-
width. Expressions for them were worked out in
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Ref. [5], from which also this bandwidth was found
to be ωp ∼ 0.02 eV.
VII. STRIPON HOPPING PROCESSES
A major consequence of the coupling between the
stripon, svivon, and QE fields (worked out above) is
stripon hopping between different charged stripes,
through intermediary QE+svivon states. Adia-
batic snapshots of consecutive steps in such inter-
stripe hopping scenarios, within the same section of
stripe-like inhomogeneity as in Fig. 1, are shown in
Figs. 4,5. Dynamics of carriers beside those demon-
strating the hopping steps is ignored for simplicity.
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FIG. 4. Adiabatic snapshots of consecutive steps in
a scenario for “t′-induced” inter-stripe stripon hopping
via QE+svivon states.
Within the t–t′–J model inter-site hopping could
be either between nearest neighbors (t-induced), or
between next nearest neighbors (t′-induced). The
inter-stripe stripon hopping scenarios illustrated in
Fig. 4 and Fig. 5 are through four consecutive t′-
induced and t-induced inter-site hopping steps, re-
spectively. The intermediary states are of QE’s and
svivons, where the latter propagate through spin
(and lattice) dynamics.
There is a difference between the dependencies
of these two types of inter-stripe hopping processes
on the stripe structure. The t′-induced hopping
could occur in a similar manner to that illustrated
in Fig. 4 also if the AF stripes were wider, and also
in the case of “diagonal stripes”, existing in lightly
doped (non-SC) cuprates. On the other hand, t-
induced hopping, as illustrated in Fig. 5, is specific
to the shown case of four-sites separation between
the charged stripes, and would involve higher en-
ergy intermediary states for wider AF stripes, or
diagonal stripes. Thus t-induced inter-stripe hop-
ping should be less effective for low doping levels.
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FIG. 5. Adiabatic snapshots of consecutive steps in
a scenario for “t-induced” inter-stripe stripon hopping
via QE+svivon states.
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This is consistent with the evolution of the metal-
lic behavior of LSCO with doping observed in
ARPES measurements [25]. For low doping levels
x the stripes are diagonal, and inter-stripe hopping
is mainly t′-induced, resulting in the observed [25]
appearance of nodal states on E
F
. For higher x the
stripes become oriented as in Fig. 1, with the dis-
tance between charged stripes being small enough
for t-induced inter-stripe hopping to contribute sub-
stantially. This results in the observed [25] appear-
ance of antinodal states on E
F
, and SC.
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FIG. 6. Adiabatic snapshots of consecutive steps in a
scenario for inter-stripe hopping of stripon pairs via QE
pair states.
VIII. HOPPING-INDUCED PAIRING
It has been pointed out by the author [5,9]
that the electronic structure discussed here provides
pairing due to transitions between pair states of
stripons and QE’s through the exchange of svivons
(the pairing diagram is sketched in Ref. [9]). A
scenario for inter-stripe pair hopping, contributing
to such pairing, is illustrated in Fig. 6. The start-
ing (ending) steps in this pair-hopping scenario is
a t-hopping of a nearest-neighbor “dressed” stripon
pair, followed (preceded) by turning this pair into
(from) a pair of nearest-neighbor QE’s, through the
exchange of a svivon [consisting of turning a pair of
nearest-neighbor opposite spins into (from) a sin-
glet pair of fluctuating spins]. The two intermediary
steps consist of hopping of the nearest-neighbor QE
pair, which could be either t′-hopping or t-hopping
with nearest-neighbor spin-flip [26]. Note that t′-
hopping allows also scenarios where the QE pair
gets apart and joins again with no svivon excita-
tion. Also note that such pairing scenarios do not
occur for diagonal stripes.
Such pair-hopping scenarios result in gain in
inter-stripe hopping energy, compared to the single-
particle inter-stripe hopping scenarios, sketched in
Figs. 4,5, avoiding intermediary svivon excitations.
Furthermore, hybridization with other orbitals, be-
yond the t–t′–J model, results in further gain in
(both intra-plane and inter-plane) hopping energy,
since it enables the QE pair to move from the CuO2
plane section shown in Fig. 6, to another section
which may be in another CuO2 plane.
The pairing diagram [9] leads to Eliasherg-type
equations, of coupled stripon and QE pairing order
parameters. Coherent pairing should be between
two subsets of the QE’s and stripons. For QE’s
these subsets are, naturally, chosen to be those of
the spin-up (↑) and spin-down (↓) QE’s. As was
illustrated in Fig. 1, for a CuO2 plane within the
t–t′–J model the ↑ bare QE’s can reside on ↓ sites,
and the ↓ bare QE’s can reside on ↑ sites of the
stripe-like inhomogeneities.
An adiabatic snapshot of an extended section of
a stripe-like inhomogeneity, including an expected
crossover between stripe segments directed in the a
and the b directions, is shown in Fig. 7. Denoted are
the available sites for the ↑ and ↓ QE subsets. The
stripons are spinless, but since the QE subsets have
a spatial interpretation in the CuO2 planes, within
the adiabatic time scale, it is logical to choose the
stripon subsets also on a spatial basis, in a man-
ner which optimizes pairing through scenarios sim-
ilar to that illustrated in Fig. 6. Thus the pairing
subsets are chosen for bare stripons such that the
nearest neighbors (on a charged stripe) of a site cor-
responding to one subset are sites corresponding to
the other subset. These subsets are denoted by △
and ▽, and the sites available for them are shown
in Fig. 7 too.
The pairing order parameters are the QE and
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stripon pair-correlation functions defined [in the po-
sition (r) representation] as:
Φq(r1, r2) ≡ 〈q↑(r1)q↓(r2)〉, (23)
Φp(r1, r2) ≡ 〈p△(r1)p▽(r2)〉. (24)
The coupled Eliashberg-type equations for these or-
der parameters can be expressed (omitting band
indices for simplicity), in the position and the
Matzubara (ωn) representations, as:
Φq(r1, r2, iωn) =
∑
n′
∫
dr′1
∫
dr′2
× Kqp(r1, r2, n; r′1, r′2, n′)Φp(r′1, r′2, iω′n), (25)
Φp(r1, r2, iωn) =
∑
n′
∫
dr′1
∫
dr′2
× Kpq(r1, r2, n; r′1, r′2, n′)Φq(r′1, r′2, iω′n). (26)
Expressions for the kernel functions Kqp and Kpq
are obtained from the pairing diagrams. They de-
pend on Φq and Φp up to the temperature where
the latter vanish [27].
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FIG. 7. An adiabatic snapshot of an extended section
of a stripe-like inhomogeneity, where the available sites
for the QE and stripon pairing subsets are illustrated,
as well as sketches demonstrating the local symmetry of
the pairing order parameters Φq and Φp.
Sketches demonstrating the local symmetry
(within the adiabatic time scale) of Φq(r1, r2) and
Φp(r1, r2), on the basis of Eqs. (23–26), are illus-
trated in Fig. 7. In these sketches point r1 is fixed
on selected sites (of the ↑ and △ QE and stripon
subsets), while point r2 is varied over the space in-
cluding the nearest neighbors. Two types of local
sign reversals of the order parameters are observed.
One is for Φq on different sides of a charged stripe
(serving as an anti-phase domain wall also regard-
ing pairing). If two QE sites on different sides of a
charged stripe have a stripon site midway between
them, then one of them is ↑ and the other is ↓, and
since the exchange of the two fermion operators in
the definition of Φq in Eq. (23) results in sign rever-
sal, there must be sign reversal in Φq between the
two sides. The other sign reversal is (both for Φq
and Φp) between a-oriented and b-oriented stripe
segments meeting in a “corner” (shown in Fig. 7).
This sign reversal provides optimal pairing energy,
especially in the corner regions, yielding maximal
|Φq(r1, r2)| when r1 and r2 are at nearest neighbor
QE sites [28] (where the QE’s have opposite spins
and can pair), and zero Φq(r1, r2) when r1 and r2
are at next nearest neighbor QE sites (where the
QE’s have the same spin and cannot pair).
The symmetry features of Φq and Φp, discussed
above, are reflected in symmetry of the physical
pairing order parameter. The overall symmetry is
of dx2−y2 type. However the sign reversal of Φ
q
through the charged stripes, combined with the dy-
namics of the stripe-like inhomogeneities, and the
lack of coherence between their details in different
CuO2 planes (at least in ones which are not ad-
jacent) would result in experimental observations
which are not always consistent with dx2−y2-wave
pairing. The experimental conclusions concerning
the gap symmetry are still somewhat controversial,
though there is strong support in the existence of
features of dx2−y2 -wave pairing. Note that the pos-
sibility of symmetry mixtures associated with bro-
ken time-reversal symmetry (which seem to be ob-
served experimentally) is not addressed here.
The QE and stripon pairing gaps 2∆q and 2∆p
are closely related to Φq and Φp, and have the
same symmetries. The electronic pairing gap 2∆
equals 2∆q; they vanish at the nodal points and
equal 2∆max at the antinodal points. ∆
p is almost
constant (it is reminded that the stripon states re-
side around points ±kp of the lattice BZ, defined
above). ∆p is greater than ∆qmax, and they are both
expected to be higher when the AF/stripes effects
are stronger, thus decrease with the doping level x.
However the value of ∆p is limited by the condition:
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∆p − Eres
2
= ∆p + ǫ¯ζ(k0) ≃ ∆qmax = ∆max, (27)
since above this value unpaired stripons would be
formed from unpaired QE’s and svivons. Thus one
expects a decrease of ∆max with x, scaling with the
pairing temperature (Tpair) line in Fig. 8 (approx-
imately according to the BCS factor [27]) as has
been observed.
On the other hand, −ǫ¯ζ(k0), which is zero for an
AF, has a tendency to increase distancing from an
AF state, as x rises. However, one must have:
Eres
2
= −ǫ¯ζ(k0) < ∆max, (28)
otherwise svivons around k0 would have enough en-
ergy to break pairs and, consequently, be scattered
to QE-stripon states. Thus the value of −ǫ¯ζ(k0)
is expected to cross over from an increase to a de-
crease with x (like ∆max) when their values get close
to each other. And indeed, the neutron resonance
energy Eres = −2ǫ¯ζ(k0) has been found [20] to cross
over from an increase to a decrease with x when its
value gets close to 2∆max (in a manner resembling
the Tc line in Fig. 8).
T
x
Coherence
AF
SC
“Strange” metal
Pseudogap
FIG. 8. A schematic phase diagram for the cuprates.
The Tc line is determined by the pairing line (Tpair), de-
creasing with x, and the coherence line (Tcoh), increas-
ing with x (broken lines represent crossover regimes).
IX. PAIRING AND COHERENCE
The existence of SC requires not only the exis-
tence of pair correlations, but also of phase coher-
ence of the pairing order parameters. Under con-
ditions satisfied, for low x values, within the phase
diagram of the cuprates, pairing occurs below Tpair,
while SC occurs only below Tcoh(< Tpair), where
phase coherence sets in. The normal-state pseudo-
gap (PG), observed in the cuprates above Tc (ex-
cept for high x values) is a pair-breaking gap at
Tcoh < T < Tpair (see Fig. 8). Its size and symme-
try are similar to those of the SC gap, and specific
heat measurements [29] imply that it accounts for
most of the pairing energy.
Pairing coherence requires energetical advantage
of itineracy of the electronic states near E
F
[8].
Thus Tcoh is expected to increase with x (as
sketched in the coherence line in Fig. 8), due to
moving away from a Mott insulator, for which itin-
eracy is energetically suppressed. This coherence
argument is independent of pairing (which is en-
ergetically favorable without coherence in the PG
state) and continues to be valid also in the regime
of the phase diagram, shown in Fig. 8, where pairing
does not exist (thus Tcoh > Tpair). Such a determi-
nation of Tcoh is consistent (in the regime where
Tcoh < Tpair) with a phenomenological model [30]
evaluating Tcoh on the basis of the phase “stiffness”
(maintaining its coherence against fluctuations). It
yields Tcoh ∝ ns/m∗s, where m∗s and ns are the ef-
fective pairs mass and density. This result explains
the “Uemura plots” [31] in the PG doping regime
(where Tc = Tcoh).
Since the pair states here are fluctuating between
QE and stripon pair states, the pairs density ns
is determined by the smaller of them, thus by the
density of stripon pairs. The thermoelectric power
results in Ref. [5] determine the occupancy of the
stripon states to be 50% (np = 1
2
) for slightly over-
doped cuprates (x ≃ 0.19). Thus the effective ns
is maximal around this stoichiometry, being deter-
mined by the density of hole-like stripon pairs for
smaller x, and of particle-like stripon pairs for larger
x. This explains the “boomerang-type” behavior
[32] of the Uemura plots around x ≃ 0.19, which is
a crossover regime for the value of Tc between those
of Tcoh in the underdoped regime, and of Tpair in
the heavily overdoped regime (see Fig. 8).
Measurements of changes in the optical conduc-
tivity in the cuprates, as temperature is lowered
through Tc, reveal unconventional features, which
are different along the c-axis and perpendicular to
it. The c-axis effects [33] below Tc are characterized,
beside the opening of the SC gap, by the increase
of the spectral weight at the mid-IR range (well
above the gap). This effect has been observed both
in bilayer and single-layer cuprates, and proposed
[33] to be the signature of a c-oriented collective
mode emerging (or sharpening) below Tc. Within
the theory presented here of transitions between
pair states of stripons and QE’s, such a mode is
consistent with a c-axis plasmon-type mode of such
coherent pairs (below Tc). These pairs can hop in
the c-direction, during their QE-pair stages, while
above Tc c-axis hopping of stripons (through inter-
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mediary QE–svivon states) is, at the most, limited
to adjacent CuO2 planes.
Measurements of the in-plane optical conductiv-
ity [34], as temperature is lowered through Tc, re-
veal, except for the overdoped regime, the trans-
fer of spectral weight from high energies (extend-
ing over a broad range up to at least 2 eV), to the
infrared range. This behavior has been associated
with the establishment of coherence [35]. Within
the present approach [8] it is due to the trans-
fer of spectral weight of large-U electrons from the
high-energy range, of the upper and lower Hubbard
bands, to the intermediary and low energy ranges,
where they participate in the formation of itiner-
ant states based on QE’s (where hybridization with
small-U electrons is included), as was worked out in
Eqs. (10–18).
This coherence effect is through the coherence
line in the phase diagram (see Fig. 8), and is not
related to pairing. Let us regard its manifestation
through the shape of ARPES peaks close to E
F
,
where pairing effects are not present. This is the
case in nodal points (where ∆q = 0), and the ef-
fect of coherence appears to be [12] the establish-
ment of a sharp edge to the peaks. Furthermore, in
the overdoped regime coherence is expected to ex-
ist also (see Fig. 8) in a temperature range above Tc
(and Tpair). ARPES measurements in this regime
[36] show the appearance of coherence effects at
Tpair < T < Tcoh, both in nodal and antinodal
peaks, consisting of the existence of a sharp peak
edge and resolved bilayer-split bands.
X. PAIR-BREAKING EXCITATIONS
Both the effects of pairing and coherence are ex-
pected to exist below Tc in BZ ranges around the
antinodal points. ARPES data from these ranges
[37–39] as well as tunneling results [40–44], re-
veal a peak-dip-hump structure, appearing below
Tc, but missing considerably above it in the PG
regime. This structure is partly due to coherence-
resolved bilayer-split bands (discussed above), but
the present approach explains also another “intrin-
sic” aspect of this structure.
Eq. (21) distinguishes between QE and stripon-
svivon contributions to the spectral structure. The
linewidth of the svivon band around k0 (see Fig. 3)
is expected to drop drastically below Tc, because
the appearance of a coherent pairing gap (and not a
partial one as in the PG regime) eliminates the scat-
tering of these svivons to QE-stripon states. This
is observed in the width of the neutron resonance
peak at Eres = −2ǫ¯ζ(k0), becoming sharp only be-
low Tc (though its remanent may be observed in the
PG regime). Since the stripon bandwidth ωp is ex-
pected [5] to be smaller than ∆p, the stripon-svivon
contribution (21) to the antinodal pair-breaking
structure in the SC state [13] is expected to con-
sist, on each side of E
F
, of two peaks (and a dip
between them) at distances Epeak ∼> ∆p ± ǫ¯ζ(k0)
from E
F
. By Eq. (27) the energies of these two
(intrinsic) antinodal peaks can be expressed as:
Epeak,1 ∼> ∆max, Epeak,2 ∼> ∆max + Eres. (29)
Beside these two intrinsic peaks there is (21) also
a QE-derived structure around the antinodal points.
In bilayer cuprates it splits (below Tc) into bonding
(B) and anti-bonding (AB) bands. The B band is
generally not too close to the gap edge, and thus
does not contribute a sharp peak, but a wide hump.
On the other hand, the AB band gets very close to
the gap edge (depending on x), and could, conse-
quently, be very sharp. At different stoichiometries
it may be hard to distinguish between the intrin-
sic peaks given in Eq. (29) and the AB peak and
B hump, especially that they hybridize with each
other. Tunneling results [42] on BSCCO, for dif-
ferent doping levels, support the result (29) of two
peaks separated by Eres. The two peaks are also
observed in ARPES results on overdoped BSCCO
[38]; however the peak at Epeak,1 has been iden-
tified there with that of the AB band (which for
the measured stoichiometry coincides with it, and
partly lies above E
F
). This identification led to an
analysis [45] under which there is only one intrinsic
peak (at Epeak,2), resulting from coupling between
the B and the AB bands through the odd-symmetry
neutron resonance mode. However, in recent results
[39] on underdoped Pb-BSCCO, the peak at Epeak,1
is identified as an intrinsic one, while that of the AB
band (which for that stoichiometry lies fairly below
E
F
, and is thus not very sharp) is identified as “an
AB hump”.
The possibility to distinguish between the in-
trinsic peaks (29) and QE-derived structure should
be simpler in single-layer cuprates for which less
“clean” experimental results exist. Tunneling re-
sults in single-layer BSCO [41] show a peak-dip-
hump structure appearing below Tc, and missing in
the PG state. Recent tunneling results, for different
stoichiometries, in BSLCO show a hump in the PG
state, splitting below Tc into two peaks, which are
consistent with the intrinsic peaks given in Eq. (29).
ARPES results above Tc in BSLCO [46] reveal unex-
pected “bilayer splitting” in the antinodal BZ area,
and further measurements below Tc would be help-
ful to clarify whether this structure is due to the ef-
fect of the intrinsic peaks. Recent ARPES measure-
ments on LSCO thin films [47] show that Tc rises
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under strain, while the bands close to E
F
become
wider, and the topology of the Fermi surface around
the antinodal points is altered. Further higher res-
olution measurements of strain effects on such films
would be useful to study the antinodal excitations
structure.
The spectral weight within the intrinsic peaks
(29) depends on the number of stripon-svivon states
within them. The svivon states are those around
the minimum of ǫ¯ζ at k0 (see Fig. 3), and thus
their number approximately scales with −ǫ¯ζ(k0) =
Eres/2, whose dependence on x [20] approximately
scales with the Tc curve in Fig. 8. The stripon states
are within a narrow band, which splits in the SC
state [27], through the Bogoliubov transformation,
into two halves (since ωp < ∆p), separated by 2∆p.
Typical states in these upper and lower bands are
created, respectively, by p†u and p
†
l . They are ex-
pressed in terms of creation and annihilation op-
erators of stripons of the two pairing subsets (24)
through equations of the form (|u|2 + |v|2 = 1):
p†u = up
†
△ + vp▽, p
†
l = −vp△ + up†▽. (30)
ARPES experiments at low temperatures measure
the number of hole-like stripon states in the lower
band, which equals
∑ |v|2. By BCS theory this
number is ∝ (1− np), the occupancy of the stripon
states [5] in the hole representation, which approx-
imately scales with x.
Thus, the prediction for low-temperature ARPES
measurements of the x-dependence of spectral
weight within the intrinsic peaks (29) is as follows:
an increase with x is expected in the underdoped
regime, where the number of measured states of
both svivons and stripons increases with x; on the
other hand, in the overdoped regime, where the
number of measured svivon states decreases with x,
the increase with x of the measured spectral weight
is expected to slow down, or even turn into a de-
crease with x. Two reports have been published
[37] on such measurements in bilayer BSCCO, of
the spectral weight within the peak, omitting the
background (including the hump), and integrating
over the antinodal BZ area. The resolution in these
measurements was not sufficient to distinguish be-
tween the two peaks in Eq. (29), or to distinguish
them from the AB band peak. But still they con-
firm the above prediction of an increase of the spec-
tral weight with x in the underdoped regime, and
its saturation, or possible turning into a decrease
with x (both within the measurement error bars) in
the overdoped regime. This observation support the
possibility that the major contribution to the mea-
sured peak is the intrinsic one [through Eq. (29)].
XI. CONCLUSIONS
High-Tc superconductivity, and other puzzling
physical properties of the cuprates, are found to
result from special conditions existing for them
in the regime of a Mott transition. Two fea-
tures determine their phase diagram: (i) hopping-
induced pairing, which depends on partial spin-
charge separation, within dynamical stripe-like in-
homogeneities, becomes stronger at lower doping
levels, closer to the insulating side of the Mott
transition; (ii) phase coherence, which is necessary
for superconductivity to occur, becomes stronger at
higher doping levels, closer to the metallic side of
the Mott transition. A non-Fermi-liquid approach
is used, treating the stripe-like inhomogeneities adi-
abaticlly. But it predicts their faster dynamics in
an un-paired state, thus restoring Fermi-liquid be-
havior in the coherence regime.
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