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Abstract
A new class of plurisubharmonic functions on the octonionic plane O2 ≃ R16 is
introduced. An octonionic version of theorems of A.D. Aleksandrov [3] and Chern-
Levine-Nirenberg [24], and B locki [21] are proved. These results are used to construct
new examples of continuous translation invariant valuations on convex subsets of O2 ≃
R
16. In particular a new example of Spin(9)-invariant valuation on R16 is given.
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0 Introduction
0.1 An overview
Let O denote the division algebra of octonions (=Cayley numbers). The goal of this article
is to introduce and study a new class of plurisubharmonic functions on the octonionic plane
O2 ≃ R16, and to give some applications to the theory of valuations on convex sets. In par-
ticular octonionic versions of theorems of A.D. Aleksandrov [3] and Chern-Levine-Nirenberg
[24], and B locki [21] are proved. These results are used to construct new examples of con-
tinuous translation invariant valuations on convex subsets of O2 ≃ R16. In particular a new
example of a Spin(9)-invariant valuation on R16 is given (notice that Spin(9) is one of the
three exceptional examples of compact connected groups acting transitively on a sphere -
see discussion below in the introduction).
The theories of convex functions on Rn and plurisubharmonic functions on complex man-
ifolds are classical and well studied: see e.g. the book [34] for the introduction to these sub-
jects; the book by Lelong [37] is a classical introduction to the theory of plurisubharmonic
functions of complex variables.
More recently a class of plurisubharmonic functions of quaternionic variables on the flat
quaternionic space Hn has been introduced independently and at the same time by the
author and G. Henkin. It was investigated further and applied by the author [6], [7],[11] and
G. Henkin [33]. Then part of this theory has been generalized to more general context of
(not necessarily flat) hypercomplex manifolds by M. Verbitsky and the author [16]. We refer
also to [13] for a survey of these results. Very recently, other classes of plurisubharmonic
functions have been introduced in the context of calibrated geometries [32].
Let us describe our main results in greater details. The algebra O of octonions is a
non-associative non-commutative division algebra over the reals R of dimension 8. O has a
basis over R: e0, e1, . . . , e7 where e0 = 1 is the identity element, and for i > 0 the ei’s are
anti-commuting elements satisfying e2i = −1. Any octonion q ∈ O can be uniquely written
in the form
q =
7∑
i=0
xiei with xi ∈ R.
One introduces an octonionic conjugation by q 7→ q¯ := x0 −
∑7
i=1 xiei. This conjugation
is an anti-involution on O. These and some other elementary properties of O are reviewed
in more details in Section 1. For further properties we refer to the survey article [18] and
Chapters 6,14 of the book [31].
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Let F : O→ O be a smooth function. We introduce two Dirac operators as follows
∂
∂q¯
F :=
7∑
i=0
ei
∂F
∂xi
, (1)
∂
∂q
F :=
∂F¯
∂q¯
=
7∑
i=0
∂F
∂xi
e¯i. (2)
0.1.1 Remark. These operators have been introduced in analogy to the complex and quater-
nionic cases where they are well known (see [6] and references therein).
Similarly if F : Om → O is a smooth function of m octonionic variables then one can
define operators ∂
∂qi
, ∂
∂q¯i
for i = 1, . . . , m. It is easy to see that if the function F is real
valued then for any i, j = 1, . . . , m
∂
∂qi
(
∂
∂q¯j
F
)
=
∂
∂q¯j
(
∂
∂qi
F
)
.
This expression will be denoted either by ∂
2F
∂qi∂q¯j
or by ∂
2F
∂q¯j∂qi
. The matrix with octonionic
entries
(
∂2F
∂q¯i∂qj
)m
i,j=1
will be called the octonionic Hessian of a real valued function F .
In fact the octonionic Hessian of a real valued function is an octonionic hermitian matrix.
A matrix A = (aij) is called octonionic hermitian if
aij = aji for any i, j.
Let us discuss now the case of m = 2 octonionic variables (the case m = 1 is trivial, the case
m ≥ 3 seems to be quite different from the case m = 2 and it has not been studied). Let
Ω ⊂ O2 be an open subset.
0.1.2 Definition. A function f : Ω→ R∪ {−∞} is called octonionic plurisubharmonic if f
is upper semi-continuous and its restrictions to any affine octonionic line is subharmonic.
Affine octonionic lines are discussed in Section 2 below; relevant notions used in Definition
0.1.2 are recalled in Section 3.1.
It is shown in Proposition 3.1.8 that a twice continuously differentiable function f is
octonionic plurisubharmonic if and only if the octonionic Hessian
(
∂2f
∂q¯i∂qj
)2
i,j=1
is non-negative
definite octonionic hermitian matrix pointwise in the sense of Definition 1.2.3 below. Notice
that any convex function is octonionic plurisubharmonic. Any octonionic plurisubharmonic
function is subharmonic (Proposition 3.1.6). The sum and the maximum of finitely many
octonionic plurisubharmonic functions are octonionic plurisubharmonic (Proposition 3.1.11).
The class of octonionic plurisubharmonic functions is invariant under translations and linear
transformations from the group SL2(O) ≃ Spin(9, 1) (which is discussed in Section 1.4). We
denote by P (Ω) the class of all octonionic plurisubharmonic functions in Ω.
On the class of octonionic hermitian (2× 2)-matrices there exists a determinant function
det with various nice properties completely analogous to properties of the usual determinant
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of real symmetric and complex hermitian matrices (and also of the Moore determinant of
quaternionic hermitian matrices). We refer to Section 1.2 for the definition and the main
properties of it. This determinant plays an important role in our constructions. Note also
that for octonionic hermitian matrices of size at least 4 no nice notion of determinant is
known, while for matrices of size 3 it does exist (see e.g. Section 3.4 in [18]).
The first main result can be stated as follows (see Proposition 3.2.5 and Theorem 3.2.7).
0.1.3 Theorem. For any f ∈ P (Ω)∩C(Ω) there exists a non-negative measure in Ω denoted
by det
(
∂2f
∂q¯i∂qj
)
which is uniquely characterized by the following two properties:
(i) this measure has the obvious meaning if f ∈ C2(Ω);
(ii) if a sequence {fn} ⊂ P (Ω) ∩ C(Ω) converges uniformly on compact subsets to the
function f then
det
(
∂2fn
∂q¯i∂qj
)
→ det
(
∂2f
∂q¯i∂qj
)
weakly in sense of measures.
0.1.4 Remark. A real version of this result for the usual Hessian of convex functions was
proved by A.D. Aleksandrov [3]. A complex version for the complex Hessian of complex
plurisubharmonic functions was proved by Chern-Levine-Nirenberg [24]. A quaternionic
version for quaternionic Hessian of quaternionic plurisubharmonic functions was proved by
the author [6] on the flat space Hn and by M. Verbitsky and the author [16] on more general
hypercomplex manifolds.
The second main result is the following octonionic version of a result by B locki [21] for
complex plurisubharmonic functions (a quaternionic version was proved by the author in
[11]).
0.1.5 Theorem. For any u, v ∈ P (Ω) ∩ C(Ω) such that min{u, v} ∈ P (Ω) one has
det(∂2(min{u, v})) = det(∂2u) + det(∂2v)− det(∂2(max{u, v})).
Actually this result is an easy consequence of a more precise Theorem 3.3.1 (which is due
to B locki [21] in the complex case).
We refer to Section 3 for other results on octonionic plurisubharmonic functions. Now we
are going to describe applications of the above results to the theory of valuations on convex
sets. First let us remind basic notions of this theory referring for further information to the
surveys by McMullen [40] and McMullen and Schneider [41]. Let V be a finite dimensional
real vector space. Let K(V ) denote the class of all non-empty convex compact subsets of V .
0.1.6 Definition. (i) A function φ : K(V )→ C is called a valuation if for anyK1, K2 ∈ K(V )
such that their union is also convex one has
φ(K1 ∪K2) = φ(K1) + φ(K2)− φ(K1 ∩K2).
(ii) A valuation φ is called continuous if it is continuous with respect the Hausdorff metric
on K(V ).
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Recall that the Hausdorff metric dH on K(V ) depends on a choice of a Euclidean metric
on V and it is defined as follows: dH(A,B) := inf{ε > 0|A ⊂ (B)ε and B ⊂ (A)ε} where
(U)ε denotes the ε-neighborhood of a set U . Equipped with the Hausdorff metric, K(V )
becomes a locally compact space, and the induced topology on K(V ) is independent of a
choice of the Euclidean metric on V . Let us denote by V al(V ) the space of translation
invariant continuous valuations on V .
0.1.7 Example. (1) A Lebesgue measure vol on V belongs to V al(V ).
(2) The Euler characteristic χ belongs to V al(V ). Recall that χ(K) = 1 for any K ∈
K(V ).
(3) Denote m := dim V . Fix k = 1, . . . , m. Fix A1, . . . , Am−k ∈ K(V ). Then the mixed
volume
K 7→ V (K[k], A1, . . . , Am−k)
belongs to V al(V ) (here K[k] means that a set K is taken k times). For the notion of mixed
volume and its properties see e.g. the book [45].
It was conjectured by P. McMullen [39] and proved by the author [5] that the linear
combinations of the mixed volumes as in Example 0.1.7 (3) above are dense in V al(V ) in the
topology of uniform convergence on compact subsets of K(V ). Nevertheless there are other
than mixed volumes non-trivial constructions of translation invariant continuous valuations.
One of such constructions will be described in Theorem 0.1.8 below, which provides in
particular a new example of a continuous Spin(9)-invariant valuation on R16.
To explain why such examples are interesting let us digress to a more general context
of valuations invariant under a group. Assume that V is a Euclidean space. Let G be
a compact subgroup of the orthogonal group. Let us denote by V alG(V ) the space of G-
invariant continuous translation invariant valuations. It is known [4] that the space V alG(V )
is finite dimensional if and only if G acts transitively on the unit sphere in V . In such a case
one can try to classify explicitly this space.
In topology there exists a complete classification of compact connected Lie groups acting
transitively on spheres [42], [22], [23]. It is shown that there exist
• 6 infinite series: SO(n), U(n), SU(n), Sp(n), Sp(n) · Sp(1), Sp(n) · U(1);
• 3 exceptions: G2, Spin(7), Spin(9).
If G is either the full orthogonal or special orthogonal group the corresponding classifica-
tion of G-invariant valuations is well known and this is the famous result by Hadwiger [30].
The classification for the unitary group U(n) acting on Cn ≃ R2n was obtained by the author
[8] (see Fu’s article [27] for further information on the algebra structure of V alU(n)(Cn)). The
case of G = SU(2) has been classified by the author [10] (see Bernig’s article [19] for the
algebra structure of V alSU(2)(C2)).
Except of these groups O(n), SO(n), U(n), and SU(2) no classification of valuations has
been obtained so far. To obtain such a classification is an interesting question which does
not seem to have an easy solution. In [11] some non-trivial examples of valuations invariant
under the quaternionic groups have been constructed. The motivation of this article is to say
something on the exceptional group Spin(9) which acts transitively on the sphere S15 ⊂ R16.
This group is discussed in Section 1.3, see in particular Remark 1.4.2. It will be convenient
to identify R16 with the octonionic plane O2.
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The next main result of this article is a new construction of continuous valuations on
O2 ≃ R16 based on octonionic plurisubharmonic functions. For a convex set K ∈ K(O2) we
denote its supporting functional by hK : O
2 → R (the definition is recalled in Section 4.2).
0.1.8 Theorem. Fix a continuous compactly supported function ψ on O2. Then
K 7→
∫
O2
det
(
∂2hK
∂q¯i∂qj
)
· ψdq
is a translation invariant continuous valuation on K(O2).
The continuity is a consequence of Theorem 0.1.3, and the valuation property is a con-
sequence of Theorem 0.1.5. As an immediate corollary we get that
PO(K) :=
∫
D
det
(
∂2hK
∂q¯i∂qj
)
dq,
whereD is the unit centered ball inO2, is a continuous translation invariant Spin(9)-invariant
valuation. We call PO the octonionic pseudo-volume. Other examples of Spin(9)-invariant
valuations of different nature coming from the convex and integral geometry are described
in Section 4.1.
It should be noted that a complex (and in fact the original) version of the pseudo-volume
using the complex Hessian was first considered in the context of convexity (though not of
valuations) by Kazarnovski˘ı[35], [36]. The quaternionic version of the pseudo-volume using
the quaternionic Hessian was constructed by the author in [11]. As a side remark notice that
the real version of the pseudo-volume is proportional to the usual volume.
Acknowledgements. I thank J. Bernstein, M. Borovoi, and M. Sodin for useful con-
versations. Part of this work was done during my stay at the Institute for Advanced Study
at Jerusalem; I thank this institute for the hospitality.
0.2 Organization on the article
The article is organized as follows. In Section 1 we collect various definitions and facts
related to octonions including some linear algebra over octonions. Probably no result of this
section is new (with the only possible exception of Proposition 1.5.1). A reader familiar with
octonions can skip this section and consult it only whenever necessary.
In Section 2 we prove that the Radon transform over the set of affine octonionic lines in
O
2 is injective. We prove it by constructing an explicit inversion formula. Most probably
this result is not new. We need it for some technical reasons (proof of Lemma 3.2.1) and
present a proof due to the lack of a reference.
Sections 3 and 4 are the main ones. In Section 3 we introduce the class of plurisubhar-
monic functions on the octonionic plane O2 and establish our main results on this class.
In Section 4 we discuss in detail applications of the above technique to valuations on
convex sets in O2 ≃ R16 and describe some other Spin(9)-invariant valuations..
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0.3 Notation list.
The following notation will be used often throughout the article.
• H, O - algebras of quaternions and octonions respectively;
•
(
∂2u
∂q¯i∂qj
)
or (∂2u) - the octonionic Hessian of a real valued function u.
• C(Ω) the space of continuous functions in a domain Ω.
• C∞(Ω) (resp. C∞0 (Ω)) - the space of complex valued infinitely smooth functions (resp.
with compact support) in Ω.
• C−∞(Ω) - the space of complex valued generalized functions in Ω (by definition, this
space is the topological dual to the space of infinitely smooth densities with compact support
in Ω).
• L1loc(Ω) - the space of locally integrable functions in Ω.
• P (Ω) - the space of octonionic plurisubharmonic functions in Ω ⊂ O2.
• OP1 - the octonionic projective line (see Section 1.3).
• K(V ) - the family of non-empty convex compact subsets of a vector space V .
• V al(V ) - the space of translation invariant continuous valuations on convex compact
subsets of V .
• V alG(V ) - the space of translation invariant continuous valuations on V which are
invariant under a group G.
1 Basic properties of the octonions.
In this section we collect various facts on octonions. Probably no result in this section is new
with the only possible exception of Proposition 1.5.1. Whenever possible we give references.
Otherwise we present a proof. The reader is advised to consult the survey article [18] and
Chapters 6,14 of the book [31].
1.1 Some octonionic algebra.
The octonions O form an 8-dimensional algebra over the reals R which is neither associative
nor commutative. The product can be described as follows. O has a basis e0, e1, . . . , e7 over
R where e0 = 1 is the unit, and the product can be given by the multiplication table:
e1 e2 e3 e4 e5 e6 e7
e1 −1 e4 e7 −e2 e6 −e5 −e3
e2 −e4 −1 e5 e1 −e3 e7 −e6
e3 −e7 −e5 −1 e6 e2 −e4 e1
e4 e2 −e1 −e6 −1 e7 e3 −e5
e5 −e6 e3 −e2 −e7 −1 e1 e4
e6 e5 −e7 e4 −e3 −e1 −1 e2
e7 e3 e6 −e1 e5 −e4 −e2 −1
7
There is also another easier way to remember the product using so called Fano plane (see
Figure 1 below). In Figure 1 each pair of distinct points lies in a unique line (the circle is
also considered to be a line). Each line contains exactly three points, and these points are
cyclically oriented. If ei, ej , ek are cyclically oriented in this way then
eiej = −ejei = ek.
We have to add two more rules:
• e0 = 1 is the identity element;
• e2i = −1 for i > 0.
All these rules define uniquely the algebra structure of O. The center of O is equal to R.
e3
e4
e6
e1
e1
e2 e5
Figure 1
Every octonion q ∈ O can be written uniquely in the form
q =
7∑
i=0
xiei
where xi ∈ R. The summand x0e0 = x0 is called the real part of q and is denoted by Re(q).
One defines the octonionic conjugate of q by
q¯ := x0 −
7∑
i=1
xiei.
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It is well known that the conjugation is an anti-involution of O:
q = q, a+ b = a¯ + b¯, ab = b¯a¯.
Let us define a norm on O by |q| := √qq¯. Then |·| is a multiplicative norm on O: |ab| = |a||b|.
The square of the norm | · |2 is a positive definite quadratic form. Its polarization is a positive
definite scalar product < ·, · > on O which is given explicitly by
< x, y >= Re(xy¯).
Furthermore O is a division algebra: any q 6= 0 has a unique inverse q−1 such that
qq−1 = q−1q = 1. In fact
q−1 = |q|−2q¯.
We denote by H the usual quaternions. It is associative division algebra. We will fix once
and for all an imbedding of algebras H ⊂ O. Let us denote by i, j ∈ H the usual quaternionic
units, and k = ij. Then i, j, k are pairwise orthogonal with respect to the scalar product
< ·, · >. Let us fix once and for all an octonionic unit l ∈ O, l2 = −1 which is orthogonal to
i, j, k. Then l anti-commutes with i, j, k. Every element q ∈ O can be written uniquely in
the form
q = x+ yl with x, y ∈ H.
Then we can multiply two such octonions using the formula
(x+ yl)(w + zl) = (xw − z¯y) + (zx + yw¯)l (3)
where x, y, w, z ∈ H.
We have the following weak forms of the associativity in octonions.
1.1.1 Lemma. Let a, b, c ∈ O. Then
(i) Re((ab)c) = Re(a(bc)) (this real number will be denoted by Re(abc)).
(ii) a(bc) + b¯(a¯c) = (ab+ b¯a¯)c.
(iii) (ca)b+ (cb¯)a¯ = c(ab+ b¯a¯).
(iv) Any subalgebra of O generated by any two elements and their conjugates is associa-
tive. It is always isomorphic either to R, C, or H.
(v) Re((a¯b)(ca)) = |a|2Re(bc).
Proof. For (i) see Corollary 15.12(i) in [1]. For (iv) see e.g. Chapter 15 in [1], particularly
Lemma 15.6 which is essentially equivalent to statement (iv) of our lemma.
Observe that (iii) is equivalent to (ii) by taking the conjugation. Thus let us prove (ii).
Let us defines the 3-linear map [·, ·, ·] : O×O×O→ O called associator which is defined by
[x, y, z] := (xy)z − x(yz). Then the statement (ii) is equivalent to
[a, b, c] = −[b¯, a¯, c]. (4)
By Theorem 15.11(ii) of [1] the associator [x, y, z] changes sign when one conjugates any
variables. By Theorem 15.11(iii) of [1] the associator [x, y, z] is an alternating function of
three variables. These two properties imply the identity (4).
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Let us prove part (v). It is clear that both sides of the equality we have to prove, are
linear in b, c. By the part (iv) they are equal to each other (even without taking the real part)
in the following two cases: (i) at least one of b and c is real; (ii) b and c are proportional
to each other (with a real coefficient). Hence we may assume that Re(b) = Re(c) = 0
and < b, c >= 0. By applying an appropriate automorphism of O we may assume that
b = i, c = j. Then it remains to show that for any a ∈ O
Re((a¯i)(ja)) = 0.
This can be check by a direct computation using a representation a = u + vl with u, v ∈ H
and the formula (3). Lemma is proved. Q.E.D.
1.2 Octonionic hermitian matrices.
Let us denote
O
m := {(q1, . . . , qm)| qi ∈ O}.
For ξ = (q1, . . . , qm) ∈ Om, x ∈ O we will denote by ξ · x the m-tuple (q1x, . . . , qmx) ∈ Om.
Notice that usually we will write elements of Om as m-columns rather than rows.
Let us denote by Hn(R) the space of real symmetric (n× n)-matrices. The space Hn(R)
is naturally identified with the space of real valued quadratic forms on Rn.
Let us denote by Hm(O) the space of octonionic hermitian (m ×m)-matrices. By defi-
nition, an (m ×m)-matrix A = (aij) with octonionic entries is called hermitian if aij = aji
for any i, j. For a matric A = (aij) denote also A
∗ := (aji). We will be mostly interested in
octonionic hermitian matrices of size 2. In this case we have the following explicit description
H2(O) =
{[
a q
q¯ b
] ∣∣a, b ∈ R, q ∈ O} . (5)
We have the natural R-linear map
j : H2(O)→H16(R) (6)
which is defined as follows: for any A ∈ H2(O) the value of the quadratic form j(A) on any
octonionic 2-column ξ ∈ O2 ≃ R16 is equal j(A)(ξ) = Re(ξ∗Aξ) (note that the bracketing
inside the formula is not important due to Lemma 1.1.1(i)). It is easy to see that the map
j is injective. Via this map j we will identify H2(R) with a subspace of H16(R).
Let us construct now a linear map
θ : H16(R)→H2(O)
such that θ ◦ j = Id and which will be useful later. For any B ∈ H16(R) let us denote by b
the corresponding quadratic form on R16 ≃ O2. Define
θ(B) :=
1
16
(
∂2b
∂q¯i∂qj
)2
i,j=1
to be the octonionic Hessian of b all of whose entries are replaced by octonionic conjugates.
Note that the matrix in the right hand side of the last formula is independent of a point in
O2.
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1.2.1 Lemma. For any B ∈ H16(R) and any ξ ∈ O2 of the form either ξ =
[
a
1
]
or
ξ =
[
1
a
]
, a ∈ O, one has
θ(B)(ξ) := Re (ξ∗θ(B)ξ) =
∫
x∈O,|x|=1
b(ξ · x)dx
where dx is the rotation invariant probability measure on S7 = {x ∈ O, |x| = 1}.
Proof. Let us denote elements of R16 by 16-tuples (x0, x1, . . . , x7; y0, y1, . . . , y7) where xi’s
correspond to the first octonionic coordinate q1 =
∑7
i=0 xiei, and similarly yi’s correspond
to the second quaternionic coordinate q2. By linearity and symmetry considerations it is
enough to prove the lemma in the following 2 cases for fixed p, q:
(1) b((x, y)) = xpxq;
(2) b((x, y)) = xpyq for any (x, y) ∈ O2.
Let us start with case (1). For any ξ =
[
a
1
]
∈ O2 one has
∫
x∈O,|x|=1
b(ξ · x)dx =
∫
S7
(ax)p(ax)qdx = |a|2
∫
S7
xpxqdx.
The last integral vanishes for p 6= q and equals to |a|2
8
for p = q. On the other hand if p 6= q(
∂2b
∂q¯i∂qj
)
= 0, thus lemma is proved in this case. If p = q then(
∂2b
∂q¯i∂qj
)
=
[
2 0
0 0
]
.
Hence
θ(B)(ξ) =
1
16
Re
(
[a¯, 1]
[
2 0
0 0
] [
a
1
])
=
|a|2
8
=
∫
x∈O,|x|=1
b(ξ · x)dx.
Let us consider case (2). In this case(
∂2b
∂q¯i∂qj
)
=
[
0 epe¯q
eqe¯p 0
]
.
Let first ξ =
[
a
1
]
. Then
θ(B)(ξ) =
1
16
Re
(
[a¯, 1]
[
0 epe¯q
eq e¯p 0
] [
a
1
])
=
1
8
Re(eqe¯pa).
On the other hand∫
x∈O,|x|=1
b(ξ · x)d(x) =
∫
S7
(ax)pxqd(x) =
∫
S7
Re(e¯pax) · xqdx =
∫
S7
Re
(
e¯pa(
7∑
s=0
xses)
)
xqdx =
∫
S7
Re(e¯paeq)x
2
q =
1
8
Re(eqe¯pa) = θ(B)(ξ).
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Similarly one considers the case ξ =
[
1
a
]
. Lemma is proved. Q.E.D.
1.2.2 Corollary.
θ ◦ j = Id.
Proof. It is easy to see that any matrix A =
[
α q
q¯ β
]
∈ H2(O) is uniquely determined
by the products Re(ξ∗Aξ) where ξ =
[
a
1
]
∈ O2. By Lemma 1.2.1 one has
((θ ◦ j)(A)) (ξ) =
∫
S7
(jA)(ξ · x)dx =
∫
S7
Re
(
[ax, x¯]
[
α q
q¯ β
] [
ax
x
])
dx =∫
S7
(α|a|2 + β + 2Re((ax)qx))dx Lemma 1.1.1(v)= α|a|2 + β + 2Re(qa¯) =
Re
(
[a, 1]
[
α q
q¯ β
] [
a
1
])
= Re(ξ∗Aξ).
Corollary is proved. Q.E.D.
1.2.3 Definition. Let A ∈ H2(O). A is called positive definite (resp. non-negative definite)
if for any 2-column ξ ∈ O2\{0}
Re(ξ∗Aξ) > 0 (resp. Re(ξ∗Aξ) ≥ 0).
For a positive definite (resp. non-negative definite) matrix A one writes as usual A > 0
(resp. A ≥ 0).
On the class of octonionic hermitian (2×2)-matrices there is a nice notion of determinant
which is defined by
det
([
a q
q¯ b
])
= ab− |q|2. (7)
1.2.4 Remark. It turns our that a nice notion of determinant does exist also on octonionic
hermitian matrices of size 3, see e.g. Section 3.4 of [18]. Note also that a nice determinant
does exist for quaternionic hermitian matrices of any size: see the survey [17], the article
[29], and for applications to quaternionic plurisubharmonic functions see [6], [7], [11], [13].
The following result is a version of the Sylvester criterion for octonionic matrices of size
two.
1.2.5 Proposition. Let A =
[
a q
q¯ b
]
∈ H2(O). Then A > 0 if and only if a > 0 and
detA > 0.
Proof. Let ξ =
[
x
y
]
∈ H2(O). Then
Re(ξ∗Aξ) = a|x|2 + b|y|2 + 2Re(qyx¯). (8)
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Assume first that A > 0. Taking x = 1, y = 0 we get a > 0. Next substituting into (8)
y = t|q|q−1x where t ∈ R we get for any x ∈ O\{0} and any t ∈ R
|x|2(a+ bt2 + 2t|q|) > 0.
hence 0 < ab− |q|2 = detA.
Conversely assume that a > 0, detA > 0. Since |Re(uv)| ≤ |u| · |u|, (8) implies that
Re(ξ∗Aξ) ≥ a|x|2 + b|y|2 − 2|q| · |x| · |y|.
Our assumptions imply that the last expression is positive provided (x, y) 6= 0. Q.E.D.
Now will will introduce the notion of mixed determinant of two octonionic hermitian ma-
trices in analogy to the classical real case (see e.g. [45]). First observe that the determinant
detH2(O) → R is a homogeneous polynomial of degree 2 on the real vector space H2(O).
Hence it admits a unique polarization: a bilinear symmetric map
D : H2(O)×H2(O)→ R
such that D(A,A) = detA for any A ∈ H2(O). This map D is called the mixed determinant.
By the abuse of notation it will be denoted again by det. Explicitly if A = (aij)
2
i,j=1,
B = (bij)
2
i,j=1 are octonionic hermitian then
det(A,B) =
1
2
(a11b22 + a22b11 − 2Re(a12b21)) . (9)
1.2.6 Lemma. If A,B ∈ H2(O) are positive (resp. non-negative) definite then
det(A,B) > 0( resp. det(A,B) ≥ 0).
Proof. Let us assume that A,B are positive definite. Then by Proposition 1.2.5 we have
a11 > 0, a22 > 0, |a12| < √a11a22,
b11 > 0, b22 > 0, |b12| <
√
b11b22.
These inequalities imply
Re(a12b21) ≤ |a12| · |b21| <
√
a11a22b11b22. (10)
Substituting (10) into (9) we get
det(A,B) >
1
2
(
a11b22 + a22b11 − 2
√
a11a22b11b22
)
≥ 0
where the last estimate is the arithmetic-geometric mean inequality. Thus det(A,B) > 0
for positive definite matrices A,B. For non-negative definite matrices the result follows by
going to the limit. Q.E.D.
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1.2.7 Remark. Also one can prove the following version of the Aleksandrov inequality for
mixed determinants [2]: The mixed determinant det(·, ·) is a non-degenerate quadratic form
on the real vector space H2(O); its signature type has one plus and the rest are minuses.
Consequently, if A > 0 then for any B ∈ H2(O) one has
det(A,B)2 ≥ detA · detB
and the equality is achieved if and only if A is proportional to B with a real coefficient.
We do not present a detailed proof of this result since we are not going to use it. Notice
only that this result can be deduced formally from the corresponding result for quaternionic
matrices proved in [6]. Indeed all the entries of A and B together contain at most two
non-real octonions, hence the field generated them is associative by Lemma 1.1.1(iv).
1.3 Octonionic projective line OP1.
In this section we remind the definition and basic properties of the octonionic projective line
OP1.
Let us define an equivalence relation ∼ on the unit sphere S15 ⊂ O2 by saying ξ ∼ η if
and only if
ξξ∗ = ηη∗
where we write ξ and η as columns, thus ξξ∗ and ηη∗ are octonionic (2 × 2)-matrices. It is
easy to see that
[
x
y
]
∼
[
xy−1
1
]
if y 6= 0, and
[
x
y
]
∼
[
1
yx−1
]
if x 6= 0. The quotient of
S15 by this equivalence relation is called the octonionic projective line OP1.
1.3.1 Remark. If in the above construction one replaces O by R,C, or H, one get the usual
projective lines RP1,CP1,HP1 respectively.
OP1 has a natural smooth structure, and it is diffeomorphic to the standard sphere S8.
The fibers of the quotient map S15 → OP1 are the spheres S7. This map is called the
octonionic Hopf fibration.
1.4 The group SL2(O).
We discuss in this section the definition and basic properties of the group SL2(O). We refer
to [46] for the proofs and further details.
An octonionic (2×2)-matrix is called traceless if the sum of its diagonal elements is equal
to zero. Every (2 × 2)-matrix A with octonionic entries defines an R-linear operator on O2
by ξ 7→ A · ξ. However the space of such operators is not closed under the commutator due
to the lack of associativity. One denotes by sl2(O) the Lie subalgebra of gl16(R) generated
by R-linear operators on O2 ≃ R16 determined by all traceless octonionic matrices. This Lie
algebra sl2(O) turns our to be semi-simple [46] (see Theorem 1.4.1 below for details). But
any semi-simple Lie subalgebra of an algebraic group is a Lie algebra of a closed algebraic
subgroup (see e.g. [43], Ch. 3, §3.3). In our case this subgroup is denoted by SL2(O) ⊂
GL(16,R).
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1.4.1 Theorem ([46]). (i) The Lie algebra sl2(O) is isomorphic to the Lie algebra so(9, 1).
(ii) The Lie group SL2(O) is isomorphic to the group Spin(9, 1) (which is the universal
covering of the identity component of the pseudo-orthogonal group O(9, 1)).
1.4.2 Remark. A maximal compact subgroup of SL2(O) ≃ Spin(9, 1) is isomorphic to the
group Spin(9) which is the universal covering of the special orthogonal group SO(9).
Both sl2(O) and SL2(O) come with their fundamental representations on O
2. Moreover
the Lie algebra sl2(O) acts on the space H2(O). This action is uniquely characterized
by the following property (see [46] for the details): if A is a traceless matrix it acts by
A : X 7→ −A∗X − XA. Since the group SL2(O) is connected and simply connected, this
representation of sl2(O) integrates to a representation of the group SL2(O) on H2(O).
1.4.3 Proposition. The group SL2(O) preserves the cone of positive definite octonionic
hermitian matrices.
Proof. Let us denote by K the open cone of positive definite matrices in H2(O). Let us
denote by K the closure of K, namely the closed cone of non-negative definite matrices. The
boundary ∂K¯ is a hypersurface in H2(O) which is smooth at every point except of 0.
In order to prove the proposition it is enough to prove the infinitesimal version of it
as follows. Let us consider any element D ∈ sl2(O) from the Lie algebra. It induces a
vector field on H2(O) via its action: X 7→ D(X). In order to show that the one-parametric
subgroup in SL2(O) generated by D preserves the cone K it is enough to check that at any
point X ∈ ∂K¯ the vector D(X) is not directed outside of the domain K (i.e. looks inside or
tangent to the boundary ∂K) when X is a smooth point of the boundary, and vanishes when
X is a singular point of the boundary. Clearly D(0) = 0, and 0 is the only singular point of
the boundary. Hence we may assume thatX is a smooth point of the boundary. We are going
to show that the vector D(X) is in fact tangent to ∂K. Since ∂K = {A ≥ 0| detA = 0},
this follows from the fact that the group SL2(O) preserves the determinant of octonionic
hermitian matrices (see e.g. [18], p. 177). Proposition is proved. Q.E.D.
The following two lemmas are essentially contained in [38], but we would like to present
a proof for the sake of completeness.
1.4.4 Lemma ([38]). The linear map O2 ⊗R O2 → H2(O) given by
ξ ⊗ η 7→ ξ · η∗ + η · ξ∗
is SL2(O)-equivariant.
Proof. It is enough to prove the equivariance with respect to the action of the Lie
algebra sl2(O). In fact it is enough to show that for any octonionic traceless (2× 2)-matrix
M and any ξ ∈ O2 one has
(Mξ) · ξ∗ + ξ · (Mξ)∗ =M · (ξξ∗) + (ξξ∗) ·M∗. (11)
This equality is proved by a straightforward computation using Lemma 1.1.1. Q.E.D.
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1.4.5 Lemma ([38]). (i) The group SL2(O) acts naturally on OP
1, namely for any φ ∈
SL2(O) and any L ∈ OP1 the subspace φ(L) is an octonionic projective line.
(ii) For any L ∈ OP1 and any φ ∈ SL2(O) the restriction
φ|L : L→ φ(L)
is a conformal linear map.
Proof. First let us show that if ξ, η ∈ O2 have norm 1 and ξ ∼ η then |φ(ξ)| = |φ(η)|.
Observe that for any v ∈ O2 one has
|v|2 = v∗v = Tr(vv∗)
where Tr denotes the sum of diagonal elements of a matrix. Then we have
|φ(ξ)|2 = Tr (φ(ξ) · φ(ξ)∗) by Lemma 1.4.4= Tr(φ(ξ · ξ∗)) =
Tr(φ(η · η∗)) by Lemma 1.4.4= Tr (φ(η) · φ(η)∗) = |φ(η)|2.
Thus |φ(ξ)| = |φ(η)|.Then in order to prove both parts of the lemma it remains to show that
for any norm 1 vectors ξ, η ∈ O2 such that ξ ∼ η (i.e. ξξ∗ = ηη∗) one has φ(ξ) ∼ φ(η), i.e.
φ(ξ) · φ(ξ)∗ = φ(η) · φ(η∗). But applying Lemma 1.4.4 twice we get
φ(ξ) · φ(ξ)∗ = φ(ξξ∗) = φ(ηη∗) = φ(η) · φ(η)∗.
Q.E.D.
We immediately deduce the following corollary.
1.4.6 Corollary. The octonionic Hopf map S15 → OP1 is Spin(9)-equivariant.
The following lemma is well known [23].
1.4.7 Lemma. The group Spin(9) acts transitively on the unit sphere S15, and hence on
OP1.
1.5 Further properties of the octonionic Hessian.
1.5.1 Proposition. Let f : O2 → R be a C2-smooth function. Let A ∈ SL2(O). Then(
∂2
∂q¯i∂qj
(f(A−1q))
)
= A
(
∂2f
∂q¯i∂qj
(A−1q)
)
where A in the right hand side denotes the induced action of A on H2(O).
Proof. By translation it is enough to check the above equality at q = 0. Moreover we
may and will assume that f is a quadratic form. Thus the proposition becomes equivalent
to the the following lemma.
1.5.2 Lemma. The map θ : H16(R)→H2(O) is SL2(O)-equivariant.
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Proof. It is enough to prove this proposition infinitesimally, i.e. for the action of the Lie
algebra sl2(O). Moreover it is sufficient to check it for a set of generators, say for traceless
(2× 2)-octonionic matrices. Let us fix such a traceless matrix A. We have to show that for
any b ∈ H16(R) one has
θ(A(b)) = A(θ(b)). (12)
It is enough to show that for any ξ =
[
p
1
]
∈ O2 one has
Re(ξ∗θ(A(b))ξ) = Re(ξ∗A(θ(b))ξ). (13)
The right hand side of (13) can be rewritten as
− Re (ξ∗(A∗θ(b))ξ + ξ∗(θ(b)A)ξ) = −2Re (ξ∗(A∗θ(b))ξ) . (14)
By Lemma 1.2.1 the left hand side of (13) can be rewritten as follows:
− 2
∫
x∈S7
b((Aξ)x, ξx)dx = − d
dτ
∣∣
0
∫
x∈S7
b((Aξ + τξ)x)dx = (15)
− d
dτ
∣∣
0
θ(b)(Aξ + τξ) = − d
dτ
∣∣
0
Re ((Aξ + τξ)∗θ(b)(Aξ + τξ)) = (16)
−2Re ((ξ∗A∗)θ(b)ξ) . (17)
Substituting (14) and (17) into (13) we see that (13) becomes equivalent to
Re (ξ∗(A∗θ(b))ξ) = Re ((ξ∗A∗)θ(b)ξ) . (18)
Both sides of the above quality are linear with respect to θ(b) ∈ H2(O). Obviously the
equality is satisfied when θ(b) has real entries. Thus we may assume that θ(b) =
[
0 q
q¯ 0
]
.
Let us denote also A∗ =
[
a b
c d
]
. In this notation (18) becomes
Re
(
[p¯, 1]
([
a b
c d
] [
0 q
q¯ 0
])[
p
1
])
= Re
((
[p¯, 1]
[
a b
c d
])[
0 q
q¯ 0
] [
p
1
])
(19)
By a direct computation the right hand side of (19) is equal to
Re((p¯b)(q¯p)) +Re (p¯aq + cq + dq¯p) . (20)
The left hand side of (19) is equal to
|p|2Re(bq¯) +Re (p¯aq + cq + dq¯p) . (21)
Comparing (20) and (21), it remains to prove that for any b, p, q ∈ O one has
Re((p¯b)(qp)) = |p|2Re(bq). (22)
But this is exactly Lemma 1.1.1. Hence Lemma 1.5.2 is proved. Q.E.D.
1.5.3 Remark. Similarly one can show that the imbedding j : H2(O) →֒ H16(R) (see (6) in
Section 1.2) is also SL2(O)-equivariant.
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2 Octonionic Radon transform.
2.1.1 Definition. An affine octonionic line in O2 is any translate of an octonionic line from
OP1.
The manifold of all affine octonionic lines in O2 will be denoted by AOP1. It is a
homogeneous space for the group O2 ⋊ Spin(9) (we denote in this way the semi-direct
product of the group O2 of translations of O2, and of the group Spin(9) of certain linear
transformations).
Let us define the Radon transform operator
R : C∞0 (O
2)→ C∞0 (AOP1) (23)
by (Rf)(E) =
∫
q∈E
f(q)dq where dq is the Lebesgue measure induced by the standard
Euclidean metric on O2.
2.1.2 Proposition. The octonionic Radon transform (23) is injective.
Proof. We will just present the inversion formula completely analogous to the complex
Radon transform (see [28]; see also appendix in [11] for the quaternionic case). For any
point q ∈ O2 let Pq denote the manifold of affine octonionic lines passing through q. Clearly
Pq ≃ OP1. For E ∈ AOP1 let us denote by E⊥ the octonionic line orthogonal to E and
passing through the origin 0.
Let us define the operator
D : C∞(AOP1)→ C∞(O2)
as follows. Let g ∈ C∞(AOP1). Set
Dg(q) :=
∫
E∈Pq
(∆E⊥)
4g(E + w)dE,
where ∆E⊥ denotes the (8-dimensional) Laplacian with respect to w ∈ E⊥, and the integra-
tion is with respect the Haar measure on Pq invariant under the action of Spin(9).
2.1.3 Claim. For any smooth rapidly decreasing function f of O2
D(Rf) = c · f,
where c is a non-zero constant.
It is sufficient to check this claim pointwise, say at 0. The operators R and D commute
with translations and the action of the group Spin(9). Then D(Rf)(0) defines a distribution
which is invariant with respect to the action of Spin(9). Moreover it is easy to check that
this distribution is homogeneous of degree −16 (exactly as the delta-function at 0). Since
the group Spin(9) acts transitively on the unit sphere S15, there is at most one dimensional
space of Spin(9)- invariant distributions homogeneous of degree −16. Hence they must be
proportional to the delta-function at 0. Thus D(Rf) = c · f for some constant c. To see
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that c 6= 0 it is sufficient to check it by an explicit computation for the function f(q) =
exp(−|q|2/2). Q.E.D.
For an affine line L ∈ AOP1 let us denote by δL the generalized function given by
δL(µ) =
∫
L
µ
for any infinitely smooth compactly supported measure µ.
2.1.4 Corollary. The C-linear span of δ-functions of affine octonionic lines is dense in the
weak topology in the space C−∞(O2) of generalized functions.
Proof. This follows immediately from Proposition 2.1.2 and the Hahn-Banach theorem.
Q.E.D.
3 Octonionic plurisubharmonic functions and their prop-
erties.
3.1 Octonionic plurisubharmonic functions.
Let us remind few standard definitions. Recall that a real valued function f is called upper
semi-continuous if
f(x0) ≥ lim sup
x→x0
f(x)
for any point x0.
3.1.1 Definition. Let U ⊂ Rn be an open subset. A function f : U → R ∪ {−∞} is called
subharmonic if
(i) f is upper semi-continuous;
(ii) for any point x0 ∈ U and any sphere S ⊂ U centered at x0 one has
f(x0) ≤
∫
S
f(x)dx (24)
where dx is the probability rotation invariant measure on the sphere S.
According to this definition the function which is identically equal to −∞ is subharmonic.
3.1.2 Remark. (1) The integral in (24) is understood in the following sense. Any upper
semi-continuous function is Borel measurable and locally bounded from above. Hence f |S
is measurable and bounded from above on S. Hence the integral
∫
S
f(x)dx ∈ R ∪ {−∞} is
well defined.
(2) It is well known that for a subharmonic function f 6≡ −∞ the integral ∫
S
f(x)dx is
always finite.
(3) It is well known (see e.g. [34], Corollary 3.2.8) that any subharmonic function f 6≡ −∞
is locally integrable. In particular f > −∞ almost everywhere. There exists the following
characterization of subharmonic functions (see e.g. [34], Theorem 3.2.11). If a function
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f : U → R∪{−∞}, f 6≡ −∞, is subharmonic then ∆f ≥ 0 in sense of generalized functions,
where ∆ =
∑n
i=1
∂2
∂x2i
is the usual Laplacian on Rn. (Notice that in order to define ∆f we use
the fact that f is locally integrable.) Conversely if U is a generalized function, ∆U ≥ 0, then
U is defined by a unique subharmonic function u 6≡ −∞. In particular twice continuously
differentiable function f is subharmonic if and only if ∆f ≥ 0 pointwise.
Let Ω ⊂ O2 be an open subset.
3.1.3 Definition. Let f : Ω→ R ∪ {−∞}. The function f is called octonionic plurisubhar-
monic if
(i) f is upper semi-continuous;
(ii) the restriction of f to any affine octonionic line L ∈ AOP1 is subharmonic.
We will denote by P (Ω) the class of all octonionic plurisubharmonic functions in Ω.
3.1.4 Example. Any convex function on O2 ≃ R16 is octonionic subharmonic.
3.1.5 Proposition. The class of octonionic plurisubharmonic functions is invariant under
the group O2 ⋊ SL2(O).
Proof. This follows immediately from Lemma 1.4.5. Q.E.D.
3.1.6 Proposition. Any octonionic plurisubharmonic function is subharmonic.
Proof. Let f be an octonionic plurisubharmonic function. We have to show that for any
x0 and any sphere S centered in x0 (and both contained in our domain) one has
f(x0) ≤
∫
S
f(x)dx.
Without loss of generality we may assume that x0 = 0 and S has radius 1. Then we have
the equality ∫
S
f(x)dx =
∫
OP1
(∫
y∈S(L)
f(y)dy
)
dL (25)
where S(L) denotes the unit sphere in L, and dL is the only Spin(9)-invariant probabil-
ity measure on OP1. The equality (25) follows from the uniqueness of Spin(9)-invariant
probability measure on S.
Then we have∫
S
f(x)dx =
∫
OP1
(∫
y∈S(L)
f(y)dy
)
dL ≥
∫
OP1
f(x0)dL = f(x0).
Q.E.D.
3.1.7 Corollary. Any octonionic plurisubharmonic function 6≡ −∞ is locally integrable.
Proof. Since any subharmonic function 6≡ −∞ is locally integrable (see e.g. [34], Corol-
lary 3.2.8) the result follows from Proposition 3.1.6. Q.E.D.
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3.1.8 Proposition. Let f ∈ C2(Ω). Then f is octonionic plurisubharmonic if and only if
the matrix
(
∂2f
∂q¯i∂qj
)
is non-negative definite pointwise.
Proof. Let us start with the following elementary observation. Let b be a quadratic
form on a Euclidean space L. Then
Tr(b) = dimL ·
∫
y∈S(L)
b(y)dy (26)
where S(L) denotes the unit sphere of L, and dy is the rotation invariant probability measure
on S(L).
Let us fix now z ∈ Ω. Let us denote by bz the usual (real) Hessian of the function f at
the point z. Let us fix also an affine octonionic line L passing through z. We have to show
that ∆L(f |L)|z ≥ 0 where ∆L denotes the Laplacian on the line L. But
∆L(f |L)|z = 2Tr(bz|L).
Using this and (26) we get
∆L(f |L)|z = 16
∫
S(L)
bz(y)dy. (27)
We may and will assume that L = z + {ξ · x| x ∈ O} for some fixed ξ =
[
a
1
]
∈ O2. Then
∆L(f |L)|z = 16|ξ|2
∫
x∈S7
bz(ξ · x)dx Lemma 1.2.1=
1
|ξ|2Re
(
ξ∗
(
∂2f(z)
∂q¯i∂qj
)
ξ
)
.
Thus we have shown that
∆L(f |L)|z = 1|ξ|2Re
(
ξ∗
(
∂2f(z)
∂q¯i∂qj
)
ξ
)
. (28)
The last identity obviously implies the proposition. Q.E.D.
Let dq denote the standard Lebesgue measure on O2. This choice will allow us identify
functions with measures via u 7→ u · dq. Thus we will not distinguish these two notions.
A generalized function with values inH2(O), by definition, is a continuous linear R-valued
functional on the space C∞0 (Ω,H2(O)) of infinitely smooth compactly supported functions on
Ω with values in H2(Ω). This space will be denoted by C−∞(Ω,H2(O)). It is equipped with
the weak topology. We have an imbedding of the space L1loc(Ω,H2(O)) of locally integrable
H2(O)-valued functions into C−∞(Ω,H2(O)) which is given by
M 7→ [Φ 7→
∫
Ω
Re(Tr(M · Φ))dq]
where Tr denotes the sum of diagonal elements. (Note also that any octonionic matrices A
and B satisfy Re(Tr(AB)) = Re(Tr(BA)).
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3.1.9 Definition. Let M ∈ C−∞(Ω,H2(O)). We say that M is non-negative if for any
infinitely smooth compactly supported function Φ: Ω → H2(O) such that Φ(q) ≥ 0 for any
q ∈ Ω one has
M(Φ) ≥ 0.
3.1.10 Remark. If M is a continuous H2(O)-valued function then it is non-negative in
sense of generalized functions if and only if it is pointwise non-negative. This follows from
the observation that a matrix A ∈ H2(O) is non-negative definite if and only if for any
non-negative definite matrix B one has Re(Tr(AB)) ≥ 0.
3.1.11 Proposition. (i) A linear combination of octonionic plurisubharmonic functions
with positive coefficients is octonionic plurisubharmonic.
(ii) Maximum of two octonionic plurisubharmonic functions is octonionic plurisubhar-
monic.
Proof. This follows immediately from the corresponding properties of subharmonic
functions. Q.E.D.
Let us fix a sequence {δn} of smooth functions approximating the δ-function at the origin
0. More precisely for any n ∈ N we fix a function δn : O2 → R which satisfies:
(i) δn ∈ C∞(O2);
(ii) δn ≥ 0;
(iii)
∫
O2
δn(x)dx = 1;
(iv) the support supp (δn) is contained in the ball of radius
1
n
centered at the origin.
3.1.12 Proposition. Let f ∈ P (Ω), f 6≡ −∞ (in particular f ∈ L1loc(Ω) by Corollary 3.1.7).
(i) Then f ∗ δn is infinitely smooth octonionic plurisubharmonic function and f ∗ δn → f
in L1loc.
(ii) If moreover f ∈ P (Ω) ∩ C(Ω) then f ∗ δn → f uniformly on compact subsets of Ω.
Proof. Part (ii) in obvious. Let us prove part (i). It is standard (and easy to see)
that for any g ∈ L1loc, g ∗ δn → g weakly in sense of measures on every compact subset of
Ω, in particular in the sense of generalized functions. Observe now that in our situation
the sequence {f ∗ δn} is a sequence of subharmonic functions (by Proposition 3.1.6) with
a uniform upper bound on every compact sunset of Ω. Since this sequence converges to f
in sense of distributions, it convergence to f in L1loc by the general result on subharmonic
functions ([34], Theorem 3.2.12). Proposition is proved. Q.E.D.
We will need the following well known fact on subharmonic functions (see e.g. [34],
Theorem 3.2.12).
3.1.13 Lemma. Let U ⊂ Rn be an open connected subset. Let {uj} be a sequence of
subharmonic functions in U which have a uniform upper bound on every compact subset of
U .
(i) Then either {uj} → −∞ uniformly on every compact subset of U , or else there is a
subsequence {ujk} which converges in L1loc(U).
(ii) If uj 6≡ −∞ for every j, and {uj} converges to F ∈ C−∞(U) in the sense of gen-
eralized functions, then F is given by a subharmonic function f 6≡ −∞ and uj → f in
L1loc(U).
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Proof. See [34], Theorem 3.2.12. Q.E.D.
3.1.14 Proposition. Let Ω ⊂ O2 be an open subset. Let f : Ω→ R ∪ {−∞} be a function.
Assume that for every φ ∈ O2 ⋊ SL2(O) the function f ◦ φ is subharmonic in φ−1(Ω). Then
f is octonionic plurisubharmonic.
Proof. The proof is an easy modification of the proof of Theorem 4.1.7 in [34]. Let
z = (z1, z2) ∈ Ω. The the function f(z1 + w1, z2 + εw2) is subharmonic in w by hypothesis
for small ε > 0. Hence
f(z) ≤
∫
|ζ|=1
f(z1 + ζ1, z2 + εζ2)dζ.
Since f is upper semi-continuous and locally bounded from above, the Fatou lemma implies
as ε→ 0 that
f(z) ≤
∫
|ζ|=1
f(z1 + ζ1, z2)dζ.
The last inequality and Theorem 3.2.3 of [34] imply that the function z1 7→ f(z1, z2) is
subharmonic. The subharmonicity of restrictions of f to other octonionic lines follows from
the hypothesis and the transitivity of the action of Spin(9) on OP1. Q.E.D.
3.1.15 Theorem. Let Ω ⊂ O2 be an open connected subset. Let {fn} be a sequence of
octonionic plurisubharmonic functions in Ω which is uniformly bounded from above on every
compact subset of Ω.
(i) Then either fn → −∞ uniformly on every compact subset of Ω, or else there is a
subsequence {fnk} which converges in L1loc(Ω).
(ii) If fn 6≡ −∞ for all n, and {fn} converges in the sense of generalized functions to
F ∈ C−∞(Ω), then F is defined by an octonionic plurisubharmonic function f 6≡ −∞ and
fn → f in L1loc(Ω).
Proof. Both statements follow immediately from the corresponding statements on sub-
harmonic functions (Lemma 3.1.13) using Propositions 3.1.5, 3.1.6, and 3.1.14. Q.E.D.
3.1.16 Proposition. Let f : Ω → R ∪ {−∞} be a function such that f 6≡ −∞. Then f is
octonionic plurisubharmonic if and only if it satisfies the following conditions:
(i) f is upper semi-continuous;
(ii) f is locally integrable;
(iii)
(
∂2f
∂q¯i∂qj
)
≥ 0 in the sense of generalized functions.
Proof. Actually it remains to show that if a function f 6≡ −∞ is upper semi-continuous
and locally integrable then f is octonionic plurisubharmonic if and only if
(
∂2f
∂q¯i∂qj
)
≥ 0 in
the sense of generalized functions.
Let us fix a sequence {δn} approximating the δ-function at 0 as above. Then f ∗ δn is
infinitely smooth and converges to f weakly in sense of measures since f ∈ L1loc(Ω). Let us
assume first that f is octonionic plurisubharmonic. Then f ∗ δn is octonionic plurisubhar-
monic by Proposition 3.1.12(i). Hence by Proposition 3.1.8
(
∂2(f∗δn)
∂q¯i∂qj
)
≥ 0 pointwise. But
obviously
∂2(f ∗ δn)
∂q¯i∂qj
=
∂2f
∂q¯i∂qj
∗ δn.
23
Hence
(
∂2(f∗δn)
∂q¯i∂qj
)
→
(
∂2f
∂q¯i∂qj
)
is the sense of generalized functions. Hence
(
∂2f
∂q¯i∂qj
)
≥ 0.
Conversely let us assume that
(
∂2f
∂q¯i∂qj
)
≥ 0. Then
(
∂2(f∗δn)
∂q¯i∂qj
)
=
(
∂2f
∂q¯i∂qj
)
∗ δn ≥ 0. Since
f ∗ δn is infinitely smooth, it is octonionic plurisubharmonic by Proposition 3.1.8. Since
f ∗δn → f in the sense of generalized functions, the function f is octonionic plurisubharmonic
by Theorem 3.1.15(ii). Q.E.D.
3.2 An analogue of the Aleksandrov and Chern-Levine-Nirenberg
theorems.
In this section we will denote for brevity the octonionic Hessian
(
∂2u
∂q¯i∂qj
)
by ∂2u.
Let us define a 3-linear functional τ on triples of infinitely smooth compactly supported
R-valued functions on O2 by
τ(f0, f1, f2) =
∫
O2
f0 det(∂
2f1, ∂
2f2)dq
where dq is the standard Lebesgue measure. Later on we will use the following technical
lemma.
3.2.1 Lemma. τ is symmetric with respect to all 3 arguments f0, f1, f2.
Proof. It is clear that τ is invariant with respect to f1 and f2. It is enough to show that
τ(f0, f1, f2) = τ(f1, f0, f2). (29)
It will be more convenient to prove (29) under slightly more general assumptions: we will
assume that f0, f2 ∈ C∞0 (O2), and f1 ∈ C−∞(O2). First let us prove (29) for f1 = δ{q1=0},
i.e. f1 is the δ-function of the octonionic line {(0, x)| x ∈ O}. We have
∂2f1 =
[
∆1δ{q1=0} 0
0 0
]
,
det(∂2f1, ∂
2f2) =
1
2
∆2f2 ·∆1δ{q1=0}
where ∆i denotes the usual Laplacian with respect to the i-th octonionic variable.
Then
τ(f0, f1, f2) =
1
2
∫
O2
f0 ·∆2f2 ·∆1δ{q1=0} =
1
2
∫
{q1=0}
∆1(f0 ·∆2f2)dq2. (30)
On the other hand
τ(f1, f0, f2) =
∫
O2
f1 · det(∂2f0, ∂2f2)dq =
∫
{q1=0}
det(∂2f0, ∂
2f2)dq2 =∫
{q1=0}
det
([
∆1f0
∂2f0
∂q¯1∂q2
∂2f0
∂q¯2∂q1
∆2f0
]
,
[
∆1f2
∂2f2
∂q¯1∂q2
∂2f2
∂q¯2∂q1
∆2f2
])
dq2 =
1
2
∫
{q1=0}
(
∆1f0 ·∆2f2 +∆1f2 ·∆2f0 − 2Re
(
∂2f0
∂q¯1∂q2
· ∂
2f2
∂q¯2∂q1
))
dq2.
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After integration by parts in the second summand we obtain
τ(f1, f0, f2) =
1
2
∫
{q1=0}
(
∆1f0 ·∆2f2 + f0 ·∆1∆2f2 − 2Re
(
∂2f2
∂q¯2∂q1
· ∂
2f0
∂q¯1∂q2
))
dq2 (31)
Let us integrate the third summand in the last expression:∫
{q1=0}
Re
(
∂2f2
∂q¯2∂q1
· ∂
2f0
∂q¯1∂q2
)
dq2 =
∫
{q1=0}
Re
((
7∑
t=0
et
∂2f2
∂xt2∂q1
)
·
(
7∑
s=0
∂2f0
∂xs2∂q¯1
e¯s
))
dq2
by parts
=
−
7∑
s,t=0
∫
{q1=0}
Re
((
et
∂2
∂xs2∂x
t
2
(
∂f2
∂q1
))
·
(
∂f0
∂q¯1
e¯s
))
dq2
Lemma 1.1.1(i)
=
−
7∑
s,t=0
∫
{q1=0}
Re
((
e¯s
(
et
∂2
∂xs2∂x
t
2
(
∂f2
∂q1
)))
· ∂f0
∂q¯1
)
dq2
Lemma 1.1.1(iii)
=
−
7∑
s=0
∫
{q1=0}
Re
((
∂2
(∂xs2)
2
(
∂f2
∂q1
))
· ∂f0
∂q¯1
)
dq2 −
∑
0≤s<t≤7
∫
{q1=0}
Re
(((
∂2
∂xs2∂x
t
2
(
∂f2
∂q1
))
(e¯tes + e¯set)
)
· ∂f0
∂q¯1
)
dq2 =
−
∫
{q1=0}
Re
(
∂(∆2f2)
∂q1
· ∂f0
∂q¯1
)
dq2.
Substituting the last expression back to (31) we obtain
τ(f1, f0, f2) =
1
2
∫
{q1=0}
(
∆1f0 ·∆2f2 + f0 ·∆1∆2f2 + 2Re
(
∂(∆2f2)
∂q1
· ∂f0
∂q¯1
))
dq2 =
1
2
∫
{q1=0}
∂2
∂q¯1∂q1
(f0 ·∆2f2) dq2 = 1
2
∫
{q1=0}
∆1 (f0 ·∆2f2) dq2 by (30)= τ(f0, f1, f2).
Thus the equality (30) is proved for f1 = δ{q1=0}. Next using Proposition 1.5.1 and the fact
that the group O2⋊Spin(9) acts transitively on AOP1 we conclude that the equality (29) for
f1 = δL for any L ∈ AOP1. But by Corollary 2.1.4 linear combinations of such δ-functions
are dense in C−∞(O2), hence the equality (29) is proved for any generalized function f1.
Q.E.D.
For any matrix-valued function F : Ω → H2(O) let us denote by ||F ||L1(Ω) its L1-norm,
i.e. the sum of the L1-norms of the elements of this matrix. It is easy to see that if F takes
values in non-negative definite matrices, then
||F ||L1(Ω) ≤ 2|| det(F, I2)||L1(Ω) = 2
∫
Ω
det(F, I2) (32)
where I2 ∈ H2(O) is the identity matrix.
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3.2.2 Lemma. For any compact subset K ⊂ Ω and any its compact neighborhood K ′ ⊂ Ω
there exists a constant C such that for any f ∈ P (Ω) ∩ C2(Ω) one has
||(∂2f)||L1(K) ≤ C||f ||L∞(K ′); (33)
|| det(∂2f)||L1(K) ≤ C||f ||2L∞(K ′). (34)
Proof. Let us fix a non-negative function γ ∈ C∞0 (Ω) which is equal to 1 in a neigh-
borhood of K and vanishes on a neighborhood of the closure Ω\K ′. Then using (32) one
has
||(∂2f)||L1(K) ≤ 2
∫
Ω
γ det(∂2f, I2) =∫
Ω
γ ·∆f =
∫
Ω
f∆γ ≤ C||f ||L∞(K ′).
Thus the inequality (33) is proved. Let us prove (34). We have
|| det(∂2f)||L1(K) ≤
∫
Ω
γ det(∂2f)
Lemma 3.2.1
=
∫
Ω
f det(∂2γ, ∂2f) ≤
C ′||f ||L∞(K ′) · ||(∂2f)||L1(supp γ) ≤ C ′′||f ||2L∞(K ′)
where the last inequality follows from (33). Lemma is proved. Q.E.D.
3.2.3 Corollary. For any compact subset K ⊂ Ω and any its compact neighborhood K ′ ⊂ Ω
there exists a constant C such that for any f, g ∈ P (Ω) ∩ C2(Ω) and any φ ∈ C2(Ω) with
supp φ ⊂ K one has∣∣ ∫
Ω
φ
(
det(∂2f)− det(∂2g)) ∣∣ ≤ C||f − g||L∞(K) (||f ||L∞(K ′) + ||g||L∞(K ′)) · ||φ||C2(Ω). (35)
Proof. We have ∣∣ ∫
Ω
φ
(
det(∂2f)− det(∂2g)) ∣∣ ≤
∣∣ ∫ φ det(∂2(f − g), ∂2f)∣∣+ ∣∣ ∫ φ det(∂2g, ∂2(f − g))∣∣ Lemma 3.2.1=
∣∣ ∫ (f − g) det(∂2f, ∂2φ)∣∣+ ∣∣ ∫ (f − g) det(∂2g, ∂2φ)∣∣ ≤
C||f − g||L∞(K)||φ||C2(Ω)
(||(∂2f)||L1(K) + ||(∂2g)||L1(K)) Lemma 3.2.2≤
C ′||f − g||L∞(K)||φ||C2(Ω)
(||f ||L∞(K ′) + ||g||L∞(K ′)) .
Corollary is proved. Q.E.D.
3.2.4 Proposition. Let Ω ⊂ O2 be an open subset. Assume that a sequence {fn} ⊂ P (Ω),
fn 6≡ −∞ for any n, converges in L1loc(Ω) to an octonionic plurisubharmonic function f 6≡
−∞. Then one has a week convergence of H2(O)-valued measures(
∂2fn
∂q¯i∂qj
)
→
(
∂2f
∂q¯i∂qj
)
.
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Proof. By Lemma 3.2.2 the measures {( ∂2fn
∂q¯i∂qj
)} are uniformly locally bounded in Ω.
Hence choosing a subsequence if necessary we may assume that this sequence of measures
converges weakly to an H2(O)-valued measure (νi¯j). We have to prove that νi¯j = ∂
2f
∂q¯i∂qj
. To
see it let us fix an arbitrary function φ ∈ C∞0 (Ω). Then∫
Ω
∂2fn
∂q¯i∂qj
· φdq =
∫
Ω
fn · ∂
2φ
∂q¯i∂qj
dq →
∫
Ω
f · ∂
2φ
∂q¯i∂qj
dq =
∫
Ω
∂2f
∂q¯i∂qj
φ · dq,
where the first and the last equalities are obtained by integration by parts. The result follows.
Q.E.D.
3.2.5 Proposition. Let f ∈ P (Ω) ∩ C(Ω). There exists a unique measure on Ω denoted by
det(∂2f) satisfying the following property: for any sequence {fn} ⊂ P (Ω) ∩C2(Ω) such that
fn → f uniformly on compact subsets of Ω one has det(∂2fn)→ det(∂2f) weakly in sense of
measures. This measure det(∂2f) is non-negative and has the obvious interpretation when
f ∈ C2(Ω).
Proof. By Lemma 3.2.2 for any compact subset K ⊂ Ω and any its compact neighbor-
hood K ′ there exists a constant C such that for any n
|| det(∂2fn)||L1(K) ≤ C||fn||2L∞(K ′).
Hence the sequence of measures det(∂2fn)|K on K has a compact closure in the weak topol-
ogy. It remains to show that this sequence has at most one limiting point. By Corollary
3.2.3 we have for any φ ∈ C∞0 (Ω) with supp φ ⊂ K∣∣ ∫
Ω
φ
(
det(∂2fn)− det(∂2fm)
) ∣∣ ≤ C||φ||C2(Ω)||fn − fm||L∞(K)(||fn||L∞(K ′) + ||fm||L∞(K ′)).(36)
Obviously the last expression tends to 0 as m,n → ∞. This implies also that the limiting
measure is unique and it is independent of the approximating sequence {fn}. Let us denote
it temporarily by µ.
Obviously the limiting measure µ is non-negative. It remains to check that if f ∈ C2(Ω)
then µ = det(∂2f). We have shown that µ is independent of an approximating sequence.
Taking the constant sequence equal to f we conclude the result. Q.E.D.
The next lemma generalizes Lemma 3.2.2 and Corollary 3.2.3 to the class of all continuous
plurisubharmonic functions.
3.2.6 Lemma. For any compact subset K ⊂ Ω and any its compact neighborhood K ′ ⊂ Ω
there exists a constant C such that
(i) for any f ∈ P (Ω) ∩ C(Ω) one has
||(∂2f)||L1(K) ≤ C||f ||L∞(K ′), (37)
|| det(∂2f)||L1(K) ≤ C||f ||2L∞(K ′); (38)
(ii) for any f, g ∈ P (Ω) ∩ C(Ω) and any φ ∈ C2(Ω) with supp φ ⊂ K one has
∣∣ ∫
Ω
φ
(
det(∂2f)− det(∂2g)) ∣∣ ≤ C||f − g||L∞(K) (||f ||L∞(K ′) + ||g||L∞(K ′)) · ||φ||C2(Ω). (39)
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Proof. This lemma follows immediately from Lemma 3.2.2 and Corollary 3.2.3 using
Proposition 3.2.5 and the approximation of f by smooth plurisubharmonic functions as in
Proposition 3.1.12. Q.E.D.
3.2.7 Theorem. Let Ω ⊂ O2 be an open subset. Let a sequence {fn} ⊂ P (Ω) ∩ C(Ω)
converges uniformly on compact subsets of Ω to a function f . Then f ∈ P (Ω) ∩ C(Ω) and
det(∂2fn)→ det(∂2f) weakly in sense of measures.
Proof. This theorem follows from Lemma 3.2.6 exactly in the same way as Proposition
3.2.5 followed from Lemma 3.2.2 and Corollary 3.2.3. Q.E.D.
From Proposition 3.2.5 and Theorem 3.2.7 one can easily deduce the following ’mixed’
version of these results generalizing both of them. This version uses the notion of mixed
determinant introduced in Section 1.2.
3.2.8 Theorem. Let Ω ⊂ O2 be an open subset. For any f, g ∈ P (Ω) ∩ C(Ω) there exists a
non-negative measure denoted by det(∂2f, ∂2g). It satisfies and is uniquely characterized by
the following two properties:
(i) if f, g ∈ C2(Ω) then the meaning is obvious;
(ii) if one has two sequences {fn}, {gn} ⊂ P (Ω) ∩ C(Ω) such that fn → f, gn → g
uniformly on compact subsets of Ω then det (∂2fn, ∂
2gn)→ det (∂2f, ∂2g) weakly in the sense
of measures.
Note that non-negativity of measures follows from Lemma 1.2.6.
3.3 A B locki type theorem.
3.3.1 Theorem. For any u, v ∈ P (Ω) ∩ C(Ω) one has
det(∂2(max{u, v})) = det(∂2(max{u, v}), ∂2u+ ∂2v)− det(∂2u, ∂2v). (40)
Proof. The argument is very close to the original B locki’s argument [21]. By continuity
of both sides in (40) we may assume that u, v are smooth. Let χ : R→ [0,∞) be a smooth
function such that χ(x) = 0 if x ≤ −1, χ(x) = x if x ≥ 1, and 0 ≤ χ′ ≤ 1, χ′′ ≥ 0
everywhere. Define
ψj := v +
1
j
χ(j(u− v)),
α := u− v,
w := max{u, v}.
It is easy to see that ψj ↓ w uniformly on compact subsets and monotonically as j →∞.
3.3.2 Lemma. (
χ(jα)
j
)
p¯q
= χ′(jα) · αp¯q + jχ′′(jα)αp¯αq.
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Proof. Since α is a real valued function we have(
χ(jα)
j
)
pq¯
=
1
j
7∑
l,m=0
el(χ(jα))xlqxmp e¯m =
7∑
l,m=0
el
(
χ′(jα) · αxlp
)
xmq
e¯m =
7∑
l,m=0
el
(
jχ′′(jα) · αxlpαxmq + χ′(jα)αxlpxmq
)
e¯m =
χ′(jα)αp¯q + jχ
′′(jα)αp¯αq.
Q.E.D.
Thus from Lemma 3.3.2 we obtain
(ψj)p¯q = vp¯q + χ
′(jα)(u− v)p¯q + jχ′′(jα)αp¯αq =
χ′(jα)up¯q + (1− χ′(jα))vp¯q + jχ′′(jα)αp¯αq.
The matrix (αp¯αq) is non-negative definite. Then, since 0 ≤ χ′ ≤ 1 and χ′′ ≥ 0, it follows
that ψj is plurisubharmonic. From the definition of ψj we have
det(∂2ψj) = det(∂
2v) + 2 det
(
∂2v, ∂2
(
χ(jα)
j
))
+ det
(
∂2
(
χ(jα)
j
))
. (41)
We have weak convergence
det(∂2ψj)→ det(∂2w), (42)
det
(
∂2v, ∂2
(
χ(jα)
j
))
→ det (∂2(w − v), ∂2v) . (43)
Let us study the last term in (41), namely det
(
∂2
(
χ(jα)
j
))
. From Lemma 3.3.2 one gets
det
(
∂2
(
χ(jα)
j
))
= (44)
χ′(jα)2 det (αp¯q) + 2jχ
′(jα)χ′′(jα) det ((αp¯αq), (αp¯q)) + (jχ
′′(jα))2 det(αp¯αq) = (45)
χ′(jα)2 det (αp¯q) + 2jχ
′(jα)χ′′(jα) det ((αp¯αq), (αp¯q)) (46)
since the last summand in (45) vanishes. Let γ : R → R be such that γ′ = (χ′)2. Then we
have
3.3.3 Lemma.
det
(
∂2
(
χ(jα)
j
))
= det
(
∂2
(
γ(jα)
j
)
, ∂2α
)
.
Let us postpone the proof of Lemma 3.3.3, and finish the proof of Theorem 3.3.1. One
can choose γ so that γ(−1) = 0. Then γ(jx)
j
↓ max{0, x} uniformly on compact subsets and
monotonically as j →∞. Hence
det
(
∂2
(
χ(jα)
j
))
→ det(∂2(w − v), ∂2α) weakly .
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This and (41), (42), (43) imply
det(∂2w) = det(∂2v) + 2 det(∂2(w − v), ∂2v) + det(∂2(w − v), ∂2(u− v))
= det(∂2w, (∂2u+ ∂2v))− det(∂2u, ∂2v).
This implies Theorem 3.3.1. It remains to prove Lemma 3.3.3.
Proof of Lemma 3.3.3. We have(
γ(jα)
j
)
p¯q
= γ′(jα)αp¯q + αp¯ · (γ′(jα))q
= (χ′(jα))2αp¯q + 2jχ
′(jα)χ′′(jα)αp¯ · αq.
This and the equality (46)=(44) imply Lemma 3.3.3. Q.E.D.
3.3.4 Corollary. For any u, v ∈ P (Ω) ∩ C(Ω) such that min{u, v} ∈ P (Ω) one has
det(∂2(min{u, v})) = det(∂2u) + det(∂2v)− det(∂2(max{u, v})).
Proof. Observe that min{u, v} = u+ v−max{u, v}. Denote for brevity U := ∂2u, V :=
∂2v,W := ∂2(max{u, v}). Then we get
det(∂2(min{u, v})) = det(U + V −W ) =
(detU + det V − detW ) +
2 detW + 2det(U, V )− 2 det(U,W )− 2 det(V,W ) Theorem 3.3.1=
detU + det V − detW.
Corollary is proved. Q.E.D.
4 Valuations on convex subsets of O2.
4.1 ”Obvious” examples of valuations on O2.
We denote by V al(O2) the space of translation invariant continuous valuations on convex
compact subsets of O2. We denote by V alSpin(9)(O2) the subspace of Spin(9)-invariant
valuations. Since the group Spin(9) acts transitively on the unit sphere S15, the space
V alSpin(9)(O2) is finite dimensional by [4], Theorem 8.1. Since −Id ∈ Spin(9) all valuations
in V alSpin(9)(O2) are even, i.e. they take the same value on K and −K for any convex
compact set K.
For the moment we can neither classify valuations in V alSpin(9)(O2) nor even compute
the dimension of this space. The goal of this section is to present few examples of such
valuations which are natural from the point of view of convexity and integral geometry.
For a non-negative integer i ≤ 16 let us denote by Vi the intrinsic volume which is a
continuous valuation invariant under all isometries of the Euclidean space R16. By definition,
for any K ∈ K(O2) the intrinsic volume Vi(K) is equal (up to a normalizing constant) to
the mixed volume V (K, . . . , K︸ ︷︷ ︸
i times
; D, . . . , D︸ ︷︷ ︸
16−i times
) where D is the unit Euclidean ball. We refer
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to the book [45] for the details on the mixed and intrinsic volumes. Thus in particular
Vi ∈ V alSpin(9)(O2). Recall that V16 is proportional to the Lebesgue measure, and V0 is the
Euler characteristic (which is equal to 1 on any convex compact set).
To construct more examples let us fix i = 0, 1, . . . , 8. Define
Ti(K) :=
∫
E∈OP1
Vi(prE(K))dE (47)
where prE : O
2 → E is the orthogonal projection, and dE is the probability Spin(9)-
invariant Haar measure on OP1. It is easy to see that Ti ∈ V alSpin(9)(O2). Moreover Ti
is i-homogeneous: a valuation φ is called i-homogeneous if φ(λK) = λiφ(K) for any λ > 0
and any set K.
Next fix 8 ≤ j ≤ 16. Define
Uj(K) :=
∫
F∈AOP1
Vj−8(K ∩ F )dF (48)
where dF is O2 ⋊ Spin(9)-invariant Haar measure on AOP1 (we do not specify the normal-
ization of this measure since it is irrelevant for the moment). Then Uj ∈ V alSpin(9)(O2). Uj
is j-homogeneous.
4.1.1 Remark. The valuations Ti and U16−i are Fourier transform of each other (up to a
constant). For the notion of the Fourier transform on valuations we refer to [8] for the even
case (where this transform is called the duality operator) and to [14] for the general case.
Notice that the intrinsic volumes Vi and V16−i are also Fourier transforms of each other (up
to a constant).
4.1.2 Remark. V alSpin(9)(O2) has a natural product [9] making it a commutative associative
graded algebra with unit (where the unit is the Euler characteristic). Thus taking polynomi-
als in the above examples of valuations we can produce more examples of Spin(9)-invariant
valuations. Moreover one can take convolutions in sense of [20] of the above examples. How-
ever at present relations of these examples to the previous ones are not known (e.g. which
of them are linearly independent? do they span V alSpin(9)(O2)?).
4.1.3 Remark. There is still yet another general construction of valuations which is based
on integration of Spin(9)-invariant differential forms on the spherical cotangent bundle of O2
with respect to the normal cycle of a convex set. It was shown in [12], Theorem 5.2.1, that
this construction gives all valuations from V alSpin(9)(O2). This construction of valuations
uses results of J. Fu [25], [26]; more details in the context of valuations are given in [15].
Relations of this construction to other ones discussed in this article have not been studied.
4.2 New examples of valuations on O2.
Recall that the space O2 is equipped with the standard Euclidean product
< (q1, q2), (z1, z2) >= Re(q1z¯1 + q2z¯2).
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For a convex compact set K ∈ K(O2) one defines its supporting functional hK : O2 → R by
hK(x) := sup
y∈K
< x, y > .
Then hK is a convex 1-homogeneous function. In particular it is octonionic plurisubharmonic
(Example 3.1.4).
4.2.1 Theorem. Fix a continuous compactly supported function ψ on O2. Then
K 7→
∫
O2
det
(
∂2hK
∂q¯i∂qj
)
· ψdq
is a translation invariant continuous 2-homogeneous valuation on K(O2).
Proof. Translation invariance is obvious. Continuity follows from Theorem 3.2.7. To
prove the valuation property let us observe first that if K = K1∪K2 with K1, K2, K ∈ K(O2)
then
hK = max{hK1, hK2}, hK1∩K2 = min{hK1, hK2}.
Hence the result follows from Theorem 3.3.1. Q.E.D.
From Theorem 4.2.1 and Proposition 1.5.1 we immediately deduce the following corollary.
4.2.2 Corollary. The correspondence
K 7→
∫
D
det
(
∂2hK
∂q¯i∂qj
)
dq
where D is the unit ball in O2, is a Spin(9)-invariant translation invariant continuous 2-
homogeneous valuation on K(O2).
4.2.3 Remark. It is not hard to see that the valuation from Corollary 4.2.2 is not invariant
under the group SO(16). In particular it is not proportional to the second intrinsic volume
V2 on R
16.
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