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Abstract
We study the complexity of learning and approximation of self-bounding functions over the
uniform distribution on the Boolean hypercube {0, 1}n. Informally, a function f : {0, 1}n → R
is self-bounding if for every x ∈ {0, 1}n, f(x) upper bounds the sum of all the n marginal
decreases in the value of the function at x. Self-bounding functions include such well-known
classes of functions as submodular and fractionally-subadditive (XOS) functions. They were
introduced by Boucheron et al. in the context of concentration of measure inequalities. Our
main result is a nearly tight ℓ1-approximation of self-bounding functions by low-degree juntas.
Specifically, all self-bounding functions can be ǫ-approximated in ℓ1 by a polynomial of degree
O˜(1/ǫ) over 2O˜(1/ǫ) variables. We show that both the degree and junta-size are optimal up to
logarithmic terms. Previous techniques considered stronger ℓ2 approximation and proved nearly
tight bounds of Θ(1/ǫ2) on the degree and 2Θ(1/ǫ
2) on the number of variables. Our bounds rely
on the analysis of noise stability of self-bounding functions together with a stronger connection
between noise stability and ℓ1 approximation by low-degree polynomials. This technique can
also be used to get tighter bounds on ℓ1 approximation by low-degree polynomials and faster
learning algorithm for halfspaces.
These results lead to improved and in several cases almost tight bounds for PAC and agnostic
learning of self-bounding functions relative to the uniform distribution. In particular, assuming
hardness of learning juntas, we show that PAC and agnostic learning of self-bounding functions
have complexity of nΘ˜(1/ǫ).
1 Introduction
We consider learning and approximation of several classes of real-valued functions over the uniform
distribution on the Boolean hypercube {0, 1}n. The most well-studied class of functions that we
consider is the class of submodular functions. A related class of functions is that of fractional
subadditive functions, equivalently known as XOS functions, which generalize monotone submod-
ular functions and have been introduced in the context of combinatorial auctions [LLN06]. XOS
functions are also known to have an equivalent definition as Rademacher complexity of a subset
of data points for some class of functions [FV15]. It turns out that these classes are all contained
in a broader class, that of self-bounding functions, introduced in the context of concentration of
∗Work done while the author was at IBM Research - Almaden.
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measure inequalities [BLM00]. Informally, a function f over {0, 1}n is a-self-bounding if for every
x ∈ {0, 1}n, a · f(x) upper bounds the sum of all the n marginal decreases in the value of the
function at x. For XOS functions a = 1 and for submodular1 a = 2 (a is omitted when it equals
1). See Sec. 2 for formal definitions and examples of self-bounding functions.
Wide-spread applications of submodular functions have recently inspired the question of whether
and how such functions can be learned from random examples (of an unknown submodular func-
tion). The question was first formally considered by Balcan and Harvey [BH12] who motivate
it by learning of valuations functions. Reconstruction of such functions up to some multiplica-
tive factor from value queries (which allow the learner to ask for the value of the function at any
point) was also considered by Goemans et al. [GHIM09]. In this work we consider the setting in
which the learner gets random and uniform examples of an unknown function f and its goal is to
find a hypothesis function h that ǫ-approximates the unknown function for a given ǫ > 0. The
measure of the approximation error we use is the standard absolute error or ℓ1-distance, which
equals Ex∼D[|f(x) − h(x)|]. While other measures of error, such as ℓ2, are often studied in ma-
chine learning, there is a large number of scenarios where the expected absolute error is used. For
example, if the unknown function is Boolean then learning with ℓ1 error is equivalent to learning
with Boolean disagreement error [KKMS08]. In fact, it is known that the complexity of agnostic
learning over product distributions in the statistical query model is characterized by how well the
Boolean functions can be approximated in ℓ1 by low-degree polynomials [DSFTWW15]. Applica-
tions of learning algorithms for submodular functions to differentially-private data release require
ℓ1 error [GHRU11; CKKL12; FK14] as does learning of probabilistic concepts (which are concepts
expressing the probability of an event) [KS94].
Motivated by applications to learning, prior works have also studied a number of natural ques-
tions on approximation of submodular and related classes of functions by concisely represented
functions. For example, linear functions [BH12], low-degree polynomials [CKKL12; FV15], DNF
formulas [RY13], decision trees [FKV13] and functions of few variables (referred to as juntas)
[FKV13; BOSY13; FV15; FV16]. We survey the prior work in more detail in Section 1.2.
1.1 Our results
In this work, we provide nearly tight bounds on approximation of self-bounding functions by low-
degree polynomials and juntas in the ℓ1-norm. The results are obtained via the noise-stability
analysis of self-bounding functions. Previous approximation bounds for the uniform distribution
relied on bounding ℓ2 error that is more convenient to analyze using Fourier techniques. However
this approach has so far led to weaker bounds on ℓ1 approximation error. Further the known bounds
on ℓ2 approximation are known to be optimal [FV15]. The dependence of the degree and junta
size on the error parameter ǫ in our bounds is quadratically better (up to a logarithmic term) than
bounds which are known for ℓ2 error.
Structural results: Our two key structural results can be summarized as follows.
Theorem 1.1. Let f : {0, 1}n → [0, 1] be an a-self-bounding function and ǫ > 0. For d =
O(a/ǫ · log(1/ǫ)) there exists a set of indices I of size 2O(d) and a polynomial p of degree d over
1Technically, self-bounding functions are always non-negative and hence capture only non-negative submodular
functions. Submodularity is preserved under shifting of the function and therefore it is sufficient to consider non-
negative submodular functions.
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variables in I such that ‖f − p‖1 ≤ ǫ.
This result itself is based on a combination of two structural results. The first one gives a degree
bound of O(aǫ log
1
ǫ ). Previously, it was known that submodular functions with range [0, 1] can be
ǫ-approximated by polynomials of degree O(1/ǫ2) [CKKL12; FKV13]. Feldman and Vondra´k
[FV16] showed that the same upper bound applies all self-bounding functions and, more generally,
all functions of low total influence. More recently, it was shown that this upper bound is tight
[FV15]. For comparison, as follows from the results in [FV15], for XOS functions there is no
significant difference in between ℓ1 and ℓ2 approximation. In both cases degree Θ(1/ǫ) and junta
of size 2Θ(1/ǫ) are needed. One natural open problem that is left open is the degree of polynomial
necessary to approximate a submodular function in ℓ1 norm.
Our proof is based on a new and simple connection between (the appropriately generalized
notion of) noise sensitivity of a real-valued function and its approximability by a low-degree poly-
nomial. The key observation here is that the application of the noise operator to a function f that
has low noise sensitivity gives a function that is close to f in ℓ1 norm. The obtained smoothed func-
tion is much easier to approximate by a low-degree polynomial since its Fourier spectrum decays
rapidly with the growth of the degree. This technique is general and also gives a sharper bound for
ℓ1 approximation of halfspaces by low-degree polynomials (see Cor. 3.6). To apply this technique to
self-bounding functions we show that noise-sensitivity can be upper bounded using a bound on the
total ℓ1 influence of all the coordinates on the function. It is known that a-self-bounding function
have total influence of at most a [FV16] and thus we obtain that any a-self-bounding functions has
bounded noise sensitivity and can be approximated by a degree O(aǫ log
1
ǫ ) polynomial.
The second component of this result builds on the work of [FV16], where it was shown that a
classic theorem of Friedgut [Fri98], on approximation of Boolean functions by juntas, generalizes
to the setting of real-valued functions by including a dependence on ℓ1 as well as ℓ2-influences of
the function. We show that by applying the analysis from [FV16] to the smoothed version of f (for
which we have better degree bounds) we can obtain approximation by a junta of size 2O(a/ǫ·log(1/ǫ)).
This improves on 2O(a/ǫ
2) bound in [FV16] (that holds also for ℓ2 error). We note that both of the
components also apply to the more general class of functions with low total ℓ1 influence.
We then study the effect of the noise operator on self-bounding functions in more detail. We
demonstrate that the smoothed version is noise stable even in the stronger point-wise sense: for
every x, the smoothed function at x cannot be much smaller than f(x). This result generalizes
a similar result from [CKKL12] for submodular functions. Such stability implies that for every
non-negative a-self-bounding function f , ‖f‖1 ≥ 13a ‖f‖∞ (see Lemma 3.9). This has been known
for submodular [FMV07] and XOS [Fei06] functions (with a constant a) and, together with approx-
imation by a junta, can be used to obtain a learning algorithm with multiplicative approximation
guarantees for all a-self-bounding functions [FV16].
Algorithmic applications: It is easy to exploit our structural results in existing learning al-
gorithms to obtain better running time and sample complexity bounds. We describe one of these
results here and some additional ones in Section 4. Specifically, we give an algorithm for learning
all a-self-bounding functions relative to the uniform distribution in the challenging agnostic frame-
work. An agnostic learning algorithm for a class of functions C is an algorithm that given random
examples of any function f finds a hypothesis h whose error is at most ǫ-greater than the error of
the best hypothesis in C (see [KSS94] for the Boolean case).
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Theorem 1.2. Let Ca be the class of all a-self-bounding functions from {0, 1}n to [0, 1]. There
exists an algorithm A that given ǫ > 0 and access to random uniform examples of any real-valued
f , with probability at least 2/3, outputs a function h, such that ‖f − h‖1 ≤ ∆ + ǫ, where ∆ =
ming∈Ca{‖f − g‖1}. Further, A runs in time nO˜(a/ǫ) and uses 2O˜(a2/ǫ2) log n examples.
This algorithm is based on polynomial ℓ1 regression with an additional constraint on the spectral
norm of the solution to obtain a stronger sample complexity bound [FV16]. The best previous bound
of nO(a/ǫ
2) time and 2O(a
2/ǫ4) log n examples follows from the results in [FV16] for function of low
total influence.
Lower bounds: We prove that a-self-bounding functions require degree Ω(a/ǫ) to ǫ-approximate
in ℓ1 distance (see Cor. 5.7). A construction of a parity function correlated with a submodular
function in [FKV13] also implies that even submodular functions require polynomials of degree
Ω(ǫ−2/3) to ǫ-approximate in ℓ1.
In [FV16] it is shown that XOS functions require a junta of size 2Ω(1/ǫ) to ǫ-approximate (however
submodular functions admit approximation by exponentially smaller juntas [FV16]). This also
implies 2Ω(a/ǫ) lower bound on junta size for a-self-bounding functions (see Lem. 5.3). Therefore
our structural results are essentially tight for self-bounding functions.
We then show that our agnostic learning algorithm for a-self-bounding function is nearly opti-
mal. In fact, even PAC learning of non-monotone a-self-bounding functions requires time nΩ(a/ǫ)
assuming hardness of learning k-term DNF to accuracy 1/4 in time nΩ(k). This is in contrast to
the submodular [FKV13; FV16] and monotone self-bounding cases (Thm. 4.3).
Theorem 1.3. For every a ≥ 1, if there exists an algorithm that PAC learns a-self-bounding
functions with range [0, 1] to ℓ1 error of ǫ > 0 in time T (n, 1/ǫ) then there exists an algorithm that
PAC learns k-DNF formulas to accuracy ǫ′ in time T (n, k/(a · ǫ′)) for some fixed constant c.
To prove this hardness results we show that a k-DNF formula (of any size) is a k-self-bounding
function. Using an additional “lifting” trick we can also embed k-DNF formulas into a-self-bounding
functions for any a ≥ 1. Note that any k-junta can be computed by a k-DNF formula. Learning of
DNF expressions is a well-studied problem in learning theory but there are no algorithms for this
problem better than the trivial O(nk) algorithm, even for a constant ǫ′ = 1/4. The (potentially
simpler) problem of learning k-juntas is also considered very hard [BL97; Blu03]. Until recently,
the only non-trivial algorithm for the problem was the O(n0.7k)-time algorithm by Mossel et al.
[MOS04]. The best known upper bound is O(n0.6k) and was given in the recent breakthrough
result of Valiant [Val12]. Learning of k-juntas is also known to have complexity of nΩ(k) for
all statistical query algorithms [BFJKMR94]. Theorem 1.3 implies that PAC learning of a-self-
bounding functions in time no(a/ǫ) would lead to a no(k) algorithm for learning k-DNF to any
constant accuracy and, in particular, an algorithm for PAC learning k-juntas in time no(k). We
note that the dependence on a/ǫ in our lower bound matches our upper bound up to a logarithmic
factor.
Finally, we remark that our reduction to learning of k-DNF also implies that PAC learning of
a-self-bounding functions requires at least 2Ω(a/ǫ) random examples or even stronger value queries
(see Cor. 5.6). Therefore sample complexity bounds we give are also close to optimal. Further
details of lower bounds are given in Section 5.
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1.2 Related work
Below we briefly mention some of the other related work. We direct the reader to [BH12] and
[FV15] for more detailed surveys. Balcan and Harvey study learning of submodular functions
without assumptions on the distribution and also require that the algorithm output a value which
is within a multiplicative approximation factor of the true value with probability ≥ 1−ǫ (the model
is referred to as PMAC learning). This is a very demanding setting and indeed one of the main
results in [BH12] is a factor- 3
√
n inapproximability bound for submodular functions. This notion
of approximation is also considered in subsequent works of Badanidiyuru et al. [BDFKNR12] and
Balcan et al. [BCIW12] where upper and lower approximation bounds are given for other related
classes of functions such as XOS and subadditive. We emphasize that these strong lower bounds
rely on a very specific distribution concentrated on a sparse set of points, and show that this setting
is very different from uniform/product distributions which are the focus of this paper.
Gupta et al. [GHRU11] motivate learning of submodular functions over the uniform distribution
by problems in differentially-private data release. They show that submodular functions with range
[0, 1] are ǫ-approximated by a collection of nO(1/ǫ
2) ǫ2-Lipschitz submodular functions. Each ǫ2-
Lipschitz submodular function can be ǫ-approximated by a constant. This leads to a learning
algorithm running in time nO(1/ǫ
2), which however requires value oracle access to the target function,
in order to build the collection.
The work of Cheraghchi et al. [CKKL12] studies approximations of submodular functions
by low-degree polynomials. They prove that any submodular function (of unit norm) can be
ǫ-approximated in ℓ1 by a polynomial of degree O(1/ǫ
2). This leads again to an nO(1/ǫ
2)-time
algorithm, but one which requires only random examples and works even in the agnostic setting.
The main tool used in this work is the notion of noise stability. Feldman and Vondra´k [FV16]
studied approximation of submodular, XOS and self-bounding functions by juntas. Their main
result shows that submodular functions can be approximated in ℓ2 by a junta of size O˜(1/ǫ
2) and
further that all self-bounding functions can be approximated by a junta of size 2O(1/ǫ
2).
Subsequently, Feldman and Vondra´k [FV15] have obtained tight bounds on the degree of
a polynomial that sufficient to approximate any function in each of these function classes in ℓ2
norm. Specifically, they showed Θ˜(ǫ−4/5) bound for submodular functions, Θ(1/ǫ) bound for XOS
functions and a matching lower bound of Ω(1/ǫ2) for self-bounding functions. The degree bound
for XOS functions also implies an upper bound of 2O(1/ǫ) on the size of the junta sufficient to
approximate (in ℓ2) any XOS function.
Raskhodnikova and Yaroslavtsev [RY13] consider learning and testing of submodular functions
taking values in the range {0, 1, . . . , k} (referred to as pseudo-Boolean). The error of a hypothesis in
their framework is the probability that the hypothesis disagrees with the unknown function. They
build on the approach from [GHRU11] to show that pseudo-Boolean submodular functions can be
expressed as 2k-DNF and then give a poly(n) ·kO(k log k/ǫ)-time PAC learning algorithm using value
queries. Blais et al. [BOSY13] proved existence of a junta of size (k log(1/ǫ))O(k) and used it to
give an algorithm for testing submodularity using (k log(1/ǫ))O˜(k) value queries. Feldman and
Vondra´k [FV16] and, more recently, Blais and Bommireddi [BB17] have studied testing of various
type of valuation functions showing that approximation by a junta can be exploited to get efficient
testing algorithms.
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2 Preliminaries
2.1 Submodular, subadditive and self-bounding functions
In this section, we define the relevant classes of functions. We refer the reader to [Von10; FV16]
for more details.
Definition 2.1. A set function f : 2N → R is
• monotone, if f(A) ≤ f(B) for all A ⊆ B ⊆ N .
• submodular, if f(A ∪B) + f(A ∩B) ≤ f(A) + f(B) for all A,B ⊆ N .
• fractionally subadditive, if f(A) ≤∑βif(Bi) whenever βi ≥ 0 and ∑i:a∈Bi βi ≥ 1 ∀a ∈ A.
Submodular functions are not necessarily nonnegative, but in many applications (especially
when considering multiplicative approximations), this is a natural assumption. Fractionally sub-
additive functions are nonnegative by definition (by considering A = B1, β1 > 1). In this paper we
work exclusively with functions f : 2N → R+.
Next, we introduce a-self-bounding functions. Self-bounding functions were defined by Boucheron
et al. [BLM00] as a unifying class of functions that enjoy strong “dimension-free” concentration
properties. Currently this is the most general class of functions known to satisfy such concentration
bounds. Self-bounding functions are defined generally on product spaces Xn; here we restrict our
attention to the hypercube, so the reader can assume that X = {0, 1}. We identify functions on
{0, 1}n with set functions on N = [n] in a natural way. Here we define a somewhat more general
class of a-self-bounding functions, following [MR06].
Definition 2.2. A function f : {0, 1}n → R is a-self-bounding, if for all x ∈ {0, 1}n and i ∈ [n],
f(x)−min
xi
f(x) ≤ 1
and
n∑
i=1
(f(x)−min
xi
f(x)) ≤ af(x).
Useful properties of a-self-bounding functions that are easy to verify is that they are closed
under taking max operation and closed under taking convex combinations. A particular example
of a self-bounding function (related to applications of Talagrand’s inequality) is a function with the
property of small certificates: f : Xn → Z+ has small certificates, if it is 1-Lipschitz and whenever
f(x) ≥ k, there is a set of coordinates S ⊆ [n], |S| = k, such that if y|S = x|S , then f(y) ≥ k. Such
functions often arise in combinatorics, by defining f(x) to equal the maximum size of a certain
structure appearing in x. In Section 5 we also show that k-DNF formulas are k-self-bounding.
2.2 Fourier analysis on the Boolean cube
The ℓ1 and ℓ2-norms of a f : {0, 1}n → R are defined by ‖f‖1 = Ex∼U [|f(x)|] and ‖f‖2 =
(Ex∼U [f(x)
2])1/2, respectively, where U is the uniform distribution over {0, 1}n. In what follows all
probabilities and expectations are relative to U unless explicitly specified otherwise.
We rely on the standard Fourier transform representation of real-valued functions over {0, 1}n
as linear combinations of parity functions. For S ⊆ [n], the parity function χS : {0, 1}n → {−1, 1} is
defined by χS(x) = (−1)
∑
i∈S xi . The Fourier expansion of f is given by f(x) =
∑
S⊆[n] fˆ(S)χS(x).
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The degree of highest degree non-zero Fourier coefficient of f is referred to as the Fourier degree of
f . Note that Fourier degree of f is exactly the polynomial degree of f when viewed over {−1, 1}n
instead of {0, 1}n and therefore it is also equal to the polynomial degree of f over {0, 1}n. Let
f : {0, 1}n → R and fˆ : 2[n] → R be its Fourier transform.
Definition 2.3 (The noise operator). For ρ ∈ [−1,+1], x ∈ {0, 1}n, we define a distribution Nρ(x)
over y ∈ {0, 1}n by letting yi = xi with probability 1+ρ2 and yi = 1 − xi with probability 1−ρ2 ,
independently for each i. The noise operator Tρ acts on functions f : {0, 1}n → R, and is defined
by
(Tρf)(x) = E
y∼Nρ(x)
[f(y)].
The noise stability of f at noise rate ρ is
Sρ(f) = 〈f, Tρf〉 = E[f(x)Tρf(x)].
In terms of Fourier coefficients, the noise operator acts as T̂ρf(S) = ρ
|S|fˆ(S). Therefore,
noise stability can be written as Sρ(f) =
∑
S⊆[n] ρ
|S|fˆ2(S). Finally, we define noise sensitivity that
generalizes the notion of noise sensitivity for Boolean functions.
Definition 2.4 (Noise sensitivity). For δ ∈ [0, 1] and a function f : {0, 1}n → R, the noise
sensitivity of f at δ is NSδ(f) =
1
2‖f − T1−2δf‖1 = 12 E[|f(x)− T1−2δf(x)|].
We keep the factor 1/2 in the definition for consistency with the Boolean case. In the Boolean
case noise sensitivity has the following relationship to noise stability (e.g. [O’D13]):
NSδ(f) =
1
2
(1− S1−2δ(f)) .
Definition 2.5 (Discrete derivatives). For x ∈ {0, 1}n, b ∈ {0, 1} and i ∈ n let xi←b denote the
vector in {0, 1}n that equals to x with i-th coordinate set to b. For a real-valued f : {0, 1}n → R and
indices i, j ∈ [n] we define, ∂if(x) = 12(f(xi←1)− f(xi←−1)). We also define ∂i,jf(x) = ∂i∂jf(x).
Observe that ∂if(x) =
∑
S∋i fˆ(S)χS\{i}(x), and ∂i,jf(x) =
∑
S∋i,j fˆ(S)χS\{i,j}(x).
We use several notions of influence of a variable on a real-valued function which are based on
the standard notion of influence for Boolean functions (e.g. [BOL85; KKL88]).
Definition 2.6 (Influences). For a real-valued f : {0, 1}n → R, i ∈ [n], and κ ≥ 0 we define the
ℓκκ-influence of variable i as Inf
κ
i (f) = ‖12∂if‖κκ = E[|12∂if |κ]. We define Infκ(f) =
∑
i∈[n] Inf
κ
i (f)
and refer to it as the total ℓκκ-influence of f .
3 Structural results
3.1 Approximation of low-sensitivity functions by low-degree polynomials
In this section we demonstrate a simple approach that allows to approximate low noise-sensitive
functions in ℓ1 norm and also show that noise sensitivity of a function can be upper-bounded by
its ℓ1 influence.
Our approach is based on an observation that if a function is close to its noisy version in ℓ1
norm then it is well-approximated by a low-degree polynomial.
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Lemma 3.1. For every function f : {0, 1}n → R, every ǫ > 0 and δ ∈ (0, 1] there exists a
multilinear polynomial p of degree d = ⌈ 12δ log 1ǫ ⌉ such that
‖f − p‖1 ≤ ǫ‖f‖2 + 2 · NSδ(f).
In particular, the polynomial can be chosen as p(x) =
∑
|S|<d(1− 2δ)|S|fˆ(S)χS(x).
Proof. Let ρ = 1 − 2δ. We can estimate the tail of the Fourier expansion as follows: For any
d, define f<d(x) =
∑
S:|S|<d fˆ(S)χS(x), a polynomial of degree at most d. Then, since Tρf(x) =∑
S⊆[n] ρ
|S|fˆ(S)χS(x), we get
‖Tρf<d − Tρf‖1 =
∥∥∥∥∥∥
∑
S:|S|≥d
ρ|S|fˆ(S)χS
∥∥∥∥∥∥
1
≤
∥∥∥∥∥∥
∑
S:|S|≥d
ρ|S|fˆ(S)χS
∥∥∥∥∥∥
2
≤ ρd‖f‖2. (1)
Taking d = ⌈ 12δ log 1ǫ ⌉ we get that such that ‖Tρf<d − Tρf‖1 ≤ (1 − 2δ)d · ‖f‖2 ≤ ǫ‖f‖2. Now, by
Definition 2.4, we have that ‖f − T1−2δf‖1 = 2 · NSδ(f). The lemma now follows by the triangle
inequality.
Next we observe that the total ℓ1 influence of a function can be used to derive an upper-bound
on its noise sensitivity.
Lemma 3.2. For every function f : {0, 1}n → R and δ ∈ [0, 1],
NSδ(f) ≤ δ · Inf1(f).
Proof. For every t = 0, 1, . . . , n we define a distribution N1:t1−2δ(x) over y ∈ {0, 1}n by letting yi = xi
with probability 1 − δ and yi = 1 − xi with probability δ, independently for each i ≤ t, while for
all i > t, yi = xi. Note that N
1:0
1−2δ(x) is always equal to x and N
1:n
1−2δ(x) is exactly N1−2δ(x). We
also define a distribution N t1−2δ(x) over y ∈ {0, 1}n by letting yy = xt with probability 1 − δ and
yt = 1− xt with probability δ, while for all i 6= t, yi = xi.
Now,
NSδ(f) =
1
2
·E[|f(x)− T1−2δf(x)|] = 1
2
· E
[∣∣∣∣∣f(x)− Ey∼N1−2δ(x)[f(y)]
∣∣∣∣∣
]
≤ 1
2
n∑
t=1
E
[∣∣∣∣∣ Ey∼N1:t−1
1−2δ (x)
[f(y)]− E
y∼N1:t
1−2δ(x)
[f(y)]
∣∣∣∣∣
]
≤ 1
2
n∑
t=1
E
[
E
y∼N1:t−1
1−2δ (x)
[∣∣∣∣∣f(y)− Ez∼Nt
1−2δ(y)
[f(z)]
∣∣∣∣∣
]]
=
1
2
n∑
t=1
E
y∼U
[∣∣∣∣∣f(y)− Ez∼Nt
1−2δ(y)
[f(z)]
∣∣∣∣∣
]
=
1
2
n∑
t=1
E
y∼U
[δ |∂tf(y)|] = δ
n∑
t=1
Inf1t (f) = δ · Inf1(f).
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An immediate corollary of Lemmas 3.1 and 3.2 is that any function of low total ℓ1 influence can
be well-approximated by a low-degree polynomial:
Corollary 3.3. For every function f : {0, 1}n → R such that ‖f‖2 ≤ 1 and every ǫ > 0 there exists
a multilinear polynomial p of degree d = ⌈2·Inf1(f)ǫ log 2ǫ ⌉ such that ‖f − p‖1 ≤ ǫ.
It follows easily from the definition of self-bounding functions that they have low total ℓ1-
influence.
Lemma 3.4 ([FV16], Lemma 4.2). Let f : {0, 1}n → R+ be an a-self-bounding function. Then
Inf1(f) ≤ a · ‖f‖1. In particular, for f : {0, 1}n → [0, 1], Inf1(f) ≤ a.
Therefore we obtain that self-bounding functions are well-approximated by low-degree polyno-
mials.
Theorem 3.5. For every a-self-bounding function f : {0, 1}n → R+ and every ǫ > 0, there exists
a multilinear polynomial p of degree d = ⌈2aǫ log 2ǫ ⌉ such that
‖f − p‖1 ≤ ǫ‖f‖2.
In particular, the polynomial can be chosen as p(x) =
∑
|S|<d ρ
|S|fˆ(S)χS(x), for ρ = 1− ǫ2a .
Application to approximation and learning of halfspaces. We now briefly show that our
approach can also be used to obtain sharper bounds on ℓ1-approximation of halfspaces by low-degree
polynomials. Recall that a halfspace is a Boolean function expressible as sign(
∑
i∈[n] aixi − a0) for
some real values a0, a1, . . . , an. Halfspaces are known to be noise-stable. Specifically, Kalai et al.
[KKMS08] proved that for every halfspace f and δ > 0, NSδ(f) ≤ 8.8 ·
√
δ. Using this fact they
showed that any halfspace can be ǫ-approximated in ℓ2 norm by a polynomial of degree O(1/ǫ
4) and
gave an agnostic learning algorithm for learning halfspaces over the uniform distribution that runs
in time nO(1/ǫ
4). For ℓ1 norm approximation the best previously known bound is O(log
2(1/ǫ)/ǫ2)
and was given by Diakonikolas et al. [DGJSV10] (note however that their result is substantially
more involved and gives a stronger notion of approximation that is necessary for fooling halfspaces).
By plugging the upper bound on noise sensitivity into our Lemma 3.1 with δ = (4 · 8.8)2 · ǫ2 we
obtain the following corollary:
Corollary 3.6. For every halfspace f and every ǫ > 0, there exists a multilinear polynomial p of
degree d = O(log(1/ǫ)/ǫ2)) such that ‖f − p‖1 ≤ ǫ.
We note that the agnostic learning algorithm for halfspaces in [KKMS08] requires only ℓ1
approximation. Therefore our result implies that halfspaces are agnostically learnable over the
uniform distribution in time nO(log(1/ǫ)/ǫ
2)).
3.2 Noise stability of self-bounding functions
In this section, we study the action of the noise operator on a self-bounding function in more
detail. Specifically, we show that self-bounding functions are noise-stable point-wise. This results
strengthens and generalizes a similar one proved for submodular functions in [CKKL12]. It allows
us to derive additional properties of self-bounding functions useful for their approximation and
learning.
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Lemma 3.7. For any a-self-bounding function f : {0, 1}n → R under the uniform distribution,
and any ρ ∈ [−1,+1], x ∈ {0, 1}n,
Tρf(x) ≥
(
1− 1− ρ
2(1 − a−1n )
)a
f(x).
Proof. First, let us observe that the statement of the lemma is invariant under flipping the hyper-
cube {0, 1}n along any coordinate: the notion of a-self-bounding functions does not change, the
action of the noise operator does not change, and the conclusion of the lemma does not change
either. So we can assume without loss of generality that x = (0, 0, . . . , 0). We also identify points
in {0, 1}n with sets S ⊆ [n] by considering S = {i : xi = 1}.
Let us average the values of f over levels of sets of constant |S|, and define
φ(t) = E
|S|=t
[f(S)] =
1(
n
t
) ∑
S:|S|=t
f(S).
In particular, φ(0) = f(∅) = f(x). We claim the following: for every t = 0, 1, . . . , n,
φ(t) ≥
(
1− t
n− a+ 1
)a
φ(0). (2)
Intuitively, if f(x) is a point of high value, the value cannot drop off too quickly as we move away
from x. If we prove (2), then we are done: for x = (0, 0, . . . , 0), Tρf(x) is an expectation of f(S)
over a distribution where the sets on each level appear with the same probability, namely
Tρf(x) =
∑
i=0,1,...,n
(
1− ρ
2
)i
·
(
1 + ρ
2
)n−i
·
(
n
i
)
· φ(i).
The expected cardinality of a set sampled from this distribution is E[|S|] = 1−ρ2 n. By convexity of
the bound (2) and Jensen’s inequality, we obtain
Tρf(x) ≥
(
1−
1−ρ
2 n
n− a+ 1
)a
f(x) =
(
1− 1− ρ
2(1 − a−1n )
)a
f(x).
So it remains to prove (2).
We proceed by induction. For t = 0, the claim is trivial. Let us assume it holds for t, and
consider a set S, |S| = t. By the property of a-self-bounding, we have
af(S) ≥
n∑
i=1
(f(S)−min{f(S + i), f(S − i)}) ≥
∑
i∈[n]\S
(f(S)− f(S + i)).
Note that |[n] \ S| = n− t. By rearranging this inequality, we get
(n− t− a)f(S) ≤
∑
i∈[n]\S
f(S + i).
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Now let us add up this inequality over all S of size |S| = t:
(n− t− a)
∑
|S|=t
f(S) ≤
∑
|S|=t,i/∈S
f(S + i) = (t+ 1)
∑
|S′|=t+1
f(S′)
because every set S′ of size t + 1 appears t + 1 times in the penultimate summation. Expressing
this inequality in terms of φ(t), we get
(n− t− a)
(
n
t
)
φ(t) ≤ (t+ 1)
(
n
t+ 1
)
φ(t+ 1),
or equivalently
φ(t) ≤ n− t
n− t− aφ(t+ 1).
We replace this by a slightly weaker bound: φ(t) ≤ (n−t−a+1n−t−a )aφ(t + 1). To see why this holds,
consider (n−t−a+1n−t−a )
a = (1 + 1n−t−a)
a ≥ 1 + an−t−a = n−tn−t−a .
By the inductive hypothesis (2), we assume φ(t) ≥ (n−a+1−tn−a+1 )aφ(0). So we obtain(
n− a+ 1− t
n− a+ 1
)a
φ(0) ≤
(
n− t− a+ 1
n− t− a
)a
φ(t+ 1).
This implies the claim (2) for t+ 1:
φ(t+ 1) ≥
(
n− a− t
n− a+ 1
)a
φ(0) =
(
1− t+ 1
n− a+ 1
)a
φ(0).
Corollary 3.8. For any a-self-bounding function f : {0, 1}n → R under the uniform distribution,
the noise stability with noise parameter ρ is
Sρ(f) ≥
(
1− 1− ρ
2(1 − a−1n )
)a
‖f‖22.
In particular, for a = 1 (self-bounding functions), we obtain Sρ(f) ≥ 1+ρ2 ‖f‖22. In [CKKL12],
an analogous bound on noise stability is used to derive an agnostic learning algorithm (over the
uniform distribution) with excess ℓ1-error ǫ in time n
O(1/ǫ2).
Comparison of norms for self-bounding functions. Our bound on the noise operator implies
a bound on the ℓ1 norm of a self-bounding function, relative to its ℓ∞ norm. This has been first
shown for submodular function by Feige et al. [FMV07] and for XOS functions by Feige [Fei06]
(with a constant a). Together with approximation by a junta that we prove later, this result can
be used to obtain a learning algorithm for all a-self-bounding functions [FV16] with multiplicative
approximation guarantees that are required in the PMAC model of Balcan and Harvey [BH12].
The details of achieving multiplicative approximation are relatively involved and hence we omit
them from this presentation.
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Lemma 3.9. For any a-self-bounding function f : {0, 1}n → R+ under the uniform distribution,
with n ≥ 4a,
‖f‖1 ≤ ‖f‖∞ ≤ 3a‖f‖1.
Proof. Let ‖f‖∞ = f(x∗). Since f is nonnegative and n ≥ 4a, we have by Lemma 3.7
‖f‖1 = E[f(x)] = T0f(x∗) ≥
(
1− 1
2(1 − a−1n )
)a
f(x∗) ≥
(
1− 1
2 · 3/4
)a
f(x∗) =
1
3a
f(x∗).
We remark that a factor exponential in a is necessary here. Consider the conjunction function
on a variables, f(x) = x1x2 · · · xa. This is an a-self-bounding function with values in {0, 1}. We
have
‖f‖p = (Pr[f(x) = 1])1/p = 2−a/p.
In particular, ‖f‖1 = 2−a, ‖f‖2 = 2−a/2 and ‖f‖∞ = 1; i.e., the ℓ1, ℓ2 and ℓ∞ norms can differ by
factors exponential in a.
Relative error vs. additive error. In our results, we typically assume that the values of f(x)
are in a bounded interval [0, 1] or that ‖f‖1 ≤ 1 and our goal is to approximate f with an additive
error of ǫ. As Lemma 3.9 shows, for a-self-bounding functions (with constant a) the ℓ1 and ℓ∞
norms are within a bounded factor, so this does not make much difference.
This means that if we scale f(x) by 1/(3a‖f‖1), we obtain a function with values in [0, 1].
Approximating this function within an additive error of ǫ is equivalent to approximating the original
function within an error of ǫ3a‖f‖1. In particular, for submodular functions we have a = 2. Hence,
the two settings are equivalent up to a constant factor in the error and we state our results for
submodular functions in the interval [0, 1].
3.3 Friedgut’s theorem for ℓ1-approximation
As we have mentioned in Lemma 3.4, self-bounding functions have low total sensitivity. A celebrated
result of Friedgut [Fri98] shows that any Boolean function on {0, 1}n of low average sensitivity is
close to a function that depends on few variables. His result was extended to ℓ2 approximation of
real-valued functions in [FV16]. We now show that for self-bounding functions a tighter bounds can
be achieved for ℓ1 approximation. Our proof is based on the use of ℓ1 approximation by polynomials
proved in Theorem 3.5 together with the analysis from [FV16] to obtain a smaller ℓ1 approximating
junta.
We now state the main result in more detail.
Theorem 3.10. Let f : {0, 1}n → [0, 1] be a function and a = Inf1(f). For every ǫ > 0, let
d = ⌈4aǫ log 4ǫ ⌉ and I = {i ∈ [n] | Inf
4/3
i (f) ≥ α} for α = 3−2d−1ǫ4/a2. Then |I| ≤ a/α and there
exists a polynomial p of degree d over variables in I such that ‖f − p‖1 ≤ ǫ.
To prove the theorem we will need the following bound on the sum of squares of all low-degree
Fourier coefficients that include a variable of low influence from [FV16].
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Lemma 3.11 ([FV16], Lemma 4.7). Let f : {0, 1}n → R, κ ∈ (1, 2), α > 0 and d be an integer
≥ 1. Let I = {i ∈ [n] | Infκi (f) ≥ α}. Then∑
S 6⊆I,|S|≤d
fˆ(S)2 ≤ (κ− 1)1−d · α2/κ−1 · Infκ(f) .
We can now complete the proof of Thm. 3.10.
Proof. Theorem 3.5 proves that for d ≤ ⌈4aǫ log 4ǫ ⌉ and ρ = 1− ǫ2a , the function Tρf<d satisfies
‖f − Tρf<d‖1 ≤ ǫ‖f‖2/2 ≤ ǫ/2. (3)
We can also apply Lemma 3.11 with κ = 4/3 and α = 3−2d−1ǫ4/a2 to obtain that
∑
S 6⊆I,|S|≤d
fˆ(S)2 ≤ 3d−1 · α1/2 · Inf4/3(f) = 3d−1 ·
(
3−d−1/2 · ǫ
2
a
)
· Inf4/3(f) ≤ ǫ
2
4
, (4)
where the last inequality uses Inf4/3(f) ≤ Inf1(f) ≤ a which follows from Lemma 3.4 and the fact
that ∂if ’s have range [−1/2, 1/2] when f has range [0, 1].
For every S, |T̂ρf(S)| = |ρ|S|fˆ(S)| ≤ |fˆ(S)|. Therefore eq. (4) implies that
∑
S 6⊆I,|S|≤d
T̂ρf(S)
2 ≤
∑
S 6⊆I,|S|≤d
fˆ(S)2 ≤ ǫ
2
4
. (5)
Now let p =
∑
S⊆I, |S|≤d T̂ρf(S)χS be the restriction of Tρf<d to variables in I. Equation (5) gives
a bound on the sum of squares of all the coefficients that we removed from Tρf<d and implies
that ‖p − Tρf<d‖1 ≤ ‖p − Tρf<d‖2 ≤ ǫ/2. Together with eq. (3), we get ‖f − p‖1 ≤ ǫ. Finally,
|I| ≤ Inf4/3(f)/α ≤ Inf1(f)/α ≤ a/α.
By Lemma 3.4, every a-self-bounding function f : {0, 1}n → [0, 1] satisfies, Inf1(f) ≤ a. Hence
as an immediate corollary we obtain Thm. 1.1. Another immediate corollary of Thm. 3.10 is that
for every a-self-bounding function there exists a polynomial of low total ℓ1-spectral norm that
approximates it.
Corollary 3.12. Let f : {0, 1}n → [0, 1] be an a-self-bounding function and ǫ > 0. There exist
d = O(a/ǫ · log(1/ǫ)) and a polynomial p of degree d such that ‖f − p‖1 ≤ ǫ and ‖pˆ‖1 = 2O(d2),
where ‖pˆ‖1 =
∑
S⊆[n] |pˆ(S)|.
4 Algorithmic applications
We now outline the applications of our structural results. They are based on using our stronger
bounds in existing learning algorithms for submodular, XOS and self-bounding functions.
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4.1 Learning Models
Our learning algorithms are in one of two standard models of learning. The first one assumes that
the learner has access to random examples of an unknown function from a known set of functions.
This model can be seen as a generalization of Valiant’s PAC learning model to real-valued functions
[Val84]. While in general Valiant’s model does not make assumptions on the distribution D, here
we only consider the distribution-specific version of the model in which the distribution is fixed and
is uniform over {0, 1}n.
Definition 4.1 (Distribution-specific ℓ1 PAC learning). Let F be a class of real-valued functions
on {0, 1}n and let D be a distribution on {0, 1}n. An algorithm A PAC learns F on D, if for every
ǫ > 0 and any target function f ∈ F , given access to random independent samples from D labeled
by f , with probability at least 23 , A returns a hypothesis h such that Ex∼D[|f(x)− h(x)|] ≤ ǫ.
Agnostic learning generalizes the definition of PAC learning to scenarios where one cannot
assume that the input labels are consistent with a function from a given class [Hau92; KSS94] (for
example as a result of noise in the labels).
Definition 4.2 (Distribution-specific ℓ1 agnostic learning). Let F be a class of real-valued functions
on {0, 1}n and let D be any fixed distribution on {0, 1}n. For any distribution D′, let opt(D′,F) be
defined as:
opt(D′,F) = inf
f∈F
E
(x,y)∼D′
[|y − f(x)|].
An algorithm A, is said to agnostically learn F on D if for every excess error ǫ > 0 and any
distribution D′ on {0, 1}n ×R such that the marginal of D′ on {0, 1}n is D, given access to random
independent examples drawn from D′, with probability at least 23 , A outputs a hypothesis h such
that E(x,y)∼D′ [|h(x) − y|] ≤ opt(D′) + ǫ.
The first corollary of our structural results is for PAC learning of monotone self-bounding
functions (the results also apply to unate functions which are either monotone or anti-monotone in
each variable). Note that this class of functions includes XOS functions.
Theorem 4.3. Let C+a be the set of all monotone a-self-bounding functions on from {0, 1}n to
[0, 1]. There exists an algorithm that PAC learns C+a over the uniform distribution, runs in time
O˜(n) · 2O˜(a2/ǫ2) and uses 2O˜(a2/ǫ2) log n examples, where ǫ is the error parameter.
The proof of this result follows from substituting our bounds in Theorems 1.1 and 3.12 into the
simple analysis from [FV16].
Our main application to agnostic learning is the algorithm for learning self-bounding functions
from random examples described in Theorem 1.2. The algorithm used to prove this result is again
polynomial ℓ1 regression over all monomials of degree O˜(a/ǫ). In addition, we can rely on the
existence of a polynomial of low spectral norm to obtain substantially tighter bounds on sample
complexity. Namely, as in [FV16], we use the uniform convergence bounds for linear combinations
of functions with ℓ1 constraint on the sum of coefficients [KST08] (without this result the sample
complexity would be nO˜(a/ǫ).
Our structural results also have immediate implications for learning with value queries, that is
oracle access to the value of the unknown function at any point x. Following the approach from
[FKV13], we can use the algorithm of Gopalan et al. [GKK08] together with our bounds on the
spectral norm of the approximating polynomial in Cor. 3.12. This leads to the following algorithm.
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Theorem 4.4. Let Ca be the class of all a-self-bounding functions from {0, 1}n to [0, 1]. There
exists an agnostic learning algorithm that for any ǫ > 0, given access to value queries learns Ca
with excess error ǫ > 0 over the uniform distribution in time poly(n) · 2O˜(a2/ǫ2).
5 Lower bounds for learning self-bounding functions
In this section, we show that learning a-self bounding functions within an error of at most ǫ,
is at least as hard as learning the class of all DNFs (of any size) of width at most ⌊ a4ǫ⌋ to an
accuracy of 14 . Our reduction to learning width k-DNFs (also referred to as k-DNFs) is based on
the simple observation that k-DNFs are k-self bounding functions combined with a simple linear
transformation that reduces approximation and learning of (a · r)-self bounding functions for r ≥ 1
to that of a-self-bounding functions.
Lemma 5.1. A function f : {0, 1}n → {0, 1} computed by a k-DNF formula is a k-self bounding
function.
Proof. Since f is {0, 1}-valued, clearly, f(x) − minxi f(x) ≤ 1 for any i ∈ [n]. If f(x) = 0, then,∑n
i=1(f(x)−minxi f(x)) = 0 ≤ k·f(x). Now suppose f(x) = 1. Then, there exists at least one term,
say T , of the DNF that is satisfied by the assignment x. Observe that if we flip a literal outside of T ,
then, the value of f remains unchanged. Thus, if the term indexed by j in
∑n
i=1(f(x)−minxi f(x))
contributes the value 1, then either xj ∈ T or x¯j ∈ T . In particular, at most k terms in the sum
contribute 1 and the rest contribute 0. Thus,
∑n
i=1(f(x)−minxi f(x)) ≤ k = k · f(x).
Remark 5.2. In light of Lemma 5.1 it is natural to ask whether all Boolean k-self-bounding func-
tions are k-DNF. It is easy to see that for Boolean functions being k-self-bounding can be equivalently
stated as having 1-sensitivity of k. The smallest k for which f can be represented by a k-DNF is
referred to as 1-certificate complexity of f . It has long been observed that for monotone functions
1-certificate complexity equals 1-sensitivity [Nis89] and therefore all monotone k-self-bounding func-
tions are k-DNF. However this is no longer true for non-monotone functions. A simple example
in [Nis89] gives a function with a factor two gap between these two measures. Quadratic gap for
every k up to Θ(n1/3) is also known [Cha05].
Next, we observe that for any a-self-bounding function, the function g defined by g(x) = 1 −
1
r +
f(x)
r is
a
r -self-bounding whenever r ≥ 1. This “lifting” transforms an a-self-bounding functions
into an ar -self-bounding functions.
Lemma 5.3. Let f : {0, 1}n → [0, 1] be an a-self-bounding function. Then for any r ≥ 1, g(x) =
1− 1r + f(x)r has range [0, 1] and is ar -self-bounding.
Proof. Clearly, the 1− 1/r+ f(x)/r transformation maps [0, 1] to [1− 1/r, 1] ⊆ [0, 1]. Observe that
for any x and i ∈ [n], g(x) −minxi g(x) = 1r · (f(x) −minxi f(x)) and also that g(x) ≥ f(x). By
the definition of a-self-boundedness we obtain that g is a/r-self bounding.
Observe that given random examples labeled by f , it is easy to simulate random examples
labeled by g. Further, ℓ1-approximation of f within ǫ can be translated (via the same “lifting”)
to ǫ/r-approximation of g and vice versa. An immediate corollary of this is that one can use a
learning algorithm for a/r-self-bounding functions to learn a-self bounding functions. We use Cna
to denote the class of all a-self-bounding functions from {0, 1}n to [0, 1].
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Lemma 5.4. Let a ≥ 1 and a ≥ r ≥ 1. Suppose there is an algorithm that PAC (or agnostically)
learns Cna/r over a distribution D with ℓ1 error of ǫ in time T (n, 1/ǫ). Then, there is an algorithm
that PAC (or, respectively, agnostically) learns Cna over D with ℓ1 error of ǫ in time T (n, 1/(rǫ)).
The simple structural observations above give us our lower bounds for learning and approxi-
mation of a-self-bounding functions. Using Lemmas 5.1 and 5.4, we have the the following lower
bound on the time required to PAC learn a-self-bounding functions.
Theorem 5.5 (Th. 1.3 restated). Suppose there exists an algorithm that PAC learns Cna with ℓ1
error of ǫ > 0 with respect to the uniform distribution in time T (n, 1/ǫ). Then, for any k ≥ a,
there exists an algorithm that PAC learns k-DNF formulas with disagreement error of at most ǫ′
with respect to the uniform distribution in time T (n, kaǫ′ ). Consequently, there exists an algorithm
for learning k-juntas on the uniform distribution to an error of at most 1/4 in time T (n, k4a) for
any k ≥ a.
Now, k-juntas contain the set of all Boolean functions on any fixed subset of k variables. A
standard information-theoretic lower bound implies that any algorithm that PAC learn k-juntas to
an accuracy of 1/4 on the uniform distribution needs Ω(2k) random examples or even value queries.
This translates into the following unconditional lower bound for learning a-self-bounding functions.
Corollary 5.6. Any algorithm that PAC learns Ca over the uniform distribution needs Ω(2a/ǫ)
random examples or value queries.
Finally, observe that the {0, 1}-valued parity function on k bits is computed by a k-DNF for-
mula and any polynomial that 1/4-approximates in ℓ1 distance on the uniform distribution must
have degree at least k. Thus, we have the following degree lower bound for polynomials that ℓ1
approximate a-self-bounding functions on the uniform distribution on {0, 1}n.
Corollary 5.7. Fix an a ≥ 1 and ǫ ∈ (0, 1/4]. There exists an a-self-bounding function f :
{0, 1}n → [0, 1], such that every polynomial p that ǫ-approximates f in ℓ1 norm with respect to the
uniform distribution has degree d ≥ a/(4ǫ).
Proof. Let k = a4ǫ (ignoring rounding issues for simplicity) and f be a {0, 1}-valued parity on some
set of k variables. By Lemma 5.1 f is k-self-bounding. Then, as in the proof of Lemma 5.4, for
r = 14ǫ ≥ 1, g defined by g(x) = 1 − 1−f(x)r is an a-self-bounding function. Let p be a polynomial
of degree d that approximates g within an ℓ1 error of ǫ with respect to the uniform distribution
on {0, 1}n. Then, as in the proof of Lemma 5.4, p′ = 1− r(1− p) is a polynomial of degree d and
approximates f within an ℓ1 error of at most
1
4ǫ · ǫ = 1/4.
For the {−1, 1}-valued parity χ = 2f(x) − 1 and any polynomial p′ of degree less than k,
E[χ · p′] = 0. Further, E[|χ − p′|] ≥ 1 − E[χ · p′] = 1. This implies that for f the ℓ1 error of any
polynomial of degree at most k − 1 is at least 1/2. In particular, d ≥ a/(4ǫ).
We remark that slightly weaker versions of Cor. 5.6 and Cor. 5.7 are known for monotone
submodular functions. Specifically, they require 2Ω(ǫ
−2/3) random examples or value queries to
PAC learn and also degree Ω(ǫ−2/3) to approximate [FKV13].
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