In this paper, a novel clonal algorithm applied in multiobjecitve optimization (NCMO) is presented, which is designed from the improvement of search operators, i.e. dynamic mutation probability, dynamic simulated binary crossover (D-SBX) operator and hybrid mutation operator combining with Gaussian and polynomial mutations (GP-HM) operator. The main notion of these approaches is to perform more coarse-grained search at initial stage in order to speed up the convergence toward the Pareto-optimal front. Once the solutions are getting close to the Pareto-optimal front, more fine-grained search is performed in order to reduce the gaps between the solutions and the Pareto-optimal front. Based on this purpose, a cooling schedule is adopted in these approaches, reducing the parameters gradually to a minimal threshold, the aim of which is to keep a desirable balance between fine-grained search and coarse-grained search. By this means, the exploratory capabilities of NCMO are enhanced. When compared with various stateof-the-art multiobjective optimization algorithms developed recently, simulation results show that NCMO has remarkable performance.
Introduction
As the development in practical engineering and scientific applications, many multiobjective optimization problems (MOPs) exist and have gradually received more attention.
1,2 The aim of MOPs is to optimize all the objectives simultaneously, but the measures of the objectives are usually conflicting. Therefore, no unique best solution may exist and it is possible to get a set of optimal solutions in which each solution is equally preferable when considering all the objectives. As a result, instead of finding single global optimal, more representative optimal solutions will be available for decision maker to choose for different applications. Evolutionary algorithms (EAs) search for solutions to complex problems by using simulated evolution. Because of their parallel processing ability and small computation cost, EAs have been applied in various application fields. 3, 4 Of course, EAs also have been recognized to be well suited to MOPs. The ability to handle complex problems, involving features such as discontinuities, multimodality, disjoint feasible spaces, and noisy function evaluations, reinforces the potential effectiveness of EAs in MOPs. 5 The vector evaluated genetic algorithm (VEGA) is probably the first evolutionary algorithm presented to solve MOPs, which modifies the selection operator in order to search for multiple Pareto-optimal solutions in a single run. 6 In Hajela's and Lin's genetic algorithm (HLGA), 7 the weighted-sum method approach is adopted for fitness assignment and the population diversity is reinforced by phenotypic fitness sharing. It tried to change MOPs to single objective optimization problems, but it is a challenging work to decide the values of the weights of all objective functions. In the last few years, numerous competent EAs have been proposed as the state-of-the-art algorithms for MOPs. For example, Deb et al. proposed NSGA-II with a fast nondominated sorting technology, elitism, and crowding-distance assignment. 8 Zitzler et al. proposed SPEA-II with a fine-grained fitness assignment strategy, an enhanced archive truncation method and a new density estimation technique. 9 Knowles and Corne proposed the Pareto archived evolution strategy (PAES) with simple (1+1) evolution strategy. 10 All of them tried to design effective and efficient technologies to improve the convergence and the diversity of the algorithms. On the other hand, Artificial Immune Systems (AIS) are inspired by the biologic immune system, which have gained more and more researcher's attention due to their adaptation and robustness. Many models based on AIS have been found applications in various fields such as machine-learning and pattern-recognition tasks, 11 compute network security, 12 scheduling and data mining, 13, 14 which are able to get comparable results with other approaches. [15] [16] [17] In recent years, AIS are also applied in MOPs and the research results are quite promising. Coello Coello and Cortes presented a multiobjective immune system algorithm (MISA) based on the clonal selection principle, 18 which establishes the idea that only the highest affinity antibodies to the antigens will proliferate. The selection mechanism discriminates based on Pareto dominance and the number of clones for each of the selected antibodies depends on the degree of similarity between the selected antibodies in order to promote exploration in the less-crowded region. Moreover, an elitism mechanism is used to prevent the loss of the nondominated solutions and an adaptive grid mechanism is used to increase the diversity of the solutions. Freschi and Repetto proposed a vector artificial immune system (VAIS) based on the artificial immune network. 19 VAIS uses a suppression operator to suppress all but the highest fitness cells whose distances are less than a threshold. By this means, VAIS needs not any explicit diversity preservation mechanism. Moreover, VAIS implements a ranking scheme, which is modified from the strength Pareto approach adopted in SPEA-II such that its fitness value can incorporate with both dominance and density information. Gong et al. proposed a nondominated neighbor-based immune algorithm (NNIA), 20 by using a novel nondominated neighbor-based selection technique, proportional cloning, two heuristic search operators, and elitism. Only partial
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nondominated individuals with greater crowding-distance values are selected to do proportional cloning, recombination, and hypermutation. Therefore, in every generation, NNIA mainly focuses on the less-crowded regions in the current tradeoff front. The aim of MOPs is to find an approximation set that distributes uniformly and is as close as possible to the Pareto-optimal front. Based on the notion that the preservation of representative solutions can effectively drive the algorithm toward the Pareto-optimal front, 21 most of current studies pay much attention to fitness assignment and population maintenance such as crowding-distance, 8 grid mechanism, and clustering technology. 22, 23 On the other hand, dynamic crossover and mutation applied to dynamic MOPs were firstly studied by Bingul in detail, 24 which are able to accelerate the convergence speed. However, rare studies pay attention to search operators applied to static MOPs. In this paper, a novel clonal algorithm applied in multiobjecitve optimization (NCMO) is presented based on the improvement of search operators, aiming to accelerate the convergence speed toward the Pareto-optimal front in solving static MOPs. Therefore, three novel approaches are proposed with dynamic mutation probability, D-SBX operator and GP-HM operator. Similar to the temperature parameter in simulated annealing, 23 these approaches also adopt a cooling schedule, reducing the parameters gradually to the minimal threshold. By this means, they can enhance exploratory capabilities by keeping a desirable balance between finegrained search and coarse-grained search, so as to accelerate the convergence speed to the Pareto-optimal front. When comparing NCMO with various state-of-theart multiobjective optimization algorithms developed recently, simulation results illustrate that NCMO performs better evidently. The remainder of this paper is organized as follows. Section 2 briefly describes the definition of MOPs and some concepts used in MOPs. In Sec. 3, we describe NCMO in detail and introduce some important immune operators. In Sec. 4, we analyze the exploratory process of NCMO. Section 5 shows the simulations and analyzes the advantage of NCMO. In addition, the effects of each of three novel approaches are also investigated in this section. Finally, we present some conclusions.
Multiobjective Optimization Problems
In general, multiobjective optimization for minimization problem can be described as:
Find a vector x = (x 1 , x 2 , . . . , x n ) for
where Ω is set of the decision vector, m is the number of the objective functions, q i (x) (i = 1, 2, . . . , k) are k additional inequality constraints, and h j (x) (j = 1, 2, . . . , l) are l additional equality constraints. To better understand MOPs, the following four concepts are important.
(1 
(2) Pareto-optimal: A solution x 0 is said to be Pareto-optimal if and only if
Pareto-optimal set: the set P includes all Pareto-optimal solutions.
(4) Pareto-optimal front: The set P F includes values of all objective functions corresponding to the solutions in P .
A solution is said to be Pareto-optimal if it is not dominated by any other solution in the search space, also termed as nondominated solution. In this paper, we distinguish the true Pareto-optimal front, termed P F true , and the final set of nondominted solutions obtained by a multiobjective optimization algorithm, termed P F known as defined in Ref. 25 . The aim of multiobjective optimization algorithms is to find a well uniformly distributed P F known approximating P F true . The Pareto dominance relationship can evaluate the effectiveness of solutions quantificationally without P F true .
A Novel Clonal Algorithm Applied in MOPs
It is well known that multiobjective optimization algorithms have two fundamental goals: one is to minimize the distance of the generated solutions to fit the Paretooptimal set; and the other is to maximize the diversity of the archive Pareto-set approximation. 26 In this study, in order to improve the convergence speed, the proposed algorithm uses three novel approaches, i.e. dynamic mutation probability, D-SBX operator, and GP-HM operator. Besides that, two important operators are also included in NCMO with proportional cloning operator and population selection operator. Moreover, we use elitism mechanism and archive technology here to preserve nondominated solutions in every generation. Firstly, we give the flowchart and the corresponding pseudo-code of NCMO in Figs. 1 and 2, respectively. In Fig. 1 , our novel approaches are marked with boldface.
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Start algorithm
Randomly generate population and add nondominated individuals to archive, set gen = 0.
gen < maxgen no yes Proportional cloning operator
D-SBX operator
GP-HM operator
New population selection and update archive, set gen = gen + 1.
Save the final approximate Pareto optimal set Stop algorithm 1. Randomly generate an antibody population, identify the nondominated antibodies, and add them to the archive. Set parameter gen = 0.
2. If the gen reaches the predefined maximum of the generations, go to Step 7; otherwise go to Step 3. 3. Choose part of greater crowding-distance antibodies to do proportional cloning, and then the clone population is generated.
4. Based on crossover probability, perform D-SBX operator on clone population. 5. Calculate dynamic mutation probability, and perform GP-HM operator.
6. Identify the nondominated antibodies in mating pool by combining the archive and the new generated population. Select a number of greater crowding-distance antibodies as the next generation population and update the archive. gen = gen + 1.Go to Step 2. 7. Output the external archive as the approximate Pareto-optimal set. Stop the algorithm. 
Proportional cloning operator
In biological immune system, cloning means that a group of identical cells is generated from a single common ancestor and only antibodies with high affinity will be cloned to attack the pathogens. In NCMO, some nondominated antibodies with greater crowding-distance values from the population are selected to do proportional cloning and their crowding-distance values are used as their fitness to get the number of clones. The greater the crowding-distance value is, the larger the number of clones is. By this means, the less-crowded regions possess more clones, which can benefit the search within global space. Assuming that A = {a 1 , a 2 , . . . , a n } is used to present the population to do cloning. Proportional cloning operator can be defined as:
where 
where f j max and f j min are the maximum and minimum values of the j-th objective, respectively and
Note that when calculating the number of clones for each antibody, it is possible that the crowding-distance value is ∞ when the antibody is in boundary. In this case, it is set as double maximum crowding-distance value except the boundary solutions.
D-SBX operator
The recombination operator has the ability to escape from local optimal, and share gene segments from parent chromosomes. 11 Simulated binary crossover (SBX) is one of the main recombination operators, which has been used in various real-coded algorithms. 8, 20 However, the SBX operator is always used with fix probability of the variables to get crossed. It may destroy good gene segments at the end of algorithm execution because too many genes perform crossover at this stage. Therefore, in NCMO, dynamic SBX (D-SBX) is proposed as an improved recombination operator. Because the selection operator selects antibodies according to their Pareto dominance and diversity estimation measured by crowding-distance value. As a result, if it is executed with more generations, the antibodies are becoming closer to P F true . At the beginning of the algorithm execution, when the generated antibodies are far away from P F true , the dynamic probability is set with relative large value. With the algorithm running, the antibodies are becoming closer to P F true , so the dynamic probability is becoming small gradually. Otherwise, the good genes segments will be destroyed and the antibodies cannot explore closer to P F true . Ordinarily, SBX has three controllable parameters: (1) pc: the probability for a pair of parent solutions to do recombination; (2) η: the magnitude of the expected variation from the parent values; and (3) pv: the probability of the variables to get crossed using the SBX operator. 21 In D-SBX, the genes have dynamic probability pv to do the crossover according to the number of generations, defined as:
where pvx is the probability of the variables to get crossed when the algorithm begins, pvy is the probability of the variables to get crossed when the algorithm ends, gen is the number of iteration and maxgen is the predefined maximum number of generations. Equation (3.5) shows that the probability pv gradually decreases from pvx to pvy. The pseudo-code of D-SBX is shown in Fig. 3 .
GP-HM operator
Polynomial mutation has been used in many real-coded multiobjective optimization algorithms. 27 However, it is not efficient at searching the global Pareto-optimal front. For example, with a relative large mutation index, the convergence speed of
Calculate the dynamic probability of genes pv defined in Eq. (3.5) for each antibody i in population if random<=pc randomly choose an antibody k in population for each gene j in antibody
if random <=pv then if par1 and par2 aren't the same then perform crossover and generate child1 and child2 randomly choose from child1 and child2 as POP(i,j) end if end if end for end if end for polynomial mutation is very slow at large search space and it is easy to stagnate if many local Pareto-optimal fronts exist. On the other hand, hybrid mutation strategy has been well adopted in Refs. 26 and 28. The classic hybrid mutation combines Gaussian and Cauchy mutations. Gaussian mutation performs smaller jumps with higher probability, whereas Cauchy mutation performs longer jumps with higher probability. Therefore, the hybrid mutation is efficient not only at local search but also at global search.
However, from the plot of Gaussian and Cauchy distributions in Ref. 28 , the random variables generated by these two mutations are more similar than the random variables generated by Gaussian and Polynomial mutations (observed from the plot of Gaussian and Polynomial distributions in Figs. 4 and 5) in high probability. This 
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means that Gaussian and polynomial mutations can separate the search work more clearly than Gaussian and Cauchy mutations. Gaussian mutation aims at coarsegrained search and polynomial mutation aims at fine-grained search. Therefore, in this paper we propose an improved hybrid mutation operator, which combines with Gaussian and polynomial mutations, named GP-HM operator. It is an effective and high-speed operator for exploring local regions and guides the system toward P F true . It makes the proposed algorithm not only converge fast to the domain of the Pareto-optimal but also perform fine-grained search when the antibodies are close to P F true . Compared with other hybrid mutation strategies, 26, 28 one of the distinguishing differences is the switching mechanism that is used to control the GP-HM operator. A switching parameter is used as threshold. When a randomly generated number is smaller than the switching parameter, Gaussian mutation is deployed. Otherwise, polynomial mutation is deployed. Moreover, the switching parameter dynamically decreases over time. It is rational because it is necessary to do more on fine-grained search as the antibodies are getting closer to P F true . For antibody X = (x 1 , x 2 , . . . , x n ), polynomial mutation is defined as:
where x i and x i are the i-th decision variables after and before the mutation process, respectively, yu is the upper bound of the i-th decision variables, yd is the lower bound of the i-th decision variables, and delta is a small variation which is obtained from a polynomial distribution by using:
where r i is a uniformly sample random number between (0,1) and η is the mutation distribution index, which controls the magnitude of the expected mutation for the candidate solution valuable. Plot of the delta distributions can be seen in Fig. 4 (η = 20, x i = (yu − yd)/2). It is noted that when x i is equal with yu or yd, x i will be generated randomly between yu and yd.
For antibody X = (x 1 , x 2 , . . . , x n ), Gaussian mutation is defined as: 8) where N (0, 1) is a random Gaussian number with mean zero and standard deviation one. The plot of the 0.1 × N (0, 1) distributions can be seen in Fig. 5 . Seen from Figs. 4 and 5, Gaussian mutation has higher probability to generate an offspring further away from its parent than polynomial mutation due to its long flat tails and low hill. In other words, it has a higher probability to escape from a local optimum. On the other hand, it also indicates that polynomial mutation has stronger fine-grained search ability than Gaussian mutation in small regions. In GP-HM, we combine the advantages of two mutations. At the beginning of algorithm, there is high probability to do Gaussian mutation, which can make the proposed algorithm converge fast toward P F true . When nondominated solutions are approaching P F true , the probability with Gaussian mutation gradually decreases while the probability with polynomial mutation gradually increases. By this means, the algorithm gradually performs more fine-grained search. Parameters in GP-HM are predefined from experiments. Different from the switching mechanism with fixed running times in Ref. 26 , dynamic switching parameter dsp is proposed as:
where dspx is the probability to do Gaussian mutation when the algorithm starts and dspy is the probability to do Gaussian mutation when the algorithm ends, gen is the current iteration, and maxgen is the predefined maximum of generations.
The pseudo-code of GP-HM operator is described in Fig. 6 (pm is the mutation probability). In this figure, dsp decides which mutation (Gaussian mutation or polynomial mutation) is selected within GP-HM operator, whereas pm decides how many genes on average to perform mutation after Gaussian mutation or polynomial mutation is selected.
We also notice that the mutation probability should be changed dynamically according to some experiments. In this study, the mutation probability is changed 
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only according to the number of generations. We set the dynamical mutation probability as pm that is shown as follows:
where minpm is the predefined minimal mutation probability. It can guarantee that every antibody selected for mutation has one gene on average to do mutation. p is predefined parameter which represents the mutation scale, i.e. the number of genes on average to do mutation. gen is the current iteration and maxgen is the predefined maximum of generations. In Sec. 4, we will further discuss the cooperation between the dynamic mutation probability and the GP-HM operation.
Population selection and archive update
The results from Ref. 29 have shown that elitism can speed up the performance of GA significantly and elitism scheme has been well adopted by many state-of-theart EAs. The elitism mechanism is also deployed here. We preserve nondominated antibodies in the archive, which is helpful to prevent the loss of good solutions. As the Pareto-optimal set may be infinite, generally we only need subset of it to be selected to distribute uniformly on the Pareto-optimal front. In that case, we need a desirable selection mechanism to evaluate the nondominated antibodies. In this study, we use the nondominated neighbor-based selection mechanism developed in Ref. 20 . The selection mechanism can evidently extend the diversity of population and mainly focuses on less-crowded regions. The procedures can be described as follows. After the child population is generated from proportional cloning operator, mutated with D-SBX and GP-HM, nondominated antibodies are identified in mating pool that contains the archive and the child population. Then, part of nondominated antibodies with greater crowding-distance values is selected by using the nondominated neighbor-based selection mechanism as the next generation population and the archive is updated with the new population.
Analyze the Exploratory Process of NCMO
In general, the goal of MOPs is to obtain a P F known not only uniformly distributed, but also as close as possible to P F true . It can be achieved from combinations of some effective and efficient operators to construct a competent multiobjective optimization algorithm. A selection operator that selects nondominated solutions combining with effective exploration operators will effectively drive the search toward P F true . Reference 21 shows that recombination with classical settings are suitable for small numbers of objectives but perform very poor for large numbers of objectives, even when large population sizes are used. However, the performance with the novel D-SBX is good even with large numbers of objectives. According to the number of generations, a dynamic parameter is used to adjust recombination with an easy and straightforward way. In Figs. 7 and 8 (two objectives problems for example), f1 and f2 are the objective values. Current points are the antibodies selected to do proportional cloning operator. Search points are the antibodies generated after D-SBX operator. Pareto-optimal points are the solutions uniformly distributed in P F true . When the current points are far away from P F true , more genes join the crossover and it will generate the search points far away from the two parent points (shown in Fig. 7 ). When the current points are close to P F true , fewer genes join the crossover and it will generate the search points close to the two parent points (shown in Fig. 8 ).
Since initial antibodies are randomly generated at first, generally they are far away from P F true . When the solutions go through clonal proliferation and perform recombination in the following generations, it has high probability to find the points that are closer to P F true than their parents are. If large jumps are used in this stage, it can accelerate the convergence speed evidently. With the generation running, when the solutions are close to the Pareto-optimal front, small jumps will be better to improve the qualities of solutions. In Figs. 9 and 10 (two objectives problems for example), f1 and f2 are the objective values. Current points are the antibodies generated after D-SBX operator. Search points are the antibodies generated after GP-HM operator. Pareto-optimal points are the solutions uniformly distributed in P F true . Different situations of the current points use different strategies. When the current points are far away from P F true , more than one gene on average perform mutation with relative long steps for coarse-grained search (shown in Fig. 9 ). When the current points are close to P F true , one gene on average performs mutation using relative small steps for fine-grained search (shown in Fig. 10 ). It is straightforward to show the cooperation with each other between the dynamic mutation probability and the GP-HM operator to accelerate the convergence speed.
Numerical Experiment
Test problems
In this study, we use 10 benchmark functions to valuate the performance of NCMO. The functions include five ZDT functions and five three-objective DTLZ functions without any inequality and equality constraints. Definitions of these benchmark functions are tabulated in Table 1 . More information of the ZDT and DTLZ functions can be found in Refs. 29 and 30, respectively. It is noted that the test problems are characterized with convexity, discontinuity and nonuniformity. Some of them have many local Pareto-optimal fronts. By this means, they are suitable to test the comprehensive performance of multiobjective optimization algorithms.
Performance metric
In order to compare the performance between NCMO and various multiobjective optimization algorithms, we adopt the convergence metric suggested in Ref. 8 , the coverage of two sets metric suggested in Ref. 31 , the diversity metric suggested in Ref. 8 and the spacing metric suggested in Ref. 32 . The first metric measures the extent of convergence to a known subset of P F true . The second metric measures the dominance relationship between the two P F known . The last two metrics measure the extent of diversity of P F known . They are summarized as follows.
Convergence Metric: Assuming that P = (p 1 , p 2 , . . . , p |P| ) is the target set of points distributed uniformly on P F true and A = (a 1 , a 2 , . . . , a |A| ) is a P F known . For each point a i in A, the smallest Euclidean distance to P will be:
where m is the number of the function objectives. The convergence metric is the average value of the distance for all points in A.
The convergence metric means the average distance between P F known and P F true . A value of 0 for this metric states that P F known is a sub set of P F true . A lower value of this metric represents the better convergence ability. 
Coverage of Two Sets
where ≥ means dominate or equal. If the value of I C (A, B) is higher than the value of I C (B, A), it represents that Set A is better than Set B when considering coverage of two sets. 
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Spacing metric:
Assuming that Set A is a P F known . The function S is defined as follows:
where d is the average value of all d i (i = 1, 2, . . . , |A|) and d i is defined as:
where m is the number of the function objectives. A lower value of S represents the solutions in P F known more uniformly distributed in the objective space.
Comparison with various multiobjective optimization algorithms
In this study, we compare the performance of NCMO with various state-of-theart EAs, i.e. NSGA-II (real-coded), PAES, SPEA, and SPEA2, a newly developed multiobjective extremal optimization algorithm (MOEO) and a nondominated neighbor-based immune algorithm (NNIA). The results are discussed respectively in the following sections. The parameters setting of NCMO and NNIA are tabulated in Table 2 .
Besides that, the values of pvx and pvy in Eq. (3.5) are set as 0.5 and 0.25. The values of dspx and dspy in Eq. (3.9) are set as 0.1 and 0.02. The minimal mutation probability minpm and parameter p in Eq. (3.10) are set as 1/n (n is the number of decision variables) and 0.2. It is noted that these predefined parameters are used to control recombination and mutation, if they are set with too large or too small values, the simulation results will be worse, so that they should be set in a reasonable area. These values of parameters can be determined with an intensive preliminary test phase of the algorithm in different test functions. In addition, the 20 20 parameters setting of NSGA-II, PAES, SPEA2, and MOEO can be found in Refs. 8 and 26. The maximum of generations is 250. With these parameters setting, NCMO has the same simulation conditions with the other algorithms. Table 3 shows the mean and variance of the convergence metric obtained using the six algorithms, i.e. NCMO, MOEO, NSGA-II (real-coded), PAES, SPEA, and SPEA2. Table 4 shows the mean and variance of the diversity metric obtained using the six algorithms. In this study, all the experimental results of MOEO, NSGA-II (real-coded), SPEA, PAES, and SPEA-II shown in Tables 3 and 4 come from Refs. 8 and 26 and the experimental results of NCMO come from our simulations. It is noted that we use 500 uniformly distributed Pareto-optimal from P F true to calculate the convergence metric (same in Ref. 8) . In this section, we will discuss the comparison of NCMO with NSGA-II (real-coded), PAES, SPEA, and SPEA2. The comparison with MOEO will be discussed in Sec. 5.3.2. The best result for each test function is marked with boldface in Tables 3 and 4 . It can be observed from Table 3 that NCMO has better convergence than the state-of-the-art EAs, i.e. NSGA-II (real-coded), PAES, SPEA, and SPEA2. For in 10 independent runs. It illustrates that NCMO has good convergence ability. For ZDT3 with disconnecting Pareto-optimal front, NCMO solve it much well than NSGA-II, PAES, SPEA, and SPEA2. For ZDT4 with a lot of local Pareto-optimal front, NSGA-II (real-coded), PAES, SPEA, and SPEA2 cannot solve it well in 250 generations, while NCMO can solve it much well in the same generations because NCMO adopt GP-HM operator which can effectively escape from local optimal. For ZDT6 with nonuniformly spaced front, NCMO also does much better than NSGA-II, PAES, SPEA, and SPEA2. These simulation results illustrate that NCMO is capable of solving functions with some special features. In addition, except SPEA, NCMO is the smallest at the variance of the convergence metric in many test functions in ten runs. It means that NCMO is robust. In Table 4 , NCMO has the best spread of solutions in each test function when compared with NSGA-II (real-coded), PAES, SPEA, and SPEA2. Based on the nondominated neighbor-based selection mechanism, NCMO gets desirable results in terms of the diversity metric. In all cases with NCMO, the variance of the diversity metric in 10 runs is small. These simulations also illustrate the robustness of NCMO.
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Comparison with some state-of-the-art EAs
Comparison with MOEO
Regarding the diversity metric, simulations from Table 3 show that MOEO performs better than NCMO in all five ZDT functions except ZDT3, it is mainly because MOEO uses an archiving logic that is highly effective to preserve the population diversity. While regarding the convergence metric, NCMO is faster than MOEO on the convergence speed in all five ZDT functions except ZDT6. In addition, NCMO is smaller than MOEO regarding the variance of the convergence metric and the diversity metric in many test functions in 10 runs. It is very difficult for the proposed algorithm to obtain better performance in every metric, because there may be conflicts among the metrics. It fits the saying that most currently best multiobjective optimization EAs do not outperform each other, but perform similarly or are preferable than with respect to different performance indicators.
33
From the above discussion, it is evident that NCMO basically makes as good performance as MOEO does. They all have their own advantages. NCMO has faster convergence speed and more robust than MOEO, while MOEO gets more uniformly distributed solutions than NCMO.
Comparison with NNIA
In this section, we compare NCMO with a newly developed immune algorithm, NNIA, in detail. The parameters setting of NCMO and NNIA have been mentioned above. In the following experiments, 30 independent runs are performed in each test function. We use the convergence metric, the coverage of two sets and the spacing metric described in Sec. 5.2 to compare their performance. For calculating the convergence metric, we find a set of more than 10,000 uniformly spaced solutions from P F true in the objective space. This can increase the precision of the convergence value of P F known . Simulation results are shown in Figs. 11-13 with box plots. In Fig. 11 , the comparison between NCMO and NNIA in convergence metric shows that NCMO performs better than NNIA in all 10 benchmark functions, especially in DTLZ1 and DTZL3. Because DTLZ1 and DTLZ3 have many local Pareto-optimal fronts, NNIA cannot converge to P F true in 250 generations. However, NCMO solves DTLZ1 and DTLZ3 much well. This is mainly because NCMO has the longer jump mutation operator, which helps to escape from local Paretooptimal and benefit global search. It illustrates that NCMO has robust ability to find P F true in global space with many local Pareto-optimal fronts.
In Fig. 12 , the comparison between NCMO and NNIA in the coverage of the two sets shows that NCMO performs better than NNIA in all 10 benchmark functions except ZDT6. Even in ZDT6, the median value I C (N, F ) is only a litter worse than the median value of I C (F, N ). It is interesting to note that NCMO performs much better than NNIA in DTLZ1 and DTLZ3 as far as the coverage of two sets is considered. This fit the results obtained by the convergence metric. It means that both comparisons are similar between the coverage of two sets and the convergence metric. Usually, the better the convergence metric is, the better the coverage of the two sets is.
Regarding the spacing metric, both algorithms are similar, because they use the same selection mechanism and archive maintenance to keep the diversity of antibodies. From simulations in Fig 13, it is evident that NCMO performs much better than NNIA in DTLZ1 and DTLZ3 that have more local Pareto-optimal fronts than the other test functions. This is because the convergence speed of NNIA is much slower than that of NCMO.
On the other hand, in our simulations, with 30 independent runs, NNIA converges to a single nondiminated solution in ZDT2 with 10 times, ZDT4 with seven times, and DTLZ4 with two times, respectively. However, NCMO can get multiple solutions every time. As both algorithms use an external archive to preserve only nondominated solutions and perform the cloning operator only in nondominated solutions, it is possible that the final result in archive is a single nondiminated solution. However, NCMO uses more recombination and larger mutation jumps in initial running that can effectively jump from the single Pareto-optimal solution and find other Pareto-optimal solutions. In this case, NCMO does much better than NNIA in keeping the population diversity.
Based on the above comparison in Secs. 5.3.1-5.3.3, we tabulate the performance results of NCMO in Table 5 . In this table, "Better" means that performance of NCMO is in general better than other algorithms in the corresponding metric. "\" indicates that there is no comparison between NCMO and other algorithms. "Worse" means that performance of NCMO is in general worse than other algorithms in the corresponding metric. In conclusion, it is evident that NCMO has two main advantages with the three improvement approaches. Firstly, NCMO can converge fast to P F true and has the ability to escape from local Pareto-optimal fronts. Therefore, NCMO is robust when searching the global Pareto-optimal front in big search space with many local Pareto-optimal fronts. Secondly, NCMO is capable of keeping the desirable diversity of solutions.
Simulations for the three novel approaches
In order to investigate the performance of the three improvement approaches in proposed algorithm, we make 30 independent runs of algorithm only with one of three approaches, i.e. dynamic mutation probability (SBX operator and polynomial mutation operator), D-SBX operator (static mutation probability and polynomial mutation operator) or GP-HM operator (static mutation probability and SBX operator), respectively. The results are shown in Tables 6 and 7 below. For increasing the precision of the convergence value, we find a set of more than 10,000 uniformly spaced solutions from P F true in the objective space to calculate the convergence metric for every test functions. The number in brackets means times the algorithm converges to single approximate Pareto-optimal. It is noted that NNIA can be recognized as the version of NCMO without these three novel approaches. Therefore, when compared with NNIA, the advantage of the three novel approaches is easy to be understood. Observed from Table 6 , when compared with NNIA, as far as the convergence metric is concerned, NCMO only with dynamic mutation probability does better in ZDT1, ZDT2, ZDT3, DTLZ1, DTLZ2, and DTLZ6; NCMO only with D-SBX operator does better in ZDT2 and five DTLZ functions; NCMO only with hybrid mutation operator does better in five ZDT functions, DTLZ1, DTLZ2, DTLZ3, and DTLZ4. While considering the spacing metric, observed from Table 7 , NCMO only with one of the three approaches gets comparable results with NNIA.
From the results mentioned above, when compared with NNIA, it is observed that NCMO only with one of the three approaches converges faster in different test functions with special characters. For example, NCMO only with dynamic On the other hand, observed from Table 6 , as far as the convergence metric is concerned, NCMO gets the best results in ZDT2 and five DTLZ functions. Observed from Table 7 , as far as the spacing metric is concerned, NCMO gets the best results in ZDT3, ZDT4, ZDT6, DTLZ1, and DTLZ3. It is concluded that NCMO only with one of three novel approaches has its own advantage in different test functions, but NCMO with combined approaches performs best in most cases, no matter considering the convergence metric or the spacing metric. Moreover, when solving ZDT2, ZDT4, and DTLZ4, NCMO only with one of three novel approaches may only converge to single Pareto-optimal occasionally, while NCMO can get multiple solutions every time. It represents that these three novel approaches can be well incorporated to preserve the population diversity. Only one improved approach may perform better than NCMO when the optimized functions have some special features, but in real-life problems, it is difficult to know the details of the optimized function. Therefore, it is hard to choose the improved approaches. However, if NCMO is used to solve the optimized functions, it can get better performance in general, especially when the optimized functions have big search space and local Pareto-optimal fronts.
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Conclusions
In this paper, a novel clonal algorithm applied in MOPs is proposed, the exploratory capabilities of which are enhanced with three novel approaches, i.e. dynamic mutation probability, D-SBX operator, and GP-HM operator. The notion of these approaches is straightforward and easy to be implemented. Based on the simulation results, when comparing NCMO with various state-of-the-art multiobjective optimization algorithms and recently proposed algorithms, it illustrates that NCMO can obtain remarkable performance both in accelerating the convergence speed and keeping the desirable diversity. In our future work, we will try to extend immune algorithm to solve dynamic MOPs effectively with competent constraint-handling approaches.
