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CANONICAL BASES AND COLLECTIVE INTEGRABLE SYSTEMS
BENJAMIN HOFFMAN AND JEREMY LANE
ABSTRACT. LetK be a non-abelian compact connected Lie group. We show that every Hamiltonian
K-manifoldM admits a Hamiltonian torus action of the same complexity on a connected open dense
subset U . The moment map for this torus action extends continuously to all of M . This generalizes
the celebrated Gelfand-Zeitlin integrable systems introduced by Guillemin and Sternberg.
In the process we develop a general framework for integrating gradient Hamiltonian vector fields
on degenerations. This framework can be applied to degenerations of varieties that are possibly
singular or non-compact. It recovers the results of Harada and Kaveh as a special case. Our main
result on Hamiltonian K-manifolds is obtained by applying this framework to the base affine space
of the complexification ofK .
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1. INTRODUCTION
Let K be a compact connected Lie group with Lie algebra k. Fix a maximal torus T ⊂ K and
a closed positive Weyl chamber t∗+ ⊂ k∗. A Hamiltonian K-manifold is a connected symplectic
manifold M equipped with an action of K which is generated by a K-equivariant moment map
µ : M → k∗.
An important class of Hamiltonian K-manifolds are those which are proper, i.e. for which there
exists a K-invariant set τ ⊂ k∗ containing µ(M), such that τ ∩ t∗+ is convex and µ : M → τ is a
proper map. For any proper Hamiltonian K-manifold M , the set µ(M) ∩ t∗+ is a convex, locally
rational polyhedral set and the fibers of µ are connected [53, Theorem 1.1 and Remark 5.2]. If M
is compact, then µ(M) ∩ t∗+ is a convex rational polytope and this recovers Kirwan’s non-abelian
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convexity theorem [47]. If M is compact and K is a torus, then this recovers the famous Atiyah-
Guillemin-Sternberg convexity theorem [9, 30].
A useful invariant of a HamiltonianK-manifoldM is its complexity. If K = T is a torus and Tker
is the kernel of the action of T , then the complexity ofM is defined as
(1) cT (M) =
1
2
dimM − dimT + dimTker.
Complexity 0 torus manifolds with Tker = 0 are more commonly known as symplectic toric man-
ifolds. Delzant famously showed that compact symplectic toric manifolds are classified up to iso-
morphism by their moment polytopes [20]. More generally, proper complexity 0 torus manifolds
are classified by their moment map image and Tker [40, Proposition 6.5]. There are many results
about torus manifolds of complexity > 0 including classification results, see e.g. [41, 42] and the
references within.
IfK is non-abelian, then every HamiltonianK-manifoldM contains a Hamiltonian T -manifold S
called the principal symplectic cross-section. The complexity ofM as aK-manifold is by definition
the complexity of S as a T -manifold:
(2) cK(M) = cT (S).
Complexity 0 Hamiltonian K-manifolds, also known as multiplicity free K-manifolds, were stud-
ied by Guillemin and Sternberg in the 1980’s in relation to geometric quantization and integrable
systems [31, 33, 32]. The classification of proper multiplicity freeK-manifolds, also known as the
Delzant conjecture, was eventually proved in [48] following the classification of smooth affine
spherical varieties [56]. Generally, Hamiltonian K-manifolds of a given complexity are more
complicated when K is not a torus. Not much is known about complexity > 0 Hamiltonian K-
manifolds forK non-abelian with a few exceptions in low dimension [15].
GivenK, denotem = 1
2
(dimK−dimT ) and let T = (S1)m×T . In 1983, Guillemin and Sternberg
gave a beautiful construction which proves the following theorem1.
Theorem 1.1. [31] Let K be a compact Lie group, and assume the simple factors of k are each of
type A, B, or D. For any HamiltonianK-manifoldM , there exists a connected open dense subset
U ⊂Mand a Hamiltonian T-action on U such that
cT(U) = cK(M).
TheT-equivariant moment map µT : U → Lie(T)∗ extends to a continuous map µT : M → Lie(T)∗.
Furthermore, if M is a proper Hamiltonian K-manifold, then U is a proper Hamiltonian T-
manifold.
The construction and the resulting T-actions used to prove Theorem 1.1 are known as Gelfand-
Zeitlin systems. As part of the construction of Gelfand-Zeitlin systems, Guillemin and Sternberg
show that µT(M) has an explicit description in terms of µ(M) ∩ t∗+ and certain inequalities known
as “interlacing inequalities.”
In the case that M is proper and has complexity 0, then U is classified as a proper complexity
0 T-manifold by its moment map image and Tker. If M is additionally compact, then the image
µT(M) ⊂ Lie(T)∗ is a convex 12 dimM-dimensional polytope. ForM proper, the Gelfand-Zeitlin
system equips a dense subset of U with explicit action-angle coordinates. This coordinatization
1Although Guillemin and Sternberg only discuss the case of complexity 0 in [31], their construction yields this state-
ment for arbitrary complexity. See [51] for the statement about properness.
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of U has concrete applications in quantitative symplectic topology [62]. Gelfand-Zeitlin systems
have also been used to construct new examples of non-displaceable Lagrangian submanifolds[17,
16, 60, 61] and study the structure of Poisson-Lie groups [6]. They motivated results on toric
degenerations, integrable systems, and geometric quantization [49, 60, 36, 34] as well as Poisson-
Lie groups and the developing theory of partial tropicalization [2, 1, 5, 3, 4].
The primary drawback of the Gelfand-Zeitlin construction is that it only applies to groups with
simple factors of type A, B, or D. It is a long standing problem to generalize Theorem 1.1 to
arbitraryK. Results have been obtained in some cases [35, 36, 4]. Our main result is a full solution
to this problem.
Theorem 1.2. Let K be a compact Lie group. For any HamiltonianK-manifoldM , there exists a
connected open dense subset U ⊂Mand a Hamiltonian T-action on U such that
cT(U) = cK(M).
TheT-equivariant moment map µT : U → Lie(T)∗ extends to a continuous map µT : M → Lie(T)∗.
Furthermore, if M is a proper Hamiltonian K-manifold, then U is a proper Hamiltonian T-
manifold.
The moment map µT for the Hamiltonian T-action is constructed by composing the moment map
for theK-action with a continuous map F :
(3) µT : M
µ−→ k∗ F−→ Lie(T)∗.
(Our construction of F , which depends on several choices, is outlined below.) Although F is not
smooth everywhere, there exists a connected dense open subset U ⊂ M such that F ◦ µ : U →
Lie(T)∗ is smooth and generates a Hamiltonian T-action. Hamiltonian torus actions constructed
by composing µ with another moment map are known as collective integrable systems. Gelfand-
Zeitlin systems are also examples of collective integrable systems.
We briefly give an example to describe how the scope of our result differs from those in [31]
and [36]. Let M be a coadjoint orbit of a compact Lie group K. Then M is a complexity 0 K-
manifold, with respect to the coadjoint action ofK. The moment map ofM is inclusion into k∗, and
the symplectic form onM is the standard Kostant-Kirillov-Souriau symplectic form. The approach
of [31] produces a densely defined complexity 0 torus action only when the simple factors of k
are each of type A, B, or D. On the other hand, the approach of [36] produces a densely defined
complexity 0 torus action only when the symplectic form on M comes from an embedding in
projective space; this only occurs whenM passes through a (scalar multiple of an) integral weight
of K. By contrast, Theorem 1.2 applies to arbitrary coadjoint orbits of arbitrary compact Lie
groups.
1.1. Outline of the construction of F . LetG = KC be the complexification ofK. The base affine
space2 of G is the categorical quotient of G by a maximal unipotent subgroup N , denoted G  N .
It is a singular affine variety which plays a central role in representation theory and algebraic group
2Some authors refer to the homogeneous space G/N as base affine space. The variety G  N is the affine closure of
G/N .
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actions. We construct F as part of a commuting diagram of the following form (see Sections 4 and
5).
(4)
G  N XS
k∗ Lie(T)∗.
φ
/T Ψ
F
In this diagram, S is the value semigroup of a fixed valuation on the coordinate ring C[G  N ],
and XS is the affine toric variety whose coordinate ring is the semigroup algebra of S. The chosen
valuation on C[GN ] must satisfy a number compatibility conditions, and the existence of such a
valuation is discussed below.
Both GN andXS decompose into a union of smooth manifolds. By embedding both GN and
XS into a complex inner product space E, each of their smooth pieces acquires a Kähler structure.
There is a unitary representation of T on E which preserves the smooth pieces of XS. As a result,
each smooth piece of XS is a Hamiltonian T-manifold, with moment map equal to the restriction
of a quadratic moment map Ψ: E → Lie(T)∗.
The construction of φ has two main ingredients. The first ingredient is a toric degeneration. From
the fixed valuation on C[G  N ], a standard construction [8] produces a flat family of varieties
π : X→ C. The fiber π−1(0) is isomorphic toXS, and the fibers over t 6= 0 are each isomorphic to
G  N . The family π : X → C is then an example of a toric degeneration of G  N to XS. Away
from the toric fiber π−1(0), the family X → C decomposes as a union of smooth subfamilies Xσ,
where σ runs over some index set.
The second ingredient in the construction of φ is a gradient Hamiltonian vector field. Each Xσ can
be equipped with a Kähler structure. On each Xσ, the gradient Hamiltonian vector field is defined
to be
V σπ :=
Xℑπ
||Xℑπ||2 = −
∇ℜπ
||∇ℜπ||2
Here Xℑπ is the Hamiltonian vector field of the imaginary part of π : Xσ → C, and ∇ℜπ is the
gradient vector field of the real part of π. The second equality holds precisely because π is holo-
morphic. The significance of Vπ is that its flow, when defined, induces a symplectomorphism
ϕσt : X
σ ∩ π−1(1)→ Xσ ∩ π−1(1− t). To construct φ one takes the limit of the maps ϕσt as t→ 1.
Gradient Hamiltonian flows on toric degenerations were used previously by [60, 36] to build maps
from smooth projective varieties to toric varieties. In our case, we follow the general strategy
of [36], but there are some notable complications. First, the map π : X→ C is not proper, and there
is no guarantee that the flow ϕσt exists, even when t 6= 1. Second, φ is defined piecewise using the
flows ϕσt on the decomposed variety X. There is no guarantee that these assemble to a continuous
map. We build a general framework for integrating gradient Hamiltonian flows in this new setting
in Section 3; it turns out that both these problems can be resolved in the presence of a sufficiently
nice Hamiltonian torus action on X. Applying this framework to the degeneration of G  N we
recover the following (cf. Theorem 5.7 and Proposition 6.8).
Theorem 1.3. There exists a continuous, proper, surjective map φ : G  N → XS. Each smooth
piece in G  N has an open dense subset U such that φ|U is a symplectomorphism onto its image
inXS.
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The map on the left in (4) is a quotient map for a certain action of the maximal torus T . Once φ has
been constructed, the map F in (4) is descends from Ψ ◦ φ which is T -invariant.
The key step in the remainder of the proof of Theorem 1.2 is a new construction which we call
toric contraction. Toric contraction combines the toric variety XS, symplectic implosion [29], and
symplectic contraction [38] to produce a singular HamiltonianT-space from an arbitrary Hamilton-
ian K-manifold M . Although this construction is entirely new, it bears resemblance to the earlier
constructions of [60, 38]. This construction is described in Section 6.
1.2. Connections with canonical bases and representation theory. Throughout the construction
outlined above, there are a number of choices that must be made. Chief among them is a valuation
v on C[G  N ], which satisfies a number of compatibility conditions. The complete set of choices
satisfying these conditions is summarized in our notion of a good valuation (Definition 4.10). To
prove Theorem 1.2, it remains to show that there exists a good valuation.
One way to construct a good valuation is using the string valuations constructed in [44]. Fix a
reduced word i for the longest element of the Weyl group of G and let Λ+ ⊂ t∗+ denote the set
of dominant integral weights. Let Si ⊂ Zm × Λ+ denote the extended string cone associated to i
[10, 55]. The cone Si is an affine semigroup, and it generates a convex rational polyhedral cone,
cone(Si) ⊂ Rm × t∗ [55]. It is possible to realize Si as the value semigroup of a valuation on
C[G  N ] known as a string valuation [44, Proposition 6.1]. We show this valuation is a good
valuation.
Applying our construction to the string valuation produces a continuous map Fi : k
∗ → Lie(T)∗ =
Rm × t∗ whose image is cone(Si). IfM is a HamiltonianK-manifold, then the composition
(5) M
µ−→ k∗ Fi−→ cone(Si) ⊂ Lie(T)∗
generates a Hamiltonian torus action on a dense open subset U ⊂ M . Let pr denote the projection
Rm × t∗ → t∗. IfM is proper, then image of (5) is the convex locally rational polyhedral set
Fi ◦ µ(M) = cone(Si) ∩ pr−1(µ(M) ∩ t∗+).
Moreover, the open dense subset U ⊂ M can be described in terms of the geometry of Fi ◦ µ(M)
(see Proposition 6.16). For example, ifM is the coadjoint orbit through a weight λ ∈ t∗+, then
Fi(M) = cone(Si) ∩ pr−1(λ)
is a convex rational polytope. In this case the subset U ⊂ M is the pre-image under Fi of the
smooth locus of Fi(M). If λ is integral, then Fi(M) is commonly known as the string polytope
associated to λ and i.
Every irreducible unitary representation V of K has a natural decomposition into weight spaces
for the maximal torus. A canonical basis3 for V is a decomposition of the weight spaces into
1 dimensional subspaces that is in some way “canonical,” i.e. it depends on very few choices.
The oldest and most well-known example is Gelfand-Zeitlin canonical bases for K = U(n). The
Gelfand-Zeitlin systems are related to Gelfand-Zeitlin canonical bases via Bohr-Sommerfeld quan-
tization [31]. The collective integrable systems (5) are similarly related to canonical bases for
representations ofK. Heuristically, one might expect these bases to be the Kashiwara-Lusztig dual
canonical bases [43, 57], which are parametrized by the lattice points of Si. However, this analogy
3We learned this heuristic definition from Yael Karshon who informs us that it was also used in Mike Grossberg’s
thesis.
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is not completely apt because the Kashiwara-Lusztig bases are not typically orthogonal, whereas
the bases coming from Bohr-Sommerfeld quantization are. Nevertheless, much of the literature
on the string cones and valuations is motivated by finding parametrizations for Kashiwara-Lusztig
dual canonical bases, and we found this to be a useful example to keep in mind.
There are other examples of valuations in the literature that are similarly related to G  N and the
representation theory ofG, such as those described by Fujita-Naito (which recover the Nakashima-
Zelevinsky polytopes) [24], those described by Kiritchenko and Feigin-Fourier-Littelmann (which
recover the Feigin-Fourier-Littelmann-Vinberg polytopes) [46, 23] or the cluster-theoretic valua-
tions recently studied by Fujita-Oya in [25]. We expect these valuations will also be amenable to
our machinery.
1.3. Future directions. One motivation for this work arises from quantitative symplectic topol-
ogy. It is a conjecture due to Yael Karshon that the Gromov width of a coadjoint orbit Oλ of a
compact simple Lie group K parameterized by λ ∈ t∗+ is given by a simple formula involving λ
and the positive coroots of K [22, Equation 1.1]. Tight upper bounds were proved for all λ and
K using the theory of J-holomorphic curves in [14]. The general approach to tight lower bounds
is to use Hamiltonian torus actions. In particular, if a subset U ⊂ Oλ admits the structure of a
complexity 0 proper torus manifold, then one may construct embeddings of symplectic balls into
U using the geometry of its moment map image [62, Proposition 2.5]. This approach has been
applied to establish tight lower bounds in all the cases where it was previously known that one can
equip a big subset of Oλ with a proper complexity 0 torus action (see [22] for a survey of known
results, as well as the more recent results in [4]). Since Theorem 1.2 constructs dense subsets with
proper complexity 0 torus actions in all the remaining cases, we expect it will be sufficient to close
the conjecture. We hope to resolve the details of this application in a future paper.
A second application is to reduced products of coadjoint orbits. Given several coadjoint orbits
Oλ1, . . . ,Oλk of a compact Lie groupK, one may form the symplectic reduction ofOλ1×· · ·×Oλk
by a diagonal action of K. Through geometric quantization, these spaces are linked with the
problem of counting multiplicities in tensor products of irreducible G-modules. A valuation was
constructed on a related affine variety known as affine configuration space in [58]. In future work
we will apply the techniques developed in this article to construct complexity 0 Hamiltonian torus
actions on dense subsets of these reduced spaces.
Toric degenerations play an important role in the rapidly developing theory of cluster varieties [26,
11]. In particular, bothGN and the configuration space are closely related to well-known cluster
varieties. It would be interesting to understand how toric degenerations of cluster varieties interact
with the theory developed here.
Finally, in recent work with Anton Alekseev and Yanpeng Li, the authors constructed Hamiltonian
torus actions from Hamiltonian group actions using entirely different techniques involving Poisson-
Lie groups, Ginzburg-Weinstein isomorphisms, and the emerging theory of partial tropicalization
[5, 4]. The relationship between these two approaches (partial tropicalization and toric degenera-
tion) remains an open and interesting question.
1.4. Organization. The organization of the remainder of the article is as follows. Section 2 fixes
notation and recalls useful background on singular spaces, Hamiltonian group actions, and toric
varieties. Section 3 contains our general framework for integrating gradient Hamiltonian vector
fields on degenerations of singular varieties. Section 4 introduces the notion of a good valuation on
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an affine variety. From this data, we describe how to construct a toric degeneration and apply the
results of Section 3 to integrate the gradient Hamiltonian flow (Theorem 4.21). Section 5 applies
this construction to the base affine space and proves Theorem 1.3. Finally, Section 6 combines these
results to prove Theorem 1.2. Several proofs from Section 3 and 5 are relegated to appendices.
1.5. Acknowledgements. The authors would like to thank Anton Alekseev, Megumi Harada, Yael
Karshon, Kiumars Kaveh, Allen Knutson, Chris Manon, Daniele Sepe, and Reyer Sjamaar for
helpful suggestions and conversations throughout the course of this project. J.L. would like to thank
the Fields Institute and the organizers of the thematic program on Toric Topology and Polyhedral
Products for the support of a Fields Postdoctoral Fellowship during writing of this paper.
2. BACKGROUND
2.1. Decompositions and singular spaces. This section defines decomposed spaces. We direct
the reader to [63] for background.
Definition 2.1. A weakly decomposed space is a paracompact, Hausdorff, second countable topo-
logical spaceX equipped with a locally finite partition by locally closed subspacesXσ ⊂ X , called
pieces, such that each piece Xσ is a connected smooth manifold in the subspace topology.
A map of weakly decomposed spaces is a continuous map f : X → Y such that the image of each
piece Xσ ⊂ X is contained in a piece Y τ ⊂ Y and the restricted maps fσ = f |Xσ : Xσ → Y τ
are smooth [63, 1.1.6]. Weakly decomposed spaces and maps of weakly decomposed spaces form
a category. Finite products and sums are defined in the category of weakly decomposed spaces in
the obvious way [63, 1.1.7].
Definition 2.2. [63, Definition 1.1.1] A decomposed space is a weakly decomposed space whose
partition satisfies the frontier condition: If Xσ ∩Xτ 6= ∅, then Xσ ⊂ Xτ .
Decomposed spaces form a full subcategory of the category of weakly decomposed spaces. This
subcategory is closed under finite products and sums. The set of pieces of a decomposed space has
a naturally defined partial order, which we denote ≺. If Xσ and Xτ are pieces of a decomposed
space X , then:
(6) Xσ ≺ Xτ if and only if Xσ ⊂ Xτ .
We will often identify the set of pieces of a weakly decomposed space with an indexing set Σ
such that an element σ ∈ Σ corresponds to a piece Xσ ⊂ X . If the partition satisfies the frontier
condition, then Σ inherits the partial order ≺.
One of the primary examples of decomposed spaces in this paper will be varieties. By a variety we
mean an irreducible quasi-projective variety over the complex numbers as in [37, Chapter 1].
Definition 2.3. We say that a variety X is a decomposed variety if it is equipped with a partition
by finitely many smooth irreducible subvarietiesXσ ⊂ X which endowsX with the structure of a
decomposed space with respect to its analytic topology.
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2.2. Convex geometry. A lattice is a free Z-module of finite rank. Given a lattice L, let L∨ =
Hom(L,Z) denote the dual lattice and let LR = L⊗Z R. The cone generated by a set A ⊂ LR is
(7) cone(A) =
{∑
a∈A
caa | ca ∈ R≥0, ca = 0 for all but finitely many a ∈ A
}
.
A convex polyhedral cone in LR is a subset of the form cone(A) for some finite A ⊂ LR. A
polyhedral cone is strongly convex if it does not contain any non-trivial subspaces of LR. If A ⊂ L,
then cone(A) is a rational convex polyhedral cone.
A subset P ⊂ LR is a rational convex polyhedron if it can be represented as an intersection of
finitely many affine half-spaces whose normal vectors are elements of L∨. Every closed face F
of P is an intersection of facets F1, . . . , Fk. A face F is smooth if the primitive normal vectors of
the facets F1, . . . , Fk can be extended to a Z-basis for L
∨. If F ′ ⊂ F and F ′ is smooth, then F is
smooth. A point p in P is smooth if the smallest face of P containing p is smooth. The smooth
locus of P is the set of all smooth points and the singular locus is the complement of the smooth
locus. The singular locus of P is a union of faces of codimension ≥ 2.
A subset V ⊂ LR is locally rational polyhedral if for all p ∈ V , there is a neighborhood Up of p
and a rational convex polyhedron P such that Up ∩ V = Up ∩ P . For example, open sets in LR are
locally rational polyhedral, as are rational convex polyhedra. Locally rational polyhedral sets need
not be convex. A point p in a locally rational polyhedral set V is smooth if there is a neighborhood
Up and a rational convex polyhedron P such that Up ∩ V = Up ∩ P and p is a smooth point of P .
The smooth locus of a locally rational polyhedral set V is the set of smooth points of V and the
singular locus is its complement.
2.3. Lie theory. Throughout, K denotes a compact Lie group and G denotes the complex form
of K. Fix a maximal complex algebraic torus H ⊂ G and let T be the maximal compact torus
H ∩K ⊂ K. Lie algebras are often denoted with fraktur letters, e.g. Lie(G) = g.
Let Λ ⊂ t∗ denote the lattice of real weights of T . We use the convention that each λ ∈ Λ
corresponds to the character T → S1, t = exp(ξ) 7→ tλ = e
√−1〈λ,ξ〉, for all ξ ∈ t.
Fix a setR+ of positive roots forG and let Λ+ ⊂ Λ denote the semigroup of dominant real weights.
Letm denote the number of positive roots of G, let n denote the number of simple roots, and let r
be the dimension of T . Let N and N− be the opposite unipotent radical subgroups of G with Lie
algebras
n =
⊕
α∈R+
gα, and n− =
⊕
α∈R+
g−α.
Here gα is the α-weight subspace of g, under the adjoint representation.
The positive Weyl chamber t∗+ ⊂ t∗ is the convex rational polyhedral cone generated by Λ+. We
make the canonical identification of t∗ with the subspace (k∗)T ⊂ k∗ of T -fixed points for the
coadjoint action. Let k∗/K denote the quotient topological space for the coadjoint action of K.
The restriction to t∗+ of the quotient map k
∗ → k∗/K defines a homeomorphism t∗+ ∼= k∗/K. The
sweeping map is the continuous map S : k∗ → k∗/K ∼= t∗+.
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2.4. Hamiltonian group actions. Recall that k and k∗ are equipped with the adjoint and coad-
joint representations of K. The Lie-Poisson Poisson structure on k∗ is the Poisson structure whose
bracket on linear functions is given by the formula {ξ, η}k∗ = [ξ, η] for all ξ, η ∈ k, where ξ, η,
and [ξ, η] are all viewed as linear functions on k∗. The symplectic leaves of the canonical Poisson
structure are precisely the orbits of the coadjoint action ofK.
Given a smooth action4 of K on a smooth manifoldM , we define the generating vector field map,
k → X(M), ξ 7→ ξM , with the sign convention so that it is a Lie algebra anti-homomorphism. An
action ofK on a Poisson manifoldM is Hamiltonian if there is aK-equivariantmoment map, i.e. a
K-equivariant map µ : M → k∗, such that for all ξ ∈ k,
(8) {〈µ, ξ〉, ·}M = ξM .
Since our moment maps are K-equivariant, they are Poisson maps. If M is symplectic with sym-
plectic form ω, then (8) is equivalent to the moment map equation,
ιξMω = d〈µ, ξ〉.
A HamiltonianK-manifold is a tuple (M,ω, µ) where (M,ω) is a connected symplectic manifold
equipped with a Hamiltonian action of K and µ : M → k∗ is an equivariant moment map. A
map of HamiltonianK-manifolds (M1, ω1, µ1)→ (M2, ω2, µ2) is aK-equivariant symplectic map
ϕ : M1 → M2 such that µ2 ◦ ϕ = µ1.
Example 2.4 (Representations). Suppose that E is finite dimensional real vector space equipped
with a linear symplectic form ω. Let ρ : K → Sp(E, ω) be a representation of K on E by linear
symplectic transformations. The action ofK on (E, ω) is Hamiltonian with moment map µ : E →
k∗ defined by the condition
(9)
1
2
ω((ξE)v, v) = 〈µ(v), ξ〉, ∀v ∈ E, ξ ∈ k.
If E is a finite dimensional complex vector space, equipped with a complex inner product h, then
ω = −ℑh is a linear symplectic structure on E. Any unitary representation of K on (E, h) is
symplectic and thus also Hamiltonian with moment map (9).
Remark 2.5. In general, the moment map of a Hamiltonian group action is only unique up to
translation by an element of (k∗)K . For representations we will always take the moment map
defined by (9). It is uniquely determined by the property that µ(0) = 0.
Example 2.6 (Torus representations). Suppose K = T is a compact torus, (E, h) is a finite di-
mensional complex inner product space, and ρ : T → U(E, h) is a unitary representation. Suppose
v ∈ E is a weight vector of real weight λ ∈ Λ, i.e. eξ · v = e
√−1〈λ,ξ〉v for all ξ ∈ t. Then the
moment map µ : E → t∗ is given by
(10) µ(v) = −1
2
||v||2λ.
The vector space E decomposes orthogonally as a direct sum of weight subspaces E = ⊕λ∈ΛEλ.
If v =
∑
λ vλ is the orthogonal decomposition of v, vλ ∈ Eλ, then
(11) µ(v) = −1
2
∑
λ∈Λ
||vλ||2λ.
4All group actions are left actions unless otherwise specified.
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Suppose z1, . . . , zn is a basis of E
∗ dual to an orthonormal basis of (E, h). If each zi is a weight
vector for the dual representation, of real weight λi, then
(12) µ =
1
2
n∑
i=1
|zi|2λi.
In particular, µ(E) = cone({λ1, . . . , λn}).
We end this section with several useful properties of the moment map µ from Example 2.6.
Lemma 2.7. Let a compact torus T act by unitary transformations on a finite dimensional complex
inner product space (E, h) and let µ : E → Lie(T )∗ be the moment map as in Example 2.6. Then:
(i) For any connected subtorus T ′ ⊂ T , let ann(Lie(T ′)) ⊂ Lie(T )∗ denote the annihilator of
Lie(T ′). Then,
(13) Fix(E, T ′) = µ−1(ann(Lie(T ′))).
(ii) Suppose that the set of real weights of the representation is {λ1, . . . , λn} ⊂ Λ. Then,
µ : E → Lie(T )∗ is a proper map5 if and only if 0 cannot be written as a non-trivial linear
combination of λ1, . . . , λn with non-negative coefficients.
2.5. Hamiltonian actions on singular symplectic spaces. There are several definitions of singu-
lar symplectic spaces in the literature. We use the following definition.
Definition 2.8. A singular symplectic space is a locally compact weakly decomposed space X
such that each piece Xσ is equipped with a symplectic structure, denoted ωσ.
Symplectic manifolds are singular symplectic spaces with respect to the trivial decomposition. The
product of two singular symplectic spacesX and Y is the product decomposed spaceX×Y where
each piece Xσ × Y τ is equipped with the product symplectic structure, ωσ ⊕ ωτ .
Definition 2.9. A Hamiltonian K-space is a pair (X, µ) where X is singular symplectic space
equipped with a continuous action of K and µ : X → k∗ is a continuous map such that, for all
σ ∈ Σ, the action of K preserves Xσ and (Xσ, ωσ, µ|Xσ) is a HamiltonianK-manifold. A map of
Hamiltonian K-spaces f : (X, µ) → (Y, ψ) is a map of decomposed spaces f : X → Y such that
the restricted maps
fσ : (Xσ, ωσ, µ|Xσ)→ (Y τ , ωτ , ψ|Y τ )
are maps of HamiltonianK-manifolds.
Embedding a decomposed variety X into a smooth Kähler variety M produces a singular sym-
plectic space since each piece Xσ inherits a symplectic structure from the embedding. As we will
frequently use this construction, we formalize it in the following definition.
Definition 2.10. A decomposed Kähler variety is a tuple (X,M, ω) where:
(i) X is a decomposed variety,
(ii) M is a smooth variety equipped with a Kähler form ω (compatible with the complex struc-
ture onM), and
(iii) X is equipped with an embedding into M as a (not necessarily closed) subvariety. The
embedding is implicit in the tuple (X,M, ω).
5A map of topological spaces f : X → Y is proper if f−1(C) is compact for every C ⊂ Y compact.
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If M is an affine space and ω is linear, then we say that (X,M, ω) is a decomposed affine Kähler
variety.
If (X,M, ω) is a decomposed Kähler variety, (M,ω) is equipped with a HamiltonianK action with
moment map µ : M → k∗, and the action of K preserves the pieces of X , then X is a Hamiltonian
K-space with moment map µ|X : X → k∗.
Let J,K be compact Lie groups. If (X, µ) is a HamiltonianK-space and (Y, ψ) is a Hamiltonian J-
space, then the product singular symplectic spaceX×Y is a HamiltonianK×J-space with moment
map µ × ψ. If (X, µ) is a Hamiltonian K-space and ϕ : J → K is a Lie group homomorphism,
then (X, (dϕ)∗ ◦µ) is a Hamiltonian J-space. If (X, µ) is a HamiltonianK-space, then µ : X → k∗
is K-equivariant. The symplectic reduction of a Hamiltonian K-space (X, µ) at a point λ ∈ k∗ is
the quotient topological spaceX λK := µ
−1(λ)/Kλ, whereKλ is the stabilizer subgroup of λ for
the coadjoint action. We end this section by noting two standard facts about symplectic reduction
of singular spaces.
Lemma 2.11. Let K be a connected Lie group and let (X, µ) be a Hamiltonian K-space. If the
action ofK onX is proper6, then for all λ ∈ k∗, the symplectic reduced spaceXλK is a singular
symplectic space.
If X is a symplectic manifold, then the pieces of the decomposition of X λ K were described
by Sjamaar and Lerman in [66]. In general, X λ K partitions into subsets X
σ λ K for each
symplectic piece Xσ. The decomposition of X λ K is then defined by further partitioning each
Xσ λ K à la Sjamaar and Lerman.
If (X, (µ, ψ)) is a HamiltonianK × J-space, then the action of J and the moment map ψ descend
to the symplectic reduced spaces X λ K. In more detail, if [x] ∈ X λ K denotes an equivalence
class of an element x ∈ µ−1(λ), then j · [x] = [j · x] well-defines a continuous action of J on
X λ K and [x] 7→ ψ(x) well-defines a continuous map X λ K → j∗.
Lemma 2.12. Suppose that (X, (µ, ψ)) is a HamiltonianK × J-space and the action of K on X
is proper. Then, X λ K is a Hamiltonian J-space with respect to the action of J and the moment
map induced from the action of J on X and the map ψ as above.
2.6. AffineG-varieties. IfX is a closed subvariety of Cn, we write I(X) ⊂ C[Cn] for the ideal of
functions vanishing on X . Conversely, if I ⊂ C[Cn], then we write V(I) ⊂ Cn for the vanishing
locus of I . All the algebras we consider will be integral domains. Given an algebra A we make no
distinction between the affine scheme SpecA and its set of closed points.
Let G be a reductive algebraic group with (real) weight lattice Λ and let X be an affine G-variety.
Let Λ(X) ⊂ Λ denote the semigroup of highest weights that appear in the G-module C[X ]. Let
Γ(X) be the rational convex polyhedral cone cone Λ(X) ⊂ t∗. The cone Γ(X) has a canonical
decomposition by the relative interiors of its closed faces. Denote the set of pieces of this de-
composition by Σ(X) (i.e. σ ∈ Σ(X) is the relative interior of the closed face σ ⊂ Γ(X)). We
abbreviate Γ = Γ(X), and Σ = Σ(X), when the meaning is clear from context.
For the remainder of this subsection, let G = H be an algebraic torus with (real) weight lattice
Λ, maximal compact torus T , and let X be an affine H-variety. The coordinate ring C[X ] is a
6A continuous action of a topological group K on topological space X is proper if the map K × X → X × X ,
(k, x) 7→ (x, kx) is proper.
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Λ-graded algebra. We write |f |Λ ∈ Λ to denote the Λ-homogeneous degree of a homogeneous
element of C[X ]. We abbreviate |f | = |f |Λ when the meaning is clear from context. Then Λ(X) is
the set of degrees of homogeneous elements in C[X ].
For each σ ∈ Σ(X), let T σ ⊂ T denote the connected subtorus such that spanR(σ) = ann(Lie(T σ)).
Let Hσ denote the algebraic subtorus of H with maximal compact torus equal to T σ. Denote
(14) Xσ = Fix(X,Hσ), Xσ = Xσ\
⋃
τ≺σ
Xτ .
whereFix(X,Hσ) is the fixed point set for the action ofHσ. SupposeX is embeddedH-equivariantly
as a closed subvariety of a complex vector space E equipped with a representation of H . Assume
that Λ(E) = Λ(X). Denote
(15) Eσ = Fix(E,Hσ), Eσ = Eσ\
⋃
τ≺σ
Eτ .
By definition,Xσ = X ∩ Eσ as varieties. In fact, slightly more is true.
Lemma 2.13. The scheme-theoretic intersectionX∩Eσ is reduced, i.e.Xσ = X∩Eσ as schemes.
Proof. We want to show that I(X) + I(Eσ) is a radical ideal. Let f ∈ C[E] such that fk ∈
I(X) + I(Eσ) for some k. We must show that f ∈ I(X) + I(Eσ). It is a straightforward exercise
to show that it suffices to prove the Lemma for f which is homogeneous.
Let us fix a basisK = {z1, . . . , zJ} of E∗ consisting of Λ-homogeneous elements. Note that
(16) I(Eσ) = (zj ∈ K | |zj | /∈ σ).
Suppose fk = g + h, g ∈ I(X), h ∈ I(Eσ), is homogeneous. If |fk| ∈ σ, then |h| ∈ σ.
The only way this can happen is if h = 0, so fk ∈ I(X). Since I(X) is radical, we have that
f ∈ I(X) ⊂ I(X)+ I(Eσ). On the other hand, if |fk| /∈ σ then each monomial term of fk contains
some zj with |zj | /∈ σ. Then fk vanishes on Eσ so fk ∈ I(Eσ). This ideal is also radical, so
f ∈ I(Eσ) ⊂ I(X) + I(Eσ). 
Suppose thatE is equipped with a complex inner product h and the representation of T on (E, h) is
unitary. Let µ : E → Lie(T )∗ denote the moment map as in Example 2.6. Then part (i) of Lemma
2.7 can be restated in the notation of this section as
(17) µ−1(σ) = Eσ.
2.7. Affine toric varieties. We recall some notions from the theory of toric varieties; see [19] for
further details.
Let L be a lattice and let H be the algebraic torus with maximal compact subtorus T whose lattice
of real weights is L ⊂ Lie(T )∗. A subset S ⊂ L is an affine semigroup if it is closed under addition,
contains 0, and is finitely generated. The semigroup algebra of a semigroup S is the commutative
algebra of formal linear combinations
C[S] =
{∑
s∈S
asχ
s | as ∈ C, as = 0 for all but finitely many s ∈ S
}
.
Here χs, s ∈ S, are formal variables. Their multiplication is induced by semiring addition, i.e. χs ·
χs
′
= χs+s
′
. The semigroup algebra C[S] is the coordinate ring of an affine toric variety denoted
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XS. The algebraic action of H on XS is dual to the representation of H on C[S] by t · χa = taχa
for all a ∈ L. If S ⊂ L is saturated, thenXS is normal.
LetC be a rank(L)-dimensional rational convex polyhedral cone in LR. The intersection S = C∩L
is a saturated affine semigroup, and C = cone(S). The torus of the normal affine toric variety XS
is H . The fan of XS is the dual cone of C; since we only consider affine toric varieties we will not
focus on the fan ofXS.
Given a closed face F of C, let T F ⊂ T denote the connected subtorus such that spanR(F ) =
ann(Lie(T F )). Let HF denote the complex subtorus of H with maximal compact torus equal
to T F . The fixed point set XF
S
= Fix(XS, H
F ) is an H orbit-closure. As a toric variety, it is
isomorphic toXSF where S
F = S ∩ F .
Lemma 2.14. Let C and S = C ∩ L be as above. Suppose XS is embedded H-equivariantly as a
subvariety of a complex inner product space (E, h) and the action of T on (E, h) is unitary. Let
Ψ: E → Lie(T )∗ denote the moment map as in Example 2.6. For every closed face F of C:
(i) Ψ(XF
S
) = F , andXF
S
= Ψ−1(F ) ∩XS.
(ii) The image under Ψ of the smooth locus of XF
S
is the smooth locus of F .
Sketch of Proof. The set of weights of the H-module C[XF
S
] is S ∩ F . By [65, Theorem 4.9], it
follows that Ψ(XF
S
) = cone(S ∩ F ) = F . In particular, Ψ(XS) = C. Combining this with (17),
XF
S
= EF ∩XS = Ψ−1(F ) ∩XS.
This proves the first claim. The second claim follows by dualizing [19, Proposition 11.1.2]. 
3. STRATIFIED GRADIENT HAMILTONIAN FLOWS
This section describes how the gradient Hamiltonian flows of degenerations can be integrated under
certain nice conditions. We record these nice conditions as a list of assumptions (GH1)–(GH6)
given below. Section 3.1 recalls basic notions about gradient Hamiltonian vector fields. Section
3.2 states our key lemma for integrating gradient Hamiltonian flows on families with non-compact
fibers. The main result of this section, Theorem 3.6, is described in Section 3.3. Its proof is given
in Appendix A.2.
3.1. Gradient Hamiltonian vector fields. We begin by recalling the definition and elementary
properties of gradient Hamiltonian vector fields. We refer the reader to [36, Section 2.2] and [60]
for more details.
LetM be a Kähler manifold and let π : M → C be a holomorphic submersion. Let ℜπ,ℑπ : M →
R denote the real and imaginary parts of π, i.e. π = ℜπ+√−1ℑπ. Let∇(ℜπ) denote the gradient
vector field of ℜπ with respect to the Kähler metric and let Xℑπ denote the Hamiltonian vector
field of ℑπ with respect to the Kähler form. Since π is holomorphic and M is Kähler, it follows
that∇(ℜπ) = −Xℑπ. The gradient Hamiltonian vector field of π is
(18) Vπ :=
Xℑπ
||Xℑπ||2 = −
∇ℜπ
||∇ℜπ||2
where || · || denotes norm with respect to Kähler metric. The vector field Vπ is defined everywhere
onM since π is a submersion and therefore∇(ℜπ) is non-vanishing.
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LetMz = π
−1(z) denote the fiber of π over z ∈ C. Let ϕt(x) denote the flow of Vπ through x ∈M
at time t. It follows from (18) that if x ∈ Mz and ϕt(x) is defined, then ϕt(x) ∈ Mz−t. Thus, if
ϕt(x) is defined for all x ∈Mz, then it gives a map
ϕt : Mz →Mz−t.
Since π is a holomorphic submersion, eachMz is a smoothKähler submanifold ofM and dimCMz =
dimCM − 1. The following fact is well-known. We recall its proof for completeness in Appendix
A.1.
Lemma 3.1. If it is defined, the map ϕt : Mz → Mz−t is symplectic with respect to the restricted
Kähler forms onMz andMz−t.
If π : M → C is proper, then the flow ϕt(x) through any x ∈ M is defined for all time t. In
what follows we will deal with the situation where π is not proper. One of our main tools will be
the following lemma. Its proof – an application of Noether’s theorem – is given in Appendix A.1.
Similar versions of this lemma previously appeared in, e.g. [36, Section 2.6] and [38, Lemma 5.1].
Lemma 3.2. LetM be a Kähler manifold with Kähler form ω and Kähler metric g, and let π : M →
C be a holomorphic submersion. Assume there is a Hamiltonian action of a connected Lie group
K on (M,ω) with moment map ψ : M → k∗ such that the action ofK preserves the fibers of π and
the Kähler metric g. Then, the flow of Vπ is K-equivariant and preserves fibers of ψ.
We now extend the definition of gradient Hamiltonian vector fields to a stratified setting. Let M
be a Kähler manifold as before. Let Y be a decomposed space and suppose Y is embedded in M
so that each smooth piece Y σ is a submanifold. The stratified tangent bundle of Y is the disjoint
union of tangent bundles
(19) TY =
⋃
σ∈Σ
TY σ.
It inherits a subspace topology from TM . See e.g. [63, Section 2.1] for more details.
Suppose π : M → C is a holomorphic map, each Y σ is a Kähler submanifold of M , and each
restriction π : Y σ → C is a submersion. For each σ ∈ Σ, let V σπ : Y σ → TY σ denote the gradient
Hamiltonian vector field of the holomorphic submersion π : Y σ → C. The stratified gradient
Hamiltonian vector field on Y is the section
(20) Vπ : Y → TY, Vπ(x) = V σπ (x) for x ∈ Y σ.
Note that Vπ may fail to be continuous. It is a stratified vector field in the sense of [63, 2.1.5].
For x ∈ Y , consider the initial value problem
(21)
d
dt
ϕt(x) = Vπ(ϕt(x)), ϕ0(x) = x.
A solution of this initial value problem is given by combining the flows of the vector fields V σπ in a
piecewise manner. Let ϕσt denote the flow of V
σ
π . Define ϕt(x) so that
(22) ϕt(x) = ϕ
σ
t (x) if x ∈ Xσ \ Xσ0 and ϕσt (x) is defined.
We call ϕt(x) the stratified gradient Hamiltonian flow. Provided that each ϕ
σ
t can be integrated to
time t, this defines a map (of sets) ϕt : Yz → Yz−t.
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3.2. Integrating gradient Hamiltonian vector fields. We now turn to a more algebraic setting.
Let X be a variety and let π : X → C be a morphism. Denote the fiber of π over z ∈ C by Xz.
Let Z ⊂ X denote the union of the singular set of X and the critical set of π. Then X \ Z is a
complex manifold and π : X \ Z → C is a holomorphic map. Throughout this section, assume that
π : X\Z → C is a submersion and Z ⊂ X0. For all z ∈ C, denote Uz = Xz \Z. Note that Uz = Xz
for all z 6= 0. Since π : X \ Z → C is a submersion, each Uz is a complex submanifold of X \ Z of
complex codimension 1.
Assume further that X \ Z is equipped with a Kähler structure. Then we may define the gradient
Hamiltonian vector field Vπ on X \ Z as in (18). We are interested in the following questions.
(i) For what value of t 6= 0 can the gradient Hamiltonian flow be integrated to a mapϕ−t : U0 →
Xt?
(ii) Assuming that ϕ−t is defined on all of U0 as in the previous item, under what assumptions
is the image ϕ−t(U0) dense in Xt?
One possible answer to these questions was provided by Harada and Kaveh (see [36, Lemma 2.7
and Corollary 2.11]). We now describe a slightly different answer. The key difference between our
answer and that of Harada and Kaveh is that we do not assume π is proper.
Suppose that a Lie groupK acts in a Hamiltonian fashion onX\Z with momentmap ψ : X\Z → k∗.
For all z ∈ C, let ωz denote the Kähler form on the Kähler submanifold Uz ⊂ X \ Z. If the action
ofK preserves the submanifolds Uz, then the tuples (Uz, ωz, ψ|Uz) are HamiltonianK-manifolds.
Recall that the Liouville volume form on a connected symplectic manifold (M,ω) of real dimension
2n is the top degree form ω
n
n!
. The Duistermaat-Heckman measure of a Hamiltonian K-manifold
(M,ω, µ) is the pushforward to k∗ by µ of the measure onM defined by the Liouville volume form.
The proof of the following lemma is given in Appendix A.1. It is an application of Lemma 3.2.
Lemma 3.3. Let X be a variety and let π : X → C be a morphism of algebraic varieties such that
π : X \ Z → C is a submersion onto C, Z is contained in X0, and X \ Z is Kähler. Assume there
is a continuous map ψ : X → k∗ such that the action of K preserves the fibers of π and the Kähler
metric of X \ Z. And, assume:
(i) There is a Hamiltonian action of a connected Lie groupK on X \Z, whose moment map is
the restriction to X \ Z of ψ.
(ii) The map (π, ψ) : X→ C× k∗ is proper as a map to its image.
Then, the flow ϕt(x) is defined for all x ∈ U0 and t ∈ R. For t 6= 0 fixed, ϕ−t : (U0, ω0, ψ) →
(Xt, ωt, ψ) is a map of HamiltonianK-manifolds.
Assume additionally that the following holds:
(iii) The Duistermaat-Heckman measures of (U0, ω0, ψ) and (Xt, ωt, ψ) are equal.
Then, ϕ−t : U0 → Xt is additionally a symplectomorphism onto a dense subset of Xt.
The remainder of this section recalls useful notions from algebraic geometry and [36]. Recall that
a morphism π : X → C is a flat family of varieties if it is flat and the fibers of π are all reduced as
schemes.
Proposition 3.4. [36, Proposition 2.8, Corollary 2.10] Let π : X → C be a flat family of varieties.
Then:
16 BENJAMIN HOFFMAN AND JEREMY LANE
(a) If p ∈ Xz is a smooth point of Xz, then it is a smooth point of X.
(b) If p ∈ Xz is a smooth point of X and a critical point of π : X → C, then it is a singular
point of Xz.
By Proposition 3.4, if π is a flat family of varieties, then Uz is precisely the smooth locus of Xz. In
particular, Uz is dense in Xz.
Definition 3.5. A degeneration of a varietyX is a flat family of varieties π : X→ C such that:
(i) There is an algebraic isomorphism ρ : X × C× → X \X0 such that π ◦ ρ = pr2. Such an
isomorphism is called a trivialization away from 0.
(ii) The fiber X0 is non-empty.
A degeneration π : X→ C is a toric degeneration if the fiber X0 is a toric variety.
If π : X → C is a degeneration, then π : X \ Z → C is a submersion onto C. If the variety X is
smooth, then it follows by trivialization away from 0 that Z is contained in X0.
3.3. Stratified gradient Hamiltonian vector fields. Let (X,M, ω) be a decomposed Kähler va-
riety (Definition 2.10) and let π : X → C be a degeneration of X . The trivialization ρ and the
decomposition of X allows us to define subfamilies
(23) Xσ := ρ(Xσ × C×), Xσ := Xσ \
⋃
τ≺σ
Xτ .
The trivialization also yields isomorphismsXσ \X0 ∼= Xσ ×C× and Xσ \X0 ∼= Xσ ×C×. Denote
(24) Xσz := Xz ∩ Xσ, and Xσz := Xz ∩ Xσ
for all z ∈ C. Note that Xσ, Xσ, Xσz , and Xσz are subvarieties of X for all σ and z ∈ C.
We now give a list of assumptions (GH1)–(GH6) that we will place on our degenerations. These
are partially inspired by Harada and Kaveh’s assumptions (a)–(d) [36, p. 932].
(GH1) The restricted maps π : Xσ → C are flat families.
(GH2) The family X is embedded into M × C as a subvariety such that the map π : X → C
coincides with restriction to X of projectionM × C→ C.
(GH3) The embedding X = X × {1} ∼=ρ X1 ⊂ M × {1} = M given by assumption (GH2)
coincides with the embeddingX →֒M of the decomposed Kähler variety (X,M, ωM).
For each σ, define Zσ ⊂ Xσ to be the union of the critical set of π : Xσ → C and the singular set
of Xσ. Denote Uσ0 = X
σ
0 \ Zσ. It follows by assumption (GH1) and Proposition 3.4 that Uσ0 is
precisely the smooth locus of Xσ0 , i.e.
(25) Uσ0 = (X
σ
0)
sm.
(see Lemma A.1). With only assumptions (GH1)–(GH3) it is possible that Xσ0 (and therefore also
Uσ0 ) is empty. We will add an assumption below which implies that U
σ
0 is non-empty. In particular,
the subfamilies π : Xσ → C will all be degenerations.
Equip C with its standard Kähler structure and M × C with the product Kähler structure. In
particular, the Kähler form is the product symplectic structure ω = ωM ⊕ ωstd.
(GH4) There is a Hamiltonian action of a compact torus T onM × C with moment map ψ : M ×
C→ t∗ such that:
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I) The action of T onM ×C preserves the each of the subfamilies Xσ \Zσ, the fibers of
π, and the Kähler metric onM × C.
II) The map (π, ψ) : X→ C× t∗ is proper.
III) The subfamilies Xσ are saturated7 by the restricted maps ψ : X→ t∗.
Note that by assumptions (GH4)II) and (GH4)III), the map (π, ψ) : Xσ → C× t∗ is proper as a map
to its image for every subfamily Xσ.
Denote the restriction of ω to the symplectic submanifolds Xσ \ Zσ, Xσz for z 6= 0, and Uσ0 by ωσ,
ωσz , and ω
σ
0 , respectively. The action of T preserves each of these submanifolds. The restricted
action is therefore also Hamiltonian with moment map given by the restriction of ψ. The following
assumption is sufficient to conclude that the time-1 gradient Hamiltonian flow on Xσ \ Zσ defines
a symplectomorphism from a dense subset of (Xσ1 , ω
σ
1 ) onto (U
σ
0 , ω
σ
0 ).
(GH5) The Duistermaat-Heckman measures of (Uσ0 , ω
σ
0 , ψ) and (X
σ
1 , ω
σ
1 , ψ) are equal for all σ ∈
Σ. In particular, Uσ0 is non-empty.
The partition of X\X0 by the manifoldsXσ \Xσ0 = ρ(Xσ×C×) is a decomposition. Each Xσ \Xσ0
is a Kähler submanifold of M × C and the restricted maps π : Xσ \ Xσ0 → C are holomorphic
submersions. Thus, we may define a stratified gradient Hamiltonian vector field as in Section 3.1,
(26) Vπ : X \ X0 → T (X \ X0), Vπ(x) = V σπ (x) for x ∈ Xσ \ Xσ0 .
The following is sufficient to prove that its gradient Hamiltonian flow is continuous.
(GH6) The stratified vector field Vπ : X \ X0 → T (X \ X0) is continuous.
Combining the assumptions above, we arrive at the following. Its proof is given in Appendix A.2.
Theorem 3.6. Let π : X → C be a degeneration of a stratified Kähler variety (X,M, ωM) that
satisfies assumptions (GH1)–(GH6) above. Let T and ψ be the compact torus and moment map of
assumption (GH4).
Then, for all x ∈ X1, the limit
φ(x) = lim
t→1−
ϕt(x)
exists and defines a continuous, T -equivariant, proper, surjective map φ : X1 → X0. Moreover:
(a) For all σ ∈ Σ, there is a dense subset Uσ1 ⊂ Xσ1 such that the time-1 flow of V σπ defines a
symplectomorphism ϕσ1 : (U
σ
1 , ω
σ
1 )→ (Uσ0 , ωσ0 ), where Uσ0 ⊂ Xσ0 is defined as above.
(b) For all σ ∈ Σ, φ|Uσ1 = ϕσ1 .
(c) ψ ◦ φ = ψ.
Remark 3.7. The statement of Theorem 3.6 is specialized to the case t = 1 for simplicity. The same
argument shows that one can define a map φ : Xt → X0 with all the properties above for any t 6= 0.
Remark 3.8. The proof of Theorem 3.6 has two main components: proving that ϕt : X1 → X1−t is
continuous when t 6= 1, and proving that the limit limt→1− ϕt(x) exists and is continuous.
The proof that ϕt is continuous relies on assumptions (GH4) and (GH6) and Lemma 3.2. It is worth
mentioning that there are various other frameworks for studying flows of vector fields on stratified
spaces (such as Mather’s control theory [59] or the notion of rugose vector fields [67, Definition
(1.4)]). We did not find those frameworks to be useful in this situation.
7A subset A ⊂ X is saturated by a map f : X → Y if it is a union of fibers of f .
18 BENJAMIN HOFFMAN AND JEREMY LANE
The proof that the limit limt→1− ϕt(x) exists and is continuous follows the same outline as the proof
of [36, Theorem 2.12], with some minor modifications to adapt their techniques to our stratified
setting.
Our primary application of Theorem 3.6 is to toric degenerations. If the zero fiber of the degener-
ation X carries a Hamiltonian action of a torus T, with moment map Ψ: X0 → Lie(T)∗, then the
composition of Ψ with φ : X = X1 → X0 generates a torus action on dense subsets of the pieces of
X as follows.
Corollary 3.9. Let π : X → C be a toric degeneration of a stratified Kähler variety (X,M, ωM)
that satisfies assumptions (GH1)–(GH6) above and let T denote the compact torus of the toric
variety X0. Assume that:
(i) The action of T on X0 extends to an action on M × {0} = M that is Hamiltonian with
moment map Ψ: M → Lie(T)∗.
(ii) The subvarieties Uσ0 are T-invariant.
Then, the restriction of the map Ψ ◦ φ to Uσ1 is a moment map for a Hamiltonian T-action on
(Uσ1 , ω
σ
1 ) for each σ ∈ Σ.
Remark 3.10. In [36, Definition 2.1], Harada and Kaveh give a slightly non-standard definition of
integrable systems on a variety whose smooth locus is equipped with a symplectic structure. We
define a similar but slightly stronger notion of integrable systems on singular symplectic spaces
as follows. We say that a collection of real valued continuous functions f1, . . . , fn on a singular
symplectic space X is a integrable system if:
(i) For each symplectic piece (Xσ, ωσ), there exists an open subset Uσ ⊂ Xσ such that the
restricted functions fi|Uσ are all smooth and the rank of the Jacobian of F = (f1, . . . , fn)
equals 1
2
dim(Xσ) on a dense subset of Uσ .
(ii) The restricted functions fi|Uσ pairwise Poisson commute, i.e. {fi|Uσ , fj|Uσ} = 0 for all
1 ≤ i, j ≤ n.
Corollary 3.9 produces an integrable system onX in this sense.
Remark 3.11. SupposeX is a smooth variety equipped the trivial decomposition,M is a projective
space equipped with the Fubini-Study Kähler form, the torus T is trivial, and X is a toric degener-
ation. Then assumptions (GH4)–(GH6) are satisfied automatically. In particular, (GH5) reduces to
the statement that the symplectic volumes of U0 and X are equal, which follows by flatness of X
(see the proof of [36, Corollary 2.11]). Thus, Corollary 3.9 reduces to [36, Theorem A].
3.4. Gradient Hamiltonian flows on decomposed affine Kähler varieties. We now turn our
attention to gradient Hamiltonian flows on affine varieties. Proposition 3.12 is a useful tool for
verifying that (GH6) holds. An application of this result is Theorem 3.14, which says that often the
symplectic structure on a decomposed affine Kähler variety is independent of the embedding into
an ambient affine space. Throughout this section, H is an algebraic torus with maximal compact
torus T and real weight lattice Λ.
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3.4.1. Continuity of gradient Hamiltonian vector fields. Let E be a finite dimensional H-module.
Extend the action of H to E × C by letting H act trivially on C. Let X be a H-invariant closed
subvariety of X ⊂ E × C. Import all the notation from Section 2.6. Let π denote the projection
E × C→ C as well as its restriction to X. Denote X0 = π−1(0) ∩ X. Assume:
(D1’) The partition of X\X0 into Xσ\X0, σ ∈ Σ(X), gives X\X0 the structure of a decomposed
variety.
In order to state our second assumption, we briefly recall the Whitney condition (A). Given a
k-dimensional submanifold N of a vector space V and a sequence of points {xi} ⊂ N , let
limi→∞ TxiN denote the limit of tangent spaces in the Grassmannian of k-dimensional subspaces
of V . A pair (N ′, N) of submanifolds of V satisfies the Whitney condition (A) if:
(A) for every sequence {xi} ⊂ N that converging to x ∈ N ′ such that limi→∞ TxiN exists,
TxN
′ ⊂ limi→∞ TxiN .
A decomposed space embedded in a vector space satisfies the Whitney condition (A) if its pieces
pairwise satisfy the Whitney condition (A) [63, 1.4.3]. We also assume:
(D2’) The decomposition of X \ X0 in (D1’) satisfies the Whitney condition (A) with respect to
the embedding into E × C.
Suppose E is equipped with a complex inner product hE and the action of T is unitary. Equip
E × C with the product complex inner product hE ⊕ hC. This equips the submanifolds Xσ \ X0
with a Kähler structure. Provided that the restricted maps π : Xσ \ X0 → C are submersions, we
may define a stratified gradient Hamiltonian vector field Vπ : X\X0 → T (X\X0) as in (20). The
goal of this section is to prove the following.
Proposition 3.12. Under the assumptions above, Vπ : X\X0 → T (X\X0) is continuous.
We first establish a preliminary result. Throughout, identifyE×C = Tx(E×C) for all x ∈ E×C.
Lemma 3.13. Let σ, τ ∈ Σ(X) with σ ≺ τ . Let {xj} ⊂ Xτ \X0 be a sequence of points converging
to x ∈ Xσ \ X0. If limj→∞ TxjXτ exists, then
lim
j→∞
TxjX
τ ⊂ TxXσ ⊕ (Eσ × C)⊥.
Proof. Let gˆ1, . . . , gˆJ be a set of Λ-homogeneous generators of I(X). The tangent space of X at x
is
TxX = {v ∈ E × C | (dgˆj)x(v) = 0 for all j ∈ [1, J ]}.
Since
lim
j→∞
TxjX
τ ⊂ TxX,
it suffices to show TxX ⊂ TxXσ ⊕ (Eσ ⊕ C)⊥.
By Lemma 2.13 (and since Xσ \ X0 is an open subset of Xσ \ X0),
TxX
σ = TxX
σ = TxX ∩ (Eσ × C).
It follows by (16) that if |gˆj| /∈ σ, then gˆj vanishes on Eσ × C. Thus,
TxX ∩ (Eσ × C) ={v ∈ E × C | (dgˆj)x(v) = 0, for all j ∈ [1, J ] such that |gˆj| ∈ σ} ∩ (Eσ × C).
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Combining these equalities, we arrive at
TxX
σ = {v ∈ E × C | (dgˆj)x(v) = 0, for all j ∈ [1, J ] such that |gˆj| ∈ σ} ∩ (Eσ × C).
Finally, let v ∈ TxX and write v = v′ + v′′, where v′ ∈ Eσ × C and v′′ ∈ (Eσ × C)⊥. If
|gˆj| ∈ σ, then gˆj vanishes on (Eσ × C)⊥. It follows from the description of TxX and TxXσ above
that v′ = v − v′′ ∈ TxXσ. Thus, v ∈ TxXσ ⊕ (Eσ × C)⊥. 
Proof of Proposition 3.12. The gradient of ℜπ|Xσ\X0 is computed with respect to the metric on
Xσ\X0 which is the restriction of the fixed Kähler metric on E × C. Let x ∈ Xσ \ X0 and take
a sequence {xj}j⊂N ∈ X\X0 converging to x. By passing to a subsequence, we may assume that
{xj}j∈N ⊂ Xτ \ X0 for some τ ∈ Σ(X) with σ ≺ τ , and that limj→∞ TxjXτ exists. By definitions
(18) and (20) and Lemma A.4, it suffices to show that
lim
j→∞
∇xj (ℜπ|Xτ ) = ∇x(ℜπ|Xσ).
In what follows, ifW is a linear subspace of E×C, then prW denotes orthogonal projection toW .
We have
lim
j→∞
∇xj (ℜπ|Xτ ) = lim
j→∞
prTxjXτ
(
− ∂
∂t
)
= prlimj→∞ TxjXτ
(
− ∂
∂t
)
= prlimj→∞ TxjXτ ◦ prTxXσ⊕(Eσ×C)⊥
(
− ∂
∂t
)
(by Lemma 3.13)
= prlimj→∞ TxjXτ
(
prTxXσ
(
− ∂
∂t
)
+ pr(Eσ×C)⊥
(
− ∂
∂t
))
= prlimj→∞ TxjXτ
(
prTxXσ
(
− ∂
∂t
))
= prTxXσ
(
− ∂
∂t
)
(by assumption (D2’))
= ∇x(ℜπ|Xσ).
This proves the claim. 
3.4.2. Isomorphisms between decomposed affine Kähler varieties. Let X be an affine H-variety
and import the notation from Section 2.6. Suppose thatX embeds as aH-invariant closed subvari-
ety of a H-module E. In the sequel we often assume the following:
(D1) The partition of X intoXσ, σ ∈ Σ(X), givesX the structure of a decomposed variety.
(D2) The decomposition of X in (D1) satisfies the Whitney condition (A) with respect to the
embedding into E.
We now give the first application of Proposition 3.12. Let (E, hE) and (E
′, hE′) be two unitary T -
modules, with symplectic forms ωE, ωE′ and T -equivariant moment maps µ, µ
′, respectively. Let
i : X →֒ E and i′ : X →֒ E ′ be two closed H-equivariant embeddings. The embeddings i and i′
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each endow X with the structure of a Hamiltonian T -space. Denote these Hamiltonian T -spaces
(XE, µ) and (XE′, µ
′) respectively.
Theorem 3.14. Assume X satisfies (D1) and the embeddings i, i′ both satisfy (D2). If the mo-
ment maps µ : E → t∗ and µ′ : E ′ → t∗ are proper, then (XE , µ) is isomorphic to (XE′, µ′) as a
Hamiltonian T -space.
Proof. Consider the unitary T -module (E×E ′×C, h = hE⊕hE′⊕hC) with symplectic structure
ω = − Imh. The action of T is Hamiltonian with moment map ψ = µ ◦ prE +µ′ ◦ prE′ . Consider
the trivial degeneration X = X × C of X . Embed X into E × E ′ × C according to the map
X × C→ E × E ′ × C
(x, t) 7→ (ti(x), (1 − t)i′(x), t).
Its image is a closedH-invariant subvariety of E ×E ′ ×C. It has smooth pieces Xσ = Xσ ×C =
(X × C) ∩ (Eσ ×E ′σ × C).
We apply Theorem 3.6 to the degenerationX ×C→ C. To do so, we need to check the conditions
(GH1)–(GH6). The conditions (GH1), (GH2), and (GH3), and (GH4) (I) are satisfied automatically.
To show (GH4) (II), it suffices to show that (ψ, π) : E × E ′ × C → t∗ × C is proper. Indeed, this
map is proper when the map µ ◦ prE +µ′ ◦ prE′ : E × E ′ → t∗ is proper. And by Lemma 2.7, this
map is proper because the cone Γ(E) = Γ(E ′) is strongly convex, and because E and E ′ have no
nontrivial T subspaces which are fixed by T . The condition (GH4) (III) holds because
Xσ = X ∩ (Eσ × E ′σ × C) = X ∩ ψ−1(σ).
Here the last equality is a consequence of (17).
In contrast with the general setup of Theorem 3.6, there are no singular points of Xσ × C. As a
result, the stratified gradient Hamiltonian flow ϕt is defined for all t ∈ R, for all points of X × C.
The condition (GH5) is then satisfied automatically.
Finally, it remains to verify condition (GH6). To do this, we apply Proposition 3.12. To apply
Proposition 3.12, we need to check that (D1’) and (D2’) hold. This is a straightforward consequence
of the fact that, by assumption, the partition of X into Xσ satisfies (D1), and that each embedding
X →֒ E and X →֒ E ′ satisfies (D2).
After applying Theorem 3.6, we have a T -equivariant continuous map φ = ϕ1 : XE → XE′ which,
for each σ ∈ Σ, restricts to a symplectomorphism
ϕσ1 : U
σ
1 → Uσ0
from an open dense subset Uσ1 of X
σ
E to an open dense subset U
σ
0 of X
σ
E′ . But in fact, since the
gradient Hamiltonian flow ϕσt onX
σ×C ⊂ E×E ′×C is defined for all t, it follows that Uσ1 = XσE
and that Uσ0 = X
σ
E′ . What is more, φ ◦ ψ = ψ. In summary, we then have a map of Hamiltonian
T -spacesXE → XE′ . The map ϕ−1 : XE′ → XE is an inverse to φ, and so φ is an isomorphism of
Hamiltonian T -spaces. 
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4. FROM VALUATIONS TO STRATIFIED GRADIENT HAMILTONIAN FLOWS
In this section, after recalling some standard theory in commutative algebra, we introduce the
notion of a good valuation. Out of a good valuation, one may construct a toric degeneration of an
affine variety which satisfies most of the assumptions of Theorem 3.6. The exact statement is in
Theorem 4.21, which is the main result of this section.
4.1. Toric degenerations from valuations. This section recalls the Rees algebra construction of
toric degenerations. In Section 4.1.1 we recall the definition and basic properties of valuations.
In Section 4.1.2 we describe the Rees algebra construction for affine varieties equipped with a
valuation and a compatible action of a torus. We refer the readers to [44, Sections 1, 2, and 6], [36],
and [8] for more details.
4.1.1. Valuations.
Definition 4.1. Let L be a lattice equipped with a total order > which respects addition. Let A be
an algebra over C. A valuation on A (with values in L) is a function v : A \ {0} → L, such that:
(1) v(f + g) ≤ max{v(f),v(g)} for all nonzero f, g ∈ A, 8
(2) v(cf) = v(f) for all nonzero f ∈ A and c ∈ C \ {0},
(3) v(fg) = v(f) + v(g) for all nonzero f, g ∈ A.
The image v(A \ {0}) ⊂ L is a semigroup called the value semigroup. It is denoted Sv.
Throughout Section 4, we assume that the value semigroup Sv of a valuation v generates L as a
Z-module. In particular, we only consider valuations such that Sv ⊂ L is saturated. We write
S = Sv when the meaning is clear from context.
For s ∈ S, let
A≤s = {f ∈ A | v(f) ≤ s or f = 0}.
Define A<s analogously. A valuation v is said to have one-dimensional leaves if for all s ∈ S, the
quotient vector space A≤s/A<s one-dimensional.
If v : A\{0} → L is a valuation, then A≤s · A≤s′ ⊂ A≤s+s′ for all s, s′ ∈ S. Thus, the vector
subspaces A≤s ⊂ A define a multiplicative (S, >)-graded filtration of A. The associated graded
algebra is the S-graded algebra
grA =
⊕
s∈S
A≤s/A<s
with multiplication induced from A. If A is an integral domain and v has one-dimensional leaves,
then grA is isomorphic to the semigroup algebra C[S] [28, Remark 4.13].
Definition 4.2 ([45]). Let A be an algebra over C and let v : A\{0} → L be a valuation with one-
dimensional leaves. A Khovanskii basis for A and v is a setK ⊂ A\{0} such that v(K) generates
the value semigroup Sv.
8Some authors require instead that v(f + g) ≥ min{v(f),v(g)}.
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LetA be an algebra overC and let v be a valuation onA with values in (L,>) and one-dimensional
leaves. Suppose A and v have a finite Khovanskii basis K. We would like to use the subduction
algorithm as in [36, Proposition 3.12] to show that K generates A as an algebra. However, the
construction described in loc. cit. is specialized to the case where A is the homogeneous coordinate
ring of a projective variety and v is a valuation that has been extended by homogeneous degree as
in [36, Equation (3.4)]. We now introduce a similar version of their construction sufficient for our
needs.
To this end, suppose there exists a lattice Λ and surjective a linear map w : L→ Λ such that:
(v1) The total order > on L descends under w to a total order on Λ.
(v2) The image w(Sv) contains a minimal element with respect to this order.
(v3) The fibers w−1(λ) ∩ Sv are all finite.
With these assumptions in place, we have the following proposition. The proof of [36, Proposition
3.12] carries through in this adapted setting.
Proposition 4.3. K generates A as an algebra.
Thus, a Khovanskii basisK for A and v produces an embedding
(27) X →֒ E,
where E is the dual vector space to the vector space spanC K ⊂ A.
Assumptions (v1)-(v3) have the following consequence which will be useful later on.
Lemma 4.4. The cones cone(Sv) and cone(w(Sv)) are strongly convex.
Proof. The total order on Λ defined by (v1) must respect addition since w is linear and the total
order on L respects addition. The minimal element of w(Sv), which exists by (v2), must therefore
equal 0. It follows that cone(w(Sv)) cannot contain any rational lines, so it is strongly convex.
Since cone(w(Sv)) is strongly convex, any line ℓ ⊂ LR that is contained in cone(Sv) must be
contained in the kernel of the linear mapw : LR → ΛR. It follows by (v3) thatw−1({0})∩Sv = {0}.
Thus, cone(Sv) ∩ ker(w) = {0}. Thus cone(Sv) is strongly convex. 
4.1.2. The Rees algebra construction. Before stating the Rees algebra construction, we will need
the following technical notion.
Definition 4.5. Let S ⊂ L be an affine semigroup, let < be a total order on L, and let w : L → Λ
be a linear map to a lattice Λ. The tuple (S, >,w) is refinable if for any two finite sets
{a1, . . . , aN}, {b1, . . . , bN} ⊂ S
such that w(ai) = w(bi) and ai > bi for all i ∈ [1, N ], there exists a linear map e : L→ Z such that
(28) e(S) ⊂ N, and e(ai) > e(bi) for all i ∈ [1, N ].
Remark 4.6. See [7, 13] for sufficient conditions that (S, >,w) be refinable.
Let H be a algebraic torus with (real) weight lattice Λ and let A = C[X ] be the coordinate ring
of an affine H-variety X . Let v be a valuation on A with values in (L,>) and one-dimensional
leaves such that the value semigroup S = Sv is finitely generated. Suppose there exists a linear
map w : L→ Λ that satisfies (v1)-(v3) and the following.
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(v4) If f ∈ A is homogeneous of degree λ ∈ Λ, then λ = w(v(f)).
(v5) The tuple (S, >,w) is refinable.
We now give the setup for the Rees algebra construction. LetX →֒ E be anH-equivariant embed-
ding ofX into a finite dimensionalH-moduleE. Let {zi}ni=1 be a system of Λ-homogeneous linear
coordinates on E and let fi ∈ A denote the image of zi under the dual map C[E] → A. Assume
that K = {fi}ni=1 is a Khovanskii basis for A and v (cf. the discussion following Proposition 4.3).
In particular, fi 6= 0 for all i.
Let H denote the algebraic torus with (real) weight lattice L. Define an H-module structure on
E∗ by letting h · zi = hv(fi)zi for all h ∈ H and i = 1, . . . , n. Equip E with the dual H-module
structure. The linear map w determines a homomorphism of algebraic toriH → H. Along with the
H-module structure, this endows E with an H-module structure. By (v4), this H-module structure
coincides with the original H-module structure on E.
The discussion above produces surjective algebra homomorphisms:
C[E]→ A = C[X ]; C[E]→ grA(29)
zi 7→ fi; zi 7→ fi mod A<v(fi).
The first is dual to the embeddingX →֒ E. It is a map of Λ-graded algebras. The second is a map
of L-graded algebras dual to an H-equivariant embedding Spec(grA) →֒ E.
Lemma 4.7. Let g1, . . . , gJ ∈ C[E] be L-homogeneous generators of the ideal ker(C[E]→ grA).
Then, there exist Λ-homogeneous generators g1, . . . , gJ ∈ C[E] of the ideal ker(C[E]→ A) which
have the form
(30) gj = gj + pj , v(gj(f1, . . . , fn)) > v(pj(f1, . . . , fn)).
The Λ-homogeneous degree of gj is |gj|Λ = w(|gj |L) = w(v(gj(f1, . . . , fn))).
The proof of Lemma 4.7 is a direct analogue of the first half of the proof of [36, Theorem 3.13]. Its
outline is as follows.
Sketch of proof. Let sj = |gj|L denote the L-homogeneous degree of gj as an element of the L-
graded algebra C[E]. Since gj is in the kernel of C[E] → grA, it follows that gj(f1, . . . , fn) ∈
A<sj . Since v has one-dimensional leaves and satisfies (v1)-(v3), it is possible to find elements pj ∈
C[E] such that v(gj(f1, . . . , fn)) > v(pj(f1, . . . , fn)) and such that gj = gj + pj is in the kernel of
C[E]→ A. One achieves this by the subduction algorithm as in the proof of [36, Proposition 3.12].
The Λ-homogeneous degree of gj is w(sj). It follows by (v4) that w(sj) = w(v(gj(f1, . . . , fn))).
The subduction algorithm produces a polynomial pj that is also Λ-homogeneous of degree w(sj).
Finally, as in [7, Proposition 2.2], the polynomials g1, . . . , gJ generate the kernel of the map
C[E]→ A. 
Let gj , gj , and pj , j = 1, . . . , J be as in Lemma 4.7. Let sj = |gj|L denote the L-homogeneous
degree of gj as an element of C[E]. Write pj =
∑Lj
l=1Mj,l where each Mj,l ∈ C[E] is a Λ-
homogeneous monomial in z1, . . . , zn, of degree |Mj,l|Λ = w(sj). Fix a Z-linear map e : L → Z
such that:
(31) e(S) ⊂ N, and e(v(gj(f1, . . . , fn))) > e(v(Mj,l(f1, . . . , fn))) ∀j, l.
This exists by (v5).
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We are now in a position to define the Rees algebra. For all k ≥ 0, define
A≤k = {f ∈ A | e(v(f)) ≤ k or f = 0}.
The subspaces A≤k define a N-graded filtration of A. The Rees algebra of this filtration is
(32) R =
⊕
k≥0
A≤k ⊗ tk ⊂ A⊗ C[t].
The algebra R inherits a Λ-grading from A (where t is defined to be homogeneous of degree 0).
The following collects standard facts about R; see for instance [21, Corollary 6.11].
Proposition 4.8. Let R be as in (32). Then,
(1) R is finitely generated.
(2) The C-algebra homomorphism C[t]→ R, t 7→ t makes R into a flat C[t]-algebra.
(3) R/tR ∼= grA ∼= C[S].
(4) R[t−1] ∼= A⊗ C[t, t−1].
The geometric interpretation of the Rees algebra R is as follows. Let X = SpecR. Then X is an
affineH-variety. Dualizing the map C[t]→ R from Proposition 4.8 gives a flat morphismX→ C,
which is a degeneration of X to the toric variety Spec grA.
The variety X can be embedded H-equivariantly into E × C. Define an algebra homomorphism
(33) C[E]⊗ C[t]→ A⊗ C[t], zi 7→ te(v(fi))fi, t 7→ t.
It is a map ofΛ-graded algebras (t is homogeneous of degree 0 in both algebras). Its image precisely
R. We then have an H-equivariant embedding
(34) X →֒ E × C.
The image of X in E × C is the subvariety cut out by the Λ-homogeneous polynomials
(35) gˆj = gj(z1, . . . , zn) +
Lj∑
l=1
tmj,lMj,l(z1, . . . , zn) j = 1, . . . , J.
wheremj,l = e(v(gj(f1, . . . , fn))− v(Mj,l(f1, . . . , fn))).
We conclude by making the following observations about subfamilies of X. We adopt the notation
of Section 2.6.
Proposition 4.9. Let σ be a closed face of Γ(X).
(1) I(X ∩ (Eσ × C)) is generated by
{gˆj | w(sj) ∈ σ} ∪ {zi | w(v(fi)) /∈ σ}.
Consequently, C[X∩ (Eσ×C)] is isomorphic to the subalgebra of C[X] = R generated by
{t} ∪ {te(v(fi))fi | w(v(fi)) ∈ σ}. Additionally, C[X ∩ (Eσ × C)] is flat as a C[t]-module.
(2) Identify E × {1} = E. Then I(X ∩ (Eσ × {1})) ⊂ C[E] is generated by
{gj | w(sj) ∈ σ} ∪ {zi | w(v(fi)) /∈ σ}.
Consequently, C[X ∩ (Eσ × {1})] is isomorphic to the subalgebra of C[X ] generated by
{fi | w(v(fi)) ∈ σ}.
26 BENJAMIN HOFFMAN AND JEREMY LANE
(3) Identify E × {0} = E. Then I(X ∩ (Eσ × {0})) ⊂ C[E] is generated by
{gj | w(sj) ∈ σ} ∪ {zi | w(v(fi)) /∈ σ}.
Consequently, C[X ∩ (Eσ × {0})] is isomorphic to the subalgebra of C[S] generated by
{χv(fi) | w(v(fi)) ∈ σ}.
Proof. By Lemma 2.13, I(X∩ (Eσ ×C)) = I(X)+ I(Eσ ×C)). It follows by (16) that if |gˆj| /∈ σ,
then gˆj vanishes on E
σ × C. The description of I(X ∩ (Eσ × C)) immediately follows. The C[t]-
module C[X ∩ (E ′ × C)] is flat because C[X ∩ (E ′ × C)] ⊂ R is a torsion-free C[t] module, and
C[t] is a principal ideal domain [21, Corollary 6.3].
The second and third items follow from the first, by putting t = 0 and t = 1. 
4.2. Good valuations. We now introduce the notion of a good valuation; the initial data needed to
perform the construction in the next section.
Definition 4.10. Let Ha and Hc be algebraic tori with compact forms Ta and Tc, respectively. Let
X be an affineHa×Hc-variety. A good valuation onX is a tuple (X,E, hE ,v, a, c) consisting of:
(i) A finite dimensional complex inner product space (E, hE) equipped with a unitary repre-
sentation of Ta × Tc and a Ha × Hc-equivariant embedding X →֒ E of X as a closed
subvariety.
(ii) A valuation v : A\{0} → L on A = C[X ], with values in a lattice with total order (L,>).
We require that v has one dimensional leaves, and that S = Sv is an affine semigroup.
(iii) Surjective Z-linear maps
a : L→ Λa, c : L→ Λc.
where Λa (resp. Λc) is the character lattice of Ha (resp. Ha).
Let Λ(X) ⊂ Λc be the semigroup of weights of the Hc-module C[X ], let Γ = coneΛ(X), and let
Σ be the face poset of Γ. The data must satisfy two compatibility conditions:
(GV1) (Compatibility of the valuation) The valuation v and the map c satisfy conditions (v1)-(v5)
(with w = c). Additionally, the valuation v and the map a satisfy condition (v4) (with
w = a).
(GV2) (Compatibility of the decomposition) The partition of X by the subvarieties Xσ, σ ∈ Σ,
defined by theHc action equipsX with the structure of a decomposed variety (D1). The de-
composition satisfies the Whitney condition (A) with respect to the embedding intoE (D2).
The actions of Ta and Tc on E are Hamiltonian with moment maps ψa and ψc, respectively (Exam-
ple 2.6).
Remark 4.11. Given a good valuation, the tuple (X,E, ωE) is a decomposed affine Kähler variety
(Definition 2.10) with respect to the symplectic form ωE = −ℑhE and the decomposition of X
described in (GV2). The action of Ta × Tc endowsX with the structure of a Hamiltonian Ta × Tc-
space.
Remark 4.12. The letters a and c stand for auxiliary and control. The action of the control torusHc
is necessary for the construction in Section 4.3.
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Remark 4.13. In all that follows we assume without loss of generality that X is not contained in
any proper affine subspace of E. That is, we assume that no f ∈ E∗\{0} restricts to a constant
function onX . In particular, the semigroups of Hc-weights Λ(X) and Λ(E) are equal.
Indeed, let hull(X) denote the affine hull of X in E.9 Then both hull(X) and the subspace
hull(X)⊥ are Ta × Tc-invariant. Composing the embedding X →֒ E with the Ta × Tc-equivariant
linear projection E → E/ hull(X)⊥ produces a good valuation
(X,E/ hull(X)⊥, hE/hull(X)⊥ ,v, a, c)
where hE/hull(X)⊥ is the complex inner product induced by hE. The image ofX under this embed-
ding is not contained in any proper affine subspace of E/ hull(X)⊥.
Lemma 4.14. The map ψc : E → Lie(Tc)∗ is proper.
Proof. Let Π denote the set of weights of the dual representation of Tc on E
∗. By Lemma 2.7, ψc is
proper if and only if 0 cannot be written as a non-trivial linear combination of elements of Π with
non-negative coefficients.
Let {zi}ni=1 ⊂ E∗ be a basis of Tc-weight vectors. By our assumption that hull(X) = E, the
restricted functions fi = zi|X are all non-constant Λc-homogeneous elements ofA. The embedding
X →֒ E is Tc-equivariant, and so by (v4) the weight of zi ∈ E∗ equals c(v(fi)). Thus,Π is a subset
of c(Sv). Since cone(c(Sv)) is strongly convex (Lemma 4.4), 0 can be written as a non-trivial linear
combination of elements of Π with non-negative coefficients if and only if 0 ∈ Π.
Finally, recall from the proof of Lemma 4.4 that c−1(0) ∩ Sv = {0}. The fi are not constant and v
has one-dimensional leaves. This implies that 0 6∈ Π. 
Proposition 4.15. Let X be an affine Ha ×Hc-variety, and let (X,E, hE ,v, a, c) be a good valu-
ation on X . Then, there exists an inner product space (E ′, hE′) with unitary Ta × Tc action, and a
Ha ×Hc-equivariant embeddingX →֒ E ′, so that
(1) There exists a basis of E ′∗ which restricts to a Khovanskii basis for A = C[X ] and v.
(2) (X,E ′, hE′,v, a, c) defines a good valuation on A.
(3) Let XE and XE′ denote the two Hamiltonian Ta × Tc-space structures on X coming from
the embeddings i and i′, respectively. Then XE is isomorphic to XE′ as a Hamiltonian
Ta × Tc-space.
Proof. The image of the linear map E∗ → C[X ] generates C[X ] as an algebra. Pick a finite Kho-
vanskii basis ofC[X ]; then by picking large enoughN , the image of the natural map
⊕N
k=1 Sym
k(E∗)→
C[X ] contains this finite Khovanskii basis. Define E ′ by setting E ′ =
⊕N
k=1 Sym
k(E). Then there
is a natural Ha × Hc action on E ′, and (E ′)∗ is canonically isomorphic to
⊕N
k=1 Sym
k(E∗). The
linear map
⊕N
k=1 Sym
k(E∗) → C[X ] determines a surjection of algebras C[E ′] → C[X ] and, in
turn, an embeddingX →֒ E ′. This map is Ha ×Hc-equivariant.
Put a Ta×Tc-invariant inner product hE′ onE ′. We check that the tuple (X,E ′, hE′,v, a, c) satisfies
(GV2). Condition (D1) holds as it does not depend on the embedding ofX . To check (D2), we take
the naturalHa×Hc-equivariant surjectionC[E ′]→ C[E], which realizes E as a smooth subvariety
of E ′. The map C[E ′] → C[X ] factors as C[E ′] → C[E] → C[X ]. Since X ⊂ E is Whitney A,
and E is a smooth subvariety of E ′, it follows that X ⊂ E ′ is Whitney A.
9The affine hull ofX is the smallest affine subspace of E which containsX .
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Finally, in order to eliminate elements of E ′∗ which are constant onX , we project to a subspace of
E ′ as in Remark 4.13. The resulting embedding then satisfies items 1 and 2.
We will apply Theorem 3.14 in order to show that XE is isomorphic to XE′. (The proof of equiv-
ariance with respect to Ta follows exactly as the proof for Tc, since the Hamiltonian action of Ta on
E × E ′ × C preserves X × C). We only need to verify that the moment maps ψc : E → Lie(Tc)∗
and ψ′
c
: E ′ → Lie(Tc)∗ for the action of Tc are proper. But this is Lemma 4.14. This proves item
3. 
Proposition 4.16. Let v be a good valuation on A = C[X ]. Assume that there exists a basis
K
′ = {z′1, . . . , z′n} of E∗ which restricts to a Khovanskii basis for A and v. Then, there exists a
Ha ×Hc-weight basis K = {z1, . . . , zn} of E∗ such that: 1) K restricts to a Khovanskii basis for
A and v, and 2) the dual basis of K is an orthonormal basis of E.
Proof. Let {y1, . . . , yn} be aHa×Hc-weight basis of E∗; then by (GV2) yi is a weight vector with
weight (a, c) ◦ v(yi). For each λ ∈ Λa × Λc, let Iλ = {i ∈ [1, n] | (a, c) ◦ v(yi) = λ}. Write
z′j =
n∑
i=1
aiyi =
∑
λ∈Λa×Λc
∑
i∈Iλ
aiyi, ai ∈ C.
Then each term
∑
i∈Iλ aiyi is a weight vector of weight λ. What is more,
v(z′j) ≤ max
λ
{
v
(∑
i∈Iλ
aiyi
)}
.
Each term v
(∑
i∈Iλ aiyi
)
is contained in (a, c)−1(λ), and so each of these terms is distinct. By
elementary properties of valuations, it follows that
v(z′j) = max
λ
{
v
(∑
i∈Iλ
aiyi
)}
.
By applying (a, c) to both sides of this equation, we find that the right hand side must be contained
in (a, c)−1(v(z′j)). This is impossible unless
v(z′j) = v
 ∑
i∈I(a,c)(v(z′
j
))
aiyi
 .
Let
z′′j =
∑
i∈I(a,c)(v(z′
j
))
aiyi.
Then by the preceding argument, the linear functions z′′j satisfy v(z
′′
j ) = v(z
′
j) and therefore restrict
to a Khovanskii basis for A and v.
After possibly discarding functions from K′ and reindexing we may assume that the functions
z′1, . . . , z
′
n′ , where n
′ ≤ n, have values v(z′j) which are all distinct. (The functions z′1, . . . , z′n′
may fail to be a basis for E∗, but they will still restrict to a Khovanskii basis for A and v). Then,
the values v(z′′1 ), . . . ,v(z
′′
n′) are all distinct, and therefore the functions z
′′
1 , . . . , z
′′
n′ are linearly
independent. Adding in weight vectors y′′n′+1, . . . , y
′′
n from E
∗ as necessary, we arrive at a weight
basisK′′ = {z′′1 , . . . , z′′n′, y′′n′+1, . . . , y′′n} of E∗ which restricts to a Khovanskii basis for A and v.
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Finally, following the Gram-Schmidt argument of [36, Lemma 3.23], one can replace K′′ with a
basisK = {z1, . . . , zn} for E∗ which satisfies all the desired properties. 
In summary of Propositions 4.15 and 4.16, given a good valuation v on A = C[X ], we can always
assume that the ambient affine space E has a system of linear coordinates K ⊂ E∗ which restricts
to a Khovanskii basis for A and v, and such that the dual basis ofK is an orthonormal weight basis
of E.
4.3. Good valuations and gradient Hamiltonian flows. We are now in a position to construct
toric degenerations from good valuations and apply Theorem 3.6 to construct integrable systems in
the sense defined in Remark 3.10.
The focal point of this construction is an affine Ha × Hc-variety X equipped with a decompo-
sition and the structure of a Hamiltonian Ta × Tc-space. Throughout, we fix a good valuation
(X,E, hE,v, a, c) that endowsX with its Hamiltonian Ta × Tc-space structure (Remark 4.11) and
import all the notation from Definition 4.10. Throughout this section, we fix a basis K ⊂ E∗
that satisfies the conclusions of Proposition 4.16. As demonstrated by Propositions 4.15 and 4.16,
we may assume there existsK with these properties without changing the underlying Hamiltonian
Ta × Tc-space structure on X .
As in Section 4.1.2, v and K determine toric degenerations of X that embed into E × C. We
describe these degenerations in Section 4.3.1. We describe how this degeneration interacts with
the symplectic structure coming from hE in Section 4.3.2. This is combined with Theorem 3.6 in
Section 4.3.3 to construct an integrable system on X .
4.3.1. Application of the Rees algebra construction. Recall that we fixed (X,E, hE ,v, a, c) and
K above. Let S = Sv denote the value semigroup of v and let XS denote the associated affine
toric variety. Applying the Rees algebra construction of Section 4.1.2 to v and K produces toric
degenerations π : X→ C of X toXS with the following properties.
Proposition 4.17. A toric degeneration π : X → C of X to XS, constructed from v and K as in
Section 4.1.2, has the following properties:
(1) X is embedded as a closed subvariety of E × C such that π : X → C coincides with the
restriction of the projection E × C→ C.
(2) The fiber X1 ⊂ E × {1} ∼= E coincides with the image of the embedding X →֒ E of the
good valuation. In other words, it is cut out by the kernel of the natural map C[E]→ C[A]
described in (29).
(3) For each σ ∈ Σ, the subfamily Xσ defined as in (23) using the decomposition of X satisfies
Xσ = X ∩ (Eσ × C).
(4) For each σ ∈ Σ, let Sσ = c−1(σ)∩S. Then each subfamilyXσ → C is a toric degeneration
of Xσ toXSσ .
(5) For each σ ∈ Σ, the action of Ha × Hc on E × C (where Ha × Hc acts trivially on C)
preserves Xσ.
Proof. We follow the notation of Section 4.1.2. Fix an enumeration K = {z1, . . . , zn} ⊂ E∗, let
H = Ha × Hc, and let w = (a, c). Construct the Rees algebra R as in Section 4.1.2, choosing a
linear map e : L→ Z as in (31). LetX = SpecR and fix theH-equivariant embeddingX →֒ E×C
as in (34). Then items 1 and 2 are satiefied by construction.
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Let C× act on E × C by
t · (z1, . . . , zn, t′) = (te(v(z1))z1, . . . , te(v(zn))zn, tt′)
The trivialization away from zero of the toric degeneration is written using this action as
ρ : X × C× → X\X0, ρ(z, t) = t · (z, 1).(36)
This action of C× preserves Eσ, so ρ(Xσ × C×) = X ∩ (Eσ × C×). Taking closures establishes
item 3. By Proposition 4.9, there is an isomorphism C[X0 ∩ Eσ] ∼= C[Sσ] and Xσ → C is a flat
morphism. This establishes item 4. Finally, the map (33) preserves the grading by Λa × Λc, and so
the action ofHa×Hc on E×C preserves X. This action also preserves Eσ; putting these two facts
together gives item 5. 
We record that X\X0 satisfies the assumption (D2’).
Lemma 4.18. Let σ, τ ∈ Σ with σ ≺ τ . Let x ∈ Xσ\Xσ0 , and let (xj)j∈N ∈ Xτ be a sequence of
points with limj→∞ xj = x. Assume that limj→∞ TxjX
τ exists (in the total GrassmannianGr(E ×
C)). Then TxX
σ ⊆ limj→∞ TxjXτ .
Proof. Using the trivialization away from zero (36), it suffices to prove the analogous claim for
X1 ∼= X ⊂ E. But this is precisely the Whitney condition (A) for the stratification of X , which
holds by assumption (GV2) of Definition 4.10. 
4.3.2. Symplectic geometry of X. Let π : X → C be a toric degeneration of X constructed from v
and K as in the previous subsection. Recall that X is embedded as a subvariety of E × C. Let hC
be the standard complex inner product on C, let hE ⊕ hC be the product complex inner product on
E × C and let ω := ωE ⊕ ωC be the associated symplectic structure (cf. Example 2.4).
As in Section 4.1.2, let H denote the algebraic torus with (real) weight lattice L. Let T denote the
maximal compact torus of H. Then v and the basis K ⊂ E∗ determine a representation of H =
(C×)m on E as described in Section 4.1.2. Since K satisfies the conclusions of Proposition 4.16,
the action of T on (E, hE) is unitary.
Extend the action of H from E to E × C by letting H act trivially on the second factor. As in
Example 2.6, the action of T on (E × C, ω) is Hamiltonian with moment map
(37) Ψ: E × C→ Lie(T)∗, Ψ = 1
2
n∑
i=1
|zi|2v(zi).
Recall from Section 4.2, that we similarly extended the actions ofHa andHc to E×C. The actions
of Ta and Tc are Hamiltonian, with moment maps ψa and ψc respectively.
10
Extend a and c to R-linear maps Lie(T)∗ → Lie(Ta)∗ and Lie(T)∗ → Lie(Tc)∗. These maps are
dual to homomorphisms Ta → T and Tc → T. As in Section 4.1.2, since v is compatible with
a and c by (GV1), the actions of Ta and Tc on E × C coincide with the actions defined by the
homomorphisms Ta → T and Tc → T, and the action of T on E × C. It follows that:
(38) ψa = a ◦Ψ, ψc = c ◦Ψ.
10These symbols were also used to denote moment maps on E, here we overload notation.
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The action ofH onE×C preserves the fiberX0 ⊂ E×{0}. Recall from Proposition 4.17, item (4),
that the subvarietyXσ0 = X0∩Xσ is isomorphic to the toric varietyXSσ associated to the semigroup
Sσ = c−1(σ) ∩ S for each σ ∈ Σ.
Proposition 4.19. Let v be a good valuation as above, let Ψ: E × C → Lie(T)∗ be the moment
map (37), and let σ ∈ Σ. Then:
(1) The action of H on E × C preserves Xσ0 .
(2) Ψ(Xσ0) = cone(S
σ) = Ψ(Eσ × C) for all σ ∈ Σ. In particular, Ψ(X0) = cone(S) =
Ψ(E × C). The subspaces Eσ × C are saturated by Ψ for all σ ∈ Σ.
(3) The fibers of the domain restricted map Ψ: X0 → Lie(T)∗ are connected.
(4) The map (Ψ, π) : E×C→ Lie(T)∗×C is proper. In particular, the domain restricted map
Ψ: X0 → Lie(T)∗ is proper.
(5) Xσ = X ∩ ψ−1c (σ), for each σ ∈ Σ.
Proof. (1) The map C[E] → grA in (29) is a map of L-graded algebras, so H preserves X0.
Also, H preserves Eσ × C. By Proposition 4.17, item 3, Xσ0 = X0 ∩ (Eσ × C). Thus, H
preserves Xσ0 .
(2) As an H-module, the semigroup algebra C[Sσ] splits as a direct sum C[Sσ] = ⊕λ∈SσV (λ),
where V (λ) is the one dimensionalH-module with weight λ ∈ L. Then cone(Sσ) = Ψ(Xσ0 )
by [65, Theorem 4.9]. And cone(Sσ) = Ψ(Eσ ×C) by the same reasoning. The subspaces
Eσ × C are saturated by Ψ is a consequence of Lemma 2.7.
(3) Since S is saturated, the variety X0 ∼= XS is normal. The claim then follows immediately
by [65, Corollary 4.13].
(4) It suffices to prove that the restricted map Ψ: E = E × {0} → Lie(T)∗ is proper. This fol-
lows immediately from Lemma 4.14 since ψc = c◦Ψ and the restricted map c : cone(S)→
Lie(Tc)
∗ is proper by (v3). Since X0 is closed in E, the domain restricted map Ψ: X0 →
Lie(T)∗ is also proper.
(5) The description of Xσ follows by Proposition 4.17, item 3:
Xσ = X ∩ (Eσ × C) = X ∩ ψ−1
c
(σ). 
As in Section 3.3, denote Xσ = Xσ \ ∪τ≺σXτ and Xσ0 = X0 ∩ Xσ for all σ ∈ Σ. It follows by
Proposition 4.19 part 2 that
Ψ(Xσ0) = Ψ(X
σ) \
⋃
τ≺σ
Ψ(Xτ0) = cone(S
σ) \
⋃
τ≺σ
cone(Sτ ).
For all τ ≺ σ, each cone(Sτ ) is a face of cone(Sσ). As a consequence the set Ψ(Xσ0 ) is a convex,
locally rational polyhedral set. In particular, the smooth locus of Ψ(Xσ0 ) is well defined. We make
use of this in the following Corollary.
Corollary 4.20. As in Section 3.3, let Uσ0 ⊂ Xσ0 denote the smooth locus of Xσ0 . Then:
(1) The image Ψ(Uσ0 ) is the smooth locus of the locally rational polyhedral set Ψ(X
σ
0). In
particular,Ψ(Uσ0 ) is a convex, locally rational polyhedral set.
(2) The restricted map Ψ: Uσ0 → Ψ(Uσ0 ) is proper.
Proof. The singular locus (Xσ0)
sing ⊂ Xσ0 is saturated byΨ: Xσ0 → Lie(T)∗. The imageΨ((Xσ0)sing)
is the complement of the smooth locus of cone(Sσ). Since Xσ0 is an open subset of X
σ
0 , one has
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Uσ0 = X
σ
0 \ (Xσ0 ∩ (Xσ0)sing). Since (Xσ0)sing is saturated by Ψ, this implies
Ψ(Uσ0 ) = Ψ(X
σ
0) \Ψ((Xσ0)sing).
It follows that Ψ(Uσ0 ) is the smooth locus of Ψ(X
σ
0 ). Convexity of Ψ(U
σ
0 ) then follows from con-
vexity of Ψ(Xσ0 ). This proves the first claim.
By Proposition 4.19, for each τ ≺ σ the restricted map Ψ: Xσ0 → cone(Sσ) is proper and the
closed subset Xτ0 is saturated by Ψ. It follows that
Uσ0 = X
σ
0 \
(∪τ≺σXτ0 ∪ (Xσ0)sing)
is also saturated by Ψ: Xσ0 → cone(Sσ). Thus, the restricted map Ψ: Uσ0 → Ψ(Uσ0 ) is proper. This
proves the second claim. 
4.3.3. Main result. We are now in a position to give the main result of Section 4. It is a direct
specialization of Theorem 3.6.
Let v be a good valuation on A = C[X ], and let X ⊂ E × C be the toric degeneration constructed
as in Proposition 4.17. Let T = Tc and ψ = ψc. Recall condition (GH5) from Section 3.3, which
states
(GH5) The Duistermaat-Heckman measures of ((Xσ0)
sm, ωσ0 , ψ) and (X
σ
1 , ω
σ
1 , ψ) are equal for all
σ ∈ Σ.
Recall that the symplectic forms ωσ0 and ω
σ
1 come from the embedding X →֒ E × C.
Theorem 4.21. Let X be as above, and assume condition (GH5) holds. Then, there exists a contin-
uous, surjective, Ta × Tc-equivariant, proper map φ : X1 = X → X0 = XS such that
(a) For each σ ∈ Σ, there is a dense open subset Uσ1 ⊂ Xσ such that φ|Uσ1 defines a symplec-
tomorphism of (Uσ1 , ω
σ
1 ) onto the dense, open, H-invariant smooth submanifold (X
σ
0 )
sm of
Xσ0
∼= XSσ
(b) (ψa, ψc) ◦ φ = (ψa, ψc).
(c) For each σ ∈ Σ, the map Ψ ◦ φ restricts to the moment map of a Hamiltonian T action on
Uσ1 .
Proof. We need only check conditions (GH1)-(GH6) and apply Theorem 3.6. (The proof of equiv-
ariance with respect to Ta follows exactly as the proof for Tc, since the Hamiltonian action of
Ta on E × C preserves X). Condition (GH1) holds by items (3) and (4) of Proposition 4.17.
Condition (GH2) holds by item (1) of Proposition 4.17 and the definition of the action of H.
Condition (GH3) holds by item (2) of Proposition 4.17, condition (GV2) of Definition 4.10, and
(17). Condition (GH4) follows from Lemma 4.14, (17), and item (5) of Proposition 4.17. Condi-
tion (GH5) holds by assumption. Condition (GH6) holds by Lemma 4.18 and Proposition 3.12. 
5. TORIC DEGENERATIONS OF G  N
We now apply the results of the previous section to the base affine space of a complex semisimple
algebraic group G. The main result is Theorem 5.7. It is applied in Section 6 to prove Theorem
1.2.
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5.1. The base affine space G  N . This section recalls the relevant properties of the base affine
space. In particular, it shows how G  N may be equipped with the structure of a decomposed
affine Kähler variety and a Hamiltonian K × T -space (cf. Definition 2.10). For more details, see
e.g. [27, 29].
Let G be as in Section 2.3. The coordinate ring C[G] has a G×G-module structure, which is dual
to the action of G×G on G given by (g, h) · k = gkh−1, for g, h, k ∈ G. The subalgebra C[G]N of
N ∼= 1 × N-invariants inherits a rational G×H-module structure from C[G] since H normalizes
N . The base affine space, G  N , is the affine G×H-variety whose coordinate ring is
C[G N ] = C[G]N .
ConsiderGN as aH ∼= 1×H-variety. Then the set Λ(GN) ofH-weights appearing in C[G]N
is equal to the set of dominant weights Λ+. Therefore Γ(GN) = t
∗
+, and Σ = Σ(GN) consists
of the open faces of t∗+. For each σ ∈ Σ, we will consider the subvarieties (GN)σ and (GN)σ
as in Section 2.6.
The variety G  N also can be partitioned as a union of the G ∼= G × 1 orbits. This partition
coincides with the partition into (G  N)σ, σ ∈ Σ, which was described above. The G-orbits of
G N are smooth manifolds, and this partition of G N satisfies (D1).
In more detail, for each σ ∈ Σ the piece (G  N)σ is isomorphic as an algebraic G-homogeneous
space to the quotient G/[Pσ, Pσ], where Pσ is the parabolic subgroup of G with Lie algebra
(39) pσ = h⊕ n⊕
⊕
α∈R+,σ
g−α, R+,σ = {α ∈ R+ | λ(α∨) = 0, ∀λ ∈ σ},
and [Pσ, Pσ] is its commutator subgroup. The open dense piece of G  N is isomorphic to the
G-homogeneous space G/N .
Fix a finite set Π ⊂ Λ+ that generates Λ+ as a semigroup and let
(40) E =
⊕
̟∈Π
V (̟).
By definition, E is a G×H-module, where 1×H acts on each summand V (̟) with weight −̟.
There is an embedding of G×H-modules,
(41) E∗ =
⊕
̟∈Π
V (̟)∗ ⊂
⊕
λ∈Λ+
V (λ)∗ ∼= C[G]N .
The isomorphism of modules on the right only depends on the choice of highest weight vectors
v(λ) ∈ V (λ), and is described in [27, Theorem 12.1]. Since Π generates Λ+ as a semigroup,
E∗ generates C[G]N as an algebra [27, Theorem 12.6]. Therefore, we have a G × H-equivariant
embedding
(42) G  N →֒ E
which identifies G  N with a subvariety of E. Explicitly, if [Pσ, Pσ] denotes the coset of the
identity in G/[Pσ, Pσ], then the embedding (42) sends
(43) [Pσ, Pσ] 7→
∑
̟∈Π∩σ
v(̟) ∈ E.
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For each σ ∈ Σ, consider the subvarieties
(44) Eσ =
⊕
̟∈σ∩Π
V (̟), and Eσ = Eσ\
⋃
τ≺σ
Eτ .
They coincide with the definition in Section 2.6. The subspaces Eσ and Eσ are G×H-invariant.
The embedding (42) endows G  N with the structure of a stratified affine Kähler variety (G 
N,E, ωE) as follows. Let hE denote the uniqueK × T -invariant complex inner product on E such
that ||v(̟)|| = 1 for all ̟ ∈ Π and let ωE = −ℑhE . Since the direct summands V (̟) are 1× T -
weight spaces with distinct weights, the direct sum (40) is orthogonal with respect to hE . The orbit
stratification of G  N ⊂ E is a Whitney stratification. Thus (G  N,E, ωE) is a decomposed
affine Kähler variety, and the decomposition satisfies (D2).
The action of K × T ⊂ G × H on (E, hE) is unitary, so by Example 2.4 it is Hamiltonian with
respect to ωE. In particular, the action of T × T ⊂ K × T is Hamiltonian. This action preserves
the smooth pieces of G  N ⊂ E.
We summarize the preceding discussion as follows.
Lemma 5.1. Let Π ⊂ Λ+ be a finite set which generates Λ+, let E be as in (40), and let G N be
embedded in E as in (42). Then, as a subvariety of E, the decomposition of G N by 1×H orbit
types satisfies (GV2). With hE as above, the tuple (GN,E, ωE) is a decomposed Kähler variety,
and G  N is a HamiltonianK × T -space.
5.2. Gradient Hamiltonian flows for G  N . This section is concerned with the construction of
a good valuation on the affine variety G  N . Throughout, in the terminology of Definition 4.10,
we let Ha = Hc = H , and consider G  N as a Ha ×Hc = H ×H-variety, where H ×H acts as
a subgroup of G×H .
The vector space (E, hE), the embeddingGN →֒ E, the inner product hE , and the decomposition
of G  N for a good valuation were all constructed in the previous section. It remains to construct
the valuation v itself and check (GV1).
Section 5.2.1 gives a general construction of suitable valuations on C[GN ]. Section 5.2.2 applies
the resulting good valuations to construct integrable systems on G  N in the sense defined in
Remark 3.10.
5.2.1. Valuations on C[G  N ]. This section reviews a general construction of suitable valuations
on C[G  N ] from valuations on C(G/B). See [44] for more details.
As before, let Λ denote the weight lattice ofH andm = dimC(G/H). Fix a total order on Z
m ×Λ
as in [44, p. 2492], as follows. First, fix a refinement of the standard partial order on Λ to a total
order. Second, equip Zm with the standard lexicographic order. For (ζ, λ) and (ϕ, µ) in Zm × Λ,
define
(45) (ζ, λ) > (ϕ, µ) if λ > µ, or λ = µ and ζ > ϕ.
Let c : Zm × Λ → Λ denote projection to Λ. By definition, the total order on Zm × Λ descends
under c to the total order on Λ.
Let ν : C(G/B) \ {0} → Zm be a valuation with one dimensional leaves. Assume that the image
of ν generates Zm as a group. We construct a valuation on C[G  N ] from ν as follows. First,
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let i : N− → G/B denote the embedding n− 7→ n−B. This embedding fixes an isomorphism
C[N−B/B] ∼= C[N−] such that F ∈ C[N−B/B] is identified with ι∗F . Define
(46) ν|N− : C[N−] \ {0}, ν|N−(ι∗F ) = ν(F ) ∀F ∈ C[N−B/B].
This defines a valuation with one dimensional leaves on C[N−]. Second, consider the composition
(47) j : N− ×H →֒ G/N →֒ G  N
The first map is (n, h) 7→ nhN . It identifies N− × H with the open subset B−N ⊂ G/N . The
second map is inclusion of the dense G-orbit in G  N . With respect to the isomorphism fixed in
(41), the dual map
(48) j∗ :
⊕
λ∈Λ+
V (λ)∗ ∼= C[G  N ]→ C[N− ×H ] ∼= C[N−]⊗ C[H ]
has the property that for zλ ∈ V (λ)∗,
j∗zλ = fλ ⊗ χλ.
Here χλ ∈ C[H ] denotes the character on H corresponding to λ and fλ ∈ C[N−] is given by
fλ(n) = zλ(n · v(λ)), where v(λ) ∈ V (λ) is the chosen highest weight vector and n ∈ N−.
An arbitrary element z ∈ C[G  N ] can be written as z = ∑λ∈Λ+ zλ, zλ ∈ V (λ)∗, with all but
finitely many zλ being zero. Given z, let λ = max{γ|zγ 6= 0} and define
(49) v : C[G  N ] \ {0} → Zm × Λ, v(z) = (ν|N−(fλ), λ).
The following is automatic from the definition (see e.g. [44, Proposition 6.1]).
Lemma 5.2. The function v : C[G  N ] \ {0} → Zm × Λ defined in (49) is a valuation with one
dimensional leaves. The set Sv generates Z
m × Λ as a group. Furthermore, c(Sv) = Λ+.
The action of H on G/B defines a Λ-grading of C(G/B). Assume that:
(*) There exists a linear map a′ : Zm → Λ such that if f ∈ C(G/B) is Λ-homogeneous of
degree δ, then a′(ν(f)) = δ.
With this assumption in place, we have the following. The proof is deferred to Appendix B.1.
Lemma 5.3. The valuation v and the map c satisfy (v1)-(v5). The valuation v and the map a =
a′ − c satisfy (v4).
5.2.2. Good valuations and toric degenerations of G  N . We now describe the general form of
good valuations (Definition 4.10) from which we will construct toric degenerations G N .
Data 5.4. Fix a tuple (G  N,E, hE,v, a, c) where:
• (E, hE) is a finite dimensional complex inner product space defined as in (40), equipped
with an H ×H-equivariant embedding G N →֒ E defined as in (42).
• v : C[G  N ] \ {0} → Zm × Λ is a valuation of the form (49). As in Section 5.2.1,
we assume that: v is constructed from a valuation ν : C(G/B)\{0} → Zm with one-
dimensional leaves according to (49), the image of ν generatesZm as a group, and ν satisfies
(*). Additionally, we assume that S = Sv is finitely generated.
• a, c : Zm×Λ→ Λ, are surjective Z-linear maps where c : Zm×Λ→ Λ is the projection to
the second factor and a = a′ − c as in Lemma 5.3.
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Lemma 5.5. Data 5.4 defines a good valuation on G N .
Proof. This follows immediately from Lemma 5.1 and Lemma 5.3. 
For the remainder of this section, assume we have fixed a choice of Data 5.4. LetH = (C×)m×H ,
the algebraic torus with (real) weight latticeZm×Λ. LetXS denote the toricH-variety associated to
the value semigroup S. The good valuation can be used to construct a toric degeneration π : X→ C
of G  N to XS that embeds as a subvariety of E × C (Proposition 4.17). This also fixes an
embedding of XS into E such that the action of the compact subtorus T = (S
1)m × T on XS is
Hamiltonian, generated by the restriction of the moment map Ψ: E × C → Lie(T)∗ defined as in
(37).
The linear action of the compact subtorus T × T ⊂ H ×H on E ×C is Hamiltonian with moment
map (ψa, ψc) : E ×C→ t∗ × t∗. This map satisfies (38). The action of T × T on E ×C preserves
X1 ∼= G N and X0 ∼= XS. The restriction of this action to X1 ∼= G N coincides with the action
of T × T on G  N as the maximal torus ofK × T ⊂ G×H .
For each open face σ ∈ Σ of t∗+, recall Xσ0 = X0 ∩ Eσ. Denote Uσ0 = (Xσ0)sm.
Proposition 5.6. For all σ ∈ Σ, the Duistermaat-Heckman measures of the Hamiltonian T -
manifolds (Uσ0 , ω
σ
0 , ψc) and (X
σ
1 , ω
σ
1 , ψc) are the same.
The proof of Proposition 5.6 is given in Appendix B.2.
Theorem 5.7. Let G be a connected semisimple Lie group and fix a choice of Data 5.4. Let XS
denote the toric variety constructed from this data as above. Then, there exists a continuous,
surjective, T × T -equivariant, proper map φ : G N → XS such that
(a) (ψa, ψc) ◦ φ = (ψa, ψc).
(b) For each σ ∈ Σ, Uσ1 = φ−1(Uσ0 ) is an open dense subset of (G N)σ and
φ : (Uσ1 , (ψa, ψc))→ (Uσ0 , (ψa, ψc))
is an isomorphism of Hamiltonian T × T -manifolds.
(c) For each σ ∈ Σ, the restricted map Ψ ◦ φ : Uσ1 → Lie(T)∗ generates a complexity 0
Hamiltonian T-action on Uσ1 .
Proof. Combine Lemma 5.5, Proposition 5.6, and Theorem 4.21. 
Theorem 5.7 can be applied in the following example.
Example 5.8 (String valuations). Let i = (i1, . . . , im) be a reduced word for the longest element
of the Weyl group of G, expressed in terms of simple reflections associated with simple real roots
αi1, . . . , αim . Let νi : C(G/B)\{0} → Zm be the valuation constructed in [44, Section 2.2]. Specif-
ically, νi is defined from the highest-term valuation associated to the standard coordinate chart on
the Bott-Samelson variety associated to i. Define
a
′ : Zm → Λ, a′(v1, . . . , vm) =
m∑
j=1
vjαij .
The map a′ and the valuation νi satisfy (*) by [44, Proposition 3.8]. Define vi : C[G  N ]\{0} →
Zm × Λ using ν = νi as in (49). By [44, Proposition 6.1], the value semigroup Si = Svi coincides
with the set of integral points of a rational convex polyhedral cone known as the extended string
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cone associated to i. The extended string cones were introduced in [10] and [55]. It was proved
that they are rational in [55].
6. COLLECTIVE INTEGRABLE SYSTEMS ON HAMILTONIAN K-SPACES
In all that follows, K is a compact connected Lie group, T ⊂ K is a maximal torus, and we
fix a positive Weyl chamber t∗+ ⊂ k∗. Recall that Hamiltonian K-manifolds are assumed to be
connected.
6.1. Symplectic implosion. This section recalls symplectic implosion, introduced in [29].
Definition 6.1. [29, Definition 2.1] The symplectic implosion of a Hamiltonian K-space (X, µ)
with respect to a positive Weyl chamber t∗+ is the quotient topological space
EX := µ−1(t∗+)/ ∼
where ∼ is the following equivalence relation:
Two points p, p′ ∈ µ−1(t∗+) are equivalent if and only if λ = µ(p) = µ(p′) and
p′ = k · p′ for some element k of the commutator subgroup [Kλ, Kλ] ⊂ Kλ.
The symplectic implosion is a singular symplectic space. If K = T is a torus, then x ∼ y if and
only if x = y so EX = X . In general, the action of the maximal torus T preserves µ−1(t∗+) and
∼, so it descends to a continuous action on EX . The moment map µ also descends to a continuous
map µ : EX → t∗. Explicitly, if [x] ∈ EX is an equivalence class of an element x ∈ µ−1(t∗+), then
(50) t · [x] = [t · x] and µ([x]) = µ(x).
Together, these endow EX with the structure of a Hamiltonian T -space, (EX, µ).
Suppose (X, µ) is a Hamiltonian K-space and (Y, ψ) is a Hamiltonian J-space. Let T ⊂ K and
S ⊂ J be maximal tori and let t∗+ and s∗+ be positive Weyl chambers. Recall that we may form the
product HamiltonianK × J-space (X × Y, µ× ψ). Then, the symplectic implosion of the product
(with respect to the positive Weyl chamber t∗+ × s∗+) is canonically isomorphic, as a Hamiltonian
T × S-space, to the product EX × EY .
Suppose (X, µ) is a HamiltonianK-manifold and σ ∈ Σ is its principal stratum, i.e. σ is the unique
element of Σ such that µ(X) ∩ σ is non-empty and µ(X) ∩ t∗+ ⊂ σ. The pre-image µ−1(σ) is a
T -invariant symplectic submanifold of X known as the principal symplectic cross-section. The
equivalence relation ∼ is trivial on µ−1(σ) (meaning that x ∼ y if and only if x = y). Thus, the
quotient map for ∼ identifies the principal symplectic cross-section with a subspace of EX . With
this identification, µ−1(σ) is a dense piece of EX . We summarize these results in the following.
Proposition 6.2 (Properties of symplectic implosion). [29] Let (X, µ) be a HamiltonianK-space.
Then,
(i) The symplectic implosion (EX, µ) is a Hamiltonian T -space.
(ii) If X is a HamiltonianK-manifold with principal stratum σ, then EX is connected and has
a dense piece which is identified with the principal symplectic cross-section, µ−1(σ).
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6.2. The universal imploded cross-section. Let T ∗K denote the cotangent bundle of K and let
ωcan denote the canonical symplectic structure. Cotangent lift of the action of K × K on K by
left and right multiplication defines a Hamiltonian K × K-action on T ∗K. With respect to the
left-invariant trivialization T ∗K ∼= K × k∗, the action ofK ×K is
(k1, k2) · (k, ξ) = (k1kk−12 ,Ad∗k2 ξ)
and the moment map is
(µL, µR) : K × k∗ → k∗ × k∗
(k, ξ) 7→ (Ad∗k ξ,−ξ).
Definition 6.3. The universal imploded cross-section ET ∗K is the symplectic implosion of the
HamiltonianK-manifold (T ∗K,ωcan, µR) with respect to the Weyl chamber −t∗+.
Let Σ denote the poset of open faces of t∗+. For each σ ∈ Σ, recall that Pσ ⊂ G denotes the
parabolic subgroup of G with Lie algebra (39). Let Kσ = K ∩ Pσ and let [Kσ, Kσ] denote its
commutator subgroup. The decomposition of ET ∗K by symplectic pieces is
ET ∗K = (K × t∗+)/∼ =
∐
σ∈Σ
(K/[Kσ, Kσ])× σ.
We denote the symplectic form on (K/[Kσ, Kσ])× σ by ωσ.
The action of K × T on T ∗K preserves the subset (S ◦ µL)−1(t∗+) = K × t∗+ and descends to a
continuous action on ET ∗K. We twist the action of the torus 1 × T ⊂ K × T so that the moment
map for this action is
(µL,−µR = S ◦ µL) : ET ∗K → k∗ × t∗
Explicitly, if (k, ξ) ∈ K × t∗+ is a representative of [k, ξ] ∈ ET ∗K, and (k1, k2) ∈ K × T , then
(51) (µL,S ◦ µL)([k, ξ]) = (Ad∗k ξ, ξ) and (k1, k2) · [k, ξ] = [k1kk2, ξ].
Together, this endows ET ∗K with the structure of a Hamiltonian K × T -space, (ET ∗K, (µL,S ◦
µL)).
The moment map µL : ET
∗K → k∗ is a quotient map of topological spaces and the fibers of µL are
precisely the orbits of the action of the subgroup 1 × T ⊂ K × T . Thus, the following diagram
commutes and the bottom map is a homeomorphism.
(52)
ET ∗K
(ET ∗K)/1× T k∗
/1×T µL
∼=
The identification (52) restricts to isomorphisms of symplectic manifolds:
(53)
(ET ∗K)/1× T k∗
(ET ∗K) λ 1× T Oλ.
∼=
∼=
In fact, these are isomorphisms of HamiltonianK-manifolds. Here (ET ∗K) λ 1× T denotes the
symplectic reduction of (ET ∗K,S ◦ µL) at λ (cf. [29, Theorem 3.4, Example 3.6]) andOλ denotes
the coadjoint orbit through λ ∈ t∗+ ⊂ k∗ equipped with its canonical symplectic structure.
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Recall from Section 5.1 that it is possible to equipGN with the structure of a HamiltonianK×T -
space by embedding it into a complex inner product space (E, hE). Although that construction
involved some choices, the resulting HamiltonianK × T -space structure on G N is independent
of those choices.
Theorem 6.4. [29, 38] EquipGN with the structure of a HamiltonianK×T -space by embedding
itG×H-equivariantly into a complex inner product space (E, hE) as in (40) and (42). Then,GN
and (ET ∗K, (µL,S ◦ µL)) are isomorphic as HamiltonianK × T -spaces.
The isomorphisms G  N ∼= ET ∗K restrict to isomorphisms of symplectic pieces (G  N)σ and
K/[Kσ, Kσ] × σ. In what follows we work with G  N as if it is identified with ET ∗K in this
manner.
6.3. Symplectic contraction. This section recalls symplectic contraction, introduced by Hilgert,
Manon, and Martens in [38].
Let (X, µ) be a Hamiltonian K-manifold. Let (EX, µ) denote the symplectic implosion of (X, µ)
with respect to t∗+. Let (ET
∗K, (µL,S ◦ µL)) denote the universal imploded cross-section. The
product (EX × ET ∗K,µ× (µL,S ◦ µL)) is a Hamiltonian T ×K × T -space. Hilgert, Manon, and
Martens introduced the following definition.
Definition 6.5. [38] The symplectic contraction of a HamiltonianK-space (X, µ) is
(54) Xsc = (EX × ET ∗K) 0 T
where symplectic reduction is taken with respect to the diagonally included subtorus T → T ×
K × T , t 7→ (t, e, t−1). The action of this subtorus is generated by the moment map µ− S ◦ µL.
By Lemma 2.11, Xsc is a singular symplectic space. By Lemma 2.12, it is a HamiltonianK × T -
space, (Xsc, (µL,S ◦µL)). Elements ofXsc may be represented as equivalence classes [[x], [k, λ]],
where [x] ∈ EX , [k, λ] ∈ ET ∗K, and µ([x]) = S ◦ µL([k, λ]). The moment map for the K × T -
action is
(55) (µL,S ◦ µL) : Msc → k∗ × t∗, [[x], [k, λ]] 7→ (Ad∗k λ, λ).
Hilgert, Martens, and Manon also introduced the symplectic contraction map. It is a map from X
toXsc that shares many of the features of time-1 gradient Hamiltonian flows. We use the algebraic
definition of the symplectic contraction map due to [38]. An alternate geometric description of this
map was examined in [52].
Definition 6.6. [38] The symplectic contraction map is
(56) Φsc : X → Xsc, Φsc(x) = [[h · x], [h−1, µ(h · x)]]
where h ∈ K such that µ(h · x) ∈ t∗+. In particular, this map is well-defined.
Important properties of symplectic contraction are summarized in the following.
Lemma 6.7 (Properties of symplectic contraction). [38] Let (X, µ) be a Hamiltonian K-space.
Then:
(i) The symplectic contraction of (X, µ) is a HamiltonianK × T -space (Xsc, (µL,S ◦ µL)).
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(ii) The symplectic contraction map is continuous, proper, surjective, K-equivariant, and its
fibers are connected. Moreover, the following diagram commutes.
(57)
X Xsc
k∗ k∗
Φsc
µ µL
=
(iii) If X is a HamiltonianK-manifold with principal stratum σ, then
((µ)−1(σ)× (K/[Kσ, Kσ]× σ)) 0 T
is a dense symplectic piece of Xsc. Moreover, the restricted map
Φsc : ((S ◦ µ)−1(σ), (µ,S ◦ µ))→ (((µ)−1(σ)× (K/[Kσ, Kσ]× σ)) 0 T, (µL,S ◦ µL))
is an isomorphism of HamiltonianK × T -manifolds.
6.4. Completely integrable systems on k∗. This section constructs integrable systems on the lin-
ear Poisson manifolds k∗, where k is an arbitrary compact Lie algebra and k∗ is equipped with its
canonical Lie-Poisson structure (see Section 2.4).
Every compact connected Lie groupK has the formK = (Kss×Z)/D whereKss is a semisimple
compact connected Lie group, Z is a compact connected torus, andD ⊂ Kss×Z is a finite central
subgroup such that (1 × Z) ∩ D is the trivial group. Let Tss be a maximal torus of Kss. Then
T = (Tss × Z)/D is a maximal torus ofK. Fix a positive Weyl chamber t∗+ = (tss)∗+ × z∗.
The cotangent bundle T ∗K is naturally isomorphic to the quotient (T ∗(Kss×Z))/D, whereD acts
on T ∗(Kss×Z) by cotangent lift of the action ofD onKss×Z by left multiplication. This induces
an identification of HamiltonianK × T -spaces,
ET ∗K ∼= E(T ∗Kss × T ∗Z)/D ∼= (ET ∗Kss × T ∗Z)/D.
For the remainder of this subsection, let G temporarily denote the complexification of Kss and let
H be the maximal torus of G with H ∩ Kss = Tss. (Elsewhere G is the complexification of K.)
Let N be the maximal unipotent subgroup of G compatible withH and (tss)
∗
+.
Fix a good valuation (G  N,E, hE,v, a, c) as in Data 5.4. Let XS denote the affine toric variety
associated to the value semigroup of v and construct a toric degeneration of G  N to XS as in
Section 4.3. The torus Tss = (S
1)m × Tss is the maximal compact subgroup of the algebraic torus
ofXS.
We equip XS with the structure of a Hamiltonian Tss-space as follows. Recall that Σ denotes the
poset of open faces of t∗+. Each closed face σ ⊂ t∗+ corresponds to a torus orbit-closureXσS ⊂ XS.
Following Whitney, inductively define (Xσ
S
)0 = X
σ
S
and (Xσ
S
)i+1 = (X
σ
S
)i \ (XσS )smi . The sets
(Xσ
S
)smi are disjoint Tss-invariant smooth manifolds. Decomposing further into connected compo-
nents if necessary, this endows XS with the structure of a weakly decomposed space (cf. Defini-
tion 2.1). The vector space E is equipped with a representation of Tss and XS is identified Tss-
equivariantly with a subvariety of E. The symplectic structure on E endows each piece (Xσ
S
)smi
with a symplectic structure. Thus XS is a singular symplectic space in the sense of Definition 2.8.
The action of Tss on E is Hamiltonian generated by a moment mapΨss : E → Lie(Tss)∗ as in (37).
Since each (Xσ
S
)smi is Tss-invariant, the restriction of Ψss|(XσS )smi is a moment map for the action of
Tss. Thus, (XS,Ψss = Ψss|XS) is a Hamiltonian Tss-space (cf. Definition 2.9).
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We may form the product Hamiltonian Tss × Z-space (XS × T ∗Z,Ψ× µL,Z). Let
(58) X = (XS × T ∗Z)/D
where the action of D is with respect to the inclusion of D into Tss × Z = (S1)m × Tss × Z as a
subgroup of Tss × Z. Denote
T = (S1)m × T = (S1)m × (Tss × Z)/D.
The continuous map Ψss × µZ,L : XS × T ∗Z → Lie(Tss × Z)∗ is D-invariant so it descends to a
continuous map Ψ: X → Lie(T)∗ such that the following diagram commutes.
(59)
XS × T ∗Z Lie(Tss)∗ × Lie(Z)∗
X Lie(T)∗
Ψss×µZ,L
/D
Ψ
Then (X,Ψ) is a Hamiltonian T-space.
Let φss : G  N → XS denote a map constructed as in Theorem 5.7 from the toric degeneration.
Combining with Theorem 5.7, we have a continuous, proper, surjective and Tss × Tss-equivariant
map:
(60) φss : ET
∗Kss ∼= G N φss−−→ XS.
Let φ : ET ∗K → X be the map of quotient spaces induced by φss × IdT ∗Z as in the following
diagram.
(61)
ET ∗Kss × T ∗Z XS × T ∗Z
ET ∗K X
φss×IdT∗Z
/D /D
φ
Since φ is T × T -equivariant and Ψ is T × T -invariant, it follows by (52) that the composition
Ψ ◦ φ descends to a continuous T -invariant map F : k∗ → Lie(T)∗ such that the following diagram
commutes.
(62)
ET ∗K X
k∗ Lie(T)∗
φ
µL Ψ
F
Proposition 6.8. Let X be defined as in (58), and let maps Ψ: X → Lie(T)∗, φ : ET ∗K → X ,
and F : k∗ → Lie(T)∗ be constructed as in (59), (61), and (62) respectively. Then:
(i) The map φ : ET ∗K → X is continuous, proper, surjective and T × T -equivariant.
(ii) The following diagrams commute.
(63)
k∗ Lie(T)∗ k∗ Lie(T)∗
t∗ t∗ t∗+ t
∗
+
F
pr
t∗ a
F
S c
(iii) The map Ψ is proper and its fibers are connected.
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(iv) F (k∗) = Ψ(X) = cone(S)× Lie(Z)∗ ⊂ Lie(T)∗.
Proof. These properties all follow immediately from the definitions (58), (59), (61), and (62) along
with Theorem 5.7 and Proposition 4.19. That F (k∗) = Ψ(X) follows since µL and φ are surjective
and (62) commutes. 
Recall from Section 4.3.2 that Ψss(X
σ
S
) = cone(Sσ) and
Ψss(X
σ
S ) = cone(S
σ) \
⋃
τ≺σ
cone(Sτ )
is a convex, locally rational polyhedral set. Recall that Uσ0 = (X
σ
S
)sm and denote
Uσ = (Uσ0 × T ∗Z)/D.
We record several facts about Uσ (cf. Corollary 4.20).
Proposition 6.9. Let X be defined as in (58), and let maps Ψ, φ, and F be constructed as in (59),
(61), and (62) respectively. For all σ ∈ Σ:
(i) The image Ψ(Uσ) is the smooth locus of the locally rational polyhedral set Ψ(Xσ
S
) ×
Lie(Z)∗. In particular, it is convex.
(ii) The restricted map Ψ: Uσ → Ψ(Uσ) is proper.
(iii) The pre-image φ−1(Uσ) is a connected open dense T×T -invariant subset ofK/[Kσ, Kσ]×
σ and the restricted map
φ : (φ−1(Uσ), (prt∗ ◦µL,S ◦ µL))→ (Uσ, (s ◦Ψ, c ◦Ψ))
is an isomorphism of Hamiltonian T × T -manifolds.
6.5. Toric contraction and collective integrable systems. Let (Y, µ) be a HamiltonianK-space.
Let T = (S1)m × T and (X,Ψ) be defined as in the previous section. We may form the product
Hamiltonian T × T-space (EY ×X, µ×Ψ).
Definition 6.10. The toric contraction of a HamiltonianK-space (Y, µ) with respect to (X,Ψ) is
(64) XY := (EY ×X) 0 T,
where symplectic reduction is taken with respect to the action of T on EY × X defined via the
inclusion T → T × T = T × (S1)m × T , t 7→ (t, 1, t−1). The action of this subtorus is generated
by the moment map µ− c ◦Ψ.
By Lemma 2.11, XY is a singular symplectic space. By Lemma 2.12, the toric contraction is a
Hamiltonian T-space (XY ,ΨY ) where ΨY denotes the induced map
(65) ΨY : XY = (EY ×X) 0 T → Lie(T)∗, [[y], z] 7→ Ψ(y).
Remark 6.11. Note that despite terminology, the action of T onXY is not necessarily a complexity
0 action. Rather, we call XY the “toric contraction” of Y because it is constructed by reduction
with the toric space X . Proposition 6.18 below characterizes when the action of T on XY has
complexity 0.
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By Proposition 6.8, the product map
IdEY ×φ : EY × ET ∗K → EY ×X.
is T×T×T -equivariant with respect to the Hamiltonian T×T×T -actions generated by the moment
maps µ × (prt∗ ◦µL,S ◦ µL) and µ × (a ◦ Ψ, c ◦ Ψ) respectively. By Proposition 6.8, IdEY ×φ
also intertwines these moment maps. (Note however that IdEY ×φ is not a map of Hamiltonian
T × T × T -spaces according to our definition because φ is not a map of decomposed spaces.)
The map IdEY ×φ therefore descends to a continuous map φY : Y sc → XY such that the following
diagram commutes.
(66)
EY × ET ∗K EY ×X
(µ− S ◦ µL)−1(0) (µ− c ◦Ψ)−1(0)
Y sc XY .
IdEY ×φ
/T /T
φY
Both Y sc and XY inherit Hamiltonian T × T -space structures from the subtorus 1 × T × T ⊂
T × T × T with moment maps denoted (prt∗ ◦µL,S ◦ µL) and (a ◦Ψ, c ◦Ψ) respectively.
Definition 6.12. The toric contraction map of a HamiltonianK-space (Y, µ)with respect to (X,Ψ)
is the composition
Φ: Y
Φsc−−→ Y sc φY−→ XY .
We now give a series of results about toric contractions. The first result is true for any (possibly
singular) HamiltonianK-space.
Proposition 6.13 (Properties of toric contraction, part I). Let (Y, µ) be a Hamiltonian K-space.
Then:
(i) The toric contraction map is continuous, surjective, proper, and T -equivariant (with respect
to the action of T on Y as the maximal torus T ⊂ K and the action of T on XY as the
subtorus T × 1 ⊂ T × T ).
(ii) The following diagram commutes.
(67)
Y XY
k∗ Lie(T)∗
Φ
µ ΨY
F
Proof. (i) The map φ constructed in (61) is continuous, surjective, proper and T×T -equivariant
by Proposition 6.8. It follows that the map φY : Y
sc → XY constructed in (66) is continu-
ous, surjective, proper, and T × T -equivariant (where T × T acts on Y sc as the subgroup
T × T ⊂ K × T and it acts on XY as the subgroup T × T ⊂ T). The result then follows
since the map Φsc is continuous, surjective, proper and K-equivariant (Lemma 6.7) and
Φ = φY ◦ Φsc.
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(ii) The diagram (67) is the outer square of the following diagram.
(68)
Y Y sc XY
k∗ k∗ Lie(T)∗
Φsc
µ
φY
µL ΨY
F
The left square commutes by Lemma 6.7. The right square commutes by combining (62)
and (66). 
Remark 6.14. There is an analogue of the commuting diagram (67) for Gelfand-Zeitlin systems. It
was first constructed for the case where Y is an integral coadjoint orbit of U(n) [60]. In that case,
the map Φ is the gradient Hamiltonian flow of a toric degeneration of the coadjoint orbit. Later, it
was constructed for all Hamiltonian U(n)-spaces Y [38]. In that work the map Φ is the branching
contraction map.
If (Y, µ) is a HamiltonianK-manifold, then toric contraction has several additional properties.
Proposition 6.15 (Properties of toric contraction, part II). Let (Y, µ) be a HamiltonianK-manifold
with principal stratum σ. Then:
(i) The toric contractionXY has a dense piece
U ∼= (µ−1(σ)× Uσ) 0 T,
where Uσ ⊂ Xσ is defined as in Section 6.4.
(ii) The pre-imageΦ−1(U) is a connected open dense T -invariant subset of Y and the restricted
toric contraction map is an isomorphism of Hamiltonian T × T -manifolds,
Φ: (Φ−1(U), (prt∗ ◦µ,S ◦ µ))→ (U, (a ◦Ψ, c ◦Ψ)).
Proof. (i) The first order of business is to show that U is a piece of XY . This follows since
µ−1(σ)×Uσ is a piece of EY ×X and the stabilizer subgroup at every point in µ−1(σ)×Uσ
for the T -action equals the kernel of the T -action, so the reduced space is a symplectic
manifold. We leave the proof that U is dense inXY to the end.
(ii) First, note that
φ−1Y (U) = (µ
−1(σ)× φ−1(Uσ)) 0 T.
By Proposition 6.9, this is a connected open dense T × T invariant subset of Y sc and the
restricted map
φY : (φ
−1
Y (U), (prt∗ ◦µL,S ◦ µL))→ (U, (a ◦Ψ, c ◦Ψ))
is an isomorphism of Hamiltonian T × T -manifolds. The result then follows by Lemma
6.7.
Finally, since Φ−1(U) is dense in Y by (ii) and Φ: Y → XY is surjective (Proposition 6.13), U is
dense in XY . This completes the proof of (i). 
Recall that if a HamiltonianK-manifold (Y, µ) is proper, then the set
△Y = µ(Y ) ∩ t∗+ = S ◦ µ(Y )
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is a convex locally rational polyhedral set and the fibers of µ are connected [53, Theorem 1.1 and
Remark 5.2].11 Note that if (Y, µ) is proper, then S ◦ µ : Y →△Y is a proper map.
Proposition 6.16 (Properties of toric contraction, part III). Let (Y, µ) be a proper Hamiltonian
K-manifold. Then:
(i) ΨY (XY ) = c
−1(△Y ) ∩Ψ(X) is a convex, locally rational polyhedral set. If Y is compact,
then ΨY (XY ) is a convex polytope.
(ii) The map ΨY : XY → ΨY (XY ) is proper.
(iii) The dense piece (U,ΨY ) is a proper Hamiltonian T-manifold. Moreover, if σ is the princi-
pal stratum of (Y, µ), then
ΨY (U) = c
−1(△Y ∩ σ) ∩Ψ(Uσ)
is the smooth locus of convex locally rational polyhedral set c−1(△Y ∩ σ) ∩Ψ(Xσ).
(iv) The fibers of ΨY and ΨY ◦ Φ are connected.
Our proof of fiber connectedness for ΨY ◦ Φ uses the following lemma.
Lemma 6.17. [51] Let Y be a Hausdorff topological space and let f : Y → V be a continuous
proper map to a convex subset of a real vector space V . Suppose that S ⊂ Y is a dense subset such
that: S is saturated by f , f(S) is convex, the fibers of f |S are connected, and f |S : S → f(S) is
an open map (with respect to the subspace topologies). Then, the fibers of f are connected.
Proof of Proposition 6.16. (i) The equalityΨY (XY ) = c
−1(△Y )∩Ψ(X) follows immediately
from the definitions. Since△Y is a convex locally rational polyhedral set, c is a linear map,
andΨ(X) = cone(S) is a convex rational polyhedral cone by Proposition 6.8, it follows that
ΨY (XY ) is a convex locally rational polyhedral set. If Y is compact, then △Y is a convex
polytope. It follows that ΨY (XY ) is a convex polytope since the fibers c
−1(λ) ∩ cone(S)
are compact.
(ii) This follows by (i), since Ψ: X → Ψ(X) is proper (Proposition 6.8) and S ◦ µ : Y → △Y
is proper.
(iii) It follows from the definitions that ΨY (U) = c
−1(△Y ∩ σ) ∩Ψ(Uσ). In particular, ΨY (U)
is convex since it is an intersection of convex sets. It is the smooth locus of c−1(△Y ∩ σ)∩
Ψ(Xσ) since △Y ∩ σ is smooth and Ψ(Uσ) is the smooth locus of Ψ(Xσ). Properness of
ΨY : U → ΨY (U) follows since S ◦ µ : (S ◦ µ)−1(△Y ∩ σ) → △Y ∩ σ is proper and
Ψ: Uσ → Ψ(Uσ) is proper (Proposition 6.9).
(iv) First, we show that the fibers of ΨY are connected. Let ξ ∈ Lie(T)∗. Then
Ψ−1Y (ξ) = {([y], z) ∈ EY ×X | Ψ(z) = ξ, µ([y]) = c(ξ)}/T
= (µ−1(c(ξ))×Ψ−1(ξ))/T
Since (Y, µ) is proper, the fibers of µ : Y → k∗ and thus also µ : EY → t∗+ are connected.
The fibers of Ψ are connected by Proposition 6.8. Thus, Ψ−1Y (ξ) is connected since it is a
quotient of a product of connected spaces.
Fiber connectedness of ΨY ◦ Φ is an application of Lemma 6.17. By (i) and (ii), ΨY ◦
Φ: Y → ΨY (XY ) is a continuous proper map to the convex set ΨY (XY ). By Proposition
11Although we cite [53] for a statement of the convexity theorem, it should be noted that convexity for proper mo-
ment maps is due to numerous authors including Condevaux, Dazord, Molino, Knop, Birtea, Ratiu, Ortega, Sjamaar,
Karshon, and Bjorndahl.
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6.15, Φ−1(U) is a dense subset of Y . The set Φ−1(U) is saturated by ΨY ◦ Φ since U is
saturated by ΨY . By (iii), ΨY (U) is convex. The fibers of the restriction of ΨY ◦ Φ to
Φ−1(U) are connected since the fibers of ΨY are connected, U is saturated by ΨY , and
Φ: Φ−1(U)→ U is a symplectomorphism. Finally, the restricted mapΨY ◦Φ: Φ−1(U)→
ΨY (U) is open since (U,ΨY ) is proper [18].

Recall that cK(Y ) denotes the complexity of a HamiltonianK-manifold Y , defined in (1) and (2).
Proposition 6.18 (Properties of toric contraction, part IV). Let (Y, µ) be a HamiltonianK-manifold
and let (U,Ψ) be the dense piece of the toric contractionXY (defined in Proposition 6.15). Then,
cT(U) = cK(Y ).
Proof. Let σ denote the principal stratum of (Y, µ), let S = µ−1(σ) denote the principal symplectic
cross-section, and let TS denote the kernel of the T -action on S. Then,
cK(Y ) = cT (S) =
1
2
dimS − dimT + dimTS.
Recall from Proposition 6.15 thatU is constructed as the diagonal symplectic reduction of S ×Uσ
by T . Let T σ ⊂ T denote the connected subtorus with ann(Lie(T σ)) = spanR(σ). Note that since
µ(S) ⊂ σ, T σ ⊂ TS . The kernel of the diagonal T -action on S × Uσ is T σ. In fact, the diagonal
action of T/T σ on S × Uσ is free. Thus,
dimU = dimS + dimUσ − 2 dimT + 2dimT σ.
The action of T on U descends from the action of T on Uσ. The kernel of the action of T on Uσ is
the subtorus TF , where F is the face of cone(S) that is the pre-image of σ under the projection c.
By construction, Uσ is a complexity 0 Hamiltonian T-manifold, i.e.
0 =
1
2
dimUσ − dimT+ dimTF .
By construction, the kernel Tker of the T action onU is the product of the subgroups T
F and 1×TS .
The intersection of these subgroups is 1× T σ, so
dimTker = dimT
F + dim TS − dimT σ.
Combining these facts, we have that
cT(U) =
1
2
dimU − dimT+ dimTker
=
1
2
dimS − dimT + dimTS
= cK(Y )
which completes the proof. 
Remark 6.19. If (U,Ψ) is a proper complexity 0 T-manifold, then by [40, Proposition 6.5] it is
classified up to isomorphism by its image, the convex locally rational polyhedral set Ψ(U) =
c−1(△Y ∩σ)∩Ψ(Uσ) (Proposition 6.16), and the stabilizer subgroup Tker (which is the product of
the subgroups TF and 1× TS described in the preceding proof).
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Proof of Theorem 1.2. Let U = Φ−1(U) ⊂ Y . It is an open dense subset of Y (Proposition 6.15).
Since it is isomorphic as a symplectic manifold to U (Proposition 6.15), it is equipped with a
HamiltonianT-action generated by the moment mapΨ◦Φ = F◦µ (Proposition 6.13) and cK(M) =
cT(U) (Proposition 6.18). Finally, if (Y, µ) is a proper HamiltonianK-manifold, then (U, F ◦ µ) is
a proper Hamiltonian T-manifold (Proposition 6.16). 
Remark 6.20 (Convexity theorems). Theorems which guarantee the convexity of the image of a
moment map are pervasive in various generalizations of symplectic geometry. In particular, for
singular symplectic spaces, there are convexity theorems for isolated singularities [12], as well as
singularities which may arise in symplectic reduction at a regular value of the moment map [64,
54, 39].
In this section we described the toric contraction of a Hamiltonian K-space. This is a new family
of examples of singular symplectic spaces which come equipped with a Hamiltonian torus action
whose moment map has a convex image and connected fibers. In this case, convexity and fiber
connectedness of the moment map are immediate consequences of the construction. It is natural
to ask whether there is a category of singular symplectic spaces equipped with Hamiltonian torus
actions which includes some or all the aforementioned examples, for which there exists a universal
convexity theorem.
APPENDIX A. PROOFS FOR SECTION 3
A.1. Proof of Lemmas 3.1, 3.2, and 3.3.
Proof of Lemma 3.1. Let X, Y be vector fields onMz . Extend them to vector fields X˜, Y˜ onM by
the condition that (ϕt)∗X˜ = X˜ and (ϕt)∗Y˜ = Y˜ . It is sufficient to prove that
LVπω(X˜, Y˜ ) = d(ω(X˜, Y˜ ))(Vπ) = 0.
First, recall the general identity,
(dω)(X˜, Y˜ , Vπ) = d(ω(Y˜ , Vπ))(X˜)− d(ω(X˜, Vπ))(Y˜ ) + d(ω(X˜, Y˜ ))(Vπ)
− ω([X˜, Y˜ ], Vπ) + ω([X˜, Vπ], Y˜ )− ω([Y˜ , Vπ], X˜).
Since ω is symplectic, dω = 0. Also [X˜, Vπ] = [Y˜ , Vπ] = 0, so this identity can be re-arranged to
d(ω(X˜, Y˜ ))(Vπ) = −d(ω(Y˜ , Vπ))(X˜) + d(ω(X˜, Vπ))(Y˜ ) + ω([X˜, Y˜ ], Vπ).
It remains to show all three terms on the right vanish. For any tangent vectorW ∈ ker(π∗),
ω(W,Vπ) =
1
||Xℑπ||2ω(W,Xℑπ)
= − 1||Xℑπ||2d(ℑπ)(W ) = 0.
In particular, X˜, Y˜ , [X˜, Y˜ ] ∈ ker(π∗), so the three remaining terms vanish. 
Proof of Lemma 3.2. Let ω denote the Kähler form onM and let g denote the Kähler metric. Since
the action ofK preserves the fibers of π : M → C, for all ξ ∈ k,
ω(ξM , Xℑπ) = −dℑπ(ξM) = 0.
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Since the action ofK is Hamiltonian with moment map ψ : M → k∗, for all ξ ∈ k,
〈dψ(Vπ), ξ〉 = ω(ξM , Vπ) = 1||Xℑπ||2ω(ξM , Xℑπ) = 0.
This completes the proof that the flow of Vπ preserves the fibers of ψ.
For all ξ ∈ k,
[ξM , Vπ] =
[
ξM ,
1
||Xℑπ||2Xℑπ
]
= ξM
(
1
||Xℑπ||2
)
Xℑπ +
1
||Xℑπ||2 [ξM , Xℑπ]
= −(LξM g)(Xℑπ, Xℑπ) + 2g([ξM , Xℑπ], Xℑπ)||Xℑπ||4 Xℑπ +
1
||Xℑπ||2 [ξM , Xℑπ].
The Lie bracket [ξM , Xℑπ] equals the Hamiltonian vector field of the function ω(ξM , Xℑπ). We
have shown above this vanishes on M , so [ξM , Xℑπ] = 0. By assumption, LξMg = 0. Thus all
terms above vanish, and the flow of Vπ isK-equivariant. 
Proof of Lemma 3.3. Since the restricted map π : X \ Z → C is a holomorphic submersion, the
gradient Hamiltonian vector field Vπ is defined everywhere on X \ Z.
Let x ∈ U0 = X0 \ Z and denote Y = ψ−1(ψ(x)). By assumption (ii) and since π : X \ Z → C is
a submersion onto C, the restriction π : Y → C is proper. By assumption (i) and Lemma 3.2, the
flow ϕt(x) is contained in Y (for all t such that it is defined).
We now recall a slightly modified version of the argument from [36, Lemma 2.7] to show that the
flow ϕt(x) is defined for all t ∈ R. We prove that the flow ϕ−t(x) is defined for all t > 0; the
proof for t < 0 is identical. By the fundamental theorem of ODE, the flow ϕ−t(x) is defined for all
t ∈ [0, b) for some b > 0. Assume for the sake of contradiction that the largest such b is finite. By
assumption (i) and Lemma 3.2, ϕ−t(x) ∈ π−1([0, b]) ∩ψ−1(ψ(x)) for all t ∈ [0, b). By assumption
(ii), the set π−1([0, b]) ∩ ψ−1(ψ(x)) is compact, so there exists a limit point xb ∈ Xb ∩ ψ−1(ψ(x))
such that ϕ−t(x)→ xb as t→ b. Since xb is contained in Xb ⊂ X \Z, the vector field Vπ is defined
at xb. It follows by the fundamental theorem of ODE that ϕ−b(x) is defined and equals xb. This
implies that the flow φt(x) is defined for all t ∈ [0, b′), for some b′ > b, which is a contradiction.
Thus, ϕt(x) is defined for all t ∈ R.
For the remainder of the proof, fix t > 0 arbitrary. The map ϕ−t : (U0, ω0)→ (Xt, ωt) is symplectic
by Lemma 3.1. By Lemma 3.2, ϕ−t is K-equivariant and ψ ◦ ϕ−t = ψ. Thus, ϕ−t : (U0, ω0, ψ)→
(Xt, ωt, ψ) is a map of HamiltonianK-manifolds.
Now, suppose that assumption (iii) holds. Since ϕ−t : (U0, ω0)→ (Xt, ωt) is a symplectomorphism
onto its image, it remains to prove that ϕ−t(U0) is dense in Xt.
Let c1 ⊂ c2 ⊂ . . . be an exhaustion of the manifold Xt by compact subsets. Since ψ : Xt → t∗ is
continuous, the images c′m = ψ(cm) are compact subsets of t
∗. By assumption (ii), the sets
Cm = (π, ψ)
−1({t} × c′m) ⊂ Xt
define an exhaustion of Xt by compact subsets. It follows by assumption (iii) that for allm,∫
ψ−1(c′m)∩U0
ωn0
n!
=
∫
Cm
ωnt
n!
.
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Since the sets Cm ⊂ Xt are compact, these volumes are all finite.
Since π : X \ Z → C is a submersion, the dimensions of U0 and Xt are the same. Since the map
ϕ−t : (U0, ω0) → (Xt, ωt) is a symplectomorphism onto its image and ψ ◦ ϕ−t = ψ, the volumes
are equal: ∫
ϕ−t(ψ−1(c′m)∩U0)
ωnt
n!
=
∫
ψ−1(c′m)∩U0
ωn0
n!
.
Combining the two equalities above,∫
ϕ−t(ψ−1(cm)∩U0)
ωnt
n!
=
∫
Cm
ωnt
n!
.
Since these volumes are finite, the set ϕ−t(ψ−1(cm) ∩ U0) is dense in Cm. Since the Cm exhaust
Xt, it follows that ϕ−t(U0) is dense in Xt. 
A.2. Proof of Theorem 3.6. Throughout this section, let (X,M, ωM) be a decomposed Kähler
variety and let π : X → C be a degeneration X that satisfies assumptions (GH1)–(GH6) as in
Section 3.3.
We begin by recalling and defining some notation. The variety X is decomposed by smooth sub-
varietiesXσ indexed by elements σ of a poset Σ. For each σ ∈ Σ, the subfamilies Xσ,Xσ ⊂ X are
defined by the decomposition ofX and the trivialization ofX away from 0 as in (23). Denote byXz,
Xσz , and X
σ
z the fiber of π over z ∈ C in X, Xσ, and Xσ respectively. By definition, Xσ ⊂ Xσ ⊂ X
and Xσz ⊂ Xσz ⊂ Xz for all z. Let Z ⊂ X (respectively Zσ ⊂ Xσ and Zσ ⊂ Xσ) denote the union
of the singular locus of X (respectively Xσ and Xσ) and the critical set of π viewed as a map with
domain X (respectively Xσ and Xσ). Denote Uz = Xz \ (Xz ∩ Z), Uσz = Xσz \ (Xσz ∩ Zσ), and
Uσz = X
σ
z \ (Xσz ∩ Zσ).
Lemma A.1. For all σ ∈ Σ, Zσ0 is contained in Xσ0 . Moreover, Uσ0 is the smooth locus of Xσ0 .
Proof. The fact that Zσ is contained in Xσ0 is a consequence of (GH2) and smoothness of X
σ. By
(23), Xσ is an open subset of Xσ. Thus, Zσ = Zσ ∩Xσ and Uσ = Uσ ∩Xσ. By assumption (GH1)
and Proposition 3.4, Uσ0 is the smooth locus of X
σ
0 . Since X
σ
0 is an open subset of X
σ
0 , it follows
that Uσ0 is the smooth locus of X
σ
0 . 
Lemma A.2. The following statements are true for all σ ∈ Σ.
(a) The flow ϕσ−1 is defined for all x ∈ Uσ0 .
(b) The map ϕσ−1 : (U
σ
0 , ω
σ
0 , ψ)→ (Xσ1 , ωσ1 , ψ) is a map of Hamiltonian T -manifolds.
(c) The set ϕσ−1(U
σ
0 ) is dense in X
σ
1 .
(d) The map ϕσ−1 : (U
σ
0 , ω
σ
0 )→ (Xσ1 , ωσ1 ) is a symplectomorphism onto its image.
Proof. Fix σ ∈ Σ arbitrary. The proof is a direct application of Lemma 3.3 to the subfamily
π : Xσ → C. That Zσ ⊂ Xσ0 and π : Xσ0 \ Zσ → C is a submersion follows by Lemma A.1
and since Uσ0 is non-empty by (GH5). The smooth subvariety U
σ
0 inherits a Kähler structure from
the embedding into M × C given by assumption (GH2). Assumptions (i)–(iii) of Lemma 3.3 are
precisely assumptions (GH4) and (GH5). 
Lemma A.3. The map ϕt : X1 → X1−t is continuous, for all 0 < t < 1.
Before proving Lemma A.3, we note the following elementary lemma.
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Lemma A.4. LetX and Y be metric spaces, let f : X → Y a be map of the underlying sets, and let
x ∈ X . Assume that for every sequence {xi}i∈N ⊂ X with limi→∞ xi = x, there is a subsequence
{xij}j∈N with the property that limj→∞ f(xij ) = f(x). Then, f is continuous at x.
Proof of Lemma A.3. Fix σ ∈ Σ, x ∈ Xσ1 , and T ∈ (0, 1) arbitrary. We prove that ϕT : X1 → X1−T
is continuous at x. (Note that ϕt(x) is defined for all x ∈ X1 and t ∈ (0, 1) by the same argument
as in the proof of Lemma 3.3.)
Let {xi}i∈N ⊂ X1 be an arbitrary sequence converging to x. By Lemma A.4, it suffices to find a
subsequence {xij}j∈N so that {ϕT (xij )}j∈N converges to ϕT (x). By passing to a subsequence if
necessary, we may assume without loss of generality that {xi}i∈N ⊂ Xτ1 for some τ ≥ σ. (If τ = σ
then the result follows immediately since the restriction of Vπ to X
σ \Xσ0 is smooth. The remainder
of the proof deals with the case τ > σ.)
Consider the sequence of paths {ϕt(xi) : [0, T ] → Xτ}i∈N. Since ϕt preserves ψ and xi converges
to x, there is a compact set c ⊂ ψ(X) so that ϕt(xi) ∈ ψ−1(c)∩π−1([0, T ]) for all t ∈ [0, T ] and all
i ∈ N. By assumption (GH4)II), ψ−1(c) ∩ π−1([0, T ]) is compact. By a standard diagonalization
argument, by replacing {xi}i∈N with a subsequence, we may assume that for each t ∈ Q ∩ [0, T ]
the sequence of points {ϕt(xi)}i∈N converges as i→∞.
We will show below that the sequence of time derivatives
(69)
dϕt(xi)
dt
= Vπ(ϕt(xi)), i ∈ N,
converges uniformly on Q ∩ [0, T ]. Assuming this to be true for the moment, because Q ∩ [0, T ]
is dense in [0, T ] it follows that the sequence {Vπ(ϕt(xi))}i∈N converges uniformly on [0, T ]. As a
consequence, the paths ϕt(xi) converge uniformly to a C
1 path µ : [0, T ]→ X. For all t′ ∈ [0, T ],
Vπ(µ(t
′)) = Vπ( lim
i→∞
ϕt′(xi)) ϕt(xi) converges to µ(t).
= lim
i→∞
Vπ(ϕt′(xi)) Assumption (GH6)
= lim
i→∞
(
d
dt
ϕt(xi)
∣∣∣
t=t′
)
Definition of ϕt.
=
d
dt
(
lim
i→∞
ϕt(xi)
) ∣∣∣
t=t′
Uniform convergence of derivatives.
=
d
dt
µ(t)
∣∣∣
t=t′
ϕt(xi) converges to µ(t).
Since ϕt preserves ψ,
ψ(µ(t)) = ψ
(
lim
i→∞
ϕt(xi)
)
= lim
i→∞
ψ (ϕt(xi)) = lim
i→∞
ψ (x) = ψ(x).
Thus, µ([0, T ]) is contained in ψ−1(ψ(x)). It follows by assumption (GH4)III) that µ([0, T ]) is
contained in Xσ.
In summary, the path µ(t) solves the same initial value problem on Xσ \Xσ0 , defined by the smooth
vector field V σπ and the initial value µ(0) = x, as the integral curve ϕ
σ
t (x). It follows by uniqueness
of solutions that
lim
i→∞
ϕt(xi) = µ(t) = ϕt(x)
for all t ∈ [0, T ]. In particular, this holds for t = T , which completes the proof (modulo the claim
that (69) converges uniformly).
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It remains to show that (69) converges uniformly on Q ∩ [0, T ]. For each t ∈ Q ∩ [0, T ] let µ(t) =
limi→∞ ϕt(xi); we have already established this limit exists. Assume for the sake of contradiction
that (69) does not converge uniformly to Vπ(µ), as a function of t ∈ Q∩ [0, T ]. Then there is some
γ > 0 so that, for all N > 0, there is i ≥ N and ti ∈ Q ∩ [0, T ] with
(70) γ < ||Vπ(ϕti(xi))− Vπ(µ(ti))||.
By passing to a subsequence, we may assume that the sequence {(xi, ti)}i∈N satisfies (70) for all
i ∈ N. By compactness of [0, T ], we may also assume that
lim
i→∞
ti = t⋆
for some t⋆ ∈ [0, T ]. Similarly, by compactness of ψ−1(c)∩ π−1(t⋆) (and the same argument as we
used above to show µ([0, T ]) is contained in Xσ), we may additionally assume that
lim
i→∞
ϕt⋆(xi) = y
for some y ∈ Xσ. We first prove three preliminary claims.
Claim 1: µ has a unique continuous extension to [0, T ].
Proof of Claim 1: Let {sn}n∈N ∈ Q∩ [0, T ] be a sequence converging to some s ∈ [0, T ]. Assume
the sequence {µ(sn)}n∈N is not Cauchy, then there is ǫ > 0 so that for all N > 0 there exist
m,n ∈ N with ||µ(sn) − µ(sm)|| > ǫ. Since limn→∞ sn = s, for any L > 0 we find n,m so that
|sn − sm| < 1/L and ||µ(sn) − µ(sm)|| > ǫ. For any ǫ′ > 0 we can pick i ∈ N sufficiently large
that
||ϕsn(xi)− µ(sn)|| < ǫ′/2, and ||ϕsm(xi)− µ(sm)|| < ǫ′/2.
Then
||ϕsn(xi)− ϕsm(xi)|| > ǫ− ǫ′.
By the mean value inequality applied to the path ϕs(xi), there is s
′ between sm and sn so that
||Vπ(ϕs′(xi))|| ≥ ||ϕsn(xi)− ϕsm(xi)|||sn − sm| > L(ǫ− ǫ
′).
Since L and ǫ′ were arbitrary, this implies that ||Vπ|| is unbounded on the compact set ψ−1(c) ∩
π−1([0, T ]). By the assumption (GH6), this is a contradiction. Therefore limn→∞ µ(sn) exists.
This extension is also unique; if sn → s and s′n → s are two sequences with limn→∞ µ(sn) 6=
limn→∞ µ(s′n), then the sequence µ(s1), µ(s
′
1), µ(s2), µ(s
′
2), . . . has no limit, contradicting what
we have shown above. This proves Claim 1.
Claim 2: limi→∞ ϕt⋆(xi) = µ(t⋆).
Proof of Claim 2: Assume not, and write limi→∞ ϕt⋆(xi) = y as before; then ||y−µ(t⋆)|| = ǫ > 0.
Let L > 0, and pick t′ ∈ Q ∩ [0, T ] with |t′ − t⋆| < 1/L. For any ǫ′ > 0, we may choose i ∈ N
with
||ϕt⋆(xi)− y|| < ǫ′/2, and ||ϕt′(xi)− µ(t′)|| < ǫ′/2.
Then
||ϕt⋆(xi)− ϕt′(xi)|| > ǫ− ǫ′
By the mean value inequality applied to the path ϕt(xi), there is t
′′ between t′ and t⋆ so that
||Vπ(ϕt′′(xi))|| ≥ ||ϕt⋆(xi)− ϕt′(xi)|||t⋆ − t′| > L(ǫ− ǫ
′).
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Since L and ǫ′ were arbitrary, this implies that ||Vπ|| is unbounded on the compact set ψ−1(c) ∩
π−1([0, T ]). By the assumption (GH6), this is a contradiction. Thus limi→∞ ϕt⋆(xi) = y = µ(t⋆),
which establishes Claim 2.
Claim 3: limi→∞ ||ϕti(xi)− ϕt⋆(xi)|| = 0.
Proof of Claim 3: Assume not, then there is some ǫ > 0 so that for all N there exists i > N with
||ϕti(xi) − ϕt⋆(xi)|| > ǫ. Let L > 0, and pick N sufficiently large that |ti − t⋆| < 1/L for all
i > N . Fix i > N so that ||ϕti(xi) − ϕt⋆(xi)|| > ǫ. By the mean value inequality applied to the
path ϕt(xi), there is some t
′ between t⋆ and ti so that
||Vπ(ϕt′(xi))|| ≥ ||ϕti(xi)− ϕt⋆(xi)|||ti − t⋆| > Lǫ.
Since ǫ was fixed and L arbitrary, this implies that ||Vπ|| is unbounded on the compact set ψ−1(c)∩
π−1([0, T ]). By the assumption (GH6), this is a contradiction. This proves Claim 3.
Now, we may complete the proof that (69) converges uniformly on Q ∩ [0, T ]. One has for all
i ∈ N,
||ϕti(xi)− µ(t⋆)|| ≤ ||ϕti(xi)− ϕt⋆(xi)||+ ||ϕt⋆(xi)− µ(t⋆)||.
By Claim 2 and Claim 3, both terms on the right hand side go to zero as i → ∞. By the assump-
tion (GH6), it follows that
(71) lim
i→∞
Vπ(ϕti(xi)) = Vπ(µ(t⋆)).
Similarly, by Claim 1 and assumption (GH6), one has
(72) lim
i→∞
Vπ(µ(ti)) = Vπ(µ(t⋆)).
At the same time, by (70)
0 < γ < ||Vπ(ϕti(xi))− Vπ(µ(ti))|| ≤ ||Vπ(ϕti(xi))− Vπ(µ(t⋆))||+ ||Vπ(µ(t⋆)− Vπ(µ(ti))||
for all i. But by (71) and (72), the right hand side goes to zero as i → ∞. This is a contradiction.
Therefore, the sequence of derivatives (69) converges uniformly on Q ∩ [0, T ], as desired. 
Lemma A.5. For all x ∈ X1, the limit
lim
t→1−
ϕt(x)
exists. For any open precompact12 subset A ⊂ ψ(M) and ǫ > 0, there exists ρ > 0 such that for all
0 < t < ρ and x ∈ ψ−1(A) ∩ X1,
||ϕt(x)− lim
t→1−
ϕt(x)|| < ǫ.
The proof of Lemma A.5 closely follows the outline of the proof of [36, Theorem 2.12]. It relies
on the following gradient-inequality theorem, which we quote from [36].
Theorem A.6. [50] LetX be an algebraic subset of a finite dimensional real inner product spaceE
and let f : E → R be a semi-algebraic function. Then for any x ∈ X there is an open neighborhood
Yx ⊂ X (in the analytic topology) and constants cx > 0 and 0 < αx < 1 such that for any
y ∈ Yx ∩Xsm,
(73) ||∇f(y)|| ≥ cx|f(y)− f(x)|αx ,
where∇f denotes the gradient of f |X with respect to the induced metric on Xsm.
12A subset of a topological space is precompact if its closure is compact.
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Proof of Lemma A.5. Let A an open precompact subset of ψ(M) and denote its closure by A. By
assumption (GH4), ψ−1(A) ∩ (M × {0}) is compact. It follows that ψ−1(A) ∩ Xσ0 is compact for
any σ ∈ Σ.
Let σ ∈ Σ and let x ∈ Xσ. We want to apply Theorem A.6 to the function ℜπ and the point x. To
this end, we may assume without loss of generality thatM is a quasi-affine variety, embedded in a
complex vector space E. Near x ∈ M , we may extend the Kähler metric on M to a Riemannian
metric on E. Following [36, Remark 2.16], an inequality of the form (73) holds near x for any
Riemannian metric placed on E (with a possibly different value of cx). We conclude that for each
x ∈ Xσ, there exists an open neighborhood Y σx ⊂ Xσ of x along with constants cσx and ασx that
satisfy the gradient inequality (73).
The set ψ−1(A) ∩Xσ0 is compact, and so it is possible to choose finitely many points x1, . . . , xkσ ∈
ψ−1(A)∩Xσ0 such that the neighborhoods Y σx1, . . . , Y σxkσ ⊂ Xσ form an open cover of ψ−1(A)∩Xσ0 .
For each σ ∈ Σ, choose 1 > rσ > 0 so that
y ∈ ψ−1(A) ∩ Xσ ∩ {y ∈ X | |π(y)| < rσ} ⇒ y ∈
kσ⋃
i=1
Y σxi.
It is possible to choose rσ > 0 because ψ
−1(A) ∩ Xσ0 is compact.
Let r = minσ∈Σ{rσ}. Define
Y = ψ−1(A) ∩ {y ∈ X | |π(y)| < r};
c = min
σ∈Σ
min
1≤i≤kσ
{cσxi};
α = max
σ∈Σ
max
1≤i≤kσ
{ασxi}.
Then Y is an open subset of X that contains ψ−1(A)∩X0. For any σ ∈ Σ, if y ∈ Y ∩ (Xσ)sm, then
y ∈ ⋃kσi=1 Y σxi by construction of Y . As a consequence,
(74) ||V σπ (y)|| ≤
1
c
|ℜπ(y)|−α.
Finally, let x ∈ Xσ1 ∩ ψ−1(A). For all t0, t1 such that 1− r < t0 < t1 < 1,
||ϕσt1(x)− ϕσt0(x)|| ≤
∫ t1
t0
||V σπ (ϕσt (x))||dt.
By (74),
||ϕσt1(x)− ϕσt0(x)|| ≤
∫ t1
t0
1
c
|ℜπ(ϕσt (y))|−αdt =
∫ t1
t0
1
c
|1− t|−αdt.
Therefore,
||ϕσt1(x)− ϕσt0(x)|| ≤
1
c(1− α)((1− t1)
1−α − (1− t0)1−α).
Since α > 0, limt→1−(1− t)1−α = 0. Both claims then follow easily. 
Finally, we give the proof of Theorem 3.6. The outline of this proof follows the outline of the proof
of [36, Theorem 2.12] very closely. Although the outline is the same, one must be careful to note
that we are working with a stratified flow.
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Proof of Theorem 3.6. For each x ∈ X1, define
φ(x) = lim
t→1−
ϕt(x).
Since these limits exist and are elements of X0 (Lemma A.5), this defines a map φ : X1 → X0.
For each σ ∈ Σ, let Uσ1 = ϕσ−1(Uσ0 ) (the flow ϕσ−1 is defined at points in Uσ0 by Lemma A.2). By
Lemma A.2, Uσ1 is dense in X
σ
1 and ϕ
σ
1 : U
σ
1 → Uσ0 is a symplectomorphism. In particular, for all
x ∈ Uσ1 ,
φ(x) = lim
t→1−
ϕt(x) = lim
t→1−
ϕσt (x) = ϕ
σ
1 (x).
Thus, the restriction of φ to Uσ1 coincides with ϕ
σ
1 .
We claim that φ is continuous. Fix some open precompact subset A ⊂ ψ(M) and ǫ > 0. By
Lemma A.5, there exists 1 > t > 0 such that for all x ∈ ψ−1(A) ∩ X1,
||ϕt(y)− φ(y)|| < ǫ/3.
By Lemma A.3, there exists δ > 0 such that for any x, y ∈ X1, if ||x− y|| < δ, then
||ϕt(x)− ϕt(y)|| < ǫ/3.
Combining these inequalities, we have that for all x, y ∈ µ−1(A) ∩ X1 such that ||x− y|| < δ,
||φ(x)− φ(y)|| ≤ ||φ(x)− ϕt(x)||+ ||ϕt(x)− ϕt(y)||+ ||ϕt(y)− φ(y)|| < ǫ.
Thus φ is continuous.
By Lemma A.2, the maps ϕσ1 : U
σ
1 → Uσ0 are T -equivariant and satisfy ψ ◦ ϕσ1 = ψ for all σ ∈ Σ.
The map φ is T -equivariant and satisfies ψ ◦ φ = φ. This is because the map φ is continuous, and
for each σ ∈ Σ coincides with ϕσ1 on the subset ϕσ−1(Uσ0 ) ⊂ Xσ1 , (which is dense by Lemma A.2).
Let c be a compact subset of X0. By assumption (GH4)II), there exists a compact subset c
′ ⊂ t∗
such that c is contained in (π, ψ)−1({0} × c′). Since ψ ◦ φ = ψ, the pre-image φ−1(c) is contained
in (π, ψ)−1({1} × c′). Since φ−1(c) is a closed subset of a compact set, it is compact. Thus φ is
proper.
Let x ∈ Xσ0 for some arbitrary σ. Since Uσ0 is dense in Xσ0 (by Lemma A.1) we can find a sequence
xi ⊂ Uσ0 such that xi → x as i → ∞. Since φ is proper, there is a compact subset c ⊂ X1 such
that φ−1(xi) ∈ c for all i ∈ N. Thus, there exists a subsequence xik and a point y ∈ c such that
φ−1(xik) → y as k → ∞. It follows by continuity of φ that φ(y) = x. Thus φ : X1 → X0 is
surjective. 
APPENDIX B. PROOFS FOR SECTION 5
B.1. Proof of Proposition 5.3. Before giving the proof of Proposition 5.3, we recall some notions
from [44, 36, 8] that will also be useful in the next section.
Fix λ ∈ Λ+. Let χλ denote the associated character on B and let Lλ = G ×B C denote the
associated line bundle over G/B, where (g, z) ∼ (gb, χλ(b)z). Holomorphic sections of Lλ can
be written in the form σf (g) = (g, f(g)), where f ∈ C[G] such that f(gb) = χλ(b)f(g). The
representation of G on the space of holomorphic sections H0(G/B;Lλ) is given explicitly by
g · σf = σg·f where (g · f)(g′) = f(g−1g′). As a G-module, H0(G/B;Lλ) is isomorphic to the
highest weight module V (λ)∗. Fix τ = σfˆ to be the lowest weight vector with fˆ(e) = 1. Let
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Rλ =
⊕
k≥0H
0(G/B;L⊗kλ ) denote the homogeneous coordinate ring of G/B associated to Lλ.
The valuation ν : C(G/B) \ {0} → Zm can be used to define a new valuation
(75) ν˜ : Rλ \ {0} → Zm × N, f 7→ (ν(fk/τk), k)
where fk is the highest degree homogeneous part of f , and the degree of fk is k. Let N〈λ〉 ⊂ Λ+
denote the semigroup generated by λ.
Lemma B.1. The bijection Zm × N→ Zm × N〈λ〉, (ϕ, k) 7→ (ϕ, kλ) restricts to a bijection from
Sν˜ onto Sv ∩ (Zm × N〈λ〉).
Proof. Let f be an element of C[G]1×N which is a 1 ×H-weight vector of weight λ. Then j∗f =
f |N− ⊗ χλ, so
v(f) = (ν|N−(f |N−), λ).
On the other hand, every element of H0(G/B;Lλ) equals σf for some f of this form. Since τ
is non-vanishing on N−B/B, the rational function σf/τ restricts to an element of C[N−B/B] ⊂
C(G/B). Let i : N− → G/B be the inclusion n− 7→ n−B/B. We have that
i∗
σf
τ
(n−) =
σf (n−B)
τ(n−B)
=
f(n−)
fˆ(e)
= f |N−(n−).
Recalling the definition of ν|N− from (46), we have
ν(σf/τ) = ν|N−
(
i∗
σf
τ
)
= ν|N−(f |N−)
so
ν˜(σf) = (ν(σf/τ), 1) = (ν|N−(f |N−), 1).
Thus, the map (ϕ, k) 7→ (ϕ, kλ) defines a bijection from Sν˜ ∩ (Zm × {1}) onto Sv ∩ (Zm × {λ}).
Since L⊗kλ ∼= Lkλ, a similar argument shows that the map defines a bijection from Sν˜ ∩ (Zm×{k})
onto Sv ∩ (Zm × {kλ}) for all k > 1. 
The Newton-Okounkov body associated to λ and ν is the bounded convex set
(76) △(Rλ, ν) := cone(Sν˜) ∩ (Rm × {1}).
This polytope is often identified with its projection to the subspace Rm.
Proof of Proposition 5.3. The valuation v and the map c satisfy (v1) by definition of the total orders
on Zm × Λ and Λ. They satisfy (v2) since c(Sv) = Λ+ and G is semisimple. They satisfy (v3) by
Lemma B.1 and since△(Rλ, ν) is bounded for all λ. They satisfy (v5) by the same argument as in
[7, Proposition 2.2] which was adapted from [13, 3.2].
Finally, we show that the valuation v and the maps c and a′ − c satisfy (v4) with respect to the
actions of 1×H andH×1 respectively. LetH×H act onN−×H according to (h1, h2) · (n, h) =
(h1nh
−1
1 , h1hh
−1
2 ). Then the embedding j constructed in (47) is H ×H-equivariant.
Suppose z ∈ C[G  N ] is Λ × Λ-homogeneous of degree (γ, λ). Then z is contained in V (λ)∗ ⊂
C[G]N . It follows that j∗z = f ⊗ χλ for some f ∈ C[N−] that is Λ-homogeneous of degree γ + λ
(with respect to the conjugation action of H × 1 on N−):
(h · f)(n) = z(h−1nh · v(λ)) = hλz(h−1n · v(λ)) = hγ+λz(n · v(λ)).
Thus,
c(v(z)) = c(ν|N−(f), λ) = λ
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and
a(v(z)) = a′(ν|N−(f))− c(ν|N−(f), λ) = γ. 
B.2. Proof of Proposition 5.6. Before giving the proof of Proposition 5.6, we recall some details
about the Duistermaat-Heckman measures of the two spaces.
Fix σ ∈ Σ. Canonically identify spanR(σ) ⊂ t∗ with Lie(T/T σ)∗. Let dm denote the Lebesgue
measure on spanR(σ) determined by the lattice Λ ∩ spanR(σ). Since T σ is connected, this is
identified with the weight lattice of T/T σ. Note that T σ = T ∩ [Kσ, Kσ].
Duistermaat-Heckman measure of (Xσ1 , ω
σ
1 , ψ): Denote the Duistermaat-Heckman measure of
(Xσ1 , ω
σ
1 , ψ) by ν1. First, recall that we have fixed an isomorphism X1
∼= G  N . By Theorem 6.4
there is an isomorphism of Hamiltonian T -manifolds
(Xσ1 , ω
σ
1 , ψ)
∼= (K/[Kσ, Kσ]× σ, ωσ,−µR = S ◦ µL).
The torus T/T σ acts freely onK/[Kσ, Kσ]×σ. The moment map−µR is proper as a map to σ and
every λ ∈ σ is a regular value. It follows by the Duistermaat-Heckman theorem that ν1 = f(λ)dm,
where f(λ) is the symplectic volume of the symplectic reduced space (K/[Kσ, Kσ]× σ)λ T . By
(53), (K/[Kσ, Kσ] × σ) λ T is symplectomorphic to the coadjoint orbit Oλ ⊂ k∗ parameterized
by λ, equipped with its natural Kostant-Kirillov-Souriau symplectic form ωλ. Thus, for all λ ∈ σ,
f(λ) = Vol(Oλ, ωλ).
Let k = 1
2
dimR(K/Kσ) =
1
2
dimR(Oλ). The function f is continuous and has the property that for
all α > 0,
f(αλ) = Vol(Oαλ, ωαλ) = Vol(Oλ, αωλ) = α
kf(λ).
Duistermaat-Heckman measure of (Uσ0 , ω
σ
0 , ψ): Denote the Duistermaat-Heckman measure of
(Uσ0 , ω
σ
0 , ψ) by ν0.
The intersection F = c−1(σ) ∩ cone(S) is a closed face of cone(S). The action of T on Uσ0 is a
complexity 0 action with Tker = T
F . Canonically identify spanR(F ) ⊂ Lie(T)∗ with Lie(T/TF )∗.
Let dM denote the Lebesgue measure on spanR(F ) determined by the lattice (Z
m×Λ)∩spanR(F ).
Since TF is connected, this is identified with the weight lattice of T/TF . By Corollary 4.20,Ψ(Uσ0 )
is the smooth locus of the convex, locally rational polyhedral set Ψ(Xσ0) ⊂ F . In particular, Ψ(Uσ0 )
is convex. It also follows by Corollary 4.20 that the restricted map Ψ: Uσ0 → Ψ(Uσ0 ) is proper. It
follows by the classification of proper complexity 0 torus manifolds [40, Proposition 6.5] that the
Duistermaat-Heckman measure of (Uσ0 , ω
σ
0 ,Ψ) is χdM , where χ is the support function of Ψ(U
σ
0 ).
Recall thatT = (S1)m×T . Also recall that we have identifiedLie((S1)m)∗ ∼= Rm so that the weight
lattice is identified with Zm. Identify ((S1)m×1)∩TF with a subgroup J ⊂ (S1)m. The projection
of spanRF to R
m is canonically identified with Lie((S1)m/J)∗. The weight lattice of (S1)m/J is
identified with prRm(spanRF ) ∩ Zm. Let dx denote the Lebesgue measure on Lie((S1)m/J)∗
determined by this lattice.
The decomposition Lie(T)∗ = Rm × t∗ restricts to an isomorphism of subspaces
Lie(T/TF )∗ ∼= Lie((S1)m/J)∗ × Lie(T/T σ)∗.
This isomorphism identifies dM with the product measure dx × dm. By Tonelli’s theorem, the
Duistermaat-Heckman measure of (Uσ0 , ω
σ
0 , ψc = c ◦Ψ) equals g(λ)dm where
g(λ) := Vol(prRm(c
−1(λ) ∩ F ), dx).
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This function is continuous. For all α > 0, prRm(c
−1(αλ) ∩ F ) = α prRm(c−1(λ) ∩ F ). Since
dim((S1)m/J) = k, g(αλ) = αkg(λ).
Lemma B.2. For all λ ∈ σ ∩ Λ, g(λ) = f(λ).
Proof. Fix λ ∈ σ ∩ Λ. Recall that Pσ denotes the parabolic subgroup of G with Lie algebra (39).
Fix the embedding of G/Pσ into P(V (λ)) associated to the line bundle Lλ. Let ωFS,λ denote the
restriction to G/Pσ of the Fubini-Study symplectic form on P(V (λ)). As a symplectic manifolds,
(Oλ, ωλ) ∼= (G/Pλ, ωFS,λ). It follows by [36, Theorem B] that
f(λ) = Vol(Oλ, ωλ) = Vol(G/Pλ, ωFS,λ) = Vol(△(Rλ, ν), dx).
It follows from the discussion in the previous section that
prRm(c
−1(λ) ∩ F ) = △(Rλ, ν).
Thus, Vol(△(Rλ, ν), dx) = g(λ) which completes the proof. 
Proof of Proposition 5.6. By the discussion above, it suffices to show that f(λ) = g(λ) for all
λ ∈ σ. By the previous lemma, f(λ) = g(λ) for all λ ∈ σ ∩ Λ. The result follows by continuity of
Vol(Oλ, ωλ) as a function of λ, and the scaling property shared by f and g. 
Remark B.3. If v is constructed from a string valuation as in Example 5.8, then the equality
Vol(G/Pλ, ωFS,λ) = Vol(△(Rλ, ν)) used in the proof of Lemma B.2 can be deduced from proper-
ties of canonical bases and string polytopes rather than [36, Theorem B].
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