Abstract
I. INTRODUCTION
Ad hoc network is a collection of two or more devices equipped with wireless communications and networking capability. Such devices can communicate with another node immediately within their radio range or to the one that is outside their radio range using intermediate node(s). The intermediate node(s) is used to forward the packet from the source (sender) toward the destination (receiver). The Ad hoc wireless network is self-organizing and adaptive which means that the ad hoc network does not rely on any fixed network entities. The ad hoc network itself is essentially "infrastructureless". The ad hoc network can be heterogeneous which means the nodes can be of different types (such as Personal Digital Assistant, laptop and mobile phone) with different computation, storage and communication capabilities. Commonly the ad hoc network is also known as Mobile Ad hoc Network (MANET) [2] .
The MANET routing protocols can generally be categorized as proactive, reactive and hybrid routing protocols [3, 4] . Proactive protocols also known as table-driven protocols [7] , involve in attempting to maintain routes between nodes in the network at all times, including when the routes are not currently being used. The routing protocol example of this category is Destination Sequence Distance Vector (DSDV) [4] . Reactive protocols also known as ondemand protocols [7] , involve in searching for routes to other nodes only as they are needed. Ad hoc Ondemand Distance Vector (AODV) [5] is one example of reactive protocols. Hybrid protocols integrate the characteristics of proactive and reactive methods. These protocols allow for flexibility based on the characteristics of the network. The example of this protocol is Zone Routing Protocol (ZRP) [4] .
The rest of the paper is organized as follows. Section 2 briefly discusses the related work of AODV Routing Protocol and the details of Route Discovery of AODV. Section 3 explains the modification of Route Discovery which focuses on the rebroadcast of AODV. Section 4 and Section 5 show the performance evaluation and the results to compare between the modifications with the standard AODV respectively. Finally, the conclusions are presented in Section 6.
II. RELATED WORKS
In this section, we start with a general review of AODV in MANET. Next we discuss the specific operation of Route Discovery (Rebroadcast) in AODV.
A. AODV
AODV is a distance vector routing protocol based on DSDV and Dynamic Source Routing (DSR), which was first proposed by [5] . It is the most popular routing protocol for ad hoc networks, and has been investigated widely by many researchers for a large number of network topologies and environments. In July 2003, the latest version of AODV [6] was recommended as an experimental routing protocol for ad hoc networks by Internet Engineering Task Force (IETF).
AODV is a reactive ad hoc routing protocol as mentioned before. Like every reactive protocol, AODV will not do anything until a new route is necessary. Then AODV will try route discovery by using Route Request (RREQ) and Route Reply (RREP). As long as the new route remains valid AODV would not act. When it has expired or becomes invalid AODV will only react when the route is needed again. AODV protocol is composed of two mechanisms:
Route Discovery and Route Maintenance.
One important feature in AODV is the use of sequence numbers to avoid counting to infinity problem. By maintaining sequence numbers in each node for each destination, the problem can be avoided. The sequence numbers demand that replies during route discovery are "fresh enough" (carry a sequence number at least as high) to assure that new routes are not based on out-dated information.
AODV uses a distance vector algorithm with some extensions to provide routing in On-demand Ad-hoc networks, which has less control message overhead, which is responsive to changes in topology, and which provides loop-free routing.
B. Route discovery in AODV
When a source node needs to send data packets to a destination, it first checks the routing table to see whether it already has a valid route to that destination. If not, the node will perform a route discovery procedure to find a route to the destination. The source node creates a RREQ packet. The RREQ packet includes [6] :
Route Request (RREQ) ID Destination IP Address Destination Sequence Number Originator IP Address Originator Sequence Number Hop count If the source node has no knowledge about the sequence number for the destination, then it is set to zero. Each node also has a RREQ ID, which is a unique number incremented every time when the node sends out a route request. This RREQ ID is included in the RREQ packet to identify each route request sent by the source node.
The source node broadcasts the RREQ packet to its neighbors. When a neighboring node receives the RREQ packet, it first increases the hop count value in the RREQ and creates a reverse route entry in its routing table for both the source node and the neighbor node from which it received the request. The intermediate node can use this reverse route to forward a RREP packet to the source node if it later receives a RREP packet. After creating the reverse route, the node sends a RREP packet to the source if it is either the destination, or it has a "fresh enough" route to the destination. If the node does not have a "fresh enough" route to the destination, it just rebroadcasts the RREQ packet to its neighbors. Figure 1 shows an example of AODV route discovery. Links in this figure represent RREQ packet broadcasting. Destination IP Address Destination sequence number Originator IP Address Hop count Lifetime value of the RREP packet The information of this RREP packet will also be stored to the intermediate nodes. When a node receives the RREP, first it increases the hop count value in the RREP packet, and then creates a forward route entry for both the destination node and the neighbor node from which it received from the RREP packet. The forward route entry is used to forward data packets during transmission. The node then forwards the RREP packet to the next hop towards the source node according to the reverse route entry, and so on, until the RREP packet reaches the source node.
After the source node receives a RREP, it can use the route for data packet transmission. If the source node receives multiple RREPs along different paths, it will select the route with the greatest destination sequence number. Figure 2 shows an example of AODV route reply. Each node records the RREQ packets that it has received. When it receives duplicate RREQ (with the same RREQ ID and source address) from neighbor nodes, they are discarded and not rebroadcast, which reduces the routing overhead caused by "flooding" broadcast. The RREQ information recorded in each node need to be kept within a certain time to ensure that no other node in the network is still processing request packets resulting from the same route discovery.
The detailed pseudo code for the Route Discovery of AODV is shown Figure 3 . In an existing AODV, if a source node is going to send data to the destination, the source node broadcast RREQ messages to the neighbor nodes. If a neighbor node is not a destination node, an intermediate node will store the RREQ messages to the intermediate node table entry and generate a RREP message to send to the source nodes. Next, intermediate node will rebroadcast RREQ messages to the neighbor nodes until the RREQ message find the destination node. However, constraints of AODV may occur because of the high number of unnecessary packets rebroadcast in route discovery operation.
As mentioned in Section II, lifetime is one of the metrics for AODV that is stored in the table entry for intermediate nodes. Lifetime [6] is an expiry time for active route. It is also known as deletion time for an invalid route. The detailed pseudo code for the Modification of Route Discovery (Rebroadcast) in AODV is shown in Figure 4 .
IV. PERFORMANCE EVALUATION
In this section, we evaluate the modified Route Discovery (Rebroadcast) of AODV routing protocols by comparing its performance with existing AODV. We implemented the improved AODV protocol using OMNET++ [1], which is a discrete event-driven network simulator.
A. Scenario
The baseline scenario consists of 10 to 50 mobile nodes randomly distributed over a rectangular area of 550m length and 550m width. A rectangular area is chosen in order to force the use of longer routes between nodes than would occur in a square area with equal node density. All simulations are run for one hour of simulated time.
Five of the mobile nodes used in the simulation are constant bit rate traffic sources. They are distributed randomly within the mobile ad hoc network. The time when the five traffic sources start sending data packets is chosen uniformly distributed. After this time the sources continue sending data until the end of the simulation. The destination of each of the sources is chosen randomly.
B. Movement Model
The mobile nodes move according to the Random Waypoint Model. Each mobile node begins the simulation by remaining stationary for pause time seconds. It then selects a random destination in the defined topology area and moves to that destination at a random speed. The random speed is distributed uniformly between zero (zero not included) and some maximum speed. Upon reaching the destination, the mobile node pauses again for pause time seconds, selects another destination, and proceeds there as previously described. This movement pattern is repeated for the duration of the simulation. The chosen values for pause time and maximum speed are shown in Table 1 .
C. Traffic Model
We have chosen the traffic sources to be constant bit rate (CBR) speeds with 5, 10, 15, 20 and 25 m/s. The packet sizes are fixed at 512 bytes for all the simulations. In most simulations with the pause time of 15 seconds, packet rates are fixed 3 packets/seconds to see the performance of algorithms under varying traffic loads. Table 1 summarizes all the parameters general simulation conducted in this research. 
D. Parameters

V. SIMULATION RESULTS
In comparing the modified technique against standard AODV, the evaluations are done according to two metrics commonly used in MANET routing protocol:
Number of nodes Speeds (m/s) The performance metric used for this two metrics in the simulation is Packet Delivery Ratio (pdr). Generally, pdr in this simulation is measured by the number of packets received by the destination to those sent by the source. Figure 5 shows the relationship between the delivery ratio and the network size in this simulation. In general, the pdr result of modified AODV is better than standard AODV. Modified AODV successfully delivered at least 5 percent to 23 percent more data than standard AODV. The reason of the improvement of this result because of the LR of packet in modified AODV is always higher and "freshness" compared to standard AODV. In the rebroadcast of standard AODV, many packets broadcast to find a destination node with a small lifetime. It causes the packet delivery not able to reach the destination node.
A. Pdr versus Number of nodes
B. Pdr versus Speed
The result of pdr based on the speeds is shown in Figure 6 . It is shown that the modified AODV performs better results compared to the standard AODV.
In the starting of simulation, the modified AODV perform a little improvement compare to standard AODV in the speed of 5 m/s about 5 percent. In the speed of 10 m/s to 25 m/s, modified AODV makes a positive difference with improvement about 7 percent to 23 percent compare to standard AODV. In the rebroadcast of modified AODV, packet can deliver better than standard AODV because the function of LR will minimize the number of discarded packets and deliver packets that generated by the source nodes to the destination nodes. 
VI. CONCLUSIONS
There are many operations in Ad hoc On-Demand Distance Vector Routing Protocol (AODV) involving the wireless mobile ad hoc networks. This paper focuses on enhancing the performance of AODV routing protocol using a Lifetime Ratio (LR) to discard unnecessary packets in the rebroadcast function of AODV. Simulation results demonstrate the improvement in packet delivery ratio (pdr) based on metrics of number of nodes and speeds.
