Introduction
The ordinary least squares (OLS) parameter estimator of a standardized multiple regression model requires the inverse of the correlation matrix of the regressors. Thus, multicollinearity will cause a problem because the determinant of the correlation matrix may be small. The seminal paper by Hoerl and Kennard (1970b) suggests the so-called ridge regression (also known as Tikhonov regularization). The ridge regression estimator is obtained by simply adding an equal amount k > 0 to each diagonal element of the correlation matrix in the OLS estimator, and it can be shown that there always exists a ridge parameter k 0 such that weighted sums of coefficient mean square errors of the ridge regression estimator is smaller than those of the OLS estimator (Theobald, 1974; Farebrother, 1976) .
The ridge regression became extremely popular in the seventies and eighties, see the survey in McDonald (2009) , and received increasing attention in applications, especially in biostatistics (Fahrmeir et al., 2013, p. 159) . However, there is no explicit formula for the optimal value of this ridge parameter. Many authors proposed different approximations for it. Each new suggestion was compared with and often declared victory over some existing ones, but there did not exist a large scale comparison between all known methods. The conventional wisdom is that no single method would be uniformly better than all the others. As a result, a most widely-adopted approach turned out to be just visual inspection of the ridge trace (Hoerl and Kennard, 1970a) , which plots the ridge estimates versus k; the least value of k starting from which the estimates seem stabilized would be chosen.
This paper on one hand gives a survey of existing methods and on the other hand proposes a new approach to approximate the optimal ridge parameter. Simulation will be used to compare their performance in terms of mean squared errors (MSE) and prediction sum of squares (PRESS).
Ridge regression model
Consider the standardized multiple linear regression model (Kutner et al., 2005, p. 273) of n observations and p regressors:
where Y and ε, respectively, are n × 1 vectors of observations and errors, β is a p × 1 vector of parameters and X is an n × p matrix of regressors. The distribution assumption of ε is irrelevant to the computation of the estimates. By solving the normal equation, the OLS estimatorβ of β iŝ
in which X ′ X is the correlation matrix of X and X ′ Y is the vector of correlation coefficients between X and Y .
If the determinant of X ′ X is close to zero, in order to stabilize the parameter estimates, a constant k > 0 is added to each diagonal element of X ′ X, leading to the ridge regression estimator of β as follows:β
where I is the p × p identity matrix, and the OLS estimator is the particular (degenerate) ridge regression estimator corresponding to k = 0, i.e.
The estimator in (2) can also be considered as the result of least squares with penalty kβ ′ β.
Replacing this L
2 -penalty by the L 1 -penalty k∥β∥ 1 leads to the lasso (Tibshirani, 1996) . See Hastie et al. (2009, pp. 61-73) for more details on their relationship. This interpretation suggests thatβ(k) shrinks to zero when k → ∞. Note that the ridge regression is not invariant under scaling of the variables and some authors did not standardize the variables. See Groß (2003, Section 3.4 .4) for a discussion of advantages and disadvantages of standardization. Because Hoerl and Kennard (1970b) established properties of the ridge regression estimator under the standardized case and many software packages, like SAS and MATLAB, compute the ridge estimators using the standardized variables by default, this paper considers the standardized model.
As we can see from Appendix, most of the ridge parameter computations are derived from the canonical form of model (1), which is expressed as follows. Denote by Λ the p × p diagonal matrix with elements λ 1 ≥ λ 2 ≥ · · · ≥ λ p > 0 which are the eigenvalues of X ′ X and by Q the matrix containing the corresponding normalized orthogonal eigenvectors, such that X ′ X = QΛQ ′ . Let Z = XQ and α = Q ′ β. Model (1) can now be expressed in the canonical form
The OLS estimator and the ridge regression estimator, respectively, of α arê Hoerl and Kennard (1970b) remarked that instead of the same k one may add different values to the diagonal elements, such as adding a large value to a small λ i and vice versa (see e.g. Groß, 2003, Section 3.6) , leading to the so-called general ridge estimator. However, they suggested, based on experience, that using the same k could achieve a better estimate. The MSE ofβ(k) is given by
where σ 2 is the variance of error term ε and α i the ith element in α. The minimizer of MSEβ(k) will be regarded as the optimal ridge parameter. However, the right-hand side of (3) includes the unknown σ 2 as well as the unknown regression parameter α. Thus, the optimal k can never be derived analytically from a given sample.
New proposed ridge parameter
We propose an iterative method to approximate the optimal k. The idea is to minimize the empirical values of (3). When the regression coefficients are unknown, a natural way to estimate MSEβ(k) is to replace the estimate α and σ by their OLS estimatesα andσ, respectively. However, when the correlation matrix of X is close to singular, not onlyα but also the estimated MSEβ(k) are numerically unstable. Here iteration is used to estimate α and MSEβ(k). First, MSEβ(k) is still estimated using the OLSα. Then, the minimizer of the estimated MSEβ(k) is computed and denoted by k (1) . Considering that the ridge estimatorα(k (1) ) is a more stable estimate thanα, we re-estimate MSEβ(k) by plugging iñ α(k (1) ) and denote the minimizer of the second estimated MSEβ(k) by k (2) . The above steps are repeated until the difference between k (j) and k (j−1) is sufficiently small for some j ≥ 1, with the convention that k (0) = 0 (corresponding to OLS). To be more precise, the iterative procedure is summarized as follows.
Algorithm 1 An iterative approach to estimate the optimal ridge parameter Input: eigenvalues λ 1 ≥ · · · ≥ λ p of X ′ X; OLS estimateσ; OLS estimateα; pre-specified tolerance δ; pre-specified maximum number of iterations J. Output: k, an approximate solution for optimal ridge parameter.
Set k = k (j) and stop.
6:
end if 7: end for
We have to pre-specify a maximum number of iteration because we do not have a proof of the convergence of Algorithm 1.
Even though the above iterative approach is natural and quite straightforward, to the best of our knowledge, it has not been considered in the literature at all. In the following we will compare this approach with 26 other existing methods, see Appendix for their details. We denote our ridge parameter obtained from this iterative approach by k 27 .
Simulation
We use δ = 10 −6 and J = 2000 (with good luck, the algorithm always converged before j reached 2000 in our simulation for all the cases presented in the next section). The minimizers of operation 3 in Algorithm 1 are searched in the interval [0, 10] by the golden section method with tolerance parameter also equal to 10 −6 . Following McDonald and Galarneau (1975) , we first generate an n × (p + 1) matrix of i.i.d. standard normal random numbers, denoted as M , and then compute X * by
where X * i and M i are the ith column of X * and M respectively and γ 2 is the correlation between each column of X * . The dependent variable Y * is obtained by
where ε * is a vector of i.i.d. zero-mean normal numbers with standard deviation σ * . Then we standardize (4) to get the standardized model (1). The 27 different ridge parameters and the corresponding estimators are computed from the standardized X and Y , and then the estimators are transformed back to the original one to compute the MSE ratios. Note that the proposed iterative approach is to minimize the empirical MSEβ(k) of the parameters in the standardized model (1), not the empirical MSEβ * (k) of the parameters in the original model (4), because as mentioned in Section 2, we use the standardized model in the formulation of the ridge estimation. However, when comparing the performance of the different ridge estimators, we believe that it is of practical interest to compare the errors in estimating the parameters β * of the original models. Nevertheless, it is of course also possible to compare the estimation errors of the parameter estimates of the standardized models and/or to minimize the empirical MSE of the parameters in the original model but we do not consider these variations here.
For simplicity, β 0 is set to be zero for all cases simulated. Three different scenarios for
′ will be considered in the simulation. The first one is that for each generated X * , β * is the normalized eigenvector of the largest eigenvalue λ 1 of the correlation matrix X ′ X. Newhouse and Oman (1971) showed that if the MSE of the ridge estimator is regarded as a function of β * , while σ * , k and X are kept fixed, then the MSE attains its minimum when β * is the normalized eigenvector corresponding to λ 1 . This is a very typical choice of β * in the literature. The second scenario uses random numbers between 0 and 10 for β * j with β * 1 = 1 and β * p = 10. The last one is similar but instead of random numbers from [0, 10], random numbers from [0, 100] with β * 1 = 1 and β * p = 100 are used. For each fixed σ * , thirty six cases of the model, using p = 2, 4, 12, n = 20, 100 and γ = 0.9999, 0.999, 0.99, 0.8, 0.4, 0.01 are considered, and we take σ * = 0.01, 1, 10. Each case with the same arbitrary but fixed X * and β * is repeated 1000 times with independently generated ε * to get an average MSE and an average PRESS. Although we consider one γ in each model only, in real situation, both low and high correlations between the regressors may occur in a model at the same time. To see what will happen when the ridge estimation is applied to low correlation cases, γ = 0.01, 0.4 are also considered. The performance of the ridge parameters of each case will be compared with OLS by using the MSE (PRESS, respectively) ratio, which is the ratio of the average MSE (average PRESS) ofβ * (k) to the average MSE (average PRESS) ofβ * (0). Figure 1 shows the MSE ratios when σ * = 0.01. The first row of numbers at the top indicate how many cases that the ridge estimators have MSE ratios greater than 1 by at least 10 −6 (cases worse than OLS), whilst the second row how many cases that the MSE ratios are between 1 ± 10 −6 (cases not better than OLS). A case with MSE ratio not larger than 1 − 10 −6 (a case better than OLS) is indicated explicitly by a colored (green, orange, magenta, red, blue or black, corresponding to a different correlation parameter γ) marker (◃, • or 2, corresponding to a different number p of regressors) with either a bullet or a plus sign (corresponding to a different sample size n) inside. On the x-axis are the indices of the ridge parameters (see Appendix; our proposed approach corresponds to the last one, k 27 ).
When γ < 0.99, most of the ridge estimators are at most as good as OLS estimator. When p = 2, only a few ridge estimators have MSE ratios smaller than 1. As p increases, the MSE ratios of most of the ridge estimators decrease. For the model with γ 0.99, we can observe that k 7 , k 8 , k 9 , k 10 , k 13 , k 14 , k 16 , k 17 , k 18 , k 24 and k 27 perform well in most cases considered. Among these 11 ridge parameters, k 8 , k 17 , k 18 and k 27 are worse than OLS in only 2 to 6 cases in the 36 cases considered. Table 1 shows particularly the numerical values of the MSE ratios for γ = 0.9999 and σ * = 0.01. Among these 36 cases, although k 1 , k 2 , k 3 , k 4 , k 5 , k 6 and k 15 are worse than OLS only 3 times, their MSE ratios, as good as those of k 11 , k 12 and k 26 , are never below 0.9 even when γ = 0.99 or p = 2. Meaningful improvement can be achieved by some of them only in very extreme cases, namely in small-sample cases with γ = 0.9999 and p = 12.
The MSE ratios of k 19 , k 20 and k 21 are larger than that of OLS in all the 36 cases, and k 23 and k 25 are better than OLS only when p = 12, n = 20 and γ = 0.9999.
The PRESS ratios are not shown for this scenario because even the smallest PRESS ratio among these 36 cases is 0.9998, in an extreme case where p = 12, n = 20 and γ = 0.99 (while the largest ratio is 2.0720). That is, the PRESS ratios of all the ridge parameters are at most as good as OLS in this simulation study. outperform OLS in all these cases but are usually far from the best choice in each case. The parameters k 4 , k 5 , k 6 , k 7 , k 8 , k 27 are worse than OLS in 2 to 4 cases only and their MSE ratios are not far from the smallest ones in most cases. Although k 9 , k 10 , k 13 , k 14 , k 19 , k 20 , k 21 , k 22 , k 23 , k 24 and k 25 are close to the best choice in the cases when σ * = 10, their MSE ratios are greater than that of OLS in most cases when σ * = 1. Figure 2 (b) shows for these 24 cases the PRESS ratios, which decrease as σ * increases, and the performance of most of the ridge parameters are similar. When σ * = 1, none of the ridge parameters has PRESS ratio smaller than 0.9. The parameters k 7 and k 8 may be considered slightly better than the others when σ * = 10 and n = 20, but no one is uniformly better than the others in these cases.
Model with σ
* = 1, 10 and γ = 0.8, 0.99
Comparing Figures 2(a) and 3(a), we can see that (which may be true in general) as γ increases, the MSE ratios decrease. Because of the high correlation, as expected, many ridge estimators outperform OLS in the cases considered. The parameters k 9 , k 18 , k 19 , k 20 , k 21 , k 22 , k 23 , k 24 and k 25 are close to the best choices in most of the cases. However, they still have higher MSE ratios than that of OLS in a few cases. Among those ridge parameters with MSE ratios smaller than OLS in all the 24 cases, k 3 , k 4 , k 5 , k 6 , k 7 , k 8 , k 10 and k 27 perform very well and their MSE ratios are not far from the smallest ones. Different from the MSE ratios, Figures 2(b) and 3(b) suggest that the PRESS ratios do not decrease as γ increases, and we still can only conclude that the ridge parameters perform similarly in terms of the PRESS ratios and no one stands out here. The logarithmic scale is used on the y-axis for the MSE ratios in Figure 4 (a), because they could be very small when the correlation is close to one, as OLS could be really bad. Except k 11 and k 12 , which are only equally good as OLS when p = 2, all the ridge estimators have less MSE than OLS in these cases. In general, the MSE ratios of k 3 , k 5 , k 9 , k 18 , k 22 and k 24 are lower than those of the others in the cases considered. The parameters k 16 , k 19 , k 20 , k 21 , k 23 and k 25 are slightly worse than the best one in a few cases with σ * = 1 and γ = 0.999, but their performances are generally very good. Although k 4 , k 7 , k 8 , k 14 , k 17 and k 27 are worse than the best one in some cases, their MSE ratios are still very low in all the cases.
Consider the PRESS. In these 24 cases, none of the ridge parameters gives a ratio smaller than 0.8 and only k 11 is never worse than OLS. The parameter k 17 is slightly better than the others in many cases when n = 20. However, the differences are not substantial. In this scenario, when σ * = 0.01, most the ridge estimators do not outperform OLS. The minimum MSE ratio is 0.997180, which appears in the case p = 2, n = 20 and γ = 0.9999.
From Figure 5 (a) we can see that for the 24 cases with σ 15 and k 26 are worse than OLS only in 2 to 9 cases, their MSE ratios are often larger than 0.9 when γ > 0.999. The parameters k 9 , k 10 , k 19 , k 20 , k 21 , k 22 , k 23 , k 24 and k 25 underperform OLS in 25 to 31 out of the 36 cases.
Figure 5(b) shows that when σ * = 10, k 15 and k 16 are better than OLS in all the cases considered, while k 19 , k 20 , k 21 , k 22 , k 23 , and k 25 are worse than OLS in many cases. When γ > 0.99, we notice that k 9 , k 19 , k 20 , k 21 , k 22 , k 23 , k 24 , k 25 outperform many other ridge parameters.
The smallest PRESS ratio among all the cases using random number between 0 and 10 as β * j is 0.9570, which occurs in the case p = 4, n = 20, γ = 0.99 and σ * = 0.01. That is, the PRESS ratios of all the ridge parameters are not really smaller than that of OLS in the cases considered here.
Using random numbers between 0 and 100 as β * j
In this scenario, when σ * = 0.01, again most the ridge estimators do not outperform OLS. The minimum MSE ratio is 0.999269, which appears in the case p = 2, n = 20 and γ = 0.9999. In general, the MSE ratios are getting larger when the possible range of β * j is getting wider.
Figure 6(a) shows that when σ * = 1, all the ridge parameters are at most as good as OLS in most cases. In spite of the well performance of k 16 in the case p = 12, n = 20 and γ = 0.9999, its MSE ratios in the other models are not much smaller than that of OLS. The parameters k 9 , k 10 , k 19 , k 20 , k 21 , k 22 , k 23 , k 24 and k 25 underperform OLS in 35 to 36 out of the 36 cases. The smallest PRESS ratio among all the cases using random number between 0 and 100 as β * j is 0.9967, which occurs in the case p = 12, n = 20, γ = 0.01 and σ * = 10. Thus, in terms of the PRESS ratios, again none of the ridge parameters is really better than OLS in these cases.
Real data
We consider the Hald (1952, pp. 647) data. There are n = 13 observations. The p = 4 regressors are percentages of four chemicals in the composition of samples of Portland cement. The dependent variable is the heat evolved in calories per gram of cement. The OLS estimatê σ * is 2.4460 and the correlations between regressors are given in Table 2 . The highest absolute correlation is 0.9730 while the lowest is 0.0295. Table 3 shows the PRESS ratios of the 27 ridge parameters when the ridge regression was applied to the Hald data. None of these values is greater than 1, and the PRESS ratio of the newly proposed k 27 is the smallest (0.394653), followed closely by k 9 . The parameters k 4 , k 6 , k 10 , k 14 , k 19 , k 20 , k 21 , k 22 , k 23 and k 25 led to PRESS ratios less than 0.45, i.e. they are doing much better than OLS, in this example. The parameters k 7 and k 8 , though not worse than, do not really outperform OLS for the Hald data at all.
Because we do not know the 'true' parameter values, we are not able to calculate the MSE ratios. The smallest PRESS ratio given by k 27 suggests that among all the ridge estimation methods considered, our iterative approach may be the best choice for these data. 
Conclusion
From the previous sections, we can have some general observations as follows.
1. The performance of the ridge parameters depends on the value of p, n, σ * and γ. The MSE ratios are usually smaller when p is larger, n is smaller, σ * is larger, or γ is larger. The PRESS ratios are usually smaller when n is smaller, but no much difference in the PRESS ratios between these 27 parameters can be observed in the simulated cases considered.
2. All these ridge parameters seem not working well when the range of β * j is too wide.
3. When β * j are just arbitrarily chosen numbers, if the standard deviation σ * of the error term is (a) small, then all ridge parameters are not doing better than OLS; and k 18 outperform OLS in many cases but are usually far from the best choice in each case, (ii) however, the best in one case may be close to the worst in another, (iii) nevertheless, k 27 is not far from the best in many cases;
(c) large, all the ridge parameters considered are good.
In terms of MSE ratios, among all the ridge estimation methods considered, the newly proposed ridge parameters k 27 are doing well in many cases in the following sense: When the standard deviation σ * is very small but the correlation parameter γ is high, k 27 is a good (and sometimes the best) choice, no matter whether the number of parameters p and the sample size n are large or small; it is not the case for many other ridge parameters. For immediate standard deviation, k 27 is usually among the best performed group. For large standard deviation, often k 27 is only slightly worse than the best ridge parameter in each case. Moreover, the largest MSE ratio of k 27 in all the cases is smaller than 2, while some others can be as high as 100, meaning that even in the worst scenario, k 27 will not lead to catastrophically wrong estimates but some others may. Finally, k 27 gives the smallest PRESS ratio when applied to the Hald data.
In conclusion, none of the ridge parameter are uniformly better than the others in all situations. Some can quite consistently make improvement that are unfortunately too little to be practically noteworthy, while some others on one hand can make big improvement in some cases but on the other hand can also make big mistakes in others. The proposed k 27 succeeds in offering consistently good, though not necessarily the best, improvement in many cases.
where
in which L(·) is the likelihood function and
