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2 Estat de l'art
Aquest projecte està definit dins l’àmbit de les GPUs i la Biomedicina. S'explica a continuació quin 
és el nivell de desenvolupament actual en aquests dos camps. 
2.1 El món de les GPUs
Per norma general les unitats que realitzen el càlcul numèric són les CPUs, ja sigui en computació 
serie   o   paral∙lela.   En   la   actualitat   les   necessitats   de   càlcul   s’orienten   a   estratègies   de 
processament de dades en paral∙lel   i  per  això  s’estableixen estratègies en  infraestructures de 
Griding o Clústering per aprofitar la capacitat de còmput de moltes CPUs treballant conjuntament. 












va sobrepassar   la  de   les  CPUs s’han  aplicat  diverses  estratègies  per   treure’n  profit  d’aquest 
recurs.   Existeixen   actualment   diferents   llenguatges   i   llibreries   que   permeten   fer   servir   el 
processador   gràfic   com   a   coprocessador   matemàtic,   per   la   naturalesa   implícita   d’aquestes 
targetes   fa que al  estar  orientades a   treballar  amb gràfics   la  seva programació  amb propòsit 
general s’ha de fer amb instruccions i estructures de dades específiques del món dels gràfics per 
computador, ja que s’està utilitzant un processador amb una finalitat completament diferent a la 













grup de Neuroimatge del  PIC (Port  d’Informació  Científica),  que és el  centre de  treball  on es 
desenvolupa aquest projecte. 
2.2 GPU aplicada a la Biomedicina i la Neuroimatge
Existeixen diverses aplicacions de GPGPU aplicades al món de la Biomedicina i la Neuroimatge 
on es posa de manifest el major rendiment aconseguit respecte als processos existents amb CPU, 
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millora de les GPUs vers les CPUs de la mateixa generació arriba a un guany entre 4x i 100x 











d'investigació   biomèdica,   etc.   Les   tècniques   de   clústering   o   griding   també   se'n   poden   veure 
beneficiades  del  coprocessament  GPU,  com per  exemple   la  proposta  NVIDIA amb  la  solució 
especialitzada per servidors anomenada Tesla, o la distribució pel sistema operatiu Rocks Cluster 
(versió   4.3)   de   clústering   basat   en   Linux   consistent   en   un   roll  CUDA,   que   serveix   per   a   la 
distribució del sotware als nodes del clúster.
Actualment es fa servir  al departament de Neuro del centre PIC el  paquet SPM per examinar 
















Al   centre  PIC  es   tenen  molt   processos  Biomèdics   i   de  Neuroimatge  que  poden  obtenir   una 
optimització en el temps d'execució si s'aplica un ús de coprocessament matemàtic amb GPU, i 
aplicant  bones  estratègies  de  paral∙lelització   que   reportin   beneficis   en  aquest  àmbit   del  món 
Científic. 
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3 Estudi de Viabilitat
Com s'ha explicat,   les  tecnologies GPGPU han demostrat  que és una estratègia viable  i  que 
optimitzen processos científics, com en [Anthony Gregerson], [Friedemann Rößler et al.],[Antonio  
Ruiz et al.]  i  d'altres. També aporta una solució  bastant econòmica,  i per això s'ha escollit  per 
optimitzar els processos biomèdics i de neuroimatge que es fan servir al PIC. El motiu d'escollir 














proves   en   els   temps   d'execució.   En   les   proves   desenvolupades   s'especifica   amb   quines 
d'aquestes estacions s'han fet les comparatives.













































Taula 2: Característiques del xip gràfic Quadro FX 1600M
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3.2 Planificació temporal
El projecte està  definit  per una realització  en 620 hores.  Aquestes es realitzaran al  centre de 
treball del PIC (Punt d'Informació Científica), amb una assistència planificada de 4 hores per dia. 
L'inici del projecte s'ha realitzat el 3 de Novembre de 2008, i la data final està prevista pel 31 de 


















Fita 5 ­ Adaptar SPM5 amb CUDA:  Adaptar un paquet de SPM5 perquè  utilitzi   la plataforma 
CUDA, i poder fer comparatives entre execució normal i execució CUDA amb diferents models de 
GPUs. Mes 6 (Abril)
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Taula 3: Estimació del cost total de projecte
Estudi GPGPU dedicat al processament de neuroimatges  12
Anàlisi i disseny PFC – ETSE
4 Anàlisi i disseny
Aquest apartat   reflexa primerament l'estudi del software SPM5 (Statistical Parametric Mapping 
versió  5)  i  a continuació   l'anàlisi  del mòdul SPM que s'ha decidit   implementar a causa de  les 
conclusions extretes en el primer anàlisi. El mòdul d'estudi correspon al procés de segmentació. 
Ha estat necessari fer aquest anàlisi previ, per començar a desenvolupar les optimitzacions amb 
CUDA,  ja  que s'ha  necessitat  detectar  els  punts crítics  del  codi  SPM5 durant   l'execució  d'un 














centrat  en cada un dels  processos,  utilitzats  en un model  concret  de VBM, per   fer  un 
endavant en profunditat dels temps d'execució i definir el trossos de codi més susceptibles 
de ser paral∙lelitzats.
Per   iniciar   aquest   estudi,   s'ha   reproduït   el   tutorial   de   règim  intern  del   centre  PIC  per   tal   de 
familiaritzar­se amb l'entorn SPM, que és el software que suporta el model VBM. Aquest model 
consisteix en el desenvolupament d'un model estadístic a partir de dos conjunts d'imatges. Un dels 





no   presenten   la   patologia.   La   finalitat   del   procés  és   obtenir   un  model  morfològic,   basat   en 
estadística, de les regions del cervell que es veuen afectades per la malaltia. La degradació del 
teixit   cerebral   es   presenta   en  malalties   neurodegeneratives   com   per   exemple   l'Alzheimer   o 
Parkinson.
4.1.1 Execució del model VBM
Les  imatges de treball  es generen en hospitals en  la  taula 4  tenim maquinari  especialitzat en 
l'adquisició imatges 2 i imatge 3, i els arxius que es proporcionen estan en format DICOM (Digital 
Imaging   and   Communication   in   Medicine).   Aquest   és   el   format   estàndard   reconegut 
internacionalment per l'intercanvi d'imatges mèdiques. L'estàndard DICOM especifica cóm tractar, 
emmagatzemar, imprimir i transmetre imatges mèdiques, inclou una definició de format de fitxer i 
protocols  de  comunicació.  Els  drets  del   format  pertanyen  a  National  Electrical  Manufacturers 
Association (NEMA), i va ser desenvolupat pel DICOM Standards Committee format per membres 
de la NEMA.
Taula 4: Adquisició d'imatges
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Imatge 2: MRI Siemens Avanto 1,5 
Tesla
Imatge 3: Estació de treball mèdica 
Keosys
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centrar   les   imatges   en   3D.   Es   fa   de   forma  manual   per   ubicar   dins   el  mateix   espai 
estereotàxic per totes les imatges ajustant l'eix en un punt concret del cervell, que en el 
nostre cas serà la comissura anterior. Com es pot veure en la taula 5, en imatge 5 i imatge 




3. Segmentació  de  les  imatges.  Seleccionant  el  conjunt  de  imatges  i  unes probabilitats  a 
priori,   s'especifiquen   els   paràmetres   de   segmentació.   Aquesta   fase   separa   els   teixits 
d'estudi, i es generen tres arxius, un amb la matèria gris, un amb la matèria blanca (més 
greixosa i en la imatge és veu més brillant) i el líquid cefaloraquidi. 
4. Smooth, és un filtre que permet suavitzar   les  imatges. Aquest  filtre  fa un promig de  la 
intensitat d'un vòxel amb els vòxels adjacents. 
5. Basic models, ens genera el model estadístic. 
6. Results,  amb  l'estimació  calculada anteriorment,  aquest  procés mostra els  resultats del 
model generat. El resultat és un model tridimensional que representa les zones del cervell 
que han patit una degradació.
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Taula 5: Procés per alinear les imatges
4.2 Anàlisis del software SPM
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Imatge 5: Imatge original obtinguda de 
la Ressonància Magnètica
Imatge 6: Imatge correctament alineada 
i centrada en la comissura anterior
Anàlisi i disseny PFC – ETSE
4.2.2 Anàlisi de les funcions principals
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Arxiu Funció Imatge Temps DELL XPS HW:01 Temps Thosiba Lap HW:03
segons minuts segons minuts
spm_jobman.m run_struct 484,5 8,08 2251,72 37,53
spm_jobman.m run_struct1 484,49 8,07 2251,72 37,53
spm_config_preproc.m execute 484,49 8,07 2251,69 37,53
spm_prep2sn.m spm_prep2sn 1 21,22 0,35 66,67 1,11
spm_preproc.m spm_preproc 1 88,31 1,47 441,55 7,36
spm_maff.m spm_maff #01 1 1,36 0,02 11,47 0,19
spm_maff.m affreg #01 1 1,36 0,02 10,61 0,18
spm_maff.m spm_maff #02 1 6,48 0,11 51,81 0,86
spm_maff.m affreg #02 1 6,48 0,11 50,98 0,85
spm_filepart.m spm_fileparts 1 0 0 0 0
spm_prep2sn.m spm_prep2sn 2 19,85 0,33 65,59 1,09
spm_preproc.m spm_preproc 2 54,37 0,91 271,36 4,52
spm_maff.m spm_maff #01 2 1,1 0,02 6,91 0,12
spm_maff.m affreg #01 2 0,83 0,01 6,11 0,1
spm_maff.m spm_maff #02 2 6,1 0,1 45,39 0,76
spm_maff.m affreg #02 2 5,82 0,1 44,58 0,74
spm_filepart.m spm_fileparts 2 0 0 0 0
spm_prep2sn.m spm_prep2sn 3 22,63 0,38 73,09 1,22
spm_preproc.m spm_preproc 3 72,63 1,21 370 6,17
spm_maff.m spm_maff #01 3 2,3 0,04 16,33 0,27
spm_maff.m affreg #01 3 2,01 0,03 15,45 0,26
spm_maff.m spm_maff #02 3 6,75 0,11 50,66 0,84
spm_maff.m affreg #02 3 6,46 0,11 49,77 0,83
spm_filepart.m spm_fileparts 3 0 0 0 0
spm_prep2sn.m spm_prep2sn 4 20,28 0,34 68,11 1,14
spm_preproc.m spm_preproc 4 112,1 1,87 568,55 9,48
spm_maff.m spm_maff #01 4 4,09 0,07 30,13 0,5
spm_maff.m affreg #01 4 3,81 0,06 29,27 0,49
spm_maff.m spm_maff #02 4 7,2 0,12 53,08 0,88
spm_maff.m affreg #02 4 6,91 0,12 52,19 0,87
spm_filepart.m spm_fileparts 4 0 0 0 0
Taula 6: temps d'execució procés VBM en SPM















Aquest   factor   només   ens   indica   la   diferència   de   potència   entre   una  màquina   i   l'altre   recau 
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Taula 7: Temps execució SPM per procés de segmentació
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Imatge 9: a) Temps d'execució 
spm_preproc x4 imatges
Imatge 10: b) Temps d'execució 
spm_prep2sn x4 imatges
Imatge 11: c) Segmentation: Temps 




    oll  = ll;
    mom0 = zeros(K,1)+tiny;
    mom1 = zeros(K,1);
    mom2 = zeros(K,1);
    mgm  = zeros(Kb,1);
    ll   = llr+llrb;
    for z=1:length(z0),
        if ~buf(z).nm, continue; end;
        bf  = double(buf(z).bf);
        cr  = double(buf(z).f).*bf;
        q   =  zeros(buf(z).nm,K);
        b   =  zeros(buf(z).nm,Kb);
        s   =  zeros(buf(z).nm,1)+tiny;
        for k1=1:Kb,
            pr      = double(buf(z).dat(:,k1));
            b(:,k1) = pr;
            s       = s + pr*sum(mg(lkp==k1));
        end;
        for k1=1:Kb,
            b(:,k1) = b(:,k1)./s;
        end;
        mgm = mgm + sum(b,1)';
        for k=1:K,
  q(:,k) = mg(k)*b(:,lkp(k)) .* exp((cr-mn(k)).^2/(-2*vr(k)))/sqrt(2*pi*vr(k));
        end;
        sq = sum(q,2)+tiny;
        ll = ll + sum(log(sq));
        for k=1:K, % Moments
            p1      = q(:,k)./sq; mom0(k) = mom0(k) + sum(p1(:));
            p1      = p1.*cr;     mom1(k) = mom1(k) + sum(p1(:));
            p1      = p1.*cr;     mom2(k) = mom2(k) + sum(p1(:));
        end;
    end;
    % Mixing proportions, Means and Variances
    for k=1:K,
        mg(k) = (mom0(k)+eps)/(mgm(lkp(k))+eps);
        mn(k) = mom1(k)/(mom0(k)+eps);
        vr(k) =(mom2(k)-mom1(k)*mom1(k)/mom0(k)+1e6*eps)/(mom0(k)+eps);
        vr(k) = max(vr(k),eps);
    end;
    if subit>1 || (iter>1 && ~finalit),
        spm_chi2_plot('Set',ll);
    end;
    if finalit, fprintf('Mix: %g\n',ll); end;
    if subit == 1,
        ooll = ll;
    elseif (ll-oll)<tol1*nm,
        % Improvement is small, so go to next step
        break;
    end;
end;
Taula 8: Codi segmentació SPM







4.3 Anàlisis del procés de Segmentació
El procés de segmentació consisteix en separar els diferents tipus de teixits del cervell en teixit 




paquet  SPM.  En   el   seu   estudi  Humain  Brain   Function  descriu   els   processos   de   tractament 
d'imatges.  El  capítol  5,  Image Segmentation  tracta    detalladament  el  procés  de segmentació, 
sobre que el que ens hem basat per crear el prototip inicial de segmentació. El procés defineix un 
model de segmentació amb correcció de la no uniformitat de la intensitat (que pot aparèixer en 









mitjana  d'edat   de  25,   les   imatges   d'adquisició   tenen  una  normalització   dins   el  mateix   espai 
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una transformació  sform i qform que tenen per objectiu recomposar  la  imatge original  aplicant 
informació de la capçalera per fer transformacions geomètriques, escalatge de la intensitat dels 
vòxels,etc. El resultat final de la adquisició de la imatge és una matriu tridimensional amb variables 
de tipus single.  La dimensió  dels  templates és de 91x109x91 vòxels. La  imatge d'adquisició  a 
segmentar   s'ha   d'ajustar   al  mateix   espai   estereotàxic   i   dimensionalitat   dels   templates,   i   per 
adaptar­la fem servir la opció Normalize del paquet SPM. La imatge 12 mostra els templates en el 
tall nº 50.
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Imatge 12: templates tall axial nº50
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4.3.2 Diagrama de Flux
L'algorisme de segmentació simplificat, segueix el flux representat en la imatge 14.
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Imatge 13: Diagrama de blocs
SEGMENTATION
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La  convergència  definida  en  el   document   s'esdevé   quan  el   càlcul   de   l'error  per  una   iteració 
respecte al càlcul d'error de la iteració anterior es inferior a un llindar (per exemple 0). Com el 
comportament   de   cada   tall   depèn   de   la   naturalesa   de   la   imatge,   i   com  CUDA   no   suporta 
completament l'estàndard IEEE 754 de operacions en punt flotant, aquesta convergència no és 
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Prototip C  (+ mex library)
Executat en 
CPU















5.1.1 Gestió dels recursos de GPU
Quan treballem amb CUDA primer hem de diferenciar entre el host (memòria principal i CPU) i el 
device (memòria gràfica i GPU). La GPU nomes pot accedir a les dades del dispositiu i per tant les 
















bloc i  un màxim de 65536 * 65536 blocs. La configuració  del kernel resulta  important a l'hora 
d'accedir a l'identificador únic de cada thread, ja que es poden donar col∙lisions en l'accés a la 
memòria   si   dos   threads   proven   d'accedir   a   la   mateixa   posició   de   memòria,   amb   el   risc 
d'inestabilitats.  Els   kernels   s'executen  paral∙lelament   a   la  CPU   i   també   s'ha  de  controlar   les 
col∙lisions   en   aquest   nivell,   ja   que   dos   kernels   poden  modificar   dades   de   la  memòria   del 
dispositiu   ,   però  CUDA proporciona  un  punt  de  sincronisme  entre   funcions  que  es   la   funció 
cudaThreadSynchronize, que atura l'execució d'un kernel fins a l'acabament de l'anterior. Aquestes 
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Imatge 17: Exemple de crida a kernel CUDA
Implementació PFC – ETSE
5.2 Versió CUDA 1 (paral·lelitzat per talls)
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Imatge 18: Accés compartit a la memòria del dispositiu
Implementació PFC – ETSE
method #calls GPU usec CPU usec %GPU time
my_kernel 1 1,46E+008 1,46E+008 99,98
memcopy 12 24674,8 28058 0,01
Taula 9: Distribució del temps per cada funció de la versió CUDA 1
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Imatge 20: Distribució de temps dels processos GPU
Implementació PFC – ETSE
// DEFINICIÓ DELS KERNELS
in.x = 91; in.y = 109, in.z = 91;
dim3 dimGridBig(in.x*in.y); dim3 dimBlockBig(in.z);
dim3 dimGrid(1); dim3 dimBlock(in.z);
// EXECUTA ELS KERNELS




cudaThreadSynchronize();            // sincronisme per evitar col·lisions en l'accés 
                                                         // a pwD,pgD,pcD,pmD, vars. utilitzades pel següent kernel





Taula 10: Codi d'exemple de la versió CUDA 2. Crides per diferents configuracions.
El la  imatge 21, veiem la proporció dels temps consumits per cada procés GPU. El kernel 
kernel_h_v_bSum_2, executat 200 vegades, consumeix el 40% del temps total GPU.
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Imatge 21: Distribució de temps dels processos GPU
Implementació PFC – ETSE
La taula 11 s'ha extret amb l'eïna [CUDAProfiler], amb la qual podem avaluar el comportament de la funció, i 
detectar els processos a optimitzar en cas que sigui possible.
method #calls GPU usecs CPUsec %GPU time
kernel_h_v_bSum_2 200 1,73E+007 1,73E+007 40,03
kernel_b_p_vTemp_2 200 7,15E+006 7,15E+006 16,58
kernel_err 201 5,47E+006 5,47E+006 12,68
kernel_cTemp_s_2 200 5,38E+006 5,38E+006 12,47
kernel_c_2 200 4,61E+006 4,61E+006 10,69
kernel_r_2 200 3,09E+006 3,09E+006 7,17
kernel_h_v1 1 46849,6 46852,6 0,1
kernel_c 1 22992 22994 0,05
kernel_P_V_S 1 17858 17865 0,04
kernel_r 1 15548,3 15550,3 0,03
kernel_cTemp 1 12390,9 12393,9 0,02
memcopy 18 38896,3 43304 0,09
Taula 11: Distribució del temps per cada funció de la versió CUDA 2
5.4 Temps d'execució 





executat   la  versió  de Matlab  i  C per   fer  una comparativa entre aquestes dues versions.  A  la 
columna d'speedup tenim dos valors, el primer és el guany respecte a la versió anterior i després 
el càlcul sobre la versió Matlab inicial.



































































obtenen  el  mateix   temps.  Per   tant   una  màquina  PentiumIV  de   categoria   inferior   i   preu  més 
assequible obté els mateixos resultats. Per contra el resultat de DELL Precision HW:02 amb una 
targeta de categoria inferior també obté molt bon resultat.
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Imatge 22: Comparativa de temps. Les dues primeres amb GeForce 9800 GT i la màquina 































Aa= csf.img(:,:,25);                   % Aa = <91 x 109 single>
Bb= csf.img((24*91*109)+1:(25*91*109));% Bb = <1 x 9919 single>
 
 
resA1 = sum(sum(Aa))   % valor obtingut 4.4191916e+02
resB1 = sum(sum(Bb))   % valor obtingut 4.4191904e+02
 
A = Aa;                % A = <91 x 109 single>        
B =reshape(Bb,91,109); % B = <91 x 109 single>
 
 
% Si realizamos la suma los valores ahora son iguales
resA2 = sum(sum(B)) % 4.4191916e+02     
resB2 = sum(sum(A)) % 4.4191916e+02   
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Implementació PFC – ETSE
SEGMENT. WHITE CUDA v1 CUDA v2 c m
CUDA v1 ­ 0 0,61 8,10E­005
CUDA v2 0 ­ 0,61 8,10E­005
c 0,03 0,03 ­ 0,03
m 2,12E­004 2,12E­004 0,61 ­








SEGMENT. WHITE CUDA v1 CUDA v2 c m
CUDA v1 ­ 0 21170 20286
CUDA v2 0 ­ 21170 20286
c 21170 21170 ­ 11276
m 20286 20286 11276 ­
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Imatge 23: Segmentació matèria blanca, talls 14 - 17
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Imatge  25: Distribució de l'error 








Taula 17: Intervals en percentatges, parts de milió i parts de mil milió sobre el màxim error
intervals percentatges parts de parts de
distribució nº elements nº elements milió nº elements mil milió
[0 – 1] 21158 99,94 19651 92,8 7686 36,31
[1 – 5] 7 0,03 285 1,35 181 0,85
[5 – 10] 1 0 147 0,69 52 0,25
[10 – 25] 3 0,01 136 0,64 68 0,32
[25 – 50] 0 0 108 0,51 42 0,2
[50 – 75] 0 0 61 0,29 34 0,16
[75 – 100] 1 0 782 3,69 13107 61,91
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Imatge  26: Distribució de l'error en parts de mil milió

















Un altre problema que es va descobrir  sobre CUDA en  la  limitació  d'execució  d'un kernel a 5 
segons. Després dels 5 segons el sistema operatiu dona un error sobre un procés inactiu Això es 
degut a que tant en Windows com en Linux, es dispara un Watchdog del controlador gràfic, que 
atura   l'execució   del   codi,   retornant   un   error.   Una   primera   solució   a   aquest   problema   és   la 
instal∙lació   d'una  segona   targeta   gràfica  a   l'estació   de   treball,   i   a   l'hora  de   llençar   el   kernel, 
executar­lo sobre la segona GPU, ja que d'aquesta manera la memòria de la GPU no comparteix 
recursos entre el codi GPGPU i la interfície gràfica, aquest mètode és necessari si volem llençar 
































part de la funció  de segmentació  de Matlab, però per simplificar  l'estudi es va decidir tornar a 
programar  des de l'inici el procés de segmentació. Els motius són principalment la comprensió de 
l'algorisme que s'estava desenvolupant, i aïllar el procediment de segmentació. Degut a que, en la 
funció  Matlab  d'SPM,  a banda de  fer   la  segmentació   realitza  algorismes de  tractament  de  la 
imatge   per   la   reducció   de   soroll  mitjançant   la   correcció   de   la   distribució   no   uniforme   de   la 
intensitat. Per la realització del prototip i l'estudi comparatiu ha estat necessari afegir aquesta fase 







valors   parcials   diferents.   S'han   fet   proves   unitàries   en   els   entorns  Matlab,   C   i   CUDA   que 
demostren que encara que implementin l'estàndard IEEE 745 (que defineix la representació en 
coma  flotat),   els   resultats  obtinguts  en  una  operació  unitària  amb matrius  dona  una   lleugera 
diferència entre les plataformes degut a cóm ressolen l'arrodoniment. Per tant, al llarg del procés i 













control  de  flux  i  que no es poden  fer   funcions recursives,   i  per  tant  s'han de sincronitzar   les 
operacions   i   convertir   les   recursivitats   en   bucles,   però   això   només   serà   una   limitació   pel 
programador que haurà de buscar altres estratègies d'implementació.
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Conclusions PFC – ETSE
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Imatge 28: Planificació final
Conclusions PFC – ETSE






noves generacions hardware  i  software,  com per exemple, actualment a  la redacció  d'aquesta 
memòria ja es pot treballar amb dades en punt flotant de tipus double mitjançat les llibreries CUDA 
2.1 i una entorn hardware amb servidors gràfics Tesla, de NVIDIA.
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Estudi GPGPU dedicat al processament de 
neuroimatges
ANNEXE I - Anàlisis del procés VBM amb SPM
Memòria del Projecte Fi de Carrera
d'Enginyeria en Informàtica
realitzat per César Allande Álvarez




 1    Descripció Casos d'Ús
A continuació es defineixen les especificacions detallades de cada cas d'ús representades en en 
el diagrama de cosos d'ús de la imatge 29.
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• Finestra   superior   esquerra,   conté   els   botons   que   executen   les   funcions   de 
posprocessament d'imatges.













L'actor ha de polsar els botons seleccionant el procés que vol desenvolupar,  i  a  la finestra de 
selecció   de   paràmetres   ajustar   els   valors   del   seu   job.   L'usuari   pot   carregar,   o   guardar 
configuracions. Finalment es polsa el botó 'Run' per llençar el procés.





































































































Polsar  el  botó   'Basic  Models'.  Seleccionar   les   imatges dels  dos  grups d'estudi.  Especificar  el 




























 2    Procés Smooth
El procés realitza un suavitzat de la imatge.
Diagrama de Seqüència  En aquest  diagrama de seqüència es delimiten mitjançant una  línia 
blava el procés Smooth per les 4 imatges.
Estudi GPGPU dedicat al processament de neuroimatges  60










segons minuts segons minuts
spm_jobman.m run_struct 1,13 0,02 130,05 2,17
spm_jobman.m run_struct1 1,13 0 130,05 2,17
spm_config_smooth.m smooth 1,11 0 130,02 2,17
spm_smooth.m spm_smooth #1 image 0,23 0 23,36 0,39
spm_smooth.m spm_smooth #2 image 0,23 0 23,56 0,39
spm_smooth.m spm_smooth #3 image 0,23 0 20,78 0,35
spm_smooth.m spm_smooth #4 image 0,23 0 62,17 1,04





considera que no  tindrem un guany substancial  al   fer  un  codi  paral∙lel.  En cas de necessitar 
millorar els temps la funció crítica a modificar serà spm_smooth del fitxer spm_smooth.m.













segons minuts segons minuts
spm_jobman.m run_struct 1,18 0,02 0,72 0,01
spm_jobman.m run_struct1 1,18 0,02 0,72 0,01
spm_config_factorial_design.m execute 1,14 0,02 6,67 0,11
Taula 19: Temps d'execució del procés Basic Models, en SPM
Aquest procés no consumeix molt temps. En cas de necessitar millorar el temps la funció a crítica 
a modificar serà execute de spm_config_factorial_design.
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Imatge 31: Diagrama de Seqüència de Basic Models
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ANNEXE II - Manual instal·lació CUDA
Memòria del Projecte Fi de Carrera
d'Enginyeria en Informàtica
realitzat per César Allande Álvarez
i dirigit per Diego Mostaccio
ANNEXE II ­ Manual instal∙lació CUDA PFC – ETSE
 1    Manual instal·lació CUDA
En aquest  document  es   recull   la   informació  que s'ha  anat   recopilant  durant   la   instal∙lació  de 
l'entorn CUDA per la realització del projecte “1069 ­ Desenvolupament d’una plataforma GPGPU 






 2    CUDA
CUDA proporciona les llibreries de programació GPGPU, que permeten executar codi de propòsit 
general   en   la   GPU   de   la   tergeta   gràfica.   A   la   pàgina  [CUDADoc]  podem   trovar   tota   la 
documentació referent a CUDA.
Aquesta  tecnologia pertany a empresa NVIDIA,  actualment   líder  en el  mercat  de  les  targetes 
gràfiques. Fins a la data la flexibilitat del desenvolupament d'aplicacions amb CUDA està limitat a 
una   gama   de   targes   gràfiques   d'NVIDIA   i   que   podem   trobar   a   la   pàgina   oficial   d'NVIDIA 
[CUDASuport]. 
Si acomplim els requeriments hardware podem seguir amb la instal∙lació del software adequat al 









































 5    CUDA SDK






















 6    CUDA Visual Profiler
El Visual Profiler ens permet fer descarregar, primerament el descomprimim i el movem al directori 


















de  les  llicències disponible.  Això  ens permet descarregar­nos el  product  key  license  (clau per 












 8    SPM
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ANNEXE II ­ Manual instal∙lació CUDA PFC – ETSE









 10    Jacket




 11    Notes post-instal·lació
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ANNEXE III - Glossari
Memòria del Projecte Fi de Carrera
d'Enginyeria en Informàtica
realitzat per César Allande Álvarez
i dirigit per Diego Mostaccio


























Estudi   GPGPU   dedicat   al   processament   de   neuroimatges.   La  tecnologia   GPGPU   permet 
paral∙lelitzar  càlculs  executant  operacions  aritmètiques en els  múltiples  processadors  de que 
disposen els xips gràfics. S'ha fet servir l'entorn de desenvolupament CUDA de la companyia 
NVIDIA,   que   actualment  és   la   solució   GPGPU  més   avançada   del  mercat.   L'algorisme   de 
neuroimatge   implementat  pertany  a  un estudi  VBM desenvolupat  amb  l'eina  SPM.  Es  tracta 
concretament del procés de segmentació d'imatges de ressonància magnètica cerebrals, en els 

















advanced solution  available.  The neuroimage algorithm  implemented  is  part  of  a  VBM study 
developed with the SPM tool.   Therefore, the goal of this project is the process of segmentation 
of neural magnetic resonances into the different tissues the brain is composed of: white matter, 
grey matter and cefalorraquid liquid.  Different models have been implemented in Matlab, C and 
CUDA, and finally, a comparative study between different hardware platforms.
