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Abstract
We show that the planar Chern-Simons (CS) theory on S3 can be described by its
dimensionally reduced model. This description of CS theory can be regarded as a
novel large-N reduction for gauge theories on S3. We find that if one expands the
reduced model around a particular background consisting of multiple fuzzy spheres,
the reduced model becomes equivalent to CS theory on S3 in the planar limit. In
fact, we show that the free energy and the vacuum expectation value of unknot
Wilson loop in CS theory are reproduced by the reduced model in the large-N
limit.
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1 Introduction
The large-N reduction [1] asserts that large-N gauge theories on flat space-times are
equivalent to matrix models (reduced models) that are obtained by dimensional reduction
1
to lower dimensions (for further developments, see [2–6]). It is not only conceptually
relevant because it realizes emergent space-time in matrix models, but also practically
relevant because it can give a non-perturbative formulation of planar gauge theories as
an alternative to lattice gauge theories. It is well-known that the equivalence does not
hold naively due to the U(1)d symmetry breaking [2]. Some remedy is needed for the
equivalence to indeed hold (for recent studies, see [7–11]). However, as far as we know,
there has been no remedy that manifestly preserves supersymmetry in gauge theories.
Recently, the large-N reduction was generalized to theories on S3 in [12] (for earlier
discussions, see [13–15]). Here S3 is constructed as a nontrivial U(1) fiber bundle over S2
by expanding matrix models around a particular background corresponding to a sequence
of fuzzy spheres. This novel large-N reduction is important from both of the above two
viewpoints. It would give hints to the problem of describing curved space-time [16] in the
matrix models [17–19]. Unlike on flat space-times, the equivalence would hold on curved
space-times without any remedy since the theories are massive due to the curvature of
S3. The novel large-N reduction can, therefore, give a non-perturbative regularization of
gauge theories that respects both supersymmetry and the gauge symmetry1.
The novel large-N reduction has been studied mainly for two cases so far. One isN = 4
SYM on R×S3 [12,21–23]. The reduced model of this theory takes the form of the plane
wave matrix model [24]. The large-N reduction provides a non-perturbative formulation
of N = 4 SYM, which respects sixteen supersymmetries and the gauge symmetry so that
no fine tuning of the parameters is required. Thus the formulation gives a feasible way
to analyze the strongly coupled regime of N = 4 SYM, for instance, by putting it on a
computer through the methods proposed in [25–27], and therefore enables us to perform
new nontrivial tests of the AdS/CFT correspondence [28–30].
The other is Chern-Simons (CS) theory on S3, which has been exactly solved [31].
In this case, the equivalence between the reduced model and the original theory can
be verified explicitly, which was briefly reported in [32]. In this paper, we present the
verification of the equivalence in detail. We also discuss the large-N reduction for CS
theory on S3/Zq. Our result is an explicit demonstration of the novel large-N reduction.
CS theory on S3 is a topological field theory associated with the knot theory and therefore
1For recent developments in lattice approach to supersymmetric gauge theories, see [20] and references
therein.
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interesting in its own right. Our formulation gives a new regularization method for CS
theory on S3. CS theory on S3 is also interpreted as open topological A strings on T ∗S3
in the presence of N D-branes wrapping S3. Topological strings capture some aspects of
more realistic string, so that our study is expected to give some insights into the matrix
models as a non-perturbative formulation of superstring.
More recently, it was shown in [33] that the large-N reduction holds on general group
manifolds. In the case of S3 ≃ SU(2), the background taken in the large-N reduction
in [33] is different from that in [12]. It is desirable to explicitly demonstrate this different
type of the large-N reduction, for instance, in the case of CS theory on S3. We leave this
for a future study.
This paper is organized as follows. In section 2, we briefly review CS theory on S3. In
section 3, we summarize the relationships among CS theory on S3, 2d YM on S2 and the
matrix model which were obtained in [34, 35]. In section 4, we argue how CS theory on
S3 is realized in the matrix model as a novel large-N reduction. In section 5, we show the
equivalence between the theory around a particular background of the matrix model and
CS theory on S3. In section 6, by using the Monte Carlo simulation, we give a check of
this equivalence. Section 7 is devoted to conclusion and discussion. In appendices, some
details are gathered.
2 Chern-Simons theory on S3
In this section, we review some known facts about CS theory on S3 needed for this
paper [36,37]. We consider CS theory on S3 with the gauge group U(N), whose action is
given by
SCS =
k
4π
∫
S3
Tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
, (2.1)
where k must be an integer. The partition function
ZCS =
∫
DA eiSCS (2.2)
defines a topological invariant of the manifold S3, which also depends on a choice of fram-
ing. Given an oriented knot K in S3, one can consider the Wilson loop in an irreducible
3
representation R of U(N)
WR(K) = TrR
(
P exp
∮
K
A
)
. (2.3)
The expectation value of the Wilson loop
〈WR(K)〉CS = 1ZCS
∫
DA WR(K) eiSCS (2.4)
defines a topological invariant of K depending on a choice of framing as well. In this paper,
we are concerned with the Wilson loop for the unknot, which we denote by WR(unknot),
and mainly consider the Wilson loop for the unknot in the fundamental representation,
which we denote by W(unknot).
S3 is obtained by gluing two solid tori along their boundaries with the transformation
K = TmST n, (2.5)
where S and T are generators of SL(2, Z), and m and n are arbitrary integers. T has the
following representation in the Hilbert space H(T 2), which is obtained by doing canonical
quantization of CS theory on R× T 2:
〈R|T |R′〉 = δRR′TR, (2.6)
TR = exp
[
2πi
k +N
(
Λ · ρ+ 1
2
Λ2 − 1
24
k(N2 − 1)
)]
, (2.7)
where |R〉 denotes a state associated to the highest weight Λ, and ρ is the Weyl vector of
SU(N). The partition function is given by
ZCS = 〈0|K|0〉, (2.8)
where 0 stands for the trivial representation, while the expectation value of the Wilson
loop for the unknot is given by
〈WR(unknot)〉CS = 〈R|K|0〉〈0|K|0〉 . (2.9)
The canonical framing corresponds to m = n = 0. In the following, we first present
the exact results for the partition function and the expectation value of the Wilson loop
in the canonical framing. The partition function (2.2) was computed exactly:
Zm=n=0CS = 〈0|S|0〉 =
1
(k +N)N/2
∑
w∈W
ε(w) exp
(
− 2πi
k +N
ρ · w(ρ)
)
, (2.10)
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where the sum over w is a sum over the elements of the Weyl groupW of U(N), and ε(w)
is the signature of w. The expectation value of the Wilson loop for the unknot was also
computed exactly:
〈WR(unknot)〉m=n=0CS =
〈R|S|0〉
〈0|S|0〉 =
∑
w∈W ε(w)e
− 2pii
k+N
ρ·w(Λ+ρ)∑
w∈W ε(w)e
− 2pii
k+N
ρ·w(ρ) . (2.11)
One can obtain different expressions for (2.10) and (2.11) by using Weyl’s character
formula
chR(u) =
∑
µ∈MR
eµ·u =
∑
w∈W ε(w)e
w(Λ+ρ)·u∏
α>0 2 sinh
α·u
2
, (2.12)
and Weyl’s denominator formula
∑
w∈W
ε(w)ew(ρ)·u =
∏
α>0
2 sinh
α · u
2
, (2.13)
where α > 0 are positive roots, and MR is the set of weights associated to the represen-
tation R. By applying (2.13) to (2.10), one obtains
Zm=n=0CS =
1
(k +N)N/2
∏
α>0
2 sinh
(
2πi
k +N
α · ρ
2
)
, (2.14)
while by applying (2.12) and (2.13) to (2.11)
〈WR(unknot)〉m=n=0CS = chR
(
− 2πi
k +N
ρ
)
=
∏
α>0
sinh
(
2πi
k+N
α·(Λ+ρ)
2
)
sinh
(
2πi
k+N
α·ρ
2
) . (2.15)
For the fundamental representation, it reduces to
〈W(unknot)〉m=n=0CS =
sinh πiN
k+N
sinh πi
k+N
. (2.16)
Furthermore, by using (2.13), one can show that (2.10) is equivalent to an integral
over N variables which takes the form analogous to a partition function of a matrix
model [36, 38, 39]:
Zm=n=0CS = ZCSM =
e−
gs
12
N(N2−1)
N !
∫ N∏
i=1
dβi
2π
e−
1
2gs
∑
i β
2
i
∏
i<j
(
2 sinh
βi − βj
2
)2
, (2.17)
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where we have introduced
gs =
2πi
k +N
, (2.18)
which is identified with the string coupling in the context of topological strings. We
call the statistical model defined by (2.17) the Chern-Simons matrix model (CS matrix
model). Correspondingly, one can find a relation
〈WR(unknot)〉m=n=0CS = e−gs(ρ·Λ+
1
2
Λ2)〈chR(β)〉CSM = e−gs(ρ·Λ+ 12Λ2)
〈∑
µ∈MR
eµ·β
〉
CSM
(2.19)
where
〈· · · 〉CSM = 1
ZCSM
e−
1
12
N(N2−1)
N !
∫ N∏
i=1
dβi
2π
(· · · ) e− 12gs
∑
i β
2
i
∏
i<j
(
2 sinh
βi − βj
2
)2
. (2.20)
Finally we consider the framing withm = n = 1, which appears in the direct evaluation
of the partition function of CS theory on S3 in [40]. One can see from (2.8) that the
partition function in this framing is related to the one in the canonical framing as
Zm=n=1CS = T 20Zm=n=0CS
=
e−
pii
6
(N2−1)+ gs
12
N(N2−1)
(k +N)N/2
∏
α>0
2 sinh
(
2πi
k +N
α · ρ
2
)
=
e−
pii
6
(N2−1)
N !
∫ N∏
i=1
dβi
2π
e−
1
2gs
∑
i β
2
i
∏
i<j
(
2 sinh
βi − βj
2
)2
. (2.21)
One can also see from (2.9) that the expectation value of the Wilson loop is related to
the one in the canonical framing as
〈WR(unknot)〉m=n=1CS =
TR
T0
〈WR(unknot)〉m=n=0CS = 〈chR(β)〉CSM =
〈∑
µ∈MR
eµ·β
〉
CSM
.
(2.22)
In particular, because Λ · ρ+ 1
2
Λ2 = N
2−1
2N
for the fundamental representation, one obtains
〈W(unknot)〉m=n=1CS = e
gs
2 (N− 1N ) sinh
gsN
2
sinh gs
2
. (2.23)
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Similarly, the perturbative part of the free energy is evaluated in this framing as
FCS = gs
12
N(N2 − 1) +
N∑
j=1
(N − j)
∞∑
n=1
log
(
1 +
j2g2s
4π2n2
)
. (2.24)
In the following sections, we will show that the reduced model of CS theory on S3
reproduces the results for the original theory in the framing corresponding m = n = 1.
3 CS theory on S3, 2d YM on S2 and a matrix model
In this section, we review part of the results in [34, 35], which we use in this paper. In
section 3.1, we dimensionally reduce CS theory on S3 to 2d YM on S2 and a matrix
model. In section 3.2, we describe a classical equivalence between the theory around each
multiple monopole background of 2d YM on S2 and the theory around a certain multiple
fuzzy sphere background of the matrix model. In section 3.3, we exactly perform the
integration in the matrix model. In section 3.4, using the result in section 3.3, we show
that the equivalence in section 3.2 also holds at quantum level.
3.1 Dimensional reductions
In order to dimensionally reduce CS theory on S3, we expand the gauge field in terms of
the right-invariant 1-form defined in (A.3) as
A = iXiE
i. (3.1)
We choose an SO(4)-isometric metric for S3 (A.6) fixing the radius of S3 to 2/µ. Then,
we rewrite (2.1) as
SCS = − k
4π
∫
dΩ3
(µ/2)3
Tr
(
iµǫijkXiLjXk + µX2i +
2i
3
ǫijkXiXjXk
)
, (3.2)
where Li is the Killing vector dual to Ei defined in (A.7), and we have used the Maurer-
Cartan equation (A.5).
As we explain in appendix A, we regard S3 as a U(1) bundle over S2. Here the fiber
direction is parametrized by y. By dropping the y−derivatives, we obtain a gauge theory
on S2:
SBF =
µ
2g2YM
∫
dΩ2
µ2
Tr
(
iµǫijkXiLjXk + µX
2
i +
2i
3
ǫijkXiXjXk
)
, (3.3)
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where g2YM = −µ
2
2k
2, the radius of S2 is 1/µ, and Li are the angular momentum operators
on S2 given in (A.13) with q = 0. gYM will be identified with the coupling constant of 2d
YM on S2 below. First, we see that (3.3) is the BF theory with a mass term on S2. We
expand Xi as [15, 41]
~X = µ
(
χ~er + aθ~eϕ − 1
sin θ
aϕ~eθ
)
, (3.4)
where ~er = (sin θ cosϕ, sin θ sinϕ, cos θ) and ~eθ =
∂~er
∂θ
, ~eϕ =
1
sin θ
∂~er
∂ϕ
. aµ are the gauge field
on S2, and χ is a scalar field on S2 which comes from the component of the fiber direction
of the gauge field on S3. Indeed, we can rewrite (3.3) as
SBF =
µ4
2g2YM
∫
dΩ2
µ2
Tr
(
χǫµνfµν − χ2
)
, (3.5)
where fµν = ∂µaν − ∂νaµ + i[aµ, aν ] is the field strength. This is the BF theory with a
mass term: the first term is the BF term and the second term is a mass term. Next, we
integrate χ out in (3.5) to obtain 2d YM on S2:
SYM =
µ4
g2YM
∫
dΩ2
µ2
Tr
(
1
4
fµνfµν
)
. (3.6)
Furthermore, by dropping all the derivatives in (3.3) and rescale Xi as Xi → µXi, we
obtain a three-matrix model:
Sm = − 1
g2m
Tr
(
X2i +
i
3
ǫijkXi[Xj , Xk]
)
, (3.7)
where 1/g2m = −2πµ2/g2YM . In the sense of the Dijkgraaf-Vafa theory [42], this matrix
model is regarded as a mass deformed superpotential of N = 4 SYM, which gives the
so-called N = 1∗ theory.
3.2 Classical equivalence between 2d YM on S2 and the matrix
model
The matrix model (3.7) with the matrix size M × M possesses the following classical
solution,
Xˆi = Li =
⊕
s
L
[js]
i ⊗ 1Ns (3.8)
2While k in (2.1) must be an integer, such a restriction is not imposed on k in (3.3).
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where L
[js]
i are the spin js representation of the SU(2) generators obeying [L
[js]
i , L
[js]
j ] =
iǫijkL
[js]
k , and the relation
∑
s(2js+1)Ns = M is satisfied. s runs over some integers, but
its range is not specified here. It will be specified later as −Λ/2 ≤ s ≤ Λ/2 with Λ an
even positive integer.
We put 2js + 1 = Ω + ns with Ω and ns integers and take the limit in which
Ω→∞ with Ω
g2m
= − 8π
2
g2YMA
= fixed, (3.9)
where A = 4π/µ2 is the area of S2. Then, it was shown classically in [34] that the theory
around (3.8) is equivalent to the theory around the following classical solution of (3.3)
with the gauge group U(K),
µLi + Xˆi = µdiag(· · · , L(qs)i , · · · , L(qs)i︸ ︷︷ ︸
Ns
, · · · ), (3.10)
where qs = ns/2, and
∑
sNs = K is satisfied. L
(qs)
i are the angular momentum operators
in the presence of a monopole with the monopole charge qs, which are given in (A.13).
This theory can also be viewed as the theory around the following classical solution of
(3.5),
χˆ = −diag(· · · , qs, · · · , qs︸ ︷︷ ︸
Ns
, · · · ),
aˆθ = 0,
aˆϕ = (cos θ ∓ 1)χˆ, (3.11)
where the upper sign is taken in the region 0 ≤ θ < π and the lower sign in the region
0 < θ ≤ π, and aˆθ and aˆϕ represent the monopole configuration. Equivalently, this
theory can be viewed as the theory around the multiple monopole background with the
background for the gauge field given in (3.11) of 2d YM on S2 (3.6). As reviewed in the
following two subsections, the above equivalence is extended to quantum level [35].
3.3 Exact integration of the matrix model
First, we rewrite the matrix model (3.7) in terms of the following matrices;
Z = X1 + iX2,
9
Φ = X3, (3.12)
where Z is anM×M complex matrix and Φ is anM×M hermitian matrix. The partition
function is defined by
Zm = 1
vol(U(M))
∫
dZdZ†dΦeiSm , (3.13)
Sm = − 1
g2m
tr
{
Z[Φ, Z†] + (1− iǫ)ZZ† + (1− iǫ)Φ2} . (3.14)
Here, in order to make the path integral well-defined and converge, we introduce i in
the exponential and −iǫ in the action. Taking the gauge in which Φ is diagonal as
Φ = diag(φ1, φ2, · · · , φM) and integrating Z and Z† out, then we obtain
Zm = 1
(2π)MM !
(
g2mπ
i
)M2 ∫ ∏
i
dφi
∏
i 6=j
φi − φj
φi − φj + 1− iǫe
− i
g2m
(1−iǫ)∑i φ2i , (3.15)
where
∏
i 6=j(φi − φj) comes from the diagonalization of Φ, which is the square of the
Vandermonde determinant. (2π)M is the volume of U(1)M and M ! is the volume of the
Weyl group of U(M).
Next let us concentrate on the factor in the integrand in (3.15),∏
i 6=j
φi − φj
φi − φj + 1− iǫ . (3.16)
For this factor, we use the following formula,
1
x− iǫ = P.V.
1
x
+ iπδ(x), (3.17)
where “P.V.” denotes the principal value. Then we obtain∏
i 6=j
φi − φj
φi − φj + 1− iǫ
=
∏
i<j
[
P.V.
(φi − φj)(φj − φi)
(φi − φj + 1)(φj − φi + 1) +
(
−iπ
2
)
δ(φi − φj + 1) +
(
−iπ
2
)
δ(φj − φi + 1)
]
.
(3.18)
It is easily seen that (3.18) is written in the sum of terms containing(
−iπ
2
)2j1
δ(φ
(1)
1 − φ(1)2 − 1)δ(φ(1)2 − φ(1)3 − 1) · · · δ(φ(1)2j1 − φ(1)2j1+1 − 1)
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×
(
−iπ
2
)2j2
δ(φ
(2)
1 − φ(2)2 − 1)δ(φ(2)2 − φ(2)3 − 1) · · · δ(φ(2)2j2 − φ(2)2j2+1 − 1)
× · · ·
×
(
−iπ
2
)2jK
δ(φ
(K)
1 − φ(K)2 − 1)δ(φ(K)2 − φ(K)3 − 1) · · · δ(φ(K)2jK − φ
(K)
2jK+1
− 1), (3.19)
where K can take the value 1, 2, · · · ,M and we have reordered and relabeled the eigen-
values of Φ as
Φ = diag(φ
(1)
1 , · · · , φ(1)2j1+1, φ(2)1 , · · · , φ(2)2j2+1, · · · , φ(K)1 , · · · , φ(K)2jK+1). (3.20)
The size of the matrices, M , satisfies M =
∑K
I=1(2jI + 1). φ
(I)
i represents the i-th
component of the I-th block. Thus (3.18) is decomposed into terms, each of which is
characterized by an M-dimensional reducible representation of the SU(2) algebra con-
sisting of K blocks (irreducible representations), with a U(1) degree of freedom in each
block. We label the reducible representations by “r”3 and denote the U(1) part in the
I-th block by aI , putting aI ≡ φ(I)2jI+1 + jI . Then, we obtain
Zm =
∑
r
Nr
(2π)M
(−iπ)M−N
(
g2mπ
i
)M2 K∏
I=1
1
2jI + 1
P.V.
∫ K∏
I=1
daI
×
∏
I 6=J
jI∏
mI=−jI
jJ∏
mJ=−jJ
aI +mI − aJ −mJ
aI +mI − aJ −mJ + 1e
− i
g2m
(1−iǫ)∑KI=1∑jImI=−jI (aI+mI)2 ,
(3.21)
where
Nr ≡
∏ 1
(♯ of blocks with the same length)!
. (3.22)
After some calculations, we find that (3.21) results in
Zm =
∑
r
Nr
(2π)M
(−iπ)M−N
(
g2mπ
i
)M2 N∏
s=1
1
2js + 1
e
− i
3g2m
(1−iǫ)∑KI=1 jI(jI+1)(2jI+1)
× P.V.
∫ K∏
I=1
daI
∏
I<J
(aI − aJ)2 − (jI − jJ )2
(aI − aJ)2 − (jI + jJ + 1)2 e
− i
g2m
(1−iǫ)∑KI=1(2jI+1)a2I (3.23)
Thus the partition function of the matrix model is decomposed into sectors characterized
by the (reducible) representation of the SU(2) algebra. Note that P.V. prevents the
integration over the U(1) part aI from mixing the sectors.
3 Namely, “r” specify the number of irreducible representations of SU(2), K, and the dimensions of
the irreducible representations, 2jI + 1 (I = 1, · · ·K), which satisfy the relation M =
∑K
I=1
(2jI + 1).
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3.4 2d YM on S2 from the matrix model
In this subsection, we show that the partition function of YM on S2 is obtained from
that of the matrix model [35]. As we will see, the sector which consists of K irreducible
representations in the matrix model corresponds to SU(K) 2d YM on S2. In the K block
sector, we group the irreducible representations with the same dimension and label the
groups by s, such that js 6= jt for s 6= t. We denote the multiplicity of the s-th group
by Ns. Then, the relations K =
∑
sNs and M =
∑
sNs(2js + 1) are satisfied. We also
denote the i-th U(1) part in the s-th group by asi, where i = 1, · · · , Ns. Note that in this
notation Nr in (3.22) equals 1/(
∏
sNs!).
Since the partition function of the matrix model (3.23) is completely decomposed into
sectors without overlap, we can extract the sectors consisting of K blocks. In the K-block
sector, due to the factor exp(− i
3g2m
(1−iǫ)∑KI=1 jI(jI+1)(2jI+1)), configurations of almost
equal size blocks are dominant in the limit in which M/K = Ω→∞, g2m/Ω = fixed. So,
we consider configurations around the dominated configuration by setting
2js + 1 = Ω + ns, (3.24)
where |ns| ≪ Ω. Substituting this into the K-block sector in (3.23) and taking the limit
(3.9), we obtain
ZK-block = C
∑
{ns,Ns}
∫ ∏
s
Ns∏
i=1
dasi
∏
s≤t
Ns∏
i=1
Nt∏
j=1
{
(asi − atj)2 − 1
4
(ns − nt)2
}
× e−i
8pi2
g2
YM
A
∑
s
∑Ns
i=1
(
asi2+
n2s
4
)
. (3.25)
Here we have absorbed overall irrelevant constants and divergences into a renormalized
constant C. We have also replaced the denominator in the integrand in (3.23) by constant
(Ω2) and taken the integral regions of asi to (−∞,∞), since the exponential factor in (3.23)
oscillates rapidly around |asi| & Ω in the limit where ǫ → 0 and Ω → ∞, so that the
integral dominates around |asi| ≪ Ω.
Finally, by rescaling asi by ysi ≡ 2asi, and making an analytical continuation g2YM →
−ig2YM , we obtain
ZK = C ′
∑
{ns,Ns}
∫ ∏
s
Ns∏
i=1
dysi
∏
s≤t
Ns∏
i=1
Nt∏
j=1
{
(ysi − ytj)2 − (ns − nt)2
}
12
× e−
2pi2
g2
YM
A
∑
s
∑Ns
i=1(y
2
si+n
2
s)
,
(3.26)
where irrelevant constants are again absorbed into a constant C ′. ZK exactly agrees with
the partition function of U(K) 2d YM on S2 [43–47].4 In YM on S2, ns are identified with
the monopole charges since the ns dependent term in the exponential coincides with the
contribution of the classical solution (3.11) to the action of 2d YM. This fact is consistent
with the classical equivalence reviewed in section 3.2.
4 CS theory on S3 from the matrix model
In this section, we provide a prescription for realization of CS theory on S3 in 2d YM on
S2 and in the matrix model. We also generalize the prescription to CS theory on S3/Zq.
In section 5, we prove the large-N equivalence between CS theory and the matrix model
based on this prescription.
CS theory on S3 is realized from 2d YM on S2 through the large-N reduction for
the case of compact space proposed in [12] as follows. Note that the Kaluza-Klein (KK)
momenta along the fiber (S1) direction in S3 are regarded as the monopole charges on S2.
Hence, if one considers the particular monopole solution in 2d YM on S2 such that the
spectrum of the monopole charges reproduces the spectrum of the KK momenta along S1,
the theory on S2 expanded around such monopole solution is equivalent to CS theory on
S3. More precisely, in order to realize CS theory on S3, we first put ns = s and Ns = N
in (3.10) (or in (3.11)) and then make s run from −Λ/2 to Λ/2, where Λ is a positive
even integer. Finally we take the following limit,
Λ→∞, N →∞, −g
2
YMAN
2π
=
N
k +N
= fixed. (4.1)
Then, we see that 2d YM on S2 expanded around the monopole background is equivalent
to U(N) CS theory on S3 in the planar limit. Here, we can identify the difference of the
monopole charges ns−nt = s−t with the momenta n ∈ Z along the S1 fiber direction and
Λ is interpreted as the momentum cutoff. Introducing N and taking the limit N → ∞
4In fact, only the SU(K) part agrees, and the U(1) part does not (see ref. [35]). However, this
difference does not matter in the following arguments.
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are needed to suppress the non-planar contribution [12]. As for the relation between the
coupling constants of the two theories, we naively expect that −g2YMAN
2π
= N
k
= fixed.
However, the last relation in (4.1) implies that we need some renormalization. In sections
5 and 6, we show that the above prescription including the renormalization of the coupling
constant is indeed valid.
Furthermore, by combining this equivalence with the relationship between 2d YM on
S2 and the matrix model reviewed in section 3.4, we obtain the following statement: if
one takes in (3.8)
− Λ
2
≤ s ≤ Λ
2
,
2js + 1 = Ω + s,
Ns = N (4.2)
and takes the limit in which
Ω→∞, Λ→∞, Ω− Λ
2
→∞, N →∞,
g2mN
Ω
=
N
4π(k +N)
= fixed, (4.3)
the theory around (3.8) of the matrix model (3.7) is equivalent to U(N) CS theory on
S3 in the planar limit. In sections 5 and 6, we confirm this statement. The particular
background (4.2) and the limit (4.3) is the same as the ones adopted in realizing N = 4
SYM on R × S3 in PWMM [12]. Ω and Λ play the role of the ultraviolet cutoffs for the
angular momenta on S2 and in the fiber direction, respectively.
The results in section 3.4 and the above prescriptions lead us to consider the following
statistical model,
Z =
∫ Λ/2∏
s=−Λ/2
N∏
i=1
dysi
∏
−Λ/2≤s≤t≤Λ/2
N∏
i,j=1
{(ysi − ytj)2 + (s− t)2}e−
1
g2
∑Λ/2
s=−Λ/2
∑N
i=1 y
2
si. (4.4)
This model is obtained from (3.26) by making an analytic continuation as ysi → iysi,
g2 → −g2 and putting ns = s, Ns = N (s = −Λ/2, · · · ,Λ/2) . It follows from the above
arguments that this model reproduces the planar limit of CS theory on S3 in the limit in
which
Λ→∞, N →∞ (4.5)
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with
2π2g2N =
2πiN
k +N
= gsN = fixed. (4.6)
In the next section, we will verify the equivalence of CS theory on S3 with (4.4) which is
equivalent to the reduced matrix model expanded around the particular background.
We can easily extend the above argument to CS theory on S3/Zq. We consider the
case in which Zq acts on the circle along the fiber direction in S
3. If we use the notation
in appendix A, the periodicity for S3/Zq is expressed as,
(θ, ϕ, ψ) ∼ (θ, ϕ+ 2π, ψ + 2π) ∼ (θ, ϕ, ψ + 4π/q), (4.7)
so that the radius of the fiber direction is 1/q of that for q = 1 and the momenta along
the fiber direction are discretized as 0,±q,±2q, · · · . Then, we see that if one imposes
(4.2) with the second equation replaced with 2js + 1 = Ω + qs and takes the limit (4.3),
the theory around (3.8) of the matrix model (3.7) is equivalent to U(N) CS theory on
S3/Zq in the planar limit. Correspondingly, the statistical model for CS theory on S
3/Zq
is given by replacing s, t in (4.4) with qs, qt.
5 Proof of equivalence
In this section, we prove our statement that the model (4.4) reproduces the planar limit of
CS theory on S3 in the limit shown in (4.5) and (4.6). This equivalence can be understood
from a correspondence between the Feynman diagrams in the two theories. The Feynman
diagrams in (4.4) have a one-to-one correspondence to those in (2.17) which was obtained
by rewriting the partition function of CS theory on S3. Furthermore, if one takes the
limit given by (4.5) and (4.6), each Feynman diagram in (4.4) takes the same value as the
corresponding diagram in (2.17). We consider the free energy and the vacuum expectation
value of unknot Wilson loop operator in the model (4.4) to see the equivalence. We show
that they coincide with the results in CS theory on S3 completely in the planar limit.
5.1 Feynman rule for our matrix model
Let us first consider the Feynman rule of (4.4). For this purpose, we rewrite (4.4) into a
manifestly U(N) invariant form. We will see that the result is given by a multi-matrix
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model with double trace interaction. This form allows us to compare the two theories
explicitly.
We first factorize the measure in (4.4) as follows,
∏
s≤t
∏
i,j
{(ysi − ytj)2 + (s− t)2} =
∑
s<t
(s− t)2N2
∏
s
∏
i<j
(ysi − ysj)2
∏
s<t
∏
i,j
(
1 +
(ysi − ytj)2
(s− t)2
)
.
(5.1)
The first factor on the right hand side is just a constant which we will omit in the following
and the second factor gives the Vandermonde determinant for each s. We next introduce
the ’t Hooft coupling in this model as,
λ = 2π2g2N, (5.2)
and redefine the fields as φsi ≡ 2πysi/
√
λ. Then, the third factor in (5.1) can be written
as ∏
s<t
∏
i,j
(
1 +
(ysi − ytj)2
(s− t)2
)
= exp
{
1
2
∑
s 6=t
∑
i,j
log
(
1 +
λ
4π2
(φsi − φ2tj)
(s− t)2
)}
= exp
{
−
∑
s 6=t
∑
i,j
∞∑
k=1
1
2k(s− t)2k
(−λ
4π2
)k 2k∑
m=0
(
2k
m
)
φmsi(−φtj)2k−m
}
. (5.3)
Finally, defining U(N) covariant matrices φs such that φsi is i-th eigenvalue of φs for each
s, we find that (4.4) can be written as a multi-matrix model,
Z =
∫ ∏
s
dφs exp
{
−N
2
∑
s
trφ2s − V˜ (φs)
}
, (5.4)
where V˜ (φs) is given by the double trace interaction,
V˜ (φs) =
∑
s 6=t
∞∑
k=1
1
2k(s− t)2k
(−λ
4π2
)k 2k∑
m=0
(
2k
m
)
trφms tr(−φt)2k−m. (5.5)
The Feynman rule for (5.4) is given as follows. The tree level propagator is
〈φsijφtkl〉 = 1
N
δilδjkδst. (5.6)
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Figure 1: The propagator (left) and the interaction vertex (right) in the model (4.4). The
right figure shows the vertex which includes trφ6strφ
4
t . The number 10 represents the total
number of φs and φt included in the vertex.
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Figure 2: Typical connected Feynman diagrams which contribute to the free energy in
the model (5.4).
In terms of the standard double line notation, this is represented by double lines with
indeces s and t as shown in Fig.1. The double trace interaction vertices are represented
in terms of dashed lines which connect two traces. For example, Fig.1 (right) shows the
term in (5.5) which includes trφ6strφ
4
t . We connect two vertices coming from trφ
6
s and trφ
4
t
in terms of a dashed line to represent a double trace interaction vertex. The weights of
the vertices can be easily read off from (5.5). The trφastrφ
b
t vertex gives a constant factor,
− 4
a + b
1
2(s− t)a+b
(−λ
4π2
)a+b
2
(−1)a
(
a + b
a
)
. (5.7)
As in the standard perturbation theory, physical observables such as the free energy
are computed by summing all the connected diagrams. Fig.2 shows typical examples of
connected diagrams which contribute to the free energy. More precisely, the connected
diagrams in this theory are those which are connected by dashed lines or by double lines.
One can show that only such diagrams indeed contribute to the calculation of observables.
Since we are interested in the planar limit, we consider what type of diagrams is
dominant in this limit. It is easy to see that the leading order in the 1/N expansion is
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given by the diagrams that satisfy two conditions. One is that they are planar diagrams
with respect to the double lines in the ordinary sense. The other is that they are divided by
two parts by cutting any dashed line. We call the diagrams satisfying the latter condition
‘tree’ diagrams in this paper. We can see that the diagrams in which the dashed lines
form any loop (i.e. non-‘tree’ diagrams) give subleading contribution. In Fig.2, the left
diagram contributes to the free energy in the large-N limit while the right diagram is
suppressed since the dashed lines form a loop.
5.2 Feynman rule for Chern-Simons matrix model
Next, we construct a Feynman rule of CS matrix model (2.17). We first rewrite (2.17)
into a manifestly U(N) invariant form as we did for (4.4) in the previous subsection. The
identification for the coupling constants shown in (4.6) allows us to put
λ = gsN, (5.8)
where λ is the ’t Hooft coupling in (5.4) which is introduced in (5.2). If we redefine the
fields as φi ≡ βi/
√
λ. we can rewrite the measure in (2.17) as follows,∏
i<j
(
2 sinh
βi − βj
2
)
∼
∏
i<j
(φi − φj)2 exp
{∑
i,j
log
sinh
√
λ
2
(φi − φj)√
λ
2
(φi − φj)
}
=
∏
i<j
(φi − φj)2 exp
{∑
i,j
∞∑
n=1
log
(
1 +
λ
4π2n2
(φi − φj)2
)}
=
∏
i<j
(φi − φj)2 exp
{∑
i,j
∞∑
k=1
−ζ(2k)
k
(−λ
4π2
)k 2k∑
m=0
(
2k
m
)
φmi (−φj)2k−m
}
,
(5.9)
where ∼ represents that we have omitted an irrelevant constant factor and ζ(z) is the
zeta function. We have used the formula,
sinh πx
πx
=
∞∏
n=1
(
1 +
x2
n2
)
, (5.10)
to obtain the second line in (5.9). If we introduce an U(N) covariant matrix φ such that
its i-th eigenvalue is given by φi, we obtain the following partition function for CS matrix
model on S3 [48],
ZCSM ∼
∫
dφ exp
{
−N
2
trφ2 − V (φ)
}
, (5.11)
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where the potential V (φ) is given by the double trace interaction,
V (φ) =
∞∑
k=1
ζ(2k)
k
(−λ
4π2
)k 2k∑
m=0
(
2k
m
)
trφmtr(−φ)2k−m. (5.12)
We construct the Feynman rule of (5.11) as follows. The tree level propagator is given
by
〈φijφkl〉 = 1
N
δilδjk, (5.13)
which is expressed by double lines as usual in the standard double line notation. The
double trace interaction vertices are represented in terms of dashed lines which connect
two traces as in the case of (5.4). They are represented in the same way as in Fig.1 except
that we do not need the indeces s, t here. Fig.1 (right) without s, t corresponds to the
term in (5.12) which includes trφ6trφ4. The weights of the vertices can be easily read off
from (5.12). The trφatrφb vertex gives a constant factor,
−4ζ(a+ b)
a+ b
(−λ
4π2
)a+b
2
(−1)a
(
a + b
a
)
. (5.14)
As in the case of (5.4), connected diagrams in this theory are those which are connected
by dashed lines or by double lines. In the N → ∞ limit, the leading order in the 1/N
expansion is given by the diagrams which are planar in the ordinary sense and ‘tree’ with
respect to dashed lines. For instance, the right diagram in Fig.2 in the case of (5.11) (i.e.
the diagram without the indeces s, t, u, · · · .) is suppressed in the large-N limit since the
dashed lines form a loop. Note that the Feynman diagrams in (5.11) have the one-to-one
correspondence to those in (5.4).
5.3 Equivalence between two theories
In this subsection, we show that (5.4) and (5.11) are equivalent in the limit shown in (4.5)
and (4.6). We can prove this equivalence by showing that, in this limit, each Feynman
diagram in (5.4) takes the same value as the corresponding diagram in (5.11). Note
that we have already imposed the identification of the coupling constants shown in (4.6)
through (5.2) and (5.8).
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5.3.1 Free energy
In order to prove the equivalence, we first show that
F
N2(Λ + 1)
=
FM
N2
(5.15)
holds in the limit shown in (4.5) and (4.6), where F and FM are the free energies of
(5.4) and (5.11), respectively. As an example of the Feynman diagrams contributing to
the free energy, let us consider the left diagram in Fig.2 for the both theories. Since the
only deference between (5.7) and (5.14) is 1
2(s−t)a+b and ζ(a+ b), it is easy to see that the
diagram in (5.4) divided by N2(Λ + 1) becomes equal to the corresponding diagram in
(5.11) divided by N2 if
1
24(Λ + 1)
Λ/2∑
s=−Λ/2
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
Λ/2∑
v=−Λ/2
(v 6=u)
Λ/2∑
w=−Λ/2
(w 6=u)
1
(s− t)8(t− u)10(u− v)4(u− w)4
= ζ(8)ζ(10)ζ(4)2 (5.16)
holds. In fact, this identity holds in the Λ → ∞ limit. We show the proof of (5.16)
in appendix B. Thus, we see that the two diagrams with the appropriate normalization
shown in (5.15) take the same value in the Λ→∞ limit.
We can show more general formula which includes (5.16) as a special case. Let us
consider generic ‘tree’ planar diagram in (5.4) shown in Fig.3. For this diagram, we can
show the following identity in the large-Λ limit5,
1
2n(Λ + 1)
∑
{sa}
1
(s1 − s2)2k1(s1 − s3)2k2 · · · (sn − sn+1)2kn =
n∏
a=1
ζ(2ka), (5.17)
where {sa} represents the set of indeces (s1, · · · , sn+1) and each sa runs from −Λ/2 to
Λ/2. Note that the singular points such as s1 = s2 are not included in the summations as
in the simpler case of (5.16). The proof of (5.17) is shown in appendix B. (5.17) implies
that the value of the diagram in Fig.3 divided by N2(Λ+1) is equal to the same diagram
in (5.11) divided by N2. We find, therefore, that (5.15) holds to all orders in λ in the
limit (4.5).
5 Note that (5.17) holds also for the diagrams which are ‘tree’ and non-planar since (5.17) depends
only on the structure of the dashed lines.
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Figure 3: Generic ‘tree’ planar diagram in (5.4). Each blob represents a planar diagram.
We can check (5.15) also by performing an explicit perturbative calculation. The detail
of the calculation is shown in appendix C. Up to O(λ3), the result is given by,
F
N2(Λ + 1)
=
λ
12
+
λ2
288
+
λ2
1440N2
+
λ3
N2
(
1
9072
+
1
48π6Λ
∑
s,t,u
1
(s− t)2(t− u)2(u− s)2
)
+O(λ4), (5.18)
while for CS matrix model, we can read off the counterpart from (2.24) as,
FM
N2
=
λ
12
− λ
12N2
+
λ2
288
+
λ2
96N2
+O(λ4). (5.19)
Thus, we see that if one takes the limit shown in (4.5) and (4.6), (5.18) indeed agrees
with (5.19).
5.3.2 Unknot Wilson loop
In terms of the formula (5.17), we can show that other physical observables also take the
same values in the two theories. In the following, we show that the VEV of unknot Wilson
loop in CS theory which is given by (2.23) is also reproduced from the model (4.4).
We introduce the Wilson loop operator in N = 1∗ matrix model proposed in [34],
Wˆ (K) = 1
M
Tr
[
P exp
(
iµ
∫ 1
0
XiE
i
M(z(σ))
dzM (σ)
dσ
dσ
)]
, (5.20)
where zM are coordinates on S3, σ parameterize the knot K and EiMdzM are the right-
invariant 1-forms on S3 defined in (A.4). In [34], it is shown through Taylor’s T-duality
that this operator is reduced to the Wilson loop operator on S3 in the continuum limit.
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In order to see the correspondence to the unknot Wilson loop in CS theory, we consider
(5.20) with an unknot contour. We take the simplest one, a great circle on S3, as such
contour. The great circle is parameterized, for example, by
(θ, ϕ, ψ) =
(π
2
, 0, 4πσ
)
, (5.21)
with σ ∈ (0, 1]. By substituting (5.21) into (5.20) and setting µ = 1, we obtain,
Wˆ (unknot) =
1
M
Tr
(
e4πiX3
)
. (5.22)
As in section 3.3, we take the gauge in which X3 = Φ is diagonalized. Recall that after we
integrate out the delta functions shown in (3.19) which appear in the partition function,
the remaining eigenvalues of Φ are represented by ysi/2. Then, in (5.22), if we make the
analytic continuation ysi → −iysi and the field redefinition ysi =
√
λφsi/2π, we obtain,
Wˆ (unknot) =
Ω
M
∑
s,i
e
√
λφsi =
1
N(Λ + 1)
∑
s
Tre
√
λφs. (5.23)
Therefore, we find that the unknot Wilson loop operator in the fundamental representation
is given by (5.23) in (4.4).
On the other hand, in CS matrix model (2.17), the VEV of unknot Wilson loop is
given by (2.22). Then, the equivalence for the unknot Wilson loop is expressed in terms
of φ and φs as
1
N(Λ + 1)
∑
s
〈Tre
√
λφs〉 = 1
N
〈Tre
√
λφ〉M , (5.24)
where 〈· · · 〉 and 〈· · · 〉M denote the expectation values in (5.4) and (5.11), respectively.
We can show (5.24) in all orders in perturbation theory. In perturbation theory, the VEVs
in (5.24) are calculated by expanding the exponentials. Then, (5.24) is satisfied if
1
Λ + 1
∑
s
〈Trφns 〉 = 〈Trφn〉M (5.25)
holds for n = 0, 1, 2, · · · . Because (5.17) holds for all the ‘tree’ planar Feynman diagrams
contributing to the VEVs in (5.25), we find that (5.25) and hence (5.24) hold in all
orders in λ. Thus, we have shown that the VEV of unknot Wilson loop in CS theory is
reproduced from the reduced model.
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It is straightforward to check (5.24) explicitly by calculating the VEV of (5.23) in
perturbation theory. The method of calculating the VEV is almost the same as in the
case of the free energy. We show the detail of this calculation in appendix C. In the
large-Λ limit, the result is given by
1
N(Λ + 1)
∑
s
〈Tre
√
λφs〉 = 1 + λ
2
+
λ2
6
+
λ2
24N2
+
λ3
24
+
7λ3
240N2
+O(λ4). (5.26)
On the other hand, (2.23) is expanded as,
〈W(unknot)〉CS = 1 + λ
2
+
λ2
6
− λ
2
24N2
+
λ3
24
− λ
3
48N2
+O(λ4). (5.27)
Comparing (5.26) and (5.27), we can see that (5.24) indeed holds in the N →∞ limit.
5.4 Extension to S3/Zq
We can show the similar equivalence for the case of CS theory on S3/Zk. Although this
theory possesses many nontrivial vacua, we consider the trivial vacuum only in this paper.
The vacua in CS theory on S3/Zq are characterized by the holonomy along the circle
on which Zq acts. In [48], it is shown that the partition function of CS theory on S
3/Zq
for each vacuum sector is reduced to the partition function of a matrix model similar to
(5.11). For example, the partition function for the trivial vacuum sector is given by (5.11)
with λ replaced by λ′ ≡ gsN/q.
On the other hand, as mentioned in the last part in section 4, the statistical model for
CS theory on S3/Zq is given by replacing s, t in (4.4) with qs, qt. By following the same
calculation as (5.1) and (5.3), we can see that such model is equivalent to (5.4) with λ
replaced by λ′′ ≡ 2π2g2N/q2.
Then, with the identification λ′ = λ′′, we see that the two theories are equivalent in
the limit (4.5). Thus, we find that the theory on S3/Zq is also reproduced from the matrix
model.
6 Monte Carlo simulation
The large-N equivalence between (4.4) and CS theory on S3 can be understood also from
the agreement of the eigenvalue densities in the two theories. In this section, by performing
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a Monte Carlo simulation, we show that the eigenvalue density of ysi at the saddle point
of (4.4) coincides with that of βi in (2.17) if |s| is sufficiently small compared to the cutoff
Λ/2. The eigenvalue densities for ysi with s near the cutoff have some deviation from
the density of βi. However, we will see that such cutoff effect vanishes in the continuum
limit and does not contribute to values of physical observables. From this property of the
eigenvalue density, we can also give another check of the equivalences for free energy and
unknot Wilson loop operator which we have shown in the previous section.
Let us introduce the eigenvalue density of βi in CS theory on S
3 as,
ρ(x) =
1
N
N∑
i=1
δ(x− βi/(2π)), (6.1)
and the eigenvalue density of ysi in (4.4) as,
ρ(s)(x) =
1
N
N∑
i=1
δ(x− ysi). (6.2)
We also define the difference between (6.1) and (6.2) as,
∆ρ(s)(x) = ρ(s)(x)− ρ(x). (6.3)
By performing a Monte Carlo simulation of (4.4), we can see that ∆ρ(s)(x) = 0 for
s ∼ O(1) while ∆ρ(s)(x) 6= 0 if s is near the cutoff ±Λ/2. Figure 4 shows the result
of the simulation. This result shows that as one goes toward the midpoint s = 0, the
distribution converges rapidly to the distribution of CS theory on S3. From this result,
we conclude that the deviation of the eigenvalue density exists only for sufficiently large
|s|.
We have also verified through the Monte Carlo simulation that ∆ρ(s)(x) possesses the
following property,
lim
Λ→∞
1
Λ + 1
∫
dx
Λ/2∑
s=−Λ/2
|∆ρ(s)(x)| = 0. (6.4)
This fact is shown as follows. Let us consider the saddle point equation of (4.4),
2
g2
x−
∫
dx′
Λ/2∑
t=−Λ/2
ρ(t)(x′)
{
1
x− x′ + i(s− t) +
1
x− x′ − i(s− t)
}
= 0. (6.5)
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Figure 4: The eigenvalue distribution of ysi in our model is plotted for s = 0, 28, 32, 36, 40
with λ = 0.25, Λ = 80 and N = 48. The dashed line represents the distribution ρ(x) in
CS theory on S3. The error bars are omitted since they are smaller than the symbol size
Because ∆ρ(s)(x) = 0 for s ∼ O(1), in order for (6.5) to be satisfied, ∆ρ(s)(x) with s near
the cutoff should behave as
∆ρ(s)(x) ∼ 1
Λ/2− |s| . (6.6)
Then, we can expect that
1
Λ + 1
∫
dx
Λ/2∑
s=−Λ/2
|∆ρ(s)(x)| ∼ log Λ
Λ
, (6.7)
in the limit Λ → ∞ so that (6.4) is satisfied. We confirmed (6.7) through the Monte
Carlo simulation. Figure 5 is the result of the simulation and it shows that the quantity
on the left hand side in (6.7) is indeed nicely fitted by f(x) = a+ b log Λ
Λ
with a ≃ 0.
If we assume (6.4) or (6.7), we check that the equivalence of the free energy (5.15)
indeed holds. Free energy of (4.4) is written in terms of (6.2) as,
F
ΛN2
= − 1
g2Λ
∑
s
∫
dxx2ρ(s)(x) +
1
2Λ
∑
s 6=t
∫
dxdx′ρ(s)(x) log{(x− x′)2 + (s− t)2}ρ(t)(x′).
(6.8)
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Figure 5: 1
Λ+1
∫
dx
∑Λ/2
s=−Λ/2 |∆ρ(s)(x)| is plotted against log Λ/Λ. λ = 0.25 and N has
already been extrapolated from N = 24, 32, 48 to N = ∞ by a linear function of 1/N2.
The dotted line represents the extrapolation of the plots using f(x) = a + b log Λ
Λ
with a
and b constants. The error bars are smaller than the symbol size.
Then, by substituting (6.3), we obtain
F
ΛN2
= − 1
g2
∫
dxx2ρ(x) +
1
2Λ
∑
s 6=t
∫
dxdx′ρ(x) log{(x− x′)2 + (s− t)2}ρ(x′)
− 1
g2Λ
∑
s
∫
dxx2∆ρ(s)(x) +
1
Λ
∑
s 6=t
∫
dxdx′ρ(x) log{(x− x′)2 + (s− t)2}∆ρ(t)(x′)
+
1
2Λ
∑
s 6=t
∫
dxdx′∆ρ(s)(x) log{(x− x′)2 + (s− t)2}∆ρ(t)(x′). (6.9)
By using the formula (5.10), we can show that the first line on the right hand side of
(6.9) is equal to FM/N2 in CS matrix model in the limit Λ → ∞. We can further show
that the second and the third lines vanish in Λ → ∞ as follows. Let us introduce a
sufficiently large but finite constant b such that the eigenvalue densities for all s fit in
the interval [−b, b]. Such b exists because the attractive force in (6.5) coming from the
Gaussian potential is stronger than the repulsive force for |x| ≫ 1 so that ρ(s)(x) has a
compact support. Then, the first term in the second line is bounded as
− 1
g2Λ
Λ/2∑
s=−Λ/2
∫
dxx2∆ρ(s)(x) ≤ b
2
g2Λ
∫
dx
Λ/2∑
s=−Λ/2
|∆ρ(s)(x)|, (6.10)
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Because of (6.4), we find that this term does not contribute to F/(ΛN2) in the Λ → ∞
limit. We can apply the same argument to all the terms in the second and the third lines
in (6.9). Thus, we have given another check of (5.15).
We can also show the equivalence for unknot Wilson loop operator. Since the VEV in
(4.4) can be written as
〈Wˆ (unknot)〉 = Ω
M
〈
∑
s,i
e2πysi〉 = 1
N(Λ + 1)
∫
dx
∑
s
〈ρ(s)(x)〉e2πx, (6.11)
Using (6.4), we find that
〈Wˆ (unknot)〉 → 1
N
∫
dx〈ρ(x)〉e2πx = 〈W(unknot)〉CS, (6.12)
in the limit Λ→∞. Thus, we have given another derivation of the equivalence for unknot
Wilson loop.
7 Conclusion and discussion
In this paper, we studied a matrix model that is obtained by the dimensional reduction
of CS theory on S3 to zero dimension. We found that expanded around the particular
background corresponding to S3, it reproduces the original theory on S3 in the planar
limit. We calculated the partition function and the VEV of the Wilson loop in the theory
around the background of the matrix model and verified that they agree with those in the
planar CS theory on S3. We checked these results also by performing the Monte Carlo
simulation. We also extended this equivalence to the case of CS theory on S3/Zq.
In this paper, we only consider the unknot Wilson loop. It is relevant to see whether
the VEV of the Wilson loop for a real knot is reproduced in our formulation. We should
verify that the VEV of the Wilson loops does not change against continuous deformation
of the loops, such that it indeed represents a topological invariant. We should also extend
our analysis to the case of the Wilson loop with general representation R of SU(N).
It is also interesting to see whether we can use our formulation to achieve the large-N
reduction for other theories including the CS term such as the ABJM model [49].
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A S3 and S2
In this appendix, we summarize some useful facts about S3 and S2 (See also [12,15]). S3
is viewed as the SU(2) group manifold. We parameterize an element of SU(2) in terms
of the Euler angles as
g = e−iϕσ3/2e−iθσ2/2e−iψσ3/2, (A.1)
where 0 ≤ θ ≤ π, 0 ≤ ϕ < 2π, 0 ≤ ψ < 4π. The periodicity with respect to these angle
variables is expressed as
(θ, ϕ, ψ) ∼ (θ, ϕ+ 2π, ψ + 2π) ∼ (θ, ϕ, ψ + 4π). (A.2)
The isometry of S3 is SO(4) = SU(2)× SU(2), and these two SU(2)’s act on g from left
and right, respectively. We construct the right-invariant 1-forms,
dgg−1 = −iµEiσi/2, (A.3)
where Ei are explicitly given by
E1 =
1
µ
(− sinϕdθ + sin θ cosϕdψ),
E2 =
1
µ
(cosϕdθ + sin θ sinϕdψ),
E3 =
1
µ
(dϕ+ cos θdψ). (A.4)
The radius of S3 is 2/µ. Ei satisfy the Maurer-Cartan equation
dEi − µ
2
ǫijkE
j ∧ Ek = 0. (A.5)
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The metric is constructed from Ei as
ds2 = EiEi =
1
µ2
(
dθ2 + sin2 θdϕ2 + (dψ + cos θdϕ)2
)
. (A.6)
The Killing vector dual to Ei is given by
Li = − i
µ
EMi ∂M , (A.7)
where M = θ, ϕ, ψ and EMi are inverse of E
i
M . The Killing vector is explicitly expressed
as
L1 = −i
(
− sinϕ∂θ − cot θ cosϕ∂ϕ + cosϕ
sin θ
∂ψ
)
,
L2 = −i
(
cosϕ∂θ − cot θ sinϕ∂ϕ + sinϕ
sin θ
∂ψ
)
,
L3 = −i∂ϕ. (A.8)
From the Maurer-Cartan equation (A.5), one can show that the Killing vector satisfies
the SU(2) algebra [Li,Lj] = iǫijkLk.
Next, let us regard S3 as a U(1) bundle over S2 = SU(2)/U(1). S2 is parametrized
by θ and ϕ and covered with two local patches: the patch I defined by 0 ≤ θ < π and
the patch II defined by 0 < θ ≤ π. In the following, the upper sign represents the patch I
while the lower sign represents the patch II. The element of SU(2) in (A.1) is decomposed
as
g = L · h (A.9)
with
L = e−iϕσ3/2e−iθσ2/2e±iϕσ3/2,
h = e−i(ψ±ϕ)σ3/2. (A.10)
L represents an element of S2, while h represents the fiber U(1). The fiber direction is
parametrized by y = ψ ± ϕ. The zweibein of S2 is given by the i = 1, 2 components of
the left-invariant 1-form, −iL−1dL = µeiσi/2, which takes the form
e1 =
1
µ
(± sinϕdθ + sin θ cosϕdϕ),
29
e2 =
1
µ
(− cosϕdθ ± sin θ sinϕdϕ). (A.11)
This zweibein gives the standard metric of S2 with the radius 1/µ:
ds2 = eiei =
1
µ2
(dθ2 + sin2 θdϕ2). (A.12)
Making a replacement ∂y → −iq in (A.8) leads to the angular momentum operator in the
presence of a monopole with magnetic charge q at the origin [50]:
L
(q)
1 = i(sinϕ∂θ + cot θ cosϕ∂ϕ)− q
1∓ cos θ
sin θ
cosϕ,
L
(q)
2 = i(− cosϕ∂θ + cot θ sinϕ∂ϕ)− q
1∓ cos θ
sin θ
sinϕ,
L
(q)
3 = −i∂ϕ ∓ q, (A.13)
where q is quantized as q = 0,±1
2
,±1,±3
2
, · · · , because y is a periodic variable with the
period 4π. These operators act on the local sections on S2 and satisfy the SU(2) algebra
[L
(q)
i , L
(q)
j ] = iǫijkL
(q)
k . When q = 0, these operators are reduced to the ordinary angular
momentum operators on S2 (or R3), Li ≡ L(0)i . The SU(2) acting on g from left survives
as the isometry of S2.
B Proof of equation (5.17)
General ‘tree’ planar diagram shown in Fig.3 consists of several parts (blobs) which are
connected by the dashed lines and each part represents a planar diagram. For each part,
we define a certain quantity in order to show (5.17). For instance, if we consider the left
diagram shown in Fig.2, we define the following quantity for the part labeled by s,
Qs =
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
Λ/2∑
v=−Λ/2
(v 6=u)
Λ/2∑
w=−Λ/2
(w 6=u)
1
(s− t)8
1
(t− u)10
1
(u− v)4
1
(u− w)4 . (B.1)
Namely, for a dashed line connecting s and t, we assign 1
(s−t)2l where 2l is the number
of fields contained in the vertex and Qs is the summation of the product of them with
respect to the variables other than s. Then, we can see that Qs has a finite value and
bounded from above by a certain constant. This is shown as follows. First, note the
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following identity,
Λ/2∑
t=−Λ/2
(t6=s)
1
(s− t)2l = 2ζ(2l)− ζ(2l,Λ/2 + s+ 1)− ζ(2l,Λ/2− s+ 1), (B.2)
where ζ(z) and ζ(z, a) are the zeta function and the generalized zeta function, respectively.
They are defined by,
ζ(z) =
∞∑
n=1
1
nz
, ζ(z, a) =
∞∑
n=0
1
(n+ a)z
. (B.3)
Because ζ(2l,Λ/2 + s+ 1) + ζ(2l,Λ/2− s+ 1) > 0,
Qs <
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
Λ/2∑
v=−Λ/2
(v 6=u)
1
(s− t)8
1
(t− u)10
1
(u− v)4 × 2ζ(4)
<
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
1
(s− t)8
1
(t− u)10 × 2
2ζ(4)2
<
Λ/2∑
t=−Λ/2
(t6=s)
1
(s− t)8 × 2
3ζ(4)2ζ(10)
< 24ζ(4)2ζ(8)ζ(10). (B.4)
Thus, we find that Qs is finite even if we take the limit Λ → ∞. We are able to define
Qs also for more general diagram shown in Fig.3. If the diagram is ‘tree’, through the
same calculation just as we described above, we see that Qs is bounded from above by a
Λ-independent constant which is given by a product of the zeta functions6.
Then, let us consider the diagram in Fig.6. We can define Qs for this diagram. We
assume that the rectangular part in Fig.6 represents a ‘tree’ diagram so that Qs for this
diagram is bounded from above. We consider the following quantity,
1
Λ + 1
Λ/2∑
s=−Λ/2
Λ/2∑
t=−Λ/2
(t6=s)
1
(s− t)2lQs =
2
Λ + 1
Λ/2∑
s=−Λ/2
(ζ(2l)− ζ(2l,Λ/2 + s+ 1))Qs. (B.5)
6Actually, the upper bound of Qs exists also for non-‘tree’ diagrams. However, this fact is not impor-
tant for our purpose.
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sFigure 6: The rectangular box represents a Feynman diagram with ‘tree’-like structure,
namely, a diagram which does not contain any loop formed by dashed lines. The circular
blob represents a planar diagram which does not include dashed lines.
Since there exists a positive Λ-independent constant c such that Qs < c, the second term
on the right hand side in (B.5) is bounded as follows,
1
Λ + 1
Λ/2∑
s=−Λ/2
ζ(2l,Λ/2 + s+ 1)Qs <
c
Λ + 1
Λ/2∑
s=−Λ/2
ζ(2l,Λ/2 + s+ 1)
=
2c
Λ + 1
Λ+1∑
n=1
1
n2l−1
+ 2c
∞∑
n=Λ+1
1
n2l
, (B.6)
where we have used (B.3) to obtain the second line. Because the second line in (B.6) is
O(log Λ/Λ) for l = 1 and O(1/Λ) for l > 1, this quantity goes to zero in the limit Λ→∞.
Therefore, we find from (B.5) and (B.6) that
lim
Λ→∞
1
Λ + 1
Λ/2∑
s=−Λ/2
Λ/2∑
t=−Λ/2
(t6=s)
1
(s− t)2lQs = limΛ→∞
2ζ(2l)
Λ + 1
Λ/2∑
s=−Λ/2
Qs. (B.7)
Then, for instance, we can show the following equality by using (B.7) iteratively,
lim
Λ→∞
1
Λ + 1
Λ/2∑
s=−Λ/2
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
Λ/2∑
v=−Λ/2
(v 6=u)
Λ/2∑
w=−Λ/2
(w 6=u)
1
(s− t)8
1
(t− u)10
1
(u− v)4
1
(u− w)4
= lim
Λ→∞
1
Λ + 1
Λ/2∑
s=−Λ/2
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
Λ/2∑
v=−Λ/2
(v 6=u)
1
(s− t)8
1
(t− u)10
1
(u− v)4 × 2ζ(4)
= lim
Λ→∞
1
Λ + 1
Λ/2∑
s=−Λ/2
Λ/2∑
t=−Λ/2
(t6=s)
Λ/2∑
u=−Λ/2
(u 6=t)
1
(s− t)8
1
(t− u)10 × 2
2ζ(4)2
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...
= lim
Λ→∞
1
Λ + 1
Λ/2∑
s=−Λ/2
24ζ(4)2ζ(8)ζ(10)
= 24ζ(4)2ζ(8)ζ(10). (B.8)
This is nothing but (5.16). Since (B.8) implies that we can replace
∑Λ/2
s=−Λ/2 1/(s − t)2l
on the tip of a branch in the ‘tree’ diagrams with ζ(2l) in the Λ→∞ limit, applying the
same calculation, we can show (5.17) for the generic ‘tree’ planar diagram shown in Fig.3.
C Perturbative calculation
In this appendix, we explicitly evaluate the free energy of (5.4) and the VEV of (5.23) up
to O(λ3). We perform the usual perturbation theory in (5.4).
First, we will calculate the free energy. Let us expand the interaction terms in terms
of the power of the coupling
V˜ (φs) =
∞∑
k=1
V˜k(φs),
V˜k(φs) ≡
∑
s 6=t
1
2k(s− t)2k
(−λ
4π2
)k 2k∑
m=0
2kCmtrφ
m
s tr(−φt)2k−m, (C.1)
and the partition function as
Z =
∞∑
k=0
Zk, (C.2)
where Zk is the part of which the coupling dependence is O(λk). Z0 is the free part,
Z0 =
∫ ∏
s
dφse
−N
2
∑
s trφ2s =
(
2π
N
)N2(Λ+1)/2
, (C.3)
and Zk (k = 1, 2, 3) are given by
Z1
Z0 = −〈V˜1〉,
Z2
Z0 = −〈V˜2〉+
1
2
〈V˜12〉,
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Figure 7: Feynman diagrams corresponding to (C.7). The left is planar diagram (O(N2)),
while the right is nonplanar (O(1)).
Z3
Z0 = −〈V˜3〉+ 〈V˜2V˜1〉 −
1
3!
〈V˜13〉. (C.4)
We define the free energy of our matrix model as
F = ln ZZ0
= ln
(
1 +
Z1
Z0 +
Z2
Z0 +
Z3
Z0 + · · ·
)
. (C.5)
Substituting (C.4) into (C.5), we obtain
F = −〈V˜1〉c − 〈V˜2〉c + 1
2
〈V˜12〉c − 〈V˜3〉c + 〈V˜2V˜1〉c − 1
3!
〈V˜13〉c + · · · , (C.6)
where 〈· · ·〉c means the connected part of 〈· · ·〉. For example, 〈V˜ 21 〉c is calculated as follows;
1
2
〈V˜12〉c = 1
2
(
4
∑
s,t,u
1
2(s− t)2 · 2(t− u)2
(
λ
4π2
)2
N2〈trφ2trφ2〉c
+ 2
∑
s,t
1
2(s− t)2 · 2(t− s)2
(
λ
4π2
)2
22〈trφtrφ〉2c
)
=
λ2
4π4
N2(Λ + 1)ζ(2)2 +
λ2
8π4
(Λ + 1)ζ(4)
= (Λ + 1)
(
N2
λ2
144
+
λ2
720
)
. (C.7)
In Feynman diagram introduced in subsection 5.1, one can describe this contribution as
Fig. 7. Performing the similar calculations, we finally obtain (5.18).
Second, we perform a perturbative calculation of the VEV of the unknot Wilson loop
(5.23) up to O(λ3). We expand the VEV as
1
(Λ + 1)N
∑
s
〈Tr e
√
λφs〉 = 1
(Λ + 1)N
∞∑
l=0
λl/2
l!
∑
s
〈tr(φs)l〉
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= 1 +
1
(Λ + 1)N
∞∑
l=1
λl
(2l)!
∑
s
(〈tr(φs)2l〉0 + 〈tr(φs)2l〉int), (C.8)
where 〈· · ·〉0 means the ladder part and 〈· · ·〉int means to evaluate with interaction vertices.
The ladder part is easily calculated as follows∑
s
〈trφ2s〉0 = (Λ + 1)N,
∑
s
〈trφ4s〉0 = (Λ + 1)
(
2N +
1
N
)
,
∑
s
〈trφ6s〉0 = (Λ + 1)
(
5N +
10
N
)
. (C.9)
Then, up to O(λ3) the ladder part gives
1
(Λ + 1)N
∞∑
l=0
λl
(2l)!
∑
s
〈φ2ls 〉0 = 1 +
λ
2
+
λ2
4!
(
2 +
1
N2
)
+
λ3
6!
(
5 +
10
N2
)
+ · · · . (C.10)
Next, let us expand the third term in (C.8) up to O(λ3)
1
(Λ + 1)N
∞∑
l=1
λl
(2l)!
∑
s
〈tr(φs)2l〉int
=
1
(Λ + 1)N
[
λ
2!
∑
s
(
−〈tr(φs)2V˜1〉c − 〈tr(φs)2V˜2〉c + 1
2
〈tr(φs)2V˜ 21 〉c
)
− λ
2
4!
∑
s
〈tr(φs)4V˜1〉c + · · ·
]
. (C.11)
For example, we can calculate the second term in (C.11) as
−
∑
s
〈trφ2sV˜2〉c = −
λ2
32π4
(
2×N〈trφ2trφ4〉c + 6〈trφ2trφ2〉c〈trφ2〉c × 2
)∑
s 6=t
1
2(s− t)4
= −5λ
2N
4π4
(
1 +
1
5N2
)
(Λ + 1)ζ(4)
= −(Λ + 1)N
(
1 +
1
5N2
)
λ2
72
. (C.12)
The Feynman diagrams corresponding to the leading part are depicted in Fig. 8. We can
calculate the other terms in the same way and the result is
1
(Λ + 1)N
∞∑
l=1
λl
(2l)!
∑
s
〈φ2ls 〉int
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Figure 8: Wilson loop corresponding to the leading part of (C.12).
=
λ
2
(
λ
6
−
(
1 +
1
5N2
)
λ2
72
+
λ2
36
+
1
N2
λ2
180
+ · · ·
)
+
λ2
4!
(
1 +
1
2N2
)
2λ
3
+ · · · . (C.13)
Finally, gathering (C.10) and (C.13), we obtain perturbative expansion of the unknot
Wilson loop in our matrix model (5.26).
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