The similarity of the problem treated in this paper and the analogous problem in ordinary differential equations leads one to look for a generalization of A. M. Liapunov's direct method (5) . Three Russian writers Zubov (13), Volkov (11) aad Movchan (7) were able to achieve limited success along this line.
In theory one could apply the methods proposed by
Volkov and Movchan to any boundary value problem. To accomp lish this we must, however, define Liapunov-like functions.
While each author exhibited a function with the necessary characteristics to answer the question of stability for his particular problem this is of no help in finding similar functions for other boundary value problems. This is the same problem that confronted workers in ordinary differential equations when they first began to use Liapunov's direct method; but since that time, they have developed many techniques for finding the necessary Liapunov functions. It may be that similar techniques will be developed for boundary value problems of the type discussed in this paper; but until they are, methods such as Volkov where x, u, and f are k, n and n-dimensional vectors, respectively. His theory could also be applied to higher order equations but in all cases is limited to initial value problems.
The results we give below depend very heavily on a variation of a lemma originally stated by Westphal (12 ) .
The lemma states the following; Suppose the function F(x,t,u,u^,u^) , where F is of class C, is nondecreasing in Uxx* Suppose that u(x,t) and v(x,t) satisfy the differential We let V(t,x) =V(t,x,u(t,x) ,v(t,x) ) and form making use of (1.8) and (1.9). Suppose V is defined in such a manner that there are functions G(t,x,7,Vx,Vxx) and W(t,r) which satisfy (1.4) and (1.5) where m is replaced by V. If (1.7) is satisfied, again with m replaced by V, it then follows from the lemma that 7(t;X) = 7(t,x,u,v) < r(t) for all xeR and t > 0.
It is possible to reach conclusions regarding the stability and boundedness of the partial differential equations (1.8) and (1.9) from the properties of the solution of the ordinary differential equation, (1.6) and inequality (1.10). We note that condition (1.7) implies certain restrictions on the boundary condition's of the solutions of (1.8) and (1.9). The terms stability and bounded as used here refer to the differ ence between the solutions of the two diffusion equations.
Lakshmikantham's method should be a powerful tool since so much work has been done in this area of ordinary differential Deny the conclusion. Define a function h(x,t) by
Let t^ be the greatest lower bound (gib) of the set
We have from the continuity of h with respect to t and the definition of t^ that (2.1a) Sup h(x,t ) = 0.
X£.[a,b] 1
Hence there is a point x^ £ [a,b] such that h(x^,t^) = 0.
To show that x^ ^ a, suppose x^ = a. Then
Since h is of class C we have by application of the mean value theorem that h(x,t2_) > 0 for some x > a in contradic tion to (2.1a). By analogous reasoning x^ ^ b, hence x^ £.(a,b). For fixed t = t^, h(x,t2) is a function of x only; hence it attains an interior maximum at a point x = X]_.
Therefore we can conclude:
Inequality (2.5) follows from the fact that h(x,t) is of class C and that h(x2,t) < 0 for t < tj. By hypothesis vii-a we have 
If we use (2.2), (2.3), (2.4) and the fact that F is a non-
decreasing function of its last argument, as is assured by condition vi), we have
The inequalities (2.6) and (2.7) imply that
If the set S is non-empty, then it has a gib t^ > 0 and at the point (xi,^^) we have both (2.5) and (2.8) holding, a contradiction. So the set S does not have a gib and we conclude that S is empty and the lemma as modified holds.
Part 2. We assume the hypotheses i through vii of Lemma 1
hold. Again we deny the conclusion. Then there exists a t2_ £ and an xj 6 (a,b) such that
We define a function w(X;t) by
where ^ > 0 and n > 2. (Both will be specified later.)
We have
Since F is of class C'., it follows that
and C> 0 is sufficiently small. Let
We now choose n so that [^/(n-l)] + [l/ft^ + 1)]>0, or n > -^(t^+l) + 1. With this value for n, inequality (2. w^(a,\) = v^(a,X)
if £ is sufficiently small. Here M is an upper bound for |f'{ . Similarly we can see that the inequality
can also be satisfied for £. sufficiently small. We now . select for & > 0 a value sufficiently small so that inequali ties (2.10), (2.12), (2.13) hold and also so that
We note that there is a positive value of £• satisfying inequality (2.14) since the left side is the minimum of a continuous positive function on a closed interval. Thus we have from (2.10) and hypothesis vii), Proof; Assume the hypotheses hold. We must show that given and £ > 0 there is a S > 0 such that
X£[a,b]
Let 6> 0 be given. Select a number \ S-CX^jX') such that
and a number \ &(X'such that
We define a number $ by Proof; The proof consists of several parts but only one will be given in detail since they are.all quite similar.
We assume the hypotheses hold. Since condition (3.10)
requires that Fy has the same sign for all x £. We first show that given any t> 0 and any Y'^B there exists a T' > 0 such that
We bound u(^,x,t) from above and then show the bound can be decreased as t increases until it is within i. of v(x,\'). We now define three positive numbers and by We now define a positive number ix^_ by
Let H(X) be a function defined for K £such that for all h < H(>v) we have where S > 0 will be specified later. We have, since P is of class C , 
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Let us now assign a positive value to i , sufficiently small so inequality (3.18) holds and also so that We are able to modify the hypotheses of Tlneorems 3a and 3b in the same manner as we did for Theorem 2. That is, condition iv may be replaced by either (3.25^) or (3.26).
IV. EXAMPLES I 'i
Example 1
McNabb (6 ) He also showed that the solution is unstable if inequalities (4^^) are reversed.
We consider PDE (4^1) together with the boundary condi tions (4.5) u^(a,t) = f^fu) and u^(b,t) = fgfu) for all t > 0.
We note that if the family (4.3) satisfies conditions ii,
iii and iv of Theorem 1 then v(x,K') is a stable steady-state solution. In fact it is asymptotically stable since Equation u^(l,t) = fi(u) and u^(2,t) = f2(u).
The ODE
has as a one parameter family of solutions 2,a) ).
The substitution of (4.l4) into (4,6) yields
The general solution of (4,16) is
and therefore is a solution of (4.11). We suppose the functions f^ and f^ are such that Given any function ^ (x) we may select values and C2 for C in Equation (4.17) so that
Since ^^(x^t), ^^(Xjt) and u(^^,x,t) are all solutions of (4.6) it follows by Lemma 1 that 52(x,t)<u(/y,x,t)<82(x;t) for all x£-[a,b] and t > 0.
Both 8^ and 82 go to zero as t goes to infinity so we see that the identically zero solution is asymptotically stable.
3^
Note that if inequalities (^.18) or (^.19) hold for all u then the Region of asymptotic stability is the point set
We also see that we are able to obtain upper and lower bounds on the function at any time t. We have no way of knowing how good the bounds are. replaced by the stronger condition vi-a. Deny the conclusion.
Define a function h(x,t) by h(x,t) = v(x,t) -u(x,t).
Let t^ be the gib of the set S = [t [ h(X;t) > 0 for some x&G^ .
We have from the continuity of h with respect to t and the definition of t^ that Since (A.5) and (A.6) cannot both hold we conclude that the set S is empty.
To complete the proof it is necessary to show that (A.'+)
holds. We define two matrices A = (F" ) and B = (r. . -su.). Pij ij ij If C = AB then we see that the left hand side of (A.4) is just the trace of C, so we need to show that the trace of C is non-negative. To accomplish this we first note that the trace of a matrix is invariant under a similarity transforma tion. This follows from the invariance of the characteristic equation of a matrix under a similarity transformation ( 9) and the fact that the trace is just the coefficient of the sij n-l power of x in the characteristic equation. Let P be a nonsingular matrix such that P"^AP is a diagonal matrix.
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Both of the matrices P AP and P BP have nonnegative diago nal elements since both A and B are positive semidefinite.
The diagonal elements of P~^CP-= P"^APP~^BP are products of the diagonal elements of P"^AP and P"^BP and thus are nonnegative. Hence the trace of P~^CP, and therefore the trace of C, is nonnegative.
