Abstract. We are interested in the question of how much the order of a nonstandard model of PA can determine the model. In particular, for a model M , we want to find a "minimal" set of pairs of non-standard elements (a, b) such that the linear orders {x : x < a} and {x : x < b} are isomorphic. It is proved that this set includes all pairs (a, b) satisfying the condition: there is an element c such that for all standard n, c n < a, c n < b, a < bc and b < ac. We prove that this is optimal, because if ♦ ℵ 1 holds, then there is M of cardinality ℵ 1 for which we get equality. § 0. Introduction Let M be a model of Peano Arithmetic (PA). For an a ∈ M , by M <a we denote the set {c ∈ M : M |= c < a} with the inherited linear order. For any pair (a, b) of non-standard elements of M , let ( * ) M,a,b be the condition (M <a , < M ) ∼ = (M <b , < M ). We will also consider ( * ) Looking recently at models of PA, we wonder:
§ 1. Somewhat rigid order
We define (in 1.2) some equivalence relations E Remark 1.8. 1) We have not said "by the same isomorphism".
2) The assumption is too strong to be true but it makes sense for weaker versions of PA, see 4.5 and part of the proof serves as proof to 2.7 so indirectly serves 2.6. Question 1.9. Are M 1 , M 2 isomorphic when (the main case is ℓ = 3):
(a) M 1 , M 2 are isomorphic as linear orders (b) M 1 is ℓ-o.r. Remark 1.10. In 1.9, it is less desirable but we may consider adding that also M 2 is o.r.
Proof. Proof of 1.7
Easily by 1.4(1) [Why? For ℓ = 1, 2, as M ℓ is a model of PA it follows that (M <c ℓ , < M ) is isomorphic to (M <a , < M ) × (M <b , < M ) ordered lexicographically. Hence ((M 1 ) <c1 , < M ) = (M <c1 , < M ) and ((M 2 ) <c2 , < M ) = (M <c2 , < M ) are isomorphic (and trivially c 1 , c 2 / ∈ N) hence by "M 1 is 2-o.r." we have c 1 E [Why? As PA ⊢ 2 x 2 y = 2 x+y .]
⊛ 3 if ℓ = 1, 2 and a, b ∈ M 1 \N then (a) aE
[Why? Look at the definitions and do basic arithmetic.]
⊛ 4 there is an order isomorphism h from X 1 onto X 2 such that (a) h↾{(2 n ) N : n ∈ N} is the identity
[Why? By ( * ) 8 + ( * ) 6 .]
[Why? By ⊛ 3 and ⊛ 4 and the definition of E
[Why? If a 1 ∈ N or b 1 ∈ N the conclusion follows easily so we assume
-equivalent hence together with the previous paragraph by ( * ) 6 they are
So by ⊛ 4 + ⊛ 6 (b) we are done. 1.7 We have used Observation 1.11. Assume a ∈ M \N 1) a + n : n ∈ N is increasing and cofinal in a/E 0 M . 2) a − n : n ∈ N is decreasing and unbounded from below in a/E 0 M . 3) n × a : n ∈ N is increasing and cofinal in a/E 2 M . 4) Moreover min{b : n × M b ≥ a} : n ∈ N} is decreasing and unbounded from below in a/E 2 M . 5) Moreover for some b, 2 b ≤ a < 2 b+1 hence we can use in (3),(4) the sequence 2 b+n : n ∈ N , 2 b−n : n ∈ N .
Proof. 1) See ( * ) 5 in the proof of 1.7. 2) Similar proof.
1.12 § 2. More for E
M
Here we say more on the equivalence relations E ℓ M . In 2.1 we deal with basic properties: when E ℓ µ ⊆ E ℓ+1 µ , when ℓ-o.r. implies (ℓ + 1)-o.r., preservation under + and ×. We also prove one half of our answer to ?? that is in 2.4 we prove a 1 E 3 M b implies a 1 E 5 µ a 2 . Concerning the weak form of uniqueness of the additive structure in Theorem 2.6 we prove e.g. if M 1 , M 2 are order isomorphic and M 1 is 3-o.r. then M 1 ↾{<, +}, M 2 ↾{<, +} are almost isomorphic (i.e. the "error" in + is finite) but not necessarily by the same isomorphism. We end (in 2.9) that a/E 4 µ is divided by E 3
µ } is naturally ordered, is isomorphic to a subset of R, even one which is an additive subgroup (a "translation" of the product in M ). 
Second, assume ℓ = 2, so by the assumption, for k = 1, 2 there is
Third, assume ℓ = 1, 3; without loss of generality a 1 < M b 1 and as E ℓ M is convex (see 1.4(1)) without loss of generality
Fourth, the case ℓ = 4 is easy, too. Fifth, assume ℓ = 5 and f k is an order-automorphism of M mapping a k to b k for k = 1, 2. Define a function f from M to M by
3) First, assume ℓ = 2 and for k = 1, 2 let n k witness a k E 2 M b k and choose n = n 1 n 2 noting that n 1 , n 2 > 0 by Definition 1.2(c).
The proof for ℓ = 3 is easy, too. For ℓ = 4 by the convexity of E 4 M without loss of generality a 1 ≤ a 2 , b 1 ≤ b 2 and so there are n, m ∈ N such that a 2 ≤ a
there is an order isomorphism h k from M <a k ×M <b k onto M <c k and let f k be an order automorphism of M mapping a k to b k . Combining there is an order-isomorphism g 1 from M <c1 onto M <c2 and let g be the order automorphism of M such that g extends g 1 and
For ℓ = 6 it follows in the proof of part (3). 5) By the definition of m-o.r. and part (1).
2.1
We define an equivalence relation E on M \N:
Clearly E is a convex equivalence relation. We choose a set X of representatives for E such that 0, a 1 , a 2 ∈ X, can be done as 0+c n = c n < a 1 and c n +a 1 < 2×a 1 < a 2 for any n ∈ N. Note
[Why? As we have
Now we define a function f from M into M as follows:
Note that f is well defined and is one-to-one order preserving and onto M by ( * ) 4 . As f (a 2 ) = c × a 1 = a 2 we have a 1 Ea 2 so we are done.
2.4
Comparing with ( * ) 7 of the proof of 1.7
Observation 2.5. 1) For any a ∈ M \N we have:
(a) the sequence ⌊a
is an increasing sequence included in {b : b < a ′ for every a ′ ∈ a/E 3 M } and unbounded from above in it.
2) For a ∈ M \N we have:
M2 , e.g. as in the conclusion of part (1) and f maps E
Proof. 1) By the assumption and by 2.4 respectively
Easily by 1.4(1)
Without loss of generality
[Why? By the definition of
[Why? Similarly to ( * ) 5 , i.e. by 1.12(2).]
[Why? Let a, b ∈ M \N be given. For ℓ = 1, 2 and n ∈ N let a ℓ,n be such that M ℓ |= "a n = a ℓ,n ". First, assume aE 4 M2 b and without loss of generality a < b. So for some n ∈ N we have M 2 |= "a < b < a n " so M 2 |= "a < b < a 2,n ". Also a 1,n E 3 M1 a 2,n by ( * ) 6 so by 2.1(1) we have a 1,n E 4 M1 a 2,n hence for some m,
M2 b) and without loss of generality a < M b. So for every n ∈ N, a 2,n < M b and by ( * ) 6 we have a 2,n E 3 M1 a 1,n hence a 1,n /E 3 M1 has a member < b, and so in particular a 1,n+1 /E 3 M1 has a member < b, but a 1,n /E 3 M1 is below a 1,n+1 /E 3 M1 (just think on the definitions) so a 1,n < M b. As this holds for every n ∈ N we conclude ¬(aE
M1 a 2 which implies (by M 1 being 3-o.r. which we are assuming) a 1 E 3 M1 a 2 . Second, assume ¬(a 1 E 3 M2 a 2 ) and without loss of generality a 1 < M a 2 . As M 2 |= PA, for some c ∈ M we have M 2 |= "ca 1 ≤ a 2 < (c + 1)a 2 " so by the previous sentence c / ∈ I 2 a1 hence by ( * ) 9 also c / ∈ I 1 a1 . By ( * ) 5 we have (c
M1 is smaller or equal to a 2 /E 3 M1 so for some a 3 ∈ a 2 /E 3 M1 we have c × M1 a 1 < a 3 . As c / ∈ I 1 a1 this implies a 1 , a 3 are not E 3 M1 -equivalent, so by the choice of a 3 also ¬(a 1 E 3 M1 a 2 ), so we are done proving ( * ) 10 .]
Hence by ( * ) 7 + ( * ) 10 part (1) holds. 2),3) By part (1) and 2.7 below for the function x → 2 2 x , and the equivalence relation E 4 M .
2.6
Claim 2.7. The models M 1 , M 2 are almost {<, +}-isomorphic when
has the order type of Z and is unbounded from below and from above in Y , for k = 1, 2, of course
Proof. As in the proof of 1.7.
2.7
Claim 2.8. Assume h is an order-isomorphism from M 1 onto M 2 and M 1 is 4-o.r.
Without loss of generality h is the identity and let
Proof. Implicit in the proof in §3.
2.10
Remark 2.10. So the "distance" between E 
Definition 3.3. Let AP = AP λ be the set of a such that
Γ is a set of ≤ λ of types over M (e) each p ∈ Γ has the form {a p,α < x < b p,α : α < λ} where α < β ⇒ M |= a p,α < a p,β < b p,β < b p,α (f ) M omits every p ∈ Γ.
Definition 3.4. 1) ≤ AP is the following two-place relation on AP:
Claim 3.5. 1) ≤ AP is a partial order of AP.
2) If a α : α < δ is ≤ AP -increasing, δ a limit ordinal < λ + then a δ = ∪{a α : α < δ} is defined by M a δ = ∪{M aα : α < δ}, Γ a δ = ∪{Γ aα : α < δ} is a ≤ AP -lub of a α : α < δ . 3) Assume λ = λ <λ > ℵ 0 . If a ∈ AP then there is b such that a ≤ AP b and M b is saturated (of cardinality λ).
Proof. Easy.
3.5
Main Claim 3.6. 1) If (A) then (B) where:
for n ∈ N and a * , b * are not E 
Remark 3.7. 1) We use a * , b * , c * as they are constant during the proof of 3.6, and we like to let a, a i , etc. be free to denote other things.
2) Below in the Discussion 3.8 we try to explain the proof of 3.6; of course, it cannot be fully digested per se, but the reader can try to look at it from time to time, particularly when you lose track in the proof, hopefully this will help.
Proof. Stage A: Let
Ma as the set of σ(x 0 , . . . , x k−1 ) = σ(x 0 , . . . , x k−1 ,ā) such that σ(x,ȳ) is a definable function in M a andā ∈ ℓg(ȳ) (M a ) and k ∈ N, we may omit k when it is 1 and so may write σ(x,ȳ) and σ(x)
We define P, it will serve as a set of approximations to tp(c * , M a , M b ), as follows:
⊞ 2 the quasi-order P is defined by:
(a) a member of P is a pairφ = (ϕ 1 , ϕ 2 ) such that:
Note that (ϕ 1 (x,ā), ϕ 2 (x,ā 2 )) ∈ P is not definable in M a mainly because of (a)(γ) of ⊞ 2 . Obviously observe 2 the |ϕ(Ma)| and log 2 has natural meaning; of course we can translate it to a formula in
⊞ 3 ifφ ∈ P and ϕ(x) ∈ Φ then for some t ∈ {0, 1} we have (ϕ 1 (x) ∧ ϕ(x) t , ϕ 2 (x)) ∈ P (and is ≤ P -aboveφ; recall that ϕ t is ϕ is t = 1 and is ¬ϕ if t = 0).
). So clearly we are done proving ⊞ 3 .]
We arrive at a major point: how to continue to omit members of Γ a ⊞ 4 ifφ ∈ P, σ(x) ∈ Σ a and p(x) ∈ Γ a then for someφ ′ and n we have (a)φ ≤φ
The rest of this stage is dedicated to proving this. We use a "wedge question".
Case 2: Not case 1. So
Clearly there is a minimal
So one of the following cases occurs:
). So we are done proving ⊞ 4 .
Stage C:
How do we omit the new type? I.e. c * will realize a type to whichφ ∈ P is an approximation and we have to omit the relevant type from clause (B)(c) of the Claim.
This stage is dedicated to proving the relevant statement:
By ⊞ 3 without loss of generality ϕ ′′ (x) ⊢ "x < e" or ϕ ′′ (x) ⊢ "e ≤ x" so we can choose (a 1 , a 2 ) as (0, d) or as (d, a * ). So we are done.]
So we can assume ( * ) 5.1 does not apply. Hence it is natural to deduce (can replace 1 8 by any fixed ε > 0). ( * ) 5.2 Without loss of generality for noφ ′ ∈ Φ do we haveφ ≤φ ′ and
[Why? We try to chooseφ n by induction on n ∈ N such thatφ n ∈ P,φ 0 = ϕ,φ n ≤φ n+1 and ξ(ϕ
. So for some n we have ξ(ϕ n 1 )/ξ(ϕ ′ 2 ) > 2 and we can apply ( * ) 5.1 , contradiction. Butφ 0 is well defined, hence for some n,φ n is well defined but we cannot chooseφ n+1 . Nowφ n is as required in ( * ) 5.2 .] ( * ) 5.3 if a 1 < a 2 are from ϕ 1 (M ), so
[Why? Just think.] So from now on we assume that there are no a 1 , a 2 as in ( * ) 5.3 . Let ( * ) 5.4 (a) k * ∈ N\{0} be large enough such that (ξ(ϕ 1 ) − ξ(ϕ 2 ))/ξ(ϕ 2 ) > 2/k * (b) let n(1) ∈ N be large enough such that:
So by our assumptions (for clause (b) use "( * ) 5.3 does not apply") we have
It is well known that for a linear order, for any finite family of intervals, their intersection is non-empty iff the intersection of any two is non-empty. Now a version of this can be proved in PA hence ( * ) 5.8 for some σ(
.10 in M a we can define an increasing sequence a 1,i : i < i( * ) , so i( * ) ∈ M a such that • a 1,0 = 0, a 1,i( * ) = a * • a 1,i+1 = min{a : ϕ 1 (a) and a 1,i < a and The solution is via clause (δ), which tells us that in part (1),(2) of the discussion, ξ(ϕ 1 ) > ξ(ϕ 2 ) is a real substitute, see clause (d) in part (2). 4) Why clause (γ) in ⊞ 2 (a), defining P? Otherwise ϕ 2 (−) may be irrelevant to the type we like to omit, so impossible. 5) By such approximations, i.e. member of P, (A) why can we arrive to a complete type?
Answer: As if we divide ϕ 1 to two sets at least one has the same ξ(−):
(B) why can we continue to omit p(x) ∈ Γ a ? Answer: As if σ(−) is a definable (in M a ) function with domain ϕ 1 let d * be maximal such that |{a ∈ ϕ 1 (M ) : σ(a) < d * }| ≤ 1 2 |ϕ 2 (M )|, i.e. is in the middle in the right sense.
If σ −1 {d * } is large enough we easily finish; otherwise for some n we have
) elements (C) why can guarantee that such σ(x) does not realize the forbidden new type?
Answer: This is a major point. If ξ(ϕ 1 ) > 2ξ(ϕ 2 ) this is easy (as in the case we use ¬a * E 4 M b * ) and if for some a 1 < a 2 we have ξ(ϕ
and we let ϕ ′′ 2 (x) := (ϕ 2 ∧ F (a 1 ) ≤ x < F (a 2 )) we are done, so assume there are no such a 1 , a 2 .
We consider two possible reasons for the "failure" of a suggested pair (a 1 , a 2 ). One reason is that maybe the length of the interval [F (a 1 ), F (a 2 )) of ϕ 2 (M 1 ) is too large. The second is that it is small enough but σ(−) maps the large majority of F (a 2 ) ). In the second version we can define a version of it's property satisfied by (a 1 , a 2 , F (a 1 ), F (a 2 )). So we have enough intervals of pseudo second kind (pseudo means using the definable version of the property). So dividing ϕ 1 (M ) to convex subsets of equal (suitable) size (essentially a ξ(ϕ2) * , ζ ∈ R >0 small enough) by a i : i < i( * ) we have: for some such interval [a i , a i+1 ) there are b 1 , b 2 as above. For those for which we cannot define (F (a 1 ), F (a 2 )) we can define it up to a good approximation. If there are enough, (this may include "pseudo cases" in respect to F ) we can replace ϕ 1 (M ) by ϕ ′ 1 (M ) = {a i : i < i( * )} and ϕ ′ 2 (−) defined by the function above.
So |ϕ
But we are over-compensating so we decrease ϕ 2 (x) to ϕ ′ 2 (x) which is quite closed to {F (a i ) : [a i , a i+1 ) is of the pseudo second kind} and ξ(ϕ ′ 2 ) is essentially ξ(ϕ 2 ) − ξ(ϕ 2 ) + ζ ∼ ζ. So both lose similarly in the ξ(−) measure but now, if we have arranged the numbers correctly ξ(ϕ Proof. Without loss of generality M has universe a countable ordinal. As we are assuming ♦ ℵ1 , we choose F α a partial function from α to α for α < ℵ 1 , i.e. F = F α , α < ℵ 1 such that for every partial function F : ℵ 1 → ℵ 1 , for stationarily many countable limit ordinals δ we have F δ = F ↾δ.
We now choose a α ∈ AP ℵ0 by induction on α < ℵ 1 such that
, δ is a countable limit ordinal, M a δ has universe δ and for some a δ , b δ the tuple (a δ , a δ , b δ , F δ ) satisfies the assumptions of 3.6 on (a, a * , b * , F ), they are necessarily unique (see 3.6(A)(c)), then a δ+1 satisfies its conclusion (for some c δ ).
Why can we carry the induction? For α = 0 recall clause (a). For α = 1, as Γ a0 = ∅ let M a1 be a countable model such that M = M a0 ≺ M a1 , M = M a1 and without loss of generality the universe of M a1 is a countable ordinal.
Lastly, let Γ a1 = ∅.
For α a limit ordinal use 3.5(2), i.e. choose the union, this is obvious. For α = β + 1, if clause (c) apply use Claim 3.6. For α = β + 1 > 1 when clause (c) does not apply, this is easier than 3.6 (or choose (a * , h * , F ) such that (a β , a * , b * , F ) are as in the assumption 3.6, this is possible because M a β is non-standard, see the case α = 1, and note that a, b ∈ M a β \N ⇒ aE 5 Ma b because M a is countable; so we can use 3.6). Having carried the induction let N = ∪{M aα : α < ℵ 1 }. Clearly N is a model of T of cardinality ℵ 1 . We know that E Without loss of generality b * < a * and let F be an order-isomorphism from N <a * onto N <b * . So S = {δ : F ↾δ = F δ } is stationary and E = {δ : a * , b * ∈ M a δ , M a δ has universe δ and F maps M a δ <a * onto M a δ <b * } is a club of ℵ 1 . Choose δ ∈ S ∩E and use the choice of a δ+1 , i.e. clause (c) to get a contradiction.
3.9 We may wonder what is the weakest version of PA needed in the various results so below we define some variants and then remark when they suffice. But say when we add the function 2
x , we prefer to add to the vocabulary a new function symbol and the relevant axioms (rather than an axiom stating that some definition of it has those properties). So we shall comment what version of PA is needed in the results of §1, §2. Definition 4.2. We define the first order theories PA ℓ for ℓ ∈ {−1, . . . , −4} and let PA com ℓ be the set of completions of PA ℓ . Let PA ℓ consist of the following first order sentences in the vocabulary {0, 1, < , +, ×} of N:
(a) for ℓ ≤ 4, the obvious axioms of addition and product and order (b) if ℓ ≤ 3 we also add division with remainder by any n ∈ N (c) if ℓ ≤ 2 also add division with remainder (d) if ℓ ≤ 1, we add a unary function F 2 written 2 x with the obvious axioms for x → 2 x , including (∀x)(∃y)(2 y ≤ x < 2 y+1 ).
