When a student explains a biological phenomenon, does the answer reflect only the product of retrieving knowledge or does it also reflect a dynamic process of constructing knowledge? To gain insight into students' dynamic knowledge, we leveraged three analytic frameworks-structures-behaviors-functions (SBF), mental models (MM), and conceptual dynamics (CD). To assess the stability of student knowledge, we asked undergraduate students to explain the same physiological phenomenon three times-once verbally, once after drawing, and once after interpreting a diagram. The SBF analysis illustrated fine-grained dynamic knowledge between tasks. The MM analysis suggested global stability between tasks. The CD analysis demonstrated local instability within tasks. The first two analyses call attention to differences between students' knowledge about the parts of systems and their organization. The CD analysis, however, calls attention to similar learning mechanisms that operate differently vis-à-vis external representations. Students with different mental models deliberated localization or where to locate the structures and mechanisms that mediate physiological responses, but students made these deliberations during different tasks and arrived at different conclusions. These results demonstrate the utility of incorporating dynamic approaches to complement other analytic approaches and motivate future research agendas in biology education research.
INTRODUCTION
When a student responds to a question on an exam, does the answer reflect only a product of retrieving knowledge or does it also reflect a process of constructing knowledge? We contend that the answer to this question matters for biology education research (BER), because treating knowledge as a product risks missing the dynamic mechanisms of people's thinking and learning (diSessa, 2002) . Attending to biology students' dynamic knowledge affords us the opportunity to identify the conditions that engender students' productive thinking and disciplinary engagement.
Students' dynamic knowledge poses a problem for assessment. How do we know what our students know? To make any assessment, we must select a mode. But assessment modes are theory laden-a model of student learning in a domain should inform assessment design (Pellegrino, 2012) . For example, if we assume that students either do or do not know a given fact, we might choose to measure students' knowledge once. This, in turn, may reinforce a static and binary conclusion. Other modes that invite iterative or dynamic assessment, however, encourage us to consider the variability in student knowledge and when and how students rely on variable knowledge across assessment contexts. Modes such as clinical interviews open windows into the instability of students' knowledge . In interviews and related contexts, students present conflicting ideas, change their minds, and express doubt. In short, assessment modes that capture moment-to-moment thinking support efforts to capture students' dynamic knowledge.
We call attention to the mode of assessment, because part of the solution to the assessment problem involves aligning our modes of assessment with the core assumptions of our analytic frameworks. This point matters, because recent dialogue in BER highlights disagreement regarding how assessments of student knowledge (Maskiewicz and Lineback, 2013; Leonard et al., 2014) and its dynamic properties (Gouvea and Simon, 2018) suggest different theoretical models of student knowledge. We aim to add to this conversation by illustrating the importance of coordinating particular data sources with particular analytic frameworks. Data sources differ in their capacity to capture the various facets of student knowledge. Therefore, we must align our analytic frameworks and data sources with the problems we seek to address in our research. Attention to this alignment supports investigators in gaining traction on research problems and extending, testing, or modifying theoretical claims regarding student knowledge. We intend to illustrate this point by applying multiple analytic frameworks-structures-behaviors-functions (SBF), mental models (MM), and conceptual dynamics (CD)-to a single qualitative data set.
To Assess Student Knowledge, Frameworks and Data Sources Must Coordinate When we assess a student's knowledge, we must observe some action taken by the student. Student knowledge consists of at least five observable properties: determinacy, coherence, context dependence, malleability, and variability (Scherr, 2007) . "Determinacy" refers to truth value. "Coherence" refers to the internal agreement within student knowledge. Context dependence refers to the reliability or flexibility of knowledge (i.e., how students use the same knowledge across different representations, social interactions, and education settings). "Malleability" refers to the ease whereby students change knowledge in response to instruction. Finally, "variability" refers to stability.
Though distinct, these properties interrelate. For instance, if a student makes an inaccurate statement (determinacy), an instructor may point to different claims (variability) made previously by the student that conflict (coherence). The instructor may then introduce a curricular resource, such as a graph or instructional video, and assess whether and how the student's knowledge changes (malleability). Next, the instructor may assess whether the student continues to use the same knowledge repeatedly and under different conditions (context dependence). In such a case, the instructor may use a variety of assessment modes and frameworks. A savvy instructor might foster class discussion to generate a variety of knowledge at the group level and then leverage that diversity of knowledge to prompt individual students to search for coherence. Thus, the instructor might first frame learning as social activity but then later frame learning as an individual action.
This pedagogical example illustrates a point that extends to educational research, wherein additional concern must be given to the alignment between analytic frameworks and data sources. Although most frameworks possess the capacity to capture all five facets of knowledge, they do not do so with equal ease. If a researcher tacitly assumes that student knowledge is static, then he or she might assess students once and select an analytic framework that reinforces that stance. A single assessment may detect determinacy, but it will fail to detect other facets of knowledge, such as context dependence, malleability, and variability, because the single measurement occasion prohibits varying contextual factors, lacks a preinstructional assessment, and collects one final response but no process. These limitations hamper researchers and educators from gaining insight into multiple dimensions of student knowledge-especially variability.
In the present investigation, we concern ourselves most with variability. When a student's ideas shift spontaneously or else with little prompting during talk, they demonstrate instability. The desire to detect shifts demands a data source that affords insight into how students construct knowledge from moment to moment as a student thinks and learns with curricular resources. Video and audio data derived from clinical interviews remain a common and useful source for meeting such goals (Derry et al., 2010) . Video and audio data from interviews capture students' dynamic knowledge, because they possess a time course that affords students the opportunity to construct and modify claims and because an interview creates a history of dialogue that allows conflicting ideas (coherence) to emerge across tasks (context dependence) and change in response to instruction (malleability).
Disciplinary Learning: Is That Your Final Answer?
Here, we introduce spinal reflexes as a disciplinary context for investigating the stability of students' knowledge. Reflexes are modeled as control loops (see Figure 1 ). Although they follow predictable sequences, they possess complexity due to their many interacting parts that span multiple levels of organization (e.g., molecules, cells, circuits), include multiple systems (e.g., nervous and muscular systems), and occur over different temporal scales (Michael et al., 2017) . The knee-jerk response can be elicited when a person receives a strike to the patellar tendon. After the strike occurs, the person's leg will "jerk" (i.e., kick).
The overall reflex can be modeled as consisting of three modules: detection and afferent relay, central nervous system integration, and efferent relay and response (Silverthorn, 2019) . Critical to the canonical model sought by instructors, an explanation includes the organization of neural circuitry located in the spinal cord. The signals should be propagated to both the quadriceps to excite it and the hamstrings to inhibit it-this mechanism is crucial, because it coordinates the musculature to balance and protect the person. In sum, the complete explanation includes how the initial relaxed state and the final kick response are mediated by neurons, their connections, and their interactions.
To illustrate the assessment problem in context, consider a physiology student who says, "Reflexes control movement." What does such a statement demonstrate about this student's knowledge? Because this statement underspecifies the mechanism, a physiology instructor might be left wondering whether the student refers to spinal reflexes and neural circuits, what "control" means, and how reflexes control movement. For example, the student's use of "control" could refer to voluntary or involuntary action, and depending on the case, the control could occur in different locations in the central nervous system.
A follow-up question provides not only an assessment opportunity but also a learning opportunity-the student may demonstrate dynamic knowledge by constructing a novel explanation that cues and reorganizes other knowledge. Imagine that we invite the student to elaborate. The student then says, "Reflexes just happen. We do not have conscious control over them so they are involuntary." By asking the student to elaborate upon the first answer, we learned something about the variability of the students' knowledge that we would have otherwise missed with a single question. Moreover, without the prompting, the student might not have known to characterize volition in such contexts, but perhaps that has now changed. The change may prompt the reorganization of other knowledge stated previously or subsequently. Other concerns might motivate us to inquire further still, but by providing an opportunity to elaborate, we obtained evidence that the student associates reflexes with involuntary not voluntary actions.
Yet adding more assessment items does not solve the assessment problem. It highlights it. Is the final answer the best representation of this student's knowledge? That depends on the goals of the assessment. If a researcher aims to gain insight into what answers mean to students and how students evaluate the meaning and accuracy of their own answers, then our methods demand assessments that afford students opportunities to elaborate and revise. Gaining insight into how students present knowledge from moment to moment will enrich the current dialogue surrounding the future aims of BER in general (Dolan, 2015) and theorizing about the dynamic nature of student knowledge in particular (Gouvea and Simon, 2018) . Because our present aim is to assess instability in student knowledge, we contend that there is no single "best" answer. We want to observe how students construct different varieties of knowledge, and that demands attention to the dynamics of thinking from moment to moment and across situations.
Multiple Frameworks in BER: Problems and Solutions
We began by discussing the assumption that student knowledge is dynamic, not static. This contention reflects one facet of a theoretical debate regarding the organization of student knowledge and mechanisms of conceptual change. In the history of the learning sciences (e.g., Smith et al., 1994) , and more recently in BER (Maskiewicz and Lineback, 2013; Leonard et al., 2014) , scholars have continued to address this theoretical prob-lem by debating its intricacies. We chose to not recapitulate them here. Instead, we aim to illustrate how leveraging more than one framework brings such theoretical problems into relief.
Multiple frameworks exist because of the complexity of knowledge. Selecting one framework over the others means that some potentially valuable "signal" will become lost among the "noise." With the recent surge in BER (Lo et al., 2019) , reflecting upon the trade-offs between frameworks contributes to our field's intellectual growth as we cross-pollinate with other areas of education and social science. We may therefore borrow from fields that experienced similar growing pains. For example, one way the learning sciences have addressed the challenge of studying knowledge is by identifying strategies for coordinating multiple frameworks (diSessa et al., 2016) . These include strategies such as "competing," "macro-and microcomplementing," "influencing," "synergizing," and "fusing" (diSessa et al., 2016, pp. 3-6) . This list offers us a set of strategies for thinking about how multiple frameworks could generate innovative research programs that continue the reflective discourse established by Dolan (2015) and Lo et al. (2019) and the conversations began by Gouvea and Simon (2018) , Leonard et al. (2014) , and Maskiewicz and Lineback (2013) that concern student knowledge.
To begin to gain traction on the problem of assessing students' dynamic knowledge, we selected "microcomplement," because we aim to illustrate how different frameworks afford different and sometimes complementary insights into student knowledge.
HOW MULTIPLE FRAMEWORKS PROVIDE COMPLEMENTARY INSIGHT WHEN ASSESSING STUDENT KNOWLEDGE
We selected three frameworks-SBF, MM, and CD-that hold value for BER. We aim to provide an empirical case that illustrates how latent theoretical assumptions residing within different analytic frameworks may complement or constrain FIGURE 1. Schematic of systems-level control loops in physiology. Many systems-level physiological phenomena, like the common knee-jerk response, must be detected by sensory receptor cells, sent to integrating structures where many cells connect to each other, and then relayed to effector cells such as muscle fibers.
claims regarding the stability of student knowledge and how it is organized and used (see Table 1 ).
SBF Frameworks Emphasize Features of Disciplinary Content Knowledge
The SBF framework emerged from computer science (Vattam et al., 2011) , and thus it uses symbolic arguments to model student knowledge as data structures. Students' knowledge of a system is "binned" into one of the three a priori categories. "Structures" refer to physical entities or the things in a system. The "behaviors" refer to the mechanisms or the interactions between the entities. Finally, "functions" refer to the purpose of the structures and mechanisms (Hmelo-Silver et al., 2007) . Many biological systems lend themselves well to this framework. For example, structures (like the heart) engaging in behaviors (such as pumping blood) serve functions (like delivering nutrients to tissues).
The SBF framework points to certain properties of knowledge structures more readily than others. Propositional knowledge describes the general syntax modeled by this framework. It lends itself to declarative knowledge stated verbally or inscribed explicitly by students. Thus, one way that scholars have leveraged the SBF framework is as an analytic tool that provides a "representation" to decompose and characterize systems and student knowledge of said systems (Hmelo-Silver et al., 2007) . The framework supports researchers in cataloguing student knowledge by binning their statements or inscriptions within prespecified terminology determined by a canonical model. Its primary affordance therefore involves assessing the determinacy of student knowledge. This affordance for assessing the stability of student knowledge stems from the fact that the framework offers categories of a relatively small grain size (e.g., sometimes just one word). As a consequence, an iterative assessment offers opportunities to assess what features appear and vanish as students complete disciplinary tasks.
The SBF framework offers a representation for describing students' knowledge of biological systems. By specifying "structures, behaviors, and functions," the representation classifies small-grained declarative knowledge explicitly. This point does not hold for the MM framework.
MM Frameworks Emphasize the Global and Relational
Structure of Knowledge Here a "model" refers to a mental representation of something (Johnson-Laird, 1980 )-be it a system, phenomenon, or object. Mental models refer to knowledge structures larger and more systemic than single propositional statements. Moreover, all of the knowledge that comprises a model does not exist in explicit form (Norman, 1983) . Therefore, we adopt a classic cognitive science perspective that does not assume the stability of mental models a priori (cf. Norman, 1983) . We additionally concern ourselves with attending to characteristics of different varieties of students' models. By adopting these assumptions, we position our investigation to capture any context dependence or dynamic aspects of students' mental models. The classic perspective, similar to the SBF framework, is rooted in the computer metaphor and thus may tacitly assume static knowledge storage and simple retrieval of it. We, however, adopt the assumption that students assemble a mental model with a core structure but allow that they might shift to a new core structure .
The primary affordance of the MM framework, then, rests in the strategy to identify the core organization of a system that students represent in their mental models. This grants insight into internal coherence. For example, students often describe the circulatory system as a single path or loop between the heart and the tissues of the body. This contradicts the canonical model by ignoring the gas exchange that occurs in the lungs and the accompanying vasculature that supports it. Such models specify distinct core structural organizations that suggest distinct mental models (Chi, 2000) . But if a student cues knowledge about the role of lungs, then he or she may spontaneously shift to a new model. Identifying the essential structural distinctions in students' mental models facilitates broad categorization. Whereas students might present great individual variability regarding knowledge of all of the various structures, behaviors, and functions that comprise a system, an MM analysis brings coherence to aggregate patterns in the sample population.
Yet this strength is also the Achilles' heel of the framework. Identifying broad patterns and labeling individual students as The computer metaphor or mind as symbol processor (sometimes tacit, i.e., analytic not a theoretical framework)
The computer metaphor or mind as symbol processor (sometimes serial or other times parallel and distributed)
The knowledge ecology or mind as a complex, dynamic, and adaptive system(s); the computer metaphor (historical underpinning) holding a single mental model comes with the trade-off of losing insight into intra-individual variability from moment to moment as students construct knowledge. Part of the path to addressing this issue involves closer attention to the sequence of how students use knowledge. As we will see next, other frameworks attempt to model the temporal dynamics of student knowledge explicitly.
CD Frameworks Emphasize the Instability of Implicit Knowledge in Use
The CD framework originates from the knowledge-in-pieces (KiP) framework (diSessa, 1988) . According to this account, the novice student's knowledge exists initially in a large collection of disconnected notions that only organize into coherent theory-like structures after years of developing disciplinary expertise. In the KiP account, the "pieces" that reorganize are called "knowledge fragments" or "elements." These elements initially represent the vast collection of implicit and intuitive knowledge that exists in a "flat" organization. Here "flat" means that it holds little hierarchical organization, nor is the organization based on theoretical principles. Multiple elements can account for a single phenomenon or a single element can account for many-contextual factors dominate how the knowledge system behaves. The CD framework's origins in the KiP approach guide researchers to attend to moments of internal contradictions or conceptual conflict. In these moments, students' dynamic knowledge may be observed and leveraged for learning. Say a student claims that a ball is falling fast. What does "fast" mean and does it always mean the same thing to a student? If we present the student with a pendulum, the student might claim that the pendulum is also moving fast. But in physics, we set the goal to have students distinguish between, say, instantaneous velocity and frequency. By encouraging students to coordinate their intuitions about motion (i.e., "fast-ness") with external representations of motions (i.e., graphs), Parnafes (2007) illustrated how conceptual conflict can prompt students to seek coherence and learn. Identifying or even cultivating instability in knowledge provides a window into variability (i.e., students' dynamic knowledge). In such moments, we gain insight into potential mechanisms of learning, because in these moments different varieties of knowledge can compete for status.
For this reason, the CD approach complements the MM approach. Whereas the MM framework calls attention to categorizing static states of knowledge, the CD approach calls attention to the dynamic production and use of knowledge in relation to specific tasks. The KiP framework seeks to understand how different varieties of knowledge interact with one another and with resources such as external representations (e.g., diagrams). Thus, the CD approach provides analytic tools that do not assume prespecified categories of expert-sanctioned disciplinary knowledge. The framework offers utility, because it specifies characteristics of student knowledge and models the dynamics of knowledge use with and without resources such as external representations. These features of the framework transform the noise in qualitative data sets into the signal and thereby complement other frameworks that might otherwise miss dynamic knowledge.
THE PRESENT INVESTIGATION
To accomplish our aims, we will present data from a one-on-one interview protocol-outside the classroom-that provides a context to evaluate the stability of knowledge in physiology students as they explain phenomena and construct and interpret disciplinary representations. Using each of the reviewed framework's core assumptions, affordances, and prior implementations (summarized in Table 1), we aim to illustrate how analyzing a data set with each framework provides insights into student knowledge, its organization, and its dynamic properties. In particular, we pose the broad guiding methodological question:
How do comparative analyses offer convergent or divergent results regarding the stability of student knowledge?
We provided students the opportunity to explain the kneejerk reflex phenomenon verbally, then again verbally after constructing a diagram, and then once more after viewing an instructional diagram. Note that assessing the stability within students' explanations as isolated events across this sequence is a useful analytic strategy, but we point out that, because students experienced the design holistically, we must also attend to stability between explanations. Thus, the design operates as a system-one that supports our efforts to answer the following discipline-specific assessment questions:
• How do the SBF, MM, and CD frameworks afford insight into students' dynamic knowledge as used vis-à-vis external representations?
°What features of the reflex arc do students attend to when explaining with and without different representational resources? °What are the characteristics of students' mental models for the knee-jerk response when explaining with and without different representational resources? °What conceptual dynamics do students present when explaining with and without different representational resources?
METHODS

Population
Students included 10 undergraduate biology majors (three males; seven females) with a standing rank of junior (1/10) or senior (9/10) at a research-intensive midwestern university. All students were enrolled concurrently and recruited from the same course, Principles of Physiology, an upper-division (i.e., junior/senior) lecture with laboratory course for biology majors.
Investigation Context
The course from which students were recruited emphasized the cellular mechanisms responsible for physiological functions and adaptations. Students were recruited inside this course and via email after completing the first exam. The first exam covered neurophysiology and basic systems analysis as applicable to physiology (i.e., system detection, integration, and signaling). The exam was held in the fifth week of class, and thus interviews were conducted between the fifth and 15th weeks of the semester. These data were collected inside an interviewing laboratory. A digital camera was used to collect audio and video data from students' speech and gesture. A smart pen (LiveScribe pen) was used to collect students' inscriptions and utterances when they explained using a drawing. All work for this study was done in accordance with an approved human studies protocol (Institutional Review Board 1510016662).
Protocol
The semistructured interview consisted of three tasks: the explanation task, the drawing task, and the interpreting task (see Appendix A in the Supplemental Material). In the explanation task, students answered the primary question of the interview protocol, "How does the knee-jerk response happen?" Note that before the interviewer asked this question, students were provided with context with a few "warm-up" questions designed to elicit domain-specific content knowledge from physiology (e.g., "When I say the word 'mechanism' in the context of physiology, what comes to mind for you?"). See Lira and Gardner (2017) for details. Follow-up questions were asked at the discretion of the interviewer to clarify ambiguous meanings and support students in articulating their knowledge in a comprehensible explanation (e.g., "What do you mean by 'it' goes? What is 'it'?") In the second task, the drawing task, students were provided the smart pen and dot matrix paper and were prompted to construct a drawing of how the knee-jerk response happens. They were informed that they could construct one or more diagrams at their discretion. Finally, students were informed that upon completing their drawing they would be given the opportunity to explain it. Follow-up questions were asked as in the explanation task.
In the third and final task, the interpretation task, students were provided with an instructional diagram in the physiology chapter from a common undergraduate biology textbook (Campbell et al., 2008) . Given the target population for this book (undergraduates) and the simplified nature of this diagram with respect to a variety of details (e.g., the number of cells for each element is far greater than is displayed) this is a reasonable illustration for the target performance for our study. The diagram illustrated how a knee-jerk response occurs (see Appendix A in the Supplemental Material). In specific terms, it illustrated the neural circuitry involved; the sensory receptor cell (a neuron) that detects the pressure from a hammer strike on the patellar tendon, the integration via electrochemical signaling to and from the spinal cord, and the production of the observed coordinated motor response of the leg as a consequence of excitation and inhibition of the leg's musculature. Students were instructed to take their time and review the dia-gram and were told that whenever they were ready they could describe what they were seeing. The first author (M.L.) conducted all interviews, and interviews lasted no longer than 1 hour. Students were debriefed and compensated US$20 for their time and travel.
Transcription
For the overarching goal, we needed to ascertain all the parts of the systems and their relations as described by students. Therefore, we first transcribed all audio to text. Transcripts were constructed to preserve the students' meaning explicitly. As noted earlier, the interviewer asked students to clarify statements in the context of the interview itself. When ambiguities in speech were detected but not resolved during the interview, we used contextual cues to disambiguate. For example, if a student says, "The hammer hits you here," our transcription procedure involved examining the video for a complementary gesture to determine whether the student pointed to the patellar tendon when saying "here." Likewise, if a student used pronouns (e.g., "it" happens) or demonstratives (e.g., "that" signals), we attempted to locate the specific nouns in surrounding speech and replace the pronouns and demonstratives. In instances where this procedure was not possible, we left the students' speech as it occurred.
Earlier, we stressed the importance of attending to the sequence of speech production. Because speech production reflects the output of complex cognitive and motor processes, several features of speech reflect these complexities. For our purposes, however, the aim was to reconstruct the content of students' explanations for the knee-jerk response. This meant that we ignored many low-level speech production characteristics such as fillers (e.g., "um"), recasts ("So, I … So, you …"), and false starts (e.g., "S-s-uh, So, I …"). If, however, the student made an explicit shift, then we captured this fact in the transcription. We will describe this analysis further in the CD Analysis section.
SBF Analysis. The SBF analysis was applied to all participant explanations and artifacts. We first leveraged our expertise in neuroscience and physiology to generate a set of anatomical structures necessary for explaining how the knee-jerk response occurs. Then, using the SBF analytic framework (Hmelo-Silver and Pfeffer, 2004), we specified the mechanism supported by the structure and the physiological function supported by both the structure and the mechanism. In sum, this strategy led to seven critical propositions needed to explain the knee-jerk response (see Table 2 ). For example, "synapses connect neurons with target cells to support intercellular communication." To ensure that these propositions reflected a general consensus, as opposed to our personal instructional targets, we consulted textbooks in physiology and neuroscience (Campbell et al., 2008; Silverthorn, 2019) . We used the table as a framework to analyze students' explanations, illustrations, and interpretations. Note, however, that we did not use literal language to detect the presence of any of the features. For example, say a student stated, "So, then your muscles in your leg squeeze to make your leg kick up." This student's explanation would have been coded as including the features "muscle fiber," "contract," and "to move skeletal system," respectively.
All relevant excerpts from the transcript were first identified and compiled by M.L. Excerpts were bound first by the initial question and then when a new line of questioning was initiated. Next, using a data corpus from a related pilot study, M.L. trained a second coder who was unaware of the project goals. After the training, the two coders used a random sample of 30% of the data from the corpus to assess interrater reliability. To accomplish this, the two coders (M.L. and a third-party analyst, C.R.) read and reviewed each excerpt line by line (i.e., every time the student started a new sentence to respond to the interviewer's question or comment). Upon reading each portion of the excerpt, each researcher would state either "yes" or "no" to indicate if the statement contained a portion of text that could be coded within the existing framework. If either of the two researchers said "no," that portion of the excerpt was abandoned. If both researchers said "yes," that portion of the excerpt was tagged and retained to be analyzed. Next, the two researchers, in isolation, applied the 21 codes from the list within Table 2 . Students' drawings were analyzed after their verbal explanations to detect whether any additional features manifested-the analysis proceeded otherwise the same. This process led to high reliability (Cohen's kappa) for coding SBF in students' responses (κ = 0.95). For rigor, all disagreements between researchers were not resolved but were instead excluded from further analysis.
MM Analysis. The MM analysis was applied to all participants. After we transcribed the audio data, we then read through the transcripts corresponding to the first task in order to assess whether or not students constructed the canonical model. By contrasting students' explanations with standard textbook explanations, we determined that no students produced our a priori canonical model. A constant comparative method (Glaser, 1965) revealed that a discriminating characteristic in our data corpus involved whether or not students included in their initial explanations mention of any neural circuits responsible for the mechanisms that mediate the knee-jerk response. To operationalize this discriminating characteristic, we leveraged our complementary SBF analysis to determine the presence or absence of neural circuitry. Two mental models emerged from this analysis. The first is a direct mechanism whereby a stimulus causes the muscles to contract or the leg to kick. The second is the indirect mechanism whereby the stimulus is transduced or transformed before causing muscle contraction or kicking. To arrive at this conclusion, we re-represented students' explanations into linear schematics (see Table 3 ).
The MM analysis then involved 1) assessing whether this core structure-the mechanism of neural circuitry-was adopted by students; or 2) if it was not, identifying what features were adopted, abandoned, or reorganized across the two subsequent tasks.
CD Analysis. Sherin et al. (2012) describe the general methodological approach we adopted. In particular, we aimed to observe and analyze students' reasoning as it unfolds as opposed to the endpoint of students' reasoning. This means we sought moments of the interview when students deliberated competing ideas. To accomplish this aim, we leveraged our complementary MM analysis. That is, after classifying students with one of the two MM groups, we sought out one exemplar from each class to contrast.
From this point, in essence, we leveraged a constant comparative method (Glaser, 1965) to identify when students verbally indicated a conceptual challenge or when two ideas appeared in conflict or one idea failed to satisfy the student as a plausible explanation or an accurate claim (for related analyses, see Parnafes, 2007) . For instance, we examined transcripts for moments when students expressed language such as, "wait, hold on, no that's not right, or maybe it doesn't, I think but I am not sure," and so forth. We then reviewed before and after such moments to ascertain whether or not the student shifted the explanation by adding, removing, or modifying features. In our domain, examples included "No, an action potential does not go to the brain," or "Wait, yes, I think the spinal cord is involved." With respect to the cases we will present, we report such moments of conceptual challenge comprehensively to illustrate how two students presented their knowledge tentatively and dynamically through the sequence of tasks.
We selected our two representative cases by attending first to their relative scientific accuracy as determined by the SBF analysis-these two students stood in stark contrast. We then compared them to their MM grouping to assess whether they presented any aberrant characteristics that deemed them nonrepresentative of their respective groups. They did not. Finally, both students were sufficiently articulate to serve as cases worthy of contrast. Identify exemplary excerpts of transcript "The stimulus … just sends a signal to all the muscles … that stimulus is basically telling the muscles."
"Something changes … which is detected by a specialized sensory apparatus … so then that goes to the spine where it is transformed, a motor output is created … and then the muscle contracts." Generate a schematic based on production sequence
Stimulus → muscles Change detected → transformed in spinal cord→ muscle contracts Determine critical characteristics Student indicates that stimulus has its effect directly on a target-muscle in this case.
Student indicates that the stimulus is detected, transformed, and then effects a target-muscle again.
RESULTS
The three analytic frameworks complemented one other by illustrating different properties of student knowledge, its organization, and potential mechanisms of thinking and learning. These insights were gained predominantly by analyzing when and how students incorporated features that mediate stimulus-response relations and where students locate those features during talk and inscription. We next report this process in detail.
Students' Initial Explanations for the Knee-Jerk Reflex
Of the three analytic frames, we begin with the SBF analysis to identify the structures, mechanisms (i.e., behaviors), and functions students presented in their initial explanations for the knee-jerk reflex. This lens enabled us to detect the specific features that distinguished students' explanations and infer different mental model varieties. To illustrate, notice that a key feature of the canonical model involves the sensory neuron that transduces the mechanical stimulus (see Figure 2a ). Notice further that this neuron propagates action potentials to send afferent signals-this syntax reflects the syntax modeled by the SBF framework (see Table 2 ). By specifying all of the critical structures, mechanisms, and functions necessary to explain how a knee-jerk response occurs, we characterized the domain and generated a tool to define the canonical model necessary for assessing the completeness of students' explanations, identifying the features students emphasized, and determining how these different emphases might shift dynamically across tasks. Because spinal reflexes consist of three basic modules, we bundled the features coded in Table 2 into each of their three respective modules. This allowed us to assess how students added or selected these features during the explaining, drawing, and interpreting tasks. The SBF analysis conducted on all participant explanations of the knee-jerk reflex revealed a key pattern ( Figure 3 ). Across FIGURE 2. Canonical and student models of the knee-jerk reflex. Schematics illustrating the critical features of neural circuitry in (a) the accurate excitation-inhibition (EI) model and the two student mental models: (b) IOO (n = 5) and (c) SR (n = 5). The triangle at left in each schematic represents a mechanical stimulus (i.e., a hammer strike to the tendon). The rectangles represent effectors (i.e., muscle fibers) that are either excited or inhibited by the neurons. In the EI model, notice the excitatory neural pathway (labeled E) and the inhibitory neural pathway (labeled I). Despite mentioning the (inhibitory) interneuron in the middle of the circuit, the IOO model does not include this regulatory mechanism. The SR model represents no neural circuitry at all. A mechanical strike excites and causes the jerk if it is of sufficient intensity. FIGURE 3. Frequencies of SBF features in the initial explanation task. Students demonstrated less attention to the features that mediated (circuitry/integrate) the knee-jerk response (e.g., synapses and interneurons) than to the structures at the site of the phenomenon (e.g., patellar tendon and muscle fiber). Most neglected among these features was the synaptic connectivity in the circuitry/integrate module.
the three modules of the spinal reflex, there were fewer features within the circuitry/integrate module. This finding suggests that students neglected structures and mechanisms that mediate the response.
With the overall aggregate pattern established, we then sought to identify types of explanations that suggested distinct mental models. Despite the fact that all students had been taught about this reflex in a common, previous class, students demonstrated pronounced differences regarding how they characterized neural circuitry-the critical organization and mechanism underpinning the phenomenon. These differences suggested distinct mental models. In the first class, students (five of 10) presented an explanation that emphasized the features that mediated the stimulus-response relation (indirect mental model; Table 3 and Figure 2b ). The first class of explanations we characterized as input-operation-output models, or IOO. In contrast, we characterized the second class of explanations as stimulus-response models, or SR. These students (five of 10) presented an explanation that emphasized the stimulus and the response but not the features (i.e., structures and mechanisms) that mediated the relations between the two (direct mental model; Table 3 and Figure 2c ). In addition to including more SBF features generally, the IOO group of students all specified critical neural circuitry, whereas the SR group did not.
To illustrate how SR students neglected mediating features differently from the IOO students, attend to Figure 4 . Notice the higher frequencies of the structures sensory neurons, interneurons, motor neurons, and synapses that the IOO students (top) present relative to the SR students (bottom). The same general pattern is found in how students incorporate the behaviors and functions of these structures.
In sum, the aggregated patterns detected by the SBF and MM analyses of students' initial statements suggested that they emphasized different features of the reflex arc and constructed two distinct mental models to explain the knee-jerk response. Both models differed fundamentally from the canonical model, because they neglected the critical role of inhibition. To assess whether students' explanations reflect stable knowledge, we will next analyze how students present knowledge across all tasks. We then conclude our analyses by presenting the results of a comparative case analysis aimed at assessing the momentto-moment sequence of how representative students use knowledge both between and within the tasks.
SBF and MM Analyses: Aggregate Data Patterns
In analyzing the aggregate data, we were able to identify and define the attributes of two structurally distinct mental models (i.e., SR/IOO). All subsequent analyses revealed that our coding scheme for students' explanations did not detect any critical changes to the structural organization of the mental models students presented across the remaining tasks.
The different features of students' explanations, however, extended beyond the SR/IOO scheme. We wanted to gain further insight into what specific SBF features might raise conceptual challenges and how such challenges manifested in the aggregate. To make this assessment, we determined each group's initial performance and then assessed the change across tasks (see Figure 5 ). Because the critical distinction between the SR and IOO models involved specifying either a direct or an indirect mechanism, we attended to when students incorporated features of neural circuitry (e.g., sensory neurons, interneurons, motor neurons, and synapses).
The SBF analysis illustrated that, in the initial explanation task, the IOO students ( Figure 5 , top) tended to remained stable, or else decreased relative to their performance earlier in task sequence. In contrast, the SR students ( Figure 5 , bottom) present a different story. Although students with the SR model neglected mediating features more frequently than the students FIGURE 4. SBF features in students' explanations by MM type. The analysis of the SBF features presented in students' initial explanations illustrates the convergent result that IOO students (top) incorporate more SBF features that mediate the knee-jerk response than do SR students (bottom). This finding is particularly salient regarding the circuitry/integrate features (i.e., mediating mechanisms). with the IOO model, the students added these features as they progressed through the tasks. In contrast, IOO students neglected features they mentioned previously.
Together, this pattern of results hints that students with different mental models present different conceptual dynamics when reasoning vis-à-vis external representations. We next sought to determine whether moment-to-moment patterns at the individual level would further enrich the picture thus far developed at the aggregate level.
MM and CD Analyses: Two Contrasting Cases
We will start by using two cases to illustrate, in more detail, the characteristics of student explanations for the knee-jerk reflex. We proceed from students' mental models as they manifested in the explanation task to student explanations of the same phenomenon during the subsequent tasks (drawing and diagram interpretation). This analysis allows us to evaluate the stability of student knowledge across as well as within tasks. We will then extend our attention from the individual case analyses back to trends in the aggregate data.
Explaining without Student-Generated Drawings or Instructional Diagrams One student, Cindy, provides an exemplary case that illustrates how some students articulate the structures and mechanisms that mediate physiological functions (Table 2 and Figure 2b) . She illustrates the IOO mental model. The four other students who produced explanations comparable to that of Cindy's also 1) specified neural circuitry, 2) located specialized cells or neurons in the integrating center of the spinal cord, and 3) neglected any structure or mechanism responsible for inhibiting the hamstring's excitatory motor neuron.
In the excerpt that follows, Cindy answers the central explanation task posed to all students in our interview: "How does a knee-jerk response happen?" We call attention to the characteristics of her explanation that will differ from those of the other group of students (SR) who were posed the same question. Like all students in both groups, her explanation starts with the stimulus and unfolds toward the response, but unlike students in the SR group, Cindy describes the specific neural circuitry and signaling mechanisms that mediate the knee jerk response.
Cindy: So, the knee-jerk response happens when something hits your patellar tendon and that excites … the sensory neuron to create an action potential that travels up to your spinal cord where it synapses with an interneuron and then it will synapse with a motor neuron and then an action potential will tell your muscle, at whatever end plate at that end of that muscle fiber, to move according to the reflex making your knee go like that [extends right leg].
Notice that Cindy specified the cellular structures that support the mechanisms responsible for detecting the stimulus (sensory neurons), integrating the information (interneurons), and communicating the information to elicit an appropriate response (motor neurons). Moreover, she located the physical position of the integrating center when she mentioned the spinal cord.
Cindy, like all students in both groups, nevertheless neglected to mention that the interneuron inhibits a second, different motor neuron that excites the antagonistic hamstring musclerecall that this feature is important, because relaxing the hamstring serves a primary function of coordinating muscle tone to prevent tearing and to stabilize balance to protect the organism FIGURE 5. Dynamic knowledge of structures in students' explanations across interview tasks. Our analysis with the SBF framework illustrates the convergent result that IOO students' performance changes differently from SR students in that IOO students (top) show fewer novel features in later tasks than do SR students (bottom). This finding is particularly salient regarding the circuitry/integrate structural features (i.e., mediating structures). Notice, for example, how all five IOO students indicate synapses after drawing but none do so when interpreting the diagram. In contrast, no students indicate interneurons until the interpretation task, when two students do so. from falling and suffering injury. Despite lacking this feature, Cindy nevertheless adopted a cellular-level explanation that is almost accurate, because it includes neural circuitry (but not excitation and inhibition). She delivered the explanation in full and with no further intervention from the interviewer.
In contrast, when posed the same question, notice that a different student, Maggie, fails to articulate the structures and mechanisms that mediate the physiological function of the knee-jerk response. Maggie describes the stimulus and the response, but we observe no evidence of her describing the specific neural circuitry that mediates the response. Moreover, unlike Cindy, notice that Maggie encounters a conceptual challenge when she constructs her explanation-she indicates this by posing a question out loud (i.e., "Does it?"). This challenge will result in further questions posed by the interviewer within the same explanation task. Maggie's explanation illustrates a mental model different from Cindy's. Because the characteristics of this explanation differ so far from the accurate model, we contend that this excerpt illustrates a different type of explanation-one based on the SR mental model-that does not specify the organization of cellular structures and mechanisms that mediate the knee-jerk response ( Table 2 and Figure 2c ). The four other students who produced explanations comparable to that of Maggie's also 1) emphasized gross anatomical structures such as the body, leg, or brain as opposed to neural circuitry; 2) located the integrating center in the body, leg or brain as opposed to the spinal cord 1 ; and 3) like the IOO group, neglected any structure or mechanism responsible for inhibiting the hamstring's excitatory motor neuron.
For these reasons, we interpret Maggie's explanation as failing to demonstrate a clear operation or the mediating mechanisms based on neural circuitry. Her explanation possesses emerging features because she specifies some mechanisms (e.g., detection and action potentials), but because she does not coordinate these mechanisms with specific neural circuitry, her explanation does not offer the defining characteristics needed to qualify for the IOO model.
Maggie differed from Cindy in other ways relevant to conceptual dynamics. Notice that, in this very first task, Maggie indicates a conceptual challenge. At the end of her explanation, when she noted that she does not think that "'it' goes into the brain," she asks the interviewer explicitly if "it" does. In contrast to Cindy, Maggie appears to elicit support from the interviewer to complete her first explanation. Because we designed our protocol to afford such opportunities-per the affordances of the cognitive clinical interview (Ginsburg, 1997 )-we invited stu-dents to demonstrate their reasoning as shown in the following excerpt.
Interviewer: Well go ahead and talk me through that. So let us consider two options. If it goes into your brain what does that mean in relation to what you said before?
Maggie: It would still be subconscious because with that reflex you do not make that decision but I do not think that that reflex goes into your brain. I think that it is just your muscles stretching.
Interviewer: If it does not go into your brain then where does it go?
Maggie: Your muscles [points to quadriceps]. It is just your muscle reacting but like a fight-or-flight response that would be more subconscious.
In this subsequent exchange, Maggie stabilizes upon an explanation with characteristics that now further embody the SR model. Maggie's explanation suggests that she does not-at this moment-consider the neural circuitry that mediates the knee-jerk response. During this excerpt, she excluded action potentials, neurons, and the central nervous system. She located the entire phenomenon and mechanism within the leg, and she therefore situated any semblance of integration via neural circuitry (i.e., the operation) as occurring at a site proximal to both the stimulus and the response as opposed to the more distal, and correct, spinal cord.
To clarify, we do not defend a literalist interpretation. When Maggie notes that she does not think "that 'that reflex' goes into your brain," she could mean information or action potentials signal throughout the central or the peripheral nervous system's neurons to excite the muscles. The point is that we do not know. By using the same criteria to judge the explicit characteristics of Cindy's and Maggie's explanations, we observe stark differences in their mental models and conceptual challenges. Maggie here suggests that the stimulus produces the knee-jerk response by (somehow) inducing the quadriceps muscle to contract directly as opposed to the contraction being mediated by signaling via a neural circuit. Maggie's conceptual challenge (i.e., when she asks if information gets transmitted to the brain or to the leg) further underscores critical differences between Cindy and her. Whereas Maggie wavered when localizing where the "information" traveled, Cindy located the integrating center in the spinal cord, and she did not waver.
These two excerpts provide two different mental models to compare with students' subsequent performance in the drawing task. Cindy illustrated a stable explanation consistent with the IOO model. Maggie illustrated an unstable explanation consistent with the SR model. Maggie resolved her conceptual conflict (incorrectly) when she committed to the idea that information travels to the leg and not the central nervous system.
Explaining with Student-Generated Drawings but without Instructional Diagrams
People may underspecify spatial relations when speaking (Ehrlich and Johnson-Laird, 1982) . Because drawing affords a permanent trace for reflection and holds the computational 1 Maggie almost immediately contested her own idea of the brain's involvement in the reflex arc. Conceptual dynamics turns this noise into the signal. In more concrete terms, her first response matters, because this knowledge cued before the conflict emerged. Temporal dynamics matter! This is an example of attending to moment-to-moment thinking and its messiness (i.e., dynamics).
property of necessitating specificity (Larkin and Simon, 1987) , students should, in part, focus their explanations on localizing physical structures and mechanisms to illustrate the core relational structure of the system (Quillin and Thomas, 2015) . In general, then, we aimed to identify further conceptual challenges when students specified neural circuitry in their drawings and assess whether students shifted to a different class of mental model based on constructing their drawing.
When prompted to construct a drawing that explains how the knee-jerk reflex happens and to explain the drawing, Cindy maintained an explanation with the general characteristics of the IOO model both as represented by her drawing (see Figure  6 ) and her talk after she drew. She did so by depicting different neuron types, their relations, and the direction of information flow from the stimulus to the response through mediating structures and mechanisms (i.e., a neural circuit). She describes this sequence after she completes her drawing:
Cindy: So, the reflex is started by a stimulus hitting the patellar tendon, which is right here below the knee cap, and then the signal travels along the sensory neuron to its interneuron which, with my understanding, it is not in the spinal cord, and then it goes to the motor neuron and it travels to and hits the muscle where it synapses with the motor end-plates and then it excites the muscle to contract and the muscle contracts and the leg kicks.
Using the same coding scheme for MM analysis, we did not detect sufficient change in Cindy's explanation to warrant the claim that the drawing task alone elicited a different mental model. FIGURE 6. Example drawing from an IOO model student. Cindy's drawing preserves the critical features of neural circuitry (indicated by lines that end with forks) first presented by her in the explanation task. Notice, however, that at the left of her drawing, she crosses out the spinal cord to relocate the circuitry in the leg. Her list on the right recapitulates both her drawing and talk in the explanation and drawing tasks.
The drawing task, however, did operate in other ways that illustrate students' dynamic knowledge. In this excerpt, for example, Cindy provides evidence of a conceptual challenge related to locating the position of the interneuron (see Figure  6 ). Cindy calls explicit attention to the issue. Her drawing conflicts with some characteristics of her mental model that we described in the previous section. Cindy noted in her initial explanation that "an action potential … travels up to 'your' spinal cord where 'it' synapses with an interneuron." In contrast, during drawing, Cindy repositions the interneuron in the leg, not the spinal cord. She also states that the interneuron is "not in the spinal cord."
Note that this characteristic assumes a relation to the SR model, because it (incorrectly) locates the integrating center at the site of the stimulus and response (i.e., the leg). But because Cindy's explanation maintains a commitment to mediating neural circuitry and mechanisms, the explanation remains categorized as IOO and not SR.
Although the critical characteristics of Cindy's explanation did not cause her to fall into the SR category, they also did not motivate us to generate a new mental model class, because her drawing and talk remained otherwise consistent with her first explanation. Cindy again neglected to indicate that the interneuron inhibited the motor neuron that excites the hamstring-she neglected the hamstring entirely. Like her earlier explanation in the absence of a drawing, Cindy again specifies a sequence of structures and mechanisms that mediate the stimulus and response. Cindy notes the consistency explicitly (i.e., she says, "the same thing I just said.") when asked.
Interviewer: OK, and you have a list over here [next to your diagram]...
Cindy:
Yes, which is just explaining this [entire diagram], the same thing I just said. So the stimulus happens. The action potential goes down the sensory neuron. Then it synapses with … the interneuron, then the motor neuron, then the muscle contracts and the leg kicks.
Cindy's conceptual challenge during the drawing task makes Cindy's performance appear less accurate, not more. From Cindy's drawing, we observe evidence of unstable patterns of knowledge use. Cindy first drew a cross-section of a spinal cord as labeled on the left of her drawing. She demonstrated instability when she subsequently crossed out the spinal cord as indicated with the "X" mark. She completed her drawing by repositioning the interneuron in the quadriceps muscle. As noted earlier, her speech confirms this interpretation (i.e., "not in the spinal cord"). Thus, for Cindy, we see the drawing task operating in a way that illustrates instability in her knowledge. The drawing task enabled us to detect different varieties Stability of Students' Knowledge of reasoning either not active for her or else not shared with the interviewer during the first task.
Note further that what we have characterized as Cindy's unstable explanation in the drawing task assumed characteristics similar to Maggie's unstable explanation as described in the previous section. Earlier, in the absence of a drawing, Maggie demonstrated a conceptual challenge when she deliberated whether information traveled to the brain or the leg. From the drawing task, we now observe a new characteristic that relates Cindy's and Maggie's knowledge. Although Cindy maintained the critical characteristics of the IOO model, she too identified a similar conceptual challenge when she attempted to locate the position where the nervous system integrates informationthe spinal cord or the leg in her case. Cindy's shift toward characteristics similar to the SR model suggests that students with different mental models can share similar conceptual challenges and dynamics when using their knowledge.
In contrast to Cindy's explanation, Maggie's explanation stabilizes during and after drawing. Thus, again, we observe a case in which the student remained categorized in same class-SR for Maggie. Recall, however, that Cindy and Maggie differed in how they incorporated neural circuitry. Maggie remains committed to locating structures and mechanisms in the leg exclusively, and she never notes any neural circuitry-though she does mention neurons. Moreover, she indicates no conceptual challenges regarding this matter. She abandons the brain altogether and never mentions the spinal cord when she explains her drawing (see Figure 7) :
Maggie: OK, so this is a muscle and the excitatory signal when something hits right there and then the action potential propagates up the muscle stimulating other neurons and action potentials firing at those axons and then the muscle contracts and stretches.
Maggie remains categorized in the same group, because she maintained the critical features of the SR model. First, she did not specify a core structure that qualifies as a circuit. Second, when Maggie emphasized the leg's "muscle," she deemphasized the brain, but in doing so, she again neglected the spinal cord or any other integrating center in the central nervous system. Finally, recall that for students who presented an explanation consistent with the SR model, inhibiting the hamstring remained an even less salient feature than for the IOO students, because they did not include an (inhibitory) interneuron. It is not surprising that Maggie neglected to indicate that an interneuron inhibits the hamstring's excitatory motor neuron.
We illustrated with Cindy's case that a student with an IOO model can show signs of conceptual challenges during drawing. Cindy did so by deliberating the location of neural circuitry. Although this deliberation reflects a productive feature of mechanistic reasoning (van Mil et al., 2011) , Cindy did not arrive at an accurate conclusion. In Maggie's case, however, we observed no evidence of conceptual dynamics. Maggie did mention neurons, whereas she did not do so in the absence of a drawing. This finding suggests that she continues to cue other knowledge, but because she did not specify a core structure that could be deemed a neural circuit, her explanation also does not provide evidence of a mental model shift.
Cindy's and Maggie's explanations suggested different mental models that possessed different features and organization. These different characteristics corresponded with them presenting conceptual dynamics differently across the first two tasks. Yet, in both cases, we observed students, who after drawing, stabilized upon explanations that moved them further from the scientifically accurate model they were taught. This occurred as they attempted to localize structures and mechanisms. After drawing, Cindy called explicit attention to a conceptual challenge regarding the physical position of an interneuron responsible for integration. She placed it at an incorrect site-the leg. Maggie committed to an explanation further still from the canonical model when she located the entire phenomenon in the leg but with no neural circuitry. Moreover, she indicated no conceptual challenge during or after she drew.
Revising Explanations with Student-Generated Drawings and Instructional Diagrams
This brings us to the final task, in which students interpreted an instructional diagram. Because diagrams afford explicit representation of structural relations (Ehrlich and Johnson-Laird, 1982; Larkin and Simon, 1987) and because Cindy and Maggie verbalized a conceptual challenge regarding localization, both students should notice and revise their errors regarding the location of the integrating center (i.e., the spinal cord). Maggie, in particular, should repair features of her explanation by relocating integration to the spinal cord (and brain).
We began the instructional diagram task by giving students a few moments to review the diagram (see Appendix A in the Supplemental Material), and then the interviewer asked them to "describe" what they were seeing when they were ready. Students were not asked explicitly to compare the diagram to their drawings. They were, however, reminded explicitly that they could review their drawings at their own discretion with the statement, "Here is your drawing if you wish to look back to it at any time." The instructional diagram was placed next to the student's drawing.
All students did review their drawings but in different ways and with varying degrees of explicit reference. It was in these moments that students revised aspects of their prior explanations, but students did not offer explanations in full during FIGURE 7. Example drawing from an SR model student. Maggie's drawing preserves the critical features of the SR model she first presented in the explanation task. Notice, however, that above her drawing, she now indicates that muscles stretch and neurons fire in the leg. Yet we cannot detect the sequence from her drawing and talk. More importantly, we cannot discern any neural circuitry. these episodes. Therefore, we characterize the cognitive behavior of these episodes as revising explanations rather than explanations in their own right. These data therefore suggest varying degrees of such awareness based on variability in students' explicit verbal attention to differences between the instructional diagram and their earlier drawings and explanations.
Cindy and Maggie demonstrated two different forms of revision representative of their respective groups. Cindy revised her explanation explicitly by comparing the features of the instructional diagram to her own drawing. In more specific terms, Cindy indicates explicitly that she might be "wrong," and she resolves her earlier conceptual challenge regarding the involvement of the spinal cord. By providing explicit verbal attention to the inaccuracy of her drawing and explanation (e.g., "I … left out some steps") and selecting the specific features of the diagram needed to revise her explanation, Cindy illustrates how the instructional diagram affords a window into students' conceptual dynamics.
Interviewer: Can you describe to me what you are seeing?
Cindy: I am seeing that I either left out some of the steps or I was a little bit wrong about some of the things that I remember. But mostly it was the same as what I drew except for that the spinal cord is actually involved and there is only an interneuron and the pathway involves the hamstrings … actually both muscles [including the quadriceps] seem to be involved in the reflex.
Cindy added new features not mentioned in her earlier explanations, and she revised her earlier explanation specific to her conceptual challenge. In addition to relocating the interneuron to the spinal cord, she now also notes that "the pathway involves the hamstrings" and that it too is "involved" in the reflex. Recall that the role of the hamstrings was a chief concern to us, because we aimed for students to recognize the antagonistic relationship between it and the quadriceps muscles that supports movement around the knee joint. Further, we aimed for students to reason that an excitatory signal to the quadriceps and an inhibitory signal to the hamstring ensure proper mechanical functioning of the limb and protection of it and the organism. We did not observe any students present this knowledge.
Cindy's case illustrates how the diagram and the interviewer provide a context for her to shift her explanation closer to elements of the canonical model as represented in the diagram. Knowledge that was before inactive for Cindy now emerges when prompted by the interviewer. Whereas before Cindy did not mention the critical feature of the antagonistic relationship between the quadriceps and hamstrings, she does so now:
Interviewer: Could you elaborate upon how both muscles are involved?
Cindy: So the quadriceps would contract and hamstrings would extend.
Interviewer: By your own assessment, does that make sense?
Cindy: Yes.
Interviewer: OK, so how does that make sense?
Cindy: It makes sense because if the knee is bent then the hamstrings would originally be not contracted but just in a shorter kind of relaxed state so to extend them would make the leg long because it is in this [forward extending] direction and pulling this [quadriceps] backwards on this tendon would make the leg shift up like that [extending the leg].
In this exchange, Cindy and the interviewer did not reach the mechanisms of neural inhibition and relaxation of the muscle, but the conversation demonstrates fodder for such learning. Cindy selected and revised features of her prior explanations that underspecified critical mechanical relations. Cindy did not learn this material de novo via the instructional diagram. Instead, Cindy used the context of the interview and the affordances of the diagram to revise her prior underspecified explanation, and she mobilized her intuitions and prior learning in her physiology courses to dynamically assembled a new explanation. She accomplished this by attending to both her own drawing and explanation and the structural relations encoded in the diagram. The interviewer supported her by providing the context for her to reflect and elaborate.
In contrast to Cindy, Maggie revised her explanation implicitly by incorporating additional features of the diagram into her description. Maggie therefore uses the diagram differently from Cindy. Unlike Cindy, Maggie does not revise her earlier explanations or drawing-she does not indicate that she "might have been wrong" earlier. As a consequence, her description of the diagram does not lead to further dialogue with the interviewer. Instead, after the following exchange, the conversation evolves into the debrief phase of the interview.
Interviewer: Take a look at that [diagram] and whenever you are ready tell me what you are seeing.
Maggie: The stimulus hitting the patellar tendon and through the afferent neuron pathways it goes to the brain and then back in the efferent pathways the hamstring is, and quadriceps is stimulated and the kick occurs.
Although Maggie and Cindy differed in how they interpreted the diagram, we identified particular features of overlap between the two students. First, regarding the differences, Maggie's description of the diagram bears strong relation to her own earlier statements made during the explanation and drawing tasks. Maggie neglected the spinal cord as the integrating site, and she failed to reason about the antagonistic relationship between the quadriceps and hamstring muscles. Maggie instead suggested that both muscles contract. Thus, she differed from Cindy, because she did not relocate the integrating center to the spinal cord, she did not attend to antagonistic relations, and she did not explicitly correct her incorrect explanations and drawing from earlier tasks.
To assess the similarities between these students' conceptual dynamics, first recall that, in the explanation task, Maggie experienced a conceptual challenge regarding whether information traveled to the leg or brain. She concluded that it was the brain. Then, when she explained her drawing, she neglected to mention the brain. When she interpreted the diagram she reincorporated the brain into her explanation. These conceptual dynamics parallel Cindy's relocation of the interneuron from the spinal cord to the leg and then back to the spinal cord. In addition, Maggie, like Cindy, noticed and mentioned the hamstring. Finally, Maggie, like Cindy, added new features to her description when she mentioned specific structures (e.g., afferent neuron and hamstring).
These results illustrate how students with ostensibly different mental models experience similar conceptual challenges and dynamics. But they did so at different times when reasoning with external representations. The diagram interpretation task illustrated how students' prior knowledge and interview history can draw their attention to different salient features represented. In particular, Maggie's case illustrated that a student with an SR model can reinforce rather than revise inaccurate understandings. Moreover, what revisions students do make might occur during different segments of the assessment sequence. Finally, such students may revise their explanations without explicit attention to their earlier inaccuracies. Thus, Cindy's case illustrates a more manifest (i.e., explicit) example of conceptual dynamics unfolding than does Maggie's case.
DISCUSSION
The results we presented call attention to biology students' efforts to construct coherent knowledge when locating the structures and mechanisms that mediate physiological phenomena. The noise (i.e., conceptual challenges) students present during their efforts also call attention to dynamic aspects of knowledge construction during assessment tasks. We will therefore next discuss how these findings motivate assessments that extend further than determinacy (i.e., accuracy) to capture other dimensions of knowledge and how curricular resources (e.g., external representations) and multiple frameworks might assist in this effort.
Students Presented Conceptual Dynamics When Localizing Structures
We found that students deviated from the canonical model for the knee-jerk response by neglecting mediating structures (e.g., interneurons or neural circuitry) more so than sensory or motor structures (e.g., sensory neurons or quadriceps). That students focused on the location of structures echoes prior work adopting the SBF approach. Students tend to learn structures more readily than functions or mechanisms (Hmelo-Silver and Pfeffer, 2004) . We note, however, that this may be the consequence of instruction as opposed to how students organize knowledge-indeed, function-centered instruction improves students' learning in physiology better than structure-centered instruction (Liu and Hmelo-Silver, 2009 ).
But why? One explanation might be that people tend to construct function-centered mental models (Norman, 1983) . We construct them by acting upon the world in goal-oriented ways. When tasked with learning volumes of decontextualized information, however, students sometimes cope by memorizing parts of systems divorced from their functions (Liu and Hmelo-Silver, 2009 ). This explanation resonates with classic cognitive science. For example, people remember lists of objects better when they couple them in meaningful relations (e.g., scissors cut paper; Bower and Clark, 1969) . Students, however, are still developing such learning strategies.
Moreover, this explanation also aligns with KiP accounts, in that students memorize "slogans" or build up collections of knowledge elements-knowledge of structures in this case-before these elements self-assemble into theory-like knowledge (diSessa, 1993) . Cindy recalled many of the correct structures (e.g., the interneuron) but did not specify their mechanisms or functions (e.g., integration), because her mental model was not organized around the function of controlling the two muscles that exist in an antagonistic relationship (see Figure 2, a and b) . That said, we caution against the inference that knowledge of structure is inherently either fragmented or meaningless. Maggie, for example, did not mention the correct mediating circuitry, but she nevertheless contemplated where to locate the destination of the "signal," because she understood the reflex as a "subconscious" process. Thus, for any CD analysis, the initial state of a knowledge system constrains how students reason and experience conceptual challenges.
Multiple Dynamic Assessments Locate Students' Dynamic Knowledge
By assessing students multiple times, we gained insight into the properties of students' knowledge-especially variability. Chief among these insights was that students demonstrated variable knowledge of localization, or where to position the structures and mechanisms that mediate the knee-jerk. Our three assessments permitted us to see that features of students' first answers do not remain stable. Cindy demonstrated variability during drawing when she relocated mediating features from the spinal cord to the leg. Although she retained the neural circuitry, her drawing and talk illustrated unstable knowledge regarding the circuitry's relation to the spinal cord. Because much of biology (van Mil et al., 2011) and science learning in general (Russ et al., 2008) involves learning to locate the position of structures and mechanism, this insight illustrates the value of assessing students multiple times when feasible.
We also gained insight into variability by attending to students' processes of constructing knowledge within the temporal bounds of each assessment task. Once again, when students deliberated localization, we observed dynamic knowledge. While drawing, Cindy located the mediating features in the spinal cord, crossed out that portion of her drawing, and then relocated the features to the leg-she noted her deliberation explicitly in her subsequent talk. Likewise, Maggie located the mediating features in the brain and then relocated them to the leg within her first explanation. This suggests that these students, upon deciding to abandon the central nervous system, determined that the leg served as the most reasonable locus for signal integration, because the reflex happens fast and without "conscious" control. If we had attended to one final answer and ignored the moment-to-moment knowledge construction, we would have failed to detect students' dynamic knowledge, because we would have not observed it, not noticed, or else cast aside these deliberations as noise and not signal. This point highlights the dynamic nature of student knowledge and underscores the fact that assessments provide a window into students' knowledge, but they do so through the vantage point of a framework.
Multiple Analytic Frameworks Complement One Another
Regarding our specific analytic frameworks, we found that one broad answer to our guiding methodological question was that different frameworks complement one another by directing researchers' attention to different levels of data analysis. These include the granularity of a data source and its temporal scale. The SBF analysis directed our attention to the presence or absence of features of the system, and these were sometimes marked by the inclusion or exclusion of a single word. The MM analysis directed our attention to the global structure of the system's organization as described by students. Finally, the CD analysis directed our attention to the moment-to-moment construction and shifts marked by changes in students' sentences and the ideas within and between them. Although using multiple frameworks will not be necessary or even desirable in most investigations, our analyses suggest that turning to one framework relieves us of the limits of the others. For example, when similarities between students' overall shifts or fine-grained terminology made CD or SBF comparative analyses arduous, our MM analysis enabled us to draw quick and easy distinctions.
This idea is a two-way street. The easy distinctions made via the MM analysis challenged us to consider continuities between students, as illustrated by the contrasting MM cases. We see this contribution as perhaps the most valuable to our community, because continuities in the conceptual dynamics between students with distinct mental models motivate researchers to revise simplistic models of static knowledge and attend to dynamic learning mechanisms (Smith et al., 1994; Gouvea and Simon, 2018) . Both IOO and SR students presented stable and unstable knowledge. Thus, we found evidence of variability in student knowledge. This argument must be tempered by noting a critical analytic distinction between global as opposed to local instability. The MM analysis suggested global stability, in that all students retained their mental models across all tasks-no students shifted dramatically by either including or excluding all neural circuitry. Yet the CD analysis suggested local instability when students deliberated localization. These findings support the idea that knowledge (i.e., long-term memory) itself may be stable, but knowledge use is dynamic, because it is poorly indexed (Redish, 2014 ).
This idea was described previously by Sherin and colleagues (2012) who introduced the phrase "dynamic mental constructs" (DMCs). In the context of the present results, students seemed to either know that neural circuits were responsible for spinal reflexes or else reasoned that tissue in the brain or leg was responsible. This knowledge corresponds to Sherin and colleagues' "modes" and "nodes"-relatively stable knowledge structures that are stored in people's long-term memory. Modes refer to a portion of interconnected nodes that exist in a knowledge system. Once reasoning with a given mode, a student might activate or inhibit any particular node or even shift to a new mode. When tasked with explaining phenomena, students assemble these modes and nodes into a DMC. This mental construct is time bound-it exists within a moment and it changes from moment to moment. This perspective entails the commitment that a student's first explanation is not "the" (only) explanation (Sherin et al., 2012, p. 174) . DMCs offer an alternative to stable mental models. For researchers interested in how students' mental models change, DMCs hold value.
Multiple Frameworks and Assessment Modes Provide Different Insights into the Properties of Knowledge
We introduced three frameworks by noting that they encouraged researchers to attend to five different properties of student knowledge (Scherr, 2007) . Here we focus on determinacy to challenge it as the only goal of assessment. Applying the SBF and MM analyses to both talk and drawing alerted us to problems regarding determinacy, because these two modes highlight inaccuracy and incompleteness differently. For example, students' verbal statements were incorrect with respect to mediating features. When a student states that a signal goes to the brain or the leg, as opposed to the spinal cord, they are wrong for cases that involve spinal reflexes.
Students' drawings, however, were incomplete with respect to the system's organization (e.g., the mediating neural circuitry). Drawing tasks do demand specificity not demanded by verbal reporting (Ehrlich and Johnson-Laird, 1982) , but students may fail to include the necessary features. Features specified explicitly in talk were easily assessed as accurate or not by the SBF analysis, but these features were not demanded in talk-a person may say a fork is beside a knife and fail to specify left-right relations. Likewise, a student may say neurons are "involved" without verbalizing where and how. In contrast, features specified in drawings were not easily assessed as accurate or not, but these features were demanded in drawing (Larkin and Simon, 1987) . Thus, drawing tasks might encourage researchers to attend to students' internal coherence as opposed to determinacy (Quillin and Thomas, 2015) . Comparative assessments of talk with and without drawing provide insight into the variability of student knowledge.
These points matter in relation to assessments of determinacy. People learn to behave according to context. For example, jokes, slang, relaxed body posture, and informal attire are not in poor taste until we understand their use in a given context. Likewise, the variety of heuristics that students use to explain biological phenomena might serve as useful resources depending on the context (Zohar and Ginossar, 1998; Hammer and Elby, 2003) . We therefore echo Gouvea and Simon (2018) by suggesting that assessments and analyses might benefit from expanding the unit of analysis beyond the accuracy of the statements students make to include the statements and the contextual factors (e.g., features of the task) that elicit them. Our CD analysis around localization revealed the presence of different properties of student knowledge depending on the availability of representational resources. When students noticed problems regarding localization, they revealed awareness of the importance of spatial organization in biological systems and that they sought coherent knowledge. This finding resonates with the claim that people reveal knowledge when they identify "snags" in the context of problem solving (Lave et al., 1984) . Moreover, such assessments support efforts to identify learning mechanisms by documenting the conditions that promote students to seek coherence (Parnafes, 2007) . Thus, when students fail to state scientifically accurate propositions, we may still gain insight into other properties of their knowledge.
OPPORTUNITIES FOR EXTENDING THE STABILITY CONVERSATION: NOTICING, FRAMING, REPRESENTING, SEQUENCING, AND EVALUATING Several limitations set boundaries for the scope of our claims. We will therefore conclude by discussing opportunities for continuing the conversation on students' dynamic knowledge based on our work, but situated in the broader literature on student learning, instruction, and cognition. We invite our community to join us in 1) extending assessments to include nonverbal metrics such as noticing, 2) experimenting on how framing the same task differently elicits different knowledge from students, 3) identifying how temporal sequencing constrains learning mechanisms, 4) determining how representing ideas differently offers different insight into student knowledge, and 5) evaluating the ways we wish to use theory in BER.
Noticing Students' Emerging and Dynamic Knowledge
When a student responds to a question on an exam or during a lecture, does the answer reflect only a product of retrieving knowledge or also a dynamic process of constructing knowledge? If we accept the primary tenet of constructivism-that new knowledge is constructed from old knowledge-we must seek mechanisms for how this construction occurs. Attending to students' use of knowledge from moment to moment when speaking or drawing is one way.
Noticing is another (Sherin et al., 2011) . For example, investigations with in-service math teachers illustrate how before teachers change their pedagogical beliefs or practices, they might notice moments during instruction worthy of attention and reflection. These moments may be problematic or productive aspects of teaching or learning. Our point is that knowledge can be demonstrated in ways that do not require explicit verbal production or other explicit tasks (e.g., inscription or forced choice) that entice us to focus on determinacy. Instead, we can observe students' knowledge by attending to what students notice as salient features in a given context. We can then design for what we want them to notice.
In our study, noticing was observed during the diagram interpretation task. When students interpreted the diagrams, those with the SR models noticed features they neglected to include previously. In contrast, the students with the IOO models noticed fewer features, but they noticed the ones that they determined were incorrect. Just as noticing classroom events can reflect a teacher's pedagogical knowledge, noticing features in external representations can reflect a student's emerging but unstable biological knowledge. Thus, by leveraging the construct of noticing, we can detect and assess moments critical to future learning. Other implicit measures such as gesture analysis (Lira and Stieff, 2018) and eye tracking (Ubben et al., 2018) provide windows into what students notice in cases when they do not state their noticing verbally. In sum, noticing offers one way to observe dynamic knowledge construction.
The Impact of Task Framing on Eliciting Student Knowledge
Framing-not to be confused with our use of analytic frameworks-refers to the process whereby people come to understand particular instances of a social activity as belonging to more general classes (cf. Russ et al., 2012) . For example, a particular conversation between interlocutors may signal clues (e.g., jokes, smiling, winking) that the conversation is informal and jovial. Likewise, a particular conversation between a teacher and student may signal clues (e.g., questions, evaluations, explanations) that the conversation is didactic. Although we observed framing at play elsewhere, the diagram interpretation task highlights this phenomenon best. Maggie and her peers who presented the SR model did not correct their explanations or drawings explicitly. To our surprise, the students who presented the IOO model did make explicit corrections, despite their explanations more closely reflecting the instructional diagram.
Several reasons might explain this pattern, but framing seems a likely candidate, because we did not frame the diagram interpretation task as an explicit opportunity to correct students' earlier explanations. Students do not always frame disciplinary activities in the ways instructors and designers intend (Redish, 2014) . An instructor might engage in a thought experiment or construct a hypothetical world to illustrate a point to students. If the rules and goals of such an activity are not stated, students may perceive the instructor's actions as purely pedantic exercises. Put differently, some students might not recognize the epistemic game and its value (Hammer and Elby, 2003) . Cindy and the IOO students presented evidence that suggested that they framed the diagram interpretation task as a learning opportunity. Maggie and the SR students, however, failed to present such direct evidence. This result may be due not to variable knowledge per se but differences in student framing. We therefore suggest that future research could experiment on how different framings elicit different knowledge within or between groups of students. At a minimum, designers of learning and assessment tasks should frame tasks explicitly when they aim to detect the acquisition of content knowledge or skill.
Representing to Learn and to Assess External representations may be used for learning (Ainsworth, 2006) or assessment (Quillin and Thomas, 2015) . But they also support students in constructing different forms of knowledge (Sherin, 2001; Parnafes, 2007) . This point matters when assessing dynamic knowledge. We assessed students by asking them to explain the knee-jerk response verbally, then again after drawing, and then once more after interpreting an instructional diagram. Such a design invites instability. Perhaps a more rigorous design would have eliminated representations and instead asked students to explain three times.
Although we acknowledge this critique, we defend our design on empirical and theoretical grounds. We demonstrated empirically that students present dynamic knowledge within tasks not just between-Maggie demonstrated this during her first explanation and Cindy did so while drawing. Moreover, in theory, a design that includes representations approximates ecological validity. Engagement of student knowledge, eliciting representations, and encouraging learning in interviews all reflect authentic activities that manifest in classrooms (diSessa, 2007) . Instructors task biology students with coordinating their knowledge with representations (Tsui and Treagust, 2013; Lira and Stieff, 2018) , and students must learn to stabilize their knowledge when doing so (Parnafes, 2007) .
Sequencing Tasks and Sequencing Effects
The representations educators select matter in relation to their sequencing (Ainsworth, 2006; Fyfe et al., 2014) . Assessing students with external representations provides insight into their dynamic knowledge. But what do these particular representations in this particular sequence mean for assessment or the dynamic knowledge that manifests during it? To gain insight into students' dynamic knowledge from a different vantage point, we might have included a quantitative representation such a graph or another display of data rather than a diagram. This decision would have tasked students with coordinating knowledge across multiple representations that highlight distinct aspects of the phenomenon and perhaps engendered the construction of new or different knowledge (Ainsworth, 2006; Parnafes, 2007) . Such a design holds promise to elicit variability, but we note that neither design is inherently superior. Using the same representational forms (drawings and diagrams) facilitates comparisons by students.
Had we opted to introduce the diagram first and then asked students to explain, students might have presented accurate and stable knowledge. They might have simply reported what they had learned from the diagram as well as what the diagram cued them to remember from their prior instruction. Perhaps no conceptual challenges would have appeared. Such a design would have placed a rigorous test upon claims regarding students' dynamic knowledge. But, once again, it would have afforded less insight into the dynamics of moment-to-moment thinking. Moreover, such a design reflects undesirable learning conditions. More favorable designs tend to support students in cueing prior knowledge, identifying learning challenges, drawing distinctions between ideas, and then experiencing explicit instruction (cf. Schwartz and Bransford, 1998) .
Selecting and Evaluating Theory
We selected three frameworks among many that exist. Other theoretical or assessment frameworks and their associated research paradigms could have granted different insight into determinacy or the other properties of knowledge. We selected these three because BER investigators use SBF (Dauer et al., 2013) and because MM and CD approaches have commonly been positioned in opposition in science education research (Southerland et al., 2001) . Had we, however, adopted a knowledge integration framework (Linn, 2000) , we might have better designed for and observed the malleability of students' knowledge. If we had set out to understand the coconstruction of knowledge, we might have opted for an interaction analysis (Jordan and Henderson, 1995) that granted insight into how two or more students fostered inter-subjective coherence (i.e., shared knowledge). We stress the point that each framework is a framework but not the framework.
This points lead us back to our decision on how to use and evaluate multiple frameworks. We selected a microcomplementary approach, because we aimed to illustrate how different frameworks afford different and sometimes complementary insights into student knowledge (diSessa et al., 2016) . We see value in our community reading and understanding the theoretical constructs and methodological approaches of more than one framework, because our field is still emerging and reflecting (Lo et al., 2019) . A competition strategy might reject a useful framework prematurely. Competition will pave the way for rejecting poor accounts, but we think it wise to do so after we explore what frameworks have to offer across multiple contexts.
Likewise, at present, it seems premature for us to fuse frameworks. Although we see great value in setting this goal, the field's recent surge and relatively recent emergence suggest that this goal lies ahead of us, but not today. Our microcomplementary approach highlighted the point that different frameworks apply distinct ontologies-they categorize, characterize, and call attention to different kinds of properties of knowledge (de Jong et al., 1998) to form philosophical foundations for educational research (cf. Bredo, 2006) . In recent years, scholars have addressed the issue of dynamic knowledge by arguing matters of usage (e.g., misconceptions vs. alternative conceptions) and directing BER away from the theoretical debate and toward a focus on the research shift from "cold" to "hot" cognition (Leonard et al., 2014) . For scholars who see value in continuing the dynamic knowledge conversation, leveraging multiple frameworks to analyze a data set offers one strategy for doing so.
In the future, more methodological work of the nature we presented will add rigor to the stability conversation and enrich theory in BER (Dolan, 2015) . It will take time for our community to stabilize how we notice stability.
