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Abstract
Nonlocality is arguably one of the most fundamental and counterintuitive aspects of
quantum theory. Nonlocal correlations could, however, be even more nonlocal than quan-
tum theory allows, while still complying with basic physical principles such as no-signaling.
So why is quantum mechanics not as nonlocal as it could be? Are there other physical
or information-theoretic principles which prohibit this? So far, the proposed answers to
this question have been only partially successful, partly because they are lacking genuinely
multipartite formulations. In [1], we have introduced the principle of Local Orthogonality
(LO), an intrinsically multipartite principle which is satisfied by quantum mechanics but is
violated by non-physical correlations.
Here we further explore the LO principle, presenting additional results and explaining
some of its subtleties. In particular, we show that the set of no-signaling boxes satisfying
LO is closed under wirings, present a classification of all LO inequalities in certain scenarios,
show that all extremal tripartite boxes with two binary measurements per party violate LO,
and explain the connection between LO inequalities and unextendible product bases.
1 Introduction
Bell’s theorem [2] is arguably one of the most fundamental lessons we have learned about Na-
ture in the past decades. It is a no-go theorem which states that certain natural and seemingly
obvious assumptions are incompatible with quantum mechanics. These assumptions are that
far-apart observers cannot influence each other instantaneously, that they can choose their re-
spective measurements independently, and that physical quantities have well-established values
previous to any measurement. These assumptions impose restrictions (Bell inequalities) on the
correlations that the distant parties may obtain. The quantum-mechanical violations of Bell
inequalities imply that quantum mechanics violates at least one of these natural assumptions
underlying Bell’s theorem. This problem is often referred to as quantum nonlocality.
Being part of the endeavour to understand the counterintuitive features of quantum the-
ory as our current most accurate description of nature, the study of quantum nonlocality has
become an active and fruitful field of research. Several new discoveries have uncovered both pre-
requisites and consequences of nonlocality, revealing an intrinsic interdisciplinarity (see e.g. our
connections to graph theory) and striking applications in a wide range of topics like quantum
key distribution [3, 4, 5] or certified randomness generation [6, 7, 8].
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However, despite these successes, understanding the structure of quantum nonlocality is still
a fundamental open problem. No concise characterization of which nonlocal correlations can
arise in quantum mechanics has been found so far, and it is unclear whether such a charac-
terization even exists. The first observation in this direction was made by Tsirelson [9] and
Popescu-Rohrlich [10] who noticed that the nonlocality of quantum theory is not maximal
within theories satisfying some well-founded physical principles such as the impossibility of
instantaneous communication (no-signaling). They provided paradigmatic examples of correla-
tions between two parties compatible with the no-signaling principle, but without any quantum
realization. This correlation has now become known as the Popescu-Rohrlich box, or PR-box for
short. Given this insufficiency of the no-signaling principle, the big question is whether there
exists some other fundamental principle explaining the structure of quantum correlations.
More recently, several principles with an information-processing flavor have been proposed
to this end. These include non-trivial communication complexity [11, 12], Information Causal-
ity [13], and Macroscopic Locality [14]. Unfortunately, while being more restrictive than no-
signaling, none of these principles can be sufficient to recover the set of quantum correlations
exactly. The reason for this lies in the fact that intrinsically multipartite principles are essential
for characterizing the set of quantum correlations: there exist supra-quantum correlations for
three parties that cannot be witnessed by any bipartite principle [15], even when the parties
are split in two groups and the principle is applied to each such bipartition. Most or all of
the existing principles for quantum correlations are formulated in a bipartite setting and it is
unclear whether they have more powerful multipartite generalizations.
In order to fill this gap, we have recently introduced Local Orthogonality (LO) [1], an
intrinsically multipartite principle for correlations. This principle is based on a definition of
orthogonality of events in Bell scenarios. Here, an event consists of a specification of measure-
ment choices x1 . . . xn and outcomes a1 . . . an. We defined a pair of events to be orthogonal
whenever these two events involve different outcomes of the same local measurement by at least
one of the parties. Imposing that the sum of the probabilities of pairwise orthogonal events is
≤ 1 implies a restriction on the possible correlations. These are Bell inequalities, and we call
them LO inequalities. One of our basic observations is that all of them are satisfied by quantum
correlations. Violations of LO inequalities hence witness supra-quantum correlations.
The aim of this paper is to work out in detail the implications of the LO principle introduced
in [1]. In Section 2, we recall the relevant notions like Bell scenarios and no-signaling boxes.
Section 3 introduces the LO principle at the single-copy level. After showing that it is always
satisfied by quantum correlations, we show how it can be violated by certain no-signaling boxes
in multipartite scenarios. The connections to graph theory that we explain then are crucial tools
for our further investigations. In Section 4, we note that the LO principle is violated by two
copies of a PR-box, which motivates the introduction of the LO∞ principle, stating that any
physically realistic box should satisfy LO for any number of copies. We show that all nonlocal
extremal boxes in the (3, 2, 2) scenario violate the LO∞ principle. We speculate that LO∞ may
recover Tsirelson’s bound, and explain why proving this is very difficult. In Section 5, we study
how LO∞ constrains no-signaling boxes constructed via wirings. We prove that if wired copies
of a given box violate LO∞, then so does the original box. Hence, in order to find violations of
LO or LO∞, it is enough to consider independent copies of the box. In Section 6, we present
a connection between LO inequalities and unextendible product bases (UPBs), including a
construction that turns an LO inequality into a (weak) UPB. In Appendix A, we explain how
LO inequalities can be classified and show the results of our corresponding computations. We
provide files with our inequalities for download. Finally, in Appendix B, we show how the
question of whether LO implies Tsirelson’s bound can be reformulated in terms of a box packing
problem.
2
2 Bell scenarios, nonlocal correlations and no-signaling boxes
This section is an introduction to Bell scenarios and nonlocal correlations which can be skipped
by readers familiar with the subject.
It is a well-accepted fact that the predictions of quantum theory are incompatible with those
of classical physics [16]. This was first proven by Bell [2] via a gedankenexperiment in 1964, and
since then many actual experiments have corroborated this [17, 18, 19, 20]. This result, known
as Bell’s theorem, establishes a very counterintuitive aspect of quantum theory: either the
stated assumptions on the causal structure (no-signaling and the possibility to choose measure-
ments independently of the experiment) are wrong, or measurements do not have predetermined
outcomes prior to being conducted. This phenomenon is called “quantum nonlocality”.
In more detail, the setup of Bell’s gedankenexperiment is as follows: two separated parties—
commonly called Alice and Bob—each have access to a physical system. Typically, these two
systems are particles, e.g. photons, which originate from the same source and hence may be
correlated with each other. In each run of the experiment, each of Alice and Bob is allowed
to freely choose one among a fixed number m of measurements, each having a fixed number
d of possible outcomes, to perform on their system. The measurement choices are usually
denoted by x for Alice and y for Bob, while the corresponding outcomes are written as a and
b. The measurements are arranged so that they define space-like separated events. If the
parties take note of the outcomes in each run of the experiment and gather statistics, they
will eventually obtain a conditional probability distribution P (ab|xy). In order to have a more
concise terminology, we often use the term correlation to refer to such a conditional distribution
P (ab|xy).
The same gedankenexperiment can be conducted with any number n of “parties” in place of
Alice and Bob. In this “multipartite” case, we denote the measurement choices by x1 . . . xn, the
measurement outcomes by a1 . . . an, and the resulting correlation by P (a1 . . . an|x1 . . . xn). We
take the m possible measurement choices to be given by xi ∈ {0, . . . ,m− 1} and the d possible
outcomes by ai ∈ {0, . . . , d− 1} An individual conditional probability P (a1 . . . an|x1 . . . xn) in a
correlation represents the probability for the parties to get outcomes a1 . . . an upon performing
measurements x1 . . . xn. The concrete Bell scenario in which such a correlation lives is specified
by the number of parties n, the number of measurements per party m, and the number of
outcomes per measurement d. We simply write (n,m, d) for such a specification; the smallest
non-trivial scenario is (2, 2, 2) [21].
2.1 Classical correlations
An explanation of a correlation in terms of classical physics is given by a local hidden variable
(LHV) model. An LHV model is specified by the following data:
• a “hidden variable” λ, with probability distribution q(λ), which describes the joint state
of all systems together,
• deterministic functions fi(xi, λ) which, for each party i, determines the outcome ai as a
function of the measurement xi and the joint state λ.
The classical correlation described by such an LHV model is then given by [2, 22]
P (a1 . . . an|x1 . . . xn) =
∑
λ
q(λ) δa1,f1(x1,λ) · · · δan,fn(xn,λ). (1)
We call a correlation classical if it arises in this way. The term local is often used as a
synonym for classical. It was shown by Fine [22] that replacing the functions fi(xi, λ) with
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probabilistic assignments Pi(ai|xi, λ) does not give a bigger set of correlations.
The main point raised by Bell is that there exist correlations which arise from measurements
on entangled quantum systems which are not classical. Such correlations are also called nonlo-
cal [16]. But first, what does “arise from measurements on entangled quantum systems” mean
for a correlation? This is what we explain next.
2.2 Quantum correlations
Quantum correlations are those obtained by the parties when they have access to quantum
systems and measurements. The system shared among the n parties is then represented by
an n-partite quantum state, which is described as a density matrix ρ on a joint Hilbert space
H = ⊗ni=1Hi. A measurement xi by party i on their system is described by a collection of
orthogonal projections Πxi0 , . . . ,Π
xi
d−1 on Hi which satisfy
∑
ai
Πxiai = 1Hi . The correlation
P (a1 . . . an|x1 . . . xn) arises via Born’s rule as
P (a1 . . . an|x1 . . . xn) = trH
(
ρΠx1a1 ⊗ · · · ⊗Πxnan
)
. (2)
A correlation is called quantum if it arises in this way. For many entangled states ρ, one can
find measurements such that the resulting correlation is not classical—this is the content of
Bell’s theorem. On the other hand, it is not hard to show that every classical correlation is also
quantum.
Equivalently, instead of requiring the Πxiai to be projections, one could allow the use of
general measurements, defined by positive-operator-valued measures (POVMs), in the definition
of quantum correlation. Since we do not fix the dimensionality of the Hi, every quantum
correlation with POVMs can also be realized with projections by adjoining an ancillary system
to each Hi. This is analogous to the classical case from above, in which the models were
restricted to deterministic functions fi without loss of generality.
2.3 No-signaling boxes
In this section, we study general correlations which satisfy the no-signaling principle, that is,
correlations which are not in conflict with the impossibility of instantaneous or superluminal
influence. This comprises both classical and quantum correlations.
In some situations, it is convenient to avoid any assumptions on the systems the parties
have or the specific way the measurements are implemented. This framework is usually called
box world, and is used for the study of device-independent tasks, such as device-independent
quantum key distribution [3, 4, 5] and device-independent random number generators [6, 8].
Here, each party is thought of as having access to a device (“box”) which produces an outcome
when one of several available buttons is pressed. In order for these devices to be well-defined
objects, there should exist a correlation P (a1 . . . an|x1 . . . xn) for each box, which represents its
observed behavior. The no-signaling principle constrains these correlations to be those which
satisfy the no-signaling equations∑
ai
P (a1 . . . ai . . . an|x1 . . . xi . . . xn) =
∑
ai
P (a1 . . . ai . . . an|x1 . . . x′i . . . xn). (3)
This ensures that all marginals of P are well-defined, i.e. do not depend on the measurement
choices of the parties that are marginalized over. In any given scenario (n,m, d), those P which
satisfy the no-signaling equations are the inhabitants of box world.
In the following, we use the term “no-signaling box”, or simply “box”, for a no-signaling
correlation. A box which is not quantum is also called supra-quantum.
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Figure 1: Schematic representation of the sets of no-signaling correlations (outer pentagon),
quantum correlations (gray area) and classical correlations (striped area). The lines B1 and
B2 separating the set of classical correlations from the nonlocal ones are examples of tight Bell
inequalities. While B1 is violated by some quantum correlations, B2 is only violated by supra-
quantum boxes. In fact, B2 is an example of a Bell inequality that is tight, as it corresponds
to a facet of the set of classical correlations, non-trivial, because it is violated by no-signaling
correlations, but with no quantum violation.
See Figure 1 for a schematic representation of the three sets of correlations. Both the sets
of classical and no-signaling correlations are polytopes. The set of quantum correlations is still
convex, but has a more subtle geometry: generally, its boundary has both flat parts and curved
parts.
3 Local Orthogonality, level 1
Here we introduce and discuss the principle of Local Orthogonality, as it applies to one copy of
any no-signaling box. In the upcoming sections, we show that LO is much more powerful when
applied to many independent copies of a box and study the ramifications of doing this. But for
now, we keep things simple and consider the single-copy case only.
3.1 Orthogonal events in Bell scenarios
An event in a Bell scenario (n,m, d) is what a correlation assigns a probability to: it is the spec-
ification (a1 . . . an|x1 . . . xn) consisting of a particular joint outcome a1 . . . an and a particular
choice of measurements x1 . . . xn. In [1], we called a pair of events
e = (a1 . . . an|x1 . . . xn), e′ = (a′1 . . . a′n|x′1 . . . x′n) (4)
locally orthogonal, or simply orthogonal, if they involve different outcomes of the same measure-
ment by (at least) one party, that is, if ai 6= a′i and xi = x′i for some i. Intuitively, this means
that the two events are exclusive: upon fixing a particular value of λ in an LHV model (1),
at most one of these two events can occur, since δai,f(xi,λ) = 1 means that ai = f(xi, λ), and
therefore a′i 6= f(xi, λ). This implies that P (e) + P (e′) ≤ 1 for any classical correlation P .
More generally, we call a collection of events {ej} orthogonal if these events are pairwise
orthogonal. The same reasoning applies to show that, for a fixed value of λ, at most one of
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these events can occur in any given LHV model. Therefore, any classical correlation necessarily
satisfies the inequality ∑
j
P (ej) ≤ 1. (5)
Writing this out in terms of ej = (a
j
1 . . . a
j
n|xj1 . . . xjn) gives the same equation in more explicit
form, ∑
j
P (aj1 . . . a
j
n|xj1 . . . xjn) ≤ 1. (6)
Since we have shown such an inequality to be valid for all classical correlations, we are actually
dealing with a Bell inequality. The Bell inequalities of this form are our LO inequalities. We
therefore arrive at [1],
Local Orthogonality principle: Any physically realistic correlation must satisfy
all LO inequalities. In other words, for any collection of orthogonal events, the sum
of their conditional probabilities must not be larger than one.
To summarize: the LO principle (i) introduces a notion of orthogonality between two events,
(ii) makes a set of events jointly orthogonal whenever they are pairwise orthogonal, and (iii)
requires the inequality (5) to be satisfied for any jointly orthogonal set of events.
This differs from other principles such as Information Causality in the sense that it is not
based on a statement for two parties and then extended to multipartite scenarios by applying
it to any bipartition. On the contrary, the LO principle is intrinsically multipartite.
It has been stated [23] that the LO principle “follows [ . . . ] from Boole’s axiom of probability
stating that the sum of the probabilities of events that are jointly exclusive cannot exceed 1”.
This statement is incorrect and constitutes an invalid application of Boole’s axiom, since the
probabilities in (5) are conditional on the given measurements, and this condition is typically
different for each term in the inequality. In order to apply Boole’s axiom, one needs to make the
probabilities in a box P (a1 . . . an|x1 . . . xn) unconditional by choosing probabilities P (x1 . . . xn)
for the measurements and constructing the associated joint distribution of measurements and
outcomes as
P (a1 . . . an, x1 . . . xn) = P (a1 . . . an|x1 . . . xn) · P (x1 . . . xn).
Now even if the original box violates (5), this equation results in a well-defined probability
distribution and, in particular, satisfies Boole’s axiom. See also [24] for a related discussion.
So if it is not Boole’s axiom, then what does the LO principle mean, intuitively? This is
not so easy to answer, and we refer to the “distributed guessing” interpretation in [1] for one
proposed solution to this problem.
3.2 LO and quantum correlations
Do quantum correlations necessarily satisfy the LO principle? As we explain now, this is indeed
the case [1], and this is what has raised our interest in it.
For a quantum correlation as in (2), every event e = (a1 . . . an|x1 . . . xn) has an associated
operator given by
Πe := Π
x1
a1 ⊗ . . .⊗Πxnan ,
and it is easy to show that this is a projection. We then have the simple formula
P (e) = trH(ρΠe). (7)
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Our crucial observation is that if two events e and e′ are orthogonal, then the respective projec-
tions are also orthogonal in the sense that Πe Πe′ = Πe′ Πe = 0. Now for a set {ej} of orthogonal
events, the pairwise orthogonality of the projections implies that∑
j
Πej ≤ 1.
Using (7), we therefore arrive at
∑
j
P (ej) = trH
ρ∑
j
Πej
 ≤ trH(ρ) = 1,
which means that the given quantum correlation satisfies the given LO inequality. In other
words, quantum correlations satisfy the LO principle.
Despite the simplicity of this argument, we see that the LO principle—suitably extended
to the many-copy level as explained in Section 4—bounds the set of quantum correlations
surprisingly tightly. It is a nontrivial property of quantum mechanics that pairwise orthogonality
of a set of projections implies “joint exclusivity” in the sense of having a sum upper bounded by
1. This property has also been considered in the context of contextuality. For instance, several
works have studied how the violation of the corresponding orthogonality conditions can lead
to supra-quantum correlations [25, 26], or how it can be used to provide upper bounds to the
quantum violation of non-contextuality inequalities [27].
3.3 LO and no-signaling correlations
Now that we know that quantum correlations satisfy the LO principle, it is time to ask whether
the same is true for no-signaling correlations. Or is the principle violated by some no-signaling,
and therefore supra-quantum, correlations?
First of all, for a pair of orthogonal events as in (4), the LO inequality P (e) + P (e′) ≤ 1
holds for any no-signaling box P . This is because the two events e and e′ can be seen as different
outcomes of a correlated measurement in which party i first measures xi and announces the
outcome to the other parties, and then the other parties apply measurements depending on
this outcome: any party j 6= i applies measurement xj if i’s outcome was ai, and x′j otherwise.
Then, since e and e′ are outcomes of this correlated measurement, exclusiveness of outcomes
implies that P (e)+P (e′) ≤ 1. Note that the no-signaling principle is essential for this correlated
measurement to be meaningful, as it makes it possible to talk about the probabilities for i’s
outcome independently of the chosen measurements of the other parties. See the discussion
of the Foulis-Randall product in [28] for further considerations along these lines. This result
can be extended to any set of pairwise orthogonal events in all bipartite scenarios, as proven
in [1, 27]. The LO principle (at the currently discussed first level) is then equivalent to the
no-signaling principle.
All the previous results suggest that the set of LO correlations coincides with the no-signaling
set. If this was the case, then the LO principle would be completely useless and not constrain the
physically realizable correlations any better than the no-signaling principle already does. But
fortunately, it was shown in [1] that the equivalence between the LO and no-signaling principles
breaks down when considering larger sets of orthogonal events in multipartite Bell scenarios. It
is precisely this non-equivalence in the multipartite scenario that makes the LO principle non-
trivial. As becomes more clear in what follows, this non-equivalence is also the reason behind
the activation effects in the application of LO, which explains why LO is non-trivial even in the
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Figure 2: Orthogonality graph of the (2, 2, 2) scenario. As mentioned in the text, each possible
event corresponds to a node, while the edges connect locally orthogonal events.
bipartite case.
To prove the non-equivalence between LO and the no-signaling principle, it is enough to
consider the simplest multipartite scenario (3, 2, 2). An interesting LO inequality in this scenario
is the Guess-Your-Neighbor’s-Input (GYNI) inequality [29],
P (000|000) + P (110|011) + P (011|101) + P (101|110) ≤ 1. (8)
It is easy to see by simple inspection that GYNI is an LO inequality, since all events in this
sum are pairwise orthogonal. As shown in [29], the maximal value of the left-hand side of
this inequality over no-signaling boxes is 4/3, which proves the existence of no-signaling boxes
violating LO. An example of an LO violation which is easier to check by hand is given in
Section 4.
More generally, all the examples of tight Bell inequalities without quantum violations given
in [29, 30, 31, 32] are actually examples of LO inequalities.
3.4 LO and graph theory
Given that there are no interesting LO inequalities in a bipartite scenario, and in addition in
multipartite scenarios it is not so easy to write any of them down at all, the question arises:
how does one go about finding some or even all LO inequalities in a given scenario? Here we
give a complete answer to this question, using the language and tools from graph theory. This
construction is inspired by the graph approach to contextuality introduced in [27].
The orthogonality graph On,m,d associated with a Bell scenario (n,m, d) is defined as follows.
We take its vertices to correspond to the events of the scenario; hence there are (md)n vertices.
Two vertices are connected by an edge if and only if the corresponding events are orthogonal.
For instance, Figure 2 shows the orthogonality graph of the (2, 2, 2) scenario.
In graph theory, a clique in a graph G is a subset of vertices C ⊆ V (G) such that the
subgraph induced by C is complete, i.e. such that all pairs of vertices in C are connected by an
edge in G. A clique is maximal if it cannot be extended to another clique by including a new
vertex. By our earlier definition of orthogonality, a set of events in a Bell scenario is orthogonal
if and only if the corresponding vertices in the orthogonality graph form a clique. In this way,
8
a clique in the orthogonality graph gives rise to an LO inequality, and vice versa. Moreover,
if one clique C is contained in another clique C ′, then the LO inequality associated with C ′ is
better than the one associated to C, since it contains more terms on the left-hand side. For this
reason, maximal cliques correspond to optimal LO inequalities to which no further term can be
added on the left-hand side, and it is sufficient to work only with these when applying the LO
principle.
In conclusion, the problem “find all the optimal LO inequalities” is equivalent to “find all
maximal cliques in the orthogonality graph”. Although the problem of finding all maximal
cliques of a graph is known to be NP-hard1 [33], there exist software packages [34, 35] which
can find all maximal cliques in sufficiently small graphs. We have used these packages to find
all LO inequalities in various Bell scenarios (see Appendix A).
How does one now find out whether a given box P satisfies the LO principle? This
can be answered by a variation of the very same methods. If one thinks of the probability
P (a1 . . . an|x1 . . . xn) of an event e = (a1 . . . an|x1 . . . xn) as a number, or weight, assigned to the
corresponding vertex in On,m,d, then the box violates some LO inequality if and only if there
is a clique of total weight > 1. Fortunately, the software packages [34, 35] can also handle such
weighted graphs and answer this kind of question by computation. It is enough to include only
those events in the graph which have a non-zero probability to occur for the given box, since
vertices of weight zero do not contribute at all to the total weight of a clique. Making use of
this fact has simplified some of our computations significantly.
It is particularly simple to use these weighted graphs for boxes for which all non-zero prob-
abilities are equal. After having discarded events with probability zero, all vertices in the
graph—corresponding to the possible events—have the same weight attached to them; let us
call this weight c. Then there exists a clique of total weight > 1 if and only if there exists
a clique of size > c−1. Now asking whether there exists a clique of size larger than a given
number has nothing to do with the weights, and we can again consider the corresponding graph
as unweighted. The results of our computations with these methods are presented in the next
section.
A final remark about graphs: unfortunately, in order to connect with the mathematical
literature which uses opposite conventions, we sometimes need to work in terms of the non-
orthogonality graph NOn,m,d [28], which is simply defined as the graph complementary to the
orthogonality graph: its vertices are again the (md)n events of the Bell scenario, and two such
events share an edge if they are not orthogonal. The same reasoning as in the previous two
paragraphs shows that optimal LO inequalities then correspond to maximal independent sets,
where an independent set in a graph is a subset of vertices which do not share any edges at all.
4 Local Orthogonality, level ∞
If a certain principle like LO is supposed to single out those boxes that are physically realistic,
then the set of boxes satisfying the principle needs to be closed under certain operations that
are physically realizable. This comprises operations like wirings, which we consider in Section 5
in complete generality, and in particular situations as simple as considering several independent
copies of box rather than just one copy. The obvious question then is whether a number k of
copies of an n-partite box P , forming the nk-partite box P⊗k, necessarily satisfies LO if the
original box P does. We show now that this is not necessarily the case: LO can be activated
1Note, however, that in principle, while the problem of finding the maximal cliques is NP-hard for general
graphs, this may no longer be the case for the subset of graphs that arise as the orthogonality graphs of Bell
scenarios.
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Figure 3: (a) Orthogonality Graph of possible events for a PR-box. It coincides with Figure 2
in [36], where the authors study the CHSH inequality. (b) Non-orthogonality graph of the PR-
box, i.e. the complement of (a). In graph theory terms, this is the circulant graph Ci8(1, 2) and
also the 4-antiprism graph [37].
Figure 4: k copies of a PR-box shared among 2k parties. Each party has access to one part of
one box.
by applying it to multiple copies of a box jointly. This leads us to define an infinite hierarchy
of LO principles.
4.1 A hierarchy of LO principles
In principle, one might think that because of the equivalence between no-signaling and the LO
principle in the bipartite case, LO might be useless for the detection of supra-quantum bipartite
boxes. For example, the PR-box in the (2, 2, 2) scenario is given by the conditional probability
distribution
PR(ab|xy) =
{
1
2 if a⊕ b = xy,
0 otherwise.
(9)
This box is known to be maximally nonlocal in the sense that it reaches the algebraic maximum
for the Clauser-Horne-Shimony-Holt (CHSH) inequality [21], thereby violating the Tsirelson
bound of quantum correlations [38]. For k independent copies of a PR-box, distributed among
2k parties as shown in Figure 4, the conditional probability distribution is
PR⊗k(a1b1 · · · akbk|x1y1 · · ·xkyk) =
k∏
j=1
PR(ajbj |xjyj). (10)
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Now already for k = 2, we find LO inequalities violated by these two copies of the PR-box. One
such inequality is
P (0000|0000) + P (1110|0011) + P (0011|0110) + P (1101|1011) + P (0111|1101) ≤ 1, (11)
with a left-hand side evaluating to 5/4 for P = PR⊗2.
This shows two things: first, the LO principle is not stable under taking copies of a box;
second, this phenomenon can be exploited to witness the supra-quantumness of some bipartite
boxes, despite the equivalence between the LO principle and no-signaling at the one-copy level.
We now move on to postulating LO also on the many-copy level. For every number k, we
therefore obtain the following:
LOk principle: For any physically realistic correlation P , the original LO principle
must hold for P⊗k: for any set of orthogonal events in the kn-partite scenario, the
sum of their conditional probabilities must not be larger than one.
After all, if a box P is physically realizable, then so is P⊗k for any k, and therefore also P⊗k
should satisfy the LO principle. Since there is no need to limit this reasoning to any particular
value of k, we are led to the following:
LO∞ principle: For any physically realistic correlation P , the original LO principle
must hold for any P⊗k: for any k and any set of orthogonal events in the kn-partite
scenario, the sum of their conditional probabilities must not be larger than one.
We write LOk for the set of correlations that satisfy the LOk principle, and LO∞ for those
that satisfy the LO∞ principle. These sets satisfy a chain of inclusions:
LO∞ ⊆ . . . ⊆ LOk ⊆ LOk−1 ⊆ . . . ⊆ LO1.
We have LO∞ = ∩kLOk by definition. This set is the most interesting one in our hierarchy,
but also the most difficult one to describe.
Exploiting the whole hierarchy of principles, LO∞ allows us to detect the non-quantumness
of bipartite correlations: as we have seen, already the LO2 principle is stronger than the no-
signaling principle in bipartite scenarios. On the other hand, since the set of quantum correla-
tions is closed under taking tensor products P 7→ P⊗k, quantum correlations necessarily satisfy
LO∞ as well.
Using the graph-theoretical methods explained in Section 3.4, we can systematically search
for violations of LOk by the PR-box, or by any other given no-signaling box, for any fixed k.
More precisely, finding a violation of LOk by the PR-box requires finding an LO inequality in
the (2k, 2, 2) scenario which is violated by PR⊗k. This means that we need to look for maximal
cliques in the orthogonality graph O2k,2,2, which has 16
k vertices. However, since only 8k of the
events in this scenario have non-zero probability in PR⊗k, it is sufficient to search for maximal
cliques in the subgraph induced by these 8k possible events. The PR-box violates LOk if and
only if this graph has a clique of size greater than 2k. As demonstrated by (11), there exist
cliques of size 5 > 22 in O4,2,2. Our computations showed that this is the only violation of LO
2
by the PR-box up to symmetry.
4.2 LO∞ and supra-quantum tripartite boxes
In the previous subsection, we proved that the LO∞ principle witnesses the PR-box—the only
extremal bipartite correlation in the (2, 2, 2) scenario—as unphysical. In the next section, we
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box copies terms value
2 2 5 5/4
3 2 17 17/16
4 2 17 17/16
5 1 4 5/4
6 2 17 17/16
7 2 17 17/16
8 2 9 9/8
9 1 4 9/8
10 1 4 9/8
11 1 4 5/4
12 2 17 9/8
13 1 4 7/6
14 1 4 7/6
15 1 4 9/8
16 1 4 7/6
box copies terms value
17 1 4 7/6
18 1 4 9/8
19 2 17 17/16
20 1 4 6/5
21 2 17 17/16
22 2 19 37/36
23 1 4 7/6
24 1 4 7/6
25 1 4 4/3
26 2 22 37/36
27 2 17 17/16
28 1 4 7/6
29 1 4 4/3
30 2 14 26/25
31 2 13 26/25
box copies terms value
32 1 4 6/5
33 1 4 6/5
34 2 13 37/36
35 1 4 7/6
36 2 13 33/32
37 1 4 9/8
38 1 4 7/6
39 2 22 37/36
40 2 17 17/16
41 2 17 17/16
42 2 17 17/16
43 2 14 50/49
44 2 17 17/16
45 2 17 17/16
46 2 17 17/16
Table 1: Table of LO violations for the extremal tripartite boxes in the numbering scheme
of [39]. The columns show the number of copies needed for finding the violation, the number
of terms in the violated inequality and the value given by the box for that inequality. Since it
is always larger than 1, all these boxes violate some LO inequality.
show also that all extremal no-signaling boxes in the (2, 2, d) and (2,m, 2) scenarios are likewise
ruled out by LO. So what about boxes in multipartite scenarios?
We have applied the methods of Section 3.4 to all the extremal boxes in the (3, 2, 2) scenario,
which had been computed in [39]. These fall into 46 equivalence classes under symmetries, with
one class corresponding to deterministic local boxes, while the other 45 ones are nonlocal. How
do the LO and LO∞ principles perform on these? Table 1 shows the results: all of these boxes
violate LO1 or LO2. We have found this by first searching for a violation of LO1 for any given
box; for those that did not display any violation of LO1, we used the same methods to look for
violations of LO2, and successfully found such violations in all cases.
Since the GYNI inequality (8) is the only LO inequality in the (3, 2, 2) scenario up to
symmetry (Section A), those boxes that violate LO1 do actually violate GYNI.
The intrinsically multipartite character of the LO principle has allowed us to witness the
supra-quantumness of box number 4 in [39], which cannot be achieved with any bipartite prin-
ciple [40]. One example of an LO inequality in the (6, 2, 2) scenario which is violated by two
copies of this box is given by
P (000000|000000) + P (000101|000100) + P (000010|011101) + P (000111|011001)
+ P (001110|110001) + P (010110|110101) + P (011011|010010) + P (011111|010001)
+ P (100000|011100) + P (101111|010111) + P (101100|100111) + P (110100|000101)
+ P (110110|000001) + P (110011|010111) + P (111010|000100) + P (111100|000111)
+ P (111000|110100) ≤ 1.
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4.3 LO∞, noisy boxes and Tsirelson’s bound
In this subsection, we consider noisy versions of the PR-box and other boxes and ask how robust
the violations of LO∞ are with respect to noise. At a certain critical purity level, the LO∞
violation of a given box disappears, while at another (possibly identical) purity level, the box
becomes quantum. We relate the first critical purity level to the Shannon capacity of graphs
in a manner similar to that in [28], although the details of this connection are different. We
had already shown in [41] that LO∞ detects the non-quantumness of many bipartite boxes,
including some for which all other known principles like Information Causality have so far failed
to do so.
Since LO2 detects the PR-box as unphysical, it is interesting to see to what extent this also
applies to noisy PR-boxes. These are boxes indexed by a purity parameter q ∈ [0, 1],
PRq := q PR+ (1− q)PI,
where
PI(ab|xy) := 1/4 ∀a, b, x, y
is the maximally noisy box. The value q = 1 corresponds to the PR-box, q = 1/
√
2 corresponds
to the statistics obtained when measuring a singlet state with the appropriate measurements
(leading to a saturation of the Tsirelson bound), and q = 1/2 is a local box giving the maximal
classical value for the CHSH inequality. Any box in the (2, 2, 2) scenario can be turned into one
of this form by local operations without changing its value of the CHSH inequality [42]. Since
these local operations are particular instances of wirings, the results of Section 5 show that it is
enough to show that any PRq with q > 1/
√
2 violates LO∞ in order to show that LO∞ recovers
Tsirelson’s bound.
We focus first on the two-copy case, k = 2, meaning that we consider the box
PR⊗2q (a1b1a2b2|x1y1x2y2) =
2∏
i=1
(q PR(aibi|xiyi) + (1− q)PI(aibi|xiyi)) .
For q < 1, all events in the underlying (4, 2, 2) scenario have non-zero probability, and hence
we cannot discard any vertices in the orthogonality graph. The clique corresponding to the
inequality (11) is not maximal, but it can be completed to a maximal clique in one or several
ways. By doing so, we obtain inequalities with additional terms which vanish for PR⊗2, but
do not vanish for PR⊗2q . A direct computation shows that for all q > (
√
10− 1)/3 ≈ 0.721, the
noisy box violates the 10-term LO inequality
P (1111|0000) + P (1100|1010) + P (0100|1100) + P (0011|0001) + P (0010|0111)
+ P (1011|0000) + P (0101|1100) + P (1101|1100) + P (1010|0110) + P (1001|0100) ≤ 1.
This purity level q ≈ 0.721 is remarkably close to Tsirelson’s bound q = 1/√2 ≈ 0.707, and
it is tempting to conjecture that the optimal q converges to Tsirelson’s bound as the number
of parties increases. Our computations have shown that this is the optimal value that can be
derived with k = 2, and we have not found any improvement for k = 3.
It is a very difficult problem to determine whether the critical purity level as k →∞ coincides
exactly with Tsirelson’s bound. To see how difficult it is, we now explain how it is related to
the problem of computing the Shannon capacity of a certain graph. Similar considerations can
be found in [23]. For many graphs, computing the Shannon capacity is a notoriously hard
combinatorial problem [43]. While we explain the following for the concrete example of the
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PR-box, the very same considerations apply to any no-signaling box for which all non-zero
probabilities are equal.
If we want to determine whether a noisy box PR⊗kq violates some LO inequality, we need to
check whether there exists an independent set in the non-orthogonality graph NO2k,2,2 to which
PR⊗kq assigns a total weight of more than 1. This is a very difficult problem in general, and
therefore we consider an approximation to it. The idea is that those events which contribute
the most to the value of an LO inequality are those which already have non-zero probability in
the noiseless PR⊗k. This is true for an event
e = (a1b1 . . . akbk|x1y1 . . . xkyk)
in the (2k, 2, 2) scenario if and only if each ei := (aibi|xiyi) has non-zero probability in the
original PR, and all such joint events have the same probability 2−k. In this way, we can
identify the vertices of the non-orthogonality graph NOPR⊗k with the k-tuples of vertices in the
single-copy graph NOPR displayed in Figure 3.
Similarly, two events e and e′ of this form are orthogonal if and only if they are orthogonal
at some i. So two vertices in NOPR⊗k , thought of as k-tuples of vertices in NOPR, share an
edge if and only if for every component index i, their i-components either coincide or share an
edge in NOPR. In graph-theoretic terms, these two properties constitute the definition of the
k-fold strong product NOkPR, so that we obtain
NOPR⊗k = NO
k
PR.
In fact, analogous reasoning shows that On,m,d is the n-fold co-normal product of O1,m,d, where
(1,m, d) is the “Bell scenario” with only one party. See [28] for more detail and applications of
this observation.
A maximal independent set in NOPR⊗k corresponds to an LO inequality in scenario (2k, 2, 2).
However, this inequality may not be optimal in the sense that it may be tightened by adding
further events which have probability zero for the noiseless box PR⊗k, but non-zero probability
for a noisy box PR⊗kq . This is the approximation we make: looking only at this subclass of LO
inequalities does not give optimal bounds, but it is necessary for making the connection to the
Shannon capacity of NOPR.
We write qk for the maximum value of q for which PRq satisfies the LO
k principle. By what
we just said, this critical purity level qk is upper bounded by the maximum value of q for which
PR⊗kq satisfies all LO inequalities corresponding to maximal independent sets in NO
k
PR. We
denote this alternative critical purity level by q∗k.
All events in NOkPR carry the same probability, whose value is given by(
1 + q
4
)k
.
Therefore PR⊗kq satisfies all LO inequalities coming from NO
k
PR if and only if(
1 + q
4
)k
· αk ≤ 1,
where αk denotes the size of a maximal independent set in NO
k
PR. This gives the critical purity
level
qk ≤ q∗k =
4
k
√
αk
− 1. (12)
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For example for k = 2, we found earlier that α2 = 5, and hence q
∗
2 = 4/
√
5− 1 ≈ 0.789, which
is consistent with our previous observation that q2 ≈ 0.721.
The reason that this is interesting is because the term k
√
αk is intimately related to a graph
invariant of NOPR, namely its Shannon capacity. In fact, the very definition of the Shannon
capacity is given by
Θ(NOPR) := lim
k
k
√
αk.
Naturally, this definition applies to any other graph in place of NOPR. For more on the Shannon
capacity and its relation to nonlocality and contextuality, including the standard proof showing
that the limit over k exists, we refer to [28].
In terms of the Shannon capacity, we can turn (12) into an upper bound on the critical
purity level at which PRq just satisfies LO
∞,
q∞ ≤ q∗∞ =
4
Θ(NOPR)
− 1. (13)
Now since PR1/
√
2 is a quantum box and therefore satisfies LO
∞, we know that q∞ ≥ 1/
√
2,
which translates by (13) into Θ(NOPR) ≤ 4(2−
√
2). This is a bound which coincides with the
Lova´sz number2 ϑ(NOPR), a graph invariant known to upper bound the Shannon capacity.
The LO∞ principle recovers Tsirelson’s bound if and only if q∞ = 1/
√
2. Again by (13),
this would follow from the hypothetical equation Θ(NOPR)
?
= ϑ(NOPR) = 4(2 −
√
2). Now
one might hope that it should be known whether the Shannon capacity of a graph as simple as
NOPR coincides with its Lova´sz number. Alas, to the best of our knowledge, this is not the case,
and finding this out is a very difficult problem. See also Appendix B for an illustration of how
computing the αk and therefore also Θ(NOPR) can be interpreted as a box packing problem.
These observations immediately generalize to other boxes P in arbitrary scenarios (n,m, d).
Assume that a given box P has the property that each probability P (e) for every event e
either vanishes or has a constant value c > 0. Then, the method we just described for the
PR-box can be applied here as well, and we obtain a non-orthogonality graph NOP which is an
induced subgraph of NOn,m,d. An analogous relation between the critical purity level q
∗∞ and
the Shannon capacity Θ(NOP ) follows,(
qk · c+ (1− qk) · 1
dn
)k
· αk = 1 =⇒ q∗∞ =
dn −Θ(NOP )
(dnc− 1)Θ(NOP )
So on the one hand, if the Shannon capacity Θ(NOP ) happens to be known, then an upper
bound on the critical purity level q∞ ≤ q∗∞ can be derived. On the other hand, lower bounds
on q∗∞ follow from finding quantum representations of the box at a certain purity level, and
these bounds translate into upper bounds on Θ(NOP ), and hence might be of interest for graph
theory. However, to be fair, it seems likely that these bounds are dominated by the Lova´sz
number ϑ(NOP ).
These considerations should make clear that computing the boundary of LO∞ is difficult,
and even approximating it is computationally costly. We have seen that this problem is in-
timately related to a purely combinatorial problem, namely the computation of the Shannon
capacity of certain graphs. This is an interesting connection to graph theory, similar to those
already found in [27, 28]. Among other things, we have used these connections in [28] to give a
conceptually simple proof of Navascue´s’ observation that LO∞ is not only satisfied by quantum
correlations, but more generally by all those correlations satisfying the level 1 +AB of the NPA
2To see that this Lova´sz number is indeed 4(2−√2), apply Theorem 1 in [44] with n = 8.
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hierarchy of semidefinite programs [45, 46].
5 Wirings are useless
Wirings [47] are operations that can be applied to one or more boxes in order to produce a
new box. For example, a wiring may consist of party 1 communicating their outcome a1 to
party 2, who uses this outcome as their choice of measurement and obtains an outcome a2.
One can then define a new no-signaling box upon identifying parties 1 and 2 with a new joint
party with joint measurement choice x1 and joint outcome a2. There are many variations and
generalizations of this which we will discuss in the following. Our result is that if k copies of
a box violate LO1 when wired together, then the same k copies violate LO1 as independent
copies without any wiring, meaning that the original single-copy box violates LOk. This means
that in order to find violations of LO∞, considering wirings is “useless” in the sense that no
additional violations can be found. Equivalently, we show that if a no-signaling box P satisfies
LOk, then any other box which can be obtained from P by applying wirings to copies of P
distributed among many parties will satisfy LO1. Since our wirings are more general than those
of [47], this result implies that LO∞, as a set of boxes, is closed under wirings in the sense
of [47]. Possibly counterintuitively, we obtain this result without showing convexity of LO∞,
and actually suspect that this set is not convex in at least some scenarios. This suggests that
a set of boxes may be closed under wirings despite not being convex.
We start by considering a restricted, but especially instructive, class of wirings and generalize
later. We call these wirings static since the “wires” are fixed throughout the protocol rather
than dynamically positioned, and deterministic since no additional randomness other than what
comes out of the boxes is involved. A static and deterministic wiring protocol for an n-partite
box P is obtained as follows: first, we distribute r copies of P among rn parties, where r is
arbitrary. This results in the box P⊗r. These rn parties may now assemble into s groups; these
groups will become the parties of the “wired” box
Pwired(b1 . . . bs|y1 . . . ys),
which they are about to construct. Here, yi denotes the input which all parties in group i receive
jointly, while bi stands for the joint output that they are going to obtain. We may intuitively
think of the parties composing a group as physically meeting up at the same location, where
each party carries their part of the box to which they have access; see Figure 5 for an example
situation. In this way, a particular group formed by l parties has access to l input-output
devices.
Second, there is a subprotocol for each group which specifies how the parties within that
group communicate and coordinate the use of their boxes. For the sake of concreteness, let us
assume that the first group is formed by parties 1, . . . , l. For these l parties, we now need to
specify an ordering among them, corresponding to the temporal order in which the parties use
their devices. For notational convenience, we relabel the parties in the group such that this total
ordering is precisely given by the enumeration 1, . . . , l. Party 1 starts by choosing a measurement
choice f1(y1) on their device, where f1 is any function which is part of the specification of the
protocol, and obtains an outcome a1. Afterwards, party 2 continues by inputting f2(y1, a1)
into their device where f2 is likewise some fixed function, and gets an outcome a2. In general,
party j+ 1 operates after party j and uses the measurement choice fj+1(y1, a1, . . . , aj) on their
device, getting an outcome aj+1. After all parties have used their devices in this way, the group
announces the total outcome g(y1, a1, . . . , al), where g is again a fixed function. In general, such
a subprotocol exists for the parties within each group separately.
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Figure 5: Three copies of a bipartite box wired between three groups of two parties each. The
resulting wired box is tripartite, where each new party has access to one end of two boxes. To
provide an example, consider a grouped party receiving input y. They choose to use first the
box on their left-hand side, to which they input f1(y) and obtain an outcome a1. Then, they
use the box on the right-hand side by inputting f2(y, a1) and obtaining an outcome a2. Finally,
they output b = g(y, a1, a2) as the final outcome of the protocol. Here, f1, f2 and g can be
arbitrary functions.
A trivial example of such a static wiring protocol consists of taking k = 1, having each party
form their own group, and letting each such party apply a deterministic function to their inputs
and outputs. This type of wiring corresponds to the special case in which Pwired is obtained
from P via deterministic local operations.
We now proceed to show that if P satisfies LO∞, then so does any Pwired obtained from such
a P via static and deterministic wirings. In other words, the set LO∞ is closed under wirings.
First of all, it is sufficient to show that the wired box satisfies LO1. The reason is that
if a box Pwired can be constructed from P via wirings, then so can any of its powers P
⊗k
wired,
even if the required number of copies of P increases k-fold. Our upcoming proof that all boxes
constructed from P via wirings satisfy LO1 applies in particular to all the P⊗kwired. Therefore,
P⊗kwired satisfies LO
1 for all k, which means by definition that Pwired satisfies LO
∞.
In order to show that Pwired satisfies LO
1, it is enough to consider the case where only
the first l parties form a non-trivial group and apply a non-trivial wiring. The reason is that
the same argument can be applied to the resulting box, and another non-trivial group can
be formed, and this argument can be repeated until all the desired groups have been formed.
Assuming this and using the notation from above, the resulting wired box is s-partite with
s = rn− l+ 1. We enumerate the parties in such a way that the non-trivial group contains the
parties 1, . . . , l. We make this whole assumption to keep things conceptually simple and not to
clutter our notation.
In terms of the above protocol, the conditional probability distribution Pwired of such a
wiring of k boxes has the form
Pwired(b1 . . . bs|y1 . . . ys)
=
∑
a1,...al
s.t. g(a1,...,al)=b1
P⊗r(a1 . . . alb2 . . . bs|f1(y1)f2(y1, a1) . . . fl(y1, a1, . . . , al) y2 . . . ys). (14)
For fixed b1 and y1, all events occurring in this sum are orthogonal: for any two different terms
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in the sum represented by indices a1, . . . , al and a
′
1, . . . , a
′
l, respectively, let i be the smallest
party index for which ai 6= a′i. Then the two measurement choices of party i are both equal to
f(y1, a1, . . . , ai−1), while the outcomes are different. This witnesses orthogonality.
Now consider a given set of mutually orthogonal events (b1 . . . br|y1 . . . yr) which represents
an LO inequality for Pwired. We claim that upon substituting (14) into this inequality, we obtain
an LO inequality for P⊗r. Checking this means that we need to consider a pair of events that
may occur in such an inequality,
(a1 . . . alb2 . . . bs|f1(y1)f2(y1, a1) . . . fl(y1, a1, . . . , al) y2 . . . ys),
(a′1 . . . a
′
lb
′
2 . . . b
′
s|f1(y′1)f2(y′1, a′1) . . . fl(y′1, a′1, . . . , a′l) y′2 . . . y′s).
(15)
The case where bj = b
′
j and yj = y
′
j for all j, i.e. where the two events occur in the same
sum (14), was already considered above, where we found them to be orthogonal. Otherwise,
there exists some j for which yj = y
′
j and bj 6= b′j , due to the assumption that the original
inequality for Pwired is a LO inequality. If j ∈ {2, . . . , s}, then the two events (15) are clearly
orthogonal as well. If j = 1, then there has to exist some index i for which ai 6= a′i; upon
considering the smallest i with this property, we again find the events (15) to be orthogonal in
the same manner as above. Now due to the assumption that P⊗r satisfies all LO inequalities,
we conclude that also Pwired satisfies the given LO inequality.
This shows that the set LO∞ is closed under static deterministic wirings. In other words,
if a wired box violates LO∞, then so does the original box from which it was constructed.
We now generalize to “dynamic” deterministic wirings in which the temporal ordering of
the parties within a group is itself determined during the execution of the protocol. Again we
take parties 1, . . . , l to form the only non-trivial group. After receiving their input y1, the party
which measures their box first is given by a function i1(y1). This party i1(y1) performs the
measurement xi1 = f1(y1) and obtains an outcome ai1 . This outcome, together with the initial
input, determines the second party in the protocol to be the party i2(y1, ai1). Similarly, this
party then chooses the measurement xi2 = f2(y1, ai1) and obtains an outcome ai2 . The third
party in the protocol then is i3(y1, ai1 , ai2), and so on. When all parties have finished, the group
announces their joint outcome g(y1, ai1 , . . . , ail).
In the case of such a dynamic wiring, the explicit form of the sum in (14) is considerably
messier to write explicitly and we refrain from doing so. Nevertheless, all events occurring in
the corresponding sum for fixed bj and yj also satisfy the property of being orthogonal. Indeed,
consider two events e and e′ in this sum. Both events originated by party i1(y1) applying a
measurement. Now consider the temporally first step t of the wiring protocol at which the
protocol realizations of e and e′ differ. Since the protocols are deterministic except for the
randomness in the boxes, this difference of the realizations must originate from the previous
step t − 1 by one box having produced different outcomes, ait−1 6= a′i′t−1 , although the parties
were the same, i′t−1 = it−1, and the measurements were the same, xit−1 = x′i′t−1 . Hence, the
two events e and e′ are orthogonal. All other statements which we made for static wirings
apply directly to dynamic wirings as well, and LO∞ is in particular also closed under dynamic
deterministic wirings.
So far, all the wirings that we have considered have been deterministic: no randomness
is allowed in the protocols in the sense that the functions fj , ij and g are required to be
deterministic. So do our results still hold if we do allow randomness in the protocols?
In order to answer this question in the most elegant way, we consider wirings not of copies
P⊗r of the original box P , but of any box of the form P ′ := P⊗r ⊗ Ploc, where Ploc is any
local box. Again we assume that P satisfies LO∞, and in particular P⊗r satisfies LO1. Since
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Ploc is a convex combination of deterministic boxes all of which satisfy LO
1, P ′ also is a convex
combination of boxes which satisfy LO1, and hence P ′ satisfies LO1 as well.
The point of this consideration is that the local box Ploc may provide shared and/or local
randomness for the wiring protocol in the following sense. Constructing a wiring of r copies of
P together with a local box means that also the parties operating on Ploc need to be assigned
to groups. Now since Ploc can be simulated by shared and/or local randomness, any wiring
protocol of P⊗r ⊗ Ploc can be translated into an equivalent wiring protocol for P⊗r which is
stochastic in the sense that it uses shared and/or local randomness. Conversely, in any wiring
protocol which involves shared and/or local randomness, this randomness may be regarded as
coming from shared or local coin flips, which can be simulated by an appropriate local box Ploc.
In conclusion, a deterministic wiring of P⊗r ⊗ Ploc corresponds to a stochastic wiring of P⊗r,
and every stochastic wiring arises in this way.
What this implies is that if P⊗r satisfies LO1, then so does P⊗r⊗Ploc, and therefore also all
deterministic wirings of P⊗r⊗Ploc, and hence also all stochastic wirings of the original P⊗r. So
if P satisfies LO∞, then the same applies to any box constructed from copies of P via wirings,
where these wirings may be dynamic and stochastic. In particular, this even applies to dynamic
wirings which make use of shared randomness. This is the most general kind of wiring that we
can conceive of.
Surprisingly, in order to show closure under wirings with shared randomness, we have not
used convexity of the set LO∞. In fact, it remains an open problem whether the set LO∞ is
convex in all Bell scenarios.
As a simple example application of the results in this section, we show that LO∞ is violated
by all extremal boxes in all (2, 2, d) and (2,m, 2) scenarios. In the (2, 2, d) case, this follows
from the fact that several copies of any such d-outcome extremal box can be wired into an
(approximate) PR-box [48]. Then since the PR-box violates LO2, our results show that the
original box violates LO2k for some k. In fact, if d is even, a single copy of the box is sufficient,
and one only needs to apply a coarse-graining to the outcomes of the box, so that it even violates
LO2 as well. For the (2,m, 2) scenarios, we use the characterization given in [49](see also [50]),
which shows that any extremal box turns into a PR-box upon restricting the measurement
choices of each party to only two out of the m possible choices. Since applying this restriction
is a trivial kind of wiring, any LO violation by a PR-box translates into an LO violation of any
of these extremal boxes.
6 Constructing UPBs and weak UPBs from LO inequalities
Here, exploiting the results of [30, 31, 32], we demonstrate how to relate LO inequalities to
UPBs, a notion already introduced in the early days of quantum information theory (see below
for the definition). More precisely, every LO inequality within an (n,m, 2) scenario can be
turned into an n-qubit UPB, while LO inequalities in a general (n,m, d) scenario with d ≥ 3
can be turned into more general objects called weak UPBs [32].
We begin our detailed considerations by recalling the definition of a UPB (the definition of
a weak UPB will be provided later). To this end, let us consider a product Hilbert space
H = Cd1 ⊗ . . .⊗ Cdn (16)
with di denoting the local Hilbert space dimensions at the different sites, and a collection of
mutually orthogonal and normalized product vectors from H,
U =
{
|ψ(1)j 〉 ⊗ . . .⊗ |ψ(n)j 〉
}|U |
j=1
,
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where |ψ(i)j 〉 ∈ Cdi . Following [51], we call U an unextendible product basis if (i) it spans a
proper subspace of H, and (ii) H does not contain any other product vector orthogonal to all
elements of U . In other words, the orthogonal complement span(U)⊥ in H is nontrivial and
completely entangled, i.e. contains no product vectors.
Since UPBs are surprising objects, there has been some interest in characterizing their
properties (see e.g. [52, 53, 54, 55, 56, 57, 58, 59]). One of their main uses in quantum information
theory is that they lead to a general construction of bipartite and multipartite bound entangled
states [51]. A state is bound entangled if no pure entangled state on any subgroup of the parties
can be distilled from it [60]. More precisely, let us denote by ΠU the projection onto the subspace
spanned by a UPB U . Then, the state
ρU :=
1
dimH− |U |(1−ΠU )
is entangled because its support does not contain any product vectors. Moreover, it has positive
partial transpose with respect to any bipartition. Due to the results of [60], this makes ρU bound
entangled [51] (see also [61, XII.I.1]).
We now move on to the construction of UPB’s presented in [30, 31, 32]. In what follows,
we assume that all vectors are normalized and we also identify every two vectors differing only
by a phase factor, i.e. any |ψ〉 and α|ψ〉 with |α| = 1 are considered the same vector. To the
Bell scenario (n,m, d) we associate the product Hilbert space (16) with all the local dimensions
equal, i.e., di = d for all i = 1, . . . , n. This H is the smallest Hilbert space that can support
projective d-outcome measurements at each site. Then, in each local Hilbert space Cd, we
distinguish m different orthogonal bases, denoted by Bj = {|φ(j)i 〉}d−1i=0 , where j = 0, . . . ,m− 1.
For simplicity, we take these to be the same for all sites; the generalization to different bases at
each site will be straightforward. We choose them, however, in such way that they satisfy the
following property: at each site no two vectors belonging to different bases are orthogonal. In
other words, if two basis vectors are orthogonal, then they are from the same basis,
〈φ(j)i |φ(j
′)
i′ 〉 = 0. =⇒ j = j′.
In the following, we refer to this property as (P). In the case of qubit Hilbert spaces, i.e. for
d = 2, this assumption is always satisfied [31]: if a vector from one basis in C2 is orthogonal to
a vector belonging to the other basis, then these two bases are the same (up to phase factors).
Consider now an LO inequality in scenario (n,m, d). To each event e = (a1 . . . an|x1 . . . xn)
occurring in this inequality, one can associate the product vector
|φ(x1)a1 〉 ⊗ . . .⊗ |φ(xn)an 〉 ∈ H, (17)
so that for each party i, the measurement choice xi specifies the basis Bxi from which to
choose the vector, while the outcome ai specifies the vector one has to choose from that basis.
Applying this procedure to all terms in an LO inequality generates a set of product vectors of the
form (17). Now pairwise orthogonality of the events in an LO inequality is equivalent to pairwise
orthogonality of the associated product vectors: orthogonality of two events means that for some
party i, the two events have the same measurement choices, but different outcomes. Hence, at
the same party i, the corresponding product vectors (17) contain two different elements of the
same local basis, and thus are orthogonal. Consequently, to any LO inequality one can associate
a set S of pairwise orthogonal product vectors from H.
Now, if the LO inequality is optimal in the sense that no additional orthogonal events can be
added to the left-hand side, then S is unextendible in the following sense: there is no product
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vector |ϕ〉 = |ϕ(1)〉 ⊗ . . . ⊗ |ϕ(n)〉 ∈ H with all local components |ϕ(i)〉 taken from the bases
Bj such that |ϕ〉 ⊥ S. To see this explicitly, assume that |ϕ〉 is orthogonal to all elements
of S. Then, reversing the above construction, |ϕ〉 corresponds to an event (a1 . . . an|x1 . . . xn)
which is orthogonal to all events in the LO inequality, contradicting the fact that the latter is
optimal. Following [32], we call a set of orthogonal vectors S from the Bj which is unextendible
in this sense a weak UPB. As demonstrated in [31], the existence of no-signaling violations of
the inequality guarantees that this weak UPB is not a complete basis of H.
What we have shown is that every optimal LO inequality gives rise to a weak UPB. As one
can see by tracing the steps of this construction backwards, this can also be reversed to turn
every weak UPB into an optimal LO inequality [30, 31, 32]. That the weak UPB is not a complete
basis guarantees that the LO inequality is violated by some no-signaling correlations [31].
Now how do weak UPBs relate to ordinary UPBs? First, any UPB whose local vectors can
be grouped into bases having the property (P) is also a weak UPB with respect to these bases.
Second, for d = 2, every weak UPB is also a UPB. To prove this, assume that S forms a weak
UPB and there is a product vector |ϕ〉 = |ϕ(1)〉 ⊗ . . . ⊗ |ϕ(n)〉 orthogonal to S. Then if some
|ϕ(i)〉 does not belong to any of the bases Bj , it cannot be orthogonal to any local component of
any vector in S. Therefore, it can likewise be replaced by an arbitrary basis vector from the Bj ,
without destroying the property that |ϕ〉 is orthogonal to all of S. In this way, we can assume
without loss of generality that each |ϕ(i)〉 does belong to some Bj . But now since S is assumed
to be a weak UPB, it follows that such a |ϕ〉 cannot exist, and S is a UPB. Third, there are
weak UPBs with d ≥ 3 that are not UPBs; we give an example below.
As a result, any optimal LO inequality within any (n,m, d) scenario can be turned into a
weak UPB in (Cd)⊗n. If the inequality is violated by some no-signaling correlations, then the
weak UPB is not just a complete basis. Since LO inequalities can have no-signaling violations
only for n ≥ 3, weak UPBs which are not complete bases can exist only for n ≥ 3, although
there are bipartite UPBs [51, 53]. Finally, if d = 2, then any weak UPB constructed in this way
is automatically a UPB.
In particular, all the optimal LO inequalities which we found in the (4, 2, 2) and (3, 2, 3) sce-
narios in Appendix A.2 give rise to four-qubit UPBs and three-qutrit weak UPBs, respectively.
However, of the four basic types (i) to (iv) of equivalences between LO inequalities, only the
first three have a clear meaning for (weak) UPBs: permuting the sites, permuting the bases at
one site, and permuting the elements of one basis at one site. The fourth one does not have
an obvious meaning for weak UPBs, and therefore a classification of weak UPBs should only
classify LO inequalities with respect to the equivalences (i) to (iii). This is why the results of
Appendix A.2 are not directly applicable for a classification of weak UPBs, but they provide
at least, respectively, 35 and 4 classes of weak UPBs in the respective (4, 2, 2) and (3, 2, 3) sce-
narios. We now consider these two scenarios as well as the simpler (3, 2, 2) in a bit more detail.
Also, the arXiv version of this paper provides files with a classification of weak UPBs in the
(3, 2, 3) and (4, 2, 2) scenarios for download.
Scenario (3, 2, 2). The corresponding weak UPBs live on the three-qubit Hilbert space H =
(C2)⊗3. In each local Hilbert space C2, we distinguish the two bases
B0 = {|0〉, |1〉}, B1 = {|e〉, |e⊥〉}, (18)
with |e〉 being any vector different from |0〉 and |1〉, while |e⊥〉 stands for a vector orthogonal
to |e〉. We use notation such as |0e⊥〉 as shorthand for |0〉 ⊗ |e⊥〉.
As discussed in [30], the only nontrivial LO inequality within this scenario is the GYNI
inequality (8). Applying the above prescription for turning an LO inequality into a weak UPB
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gives the replacements
(000|000) 7→ |000〉, (110|011) 7→ |1e⊥e〉,
(011|101) 7→ |e1e⊥〉, (101|110) 7→ |e⊥e1〉.
Therefore GYNI corresponds to the so-called Shifts UPB [51],
UShifts =
{
|000〉, |1e⊥e〉, |e1e⊥〉, |e⊥e1〉
}
.
Indeed, up to permutations of the sites and local unitary operations, this is the unique UPB in
(C2)⊗3 [54].
Scenario (4, 2, 2). Here, the corresponding Hilbert space is H = (C2)⊗4. For the local bases,
we again take those given by (18). As already said, all the possible optimal LO inequalities
we found within this scenario, in particular those listed in Tables 3 and 4, can be turned into
four-qubit UPBs. Since m = 2, each UPB has at most two different bases per site. Some of
these were also found in [31], while most of them are new. The UPBs obtained in this way have
only 8, 9, 10 or 12 elements, although the minimal size of a four-qubit UPB is 6 [59]. To obtain
examples of UPBs of sizes 6 and 7, one needs more bases than two for some of the parties [31].
Finally, the 12-element UPB associated with the largest LO inequality of Table 4 is of the form
{|0〉 ⊗ B, |1〉 ⊗ U} with B denoting the standard basis in (C2)⊗3, while U is a three-qubit UPB
equivalent to UShifts.
As a more detailed example, we consider one of the LO inequalities found within the (4, 2, 2)
scenario, say the fifth one of Table 3,
P (0000|0000) + P (0001|0000) + P (0010|1100) + P (0101|1010)
+ P (1010|1101) + P (1100|0110) + P (1110|0111) + P (1111|1011) ≤ 1.
With each of the eight events in this inequality, we associate a product vector in (C2)⊗4 as
above, which results in the UPB{
|0000〉, |0001〉, |ee10〉, |e1e1〉, |e⊥e1e〉, |1e⊥e0〉, |1e⊥e⊥e〉, |e⊥1e⊥e⊥〉
}
.
It is easy to verify by hand that these eight vectors are indeed pairwise orthogonal. Owing to
what we have said before, they form a four-qubit UPB.
Scenario (3, 2, 3). The corresponding Hilbert space is H = (C3)⊗3. We choose in C3 two
orthonormal bases
B0 = {|0〉, |1〉, |2〉}, B1 = {|e〉, |e⊥〉, |e>〉},
where the three vectors in B1 are such that none of them is orthogonal to any vector in B0.
Then, all the optimal LO inequalities found within this scenario, in particular those in
Table 2, can be turned into weak UPBs on H. However, none of these weak UPBs is actually
a UPB.
For example, let us consider the fifth LO inequality in Table 2,
P (000|000) + P (001|000) + P (002|110) + P (010|000) + P (011|000) + P (012|110)
+ P (102|110) + P (112|110) + P (120|011) + P (220|011) + P (221|101) + P (222|101) ≤ 1.
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The resulting weak UPB is
U =
{
|000〉, |001〉, |ee2〉, |010〉, |011〉, |ee⊥2〉,
|e⊥e2〉, |e⊥e⊥2〉, |1e>e〉, |2e>e〉, |e>2e⊥〉, |e>2e>〉
}
.
One may verify by hand that this is indeed a weak UPB. That is, the subspace orthogonal to
U does not contain any product vector |αβγ〉 ∈ (C3)⊗3 whose local components |α〉, |β〉, and
|γ〉 belong to B0 or B1.
Nevertheless, there are product vectors orthogonal to U : any product vector |αβγ〉 with the
properties
|α〉 ⊥ span{|0〉, |e〉}, |β〉 ⊥ span{|2〉, |e>〉}, |γ〉 ⊥ |2〉
is orthogonal to all elements of U . So although U is a weak UPB with respect to the bases B0
and B1, it is not a UPB.
On the other hand, there do exist UPBs on a three-qutrit Hilbert space [53], but these do
not have property (P). These considerations illustrate the subtle differences between the notions
of UPB and weak UPB.
7 Conclusions and open problems
The understanding of quantum correlations necessarily requires multipartite information prin-
ciples. Local orthogonality is a very natural principle with an intrinsic multipartite formulation,
which, in spite of its simplicity, reveals a highly non-trivial aspect of quantum correlations and
makes it possible to witness the non-physicality of correlations for which all other principles
have failed so far.
After introducing the Local Orthogonality principle at the one-copy level, we have shown
it to be satisfied by quantum correlations, but violated by some no-signaling correlations. We
then explained how this is related to graph theory. This connection with graph theory turns
out to be not only conceptually elegant, but also is an indispensable tool for finding violations
of the LO principle in practice.
We found that even if a box P satisfies LO, then there may be a number of copies k such
that P⊗k does not satisfy it. For example, this is true for the PR-box with k = 2. Now since
taking such independent copies of a physically realistic box should result in a physically realistic
box, we have introduced the LO∞ principle which postulates LO for any number of copies.
Naively, one might think that LO∞ could be generalized even further to a principle in which
one also postulates LO for any wiring of copies of a box. However, we have shown that this
does not give anything better: the set of boxes satisfying LO∞ is already closed under wirings.
Therefore, constructing a wiring cannot lead to new violations of LO∞. Surprisingly, this closure
under wirings holds although the set of boxes satisfying LO∞ is not known to be convex.
We have also explained how the LO principle relates to unextendible product bases, which
gives a useful recipe for generating these.
Because of its intrinsic multipartite formulation, we believe that the LO∞ principle will play
a prominent role in the ongoing quest to understand quantum correlations. It also opens a series
of interesting open problems, some of which we explain now.
First, it is known that there are tight Bell inequalities in multipartite scenarios which cannot
be violated by quantum correlations [29, 31, 31, 32], and all of these are, in fact, LO inequali-
ties. It is an interesting working conjecture to speculate that any tight Bell inequality without
quantum violation is an LO inequality (see Figure 1). In particular, due to the equivalence of
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LO1 and no-signaling in bipartite scenarios, this comprises the hypothesis that any non-trivial
tight Bell inequality in a bipartite scenario has quantum violations.
Second, as explained in more detail in [28], the LO∞ principle is not strong enough to
characterize quantum correlations (this is due to Navascue´s). In other words, there are still
supra-quantum correlations which satisfy LO∞. There may be other general operations among
boxes which go beyond even wirings. Is this the case? If so, can the LO∞ principle be fur-
ther generalized by exploiting these? For example, following [62], it is possible to define a
strengthened principle for contextuality scenarios. However, this extension already assumes
that quantum correlations are physically realizable, which is an undesirable premise. Is there a
way around this?
Third, it is a challenging open problem to find out whether the set of boxes satisfying LO∞
is convex. On a related note, we can ask whether violations of LO∞ can be activated. This
means: are there boxes P1 and P2 such that both satisfy LO
∞, but P1 ⊗ P2 does not?
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A Classifying LO inequalities
In this appendix, we show how LO inequalities can be computed and classified in a general
Bell scenario. We first discuss how symmetries can be taken into account to define equivalence
classes of LO inequalities and then list all the relevant LO inequalities for some scenarios.
The arXiv version of this paper also provides files with the inequalities in the (3, 2, 3) and
(4, 2, 2) scenarios for download.
A.1 Defining and computing equivalence classes of LO inequalities
Starting from the orthogonality graph for a given scenario (n,m, d), as defined in Section 3.4,
one can generate a list of all the corresponding LO inequalities by employing the graph-theoretic
tools explained in Section 3.4. For sufficiently small scenarios, this computation is feasible with
the existing software packages for clique enumeration [34, 35], and here we describe the results
of our computations along these lines. We write a := a1 . . . an and x := x1 . . . xn as shorthands.
Each LO inequality is of the form ∑
a,x
ca,xP (a|x) ≤ 1, (19)
with ca,x ∈ {0, 1}, that is, each LO inequality corresponds simply to a list of the terms which
are present, i.e. the terms for which ca,x = 1. However, for the purpose of understanding the
structural aspects of the LO principle, many of these inequalities can be considered equivalent.
More concretely, if two inequalities with respective coefficients ca,x and c
′
a,x can be transformed
into each other by relabelling the parties or the measurement choices and outcomes, or by making
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use of the normalization and no-signaling equations, or by combining such transformations, then
they really represent different instances of the same basic inequality. So we consider two LO
inequalities to be equivalent if one can be transformed into the other under a combination of
the following transformations:
(i) Permutation of parties. For some permutation σ of n objects, the c′a,x of the second
inequality can be obtained from the ca,x of the first inequality as c
′
a,x = ca′,x′ , where
a′i = aσ(i) and x
′
i = xσ(i).
(ii) Relabelling of measurement choices. For some set of permutations σ1, . . . , σn of m objects,
the coefficients of the second inequality can be obtained as c′a,x = ca,x′ , where x′i = σi(xi).
(iii) Relabelling of outcomes. For some set of permutations σ1,1, . . . , σn,m of d objects indexed
by parties and measurement choices, the coefficients of the second inequality can be ob-
tained as c′a,x = ca′,x, where a′i = σi,xi(ai).
(iv) No-signaling and normalization. The second inequality can be obtained from the first one
by adding a linear combination of the no-signaling equations (3) and the normalization
condition
∑
a P (a|x) = 1.
Since the clique enumeration software enumerated all cliques in the respective orthogonality
graphs, the corresponding sets of LO inequalities had large redundancy in the sense that many
inequalities were equivalent to each other under these symmetry transformations. In the follow-
ing, we describe how we eliminated this redundancy by computing one unique representative of
each symmetry class.
First, we considered each inequality for n parties with r terms as an (r × 2n)-matrix. Each
row in the matrix corresponds to a term of the inequality by listing the corresponding outcomes
and measurement choices a1 . . . anx1 . . . xn. Two such matrices which differ only by the order
of their rows trivially represent the same inequality, and hence we choose the lexicographically
smallest ordering as a normal form with respect to this equivalence: two matrices represent
the same inequality if and only if they have the same normal form. In all subsequent steps, an
inequality was always represented as a matrix whose rows are lexicographically ordered. More
generally, we always reduced the elimination of equivalences to the computation of normal forms.
Next we eliminated the equivalences under transformations of types (i)–(iii), again by com-
puting a normal form with respect to these transformations for each inequality. For each party,
the measurement choices were ordered according to their multiplicity, i.e. according to the
number of terms in which they appear. They were then relabelled such that the measurement
choice which occurred most often was assigned the lowest label, and so on for the following
measurement choices. Similarly, for each party and each measurement choice, the outputs were
relabelled according to their multiplicity. Whenever multiple measurement choices or outcomes
occurred with the same multiplicity, all possible relabellings were applied, resulting in a list of
equivalent inequalities. Next, all possible permutations of the parties were applied, resulting in
an even longer list of inequalities. Then again, for each matrix representing an inequality in the
list, the rows were ordered lexicographically—corresponding to a permutation of the terms in
the inequality—and then the matrices themselves were ordered lexicographically. The first ma-
trix in this reordered list was taken to be the normal form representating the whole equivalence
class. The relabellings of measurement choices and outcomes defined in this way are invariant
under permutation of parties and terms, since such permutations cannot change the multiplic-
ity of a given measurement choice or outcome. This ensures that the representative is unique.
This defines a normal form with respect to the equivalences (i)–(iii), as well as an algorithm to
compute it. In this way, we eliminated these equivalences using a piece of Mathematica code.
This produced a smaller list of inequalities given in the form (19).
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Finally, we had to eliminate equivalences under transformations which also include those of
type (iv). To this end, a normal form for general Bell inequalities and a method for computing
this normal form had previously been described in [63]. This normal form expresses the in-
equalities in terms of generalized correlators (see Appendix A of [63] and also [39]). A Matlab
package for computing this normal form has been developed by Bancal and was kindly provided
to us. Although this software is capable of eliminating equivalences of all types (i)–(iv), our
strategy of first eliminating (i)–(iii) has turned out to be advantageous: in contrast to general
Bell inequalities, our LO inequalities are very sparse and all of their coefficients are 0 or 1.
This is a feature that we have exploited in our Mathematica code, which does not store the
inequalities as large arrays of coefficients, but as (r × 2n)-matrices as explained above, which
led to a significant speed-up. We applied Bancal’s Matlab software to the list of inequalities
obtained in the previous step, which resulted in further elimination of equivalences, this time
finally under all of (i)–(iv). In the end, the representative of each equivalence class in its ma-
trix representation was taken to be the first inequality of the class in the sorted output from
Mathematica.
A.2 All LO inequalities for the (3,2,2), (3,2,3) and (4,2,2) scenarios
Using the method of the previous subsection, we were able to completely classify all LO inequal-
ities for scenarios (3,2,3) and (4,2,2). In the tables below we list the normal form representative
of each of the non-trivial equivalence classes. Here, an inequality is non-trivial if it can be
violated by some no-signaling box. All the other inequalities are trivial, i.e. represent the nor-
malization of probabilities or the no-signaling condition, and thereby are equivalent under (iv)
to the trivial inequality 0 ≤ 0.
Scenario (3,2,2). The GYNI inequality (8) represents the only class in this scenario.
Scenario (3,2,3). Table 2 lists the four equivalence classes found for scenario (3,2,3). These
four inequalities correspond, respectively, to maximal cliques of 12, 13, 14, and 15 vertices in
the orthogonality graph O3,2,3.
Scenario (4,2,2). Tables 3 and 4 list all 35 equivalence classes found for scenario (4,2,2).
Table 3 contains 30 inequivalent inequalities with 8 terms each. Table 4 contains 5 other
inequalities, two of them with 9 terms, another two with 10 terms, and a final inequality
containing 12 terms. Taken together, these are the 35 classes of non-trivial LO inequalities in
(4,2,2).
Other scenarios. These results suggest that the gap between LO1 and no-signaling increases
with the number of parties, in the sense that the number of classes of optimal LO inequali-
ties grows rapidly. This is why, for n > 4 parties, classifying all LO inequalities even in the
simplest scenario (n, 2, 2) becomes computationally intractable. Nevertheless, examples of such
inequalities for larger n or larger m and d are known and can be constructed from UPBs (see
Section 6).
B Shannon capacity of the PR-box graph and box packing
In this section, we discuss how to think of the Shannon capacity of the non-orthogonality graph
of the PR-box drawn in Figure 3(b); in the following, we simply write G for this graph. We relate
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1 2 3 4
000|000
001|000
002|110
010|000
011|000
012|110
102|110
112|110
120|011
220|011
221|101
222|101
000|001
001|001
002|111
010|001
011|001
110|010
120|010
121|100
122|100
210|010
220|010
221|100
222|100
000|000
001|000
002|110
010|000
011|000
012|110
100|000
101|000
110|000
111|000
120|101
220|101
221|011
222|011
000|000
001|000
002|110
010|000
011|000
012|110
100|000
101|000
102|110
110|000
111|000
112|110
220|011
221|011
222|101
Table 2: The four equivalence classes of LO inequalities in the (3, 2, 3) scenario.
its Shannon capacity to the problem of finding optimal packings of boxes in a k-dimensional
torus.
The Shannon capacity Θ(G) is the limit of k
√
αk as k → ∞, where αk = α(Gk) is the
independence number of the strong product of k copies of G. Let us write V (G) := {0, 1, . . . , 7}
for the vertices of G. Then two tuples
v = (v1, . . . , vk), w = (w1, . . . , wk)
in V k are non-adjacent as vertices in Gk if and only if |vi−wi| ≥ 3 for all i, where the difference
vi − wi is taken modulo 8. This condition can be reformulated as ||v − w||∞ ≥ 3, where we
define ||v − w||∞ := maxi |vi − wi|.
This can be interpreted in the following way: a vertex v ∈ Gk can be represented as an
n-dimensional cube with sides of length 3 centered around the point v ∈ (Z/8Z)k ⊂ [0, 8]k.
Here, we think of [0, 8]k as a hypercube with opposite sides identified, so that it becomes an
k-dimensional torus. It has 8k points with integer coordinates. These integer points form the
lattice (Z/8Z)k ⊂ [0, 8]k. We require each cube to be centered around one of these integer
points. In the following, we speak of such cubes as “boxes”.
Then two vertices are non-adjacent if an only if the corresponding boxes do not overlap.
In particular, finding an independent set in Gk becomes equivalent to finding a set of non-
overlapping boxes in our torus. See Figure 6 for an illustration. We translated all boxes by 12
in each direction to simplify the visualization: each box now occupies three elementary squares
in each direction.
It is in fact not necessary to require that the coordinates of the vertices of the hypercubes
have integer values: given any non-overlapping configuration characterized by a set of hyper-
cubes Hi described by their “lowest left” vertex xi ∈ [0, 8]k, the configuration of hypercubes
H˜i with “lowest left” vertex x˜i = bxic is also non-overlapping. Computing the independence
number αk therefore boils down to asking the following:
Box packing problem: How many k-dimensional boxes of side length 38 fit into
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1 2 3 4 5 6
0000|0000
0001|0000
0010|0000
0100|1011
0111|1011
1001|0111
1010|0111
1111|1100
0000|0000
0001|0000
0010|1100
0011|1100
1100|0110
1101|0110
1110|1010
1111|1010
0000|0000
0001|0000
0010|1100
0011|1100
1100|0110
1101|1010
1110|0111
1111|1011
0000|0000
0001|0000
0010|1100
0011|1100
1100|0110
1101|1010
1110|1010
1111|0110
0000|0000
0001|0000
0010|1100
0101|1010
1010|1101
1100|0110
1110|0111
1111|1011
0000|0000
0001|0000
0010|1100
0101|1010
1011|0110
1100|0110
1110|1010
1111|1100
7 8 9 10 11 12
0000|0000
0001|0000
0010|1100
0101|1010
1011|0110
1100|1010
1110|0110
1111|1100
0000|0000
0001|0010
0010|1100
0011|1110
1100|0101
1101|0111
1110|1001
1111|1011
0000|0000
0001|0010
0010|1100
0011|1110
1100|0101
1101|1011
1110|1001
1111|0111
0000|0000
0001|0010
0010|1100
0100|1001
1001|0101
1100|1011
1101|0111
1111|1110
0000|0000
0001|0010
0010|1100
0100|1001
1011|0100
1101|0111
1110|1010
1111|1110
0000|0000
0001|0010
0010|1100
0100|1001
1011|1110
1101|1011
1110|0101
1111|0111
13 14 15 16 17 18
0000|0000
0001|0010
0010|1100
0101|1000
1011|0100
1100|0110
1110|1010
1111|1110
0000|0000
0001|0010
0010|1100
0101|1000
1011|0100
1100|1010
1110|0110
1111|1110
0000|0000
0001|0010
0010|1100
0101|1000
1011|1110
1100|1010
1110|0110
1111|0100
0000|0000
0001|0010
0100|1010
0101|1000
1010|0110
1011|0100
1110|1100
1111|1110
0000|0000
0001|0010
0100|1010
0101|1000
1010|1100
1011|0100
1110|0110
1111|1110
0000|0000
0001|0010
0100|1010
0111|1000
1001|0100
1010|0110
1110|1100
1111|1110
19 20 21 22 23 24
0000|0000
0001|0110
0010|1100
0011|1010
1100|0001
1101|0111
1110|1101
1111|1011
0000|0000
0001|0110
0010|1100
0011|1010
1100|0110
1101|0000
1110|1010
1111|1100
0000|0000
0001|0110
0010|1100
0011|1010
1100|1010
1101|0000
1110|0110
1111|1100
0000|0000
0001|0110
0010|1100
0011|1010
1100|1010
1101|1100
1110|0110
1111|0000
0000|0000
0001|0110
0010|1100
0110|0101
1011|0010
1100|0001
1101|0111
1111|1011
0000|0000
0001|0110
0010|1100
0111|1010
1001|0000
1100|0110
1110|1010
1111|1100
25 26 27 28 29 30
0000|0000
0001|0110
0010|1100
0111|1010
1001|0000
1100|1010
1110|0110
1111|1100
0000|0000
0001|0110
0010|1100
0111|1100
1001|0000
1100|1010
1110|0110
1111|1010
0000|0000
0001|0110
0110|0011
0111|0101
1000|0110
1001|0000
1110|0101
1111|0011
0000|0000
0001|0110
0110|0011
0111|1011
1000|0110
1001|0000
1110|0101
1111|1101
0000|0000
0001|0110
0110|1011
0111|1101
1000|0110
1001|0000
1110|1101
1111|1011
0000|0000
0011|0100
0101|1000
0110|1100
1001|0010
1010|0110
1100|1010
1111|1110
Table 3: Equivalence classes 8-term LO inequalities in the (4, 2, 2) scenario.
31 32 33 34 35
0000|0000
0001|0000
0010|0000
0011|1100
0100|0001
1000|0110
1001|0000
1110|0101
1111|1011
0000|0001
0010|0100
0011|1000
0100|1000
0101|0010
1000|0010
1001|0100
1110|0001
1111|1111
0000|0000
0001|0000
0010|0000
0011|0000
0100|0000
0101|1010
1000|0100
1001|0010
1110|1001
1111|0111
0000|0000
0001|0000
0010|0000
0011|1100
0100|0001
0110|1000
1000|0101
1010|0000
1101|0110
1111|1011
0000|0000
0001|0000
0010|0000
0011|0000
0100|0000
0101|0000
0110|0000
0111|0000
1000|0000
1001|0110
1110|0011
1111|0101
Table 4: Equivalence classes of LO inequalities with more than 8 terms in the (4, 2, 2) scenario.
(a) (b)
Figure 6: (a) Optimal one-dimensional packing proving that α
(
G1
)
= 2 and that Θ(G) ≥ 2.
(b) Optimal two-dimensional packing proving that α
(
G2
)
= 5 and that Θ(G) ≥ √5.
the k-dimensional torus [0, 1]k (with opposite faces identified)?
Unfortunately, while it is easy to find optimal box packings in dimensions k = 1 and k = 2 as
illustrated in Figure 6, the problem quickly becomes computationally intractable as k increases.
Our results of Section 4.3 show that LO∞ recovers Tsirelson’s bound if the number of boxes
scales like (4(2−√2))k.
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