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Abstract
Arguments are provided for the plausibility that quantum mechan-
ics is a stochastic theory and that many quantum phenomena derive
from the existence of a real noise consisting of vacuum fluctuations
of the fields existing in nature. I revisit stochastic electrodynamics
(SED), a theory that studies classical systems of electrically charged
particles immersed in a real electromagnetic zeropoint field with spec-
tral density proportional to the cube of the frequency, Planck’s con-
stant appearing as the parameter fixing the scale. Asides from briefly
reviewing known results, I make a detailed comparison between SED
and quantum mechanics which shows that both theories make differ-
ent predictions in many cases. However SED might be a guide for a
stochastic interpretation of quantum mechanics
1 Introduction
Nonrelativistic quantum mechanics (QM in the following) deals with parti-
cles, like electrons, nuclei, atoms or molecules, moving with velocity small
as compared with light. In this paper we will ignore (relativistic?) proper-
ties like spin or statistics. Classical physics offers a clear intuitive picture of
systems of particles and their evolution, but this is not the case for QM.
Here it is supported the belief that a realistic intepretation of QM is
possible, resting upon the assumption that positions of particles have an
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objective reality independent of any measurement. I am unable to present
a clear and coherent picture of QM along that line, but I propose that the
searched picture should have analogy with the one provided by a semiclassical
theory named stochastic or random electrodynamics (SED). Thus a short
review of SED is presented and the analogies and differences between SED
and QM treatments of some simple systems are studied. Most of the results
presented in the following have been reviewed in more detail elsewhere[1].
The novelty here is a more careful comparison of SED with QM.
In the second and third sections the harmonic oscillator is revisited, and
oscillators in several dimensions in section 4. In sections 5 and 6 SED is
applied to other linear systems, namely the free particle and the particle in a
homogeneous magnetic field. Section 7 is devoted to the application of SED
to some nonlinear systems, showing that in this case there is disagreement
with QM and with the experiments. The conclusion of the paper, in section 8,
is that SED is not a valid alternative to QM, although it interprets correctly
some quantum phenomena. However SED suggests an interesting picture
for QM resting upon the assumption that particles have highly irregular
(stochastic) paths.
1.1 The principles of stochastic, or random, electrody-
namics
Stochastic electrodynamics (SED) is a theory that studies systems of charged
particles under the action of given forces plus the forces derived from a ran-
dom electromagnetic field (or zeropoint field, ZPF) filling the whole space.
The assumed random field corresponds to the quantum vacuum fluctuations
of quantum electrodynamics[2], but taken as real rather than virtual. SED
studies the motion using classical electrodynamics, that is Newtonian me-
chanics and Maxwell electromagnetic theory. The back actions of the charged
particles on the ZPF are neglected, so that the random field of free space is
used. It has an energy per unit volume and unit frequency interval given by
ρZPF (ω) =
1
2pi2c3
hω3 =
ω2
pi2c3
× 1
2
hω, (1)
that is the product of the density of normal modes times the average energy
per mode, 1
2
hω. This is appropriate for systems at zero Kelvin, but SED
may be also studied at a finite temperature, where we should add to eq. (1)
the (thermal) Planck spectrum.
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The results obtained for the stationary state of the harmonic oscillator in
SED agree fairly well with the properties of the ground state derived from
QM. This agreement was the starting point and the stimulus for SED, and it
has led some people to propose the theory as a possible alternative, or rein-
terpretation, of quantum mechanics. For them the quantum effects would
be the consequence of the electromagnetic vacuum radiation (or ZPF) com-
bined with classical dynamics. This opinion is not shared here, where SED
is treated as a quasiclassical approximation to QM valid within a restricted
domain.
The theory may be traced back to Walter Nernst, who extended to the
electromagnetic field the zeropoint fluctuations of oscillators assumed by
Planck in his second radiation theory of 1912. Nernst also suggested that
the hypothesis might explain some empirical facts, like the stability of atoms
and the chemical bond. The proposal was forgotten due to the success of
Bohr´s model in 1913 and the subsequent development of the (old) quantum
theory. Many years later the idea has been put forward again several times
(e. g. by Braffort et al. in 1954[3] and by Marshall in 1963[4].) A review of
the work made until 1995 is the book by L. de la Pen˜a and A. M. Cetto[1]
and some additions appear in a more recent book[5].
The quantum phenomena that may be interpreted within SED are those
related to linear systems, that is systems of charged particles, immersed in
ZPF, under the action of forces linear in either the coordinates or the ve-
locities. Interesting examples that I will revisit are the simple harmonic
oscillator, the free particle, oscillators in several dymensions and the particle
in a homogeneous magnetic field. For other systems the reader may con-
sult the literature[1]. SED provides a simple picture for some phenomena
currently considered as purely quantum. Firstly it explains the stability of
atoms against collapse (modelling the atom as an oscillator) and predicts
correctly that the product of uncertainties of position and momentum of a
charged particle in a potential well is bound by the Heisenberg uncertainty
relations.
1.2 Stochastic electrodynamics, a logical extension of
classical electrodynamics
I should point out that SED is not just a modification of classical elec-
trodynamics (CED) introduced in order to get a theory closer to quantum
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electrodynamics (QED). It may be seen rather as a logical extension of CED
making it time-reversal invariant.
In discussions about the physical reasons why the future is so different
from the past, as we experience as living beings, it is frequent to introduce
an “electrodynamic arrow of time”, in addition to the “thermodynamic” one.
The electrodynamic arrow is usually presented as follows. If we consider an
isolated system of charges and no radiation at time t = 0, then the charges
will move with some acceleration due to the mutual interaction. Conse-
quently they will radiate, so that at time t = T > 0 there will be charges
plus radiation, a situation clearly different from the one at time t = 0. That
is the amount of radiation increases with time, which distinguishes the future
from the past. Actually the apparent irreversibility comes from the fact that
we consider at the initial time a rather peculiar state, the space without
radiation, and study the evolution towards the future. However if the system
was also isolated at times before t = 0, necessarily there was some radiation
which, being absorbed by the charges, led them to the peculiar state with
no radiation. Thus the amount of radiation at time t = −T < 0 required
to have no radiation at time t = 0 should be similar to the amount at time
T > 0 because the laws of electrodynamics (Maxwell equations plus Lorentz
force) are time-reversal invariant.
As a consequence it is natural to state the boundary conditions for the
equations of electrodynamics so that there is similar radiation both in the
past and in the future. That is we should assume the existence of some
amount of radiation everywhere in space. In order to choose the properties of
that radiation, it is plausible to select a Lorentz invariant radiation. This fixes
the spectrum of the background radiation, except for the constant h fixing the
scale, to be eq.(1). For this reason I claim that SED is the logical completion
of classical electrodynamics. Actually the fact that SED restores the time-
reversal invariance of electrodynamics has been pointed out previously by
several authors[1].
2 The harmonic oscillator. Stationary state
2.1 Equation of motion
The harmonic oscillator in one dimension is the most simple system to be
treated within SED (the free particle requires a more careful study in order
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to avoid divergences). It is not strange that it was the first system studied.
In this and the following sections we revisit the well known treatment of the
oscillator in SED[6],[1], but a few original developments are also included.
If a charged particle moves in one dimension in a potential well and at
the same time it is immersed in electromagnetic noise, it may arrive at a
dynamical equilibrium between absorption and emission of radiation. In
order to study the equilibrium I shall write the differential equation for the
one-dimensional motion of the particle in the non-relativistic approximation.
The passage to more dimensions is straightforward. We will neglect magnetic
effects of the ZPF and the dependence of the field on the position coordinate,
which corresponds to the common electric dipole approximation, plausible in
a non-relativistic treatment. Thus the differential equation of motion of the
particle in a harmonic oscillator potential is
m
..
x= −mω20x+mτ
...
x +eE (t) , (2)
where m(e) is the particle mass (charge) and E (t) is the x component of
the electric field of the radiation (the zeropoint field, ZPF). The equation of
the mechanical (classical) oscillator is modified by two terms. The former,
second term on the right side of eq.(2) , is the damping force due to emission
of radiation and the latter is the action of the ZPF. We have introduced the
parameter τ given by
τ =
2e2
3mc3
⇒ τω0 = 2
3
e2
hc
hω0
mc2
<< 1. (3)
The dimensionless quantity τω0 is very small, being the product of two small
numbers namely the fine structure constant, α ≡ e2/hc ∼ 1/137, and the
nonrelativistic ratio hω0/mc
2 ≃ v2/c2 << 1. The latter term contains the
charge, e, fulfilling e ∼ 0.1√hc (and it will enter to second order in the
relevant results, as we will see). Thus the latter two terms of eq.(2) may be
taken as small, which allows some useful approximations.
Eq.(2) is a stochastic differential equation of Langevin type with coloured
(non-white) noise. It has been named Braffort-Marshall equation[3] ,[4] by
workers in SED. Solving an equation of this kind usually means finding the
evolution of the probability distribution of the relevant quantities as a func-
tion of time, starting from given initial conditions. When the time goes to
infinity the probability distributions become independent of the initial con-
ditions, giving rise to the stationary or equilibrium distribution.
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2.2 Average values of the potential and kinetic ener-
gies
Several solutions of the eq.(2) have been published[6], [1]. The most simple
is the stationary solution, which may be found by Fourier transform of eq.(2)
as follows. Firstly we define the Fourier transform of the stationary process
E(t) in a finite time interval 2T by
E˜ (ω, T ) ≡ 1√
4piT
∫ T
−T
E(t) exp (−iωt) dt. (4)
Hence it may be shown that
∣∣∣E˜ (ω, T )∣∣∣2 /8pi is the mean energy density per
unit frequency interval associated to one electric field component, that is the
time average in the interval (−T, T ). Thus the total energy density per unit
time interval, ρ (ω) eq.(1) , should be 6 times that quantity (6 because in
the ZPF there are 3 components of the electric field and another 3 of the
magnetic field all contributing equally on the average). Consequently we
define the spectral density, SE (ω) , of the field E(t) as follows
SE (ω) ≡ lim
T→∞
∣∣∣E˜ (ω, T )∣∣∣2 = 4
3
ρ (ω) =
2
3pic3
hω3, (5)
where we have taken into account the known energy density of the ZPF,
eq.(1) . For short the spectral density will be named spectrum in the following.
A Fourier transform similar to eq.(4) of all terms of eq.(2) provides a
relation between the spectrum of the field component and the spectrum of
the coordinate, x(t), namely
m(ω20 − ω2 + iτω3)x˜ (ω) = eE˜ (ω) , (6)
where x˜ (ω) and E˜ (ω) are the Fourier transforms of x(t) and E(t) respec-
tively. Hence the spectrum of x (t) is easily got in terms of the spectrum of
E (t) that is
Sx (ω) =
3c3τ
2m
[
(ω20 − ω2)2 + τ 2ω6
]SE (ω) . (7)
whence we obtain, taking eq.(5) into account,
Sx (ω) =
hτω3
pim
[
(ω20 − ω2)2 + τ 2ω6
] . (8)
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From the spectrum it is trivial to get the quadratic means of the relevant
variables, namely〈
x2
〉
=
∫
∞
0
Sx (ω) dω,
〈
v2
〉
=
∫
∞
0
ω2Sx (ω) dω, (9)
where 〈〉 means time average, and the quantities in eq.(9) are the coordi-
nate of the oscillator particle and its velocity, respectively. The spectrum
of the velocity is ω2 times the spectrum of the coordinate because the time
derivative leads to multiplication times iω in the Fourier transform. In our
treatment of stationary states in SED an ergodic hypothesis is made, that
is ensemble averages are assumed equal to time averages for the stationary
stochastic processes involved.
Calculating the integral of Sx (ω) is lengthy but it becomes trivial in the
limit τ → 0 where the integrand is highly peaked at ω ≃ ω0. If τ is small
the contribution to the integral comes only from values of ω close to ω0 and
we may put ω → ω0, except in the difference ω−ω0, and then to extend the
integral to the whole real line. With this substitution the integrand leads to
a Dirac´s delta in the limit τ → 0 and the integral becomes trivial, that is
〈
x2
〉
=
∫
∞
0
Sx (ω) dω ≃
∫
∞
−∞
hτω30
pim
[
4ω20 (ω0 − ω)2 + τ 2ω60
]dω
≃ h
2mω0
∫
∞
−∞
δ (ω − ω0) dω = h
2mω0
, (10)
whence the mean potential energy is
〈V 〉 = 1
2
mω20
〈
x2
〉
=
1
4
hω0.
The contribution of the high frequencies, 〈x2〉hf , may be approximated by
the integral of the spectrum eq.(8) with zero substituted for ω0. Also we shall
put 2ω0 as lower limit of the integral in order to exclude the low frequency
part calculated in eq.(10) . Thus we get
〈
x2
〉
hf
≃
∫
∞
2ω0
hτω3
pim [ω4 + τ 2ω6]
dω
≃ − hτ
pim
log (τω0) , (11)
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which is positive and small in comparison with eq.(10) (see eq.(3)). We see
that the result depends but slightly on the lower limit of the integral (pro-
vided it is of order 2ω0).
A similar procedure might be used for the quadratic mean velocity, by
performing the integral of the velocity spectrum. However that integral is
divergent and we shall assume that there is some frequency cut-off, ωc. The
result of the integral is the sum of two terms. One of them comes from
frequencies near ω0 and it is independent of the cut-off in the limit τ → 0
giving 〈
v2
〉
=
∫ ωc
0
ω2Sx (ω) dω ≃ hω0
2m
⇒ 1
2
m
〈
v2
〉
=
1
4
hω0. (12)
The other term comes from the high frequency region and it is divergent
when the cut-off goes to infinity. It may be approximated as in the case
of 〈x2〉 , although here we may put zero as lower limit of the integral with
negligible error, giving
〈
v2
〉
hf
≃
∫ ωc
0
hτω5
pim [ω4 + τ 2ω6]
dω =
h
2pimτ
log
(
1 + τ 2ω2c
)
. (13)
This result is not very relevant because for high frequencies the non-relativistic
approximation breaks down. Indeed, 〈v2〉 would go to infinity if ωc →∞ and
for any reasonable cut-off 〈v2〉 should be small. Adding eqs.(10) and (12)
gives the total mean energy to zeroth order in τ , namely
〈U〉 =
〈
1
2
mω20x
2 +
1
2
mv2
〉
=
1
2
hω0. (14)
An alternative definition of the energy is possible in terms of the canon-
ical momentum, p, which avoids problems of divergence. The momentum is
defined by
p ≡ mv − e
c
A,U ≡ p
2
2m
+
1
2
mω20x
2. (15)
Now we take into account that the potential vector, whose x component we
label A, contains two parts one coming from the ZPF and the other one from
the particle self-field, the latter producing the radiation reaction. These two
terms give rise to the latter two terms of eq.(2) . Taking this relation into
account it is straightforward to get the spectrum of the canonical momentum,
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that is
d
dt
p = −mω20x⇒ Sp (ω) =
m2ω40
ω2
Sx (ω) (16)
=
hmτω40ω
pi
[
(ω20 − ω2)2 + τ 2ω6
] .
Hence we get
〈
p2
〉
= m2ω40
∫
∞
0
ω−2Sx (ω) dω =
mhω0
2
⇒ 〈p
2〉
2m
=
1
4
hω0, (17)
in the limit τ → 0. We see that the energy defined from the velocity is
divergent (a cut-off was needed), whilst the one derived from the canoni-
cal momentum is finite. Thus the use of the canonical momentum in the
definition of the energy seems more convenient. We may expect that in a
better relativistic treatment the former would be also convergent and not too
different from the latter.
2.3 Heisenberg uncertainty relations
The dispersion of the coordinate and the velocity of the particle in the os-
cillator may be got from eqs.(10) and (12), respectively, taking into account
that the mean values are zero. The product of dispersions is
∆x∆v =
√
〈x2〉 〈v2〉 = h
2m
, (18)
and the “equality” sign becomes “not smaller” if there is additional uncer-
tainty. Thus SED predicts correctly the Heisenberg inequalities in the par-
ticular case of a particle in an harmonic oscillator. In SED the inequalities
have a clear interpretation. If the frequency of the oscillator is high then the
oscillator is mainly coupled to ZPF modes of high frequency. But normal
modes of high frequency have large energy, whence the oscillator in equilib-
rium with the ZPF has also high energy. On the other hand the particle is
localized in a region which is smaller as the characteristic frequency of the
oscillator (proportional to the square roor of the restoring force) is greater.
The argument strongly suggests that in any potential well, not necessarily
an oscillator potential, a similar trade-off between localization and kinetic
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energy should take place. This allows to understand the universal validity of
the Heisenberg uncertainty relations.
It is interesting that the Heisenberg relation is closely connected to the
specific spectrum of the ZPF. In order to see the connection clearly let us
assume that the mean energy per mode would be
E = Cωn,
with C > 0 and n real numbers. Then a calculation similar to the one leading
to eqs.(10) and (12) would give〈
x2
〉
=
Cωn−20
m
,
〈
v2
〉
=
Cωn0
m
.
In this case we may eliminate the ω0 dependence multiplying 〈v2〉 times
〈x2〉n/(2−n) , which leads to〈
v2
〉 〈
x2
〉n/(2−n)
= C2/(2−n)). (19)
This shows that, for an oscillating dipole immersed in random radiation, the
Heisenberg uncertainty relations are fulfilled if, and only if, the radiation
spectrum corresponds to an average energy per normal mode E = 1
2
hω,that
is C = h/2m and n = 1 (see eq.(1) .
There is another instance where eq.(19) is interesting, namely when the
dipole is immersed in classical thermal radiation (with Rayleigh-Jeans spec-
trum). In this case C = kT, n = 0 that inserted in eq.(19) gives
1
2
m
〈
v2
〉
=
1
2
kT,
T being the temperature and k the Boltzmann constant. The energy being
independent of ω0 this leads to the well known equipartition of the energy of
classical statistical mechanics.
We have seen that SED predicts a (Heisenberg) uncertainty relation as a
practical limit to the localization of particles in phase space, but the uncer-
tainty might be extended to other cases as well. For instance all measuring
devices are immersed in the universal noise, so that the interaction of a de-
vice with a microscopic system has a random character which necessarily
leads to a disturbance induced by the measurement. This fact may explain
the Heisenberg microscope and other effects associated to the uncertainty
relations.
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As is well known the Heisenberg relations allow estimating the size and
energy of the ground state of any quantum system. Thus similar sizes and
energies are predicted by SED, and here these properties may be interpreted
intuitively as due to the fact that all systems are immersed in the universal
quantum noise (ZPF) with a peculiar spectrum eq.(1) which, in turn, is a
consequence of the Lorentz invariance.
2.4 Probability distributions of position, momentum
and energy.
In order to fully define the stationary state of the oscillator immersed in ZPF
it is necessary to get the probability distributions, not just the mean values.
Before doing that we need to clarify the meaning of the probability distri-
butions involved. Up to now we have considered averages over infinite time
intervals, see eq.(5) . However we assume that the time dependent quantities
are stochastic processes, that is probability distributions in a set of functions
of time. Thus we should write x(t, λ) (as is standard it the mathematical
theory of stochastic processes) rather than just x(t), where λ ∈ Λ, and there
is a probability distribution on the set Λ. For a fixed value of t this provides
a probabiltity distribution of the random variable x(t). We assume that
the probability distribution of each component, E(t, λ), of the ZPF (in free
space) is Gaussian with zero mean and also that it is a stationary ergodic
process, that is any time average (over an infinite time interval) equals the
ensemble average over the probability distribution of Λ at any single time.
Eq.(2) is linear, whence the Gaussian character of E(t, λ) gives rise to
Gaussian distributions (with zero mean) for both coordinaates and velocities.
Thus eq.(??) fixes completely the probability distribution of the positions to
be
W (x) dx =
√
mω0
pih
exp
[
−mω0x
2
2h
]
dx. (20)
Similarly eq.(17) fixes the distribution of momenta, that is
W (p) dp =
√
m
pihω0
exp
[
− p
2
2hmω0
]
dp. (21)
The distribution of velocities is similar to that one, with mv substituted for
p (modulo ignoring the part due to high frequencies). From eqs.(20) and (21)
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it follows that the distribution of energies, U , is exponential, that is
W (U) dU =
2
hω0
exp
(
− 2U
hω0
)
dU, U > 0. (22)
Hence the fluctuation of the energy is√
〈U2〉 − 〈U〉2 = 〈U〉 = 1
2
hω0. (23)
The distributions of positions and momenta, eqs.(20) and (21) agree with the
QM predictions, but this is not the case for the energy where QM predicts
a sharp value, in disagreement with the SED eq.(22) . We shall study this
discrepancy below.
Eqs.(20) and (21) show that the Heisenberg uncertainty relations,
∆x∆p ≥ h/2, (24)
appear in a natural way in SED. Indeed the probability distributions eqs.(20)
and (21) correspond to what in quantum language is called a “minimum
uncertainty wavepacket”, that is the quantum state where the Heisenberg
inequality, eq.(24) , saturates.
Calculating the corrections due to the finite value of the parameter τ in
eqs.(10) to (14) is straightforward although lenghty[6],[1] and it will not be
reproduced here. A relevant point is that the correction is not analytical in
τ (or in the fine structure constant α), but the leading term agrees with the
radiative correction of quantum electrodynamics (Lamb shift). An advantage
of the SED calculation is that the radiative corrections (to the nonrelativis-
tic treatment) may be got exactly whilst in quantum electrodynamics the
required perturbative techniques allow only an expansion in powers of τ (or
α), once a ultraviolet cut-off is introduced. In any case the radiative correc-
tions depend on the high frequency region of integrals like eq.(8) , where the
non-relativistic approximation breaks down.
2.5 Selfcorrelations and crosscorrelations of the dy-
namical variables
The selfcorrelation of a stationary stochastic process is the Fourier transform
of the spectrum. This result follows trivially from the definition of Fourier
transform, eq.(4) , if the selfcorrelation is defined as a time average, and
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it may be proved (Wiener-Khintchine theorem) if it is defined as ensemble
average and the process is ergodic. Thus taking eq.(8) into account we get
the selfcorrelation of the position coordinate in the equilibrium state, namely
〈x(t)x(t +∆t)〉 =
∫
∞
0
Sx (ω) cos(ω∆t)dω =
∫
∞
0
hτω3 cos(ω∆t)dω
pim
[
(ω20 − ω2)2 + τ 2ω6
] ,
(25)
which is independent of t as it should the process being stationary. The limit
τ → 0 of the integral may be easily obtained (see eq.(10)) giving
〈x(t)x(t +∆t)〉 = h
2mω0
cos(ω0∆t), (26)
which corresponds to a classical mechanical motion. The leading correction
in terms of the small parameter τ may be obtained putting ω = ω0 except
in the difference ω − ω0 and in the argument of the cosinus. Then we may
extend the integral to the whole real line. That is we approximate eq.(25)
by
〈x(t)x(t +∆t)〉 ≃
∫
∞
−∞
hτω0
4pim
[
(ω − ω0)2 + τ 2ω40/4
] cos(ω∆t)dω
≃ h
2mω0
cos(ω0∆t) exp(−τω20 |∆t|). (27)
The crosscorrelation between the coordinate and the canonical momen-
tum may be obtained from the relation eq.(16) , which gives
d
d (∆t)
〈x(t)p(t+∆t)〉 = −mω20 〈x(t)x(t +∆t)〉 .
An integration with the condition that the correlation goes to zero for ∆t→
∞ gives, taking eq.(27) into account,
〈x(t)p(t +∆t)〉 = −1
2
h sin(ω0∆t) exp(−τω20 |∆t|) = −〈p(t)x(t +∆t)〉 ,
(28)
where we have neglected τω0 in comparison with unity (see eq.(3)). Hence we
obtain by a similar method the selfcorrelation of the canonical momentum,
that is
〈p(t)p(t +∆t)〉 = 1
2
hmω0 cos(ω0∆t) exp(−τω20 |∆t|). (29)
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The energy selfcorrelation may be obtained writing the energy in terms
of the coordinate and the momentum, eq.(15) . We get
〈U(t)U(t +∆t)〉 = 1
4m2
〈
p (t)2 p (t+∆t)2
〉
+
1
4
ω20
〈
p (t)2 x (t+∆t)2
〉
+
1
4
ω20
〈
x (t)2 p (t+∆t)2
〉
+
1
4
m2ω40
〈
x (t)2 x (t+∆t)2
〉
.
Now we take advantage of the following well known result about averages of
products of Gaussian random variables, say A,B,C,D,
〈ABCD〉 = 〈AB〉 〈CD〉+ 〈AC〉 〈BD〉+ 〈AD〉 〈BC〉 .
Therefore, taking into account that the stochastic processes x(t) and p(t) are
Gaussian, we have〈
p (t)2 p (t+∆t)2
〉
=
〈
p (t)2
〉 〈
p (t +∆t)2
〉
+ 2 〈p (t) p (t +∆t)〉2
=
〈
p2
〉2
+ 2 〈p (t) p (t+∆t)〉2 ,
and similar for the other terms. Hence we get, after same algebra,
〈U(t)U(t +∆t)〉 = 1
4
h2ω20
[
1 + exp
(−2τω20 |∆t|)] . (30)
From the selfcorrelation it is possible to get the quadratic mean changes
of the dynamical variables. For instance from eq.(25) we get
∆x2 ≡ 〈[x(t+∆t)− x(t)]2〉 = 2 〈x2〉− 2 〈x(t)x(t +∆t)〉
= 2
∫
∞
0
Sx (ω) [1− cos(ω∆t)] dω ≃ h
mω0
[
1− cos(ω0∆t) exp(−τω20 |∆t|)
]
.
For the energy we obtain
∆U2 ≡ 〈[U(t +∆t)− U(t)]2〉 = 2 〈U2〉− 2 〈U(t)U(t +∆t)〉
=
1
2
h2ω20
[
1− exp (−2τω20 |∆t|)] = h2ω40τ |∆t| +O (∆t2) . (31)
2.6 Comparison between the oscillator stationary state
in SED and the ground state in QM
A conclusion of the study of the stationary state of the oscillator in SED is
that it is rather similar to the ground state of the oscillator en QM. Indeed
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the probability distribution of positions and momenta in the stationary state
of SED agree with the predictions of QM for the ground state, in the limit
τ → 0, eqs.(20) and (21) , whilst the corrections for finite τ , that depend on
the small quantity τω0, correspond to the radiative corrections of quantum
electrodynamics. However the probability distribution of the energy does not
agree with QM. In the following I study more carefully this discrepancy.
2.6.1 John von Neumann´s theorem against hidden variables
Firstly I should mention that the conflict between the QM prediction and the
SED eq.(22) is an example of the general argument used by von Neumann[7]
in his celebrated theorem of 1932 proving that hidden variable theories are
incompatible with QM. That theorem prevented research in hidden variables
theories until Bell´s rebuttal in 1966[8]. J. von Neumann starts with the
assumption that any linear relation between quantum observables should
correspond to a similar linear relation between the possible (dispersion free)
values in a hypothetical hidden variables theory. In our case the energy U is
a linear combination of v2 and x2. Thus as the energy predicted by quantum
mechanics, U = hω0/2, is sharp, any pair of values of v
2 and x2 in the hidden
variables theory should fulfil, according to von Neumann´s hypothesis,
m(v2 + ω20x
2) = hω0, (32)
which is not compatible with the distributions eqs.(20) and (21) (for instance
the possible value v2 = 2hω0/m is incompatible with eq.(32) because it
would imply x2 ≥ 0). Bell’s rebutted von Neumann pointing out that the
contradiction only arises when two of the quantum obervables involved do
not commute and in this case the measurement of the three observables
should be made in, at least, two different experiments. Thus a contextual
hidden variables theory is possible, that is a theory where it is assumed that
the value obtained in the measurement depends on both the state of the
observed system and the full experimental context.
2.6.2 The apparent contradiction between QM and SED
In our case the apparent contradiction between SED eq.(22) and the QM
prediction of a sharp energy dissapears if we take into account how the en-
ergy of a state is defined operationally (i. e. how it may be measured.) In
SED the stationary state corresponds to a dynamical equilibrium between
15
the oscillator and the ZPF. Checking empirically whether a dynamical equi-
librium exists requires a long time, ideally infinite time. If we define the
energy of the oscillator in equilibrium as the average over an infinite time, it
would be obviously sharp. In fact the probability distribution of the “mean
energies over time intervals of size ∆t ” has a smaller dispersion as greater is
∆t, and it will be dispersion free in the limit ∆t→∞. Thus it is natural to
assume that the ground state energy as defined by QM actually corresponds
to measurements made over infinitely long times. This fits fairly well with
the quantum energy-time uncertainty relation
∆U∆t ≥ h/2, (33)
which predicts that the measured energy does possess a dispersion ∆U if the
measurement involves a finite time ∆t. Thus no contradiction exists between
SED and QM for the energy in the ground state.
2.6.3 The time-energy uncertainty relation in SED
In order to make the argument quantitative, let us study within SED a
measurement of the energy lasting a time T , and let us call UT the value
obtained. In SED we should identify that value with the average of the
potential plus kinetic energy during the time interval T , that is
UT =
1
T
∫ T
0
U(t)dt =
1
T
∫ T
0
[
mω2
0
x (t)2 +
1
m
p (t)2
]
dt. (34)
The interesting quantity is the fluctuation of that energy, given by
∆UT =
√
〈U2T 〉 − 〈UT 〉2, 〈UT 〉 = 〈U〉 =
1
2
hω0.
The calculation of 〈U2T 〉 requires the selfcorrelation of the energy, which was
calculated in eq.(30). Using it we obtain
〈
U2T
〉
=
1
T 2
∫ T
0
dt
∫ T
0
〈U(t)U(t′)〉 dt′
=
h2ω20
4
[
1 +
1
T 2
∫ T
0
dt
∫ T
0
dt′ exp
(−2τω20 |t− t′|)]
=
h2ω20
4
+
h2
4Tτ
− h
2
8T 2τ 2ω20
[
1− exp (2Tτω20)] .
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Hence we get
∆UT =
h
2
√
Tτ
√
1− [1− exp (−2Tτω
2
0)]
8Tτω20
=
h
2
√
Tτ
ζ
(
2Tτω20
)
,
where ς (s) is a slowly varying function with the limiting values ς (0) =√
3/4, ς (∞) = 1. Thus, for T not extremely small (i. e. T >> τ) the
result is compatible with the quantum prediction T ×∆UT ≥ h/2.
It is remarkable that QM and SED lead to the same result via rather dif-
ferent paths. In fact in QM the state vector of the ground state of a system is
an eigenstate of the Hamiltionian, which implies a nil dispersion of the state
energy, but the uncertainty relation gives rise to some uncertainty for any
actual measurement. This leads us to propose tentatively that the ground
state of a physical system in QM corresponds to a dynamical equilibrium be-
tween emission to and absorption from the vacuum fields. The instantaneous
energy is a badly defined concept. Indeed the SED distribution eq.(22) just
derives from the (classical) definition of total energy in terms of positions and
momenta, but it does not possesses any operational (measurable) meaning.
It is remarkable that the quantum mechanical calculation of the properties
of the oscillator in the ground state looks extremely simple in comparison
with the SED study. Indeed it does not involve (explicitly) any reference to
noise, fluctuations and all that. This gives rise to both the great appeal of
quantum mechanics and the difficulty to get an intuitive picture from it. For
us elementary quantum mechanics is a (very clever) approximation of the
more correct quantum field theory, where the vacuum fluctuations appear
more clearly. In the case of quantum electrodynamics the approximation
involves taking the zeroth limit of the fine structure constant, α→ 0.
2.7 Additional succeses of the SED oscillator
There is another trivial agreement between the SED and QM predictions for
the oscillator, namely the spectrum. In fact the standard quantum method
to derive the spectrum of a system starts solving the stationary Schro¨dinger
equation and then calculating the frequencies with the rule
ωjk =
Ej − Ek
h
= (j − k)ω0,
where the eigenvalues of the oscillator Hamiltonian, En = nhω0, have been
taken into account. However in the harmonic oscillator there is a selection
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rule that, within the electric dipole approximation, forbids transitions except
if j−k = ±1, whence the spectrum has a single frequency which agrees with
the classical one. Actually the spectrum contains also the frequencies nω0,
that correspond to electric multipole transitions, although they have low
probability. The multipoles of the fundamental frequency might be found
also in SED calculations if the electric dipole approximation is not made, as
has been shown in numerical calculations[9].
SED may also offer intuitive pictures for cavity quantum electrodynamics,
a well established experimental field of research that started about three
decades ago[1]. An atom in a cavity get modified its properties, in particular
its lifetime. In fact the atom does not decay if the modes having the frequency
of the emitted radiation are not possible inside the cavity. In the quantum
treatment the intriguing question is how the atom “knows” in advance that
it should not decay in these conditions. In SED the explanation is trivial:
spontaneous decay is actually stimulated by appropriate modes of the ZPF,
and the modes required for the stimulation do not exist inside the cavity.
For instance in an early experiment by Haroche et al.[10] the excited atoms
propagates between two metallic mirrors separated by 1.1 µm for about 13
natural lifetimes without appreciable decay. The experiment applied a small
magnetic field in order to demonstrate the anisotropy of spontaneous emission
between mirrors. This experiment has been studied within SED via modelling
the atom by a harmonic oscillator whence the empirical results have been
reproduced quantitatively[11], [12].
3 The oscillator. Time-dependent properties
3.1 Evolution of the dynamical variables
In Newtonian mechanics the study of the evolution consists of finding the
position as a function of time for given initial conditions, that is initial po-
sitions and velocities of the particles involved. Thus the evolution describes
a curve in phase space parametrized by time. If there are forces not fully
known, which we represent as noise, all we may get is the evolution of the
probability distribution in phase space with given initial conditions, i. e.
either a point or a probability disitribution in phase space. This is the case
for the oscillator in SED that we study in the following. In order to calculate
the evolution of the oscillator it is convenient to start anew from the equa-
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tion of motion, eq.(2). We shall work to lowest nontrivial order in the small
parameter τ (see eq.(3)) Thus we may approximate the third order eq.(2) by
another one of second order substituting −mτω20x˙ for mτ
...
x on its right side.
That is writing
m
..
x= −mω20x−mτω20x˙+ eE (t) , (35)
which agrees with eq.(2) to first order in τ . This second order equation in
x(t) is equivalent to two coupled stochastic differential equations of Langevin
type, in the variables x(t) and x˙(t).
A convenient vay to study the motion of the oscillator in SED consists of
introducing new variables, a(t) and b(t), as follows
x (t) = a(t) cos (ω0t) + b(t) sin (ω0t) + ξ(t), (36)
x˙ (t) = −a(t)ω0 sin (ω0t) + b(t)ω0 cos (ω0t) + ξ˙(t).
The quantity ξ(t) is a rapidly fluctuating quantity related to the high fre-
quency part of the spectrum Sx (ω) see comment after eq.(12)) and it will
be ignored in the following. The variables a and b are constants of the mo-
tion in the classical mechanical oscillator and therefore they should be slowly
varying functions of time in the SED oscillator (with typical variation time
1/(τω20) >> ω
−1
0 , see below). An alternative to eq.(36) would be to write the
coordinate in terms of the amplitude, c(t), and the phase, φ (t) , both slowly
varying with time, that is
x (t) = c(t) cos [ω0t+ φ (t)] + ξ(t),
but the choise eq.(36) is more convenient for our purposes. At the initial
time, t = 0, the parameters a(t) and b(t) are easily related to the initial
position, x0, and momentum, p0, that is
a (t0) = x0, b (t0) =
x˙0
ω0
=
p0
mω0
. (37)
Calculating the evolution of the variables a(t) and b(t) simplifies if we
introduce a complex function z (t) such that
x(t) = Re [z(t) exp(−iω0t)] , (38)
Re z(t) = a(t), Im z(t) = b(t).
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The function z(t) is slowly varying and therefore we may neglect its second
(first) derivative in the term of order 0 (order τ) in the equation that results
from inserting eq.(38) into eq.(35) . This gives
− 2imω0z˙ (t) = imτω30z (t) + eE (t) exp (iω0t) . (39)
The solution of this first order differential equation is trivial and we get
z (t) = exp
(
−1
2
τω30t
)[
z(0) +
ie
2mω0
∫ t
0
E(t′) exp
(
1
2
τω20t
′ + iω0t
′
)
dt′
]
.
Hence it is easy to obtain the ensemble average, or expectation, of z (t) taking
into account that E(t) is a stochastic process with zero mean. We get
〈z (t)〉 = exp
(
−1
2
τω20t
)
〈z (0)〉 . (40)
Also we may obtain the following quadratic mean〈∣∣∣∣z (t)− exp(−12τω30t
)
z (0)
∣∣∣∣2
〉
=
e2
4m2ω20
exp
(−τω30t)F, (41)
where
F ≡
∫ t
0
dt′
∫ t
0
dt′′ 〈E(t′)E(t′′)〉 exp
[(
1
2
τω20 + iω0
)
t′ +
(
1
2
τω20 − iω0
)
t′′
]
.
(42)
The selfcorrelation of the process E(t) is the Fourier transform of the spectral
density, that is
〈E(t′)E(t′′)〉 = 1
2
∫
∞
−∞
2
3pic3
hω3 exp [iω (t′′ − t′)] dω, (43)
where eq.(5) has been taken into account. I stress that the process E(t) is
stationary and assumed ergodic, whence time average (over an infinite time)
and ensemble average agree. However here we do not assume that x(t) is
stationary but we are investigating its time dependence. If eq.(43) is put in
eq.(42) and the integrals in t′ and t′′ performed we get
F =
h
3pic3
∫
∞
−∞
ω3dω
4
τ 2ω40 + 4 (ω − ω0)2
∣∣∣∣exp(12τω20 + iω0 − iω
)
t− 1
∣∣∣∣2
=
h
3pic3
∫
∞
−∞
4ω3
τ 2ω40 + 4 (ω − ω0)2
×
×
[
exp(τω20t) + 1− 2 exp(
1
2
τω20t) cos (ωt− ω0t)
]
dω.
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The integral in ω is ultraviolet divergent but the contribution of the high
frequencies will be ignored here (see comment after eq.(36)). Thus taking
into account that τω0 << 1, the overwhelming contribution to the integral
comes from frequencies ω ≃ ω0 and the integral may be approximated putting
ω3 = ω30 whence we obtain〈∣∣∣∣z (t)− exp(−12τω30t
)
z (0)
∣∣∣∣2
〉
≃ h
2mω20
[
1− exp (−τω20t)] . (44)
Taking eq.(38) into account we may separate the real and the imaginary parts
in eqs.(40) and (44) . Thus we obtain information about the evolution of the
classical constants of the motion a and b, that is
〈a (t)〉 = exp
(
−1
2
τω20t
)
〈a (0)〉 , (45)〈[
a(t)− exp
(
−1
2
τω30t
)
a(0)
]2〉
≃ h
4mω20
[
1− exp (−τω20t)] ,
and similar for b(t). We have assumed that both variables, a(t) and b(t), have
similar contributions to eq.(44) , which follows from their roles in eqs.(36) .
It is convenient to obtain differential equations for the time change of the
mean and the quadratic mean of a(t). From the former eq.(45) we obtain
d
dt
〈a (t)〉 = −1
2
τω20 〈a (t)〉 . (46)
From the latter, if we assume that a(0) is a number (that is a random variable
with probability density in the form of a Dirac´s delta), we get
∆a2 ≡ 〈a(t)2〉− 〈a (t)〉2 = h
4mω20
[
1− exp (−τω20t)] , (47)
whence it follows
d
dt
∆a2 =
hτ
4m
exp
(−τω20t) = hτ4m − τω20∆a2. (48)
Eqs.(46) and (48) are the desired differential equations for the mean and the
dispersion of a(t). Those of b(t) are similar.
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3.2 Diffusion of the probability density in phase space
It is possible to derive differential equations for the probability densities of
a and b able to reproduce eqs.(46) and (48) . The equations have the form of
Fokker-Planck (or diffusion), that is
∂ρ(a, t)
∂t
=
∂
∂a
(Aρ) +
∂2
∂a2
(Dρ).
The coefficients A andD may be calculated with the condition of reproducing
the results eqs.(46) and (48) . Firstly we have
d
dt
〈a (t)〉 = d
dt
∫
∞
−∞
aρda =
∫
∞
−∞
a
∂ρ
∂t
da
=
∫
∞
−∞
a
[
∂
∂a
(Aρ) +
∂2
∂a2
(Dρ)
]
da
= −
∫
∞
−∞
Aρda = −A, (49)
where we have performed several integrations by parts taking into account
that the density ρ goes rapidly (exponentially) to zero for a → ±∞. The
latter equality takes into account the normalization of the density ρ. The
result is consistent with eq.(46) if A = 1
2
τω20a.
Similarly we obtain
d
dt
〈
a (t)2
〉
=
∫
∞
−∞
a2
[
∂
∂a
(Aρ) +
∂2
∂a2
(Dρ)
]
da = τω20
〈
a (t)2
〉
+ 2D,
where we have assumed that D is a constant (a hypothesis to be confirmed
later on) and the normalization of ρ. Hence, taking eq.(49) into account we
get for the dispersion squared
d
dt
∆(t)2 = −τω20
〈
a (t)2
〉
+ 2D + τω20 〈a (t)〉2 ,
whence a comparison with eq.(48) gives D = hτ/4m, a constant indeed. In
conclusion the Fokker-Planck equation reads
∂ρ(a, t)
∂t
=
1
2
τω20
∂
∂a
(aρ) +
hτ
4m
∂2ρ
∂a2
, (50)
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and a similar one with b substituted for a. I must point out that the stochastic
processes a(t) and b(t) are correlated. In fact their crosscorrelation may be
easily obtained from eqs.(27) to (29) as follows〈[
x (t) cos (ω0t)− p(t)
mω0
sin (ω0t)
] [
x(t′) cos (ω0t
′) +
p(t′)
mω0
sin (ω0t
′)
]〉
= −1
2
h sin [ω0 (t
′ − t)] exp(−τω20 |t′ − t|) = 〈a(t)b(t′)〉 = −〈b(t)a(t′)〉 ,
where we have taken into account eqs.(36) . Due to this correlation a joint
probability density ρ(a, b, t) cannot be got as a product of the individual
densities. Thus deriving the Fokker-Planck equation for the two variables,
a and b, is involved and not very useful. It is more convenient to get the
equation for the canonical variables x and p, but it will not be given here
(see [1]).
The conclusion of our calculation is that the classical constants of the
motion, like the parameters a and b or the energy U perform a slow random
motion with typical relaxation time 1/ (τω20) . In particular the energy is
related to the former parameters as follows
U(t) =
1
2
mω20x(t)
2 +
1
2
mx˙(t)2 =
1
2
mω20
[
a(t)2 + b(t)2
]
, (51)
where eqs.(36) have been taken into account. The change of the classical
constants of the motion of the oscillator in SED is obviously due to the two
latter terms of eq.(2) . The term with the electric field produces diffusion,
characterized by D, and the other one gives rise to drift, characterized by
A. The diffusion rate is independent of the particle´s velocity whence D
is a constant, but the drift increases with the velocity with the result that
A is proportional to a. The effect of the diffusion is to some extent coun-
terbalanced by the drift, with the consequence that, when time increases
indefinitely the densities approach the stationary solution studied in section
2. In particular the stationary solution of eq.(50) (with normailzed ρ which
implies that ρ vanishes for a→ ±∞) is
ρ =
√
h
pimω20
exp
(
− h
mω20
a2
)
,
and similar for b. The energy approaches to the density given by eq.(22) .
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3.3 States of the oscillator in stochastic electrodynam-
ics and in quantum mechanics
Every nonnegative definite function in phase space may be taken as an ini-
tial probability density and thus be considered a possible state of the SED
oscillator. We see that the set of states in SED is quite different from the
set of states in QM (given by a density operator each). In particular the
pure states in SED are those whose initial conditions correspond to points
in phase space, whilst the pure states in QM correspond to state vectors
(or wave functions). The comparison between SED and QED becomes more
clear if we define the quantum states by means of functions in phase space,
which may be achieved via the Wigner function formalism. In fact, as is well
known every density operator, ρˆ, of a single particle in one dimension gives
a Wigner function, W (x, p), as follows
W (r,p) = (2pih)−1
∫
exp (−iα · r/h) exp (−iβ · p/h)
×Tr
{
ρˆ exp
[
i
(
α
∧·r +β ∧·p
)
/h
]}
dαdβ. (52)
The generalization to many dimensions is straightforward. The Wigner func-
tion not always is positive and therefore it cannot considered a probability
distribution. Indeed for pure quantum states it is known that its associated
Wigner function is positive if and only if the wave function is Gaussian, as
was proved by Hudson[13] in one dimension and generalized to many dimen-
sions by Claverie and Soto[14]. Thus in the case of pure quantum states it is
obvious that only a small fraction of them correspond to states in SED. Actu-
ally, asides for the ground state there are only two interesting pure quantum
states that are Gaussian, namely coherent states and squeezed states. The
latter are relevant in case of radiation (squeezed states of light), but not so
much for matter oscillators and they will not be studied here.
Coherent states in SED appear as solutions of the oscillator eq.(2) ob-
tained by combining the stationary solution of the equation with the general
solution of the homogenous equation, which is
..
x +ω20x+ τω0
.
x= 0⇒ x ≃ A cos (ω0t+ φ) exp (−τω0t) ,
where I have approximated
...
x≃ −ω0 .x and neglected a small shift, of order τ ,
in the frequency ω0. Hence, taking eq.(20) into account, we see that the solu-
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tion of eq.(2) leads to the following time dependent probability distribution
of positions
W (x, t) ≃
√
mω0
pih
exp
[
−mω0
2h
[
x− A cos (ω0t+ φ) exp
(−τω20t)]2] , (53)
which contains two integration constants, A and φ. It must be stressed that
this expression for the probability density derives from eq.(2) and the ZPF
spectrum eq.(5) with the approximation of putting τ → 0 except in the expo-
nential decay. It may be seen that when τ = 0 the evolution of the position
probability density eq.(53) fully agrees with the one of the coherent states
of quantum mechanics, whilst the expression for finite τ contains the most
relevant contribution of the radiative corrections of quantum electrodynam-
ics to these states (a decay towards the stationary state with relaxation time
(τω20)
−1
)[6].
In summary only a few states of the oscillator in SED correspond to pure
quantum states in the Wigner (phase-space) representation. But no pure
state of SED corresponds to a state of QM. Also most of the pure states
of QM do not correspond to states of SED. However for mixed states the
agreement is greater, and actually all (mixed) quantum states possessing a
positive Wigner function closely correspond to states of SED with the same
phase-space distribution.
4 Coupled oscillators in SED as a model for
quantum entanglement
The generalization of the harmonic oscillator in SED to many dimensions is
straightforward using the appropriate extension of eq.(2) . In the following
I will study a simple example consisting of two coupled one-dimensional
oscillators. The system is interesting because it shows that a phenomenon
similar to quantum entanglement appears also in SED.
Entanglement is a quantum property of systems consisting of several sub-
systems that appears when the total state vector cannot be written as a prod-
uct of vectors associated to one subsystem each. In formal terms a typical
entangled state fulfils
| ψ (1, 2)〉 =
∑
m,n
cmn | ψm (1)〉 | ψn (2)〉, (54)
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where 1 and 2 correspond to two different subsystems. The essential con-
dition is that the state eq.(54) cannot be written as a product, that is the
sum cannot be reduced to just one term via a change of basis in the Hilbert
space. Entanglement appears as a specifically quantum form of correlation,
which is claimed to be dramatically different from the correlations of classical
physics. The latter may be usually written in the form
ρ (1, 2) =
∑
m,n
cmnρm (1) ρn (2) ,
where the quantities ρ & 0 are probability densities and the coefficients fulfil
cmn & 0, in sharp contrast with eq.(54) where | ψ〉 are vectors in a Hilbert
space and cmn are complex numbers.
In recent times entanglement has been the subject of intense study, and
a resource for many applications, specially in the domain of quantum in-
formation. In this case the relevant entanglement usually involves spin or
polarization. Nevertheless entanglement is quite common in nonrelativistic
quantum mechanics. Indeed most wave functions of many-particle systems
present entanglement. Here I will illustrate, with a simple example, that
entanglement might be understood as a correlation induced by quantum vac-
uum fluctuations acting in two different subsystems.
4.1 London-van der Waals forces
I shall study the London theory of the van der Waals forces in a simple model
of two one-dimensional oscillating electric dipoles. Each dipole consists of a
particle at rest and another particle (which we will name electron) with mass
m and charge e. In the model it is assumed that every electron moves in a
harmonic oscillator potential and there is an additional interaction between
the electrons. Thus the Hamiltonian is
H =
p21
2m
+
1
2
mω20x
2
1 +
p22
2m
+
1
2
mω20x
2
2 −Kx1x2, (55)
where x1(x2) is the position of the electron of the first (second) dipole with re-
spect to the equilibrium position. The positive parameter K depends on the
distance bewteen the dipoles, but the dependence is irrelevant for our pur-
poses. (For a more complete study of this problem within SED see Refs.[1],
[15]). We shall work both the QM and the SED calculations.
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4.2 Quantum theory of the model
An exact quantum calculation is not difficult. We take xj , pj and H as
operators in the Hilbert space of the full system, fulfilling the standard com-
mutation relations
[xˆj , xˆl] = [pˆj , pˆl] = 0, [xˆj , pˆl] = ihδjl. (56)
Now we introduce the new operators
xˆ+ (t) =
1√
2
[xˆ1 (t) + xˆ2 (t)] , xˆ− (t) =
1√
2
[xˆ1 (t)− xˆ2 (t)] ,
p+ (t) =
1√
2
[pˆ1 (t) + pˆ2 (t)] , pˆ− (t) =
1√
2
[pˆ1 (t)− pˆ2 (t)] . (57)
It is easy to derive the commutation relations of the new operators, that
are similar to eqs.(56) with the subindices +,− susbstituted for 1, 2. The
Hamiltonian eq.(55) in terms of the new operatos is
Hˆ =
pˆ2+
2m
+
1
2
(
mω20 +K
)
xˆ2+ +
pˆ2
−
2m
+
1
2
(
mω20 −K
)
xˆ2
−
.
This is equivalent to two uncoupled harmonic oscillators with the same mass,
m, and frequencies
ω+ =
√
ω20 +K/m, ω− =
√
ω20 −K/m,
respectively. Thus the wavefunction of the two-electron system is
ψ = ψ (x+)ψ (x−) =
√
m
pih
√
ω+ω−
exp
[
−m
2h
(
ω+x
2
+ + ω−x
2
−
)]
(58)
=
√
m
pih
√
ω+ω−
exp
{
−m
4h
[
(ω+ + ω−)
(
x21 + x
2
2
)
+ 2(ω+ − ω−) (x1x2)
]}
,
and the interaction energy of the system is
∆E =
h
2
(√
ω20 −K/m+
√
ω20 −K/m− 2ω0
)
= − hK
2
4m2ω30
+O
(
K4
)
.
The wavefunction eq.(58) cannot be transformed in the product of two
functions of one electron by changing variables. This may be clearly seen if
we write it to lowest nontrivial order in the coupling constant K. We get
ψ =
√
mω0
pih
(
1 +
2Kx1x2
mω0
)
exp
[
−mω0
2h
(
x21 + x
2
2
)]
, (59)
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which may be written in terms of the wavefunctions of the ground state,
ψ0 (x) , and the first excited state, ψ1 (x) , of the simple oscillator as follows
ψ = ψ0 (x1)ψ0 (x2) +
K
mω20
ψ1 (x1)ψ1 (x2) .
(The function is not normalized because the normalization is lost when we
truncate at first order the expansion in powers of K). In quantum language
this may be interpreted saying that the two-system state is a sum of two
amplitudes, one of them corresponds to both oscillators being in the ground
state and the other one to both being in the first excited state. Therefore it
is a typical entangled state.
Although quantum mechanics usually does not offer intuitive pictures of
the phenomena, in this case it is difficult to refrain from interpreting the
entanglement in this example as a correlation of the (random) motions of
the electrons. Indeed the modulus squared of the wavefunction eq.(58) is a
probability density. The motions are correlated because the probability is
larger when the quantities x1 and x2 are both positive or both negative, and
it is smaller when they have opposite signs. Thus the electrons tend to be
far from each other so that their mutual repulsion energy is smaller and the
energy lower than without correlation, in this way giving rise to an attractive
force between the oscillators. Of course this explanation departs from the
orthodox (Copenhagen) interpretation where we should not speak about the
probability that one electron is in the region x1 > 0 and the other one is in
the region x2 > 0. We would be compelled to say instead something like “if
we perform a measurement of the simultaneous positions of the electrons the
probability that we get one of them in the region x1 > 0 and the other one is in
the region x2 > 0 is given by the modulus squared of eq.(58) ”. (Simultaneous
measurements are possible because the observables commute.) In any case
the origin of the correlated motion is not clear in quantum mechanics.
4.3 The model in stochastic electrodynamics
In sharp contrast with QM the interpretation offered by SED is transparent:
the randommotion of the electrons is induced by the ZPF, and the correlation
is produced by the interaction. The SED calculation is as follows. The
differential equations of motion may be obtained from eq.(55). I shall write
them including the forces due to the random ZPF and the radiation reaction,
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see eq.(2) , that is
m
..
x1 = −mω20x1 −Kx2 +
2e2
3c3
...
x1 +eE1 (t) ,
m
..
x2 = −mω20x2 −Kx1 +
2e2
3c3
...
x2 +eE2 (t) . (60)
The approximation of neglecting the x dependence of the field, E(x,t), is
not good if the dipoles are at a long distance (on the other hand the Hamil-
tonian eq.(55) is not valid for short distances). However we may neglect
the x dependence within each dipole, that is we will approximate E (x1,t) ≃
E (a, t) , E (x2, t) ≃ E (b,t) , where a and b are the positions of the first and
second dipole, respectively. Also we will simplify the notation writing E1 (t)
for E (a,t) and E2 (t) for E (a,t) . Furthermore, as we assume that the dis-
tance between dipoles is large, we shall take the stochastic processes E1 (t)
and E2 (t) as uncorrelated.
The coupled eqs.(60) may be decoupled via writing new equations which
are the sum and the difference of the former, and introducing the new position
variables
x+ (t) =
1√
2
[x1 (t) + x2 (t)] , x− (t) =
1√
2
[x1 (t)− x2 (t)] , (61)
and similarly definitions for E+ (t) and E− (t) . We get
m
..
x+ = −(mω20 −K)x+ +
2e2
3c3
...
x+ +eE+ (t) ,
m
..
x− = −(mω20 +K)x− +
2e2
3c3
...
x− +eE− (t) , (62)
where the stochastic processes E+ (t) and E− (t) are statistically independent
as a consequence of E1 (t) and E2 (t) being uncorrelated. With the method
used to solve eqs.(10) and (12) we get
〈
x2
±
〉
=
h
2m
√
ω20 ∓K/m
,
〈
v2
±
〉
=
h
√
ω20 ∓K/m
2m
. (63)
The Hamiltonian eq.(55) may be written in terms of x+ (t), x− (t) leading to
H =
p2+
2m
+
1
2
mω20x
2
+ +
p2
−
2m
+
1
2
mω20x
2
−
− 1
2
K
(
x2+ − x2−
)
.
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Hence, defining p± = mv±, it is easy to get the total energy, 〈H〉 , taking
eqs.(63) into account. The result is in agreement with the quantum eq.(??) .
The joint probability distribution of positions is Gaussian and factorices be-
cause eqs.(62) are decoupled. That is
ρ (x+, x−) dx+dx− = ρ+ (x+) ρ− (x−) dx+dx−.
The densities ρ± should be normalized whence we get
ρ
±
(x) =
√
2m
pih
(
ω20 ∓K/m
)−1/4
exp
[
−m
2h
√
ω20 ∓K/mx2±
]
.
Hence it is easy to get the joint probability in terms of the variables x1 and
x2 taking eqs.(61) into account. The result is in agreement with the quantum
prediction, eq.(58) .
In the equation of motion(60) I have assumed that the field components,
E1 (t) and E2 (t), acting upon the two particles are uncorrelated. This is a
good approximation if the particles are at a distance which is large in com-
parison with wavelength, λ ≃ c/ω0, corresponding to the typical frequencies
involved. However if the distance is of that order or smaller, the field com-
ponents will be correlated, which would cause a much stronger correlation
between the particle´s motions. We might assume that the phenomenon is
related to the quantum case of two or more particles in the same quantum
state, which is typical of bosons. But this is just a speculation that will not
be further discussed here.
As a conclusion our study of coupled oscillators in SED suggests that
quantum entanglement is a correlation between the quantum fluctuations of
different systems.
5 The free particle
5.1 Dispersion of position and velocity
For a free particle the differential equation of motion may be got from the
oscillator’s eq.(2) putting ω0 = 0, that is
m
..
x= mτ
...
x +eE (t) . (64)
This fact might suggest studying the free particle as the limit of an oscillator
whose characteristic frequency decreases to zero. However this method is
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not appropriate because there is a qualitative difference between the two
systems. In fact the motion in the oscillator is always bound which is not
the case for the free particle. Thus we shall study the motion of the free
particle starting from eq.(64) . It is a third order equation and therefore has
three independent solutions, but one of them is runaway that is the energy
increases without limit, which is physically nonsense. The reason is that
the radiation reaction term, the former term on the right side of eq.(64), is
a linearized approximation not valid for a free particle (in the oscillator the
runaway solution is effectively cut-off by the potential and the approximation
of eq.(2) is good enough). Thus we shall substitute the following integro-
differential equation for eq.(64)
..
x= − e
mτ
exp
(
t
τ
)∫
∞
t
E (t′) exp
(
−t
′
τ
)
dt′.
It has the same solutions as eq.(64) except the runaway ones. Hence, it is
trivial to get the following equations of evolution for the velocity and the
coordinate, respectively, that is
v(t) = v0 − e
mτ
∫ t
0
exp
( s
τ
)
ds
∫
∞
s
E (u) exp
(
−u
τ
)
du, (65)
x(t) = x0 + v0t− e
mτ
∫ t
0
ds
∫ s
0
exp
(u
τ
)
du
∫
∞
u
E (w) exp
(
−w
τ
)
dw,
where x0 is the initial position and v0 the initial velocity at time t = 0.
Hence, taking into account that the ensemble average of E (t) is zero, it is
trivial to get the mean position and velocity of a particle, that is
〈x (t)〉 = x0 + v0t. (66)
The most interesting quantities are the dispersions of velocity and position
with time. The velocity dispersion may be got from the first eq.(65) putting
v0 = 0. We obtain, taking eq.(3) into account,
〈
v (t)2
〉
=
3c3
2mτ
∫ t
0
exp
(s
τ
)
ds
∫
∞
s
exp
(
−u
τ
)
du (67)
×
∫ t
0
exp
(
s′
τ
)
ds′
∫
∞
s
exp
(
−u
′
τ
)
du′ 〈E (u)E (u′)〉 .
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The E(t) selfcorrelation is the Fourier transform of the spectrum (see eq.(25)),
that is
〈E (u)E (u′)〉 =
∫
∞
0
Sx (ω) cos [ω (u− u′)] dω
=
1
2
∫
∞
−∞
|Sx (ω)| exp [iω (u− u′)] dω. (68)
I point out that this relation is correct because E(t) is a stationary process,
but it is not possible to get eq.(67) from the spectrum of v (t) because in the
free particle case we cannot get the the spectrum of v(t) from that of E(t)
(as we made in the derivation of eq.(8) for the equilibrium state of oscilla-
tor, where both x(t) and v(t) are stationary processes). Inserting eq.(68) in
eq.(67) we get, after changing the order of the integrations,
∆v2 ≡ 〈v (t)2〉
=
e2
2m2τ 2
∫
∞
−∞
|Sx (ω)| dω
∣∣∣∣∫ t
0
exp
(s
τ
)
ds
∫
∞
s
exp
(
−u
τ
+ iωu
)
du
∣∣∣∣2
=
h
2pimτ
∫
∞
−∞
|ω| dω
ω2 + τ−2
|1− exp(iωt)|2
=
hτ
pim
∫
∞
0
ωdω
1 + τ 2ω2
|1− cos(ωt)| .
Thus the velocity dispersion gives an ultraviolet divergent integral that may
be made convergent by introducing a cut-off frequency ωc. Thus we get
∆v2 =
hτ
pim
∫ ωc
0
ωdω
1 + τ 2ω2
[1− cos(ωt)] (69)
∼ h
2pimτ
[
log(1 + ω2cτ
2) +
τ 2
t2
]
, for t >> τ.
The dispersion ∆v becomes rapidly independent of t, but greater than the
velocity of light. In order that ∆v < c we must have
ωc <
√
3pi
α
mc2
h
≈ 0.2 c
λC
<<
1
τ
,
λC being the Compton wavelength. This implies that eq.(69) may be rewrit-
ten
∆v2 ∼ hτω
2
c
2pim
+
h
2pimτt2
, for t >> τ. (70)
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A correct calculation would require a relativistic theory, which will not be
attempted here. Nevertheless the result obtained shows that the particle
performs a random motion with relativistic speed although the mean velocity
remains a constant (see eq.(66)). Also the result suggests that in a relativistic
calculation the most relevant wavelengths would be those not too far from
the Compton one. The increase of the velocity of a free charged particle by
the action of the ZPF has been proposed as possible origen of the very high
energy observed in some cosmic rays[16].
It is interesting to compare the velocity dispersion of the free particle in
SED with that of a particle immersed in thermal, Rayleigh-Jeans, radiation.
Taking into account that the ZPF and the Rayleigh-Jeans radiation corre-
spond to 1
2
hω and kT per normal mode, respectively, this replacement leads
from eq.(69) to
∆v2 =
τkT
pim
∫ ωc
0
dω
1 + τ 2ω2
[1− cos(ωt)]
∼ kT
m
for t >> τ.
We see that the velocity dispersion of the charged free particle does not in-
crease indefinitely but becomes, after a long enough time, a constant corre-
sponding to the kinetic energy kT/2 (which is the equipartition of the energy
of classical statistical mechanics.)
The dispersion of position may be obtained by a similar method, that is
inserting the latter eq.(68) in eq.(65) . We obtain
∆x2 =
hτ
2pim
∫
∞
−∞
|ω| dω
1 + τ 2ω2
∣∣∣∣∫ t
0
[1− exp(iωs)] ds
∣∣∣∣2
=
hτ
pim
∫
∞
0
ωdω
1 + τ 2ω2
[
t2 − 2t sin (ωt)
ω
+
2− 2 cos(ωt)
ω2
]
≃ hτω
2
c
2pim
t2 +
2hτ
pim
[
log
(
t
τ
)
− C − 1
]
, t >> τ, (71)
where C=0.577... is the Euler constant.
The former term, which dominates at long times, is a consequence of the
velocity dispersion, as may be easily seen by a comparison with eq.(69) . The
(canonical) momentum has no dispersion as shown by the former eq.(16)
when we put ω0 = 0. This agrees with the quantum prediction that the
momentum of a free particle is a constant.
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The picture that emerges is as follows. The free charged particle in SED
possesses a conserved canonical momentum, and an associated inertial mo-
tion but, superimposed to this, it has a random motion with a velocity close
to that of light. For a particle with zero canonical momentum, the typical
distance from the original position increases with about one tenth the veloc-
ity of light. However the divergence of the integrals in the non-relativistic
study shows that a more correct relativistic treatment might give a quite
different picture.
6 The particle in a homogeneous magnetic
field
Another linear problem that has been extensively studied within SED is
the motion of a charged particle in a homogeneous magnetic field[1], [17].
The most relevant result is the prediction of diamagnetic properties of a free
charge, which departs from classical physics and agrees with QM. Here I shall
revisit the SED calculation of the free charged particle in a homogeneous field
of magnitude B.
6.1 Classical theory
The Hamiltonian of a particle in a magnetic field may be written
H =
1
2m
(p− e
c
A)2,
e being the charge, m the mass of the particle and A the potential vector. If
the magnetic field is homogeneous we may choose A =1
2
r×B. Thus taking
the Z axis in the direction of the magnetic field, that is with the components
of B being (0, 0, B), the Hamiltonian becomes[18]
H =
p2x
2m
+
p2y
2m
− ω0 (xpy − ypx) + 1
2
mω20
(
x2 + y2
)
, ω0 ≡ eB
2mc
(72)
|ω0| being the Larmor frequency (in our notation, ω0 < 0 if the charge is
negative). The motion in the Z direction is uniform and we ignore it so that
our problem becomes effectively two-dimensional. The classical motion in
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the XY plane may be got from the Hamilton equations
·
x =
px
m
− ω0y,
·
y=
py
m
+ ω0x, (73)
·
px = ω0py −mω20x,
·
py= −ω0px −mω20y,
whence it is trivial to get two equations involving only derivatives of the
coordinates, that is
..
x= −2ω0
·
y,
..
y= 2ω0
·
x, (74)
which may be seen to correspond to Newton´s law with the Lorentz force,
that is
m
..
r= − (e/c) ·r ×B. (75)
The solution of eqs.(74) leads to
x = R cos [2ω0 (t− t0)] + x0, y = R sin [2ω0 (t− t0)] + y0, (76)
with four integration constants, namely {R, t0, x0, x0}. The motion is circular
with radius R and frequency ω0. The total energy may be identified with the
Hamiltonian which, written in terms of coordinates and velocities becomes ,
taking eqs.(73) into account,
E =
1
2
m
(
·
x
2
+
·
y
2
)
= 2mR2ω20. (77)
The minimal energy is obviously zero (when R = 0), which shows that no
diamagnetic effects can be expected to occur in classical physics.
6.2 Quantum theory
The QM treatment starts from a quantum Hamiltonian operator which may
be got from eq.(72) by promoting the classical coordinates and momenta to
operators in a Hilbert space[18]. The simultaneous eigenvectors of the Z com-
ponent of the angular momentum and the Hamiltonian have the eigenvalues
Lz ≡ xpy − ypx → mlh,ml = 0,±1,±2, ...,
H → Er = (2r + 1)h |ω0| , r = 0, 1, 2, ... (78)
We see that the quantum ground state, given by r = 0 and Er = h |ω0|,
has an infinite degeneracy because this energy is shared by states with all
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possible values of ml. For this reason it is common to add to the Hamiltonian
a two-dimensional oscillator potential with characteristic frequency ω1(> 0.)
Then the energy eigenvalues have an additional term (2n+ 1)hω1 with n =
2r−ml ≥ 0,which breaks the degeneracy, the ground state now corresponding
to r = n = ml = 0. From eq.(78) we may get the most relevant parameter,
which is the magnetic moment. In the ground state it is
M = −∇BE = −h∇B |ω0| = −MBB
B
,MB =
h |e|
2mc
(79)
where MB is the Bohr magneton. This (or the ground state energy, second
eq.(78)) is the result that we may expect to reproduce in SED.
6.3 Stochastic electrodynamics treatment
In SED we should add the radiation reaction and the action of the ZPF
to the force derived from the homogeneous magnetic field, see eq.(75). We
will study only the motion in the XY plane. If u ≡ ·x and v ≡ ·y are the
components of the velocity vector the equations of motion are
m
·
u=
e
c
vB +mτu¨+ eEu, m
·
v= −e
c
uB +mτ
··
v +eEv, (80)
where the first term is the component of the Lorentz force, the second is
the radiation reaction and the third one the action of the ZPF (in the long
wavelength approximation, see eq.(2)). The components of the electric ZPF,
Eu (t) and Ev (t) , are assumed statistically independent stochastic processes.
In order to solve eqs.(??) we start getting a fourth order equation of a
single variable u from the two coupled second order equations. It may be
written (
D − τD2)2 u− 4ω20u = em [2ω0Ev + (D − τD2)Eu] , (81)
where Df(t) stands for df(t)/dt. Stationary solutions of eqs.(80) may be
obtained by Fourier transform, but previously we will simplify eq.(81) ne-
glecting the term of order τ 2 and the term with τD2Eu because we assume
that both the parameter τ and Eu(t) are small (but there is a not so small
contribution from the high frequency region of E which we will ignore here).
Thus we get
u¨− 4ω20u = 2τ
...
u +
e
m
A,A ≡ 2ω0Ev+
·
Eu . (82)
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This is formally similar to the harmonic oscillator eq.(2) , although u is now
a velocity, rather than a coordinate, and A has dimensions of field times
frequency. The spectrum of A(t) is the sum of the spectra of ω0Ev and
·
Eu . There is no cross term if these stochastic processes are statistically
independent. Thus the spectrum of A is (see eq.(5)
SA (ω) =
2
3pic3
hω3
(
4ω20 + ω
2
)
.
Hence, steps similar to those involved in the solution of eq.(2) lead to〈
u2
〉
=
∫
∞
0
hτω3 (4ω20 + ω
2)
pim
[
(4ω20 − ω2)2 + 4τ 2ω6
]dω ≃ h |ω0|
m
, (83)
and the same result is obtained for 〈v2〉 . Actually the integral in eq.(83) is
ultraviolet divergent so that a a high frequency cutoff, ωc, should be included.
It may be seen that for small τ , i. e. τω0 << 1, the main contributions fo
the integral eq.(83) come either from frequencies ω close to 2ω0 or for high
frequencies ω >> 2ω0 (a similar case happens in the oscillator eqs.(10) and
(12)). The former contribution is independent of the cut-off frequency and
the precise value of τ and it is given by eq.(83) . The latter contribution may
be obtained neglecting ω0 in comparison with ω, and putting 4ω0 as lower
limit of the integral in order to exclude the frequency region around 2ω0
calculated in eq.(83) . Thus we get〈
u2
〉
hf
≃
∫ ωc
4ω0
hτω5dω
pim (ω4 + 4τ 2ω6)
=
h
8pimτ
log
(
1 + 4τ 2ω2c
) ≃ hτ
2pim
ω2c ,
where we have assumed 2τωc << 1. A comparison with eq.(70) shows that
this contribution is the same for a free particle. Indeed it is independent of
the magnetic field (which does appear in eq.(83) .
The mean energy in SED is obtained inserting eq.(83) in the expression
of the energy (see eq.(77)) giving
〈E〉 = 1
2
m
〈
u2 + v2
〉
= h |ω0| , (84)
in agreement with the quantum result. Hence there is also agreement for the
magnetic moment, eq.(79).
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Another interesting result from SED is the mean value of the angular
momentum which is
〈Lz〉 = 〈xpy − ypx〉 = m 〈xv − yu〉 = − e|e|h, (85)
independently of the magnitude of the magnetic field and the mass of the
particle. In order to prove it to zeroth order we may neglect the radiation
reaction and the force due to the ZPF in the equations of motion, eqs.(??) ,
thus becoming the classical ones, that is
m
·
u=
e
c
vB, m
·
v= −e
c
uB.
Integration of these equations with respect to time gives
u ≡ ·x= eB
mc
v ≡ 2ω0y, v ≡
·
y= −2ω0x. (86)
where we ignore the constants of integration, which represent a uniform mo-
tion in the XY plane. (It is common to avoid the problem of that motion by
putting an additional oscillator potential, 1
2
mω21, in the Hamiltonian eq.(72)
and taking the limit ω1 → 0 at the end[1].) From eqs.(86) and (83) we get
〈Lz〉 = m 〈xv − yu〉 = m
2ω0
〈
u2 + v2
〉
=
|ω0|
ω0
h = − e|e|h.
Thus the angular momentum is parallel to the magnetic field if the charge is
negative and antiparallel if it is positive. We saw that the magnetic moment
is always antiparallel to the magnetic field.
The results eqs.(84) and (86) correspond to the limit τ → 0. In both cases
there are corrections for finite τ which are small if a cutoff is introduced in
the integrals (but the high-frequency part of the integrals would requiere a
relativistic treatment). In summary the SED treatment of the particle in
a homogeneous magnetic field reproduces the most relevant results of the
QM prediction. This shows again that SED is able to provide a realistic
interpretation for many quantum phenomena associated to linear systems.
7 Stochastic electrodynamics at a finite tem-
perature
As is well known Planck discovered his celebrated law in october 1900 and
presented an interpretation in terms of discrete energy states of the material
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oscillators in december 14th. The relevance of the interpretation led Som-
merfeld to propose the latter date as the birthday of quantum theory. It
is true that Planck never supported any discontinuity for the radiation field
but only for material systems. Discontinouity of radiation was proposed by
Einstein in 1905. The realistic interpretation of quantum theory supported
here is closer to Planck’s than to Einstein’s, opinions.
There are two questions that SED might answer in relation with thermal
radiation. The first one is whether, once we assume that there is a ZPF
at zero Kelvin the thermal equilibrium leads to Planck’s law, rather than
Rayleigh-Jeans, law as several authors have claimed[20], [5]. The second
question is what is the appropriate interpretation of the radiation law from
the point of view of SED. More specifically whether SED interpretation of
Planck’s formula gives hints about the discontinuity, or continuity, of the
energies of material systems. To do that we shall study classical charged
particles immersed in radiation with Planck spectrum (including the ZPF)
taking this as given. I shall start with the first question in the following.
7.1 Classical derivation of Planck´s Law?
In order to derive the thermal distribution of energies of the radiation it is
appropriate to start with a collection of harmonic oscillators that correspond
to the Planck resonators (simulating the atoms in the walls of a cavity en-
closing the radiation). As an example of the alleged classical derivations of
Planck law, I will present here one of them[5] in order to see whether the
assumptions involved, in addition to the existence of a ZPF at zero Kelvin,
are really classical.
We start from the classical (without ZPF) energy distribution of the os-
cillators whose characteristic frequency is ω at a temperature T . It is given
by the Boltzmann distribution
W (E) =
exp(−βE)∫
∞
0
exp(−βE)dE , β ≡ kT, (87)
k being Boltzmann’s constant. Hence it is trivial to derive the following two
relations
d
dβ
〈E〉 = 〈E〉2 − 〈E2〉 ≡ σ2, σ2 = 〈E〉2 . (88)
Now the hypothesis is made that the latter relation, having no reference to
the temperature, is valid even in the presence of ZPF, but the former should
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involve only the thermal fluctuation. Also it is assumed that the thermal and
the ZPF fluctuations are independent and this implies
d
dβ
〈E〉 = σ2thermal ≡ σ2 − σ2ZPF , (89)
where the constant σZPF is the fluctuation caused by the ZPF, that is
σZPF =
1
2
hω,
according to eq.(23). Combining eq.(89) with the latter eq.(88) gives
d
dβ
〈E〉 = 〈E〉2 − σ2ZPF = 〈E〉2 −
1
2
hω.
Integration of this differential equation with the condition that 〈E〉 → ∞ if
β → 0 (i. e. T →∞) leads to
〈E〉 = hω0
[
1
2
+
hω
exp (hω/kT )
]
, (90)
which is Planck’s law.
In my opinion both assumptions involved in the derivation are plausible,
but they do not derive from fundamental classical laws. Consequently the
derivation cannot be taken as obviously classical.
7.2 The equilibrium between radiation and matter
The correct derivation of the thermal radiation should follow from the study
of the thermal equilibrium between radiation and matter. In the framework of
standard quantum theory it leads to Planck’s law, but here we are considering
the question whether it may be obtained from classical electrodynamics with
the addition of the ZPF and our conclusion is negative.
The problem of thermal equilibrium was extensively studied in the first
decades of the 20th century and the conclusion was uncontroversial: If one
assumes classical dynamics then thermal equilibrium is achieved when the
particles have the Maxwell-Boltzmann distribution and the radiation the
Rayleigh-Jeans spectrum[19]. Thus there is a contradiction between that
derivation and the claims that the classical equilibrium spectrum is given by
Planck´s law. Boyer[20] suggested that early derivations involved Newtonian
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dynamics and that a study with relativistic dynamics should led to Planck´s
law. However there are also papers claiming that thermal equilibrium of
relativistic particles also leads to the Rayleigh-Jeans law[21].
Boyer[22] has shown that the ZPF, when viewed in either an accelerated
frame or a gravitational field, gives rise to Planck’s law. That is Boyer
has provided a classical derivation of the Davies-Unruh effect[23], [24], a
consequence of quantum electrodynamics. Boyer’s is a very important result,
but it is far from obvious that it implies that thermal equilibrium corresponds
to Planck spectrum. In summary my belief is that all claimed derivations of
Planck law from classical physics involve assumptions which are not obviously
classical.
7.3 Planck’s law and its quantum interpretation
Planck interpreted his radiation law for oscillators, eq.(90) , introducing the
quanta of action, an interpretation which is still standard. Essentially the
argument may be put as a mathematical statement: Eqs.(87) and (90) are
compatible (for all β) if and only if we include an “intrinsic probability” of
every energy state
g(E) =
∞∑
n=0
δ (E − En) , (91)
where δ(.) is Dirac’s delta, with
En =
(
n+
1
2
)
hω0. (92)
The problem is that, if we accept eqs.(91) and (92), it is hard to get
an intuitive picture of the oscillator. In fact the excited states of the quan-
tum oscillator, corresponding to the eigenvalues eq.(92) , should be obtained
by solving the Schro¨dinger equation. The problem is that, for all n 6= 0,
the wave functions present nodes, that is positions which are forbidden for
the oscillating particle. For instance the wave function and the coordinate
probability density of the first excited state are
ψ1 (x) =
√
2mω0
pih
x exp
[
−mω0
2h
x2
]
⇒ ρ1 (x) =
2mω0
pih
x2 exp
[
−mω0
h
x2
]
,
that is zero probability of the particle being at the point x = 0. It is extremely
difficult to understand intuitively how a random motion may be so that the
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particle can be sometimes at the right and other times at the left of x = 0
but never in that point. Of course, the possibility exists in nonrelativistic
theory assuming that the passage from left to right takes place with a velicity
which diverges at x = 0. However this solution seems bizarre to me.
In my opinion the quantum excited states of the oscillator do not cor-
respond to real physical states but to mathematical constructs useful for
calculations. The case is similar to the solution of the difussion equation,
for instance for the cooling of a plate with boundaries x = −L and x = L.
Assuming that the temperature, T , does not depend on the coordinates y
and z, the distribution is governed by the diffusion equation
∂T (x, t)
∂t
= σ
∂2T (x, t)
∂x2
where t is the time and σ a constant related to the conductivity of the
medium. The solution may be easily found via Fourier series expansion. For
instance if the initial and boundary conditions are
T (x, 0) = T0, T (±L, t) = TL < T0,
the result is
T (x, t) = TL +
∞∑
n=0
4 (T0 − TL)
(2n+ 1)pi
(−1)n ×
× cos
[
(2n+ 1)pix
2L
]
exp
[
−(2n + 1)
2pi2σt
4L2
]
.
The point is that the functions cos[(2n+1)pix/(2L)] do not correspond to
actual temperature distributions, they are auxiliary mathematical functions.
I propose that the same is true for the solution of the stationary Schro¨dinger
equation.
7.4 SED interpretation
The interpretation of the oscillator at a finite temperature according to SED
is different and quite intuitive. As in all other random fields considered up
to now, it is very plausible that the Planck radiation is a Gaussian stochas-
tic field. Then the relation between the x(t) and the E(t) being linear, the
stochastic process x(t) should be also Gaussian. Now as the energy is a
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quadratic function of the coordinates and velocities, the probability distri-
bution of the oscillator energies will be an exponential function. In order to
agree with the mean energy eq.(90) that probability distribution should be
ρ (E) dE =
2
hω0
tanh
(
hω0
2kT
)
exp
{
−2E/
[
hω0 coth
(
hω0
2kT
)]}
dE. (93)
(I have written dE rather than dxdp, which is the standard volume element
in phase space, but they are equivalent modulo a factor m.) It is as if the
quantity
hω0
2k
coth
(
hω0
2kT
)
plays the role of the temperature T in the Botzmann factor, see eq.(??) , when
the ratio ω0/T is not small. That quantity approaches T in the classical limit
ω0/T → 0.
Possibly Planck was aware that his law eq.(90) was incompatible with
either the use of Boltzmann’s factor or the Gaussian character of the random
thermal radiation. He choosed to reject the latter and accept the former.
But a straightforward development of SED compel us to the opposite. In
addition that choice provides a simple and clear physical model, although
quite different from the standard quantum interpretation. Of course I do not
pretend that QM is wrong, I am trying to see whether alternatives to standard
interpretations are possible. In any case the possible stationary states of the
harmonic oscillator are a particular case of a general and dramatic dilemma.
If we accept that all solutions of the stationary Schro¨dinger equation for
material systems correspond to physical states, a realistic interpretation of
quantum mechanics is impossible. If we reject that hypothesis there are lots
of experiments which seem hard to interpret.
7.5 Specific heats of solids
An application of SED at a finite temperature is the calculation of the specific
heat of solids, which we summarize in the following[25]. We shall consider a
solid as a set of positive ions immersed in an electron gas. As is well known
the electrons contribute but slightly to the specific heat at not too high tem-
peratures. In SED we shall study the motion of the ions under the action of
three forces. The first one derives from the interaction with the neighbour
ions and the electron gas, that may be modelled by an oscillator potential
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which increases when the distance between the neighbour ions departs from
the equilibrium configuration. The second is the random background radi-
ation with Planck spectrum (including the ZPF) and the third one is the
radiation reaction. This gives rise to a discrete set of coupled third order
differential equations that may be decoupled by the introduction of normal
mode coordinates. After that, every equation is similar to eq.(2) and may
be solved in anologous form. The net result is that the mean (potential plus
kinetic) energy in equilibrium becomes
E(ω) =
1
2
hω coth
(
hω
2kT
)
, (94)
where ω is the frequency of the mode. With an appropriate distribution of
modes this leads to the quantum result derived by Debye[26].
The SED calculation of the specific heat of solids provides another argu-
ment for the continuity of the energies of harmonic oscillators. If it is hard
to accept that photons are particles in a realistic interpretation of quantum
physics, it is still harder to assume that quantized oscillations of the ions in
a solid ( phonons) are particles. It is more plausible to assume that the en-
ergies of the normal modes of the set of ions have a continuous, but random,
distribution of energies such that the average energy of a mode is given by
eq.(94) . Also it is quite intuitive that the mean energy of an ion mode is the
same as the mean energy of a radiation mode with the same frequency.
There are other interesting results of SED at a finite temperature, in
particular about magnetic properties. They may be seen in the books of de
la Pen˜a et al.[1], [5] and references therein.
8 Nonlinear systems in stochastic electrody-
namics
Nonlinear systems cannot be treated exactly within SED, but several authors
have made approximate calculations since the 1970’s, many of them dealing
with the hydrogen atom[1]. By analogy with the study of the oscillator
in section 3.1, involving the evolution of the slowly varying quantities a (t)
and b (t), a method has been devised for the study of nonlinear systems.
The procedure is to study the slow change of the classical “constants of the
motion” by the action of the ZPF and the radiation reaction, which gives rise
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to a slow diffusion in the space of classical orbits. In particular this allows
finding stationary solutions. In this case as every classical orbit is determined
by the initial position and velocity, {r0,v0} , the final result of the calculation
is a probability distribution in the phase space for the stationary state. For
other solutions not stationary a partial differential equation for phase space
distribution may be found, usually in the form of a Fokker-Planck equation.
8.1 The planar rigid rotator
In order to illustrate the method a calculation is presented of the planar
rigid rotor, a rather simple nonlinear system[27]. We will model the rotor
by a particle of mass m and charge e constrained to move in the XY plane
always at a distance R of a fixed point. Thus the problem has a single degree
of freedom and the SED equation of motion may be written in terms of the
polar angle φ as follows
mR
..
φ = −mτR
·
φ
3
+mτ
...
φ +eE,
E = − cosφEx (t) + sin φEy (t) .
The former two terms of the right side give the component of the radiation
reaction force, mτ
...
r, along the direction of motion, and the latter term the
component of the force due to the ZPF. In terms of the angular velocity,
ω =
·
φ, the equation becomes
·
ω= −τω3 + τ ..ω + e
mR
E. (95a)
Eq.(95a) may be solved in two steps. In the first step we solve the classical
equation of motion
·
ω= 0, which trivially gives ω = ω0 = constant. Then
eq.(95a) may be solved with the approximation of substituting ω0 for ω in
the perturbation to the classical motion, that is all terms on the right side.
The solution with initial condition ω (0) = ω0 becomes
ω(t) = ω0 +
∫ t
0
dt′
{
−τω30 +
e
mR
[− cos (ω0t′)Ex (t) + sin (ω0t′)Ey (t′)]
}
.
(96a)
Hence we shall obtain a Fookker-Planck equation for the evolution of the
probability density of the frequency of rotation, that is
∂ρ(ω, t)
∂t
=
∂
∂ω
(Aρ) +
∂2
∂ω2
(Dρ). (97)
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The method is similar to the one used in section 3.2. It rests upon the con-
dition that the mean and the quadratic mean of ω(t) calculated form eq.(97)
are the same following from eq.(96a). However more care is here required
than in the problem studied in section 3. The reason is that the frequencies
of the ZPF involved in the harmonic oscillator are close to the characteristic
oscillator frequency, which allows simple and well founded approximations.
This is not the case here, whence the calculation becomes more involved and
subtle.
From eq.(96a) we get, taking into account that the ZPF has zero mean
that is 〈Ex (t)〉 = 〈Ey (t)〉 = 0,
d
dt
〈ω(t)− ω0〉 = −τω30. (98)
Now we shall calculate the derivative from eq.(97) . For that purpose it is
enough to consider the change of ρ in a small time interval t ∈ (0, δt), so
small that the frequency ω changes but slightly from the initial frequency
ω0. This guarantees that the density ρ (ω, δt) is zero except for frequencies
within a small frequency interval around ω0, that is we may assume that ρ
goes rapidly to zero when |ω (t)− ω0| becomes large. As a consequence with
good approximation we may extend the integration limits of ω to the whole
real line. Thus from eq.(97) we obtain
d
dt
〈ω − ω0〉 =
∫
∞
−∞
(ω − ω0)∂ρ
∂t
dω
=
∫
∞
−∞
(ω − ω0)
[
∂
∂ω
(Aρ) +
∂2
∂ω2
(Dρ)
]
dω
= −
∫
∞
−∞
Aρdω = −A. (99)
where we have made several integrations by parts taking into account that
ρ = ∂ρ/∂ω = 0 for ω → ±∞. Finally in the latter equality we have used
the normalization of ρ, A being a constant. A comparison with eq.(98) gives
A = τω30, a constant indeed.
The diffusion constant may be calculated as follows. From eq.(97) we
obtain, after some algebra,
d
dt
〈
[ω − ω0]2
〉
=
∫
∞
−∞
(ω − ω0)2∂ρ
∂t
dω = 2D − 2A2t.
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Thus the diffusion coefficient may be obtained from the quadratic mean of
the frequency change, excluding the part due to the drift, that is
2D =
1
t
〈
[ω − ω0 −At]2
〉
=
1
t
〈
[ω − ω0]2
〉
+ 2A2t,
where in the latter equality we have taken eq.(99) into account. Then from
eq.(96a) we obtain
2D = lim
t→∞
1
t
〈[∫ t
0
dt′
e
mR
(− cos (ω0t′)Ex (t′) + sin (ω0t′)Ey (t′))
]2〉
=
( e
mR
)2
lim
t→∞
1
t
∫ t
0
dt′
∫ t
0
dt
′′
cos [ω0 (t
′ − t′′)] 〈Ex (t′)Ex (t′′)〉 ,(100)
where I have taken into account that 〈Ex (t′)Ex (t′′)〉 = 〈Ey (t′)Ey (t′′)〉 and
that 〈Ex (t′)Ey (t′′)〉 = 0. At this moment we shall comment on a subtle point
that appears here. Although we are using eq.(97) for a small time interval δt,
this interval should be larger than the relaxation time of the process ω (t) .
In practice this is achieved using the limit t → ∞ in eq.(100). The use of
the time interval δt qualified as small in eq.(97) and large in eq.(100) may
seem contradictory but it is a standard approximation. However it may be
criticized.
The field correlation of the ZPF may be easily got from the spectrum,
eq.(5) as follows
〈Ex (t′)Ex (t′′)〉 = 2h
3pic3
∫
∞
0
u3 cos [u (t′ − t′′)] du.
When this is inserted in eq.(100) the variables t′ and t′′ may be changed to
w ≡ (t′ + t′′) /2 and t′− t′′ ≡ s . With a good approximation the integration
may be performed from 0 to t for the w integral and for the whole real line
for the variable s. Then the limit t → ∞ in eq.(100) is trivial and we get,
taking the definition of τ , eq.(3) , into account,
2D =
hτ
pimR2
∫
∞
0
u3du
∫
∞
−∞
cos (us) cos (ω0s) ds
=
hτ
pimR2
∫
∞
0
u3dupi [δ (ω0 + u) + δ (ω0 − u)] = hτ
mR2
ω30.
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Finally we obtain the following Fokker-Planck equation for the probability
density, ρ (ω) ,
∂ρ (ω, t)
∂t
=
∂
∂ω
(
τω30ρ
)
+
∂2
∂ω2
(
hτ
2mR2
ω30ρ
)
.
As we have derived it, the equation is valid for any ω0 > 0, but only if ω
is close to ω0. Thus with good approximation we may substitute ω for ω0,
which leads to the equation
∂ρ (ω, t)
∂t
=
∂
∂ω
(
τω3ρ
)
+
∂2
∂ω2
(
hτ
2mR2
ω3ρ
)
.
This Fokker-Planck equation does not involve ω0 and it is therefore valid for
any ω > 0. The (regular) stationary solution is
ρ =
2mR2
h
exp
(
−2mR
2ω
h
)
, ω > 0
A similar method may be used for the three-dimensional rotor[27] and
the result is
ρ =
(
2mR2
h
)2
ω exp
(
−2mR
2ω
h
)
, ω > 0. (101)
8.2 Comparison between SED and QM
The predictions of SED for the three-dimensional rotor disagree from those
of QM at least in three aspects :
1. The distribution of positions or momenta in the minimal energy state.
In quantum mechanics the eigenstates of the angular momentum squared
and the Hamiltonian of the rotor are, respectively,
L2 = h2l(l + 1), El =
h2
2I
l(l + 1), l = 0, 1, 2... (102)
so that the ground state corresponds to L2 = E = 0. In contrast the station-
ary solution in SED is given by eq.(101) where there is a spherical distribution
of angular momenta given by
W (L)LdL =
4
h2
exp
(
−2L
h
)
LdL. (103)
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2. The set of states. As in the oscillator, the set of possible states is quite
different in QM and SED.
3. The spectrum. In QM the spectrum consists of the set of frequencies
ωlj = (h/2I) [j(j + 1)− l(l + 1)]→ (h/I) (l + 1) , (104)
the latter frequencies corresponding to the transitions allowed in the atomic
dipole approximation. In sharp contrast SED predicts a continuous spec-
trum, although the most intense absorption from the stationary state eq.(102)
corresponds to the maximum absorption, that may be shown to be ω = h/I
[1], in agreement with the QM result for the transition from the ground to
the first excited state, see eq.(104) . However QM predicts a sharp frequency
whilst the SED prediction corresponds to a wide band. In experiments the
frequency is not sharp, but it is less wide than the SED prediction. The dis-
agreement between the QM prediction and experiments is usually explained
because the rigid rotator is not a realistic model of a molecule. For instance
molecules are not completely rigid. The disagreement with experiments is
far greater in SED and it cannot be explained as in QM.
4. The specific heat. There is also a discrepancy here as shown in the
comparison of the quantum treatment and the SED one [27]. But this will
not be discussed here in detail.
8.3 A difficulty with the angular momentum
The disagreement between the quantum prediction, eq.(102) , and the SED
prediction, eq.(103) , for the rigid rotor is actually general and it puts an
accute problem for any realistic model of rotation in quantum physics. For
instance if we want to get a picture of a rotating molecule. The quantum
ground state of the rigid rotor possesses zero angular momentum and spher-
ical symmetry, but these two properties are contradictory for any realistic
interpretation. For the sake of clarity let us consider a simple example, for
instance the molecule of carbon oxide, CO, which may be modelled by a
three-dimensional rigid rotor. It consists of an oxigen atom and a carbon
atom at a distance which is very well known empirically. The ground state
of this molecule possesses zero angular momentum and therefore (accord-
ing to the quantum formalism) spherical symmetry. Discarding explanations
which are bizarre for a realistic interpretation, like saying that “the form of
the molecule emerges during the act of measurement”, the meaning of spher-
ical symmetry is unclear. The unique meaning compatible with a physical
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picture is that the molecule is rotating randomly in such a way that the prob-
ability distribution of the orientations of the axis in space possesses spherical
symmetry. However this is in conflict with the quantum prediction that the
square of the angular momentum is zero, that is the angular momentum is
dispersion-free. The situation is quite common, it involves many molecules,
atoms or nuclei. It seems that either the standard quantum prediction is
wrong (e. g. the ground state is not physically achievable) or a realistic
physical model is not possible.
A solution to the dilemma might be that the quantum formalism actually
provides the total angular momentum of the molecule plus the vacuum fields
that interact with it. If the ground state correspond to an equilibrium of
the system (e. g. the molecule) with the vacuum fields it is plausible to
assume that there is a continuous exchange of angular momentum between
the system and the fields so that the total angular momentum (a conserved
quantity) remains always zero. This is the case in the SED treatment of the
planar rigid rotor of the previous section because eq.(95a) may be interpreted
as the equation for the balance of angular momentum. In fact the equation
may be rewritten as the Z component of the angular momentum vector, that
is
d
dt
(Iω) = −τIω3 + τI ..ω +e (R× E)z ,
where the change of the rotor angular momentum equals the radiated mo-
mentum (the first two terms) minus the momentum absorbed from the ZPF.
In this picture there is no real contradiction between the fact that the SED
predicts a distribution of angular momenta of the rotor alone and our in-
terpretation of the QM prediction that the angular momentum of rotor plus
field is stricly zero. I do not believe that SED is the correct reinterpretation
of QM, but I think that it illustrates adequately the possible solution to the
problem.
A similar solution may be given to the strange, if not paradoxical, quan-
tum prediction that a charged particle in a homogeneous magnetic field has
zero component of the angular momentum in the direction of the field, but
the energy is precisely the product of the field times the Bohr magneton. The
SED results are more intuitive, namely the energy of the equilibrium state,
eq.(84) , agrees with the quantum ground energy, but there is a component
of the angular momentum in the direction of the field, see eq.(85) .
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8.4 The hydrogen atom
During the decade of 1960 several authors devoted a big effort to study the
hydrogen atom in SED. Several approximation methods were proposed for
calculating the stationary state of the atom (modelled as two particles with
opposite charge, one of them at rest). One of the methods has some similarity
with the tratment of the planar rigid rotator revisited above. It consists of
getting the slow change in the classical constants of the motion via a pertur-
bative treatment. However the result of the calculation was that the atom is
not stable but ionizes spontaneously[29]. That work has been criticized[30]
because the orbits passing close to the nucleus cannot be treated with a
non-relativistic approximation, and this could produce a big change in the
results. Furthermore numerical solutions of the hydrogen atom in SED have
been made[9] that explain the stability of the atom. The latter calculations
have the advantage that do not require approximations in the differential
equations, like the neglect of the dependence on position of the ZPF (the
electric dipole approximation). However the numerical methods have uncer-
tainties that make difficult to know whether the agreement with quantum
predictions is exact (e. g. for the stationary probability distribution.)
Actually the prediction of spontaneous ionization made by SED analyt-
ical calculation is not a too strong argument against SED. In fact also the
quantum free atom is unstable against ionization at any finite temperature,
no matter how small. This trivially follows from the fact that the quantum
partition function is divergent, that is
Z =
∞∑
n=1
n−1∑
l=0
(2l + 1) exp
(
−E0
n2
)
→∞.
Therefore it is not too relevant if the approximation method used in SED has
an effect (spontaneous ionization) similar to the effect of a (small) thermal
radiation in QM. The real problem is not the possible disagreement between
the SED stationary state and the QM prediction for the ground state. The
big difficulty is that SED provides no explanation for the atomic spectrum.
There is an additional problem in the SED studies of the ground state of
the hydrogen atom, namely the use of an unmodified ZPF. We should take
into account that the ZPF field is modified by the radiation absorbed and
emitted by the proton. This study would be quite involved and it is not easy
to understand how such a cumbersome calculation could agree with so simple
formalism as the Schro¨dinger equation.
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In summary the predictions of SED contradict the experiment involving
nonlinear systems.
9 Stochastic electrodynamics, the clue for a
realistic interpretation of quantummechan-
ics ?
9.1 The failure of stochastic electrodynamics
We have seen that the difficulties of SED for the interpretation of phenomena
associated to nonlinear systems are unsourmontable. In addition SED has a
general problem, namely that it deals only with charged particles whilst QM
laws are valid for both charged and neutral particles. Some authors have
claimed that the problem may be avoided taking into account that neutral
particles may contain charged parts (e. g. the neutron possesses a magnetic
moment). I think this is not a good solution. It might be valid in order to
explain the stationary equilibrium state which is effectively defined over an
infinite time. Indeed the equilibrium may not depend on the total charge as
seen for instance in the results eqs.(20) and (21) ,where the charge does not
appear. However this is not the case in time dependent properties like eq.(53)
where the charge enters via τ ∝ e2. In my opinion the solution to the problem
is that the quantum noise is not only electromagnetic. I conjecture that the
main source of noise derives from metric (gravitational) fluctuations[31], but
no detailed study of this possibility will be made here.
9.2 Hints for a realistic interpretation of quantum me-
chanics
It might be possible to get a realistic interpretation of QM accepting the
general ideas of SED but rejecting many of the particular assumptions. The
general ideas to be retained are the following: 1) Nuclei, atoms or molecules
are bodies with well defined size and form following definite, but highly
irregular, trajectories. (If the bodies are composite, like atoms, they may
suffer deformations). 2) The motion is influenced by the fluctuations of the
vacuum fields.
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Particular assumptions that likely should be rejected are: 1) The vacuum
field to be considered is the electromagnetic ZPF alone, 2) The vacuum
field may be taken as unmodified by the presence of particles or external
potentials. 3) The motion is governed by Newtonian dynamics.
9.3 Wave behaviour of particles
The wave behaviour of particles not only played an important role in the de-
velopment of quantum mechanics, but it is an indispensable element for our
understanding of the theory. Although some proposals have been made for
an intuitive understanding of the interference experiments, a picture leading
to quantitative explanation is lacking. I will not attempt to propose here a
model for the interference of particles resting upon the ideas of SED, that
would be highly speculative in the first place. In any case the general ex-
planation of the particle interference should be the action of some vacuum
fields. These fields would not be the same as in free space, but would be
influenced by the matter of the full experimental set-up.
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