Abstract. We describe a deterministic parallel algorithm for linear programming in fixed dimension d that takes poly(log log n) time in the common concurrent read concurrent write (CRCW) PRAM model and does optimal O(n) work. In the exclusive read exclusive write (EREW) model, the algorithm runs in O(log n · log log d−1 n) time. Our algorithm is based on multidimensional search and effective use of approximation algorithms to speed up the basic search in the CRCW model. Our method also yields very fast poly(log log n) algorithms for smallest enclosing sphere and approximate ham-sandwich cuts and an O(log n) time work-optimal algorithm for exact ham-sandwich cuts of separable point sets. For these problems, in particular for fixed-dimensional linear programming, o(log n) time efficient deterministic PRAM algorithms were not known until very recently.
method [1, 2, 11, 34] . A straightforward parallelization of Megiddo's method yields an O(log d n) time n-processor exculsive read exclusive write (EREW) PRAM algorithm. (We write log k n for (log n) k , and, similarly, log log k n for (log log n) k .) However, this is far from the best that can be achieved. Alon and Megiddo [2] obtained an optimal parallel algorithm that runs in constant time (i.e., time depending only on d) on an n-processor randomized concurrent read concurrent write (CRCW) PRAM model. They used a variant of Clarkson's algorithm [5] , which has smaller constants (in terms of d) than Megiddo's. More recently, Ajtai and Megiddo [1] developed a deterministic O(log log d n) algorithm in an n processor model which allows O(log log n) time selection. Since there is an Ω(log n/ log log n) bound for exact selection [3] , their model is considerably more powerful than the CRCW model, and partly nonuniform. It may also be noted that the work bound in the algorithm of Ajtai and Megiddo is superlinear, since they use a linear number of processors. Thus an o(log n) time optimal deterministic algorithm for LPd had hitherto proved elusive. Very recently, Goodrich [19] (see also Goodrich and Ramos [20] ) independently obtained a poly(log log n) time CRCW algorithm with optimal speed-up using fast parallel derandomization techniques. His approach is different from ours, being directly based on parallel derandomization techniques. His underlying randomized algorithm is similar to that of Dyer and Frieze [16] . This is derandomized using fast deterministic constructions of ε-approximations in R d . Here, we generalize the basic multidimensional search algorithm of Megiddo. Instead of pruning a constant fraction of the constraints in each round, we increase the rate of pruning as a function of processor advantage. The processor advantage is proportional to the ratio of the number of processors to the number of constraints, which increases monotonically during the course of the search. This allows us to improve the Ω(log n) phases seemingly required by Megiddo's approach, and leads to a fast EREW algorithm. However, it does not directly yield a poly(log log n) CRCW algorithm for the following reason. All known versions of multidimensional search algorithms rely on exact selection procedures, either deterministic or randomized. We make use of the observation that exact selection may be substituted by approximate splitting (defined formally in section 3) without significantly affecting the asymptotic convergence rate of the procedure. This is crucial in order to surmount the Ω(log n/ log log n) barrier for exact parallel selection: an impossibility in Ajtai and Megiddo' s approach. We apply this observation, using fast deterministic splitting algorithms in the CRCW model, to obtain a poly(log log n) time algorithm. Moreover, we are able to achieve linear work simultaneously. Although all presently known poly(log log n) approximate splitting algorithms are based on derandomization, they are relatively simpler and more efficient than constructing ε-nets in R d as in Goodrich's algorithm [19] . However, it may be noted that the fastest algorithm known for approximate splitting follows from applying Goodrich's techniques. This could be used in our algorithm to save an O(log log n) factor. However, we have chosen to ignore this in our later description. Rather, we feel that other poly(log log n) time approximate splitting algorithms, like that of Hagerup and Raman [24] , which are relatively simpler (although slower), are more in keeping with the basic simplicity of our approach. Our method also implies a very simple poly(log log n) randomized CRCW algorithm, although this is asymptotically slower than Alon and Megiddo's algorithm. Our approach has immediate applications to other optimization problems where Megiddo's prune-and-search technique is effective. We are not aware of any previous poly(log log n) time deterministic algorithms for problems like minimum enclosing sphere and ham-sandwich cuts. The latter especially has numerous applications to divide-and-conquer algorithms, including those for convex hulls and range searching. The paper is organized as follows. In section 2, we describe our basic approach, generalizing Megiddo's multidimensional search technique. This directly yields a fast EREW algorithm. In section 3, we modify the algorithm of section 2, substituting some of the exact procedures by their faster approximate counterparts.
In section 4, we analyze the algorithms for the EREW and CRCW PRAM and bound the total work by O(n). In section 5, we present further applications of our search algorithm to problems like Euclidean 1-center and ham-sandwich cuts for separable planar point-sets. Because of the close similarity of these algorithms to that for LPd, we omit detailed analysis. In section 6, we make some observations regarding the relationship between hyperplane cuttings and our approach. We show the existence of a direct geometric construction for cuttings that does not require derandomization. However, the size of this cutting is probably too large for general application.
2.
A parallel multidimensional search method. Without loss of generality, we assume that LPd has feasible region
and the objective is to minimize x d . Megiddo [32] noted that LPd can be viewed as determining the critical linear constraints which define the optimal point x * . If we assume nondegeneracy (no (d + 1)-hyperplanes intersect in a point of the feasible region), then exactly d constraints define the optimal point, and the remaining constraints may be eliminated without affecting the optimum value. In its full generality, the LPd problem also requires us to report if the optimum is unbounded or if the feasible region is empty. In the description that follows, we do not discuss these conditions explicitly, noting that Megiddo's approach can handle these cases effectively. Suppose we have a set of n hyperplanes
The sign of H i with respect to y ∈ R d is defined as {−, +, =} depending on
Geometrically, we wish to determine which side of the hyperplane contains y (including the possibility that y may lie on the hyperplane). We would like to determine the sign of y with respect to all the hyperplanes H i (i = 1, 2, . . . n). To do this, we extend our definition to the sign of an arbitrary hyperplane in a similar fashion. If y is x * , and the hyperplanes are the constraints of LPd, then determining the sign of all hyperplanes is clearly equivalent to solving LPd. Hereafter, we will be interested in determining the sign of a hyperplane (not necessarily a constraint) with respect to x * . However, x * is itself unknown at the outset. Megiddo showed that the sign of an arbitrary hyperplane can be determined by solving at most three linear programming problems (recursively) in one lower dimension. Using a nontrivial recursive strategy (involving recursion in both n and d), Megiddo constructed an algorithm for LPd with running time linear in n but doubly exponential in d. For convenience, we assume that no constraint hyperplane is parallel to x d . (This can be achieved by standard perturbation techniques, if necessary.) From here, we focus on the following hyperplane location problem. Given a set N of hyperplanes of the form
we wish to determine the sign at x * of all H i . This is often referred to as the multidimensional search problem. We will say that H i is located if we know the sign of H i with respect to the linear programming optimum x * . As already noted, a straightforward parallelization of Megiddo's algorithm yields an O(log d n) time algorithm with n processors. It is inefficient because, in the later stages of the algorithm when relatively few constraints remain, most of the processors are idle. We now describe a parallelization of multidimensional search which uses processors more efficiently in the later stages, when the number of processors greatly exceeds the number of constraints. The algorithm proceeds in stages, where during each stage, we determine the sign of some hyperplanes. At the beginning of the stage i, we denote the set of hyperplanes by N i and their number by n i , and we define processor advantage r i to be max{2, (p/n i ) 1/d }, where p is the number of processors. For example, n 0 = n and r 0 = 2 if p ≤ n. Again, for simplicity of presentation, we assume that r i is an integer (or else take the floor function). Also, in the remaining part of this section we will write N , n, and r instead of N i , n i , and r i since the description is limited to iteration i for some i.
Par [32] for further details of these lower-dimensional problems.) 5. Repeat the previous step R d times, where R d is a function of d that we will determine during the analysis. By repeating this step, we eliminate a fraction of the remaining hyperplanes. 6. The located hyperplanes are now eliminated from consideration, the new processor advantage is determined, and the above procedure is repeated. The total number of hyperplanes generated in step 2 is (n/r)r(r − 1) < nr since every pair of hyperplanes in a group generates two lower-dimensional hyperplanes.
Step 4 actually involves a double recursion, one of which we have unfolded (i.e., how to generate the special hyperplanes inductively in R d ) for exposition of the basic algorithm. This is similar to Megiddo's exposition [32] of the sequential algorithm, where a certain proportion B(d) of hyperplanes is located using A(d) queries, these functions being defined inductively. However, instead of the number of queries, we bound the number of rounds of parallel recursive calls. The number R d will actually be defined according to the following recursive scheme. For the same set of σ k 's and r, we do c rounds of location (where c is some suitable constant) for the H ij ' s, where a certain proportion of H ij 's are located recursively. This is done in order to boost the proportion of hyperplanes located in d dimensions for inductive application. This idea has been used before in [4, 14] . The difference here is that we cannot wait for the results of location in one group before we start on the next, as is done in the sequential algorithm. The number of groups r may be large, and so we must operate on them all in parallel. For d = 1, the constraints are half-lines, and the linear programs can be solved directly. The problem is equivalent to extremal selection (selection of minimum or maximum), which can be solved in O(log n) time on an EREW PRAM and O(log log n) time on a CRCW PRAM [25] . As constraints are eliminated in each repetition of step 4, data compaction must be done, to ensure efficient processor utilization in the next. The processor requirement is determined by the total size of all problems that have to be solved simultaneously on all levels of the recursion on d.
We must show that this remains bounded by the total number of processors. We will show this below and, more significantly, we will show that the recursive procedure in d dimensions takes only O(log log n) rounds to eliminate all constraints. This will lead to an overall time bound of O(log n log log d−1 n) for LPd on the EREW PRAM.
Multidimensional search using approximate computations.
To circumvent the Ω(log n/ log log n) lower bound for exact selection in the CRCW PRAM, we will modify step 1 of the previous section. We propose to use approximate splitting in the partitioning step and approximate compaction to do load balancing. As noted previously, extremal selection can be done in O(log log n) time in CRCW PRAM. Formally, the problem of approximate splitting is defined as follows.
Given a set of N of n elements, an integer r, 1 ≤ r ≤ n, and an expansion factor θ > 1, choose a set R of r elements (out of N ) such that the maximum number of elements of N in any interval induced by (the sorted order of ) R is less than θ · n/r. Intuitively, θ = 1 gives even splitting but we will relax that significantly to speed up our algorithm. For approximate splitting on the CRCW model, we use the following result implied by the work of Hagerup and Raman [24] and Goldberg and Zwick [22] (see the appendix for details).
Lemma 3.1. For all given integers n ≥ 4, and C ≤ r ≤ n 1/4 , approximate splitting can be done with expansion factor √ r in O(log log 2 n) time and O(r · n) CRCW processors where C is a sufficiently large constant.
For smaller r, we partition the a i2 's into two sets by an approximate median which can be found quickly using the following result of Goldberg and Zwick.
Lemma 3.2. For a given set X of n elements and any fixed > 0, an element x ∈ X whose rank r satisfies n 2 ≤ r ≤ n 2 (1 + ) can be found in O(log log n) steps using n/ log log n CRCW processors.
The problem of approximate compaction was defined by Hagerup [23] as follows.
Given an n-element set, of which a are active, place the active elements in an array of size (1 + λ)a, where λ is the padding factor. As one might expect, the running time of fast parallel algorithms for this problem increases as λ decreases. Hagerup described an O(log log 3 n) time work-optimal CRCW algorithm for the above problem for λ = 1/poly(log log n). The following improved result was recently obtained by Goldberg and Zwick [22] . Lemma 3.3. The approximate compaction problem can be solved on a CRCW PRAM in time t ≥ log log n, using n/t processors, with a padding factor of 1/poly(log log n).
Suppose we substitute exact compaction by approximate compaction. Then, over the O(d) levels of recursion, there will only be a slowdown in running time by a factor of (1 + λ) O(d) , i.e., a constant. We will also use the following result on semisorting to collect the elements of subproblem (i.e., a class or a group) together. The semisorting problem may be defined as follows.
Let A be an array of n elements such that each element has an integer label ∈ {1, 2, . . . , k}. Sort the elements of A into disjoint subarrays A ( = 1, 2, . . . , k) such that, if there are n elements with label , the subarrayA must be of size O(n ). The following is known about semisorting from [24] .
Lemma 3.4. Semisorting problems of array size n and range size k can be solved in O(log log n) CRCW time using kn processors.
So, if C is the constant for the splitting algorithm above, the modified algorithm is as follows.
; otherwise, we choose r i = 2, where β ≥ C is a constant that we will determine below, and we use the method of Lemma 3.1 to partition the a i1 's, 1 ≤ i ≤ n, into classes. Once the splitters are determined, the partitioning can be done by brute force, comparing a i1 against all splitters simultaneously in parallel. (There are sufficient processors for this to be done.) We put the hyperplanes in each class in near-contiguous locations by an application of semisorting and approximate compaction. Then we give each hyperplane in a class a group number corresponding to its position in the derived subarray. We now form groups by semisorting on group number, followed by approximate compaction of the group subarray. Thus each group will pick at most one hyperplane from each class, each hyperplane will belong to exactly one group, and each group is held in an array a little longer than its size. There are sufficient processors throughout since each uncompacted array is only a constant factor larger than the group size, by Lemma 3.4. The per-processor overhead caused by arrays not being exactly compacted is a small constant (in fact o (1)), and hence we ignore it in the analysis. Note, however, that some groups may have less than r hyperplanes. The number of groups is determined by the size of the largest partition since we take one hyperplane from each partition. Because of the approximate splitting, there could be n/ √ r groups, rather than the n/r which would result from exact splitting. However, the size of each group is no more than r because the number of classes is only r. We will denote the set of groups by G, and their number by |G|. As indicated in the previous section, we pair hyperplanes from a group and solve the lower dimensional problem recursively a constant number of times, c (to be determined below). Then we start a new iteration by throwing out constraints and compacting the remaining using Lemma 3.3. At the bottom level (when the hyperplanes are points), we choose r splitters, so that the size of the largest partition is at most n/ √ r. Location with respect to the r splitters can be done simultaneously in O(log log n) time using extremal selection. We have chosen r so that we will have enough processors at the bottom level.
Analysis.
First we will prove a slightly weaker result, that our algorithm takes O(log log d+1 n) in a CRCW PRAM using p = n processors, and subsequently reduce the number of processors. The analysis is generalized to handle approximate splitting. Therefore, in particular, the bounds that we prove are applicable to the basic algorithm of section 2. For convenience of presentation, we will refer to hyperplanes in R d as d-hyperplanes. Our first objective is to bound the number of rounds of hyperplane locations required to eliminate a constant fraction of d-hyperplanes. Let π d denote the fraction of d-hyperplanes that are located in R d rounds for a fixed r i , say r. Since the maximum size of a partition at the bottom level is n/ √ r, π 1 ≥ (
The following will be used to write a recurrence for π d . The groups refer to the groupings of G as defined in the previous section. Lemma 4.1. The number of (d − 1)-hyperplanes that have to be located in the recursive call is bounded by n · (r − 1).
Proof. As pointed out in the previous section, although |G| could be n/ √ r because of uneven splitting, the number of (d − 1)-hyperplanes can be bounded by g∈G n g (n g − 1), where n g is the number of d-hyperplanes in group g ∈ G. Since n g ≤ r and n g = n, the number of (d − 1)-hyperplanes is bounded by n/r · r(r − 1). In order to write a recurrence for π d , we letn g denote the number of unlocated dhyperplanes in group g and let u g denote the number of unlocated (d − 1)-hyperplanes (among the n g (n g − 1) generated in g). From the above notations,
From Lemma 4.1 and the recursive application (i.e., a fraction
implying, in turn,
. Substituting in (1), we can write the recurrence for π d as follows:
where the last term on the right corresponds to g 1 = |G| ≤ n/ √ r. Simplifying,
we obtain
It is straightforward to verify by induction that,
since |G| ≤ n/2 + n/6 = 2n/3. For c = 12 and
Thus we take c = 12 and β = max{8, C} in our algorithm description where C is the constant from Lemma 3.1. The total number of rounds
Hence we can write the recurrence for n i , the number of surviving constraints at the beginning of iteration i, as
After O(d) iterations with r i = 2, we will have (n/n i )
Letting ξ i = n i /n, we can rewrite the previous inequality as
Each iteration involves splitting, compaction, and a constant number of recursive calls to lower dimensional problems. Let T d (n) be the running time for a d-dimensional problem of size n. Then we can write the recurrence
where T alloc and T split denote the times for data compaction and approximate splitting, respectively. From Lemma 3.3, T alloc = O(log log n), and from Lemma 3.1,
, which is of the same form as that in the improvement of Megiddo's algorithm due to Dyer [14] and Clarkson [4] . The processor requirement is bounded by the number of (d − 1)-dimensional linear programming problems which must be solved simultaneously at the bottom level. Each such problem has n i constraints per problem. This number is the total number of hyperplanes that must be located simultaneously. This is bounded by n i (r i − 1) Remark. Using a faster approximate splitting algorithm due to Goodrich [19] , with T split = O(log log n), the running time would decrease to O(log log d n). The previous analysis also holds for the basic algorithm of section 2, and therefore we can analyze the performance of the algorithm on the EREW PRAM simply by substituting bounds for exact selection and compaction. Since then T alloc = O(log n) and T split = O(log n), we obtain, similarly to the above, the following result. To reduce the number of operations to O(n), we use a slow-down technique, applied inductively. We outline our strategy in the case of CRCW PRAM. We have observed that the one-dimensional problem can be solved in O(log log n) steps using n/ log log n processors. Assume that the (d − 1)-dimensional problem can be solved in O(log log d n) steps optimally. The standard slow-down method implies that, for any time t > log log d n, these problems can be solved with optimal work. We start with p = n/ log log d+1 n processors and reduce the number of constraints to n/ log log d+1 n by running the algorithm with r i = 2 for O(log log log n) iterations. Let t d = log log d+1 n. In each iteration, we apply the work-optimal (d − 1)-dimensional method. Now iteration i (starting with i = 0) takes max{γ
4 is the fraction of constraints eliminated at each iteration. In each iteration, we use the result of Lemma 3.3 to do load balancing. This takes O(max{γ i t d , log log n}) steps. The total time taken to reduce the number of constraints to n/ log log d+1 n by the above method can therefore be bounded by O(log log d+1 n + log log d n · log log log n). At this stage, we switch to the n-processor algorithm described previously. Therefore, we can state our final result.
Theorem 4.4. Linear programming in fixed dimension d ≥ 2 can be solved in 2 O(d
2 ) log log d+1 n CRCW PRAM steps using n/ log log d+1 n processors.
Following an identical strategy, but using t d = log n log log d−1 n and O(log n) for the load balancing time, we obtain an analogous result for the EREW PRAM. However, the running time increases by an O(log * n) factor, since the best workoptimal EREW selection algorithm known runs in O(log n log * n) time (Cole [10] ).
Theorem 4.5. Linear programming in fixed dimension d ≥ 2 can be solved in 2 O(d
2 ) log n log * n log log d−1 n EREW PRAM steps, using n/(log n log * n log log d−1 n) processors.
Other applications.
Although the search algorithm was described in the context of linear programming, the method extends to problems where prune-andsearch methodology has produced linear-time sequential algorithms. We outline two of these applications here, namely, finding the smallest enclosing circle (or, more generally, the Euclidean 1-center problem) and finding ham-sandwich cuts of separable point-sets on the plane.
Smallest enclosing circle.
Given a set N = {(a i , b i ), 1 ≤ i ≤ n} of points in the plane, we wish to determine a circle C that encloses all the points and is smallest among all such circles. This has a natural analogue in higher dimension, where we determine the smallest enclosing sphere in the appropriate dimension. Megiddo [31] described a linear-time algorithm for the smallest enclosing circle problem. Dyer [14] extended this to solve the more general weighted Euclidean 1-center problem in any fixed dimension, using additional tools from convex optimization. The idea of Megiddo's solution is very similar to the linear programming algorithm. The minimum enclosing circle C is defined by at most three points, so the solution remains unchanged if we eliminate the remaining points. The algorithm proceeds in iterative phases, where in each phase a constant fraction of the input points are eliminated with linear work. The crucial issue is to recognize which points can be eliminated using carefully designed queries. In the following, we follow Megiddo's [31] description with appropriate modifications for the parallel algorithm. We will first solve a restricted version of the problem, where the center of C is constrained to lie on a given straight line. Without loss of generality, assume this line is the x-axis. 
Note that f (x, y) is a convex function of its arguments. In the preceding paragraph, we described a method to solve the constrained problem when y = 0. Given an arbitrary y, the sign of y is defined to be {+, =, −} depending on y
the unconstrained optimum of g(x, y). Because of the convexity, the sign of y can be determined from the sign at (x c , y), where x c is the constrained optimum. The sign at (x c , y) can be determined by an application of linear programming in plane or, alternatively, by a direct method of finding a line separator (see Megiddo [31] ). The overall algorithm is very similar to the linear programming algorithm. Here we consider pairs of points instead of pairs of constraints. Each pair of point (a 2i−1 , b 2i−1 ), (a 2i , b 2i ) defines a perpendicular bisector ⊥ i such that, if we could determine which half-plane of ⊥ i contains (x * , y * ), we could eliminate one point from the pair. This is similar to determining the sign of ⊥ i . We pair perpendicular bisectors, ⊥ i and ⊥ j , say, and compute their intersection p ij . Consider the two lines X ij and Y ij , passing through p ij , parallel to the x and y axes, respectively. If the slopes of ⊥ i and ⊥ j do not have the same signs, then by determining the signs of X ij and Y ij , we can eliminate one of the four points (defining ⊥ i and ⊥ j ). Figure 2 illustrates this situation. Determining the sign of X ij or Y ij is essentially a lower dimensional problem (the constrained
Fig. 2. If the center of the optimum circle is located in the SW quadrant, clearly point i will be strictly closer than i and hence can be eliminated.
version) that we solved before. So, we have reduced the searching problem to one lower dimension. The strategy is identical to that of computing signs of hyperplanes in section 2. Here the hyperplanes are defined by pairs of points (the perpendicular bisectors). The groupings are done on the basis of slopes and the algorithm is applied recursively to the r different subspaces generated. Here r is processor advantage, which will be defined similarly to the linear programming algorithm. The analysis is carried out in a fashion almost identical to section 4, and we omit further details. Note that computing the sign of a bisector eliminates at least one of the two defining points. Hence we can summarize with the following theorem.
Theorem 5.1. The minimum enclosing circle of n points on the plane can be determined in O(log log 3 n) CRCW time, using n/ log log 3 n processors.
The above algorithm extends to any fixed dimension d. To determine the sign of a hyperplane in dimension d > 2, we will use linear programming in dimension d after determining the center of the constrained smallest sphere. (The center lies on the hyperplane.) This is to determine if the center of the constrained sphere is contained within the convex hull of the points I determining the optimum. If it is contained, then we have the global unconstrained optimum. Otherwise, the optimum lies in the direction perpendicular to the hyperplane bounding the d extreme points of I. This additional complication increases the running time by an O(log log n) factor compared with the linear programming algorithm.
Corollary 5.1.1. The minimum enclosing sphere of n points in E d for d > 2 can be determined in O(log log d+2 n) time using n/ log log d+2 n CRCW processors.
Ham-sandwich cuts and partitioning a planar point-set.
A line l is called the bisector of a point set S if each open half-plane defined by the line contains at most half the points of S. It is known that, given two point sets P and Q, it is possible to bisect them simultaneously using a line l. This line is called a hamsandwich cut of P and Q. In the special case where P and Q are linearly separable, Megiddo [33] described a linear-time algorithm based on prune-and-search. Later, Lo and Steiger [27] described a linear-time algorithm for the general case. Megiddo's algorithm is useful in situations where we need to partition a point set into four quadrants using two lines. We can choose one line to be the median with respect to one of the axes. This partitions the points into two sets S 1 and S 2 . Then, using Megiddo's algorithm, we can take the other line to be a ham-sandwich cut of S 1 and S 2 . This has numerous applications to divide-and-conquer algorithms. Below we show that our search strategy yields a fast parallel algorithm for this special case of ham-sandwich cuts. However, it must be noted that ham-sandwich cuts can be used to compute an exact median of a set of points on the x-axis. (Simply take this set as P and an arbitrary two-point set in the upper half-plane as Q.) Thus the lower bound on exact median-finding prevents us from attaining poly(log log n) performance. Therefore, we will first design an O(log n) time algorithm for this problem. Then we will show how to obtain approximate ham-sandwich cuts in poly(log log n) time. An approximate ham-sandwich cut will mean that each of P and Q will be partitioned approximately equally. We describe Megiddo's method briefly. (Our version actually follows the description in [17] .) The problem is solved in the dual space where a point p = (a, b) is mapped to the line D(p) : y = 2ax − b, and a nonvertical line l :
and it is known, moreover, that D preserves incidence and the below-above relationship. (See [17] for details.) Thus the P and Q are mapped to sets of lines G = D(P ) and H = D(Q). Assume, without loss of generality, that the lines of G and H have nonpositive and nonnegative slopes, respectively (by choosing the x-axis as a separating line in the primal plane). In the arrangement A(S) formed by a set of lines S, a level k (1 ≤ k ≤ |S|) is the set of points of A(S) that lie below exactly k lines of S. We will write L i (S) for the ith level of S. In the arrangements A(G) and A(H), the median levels correspond to lines that bisect P and Q in the primal plane. Because of the slope constraints we have imposed, the levels in G and H are monotonically nonincreasing and nondecreasing, respectively. This implies that L i (G) and L j (H) have a nonempty intersection for all i, j. We wish to determine a point p * in the intersection of the median levels. Then D(p * ) is a ham-sandwich cut for P and Q. We actually solve a more general problem. We determine a point s in the intersection of the ith level of G and the jth level of H. Let m = |G| and n = |H|. The algorithm proceeds in phases, where in the kth phase, we are looking for a point common to the levels g k of A(G k ) and h k of A(H k ). Here G k and H k are the subsets of G and H active during the kth phase. Initially, k = 0, [17, pp. 339-341] for details. We use the following optimal selection algorithm from Chaudhuri, Hagerup, and Raman [7] . Lemma 5.2. For all integers n ≥ 4, selection problems of size n can be solved in O(log n/ log log n) CRCW time using n log log n/ log n processors.
Using this as a subroutine, we can compute the sign of a line t in O(log n/ log log n) time. Consider the set of lines L = H ∪ G. Suppose l 1 , l 2 ∈ L have slopes of the opposite sign and p 1,2 is their common intersection point. Let t x and t y be the horizontal and vertical lines through p 1,2 . By determining the signs of t x and t y , we can determine at least one of the lines l 1 or l 2 which cannot contain any point s in the intersection of the levels. (Otherwise, we can actually determine such a point s, and the algorithm terminates.) We can therefore apply our search strategy to this situation by partitioning the lines of L using their slopes. Here we can use exact selection using Lemma 5.2 since we have more time at our disposal. The remaining algorithm is very similar to our previous search algorithms, and the analysis follows along similar lines. Since each testing costs us O(log n/ log log n) time and the algorithm has O(log log n) stages, the total time is O(log n) using n processors. We may also use exact compaction. Finally, using a technique similar to Theorem 4.4, we can reduce the number of processors to O(n/ log n). Thus, we have the following theorem.
Theorem 5.3. A ham-sandwich cut of two linearly separable sets P and Q can be computed in O(log n) CRCW steps, using n/ log n processors, where n = |P ∪ Q|.
An approximate ham-sandwich cut of P and Q, with relative accuracy λ (0 < λ < 1), will be defined as follows. The cut is a line l which simultaneously partitions P and Q, so that the partition of P (respectively, Q) does not contain more than |P |(1 + λ)/2 (respectively, |Q|(1 + λ)/2) points. In the context of the dual setting this implies that we have to determine a point s that lies in the intersection of L i (G) and
Ghouse and Goodrich [21] describe a simple algorithm for this problem using random sampling followed by verification. We follow the lines of our previous algorithms, with the modification that testing with respect to a line is done using approximate selection. We use the following algorithm for parallel approximate selection from [7] .
Lemma 5.4. For all integers n ≥ 4 and t ≥ log log 4 n, approximate selection with relative accuracy 2 −t/ log log 4 n can be achieved in O(t) time, using a CRCW PRAM optimally in O(n) operations. Furthermore, for q ≥ 1, a relative accuracy of 2 −q can be achieved in O(q + log log 4 n) time, using O(qn) operations. We also use Lemma 3.3 to update the values of g k , h k at each iteration. Because of the use of approximate algorithms, testing with respect to a line t returns an answer satisfying the following property. Given g k , h k , and a line t, the test returns a half-plane (bounded by t) which contains an intersection point of level ( 
(Here is the relative accuracy of our selection algorithm.) Moreover, the updated values of g k and h k are accurate within a multiplicative factor (1 + 1/poly(log n)). Since there are O(log log n) iterative phases of the algorithm, the overall accuracy can be bounded by (1 ± ) O(log log n) . From Lemma 5.4, ≤ 1/poly(log n) is achievable in poly(log log n) steps. Hence an overall relative accuracy of 1/poly(log n) is achievable using this approach. Therefore, we have the following result.
Theorem 5.5. An approximate ham-sandwich cut of linearly separable sets P and Q, with relative accuracy λ ≤ log −a n for some fixed constant a, can be computed in O(log log 6 n) steps, using O(n) operations, where n = |P ∪ Q|.
6. Some observations on our method. In this section we offer some insights into the multidimensional search technique relative to other methods, in particular, random-sampling based strategies. The randomized algorithm of Clarkson [5] (later derandomized by Chazelle and Matoušek [9] ) exploits efficient geometric partitioning methods based on -net constructions (often referred to as cuttings in the context of this problem). A 1/r-cutting C, for a set H of hyperplanes in R d , is a collection of d-dimensional simplices (with disjoint interiors) which covers R d . Furthermore, no simplex intersects more than |H|/r hyperplanes. The number of simplices in C is called the size of the cutting. The derandomization methods are actually techniques for constructing cuttings whose existence is guaranteed by the probabilistic method. It was shown by Matoušek [29] and Chazelle [8] that 1/r-cuttings of size O(r d ) can be constructed in time O(n · r d−1 ), using a derandomization technique based on the method of conditional probabilities (known as the Raghavan-Spencer technique). It is fairly clear that, given such a cutting, the multidimensional search method becomes easier to implement. We will show that the converse is also true-that the multidimensional search method implies a cutting. This was noted somewhat less explicitly in some previous papers (see [6, 28] ). While the size of the cutting is much worse than one obtains from the derandomization methods, it does not involve derandomization and is a direct geometric constructon. The intuition is as follows. 
However, it is not obvious how many hyperplanes intersect other regions ∆ ∈ A(R).
If the same bound applies, then we have a (1 − B(d) )-cutting. This is indeed so, since Megiddo's algorithm selects, at the bottom-most level of recursion, a fixed set of hyperplanes and does the location with respect to these. Irrespective of where the query point lies, the previous bound holds. The size of this cutting is less obvious. We reduce the number of hyperplanes intersecting ∆ * by iterating a fixed number of times c on the lower dimensional problem. This is an adaptive improvement that is local to ∆ * , and it is not clear how it affects other regions. However, modifying (2) from section 4 as follows will give us a bound on the size of a 1/r-cutting.
We have set the exponent c = 1 for the reasons mentioned above, and we have replaced n/ √ r with n/r since we may do exact splitting in the present context. In ( 7. Concluding remarks. This paper makes two main contributions to parallel fixed-dimensional linear programming. First, we show that an alternative implementation of Megiddo's [32] technique enables efficient processor utilization. Second, we circumvent the bottleneck of median-finding, found in earlier adaptations of Megiddo's approach, by substituting approximate selection algorithms. (Note that even randomized selection has the same bottleneck.) However, the underlying approximate algorithms have large associated constants, and the algorithms of Goldberg and Zwick [22] use expanders. We can eliminate the need for expanders by settling for a somewhat slower algorithm (by a factor of O(log log 3 n)), using the method of Hagerup and Raman [24] . On the other hand, the running time of Theorem 5.5 can be improved somewhat by using the selection algorithm of [22] . Finally, we remark that reducing the dependence on d of the running time of our algorithm for LPd is a challenging open problem.
Appendix.
We give a brief outline of the proof of Lemma 3.1. The ideas are adapted mainly from Hagerup and Raman [24] , where the reader can find more detailed proofs. Throughout, we will use ν(r) to denote a factor of the form 1 + 1 polylog(r) .
Proof of Lemma 3.1. Hagerup and Raman [24] describe a method for computing r approximate splitters in O(log log 5 n) CRCW time, using rn processors. Below we describe how to speed up their method by substituting faster routines for approximate prefix computation due to Goldberg and Zwick [22] . The problem approximate prefix sum is defined as follows.
A sequence 0 = b 0 , b 1 , . . . , b n is said to be an -approximate prefix sum of a given nonnegative sequence a 1 , . . . , a n if we have Substituting the previous result in the proof of Lemma 11 of [24] , we obtain the following. Lemma 8.2. A set of n keys can be padded-sorted with padding factor ν(n) in O(log log n) time, using a polynomial number of processors.
To improve the processor bound in the previous lemma, we apply Lemma 8.1 recursively to a sample-sort algorithm. For this we compute a group sample as follows.
Let A be a set of n numbers, let m be an integer, and let s = Remark. Computing a group sample of size n/m involves sorting sets of size O(m 2 ). By choosing a group sample of appropriate size and using its members as splitters in a quicksort-like algorithm (but for only a constant depth of recursion), we obtain the following result, along the same lines as Hagerup and Raman [24] . Lemma 8.3. For any fixed > 0, n keys can be padded-sorted in O(log log n) CRCW time, with padding-factor ν(n), using n 1+ processors. An (m, λ)-sample of a set A is a subset B such that, for each pair of elements
