ABSTRACT Pedestrian detection in crowded scenes is an intractable problem in computer vision, in which occlusion often presents a great challenge. In this paper, we propose a novel context-aware feature learning method for detecting pedestrians in crowds, with the purpose of making better use of context information for dealing with occlusion. Unlike most current pedestrian detectors that only extract context information from a single and fixed region, a new pixel-level context embedding module is developed to integrate multi-cue context into a deep CNN feature hierarchy, which enables access to the context of various regions by multi-branch convolution layers with different receptive fields. In addition, to utilize the distinctive visual characteristics formed by pedestrians that appear in groups and occlude each other, we propose a novel instance-level context prediction module which is actually implemented by a two-person detector, to improve the one-person detection performance. Applying with these strategies, we achieve an efficient and lightweight detector that can be trained in an end-to-end fashion. We evaluate the proposed approach on two popular pedestrian detection datasets, i.e., Caltech and CityPersons. The extensive experimental results demonstrate the effectiveness of the proposed method, especially under heavy occlusion cases.
I. INTRODUCTION
As a critical problem in computer vision, pedestrian detection has attracted a great deal of attention in both academia and industry [1] - [4] with numerous applications such as video surveillance, robotics and autonomous driving [5] - [7] . Thanks to the great success of CNN, pedestrian detection has achieved great progress during the past few years [1] , [3] , [8] . Nevertheless, the performance gap between state-of-the-art methods and human baseline is still considerable [9] .
In pedestrian detection, occlusion happens very often, especially in crowd scenes, thus making it one of the most difficult challenges. Existing methods for handling occlusion can be mainly divided into two categories: (i) part based models such as DeepParts [10] and JL-TopS [11] , and (ii) optimization based models such as Repulsion Loss [12] and FasterRCNN+ATT-vbb [13] . Despite of the performance The associate editor coordinating the review of this manuscript and approving it for publication was Xiaoyu Zhang. improvements brought by these recent methods, occlusion is still a tough problem in pedestrian detection.
An intuitive idea to deal with occlusion is to make use of the background information of targets, which is referred to as context. Obviously, context is able to help detectors to estimate whether and where pedestrians exist. For example, if the surrounding area of a pedestrian candidate are zebra crossings, then this candidate has a relatively high probability to be a positive instance of pedestrian. On the contrary, we can determine a candidate to be negative if the background region is a river or a bus. Furthermore, different pedestrian candidates may need different context information. For example, pedestrians that are small or heavily occluded may require context information from a large region while large or no-occluded pedestrians may need much less context. Therefore, how to design a proper strategy to apply context to detectors is worth considering.
Some existing studies attempt to utilize context in computer vision tasks such as object detection and semantic segmentation [2] , [14] - [18] . MS-CNN [2] enlarges proposals by a factor of 2 to obtain the surrounding information. ION [15] develops a spatial recurrent neural network to model the relationship between each proposal and its background region. GCN [17] adopts large convolution kernels to improve segmentation performance with incorporation of context from a large receptive field. It's worth noting that most of these methods extract context information from a single and fixed region, which is not optimal according to the analysis above. Moreover, all of these methods attempt to extract context information from the pixel regions around objects, which is referred to as pixel-level context in this paper. However, few of them have paid attention to instance-level context. In this paper, we view instance-level context of a pedestrian as its surrounding pedestrian instance if they occlude each other. Intuitively, the unique visual characteristics formed by occluded pedestrians can be seen as a kind of context, which can be utilized to improve the performance of pedestrian detectors, especially under the case of heavy occlusion. As shown in Figure 1 , conspicuous differences exist between pixel-level context and instance-level context, which we believe should be considered.
In this paper, we propose a novel context-aware feature learning (CAFL) method for pedestrian detection, which integrates these two kinds of context information. Specifically, for the pixel-level context, we design a module composed of a multi-context block and a residual connection to take into consideration context information within multiple regions. In addition, we develop a 2-person detector as the instance-level context prediction module since it is difficult to directly model the visual patterns of pedestrians in groups. In this way, the visual cues formed by pedestrians gathering together and their surroundings are explored to achieve a more effective pedestrian detector. We carry out several experiments on two largest pedestrian detection datasets, i.e., Caltech and CityPersons and demonstrate the superiority of the proposed method.
The main contributions of this work are summarized as follows:
• We propose a novel pixel-level context embedding module to integrate multi-cue context from different regions by multi-branch convolution layers with multiple receptive fields, which is able to make detectors more robust to occlusion.
• We present a novel strategy of making use of instance-level context of pedestrians by a 2-person detector to exploit the distinctive visual characteristics formed by pedestrians in groups. A new method is developed to fuse the detection results of the 1-person detector and 2-person detector.
• The proposed method achieves state-of-the-art performance validated by extensive experiments on two of the largest pedestrian detection datasets, i.e., Caltech and CityPersons, especially under heavy occlusion cases.
II. RELATED WORKS A. PEDESTRIAN DETECTION
As a long-standing task in computer vision, pedestrian detection has attracted considerable interests [1] - [4] , [19] , [20] in the past few years, and plays a key role in several applications [5] - [7] . Traditional solutions to this task are hand-crafted features based while recent top-performing detectors are deep CNN features based [9] , [15] , [21] - [23] .
In general, CNN-based pedestrian detectors can be mainly classified into two groups. The first group are known as two-stage methods [1] , [2] , [23] , [24] . In the first stage, a set of region proposals are generated while in the second stage, the proposals are further classified and regressed according to the default boxes (i.e., anchors) evenly placed at each location. In contrast to these two-stage detectors, the second group, named as one-stage methods [3] , [4] , [25] , has become popular recently, in which a number of convolutional predictors are applied over a dense sampling of possible object locations. Compared with the two-stage detectors, the one-stage ones are often faster and simpler, which has the potential to achieve performance comparable with the former. Although recent years have witnessed great advances in pedestrian detection, it is still far from being solved [9] .
B. OCCLUSION HANDLING
Occlusion damages the integrity of pedestrian body structure and thus results in a number of miss detections [10] - [13] , [26] , [27] . The most common strategy to handle occlusion is based on part models, in which a series of part detectors corresponding to specific occlusion patterns are built. Then, an ensemble model is learned to integrate the part scores of these detectors. DeepParts [10] constructs a part pool consisting of 45 prototypes which are trained by CNNs. The part detectors are learned separately. In contrast, JL-TopS [11] presents a multi-label learning approach to explore correlations between different parts and jointly learn all detectors. Despite of their high performance, these part-based methods are often time consuming and hard to train. Some other approaches attempt to optimize detectors for handling VOLUME 7, 2019 FIGURE 2. Overview of our proposed CAFL framework. The model consists of three key components: A backbone network, a pixel-level context embedding module and an instance-level context prediction module. The backbone is ResNet-50, which is modified by adding a new stage (P 6 ) and replacing the last two residual blocks by a dilated-convolution variant. The feature maps of the last four stages are encoded with the pixel-level context embedding module to integrate context information (X i denotes the input of the module while X i denotes the output). Then the outputs are concatenated and fed into the instance-level pixel prediction module (2-person detector) as well as a 1-person detector. Finally, the detection results are given by adaptive fusion of these two detectors.
occlusion from different aspects. Repulsion Loss [12] and OR-CNN [26] introduce new box regression loss functions to force proposals to approach their designated targets and keep away from other ground truth objects and corresponding proposals. FasterRCNN+ATT-vbb [13] finds that different channels in CNN are corresponding to different body parts. Based on this perception, an attention mechanism across channels is employed to represent occlusion patterns. Different from these above methods, our proposed method explores to make better use of context information to model the visual characteristics of pedestrians in crowds, which deals with occlusion from a different angle.
C. CONTEXT MODELING
Context information is perceived to be a helpful guidance for handling occlusion. A Common way to integrate context into detectors is enlarging the proposal region by a fixed factor [2] or adaptively [16] , [18] , while ION [15] models the relationship between proposals and their background regions by a spatial recurrent neural network. In contrast to these methods that make use of context information within a single and fixed region, we propose a novel pixel-level context embedding module, which is able to extract multi-region context by convolution layers with various receptive fields. In addition, to take considerations of instance-level context formed by pedestrians in groups, we design a strategy of improving 1-person detection by a 2-person detector. In [28] , the authors also train a 2-person detector to improve pedestrian detection. However, their proposed method is based on a complex probabilistic framework, which exploits the mixture of DPM [29] features and consists of several stages. In contrast, our proposed method is simple and compact, which is based on a lightweight neural network and enables end-to-end training. Besides, we also develop a novel method to fuse the detection results of the two detectors.
III. PROPOSED METHOD
As depicted in Figure 2 , the proposed pedestrian detector CAFL is composed of three parts. The first part is a backbone network of Resnet-50 [30] , which is extended by operations such as dilated convolution and deconvolution. The second part is a pixel-level context embedding module which is incorporated into the backbone feature hierarchy and aimed at taking into account context information of multiple surrounding regions. The third part is a light head network consisting of a 1-person detector and an instance-level context prediction module, and the latter is actually implemented by a 2-person detector. The whole framework works in a fully-convolutional manner and thus the input image size can be arbitrary. In the following sections we will give detailed illustrations.
A. BACKBONE FEATURE HIERARCHY
In real world scenes, pedestrians often appear in various scales, thus making it necessary to develop strategies for handling this issue. In our framework, we exploit in-network CNN feature hierarchy to deal with scale variation thanks to its high representation power. The backbone network is ResNet-50, which is adapted by several modifications for better detecting pedestrians, especially those in small scales. First, as the original ResNet has a stride of 32, which is too large for detecting small objects and locating large objects [31] , we maintain the spatial resolution of P 5 as that of P 4 (P i denotes each stage of ResNet, 1 ≤ i ≤ 5), i.e., 1/16 of input image size. Second, we convert the residual block (Res-block) between P 4 and P 5 into a dilated-convolution variant to keep the receptive field since removing the down-sampling factor in P 5 results in the decrease of the effective receptive field. Last but not the least, similar to [32] , we add an extra stage P 6 on top of the backbone network to obtain higher semantic information from deeper layers. The spatial resolution of this stage also remains the same as P 5 and P 4 . As shown in [33] , in the ResNet-50 network, stage P 3 is a satisfying starting layer for multi-scale feature representation of objects. Thus, the output feature maps of the last four stages (i.e., from P 3 to P 6 ) are selected for subsequent networks.
B. PIXEL-LEVEL CONTEXT EMBEDDING
Context information endows detectors with more discriminability by the visual cues of regions around targets [1] , [2] , [15] and thus is useful in object detection.
In our proposed framework, we develop a novel pixel-level context embedding module aiming at integrating multi-cue context information to help in detecting pedestrians, especially those occluded heavily. The basic purpose is to allow the model access to the rich visual characteristics of targets as well as their multiple surrounding regions. The architecture of pixel-level context embedding module is illustrated in the dashed box of Figure 2 , which consists of a multi-context block and a residual connection. The multi-context block is shown in Figure 3 in detail and we design three variants. All of these variants branch out into three groups. Each group is composed of convolution layers with different kernel sizes and dilated 3×3 convolution layers with various dilation rates. The receptive field of each branch is 3, 9 and 15, respectively. In this way, information from regions with various resolutions are exploited. The differences between three variants lie in the way of integrating the output feature activations of three branches. Specifically, in Figure 3 (a) , the outputs are fused by maxout, i.e., elementwise max. In (b), the outputs of three branches are merged by weighted element-wise sum. Namely, w 1 , w 2 and w 3 are three coefficients to weight each branch when the outputs are summed, which are all initialized as 1 and optimized by back-propagation during training. In (c), the outputs are concatenated along channels as results. We design these three variants in order to explore the best way of information interaction across different branches. Finally, a residual connection is utilized so as to select additional useful information from the input by optimization. Note that we employ a 1 × 1 convolution layer on top of the multi-context block with the purpose of fusing information across channels. For (c), 1 × 1 convolution plays an additional role: maintaining the dimension for element-wise sum in residual connection. As mentioned before, P 3 , P 4 , P 5 and P 6 are selected to be embedded with the module, while the latter three need to be upsampled by a deconvolution layer so that they share the same scale with P 3 .
The intuition of exploiting such a pixel-level context module is as follows. Recent studies [34] , [35] have pointed out that popular networks such as GoogLeNet [36] and ResNet [30] tend to extract information of interest from a much smaller receptive field than the theoretical size, hence large convolution kernels are needed to increase the receptive field size for the sake of covering large-scale objects and their surrounding context. Similar observations are also made in [17] for semantic segmentation. Besides, detecting different pedestrians may benefit from different context information. For instance, small or heavy-occluded pedestrians may need context information from a large region, while large or no-occluded pedestrians may need less context information. Thus, the access to context information of different regions are beneficial to pedestrian detection.
In contrast to the large separable kernels adopted by [17] and different sizes of kernels adopted by [37] , in our framework we adopt normal convolution followed by dilated convolution with dilation rates of 1, 3 and 5 respectively in three branches, which diversifies the receptive field sizes more efficiently and brings little computation overhead. We further explore three ways of integrating information of different branches so that the model could obtain informative feature activations adaptively. RFB Net [38] model also shows that stacking convolution kernels of different sizes and dilation rates can enhance deep features of CNN networks. However, there are some differences between our pixel-level context embedding module and the RFB Net. First, the purpose of RFB Net is to simulate the configuration VOLUME 7, 2019 of receptive fields in human visual systems, while we find that the multi-context block is capable of embedding context of multiple regions. Second, RFB Net is adapted from the Inception block [39] and simply concatenates the outputs of different branches. In contrast, we encode the proposed pixel-level context module into the ResNet backbone network and explore three different ways of integrating multiple branches. In addition, on top of the multi-context block, we involve a residual connection for the sake of optimizing residual mapping rather than directly optimizing the desired mapping, which is important to the performance of our detector (See the experiments section).
C. INSTANCE-LEVEL CONTEXT PREDICTION
As presented above, the instance-level context of a pedestrian candidate refers to its surrounding pedestrian instance under the circumstance that they occlude by each other. In general, pedestrians tend to gather together in crowd scenes and thus form unique visual characteristics. For example, in the top left sub-image of Figure 4 , the two persons walking together in the middle show distinguishing visual patterns compared with the isolated woman on the right. Ideally, such differences can be utilized to develop a more effective pedestrian detector. Different from the pixel-level context, in our framework this kind of visual characteristic is defined as instance-level context.
It is difficult to accurately model the interrelation between pedestrians in groups. Therefore, we involve a 2-person detector acting as the instance-level context prediction module. Intuitively, this 2-person detector is designed to depict the visual cues formed by two pedestrians occluded by each other, whose output results can be integrated with results of the ordinary 1-person detector. In other words, these two detectors are complementary. Note that we do not employ a 3-person or N-person detector (N>3) for the following reasons: (1) without loss of generality, the 2-person detector can play a role even when 3 or more persons gather together; (2) compared with using 3 or more persons in groups to learn detector, the 2-person detector is more easy to train because the cases where 2 persons gather together are much more common. The way to implement the 2-person detector and 1-person detector is easy. Specifically, for each of them, we adopt a 3 × 3 convolution layer followed by two 1 × 1 convolution layers, one for classification and the other for bounding box regression. The targets of classification and regression are determined according to the default boxes (i.e., anchors) evenly placed at each location.
Note that there are no ground truth labels for the 2-person detector, hence we develop a labeling policy to address this issue. When the bounding boxes of two pedestrians have an Intersection over Union (IoU) larger than 0.3, we employ a tight bounding box that fully covers these two boxes as the ground truth of the 2-person detector, which is referred to as a 2-pedestrian box. In this process, only the original annotations, which are called 1-pedestrian boxes, are used and no additional information is required. During training, if a default box has at least 0.5 IoU with a ground truth 1-pedestrian box, meanwhile its IoU with any other bounding box is less than 0.3, we consider it to be a positive sample for the 1-person detector. In contrast, if a default box has at least 0.7 IoU with a ground truth 2-pedestrian box, we set it as a positive sample for the 2-person detector. Here we use a stricter IoU threshold (0.7 vs. 0.5) as 2-pedestrian boxes are often larger than 1-pedestrian boxes, thus making poor localization more intolerable. To reduce confusion, only samples whose IoU ≤ 0.1 with any annotated box are regarded as negatives. As indicated in Figure 4 , the feature map visualization of the proposal layers for these two detectors reveals that different regions are highlighted for detecting single pedestrian and two pedestrians, respectively, which verifies the differentiation between the two detectors.
Adaptive Fusion: We introduce a novel adaptive fusion strategy during inference to integrate the detection results of these two detectors. Formally, we denote the output bounding boxes of the 1-person detector as 
IoM has two advantages over IoU in our adaptive fusion strategy: (1) As mentioned above, 2-pedestrian boxes are 
where σ is a threshold determining whether the overlap o j i
is large enough to adjust s 1 i , which is set to 0.6 empirically. For each 1-pedestrian box b 1 i , it may overlap with multiple 2-pedestrian boxes. Thus, the final classification score s i of b 1 i is adjusted as:
IV. EXPERIMENTS
The performance of our proposed framework for pedestrian detection is evaluated on two of the largest benchmarks:
Caltech [5] and CityPersons [7] . We begin from a brief introduction to these two datasets and the evaluation metrics, then we give some implementation details and conduct ablation studies to analyze the effect of each component of our method. In the end, we compare our method with several state-of-the-art pedestrian detectors to demonstrate its effectiveness.
A. DATASETS AND EVALUATION METRICS 1) CALTECH
The Caltech benchmark [5] is composed of 10 hours video of urban driving with the image size of 640 × 480. In total it contains about 350,000 bounding boxes around 2300 unique pedestrians. The evaluation metric is the log-average miss rate sampled at a false positive per image (FPPI) range of [10 −2 , 10 0 ]. Caltech has various evaluation settings and we consider three frequently-used subsets for evaluation: Overall (height ≥ 20 pixels), Partial (occlusion ≤ 35%) and Heavy (35% ≤ occlusion ≤ 80%). For training, we sample from the standard training set which contains 42,782 frames, while for inference we evaluate our framework on the 4,024 frames in the standard test set.
2) CITYPERSONS
The CityPersons benchmark [7] is built based on Cityscapes [40] which is recorded across different cities, seasons and weather conditions. The image size is 2048 × 1024. The training subset contains 2,975 images with 19,654 annotated pedestrians. Our proposed model is trained on this subset and evaluated on the validation subset, which is composed of 500 images with 3,938 pedestrians. The evaluation metric is the same as Caltech: log-average miss rate over 9 FPPI rates evenly spaced in [10 −2 , 10 0 ]. We report the evaluation results on four typical subsets: Reasonable (height ≥ 50 pixels, occlusion ≤ 35%), Heavy (occlusion ≥ 35%), Partial (10% ≤ occlusion ≤ 35%) and Bare (occlusion ≤ 10%).
B. IMPLEMENTATION DETAILS
Our network is first initialized with the weights pre-trained on ImageNet [41] , and then fine-tuned on Caltech or CityPersons using the stochastic gradient descent (SGD) algorithm. For the 1-person detector, we fix the aspect ratio of default boxes as 0.41, which is the average aspect ratio of pedestrians [5] . For the 2-person detector, we adopt different aspect ratios including 0.5, 0.65 and 0.8 in order to cover all possible 2-pedestrian boxes. The initial learning rate is set to 0.001 and decreases by a factor of 10 after the first 60k and 100k iterations for Caltech, while we set the learning rate to 0.001 during the first 40k iterations for CityPersons and decay it to 0.0001 for another 20k iterations. The momentum and weight decay are set to 0.9 and 0.0005, respectively. In the inference stage, before integrating the detection results of the two detectors, we employ non-maximum suppression (NMS) with an IoU threshold of 0.45 to suppress redundant double detections. 
C. ABLATION STUDIES
In order to demonstrate the effectiveness of our model, we conduct the ablation studies on the Caltech dataset. First of all, we remove the proposed pixel-level and instance-level context modules and evaluate how each residual block of the convolutional backbone contributes to detection performance. Then we add the two kinds of context modules successively to evaluate the effect of each component.
Detailed breakdown experiments of each part are summarized in Table 1 and Table 2 , respectively.
1) MULTI-SCALE FEATURE REPRESENTATION
To deal with pedestrians with various scales, we employ the last four residual blocks, i.e., from P 3 to P 6 , in the ResNet-50 backbone for multi-scale feature representation. Table 1 shows the performance evaluation of different combinations of residual blocks on the Caltech dataset. It can be seen that the single block P 3 achieves 56.51%, 35.11% and 66.89% on the heavy, partial and overall subsets, respectively. When P 4 and P 5 are added in succession, we notice impressive improvements on all three subsets. As shallow layers often have strong activations for small objects while deep layers respond more to large objects, the combination of different blocks is beneficial to handling the issue of scale variations in pedestrian detection. Furthermore, when the extra block P 6 is added, which is aimed at exploiting higher semantic information from deeper layers, the performance improves steadily on three subsets. Specifically, on the partial occlusion subset, we can observe a more than 2% boost while on the other two subsets, the improvements exceed 1%, which verifies the effectiveness of the newly added P 6 . In this paper, we regard the combination of P 3 , P 4 , P 5 and P 6 as baseline.
2) MULTI-CONTEXT BLOCK
The proposed pixel-level context module consists of a multi-context block and a residual connection. For the former we design three different ways of combining the output feature maps of multiple branches, namely maxout, weighted sum and concatenation (along channels). From Table 2 we can notice that all of these three variants bring remarkable detection performance gains. Taking results on the heavy occlusion subset as an example, the improvements compared with the baseline are 2.36%, 4.29% and 3.81%, respectively. The way of weighted sum performs the best among three variants and we conjecture that allow the model learn the weights of different branches adaptively during training is more reasonable in our detector. The results on the partial occlusion and overall subsets also prove the superiority of this variant.
3) RESIDUAL CONNECTION
The residual connection adds a shortcut path from the input feature maps of the pixel-level context module to the outputs with the purpose of replacing desired underlying mapping with residual mapping, as is proved to be easier to optimize the latter than the former [30] . In some cases, pedestrians are clearly discernible (e.g., those in large scale and no-occluded) and the detector is able to detect them easily. Thus, context information may be not necessary or even weaken the feature activations of objects in the process of detection, and the identity mapping may be optimal. The residual connection is able to directly select useful information from the inputs by optimization, which brings notable performance improvements according to Table 2 . In specific, when we append it to the multi-context block (the weighted sum variant), the performance is ameliorated by 1.78%, 2.24% and 2.87% on three subsets, respectively. These results point out that the residual connection is an important component in our model design.
4) INSTANCE-LEVEL CONTEXT MODULE
We further examine the effect of our proposed instance-level context module, namely the 2-person detector. We develop a new evaluation criteria IoM to measure the degree of overlap between 1-pedestrian boxes and 2-pedestrian boxes, and the comparison between IoM and IoU is given in detail. As shown in Table 2 , employing either IoM or IoU in the 2-person detector can reduce the miss rates impressively on all subsets. The performance gain on the heavy occlusion subset is more obvious as the 2-person detector can play a greater role in crowded scenes where occlusion becomes more severe and pedestrians tend to gather together. In terms of IoM and IoU, the former has an advantage of 1.21% on the heavy occlusion subset while on the partial occlusion and overall subsets, the performance gains are also considerable (0.87% and 1.15%). These results verifies the effectiveness of the proposed 2-person detector as well as the evaluation criteria IoM.
D. COMPARISON WITH STATE-OF-THE-ART
1) CALTECH Figure 6 shows the performance comparison of our framework with several state-of-the-art methods on the Caltech benchmark including GDFL [4] , PCN [18] , SDS-RCNN [1] , UDN+ [42] , F-DNN + SS [43] , SA-FastRCNN [22] , MS-CNN [2] , CompACT-Deep [44] and DeepParts [10] . It can be seen that on all of the three subsets, our model achieves top-performing results. To be specific, the proposed method achieves a miss rate of 38.71% on the heavy occlusion subset and 15.02% on the partial occlusion subset. The former is significantly better than all others while the latter is comparable with several top methods (only 0.16% behind the best method SDS-RCNN). These results suggest that the improvement of our method is more obvious when occlusion becomes severe. We attribute this phenomenon to the fact that heavy occlusion causes serious damage to the original visual characteristics of pedestrians, while the designed pixel-level context module and instance-level context module (2-person detector) could remedy the limitations of existing methods to some extent. In addition, on the overall subset we achieve a miss rate of 44.48%, which also surpasses others considerably. It can be seen that our method also has good generalization capability under more general settings. Note that the backbone network as well as the proposed pixel-level and instance-level context modules are lightweight, which leads low time overhead. Thus, the proposed method can run at a high speed. With a Titan XP GPU, the proposed method can run at about 0.06s/image on the Caltech dataset during testing with the original image size of 640 × 480, which is comparable with some of the fastest pedestrian detectors [1] , [3] , [43] . The training time is about 8 hours.
2) CITYPERSONS
The comparison results of our proposed CAFL framework with some state-of-the-art methods on the CityPersons validation dataset are reported in Table 3 . Note that for fair comparison, the original image size is used during both training and inference stages for all methods. Compared with some recent competitive methods, i.e., Faster-RCNN [7] , OR-CNN [26] , Repulsion Loss [12] , ALFNet [3] , TLL and TLL (MRF) [31] , our model achieves 11.4% and 50.4% miss rates on the reasonable and heavy subsets respectively, which are the best reported results up to now. Since the density of pedestrians in CityPersons is much higher than Caltech (i.e., more occlusion cases exist), the visual cues formed by pedestrians appearing in groups are also more abundant for training the 2-person detector, thus improving the pedestrian detection performance, especially under occlusion cases. On the partial subset, the miss rate is 12.1% while on the bare subset it is 7.6%, which is comparable with other methods. Although our detector is developed with a purpose of dealing with occlusion in pedestrian detection, we find that it also provides satisfactory performance on cases where occlusion is not severe. It's worth noting that all methods except Faster-RCNN [7] and OR-CNN [26] adopt the same backbone network (ResNet-50), and our framework achieves comparable or better performance. This has demonstrated the effectiveness of the designed pixel-level and instance-level context modules.
V. CONCLUSION
In this paper, we propose a novel context-aware feature learning method for pedestrian detection. To deal with occlusion, we first design a pixel-level context embedding module which integrates context information from multiple receptive fields to the CNN feature hierarchy. In this way, the detector is endowed with more discriminability by the visual cues of different context regions around targets. Then, we propose to utilize the instance-level context formed by pedestrians appearing in groups to improve detection performance. Specifically, a 2-person detector is designed to explore the visual characteristics of pedestrians in crowds, whose results are integrated with the 1-person detector by a newly designed adaptive fusion strategy. Experiments on two popular pedestrian detection datasets Caltech and CityPersons validate the effectiveness of our proposed method, which is lightweight and end-to-end trainable. Since 1992, he has been with the School of Information Science and Technology, University of Science and Technology of China, where he is currently a Professor. His research interests include multimedia information retrieval, multimedia security, video processing, and information hiding. VOLUME 7, 2019 
