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Abstract
A new class of harmonic Hadamard manifolds, those spaces called of
hypergeometric type, is defined in terms of Gauss hypergeometric equa-
tions. Spherical Fourier transform defined on a harmonic Hadamard man-
ifold of hypergeometric type admits an inversion formula. A characteri-
zation of harmonic Hadamard manifold being of hypergeometric type is
obtained with respect to volume density.
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1 Introduction
A Riemann manifold is called harmonic if it admits a solution of Laplace equa-
tion ∆f = −∑i,j gij∇i∇jf = 0 depending only on the distance. A euclidean
space is typically a harmonic manifold. In fact, on a euclidean space Rn there
exists a solution of ∆f = 0 written as f(x) = |x|2−n if n > 2, f(x) = log(|x|)
if n = 2. In 1930 H.S. Ruse considered the following; on any Riemannian man-
ifold there exists a solution of ∆f = 0 described as a function of the distance
function. While his attempt has failed, his idea yielded the notion of harmonic
manifold, the study of which is an important subject geometers are intensively
interested in. The Laplace equation ∆f = 0 is very important in analyzing
natural, especially physical phenomena. Therefore, a theory of harmonic mani-
fold arising in differential geometry crucially relates to harmonic analysis which
analyzes natural phenomena.
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The study of harmonic manifolds started with curvature conditions, e.g.,
Ledger’s formulae. Using these conditions harmonic manifolds of dimension
≤ 4 are proved to be flat or rank one, locally symmetric ([26]). Notice that a
harmonic manifold is always Einstein.
The second stage of study of harmonic manifolds has begun with Lichnerow-
icz conjecture which asserts that a harmonic manifold must be flat or locally
symmetric, rank one. Still, we do not have a complete answer to his conjec-
ture, even there is partially affirmative progress for a compact case. See [32],
[5] for this. Counter examples to the conjecture appeared in 1980’s by work
of Damek and Ricci ([6]), as non-symmetric non-compact, harmonic manifolds,
called Damek-Ricci spaces to non-compact version of Lichnerowicz conjecture.
They are two step solvable Lie groups with a left invariant metric. Notice that a
Damek-Ricci space is symmetric if and only if it is a rank one symmetric space
of noncompact type. For details of Damek-Ricci spaces we refer to [3].
Radial functions, like the volume density and the mean curvature of geodesic
spheres, are essentially significant for analyzing a harmonic manifold. On a har-
monic manifold convolution of two radial functions is also radial, and moreover
there exists a radial eigenfunction of Laplace-Beltrami operator for each eigen-
value, as illustrated by Szabo´ in [32].
Let (X, g) be a harmonic Hadamard manifold of volume entropy, volume
exponential growth rate ρ(X, g) = Q > 0. Here, a simply connected, complete
Riemannian manifold of nonpositive sectional curvature is called an Hadamard
manifold. Then, there exists for each λ ∈ C a radial function ϕλ(r) of ϕλ(0) = 1
which satisfies the eigen-Laplace equation ∆h = (Q
2
4 +λ
2)h, h = ϕλ(r). We call
ϕλ a spherical function on X . Then, using the ϕλ’s, spherical Fourier transform
is defined for a radial function f = f(r) of compact support as f 7→ Hf(λ),
λ ∈ C;
Hf(λ) :=
∫
X
f(x)ϕλ(x)dvg = ωn−1
∫ ∞
0
f(r)ϕλ(r)Θ(r)dr. (1.1)
Here, a function f(x), x ∈ X is identified with f(r(x)), ωn−1 is the volume of
the unit (n− 1)-sphere and Θ(r) denotes volume density of a geodesic sphere of
radius r.
A theory of spherical Fourier transform on symmetric spaces has been initi-
ated and intensively studied by G. Helgason, especially on rank one symmetric
spaces of non-compact type, which are typical non-compact harmonic mani-
folds ([16]). The inversion formula, a Plancherel theorem and a Paley-Wiener
theorem are established like the euclidean spherical Fourier transform.
Theory of spherical Fourier transform has been developed over a Damek-
Ricci space by [2, 31, 7, 30]. Anker et al. pointed out in [2] that a spherical
Fourier transform over a Damek-Ricci space is settled in a frame of Jacobi oper-
ator and is represented by the aid of Gauss hypergeometric functions. We refer
to [28] also for spherical Fourier transform on a non-compact harmonic mani-
fold. In [28, Proposition 3.10] Peyerimhoff and Samiou prove that HF = ÂF cl,
where F is any radial distribution on X with compact support and A is the
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Abel transform. Here the hat (̂ · )cl is the euclidean classical Fourier transform.
So, the spherical Fourier transform H on X turns out to be an isomorphism in
the level of distributions.
The aim of this paper is to define a subclass of non-compact harmonic man-
ifolds, called harmonic Hadamard manifolds of hypergeometric type and to de-
velop spherical Fourier transform on such a harmonic manifold.
Definition 1.1. A harmonic Hadamard manifold of positive volume entropy
is said to be of hypergeometric type, if a spherical function and hence every
spherical function satisfies a Gauss hypergeometric differential equation under
a certain transform of variable; z = − sinh2 r
2
.
For precise definition of hypergeometric type see Definition 5.2. A Damek-
Ricci space is of hypergeometric type as indicated in Proposition 5.9.
Theorem 1.2. Let (Xn, g) be a harmonic Hadamard manifold of volume en-
tropy ρ(Xn, g) = Q > 0. If (X, g) is of hypergeometric type, then
(i) any spherical function ϕλ(r), λ ∈ C on (Xn, g) can be described as a
Gauss hypergeometric function
ϕλ(r) = F
(
Q
2
− iλ, Q
2
+ iλ,
n
2
;− sinh2 r
2
)
(1.2)
(ii) the volume density Θ(r) of a geodesic sphere S(q; r) has the form
Θ(r) = kg sinh
n−1 r
2
cosh(2Q−(n−1))
r
2
, (1.3)
where
kg = − 2
n
3Q− (n− 1) Ricg (1.4)
and Ricg is the Ricci curvature of (X, g).
Here
F (a, b, c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
= 1 +
ab
c
z +
a(a+ 1)b(b+ 1)
c(c+ 1)
z2
2!
+ · · · (1.5)
is the Gauss hypergeometric function, where
(a)n :=
Γ(a+ n)
Γ(a)
= a(a+ 1) · · · (a+ n− 1), (a)0 = 1. (1.6)
Basic materials of the hypergeometric functions needed in this paper will be
summarized in section 6.
Theorem 1.2 is verified by using asymptotical formulae of the mean curvature
of geodesic spheres, as indicated in Lemma 5.5.
From (ii) of Theorem 1.2 a harmonic Hadamard manifold being of hyperge-
ometric type is characterized as follows.
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Theorem 1.3. Let (X, g) be a harmonic Hadamard manifold of volume entropy
ρ(X, g) = Q > 0. Then, (X, g) is of hypergeometric type if and only if there
exist constants c1, c2 satisfying c1 > 0 and c1+c2 > 0 such that either the mean
curvature σ(r) or the volume density Θ(r) of a geodesic sphere S(q; r) fulfills
σ(r) = c1 coth
r
2
+ c2 tanh
r
2
(1.7)
for any r > 0, or
Θ(r) = k sinh2c1
r
2
cosh2c2
r
2
= k cosh2(c1+c2)
r
2
tanh2c1
r
2
(1.8)
for a constant k > 0 and all r > 0.
Remark 1.4. The hypergeometric type can be defined for a class of non-
compact complete harmonic manifolds which admits spherical functions includ-
ing harmonic Hadamard manifolds of volume entropy Q > 0. However, as
Theorem 1.3 shows, the hypergeometric type can be characterized in terms of
the volume density function provided a harmonic manifold is Hadamard.
Remark 1.5. Nikolayevsky proved that if (X, g) is a harmonic manifold, then
the density function Θ(r) is an exponential polynomial ([27, Theorem 2], see
also [22, §4]). Theorem 1.3 characterizes harmonic manifolds whose density
functions are special type of exponential polynomials.
From Theorem 1.2, for a harmonic Hadamard manifold (X, g) with ρ = Q >
0 and of hypergeometric type there exist 0 < a ≤ b such that
a eQr ≤ Θ(r) ≤ b eQr
for r ≥ 1. So, this means that (X, g) has purely exponential volume growth.
Therefore, by the aid of Theorem of Knieper [21] we have
Corollary 1.6. A harmonic Hadamard manifold (X, g) of volume entropy ρ(X, g) =
Q > 0 and of hypergeometric type has purely exponential volume growth and
consequently
(i) the geodesic flow on the tangent sphere bundle over X is Anosov,
(ii) (X, g) is Gromov hyperbolic and
(iii) every geodesic γ on X is rank one, that is, the velocity vector field γ′ is
the only parallel Jacobi field along γ.
The following is a direct application of Theorem 1.2.
Theorem 1.7 ([18]). Let (X, g, J) be a Ka¨hler Hadamard manifold of dimCX =
m ≥ 2. Assume that (X, g, J) is of volume entropy ρ(X, g) = m and of Ricci
curvature Ricg = − 12 (m+ 1) and that (X, g, J) is a harmonic manifold of hy-
pergeometric type. Then, (X, g, J) is biholomorphically isometric to the complex
hyperbolic space CHm of holomorphic sectional curvature −1.
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The spherical Fourier transform defined over a harmonic Hadamard manifold
(X, g) in (1.1) admits an inversion formula as exhibited as follows, provided
(X, g) is of positive volume entropy and of hypergeometric type.
Theorem 1.8. Let (X, g) be a harmonic Hadamard manifold of positive volume
entropy and of hypergeometric type. Let f = f(r) be a smooth radial function
on (X, g) of compact support. Then
f(r) = d
∫ ∞
−∞
dλ
|c(λ)|2Hf(λ)ϕλ(r), (1.9)
where the spherical functions ϕλ(r) are real valued. Here, the constant d is
defined as
d =
22Q
4πωn−1 kg
=
22Q−3Γ(n2 )
πn/2+1 kg
(1.10)
and c(λ) is a Harish-Chandra c-function with respect to λ ∈ R, given in [2,
pp.648] as
c(λ) = 2(Q−2iλ)
Γ(n2 )Γ(2iλ)
Γ(n2 − Q2 + iλ)Γ(Q2 + iλ)
. (1.11)
Remark 1.9. For a Damek-Ricci space S the transform (1.1) is written as [2,
(2.8)] and the inversion formula as in [2, (2.10)]
f(r) = c0
∫ ∞
0
Hf(λ)ϕλ(r) dλ|c(λ)|2 =
c0
2
∫ ∞
−∞
Hf(λ)ϕλ(r) dλ|c(λ)|2 ,
where c0 = 2
k−2π−(n/2+1)Γ(n/2), k = dim z and
c(λ) = 2(Q−2iλ)
Γ(n2 )Γ(2iλ)
Γ(Q2 + iλ)Γ(
m
4 +
1
2 + iλ)
, (1.12)
where Q = m2 + k is the volume entropy of S. The function c(λ) of (1.12)
coincides with our c-function c(λ). Remark 10.9 indicates equality d = c0/2
for the constants d and c0. Thus it is concluded that the spherical Fourier
transform on (X, g) turns out to be a natural generalization of the spherical
Fourier transform on a Damek-Ricci space. See also [31, Thm 15].
A proof of Theorem 1.8 is mainly based on the argument of Go¨tze ([14]).
We might use a theory of Jacobi transform, a generalization of spherical Fourier
transform. See for this [24] in which the inversion formula, a Plancherel theorem
and a Paley-Wiener theorem are given in a framework of Jacobi transform. We
will make use of the argument of Koornwinder fully in future. However, we
focus in this article on the inversion formula over a harmonic manifold of hyper-
geometric type, using Gauss hypergeometric functions under Green’s formula,
familiar and well-known, adopted in [14].
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2 Preliminaries
We begin with some basic preliminaries for Hadamard manifolds. We refer to
[20] for details. Let (X, g) be an Hadamard manifold, namely, a simply con-
nected, oriented, complete Riemannian manifold with a non-positively curved
metric g. Then, the exponential map expp : TpX → X ; v 7→ expp v is a diffeo-
morphism.
Let B(q; r) be a geodesic ball in X of center q and radius r. The volume of
B(q; r), VolB(q; r), is given by integral over B(q; r) of the Riemannian volume
element dvg =
√
det(gij)(p) dx
1 ∧ · · · ∧ dxn and is expressed as
Vol B(q; r) =
∫ r
0
dt
∫
S(q;t)
dvS(q;t) =
∫ r
0
∫
u∈SqX
tn−1J(t, u) dudt, (2.1)
with respect to SqX , the space of unit tangent vectors in TqX . Here J(t, u) is
a function given by
J(t, u) = t−(n−1)
√
det (〈Yi(t), Yj(t)〉), (2.2)
defined in the following way. Let γ(t) = expq tu be a unit speed geodesic and
{e1(t), · · · , en(t)} be a parallel orthonormal frame field along γ such that
{e1(0), · · · , en(0)} is an orthonormal frame at γ(0), e1(0) = u and let {Y2(t), · · · , Yn(t)}
be a set of perpendicular Jacobi vector fields along γ satisfying Yi(0) = 0 and
Y ′i (0) = ei(0). Each Yi is written as Yi(t) = t(d expq)tuei(0) (see [9, p.114]). We
write Θ(t, u) = tn−1J(t, u). Then Θ(t, u) =
√
det (〈Yi(t), Yj(t)〉) represents the
volume density of (expq)
∗dvS(q;t) over a geodesic sphere S(q; t) with respect to
local coordinates t, u, induced by the map expq.
Define an endomorphism, called a Jacobi tensor field
A(t) : γ⊥(t)→ γ⊥(t);Aei(t) := Yi(t), i = 2, · · · , n. (2.3)
Then, for any t > 0 A(t) is invertible and self-adjoint with respect to the inner
product 〈·, ·〉 at γ(t). We have Θ(t, u) = detA(t). Moreover, an endomorphism
S(t) defined by S(t) = A′(t)A−1(t) and its trace trS(t) = trA′(t)A−1(t), re-
spectively, give shape operator and mean curvature σ(t) = σ(t, u) of a geodesic
sphere S(q; t) at γ(t). Notice that σ(t, u) = ∇∂tΘ(t, u)/Θ(t, u). The Busemann
function bγ associated to a geodesic γ is defined as bγ(x) = lim
t→∞
(d(x, γ(t))− t),
x ∈ X . The function bγ is C2, convex and of unit gradient ∇bγ . Note that the
Busemann function bγ fulfills bγ(γ(t)) = −t and |bγ(x)| ≤ d(γ(0), x), ∀x ∈ X .
The Hessian ∇dbγ is positive semi-definite. Denote by ∂X the ideal boundary
of an Hadamard manifold X , which is the quotient space of all geodesic rays
on X modulo asymptotic equivalence among all geodesic rays. Let o ∈ X be
a fixed point and θ ∈ ∂X be an arbitrary ideal boundary point. Then, there
exists a unique geodesic γ : (−∞,∞) → X such that γ|[0,∞) represents θ and
γ(0) = o. So one defines the Busemann function bθ : X → R associated with θ
as bθ(x) := bγ(x), x ∈ X .
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A level hypersurface of the Busemann function bθ associated with θ is called
a horosphere centered at θ, denoted by H(θ,t) := b−1θ (t). Then, since bθ is
surjective as a map to R with |∇bθ| ≡ 1, for any fixed θ ∈ ∂X the function bθ
is a Riemannian submersion from (X, g) onto (R, dt2) with fibre H(θ,t), t ∈ R
such that at any x ∈ H(θ,t) the tangent space TxX admits an orthogonal direct
sum; TxX = TxH(θ,t) ⊕R∇bθx. Therefore, the metric g of X is represented by
gx = gt⊕dt2, gt = g|H(θ,t) and hence the volume form dvg by dvg = dt ·dσt, dσt
is the Riemannian volume form of the metric gt of H(θ,t). Then, integration of a
function f overX is represented by integrating along the fibres, i.e., horospheres
and then over the real line as∫
X
f(x)dvg(x) =
∫ +∞
−∞
dt
∫
x∈H(θ,t)
f(x)dσt. (2.4)
The minus signed Hessian of bθ, −∇dbθ and its trace ∆bθ = −tr∇dbθ give
the second fundamental form and the mean curvature τ of a horosphere associ-
ated with the Busemann function, respectively. Let {S(o; t); t > 0} be a family
of geodesic spheres and {H(−θ,t) | t > 0} a family of horospheres associated with
the Busemann function b−θ passing γ(t), where −θ ∈ ∂X denotes the ideal point
represented by the reversed geodesic γ− of γ. Then S(o; t) osculates H(−θ,t) at
γ(t). Under this situation we have the inequality ([20]) along γ(t)
|σ(t, u)− τ(t)| < n− 1
t
, ∀t > 0.
When each horosphere has constant mean curvature and this constant is
common (denote this value by −Q) over all horospheres (such an Hadamard
manifold is called asymptotically harmonic, due to Ledrappier [25]), volume
entropy ρ(X, g), defined by ρ(X, g) = lim
r→∞
1
r
logVolB(q; r) is equal to Q ≥ 0
from [20].
3 A harmonic Hadamard manifold and spherical
functions
Definition 3.1. A Riemannian manifold (X, g) is called harmonic, if the vol-
ume density Θ(r, u) := rn−1J(r, u) is a function of the distance function r,
independent of u ∈ SqX for any q ∈ X .
Theorem 3.2 (cf. [4, 6.21 Proposition], [32, Lemma 1.1]). A Riemannian
manifold is harmonic if and only if one of the following conditions holds
(i) mean curvature σ(r, u) of geodesic sphere S(q; r) is a radial function.
(ii) there exists a radial function f = f(r) for which the function h(p) =
f(r(p)) on X satisfies the Laplace equation ∆h = 0 and
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(iii) the averaging operatorMVq commutes with ∆. Here, for a smooth func-
tion f , MVq(f) is a radial function over X whose value is the average of
f on S(q; r);
MVq(f)(r) := 1∫
S(q;r) dvS(q;r)
∫
p∈S(q;r)
f(p) dvS(q;r). (3.1)
Let (X, g) be a Hadamard manifold. Assume that (X, g) is harmonic and of
positive volume entropy ρ(X, g) = Q > 0.
Note 3.3. Notice that a harmonic Hadamard manifold having volume entropy
ρ(X, g) = 0 is flat, due to [29, Thm 4.2].
We will define spherical functions on a harmonic Hadamard manifold (X, g)
as follows. Let ∆ = −gij∇i∇j denote the Laplace-Beltrami operator of (X, g).
Definition 3.4. A spherical function ϕ is a radial eigenfunction of the Laplace-
Beltrami operator ∆, satisfying ϕ(o) = 1 at a reference point o ∈ X .
Since (X, g) is harmonic, (X, g) must be asymptotically harmonic. Then,
each Busemann function bθ, which is geodesically defined over X , normalized at
the reference point o and parametrized with respect to θ ∈ ∂X , an ideal point
at infinity, satisfies ∆ bθ(·) ≡ −Q, since the minus signed Hessian of bθ gives
the second fundamental form of a horosphere associated with bθ. Using bθ we
define for a fixed θ ∈ ∂X a function on X ;
P (x, θ) := exp{−Qbθ(x)}, x ∈ X, θ ∈ ∂X. (3.2)
We have then
Lemma 3.5. P (x, θ) is a positive valued, harmonic function of x ∈ X for any
θ ∈ ∂X.
Let λ be a complex number. We define Pλ(x, θ) a complex valued function
on X as
Pλ(x, θ) := P (x, θ)
( 12−i
λ
Q ) = exp
{
−
(
Q
2
− iλ
)
bθ(x)
}
. (3.3)
Then,
Lemma 3.6. ∆Pλ(·, θ) =
(
λ2 +
Q2
4
)
Pλ(·, θ) for any θ ∈ ∂X.
Namely, Pλ(x, θ) is an eigenfunction of ∆ of eigenvalue λ
2 + Q
2
4 .
Proof. In fact, ∇kPλ = −(Q/2− iλ)∇kbθ · Pλ and
∇j∇kPλ =
{
−
(
Q
2
− iλ
)}2
∇jbθ∇kbθ · Pλ −
(
Q
2
− iλ
)
∇j∇kbθ · Pλ
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so
∆Pλ = −
∑
gjk∇j∇kPλ =
{
−
(
Q
2
− iλ
)
∆bθ −
(
Q
2
− iλ
)2
|∇bθ|2
}
Pλ.
Since |∇bθ|2 = 1 and ∆bθ = −Q, one has ∆Pλ =
(
Q2
4 + λ
2
)
Pλ.
We obtain, therefore, the spherical function ϕλ = ϕλ(r) with eigenvalue
ν = λ2 + Q
2
4 , by taking spherical average over the geodesic sphere S(o; r) of
Pλ(x, θ) for λ ∈ C, since ∆ commutes with the operator MVo over X (see
Theorem 3.2 (iii);
ϕλ(r) :=MVo(Pλ(·, θ))(r), r > 0. (3.4)
So, ϕλ(r) satisfies
∆ϕλ = −
(
d2ϕλ
dr2
+ σ(r)
dϕλ
dr
)
= ν ϕλ, ϕλ(0) = 1, ϕ
′
λ(0) = 0. (3.5)
Here, −
(
d2
d2r
+ σ(r)
d
dr
)
= ∆rad, the radial part of ∆ in terms of polar coordinates([32,
(1.3)]) and σ(r) denotes the mean curvature of a geodesic sphere S(o; r).
Note 3.7. We extend each spherical function ϕλ as an even function on R.
From (3.5) ϕλ = ϕµ if and only if λ = ±µ. So, ϕλ(r) = ϕ−λ(r) and ϕλ(r) =
ϕλ(r), r ∈ R. ϕλ(r) is real valued, when λ ∈ R. Further, for λ = ±i
Q
2
one has
ϕλ(r) ≡ 1.
The boundedness of the spherical functions ϕλ(r) is given as
Lemma 3.8. If |ℑλ| ≤ Q2 , then |ϕλ(r)| ≤ 1 for any r ≥ 0.
Proof. We give a proof by following the argument of [31, p.81]. Assume λ =
ξ + iη with |η| < Q2 . Then Q2 ± η > 0. Further −
(
Q
2 − iλ
)
= −
(
Q
2 + η
)
+ iξ
so that |exp {iξbθ(x)}| = 1 and hence
|ϕλ(r)| ≤ 1
Vol(S(o; r))
∫
x∈S(o;r)
exp
{
−
(
Q
2
+ η
)
bθ(x)
}
dvS(o;r)(x)(3.6)
=
1
Vol(S(o; r))
∫
x∈S(o;r)
exp{−Qbθ(x)}
Q
2
+η
Q dvS(o;r)(x).
Apply the Ho¨lder inequality with respect to the conjugate indices k = QQ/2+η ,
ℓ = QQ/2−η ;
1
Vol(I)
∫
I
f(x)1/kdx ≤
{
1
Vol(I)
∫
I
f(x)dx
}1/k
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to the last integral term of (3.6), we obtain
|ϕλ(r)| ≤ {MVo(exp(−Qbθ(·)))(r)}1/k = {ϕiQ/2(r)}
Q
2
+η
Q ≡ 1 (3.7)
so that |ϕλ(r)| ≤ 1 for any r ≥ 0, when |ℑλ| < Q2 . It is easily shown that
|ϕλ|(r) ≤ 1 for any r ≥ 0, when |ℑλ| = Q2 .
4 Spherical Fourier transform
Let (X, g) be a harmonic Hadamard manifold of volume entropy Q > 0. By
using the spherical functions {ϕλ(r) |λ ∈ C} over (X, g) we define the spherical
Fourier transform.
Definition 4.1. Let f = f(r) be a radial smooth function on X with compact
support.
H(f)(λ) := ωn−1
∫ ∞
0
f(r)ϕλ(r)Θ(r)dr (4.1)
=
∫
X
f(r(x))Pλ(x, θ)dvg , r(x) = d(o, x)
is called the spherical Fourier transform of f . The functionH(f)(λ) thus defined,
denoted by fˆ(λ) for brevity, is an entire function of λ ∈ C.
Then, like the classical Fourier transform, the map H is linear and satis-
fies H(f ∗ f1)(λ) = H(f)(λ) H(f1)(λ) for the convolution and H(∆f)(λ) =
(Q
2
4 + λ
2)fˆ(λ) for any f, f1, radial smooth functions of compact support. The
convolution of radial functions f , f1 is defined by
(f ∗ f1)(d(x, y)) =
∫
z∈X
f(d(x, z))f1(d(z, y))dvg(z).
Refer to [32, 2,(2.8)]. It is seen that the function f ∗ f1 is radial and of compact
support ([32, Prop. 2.1]).
We set the range and the domain of H, respectively as the space C∞c (X)rad
of smooth radial functions f = f(r) with compact support on X and the space
PWCeven of even entire functions h = h(λ) of λ ∈ C of certain exponential type
[2, 31, 8]. We define precisely PWCeven = ∪R>0PWCReven where PWCReven is
the space of even, entire functions h = h(λ) over C satisfying the following; for
any N ∈ N there exists a constant CN > 0 such that
|h(λ)| ≤ CN (1 + |λ|)−N exp(R|ℑλ|), ∀λ ∈ C. (4.2)
Proposition 4.2. For any f ∈ C∞c (X)rad of supp(f) ⊂ B(o,R), H(f) belongs
to PWCR′even for R′ > R.
For this, refer to [8, p.41] and [30].
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Proof. Let f = f(r) be a radial function of supp(f) ⊂ B(o,R). We define a
function g of t ∈ R by integrating f along a horosphere H(θ,t) with respect to a
fixed θ ∈ ∂X as
g(t) :=
∫
x∈H(θ,t)
exp
{
−Q
2
t
}
f(d(o, x))dσt, ∀t. (4.3)
Here H(θ,t) is the level hypersurface of bθ of level t, that is, H(θ,t) = {y ∈
X | bθ(y) = t} and dσt denotes the volume form of H(θ,t). Then by using (2.4)
we have the equality
fˆ(λ) =
∫ +∞
−∞
g(t) exp{iλt}dt, λ ∈ C. (4.4)
In fact, we represent fˆ(λ) as an integral over X ;
fˆ(λ) =
∫
X
f(r(x))Pλ(x, θ)dvg
=
∫
X
f(r(x)) exp
{
−
(
Q
2
− iλ
)
bθ(x)
}
dvg.
By applying the horospherical fibre structure of X , given at section 2 the above
integral is expressed as, since bθ = t over H(θ,t)
fˆ(λ) =
∫ +∞
−∞
dt
∫
x∈H(θ,t)
f(d(o, x)) exp
{
−
(
Q
2
− iλ
)
t
}
dσt (4.5)
=
∫ +∞
−∞
dt exp (iλt) g(t).
For x ∈ H(θ,t) we have |t| = |bθ(x)| ≤ d(o, x), therefore f(x) = 0 if suppf ⊂
B(o,R) and |t| ≥ R. Thus g(t) = 0 for |t| ≥ R and the classical Paley-Wiener
theorem shows that fˆ , which is by (4.5) the classical Fourier transform of g with
supp g ⊂ [−R,R], belongs to the space PWCReven.
Proposition 4.3. The spherical Fourier transform H maps C∞c (X)rad into
PWCeven.
Notice that H is injective. Refer to [28, Theorem 3.12].
Remark 4.4. Let C∞0 be the space of smooth functions on R with compact
support. For f ∈ C∞0 its classical Fourier transform is given by
f̂ cl(λ) =
∫ ∞
−∞
f(t) e−iλtdt
with the converse Fourier transform h = h(λ) 7→ h˜ = h˜(t), given by
h˜(t) =
1
2π
∫ ∞
−∞
h(λ) eiλtdλ.
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Note there is another fashion for defining the transform by taking 1/
√
2π as the
normalization.
The image of the classical Fourier transform is, by applying the argument
of Phragmen-Lindelo¨f principle, the space of entire functions on C of certain
exponential type. For an even function f ∈ C∞0 the Fourier transform is written
by the Fourier cosine transform as fˆ cl(λ) =
∫∞
0
f(t) cosλt dt, so fˆ cl(λ) is an even
function of λ.
5 A harmonic Hadamard manifold of hypergeo-
metric type
Now set
z = − sinh2 r
2
(5.1)
in (3.5). Then, under this variable transformation
Lemma 5.1. The equation (3.5) is converted into the following with respect to
z
z(1− z)d
2f
dz2
+
{(
1
2
sinh r
)
σ(r) +
1
2
cosh r
}
df
dz
− νf= 0. (5.2)
Lemma 5.1 is obtained by a slightly straightforward computation and we
omit a proof for Lemma 5.1.
Definition 5.2 (refer to Definition 1.1). A harmonic Hadamard manifold (X, g)
is said to be of hypergeometric type, if the converted differential equation (5.2)
is exactly a Gauss hypergeometric differential equation;
z(1− z)d
2f
dz2
+ (c− (a+ b+ 1)z) df
dz
− ab f = 0, (5.3)
where a, b, c ∈ C are constants, and moreover c 6= 0,−1,−2, · · · .
Remark 5.3. The variable transformation (5.1) is the unique transformation
under which the equation of eigenfunction is converted into the hypergeometric
differential equation.
Then, we have Theorem 1.2 for a harmonic Hadamard manifold of hyperge-
ometric type, as we will prove.
Remark 5.4. The harmonicity is homothetic invariant. However, Theorem 1.2
indicates that the hypergeometric type harmonicity is not homothetic invariant,
because from (1.4) volume entropy of a harmonic Hadamard manifold (X, g) of
hypergeometric type satisfies necessarily Q > (n − 1)/3. Notice that Q must
satisfy
n− 1
2
≤ Q ≤ n− 1 from Bishop comparison theorem with respect to the
volume of geodesic spheres([19]).
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Corollary 1.6 of section 1 is a direct consequence of Theorem 1.2.
Proof of Theorem 1.2. We will show (ii) and then (i).
(ii): The coefficient h(r) of
df
dz
is written from (5.2) as
h(r) =
1
2
sinh r(σ(r) + coth r).
It has also another representation given as
h(r) =c− (a+ b+ 1)z = c− (a+ b+ 1)
(
− sinh2 r
2
)
=
(
c− 1
2
(a+ b+ 1)
)
+
1
2
(a+ b+ 1) cosh r,
by assuming that (X, g) is of hypergeometric type. Therefore, we obtain the
equality
σ(r) =
2
sinh r
(
c− 1
2
(a+ b+ 1)
)
+ (a+ b)
cosh r
sinh r
. (5.4)
Lemma 5.5. σ(r) has the following asymptotical formulae;
σ(r) =
n− 1
r
+ o(1), r→ +0, (5.5)
σ(r) =Q+O (1/r) , r → +∞, (5.6)
(refer for (5.5) to [15, Lemma 12.2] and for (5.6) to [20, Lemma 4.2]).
Remark 5.6. (5.6) of Lemma 5.5 is derived by the aid of Rauch comparison
theorem (cf. [9, Ch.10]), by comparing (X, g) with the euclidean space with
respect to the sectional curvature.
Letting r → +∞ in (5.4) a+b = Q, while ab = ν = Q24 +λ2. So, a, b = Q2 ±iλ.
From (5.5) letting r → 0 leads rσ(r) → n− 1 and, from (5.4)
rσ(r) =
2r
sinh r
(
c− 1
2
(a+ b+ 1)
)
+ (a+ b)r
cosh r
sinh r
→ 2
(
c− 1
2
(a+ b+ 1)
)
+ (a+ b) = 2c− 1
and consequently c = n/2.
Thus we obtain
1
2
σ(r) sinh r +
1
2
cosh r =
n
2
+ (Q+ 1) sinh2
r
2
.
So
σ(r) sinh r =n+ 2(Q+ 1) sinh2
r
2
− cosh r
=n
(
cosh2
r
2
− sinh2 r
2
)
+ 2(Q+ 1) sinh2
r
2
−
(
cosh2
r
2
+ sinh2
r
2
)
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and hence
σ(r) × 2 sinh r
2
cosh
r
2
= (n− 1) cosh2 r
2
+ (−n+ 2Q+ 1) sinh2 r
2
,
so we have
σ(r) =
(n− 1) cosh2 r2
2 sinh r2 cosh
r
2
+
(2Q− n+ 1) sinh2 r2
2 sinh r2 cosh
r
2
=
n− 1
2
coth
r
2
+
(
Q− n− 1
2
)
tanh
r
2
.
From the equality Θ
′(r)
Θ(r) = σ(r) we obtain easily
Θ(r) = kg sinh
(n−1) r
2
cosh(2Q−(n−1))
r
2
for a constant kg > 0. The constant kg is given exactly as − 2n3Q−(n−1) Ricg from
Ledger’s formula (
Θ(r)
rn−1
)′′∣∣∣∣∣
r=0
= −1
3
Ricg, (5.7)
which is valid for a harmonic manifold (refer to [4, 6.38] for the Ledger’s for-
mula).
Compute the left hand side of (5.7) as
Θ(r)
rn−1
=
kg
2n−1
(
1 +
n− 1
3!
( r
2
)2
+O(r4)
)(
1 +
ℓ
2!
( r
2
)2
+O(r4)
)
(ℓ := 2Q− (n− 1)) and then
Θ(r)
rn−1
=
kg
2n−1
(
1 +
(
Q− n− 1
3
)
r2
4
+O(r4)
)
so that (
Θ
rn−1
)′′∣∣∣∣∣
r=0
=
kg
2n
(
Q− n− 1
3
)
.
We therefore obtain (1.4).
(i): The spherical function f = ϕλ satisfies the hypergeometric differential
equation. So, the function f can be described as (1.2).
Remark 5.7. Although the formula (5.7) is shown from Ledger’s formula, we
will show it directly. It suffices to show
Θ(t) = tn−1
(
1− 1
3!
Ricgt
2 +O(t3)
)
. (5.8)
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For this, we write Θ(t) as Θ(t) = detA(t) where A(t) is the Jacobi tensor field
along γ defined at (2.3). A(t) satisfies A(0) = O, A′(0) = idu⊥ (u = γ
′(0)).
Then A(t) is expanded with respect to t as
(τ t0)
−1 A(t)τ t0 = A(0) +A
′(0)t+
1
2
A′′(0)t2 +
1
3!
A′′′(0)t3 + · · · ,
where τ t0 is the parallel translation along γ from 0 to t. Since A(t) satis-
fies the equation A′′(t) + Rγ′(t)A(t) = O with respect to the Jacobi operator
Rγ′(t) : γ
⊥(t)→ γ⊥(t) which is associated to the Riemannian curvature tensor,
the several coefficients of the expansion of (τ t0)
−1 A(t)τ t0 other than A(0) = O,
A′(0) = idu⊥ are given by A
′′(0) = O and A′′′(0) = −Rγ′(0)A′(0) = −Ru and
then we have
Θ(t) = tn−1 det
(
idu⊥ −
1
3!
Rut
2 +O(t3)
)
from which (5.8) is derived, since det
(
idu⊥ − 13!Rut2 +O(t3)
)
= 1− 13! trRut2+
o(t2) and trRu is the Ricci curvature Ric(u, u) of unit tangent vector u. Notice
that from this argument (X, g) turns out to be Einstein, since Θ(t) is indepen-
dent of a choice of u.
Proof of Theorem 1.3. This theorem is derived from (5.2). In fact from Lemma
5.5 one has c1 = (n− 1)/2 from an asymptotical property that limr→0 rσ(r) =
n− 1 and c1 + c2 = Q from the fact limr→∞ σ(r) = Q. So, c2 = Q− (n− 1)/2.
One substitutes this form of σ(r) into (5.2) from which one derives a Gauss
hypergeometric equation.
Note 5.8. From the above argument one writes the radial part of the Laplace-
Beltrami operator as
∆rad = −
[
d2
dr2
+
{
(n− 1)
2
coth
r
2
+
(
Q− (n− 1)
2
)
tanh
r
2
}
d
dr
]
. (5.9)
Substituting t = r/2, −4∆rad becomes the Jacobi operator
d2
dt2
+ {(n− 1) coth t+ (2Q− (n− 1)) tanh t} d
dt
.
So, spherical functions on (X, g) are written by Jacobi functions, as shown in
section 7 (see also [2, 24]).
Proposition 5.9. Let (X, g) be a Damek-Ricci space. Then (X, g) is a har-
monic Hadamard manifold of hypergeometric type.
For this proposition refer to [2, 31].
Remark 5.10. A Damek-Ricci space S is a simply connected, solvable Lie
group with a left invariant Riemannian metric, written as a semi-direct product
S = A ⋉N of A ∼= R with a generalized Heisenberg group N . The Lie algebra
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n of N with an inner product 〈·, ·〉 is decomposed into n = v⊕ z with respect to
the center z and its orthogonal complement v = z⊥. So, the Lie algebra s of S
is s = v⊕ z⊕R and dimS = n is given as n = m+ k+1, m = dim v, k = dim z.
Via Cayley type transform, the volume density has the form of radial function
at the origin
Θ(r) = 2m+k
(
sinh
r
2
)m+k (
cosh
r
2
)k
(5.10)
(refer to [2, (1.16)]). S is an Einstein manifold. Ricci curvature of S is −(m4 +k)
via the formula (5.7) and volume entropyQ = m2 +k so the constant kg = 2
n−1 =
2m+k.
6 Hypergeometric functions
We provide in this section several basic properties of Gauss hypergeometric
functions which are adequate for the sequel.
Let F (a, b, c; z) be the Gauss hypergeometric function with parameters a, b, c ∈
C(c 6= 0,−1,−2, . . . ) defined by the hypergeometric series
∞∑
m=0
(a)m(b)m
(c)m
· z
m
m!
, (6.1)
where
(a)m := a(a+ 1) . . . (a+m− 1) = Γ(a+m)
Γ(a)
, (a)0 := 1.
This series is absolutely convergent for |z| < 1 and divergent when |z| > 1.
Then, F (a, b, c; z) = F (b, a, c; z) is analytic when |z| < 1. If ℜ(c − a − b) > 0,
the series is absolutely convergent when |z| = 1 (cf. [33, 2.38]) and one has
F (a, b, c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , (6.2)
known as Gauss’s Theorem([33, 14.2], [1, 15.1.20]). Here Γ(z) is the Gamma
function which is analytic, except at the points z = 0,−1,−2, . . . , where Γ(z)
has poles(cf. [33, 12.10] for its definition and properties). By analytic continu-
ation F (a, b, c; z) is considered as an analytic function for z ∈ C \ [1,∞). The
differentiation of F (a, b, c; z) is given
dF
dz
(a, b, c; z) =
ab
c
F (a+ 1, b+ 1, c+ 1; z), (6.3)
refer to [1, 15.2.1] for this.
F (a, b, c; z) is a solution of the Gauss hypergeometric differential equation
(5.3), regular at the singular point z = 0.
16
There are many transformation formulae between hypergeometric functions
among which we employ the following;
F (a, b, c; z) = B1(−z)−a F
(
a, 1− c+ a, 1− b+ a; 1
z
)
(6.4)
+ B2(−z)−b F
(
b, 1− c+ b, 1− a+ b; 1
z
)
,
B1 =
Γ(c)Γ(b − a)
Γ(b)Γ(c− a) , B2 =
Γ(c)Γ(a− b)
Γ(a)Γ(c− b) (6.5)
(refer for this to [1, 15.3.7],[10, 2.10.(2),(5)], [33, 15.51]) and
F (a, b, c; z) = (1 − z)−a F
(
a, c− b, c; z
z − 1
)
(refer to [1, 15.3.4],[10, 2.9.(3)]), known as Kummer transformation formulae.
The first one is significantly important for study of Jacobi transform and the
spherical transform. The hypergeometric functions in the right hand of (6.4) are
solutions of the Gauss hypergeometric differential equation, regular at z = ∞.
The second formula appeared in [31].
7 Jacobi Functions and Jacobi Transform
Definition 7.1. The function φ
(α,β)
µ = φ
(α,β)
µ (t) (α, β ∈ C, −α 6∈ N) is called
Jacobi function of order (α, β), if it is an even smooth function on R which
equals 1 at t = 0 and which satisfies the differential equation[
d2
dt2
+ {(2α+ 1) coth t+ (2β + 1) tanh t} d
dt
+
(
µ2 + T 2
)]
φµ(t) = 0. (7.1)
Here T := α+ β + 1.
Let Ω(α,β)(t) := 2
2T (sinh t)
2α+1
(cosh t)
2β+1
be the weight function associ-
ated with the Jacobi function φ
(α,β)
µ of order (α, β). For a smooth function f
on R with compact support the Jacobi transform J(α,β) of f is defined by
Definition 7.2 (cf. [2, 24, 23, 12]).(J(α,β)f) (µ) := ∫ ∞
0
f(t)φ(α,β)µ (t)Ω(α,β)(t)dt, µ ∈ C. (7.2)
The differential equation (7.1) is a second order equation for which the point
t = 0 is a regular singularity. The Jacobi function φ
(α,β)
µ is the unique solution
of (7.1), regular at t = 0, and is expressed in terms of a hypergeometric function
φ(α,β)µ (t) = F
(
T − iµ
2
,
T + iµ
2
, α+ 1;− sinh2 t
)
. (7.3)
It is noted that (Γ(α + 1))−1φ
(α,β)
µ (t) is an entire function of α, β and µ (also
for α = −1,−2, · · · ). See [23] for this.
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Lemma 7.3. Changing the variable as t = r/2, the spherical function ϕλ =
ϕλ(r) becomes the Jacobi function φ
(α,β)
µ (t) of order (α, β) =
(n
2
− 1, Q− n
2
)
and µ = 2λ;
ϕµ/2(r) = φ
(α,β)
µ (r/2). (7.4)
Furthermore, Θ(r) = Cg Ωα,β(r/2) and Q = T (= α+ β + 1). Here
Cg = 2
−2Qkg = − 2
n−2Q
3Q− (n− 1)Ricg. (7.5)
Therefore, the spherical transform is expressed as
(Hf) (λ) = 2C (Jα,β)(f ◦ i2)) (2λ), (7.6)
where i2 : R→ R; t 7→ 2t is the multiplication(cf. [2, 2.14]).
Due to [10, 2.9(13)], for µ 6∈ −iN another solution of (7.1) is given by
Φ(α,β)µ (t) = (2 sinh t)
iµ−T
× F
(
1
2
(−α+ β + 1− iµ), 1
2
(T − iµ), 1− iµ;−(sinh t)−2
)
, (7.7)
(cf. [23, 11]). The function Φ
(α,β)
µ satisfies Φ
(α,β)
µ (t) = e(iµ−T )t(1+o(1)), t→∞.
For µ 6∈ Z by using [10, 2.10(2), 2.10(5)], φ(α,β)µ (t) is a linear combination of
Φ
(α,β)
µ , Φ
(α,β)
−µ which are linearly independent, as
π1/2(Γ(α+ 1))−1φ(α,β)µ (t) =
1
2
cα,β(µ)Φ
(α,β)
µ (t) +
1
2
cα,β(−µ)Φ(α,β)−µ (t), (7.8)
where
cα,β(µ) =
2T Γ(12 iµ)Γ(
1
2 (1 + iµ))
Γ(12 (T + iµ))Γ(
1
2 (α − β + 1 + iµ))
. (7.9)
Here, since φµ(t) ≡ φ−µ(t), the coefficient of Φ−µ is cα,β(−µ). The formula
(7.8) comes from (6.4), (6.5). Note for the Jacobi function Φ−µ(t) refer to [10,
2.9(9)].
Remark 7.4. Let (α, β) = (−1/2,−1/2). Then
φ(−1/2,−1/2)µ (t) = cosµt, Φ
(−1/2,−1/2)
µ (t) = e
iµt,
Ω−1/2,−1/2(t) = 1, c−1/2,−1/2(µ) = 1.
The Jacobi transform Jα,β for α = β = −1/2 is the classical Fourier cosine
transform; for f ∈ C∞0
(J−1/2,−1/2(f))(µ) = (2/π)1/2
∫ ∞
0
f(t) cosµt dt (7.10)
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and the inversion formula for J−1/2,−1/2 is
f(t) = (2/π)1/2
∫ ∞
0
(J−1/2,−1/2(f))(µ) cosµt dµ (7.11)
= (2π)−1/2
∫ ∞
−∞
(J−1/2,−1/2(f))(µ) cosµt dµ.
8 Green’s formula
In this section and the subsequent sections, we verify the inversion formula
not directly. We show the indirect version of the inversion formula, given in
Proposition 10.6, or more precisely at the equality (10.21) for any h ∈ PWCeven,
by employing the method of Go¨tze([14]) with respect to Green’s formula for the
Laplace-Beltrami operator ∆ and Riemann-Lebesgue’s lemma. As Lemma 11.1
indicates, the map defined by the right hand of the formula (1.9) has its range
in C∞c (X)rad so that we obtain the inversion formula from (10.21) by applying
the injectivity of the spherical Fourier transform, shown in [28].
The following is known as Green’s formula.
Proposition 8.1. Let (M, g) be a compact, oriented, Riemannian manifold
with boundary ∂M . Let f1 and f2 be smooth functions on M . Then∫
M
(
f1∆f2 − f2∆f1
)
dvM = −
∫
∂M
(
f1
∂f2
∂ν
− f2
∂f1
∂ν
)
dv∂M . (8.1)
∂f
∂ν denotes the normal derivative of f , defined by
∂f
∂ν (x) := 〈∇f, ν〉, x ∈ ∂M ,
where ν is the outer unit normal field to ∂M .
Let (X, g) be a harmonic Hadamard manifold. Let o be a fixed point of
X . Let ϕ = ϕ(r) and ψ = ψ(r) be complex valued, radial functions which are
eigenfunctions of ∆;
∆ϕ =
(
Q2
4
+ λ2
)
ϕ, ∆ψ =
(
Q2
4
+ µ2
)
ψ, (8.2)
where Q > 0 is the volume entropy of (X, g) and λ, µ ∈ C.
Apply Proposition 8.1 to ϕ = ϕ(r) and ψ = ψ(r) over a geodesic ball M =
B(o; r) ⊂ X . We have then, since ν = ∇r over S(o; r) = ∂B(o; r)
Lemma 8.2.
(λ2 − µ2)
∫
B(o;r)
ϕ(r)ψ(r)dvB(o;r) = ωn−1
(
ϕ(r)ψ
′
(r) − ϕ′(r)ψ(r)
)
Θ(r)
= ωn−1WΘ(ϕ(r), ψ(r)).
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Here WΘ(ϕ, ψ)(r) :=
{
ϕ(r) ψ′(r)−ϕ′(r)ψ(r)}Θ(r) is called the Wronskian
of functions ϕ(r) and ψ(r) with respect to Θ(r). The integration of a radial
function f = f(r) over B(o; r) and over ∂B(o; r) are respectively given by∫
B(o;r)
fdvB(o;r) =
∫ r
0
dtf(t) · area(S(o; t))
and ∫
∂B(o;r)
f(r)dv∂B(o;r) = f(r) · area(S(o; r)).
Here area(S(o; t)) = ωn−1Θ(r) with respect to the volume density
Θ(r) = kg sinh
n−1 r/2 cosh(2Q−(n−1)) r/2
of S(o; r) and the volume ωn−1 of the unit (n− 1)-sphere.
Note 8.3. ωn−1 =
2πn/2
Γ(n2 )
.
9 Asymptotic formula
Let λ ∈ R. We consider the spherical functions ϕλ(r) of Theorem 1.2
ϕλ(r) = F
(
Q
2
− iλ, Q
2
+ iλ,
n
2
; z
)
, z = − sinh2 r
2
. (9.1)
To apply Green’s formula we need to compute the following term for λ, µ ∈ R,
λ 6= ±µ
WΘ(ϕλ, ϕµ)(r) =
{
ϕλ(r)
(
ϕµ
)′
(r) − (ϕλ)′ (r)ϕµ(r)
}
Θ(r). (9.2)
For each λ we represent from (7.4), for t = r/2, ϕλ as ϕλ(r) = φ
(α,β)
2λ (t)
and ϕ′λ(r)
(
:=
dϕλ
dr
(r)
)
=
1
2
φ′2λ(t) where φ
′
µ(t) :=
d
dt
φµ(t). In what follows,
we abbreviate φ
(α,β)
µ (t) and cα,β(µ) as φµ(t), and c(µ), respectively. From (7.8)
(cf. [23])
ϕλ(r) =
Γ(n/2)
π1/2
· 1
2
{
c(2λ) Φ2λ(t) + c(−2λ) Φ−2λ(t)
}
, t =
r
2
, (9.3)
where Φ±µ(t) and c(µ) = cα,β(µ) are given at (7.7) and (7.9).
Note 9.1. c(µ) = c(−µ) for real µ, and Γ(α+ 1) = Γ(n/2), since α = n/2− 1,
β = Q− n/2 in the situation of spherical functions.
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Lemma 9.2.
WΘ(ϕλ, ϕµ)(r) =
Γ(n/2)2
π
Cg
1
2 · 4
{
c(2λ)c(2µ)WΩ(Φ2λ,Φ2µ)(t) (9.4)
+ c(2λ)c(−2µ)WΩ(Φ2λ,Φ−2µ)(t)
+ c(−2λ)c(2µ)WΩ(Φ−2λ,Φ2µ)(t)
+ c(−2λ)c(−2µ)WΩ(Φ−2λ,Φ−2µ)(t)
}
, t =
r
2
,
HereWΩ(Φ2λ,Φ2µ)(t) is the Wronskian of Φ2λ(t) and Φ2µ(t) associated with
the weight function Ω(t) with respect to the variable t > 0. Notice the multiple
factor
1
2 · 4 of the right hand of (9.4) comes from the derivation coefficient as
given by ϕ′λ(r) =
1
2
φ′2λ(t) together with twice of 1/2 appeared in the form (7.8).
Asymptotic behavior of Φµ(t) and Φ
′
µ(t) is obtained in [23, 12] as
Lemma 9.3. As t→∞,
Φµ(t) = e
(iµ−Q)t (1 + o(1)) , (9.5)
Φ′µ(t) =
(
(iµ−Q) + 23e−2t) e(iµ−Q)t (1 + o(1)) . (9.6)
In fact
Φ(α,β)µ (t) = (e
t − e−t)iµ−Q
× F
(
1
2
(−α+ β + 1− iµ), 1
2
(Q − iµ), 1− iµ;−(sinh t)−2
)
, (9.7)
so the first formula is obvious. The second one is obtained as follows.
Φ′µ(t) =
{
(et − e−t)iµ−Q}′F (z) + (et − e−t)iµ−Q dz
dt
dF
dz
(z),
where z = − 1
sinh2 t
and
dz
dt
= 2(sinh t)−3 cosh t so that by applying the differ-
entiation formula (6.3) one gets the second asymptotic formula.
The WronskianWΩ(Φ2λ,Φ2µ)(t) is represented asymptotically, by the aid of
Lemma 9.3 as
Lemma 9.4.
WΩ(Φ2λ,Φ2µ)(t) = −i(2λ+ 2µ) exp{i(2λ− 2µ)t}(1 + o(1)), (9.8)
as t→∞.
Proof.
Φ2λ(t) · Φ′2µ(t) = exp{(i2λ−Q)t}(i2µ−Q) exp{(i2µ−Q)t}(1 + o(1))(9.9)
= (−i2µ−Q) exp{(i(2λ− 2µ)− 2Q) t}(1 + o(1))
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and similarly
Φ′2λ(t) · Φ2µ(t) = (i2λ−Q) exp{(i2λ−Q)t} exp{(i2µ−Q)t}(1 + o(1))
= (i2λ−Q) exp{(i(2λ− 2µ)− 2Q) t}(1 + o(1))
so that (9.8) is obtained, since Ω(t) = e2Qt(1 + o(1)).
Other Wronskians are given similarly as
WΩ(Φ2λ,Φ−2µ)(t) = −2i(λ− µ) exp{(2i(λ+ µ)) t}(1 + o(1)),
WΩ(Φ−2λ,Φ2µ)(t) = −2i(−λ+ µ) exp{(2i(−λ− µ)) t}(1 + o(1)),
WΩ(Φ−2λ,Φ−2µ)(t) = 2i(λ+ µ) exp{(−2i(λ− µ)) t}(1 + o(1)).
Therefore, by noticing Θ(r) = Cg Ω(t), t = r/2 we have
Lemma 9.5. The Wronskian term WΘ(ϕλ, ϕµ)(r) is given, as r and hence
t→ +∞
WΘ(ϕλ, ϕµ)(r) = Γ(n/2)
2
π
Cg
1
2 · 4
{
c(2λ)c(2µ) (−2i(λ+ µ)) e(2i(λ−µ))t
+ c(2λ)c(2µ) (−2i(λ− µ)) e(2i(λ+µ))t
+ c(2λ)c(2µ) (2i(λ− µ)) e(−2i(λ+µ))t
+ c(2λ)c(2µ) (2i(λ+ µ)) e(−2i(λ−µ))t
}
(1 + o(1)).
Therefore, since t = r/2,
WΘ(ϕλ, ϕµ)(r) (9.10)
=
Γ(n/2)2
π
Cg
2
2 · 4
{
c(2λ)c(2µ){−i(λ+ µ)} (cos(λ− µ)r + i sin(λ− µ)r)
+ c(2λ)c(2µ){−i(λ− µ)} (cos(λ+ µ)r + i sin(λ+ µ)r)
+ c(2λ)c(2µ){i(λ− µ)} (cos(λ + µ)r − i sin(λ− µ)r)
+ c(2λ)c(2µ){i(λ+ µ)} (cos(λ − µ)r − i sin(λ− µ)r)
}
(1 + o(1))
As a consequence
WΘ(ϕλ, ϕµ)(r) (9.11)
=
Γ(n/2)2
π
Cg
1
4
[
{i(λ+ µ) cos(λ − µ)r}{−c(2λ)c(2µ) + c(2λ)c(2µ)}
+ {(λ+ µ) sin(λ− µ)r}{c(2λ)c(2µ) + c(2λ)c(2µ)}
+ {i(λ− µ) cos(λ+ µ)r}{−c(2λ)c(2µ) + c(2λ)c(2µ)}
+ {(λ− µ) sin(λ+ µ)r}{c(2λ)c(2µ) + c(2λ)c(2µ)}
]
(1 + o(1))
Here the term {−c(2λ)c(2µ) + c(2λ)c(2µ)} tends to zero, when λ → µ and
{−c(2λ)c(2µ) + c(2λ)c(2µ)} tends to zero, when λ → −µ so that there exist
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smooth functions L1(2λ; 2µ), L2(2λ; 2µ) of λ such that
{−c(2λ)c(2µ) + c(2λ)c(2µ)} = (λ− µ)L1(2λ; 2µ),
{−c(2λ)c(2µ) + c(2λ)c(2µ)} = (λ+ µ)L2(2λ; 2µ). (9.12)
Here, for any fixed λ L1 and L2 are given by
L1(2λ; 2µ) :=
∫ 1
0
{
− ∂c
∂λ
(2λ1(s))ds c(2µ) +
∂c
∂λ
(2λ1(s))ds c(2µ)
}
,(9.13)
L2(2λ; 2µ) :=
∫ 1
0
{
− ∂c
∂λ
(2λ2(s))ds c(2µ) +
∂c
∂λ
(2λ2(s))ds c(2µ)
}
,(9.14)
where λ1(s) = (1−s)λ+sµ is a path joining λ and µ and λ2(s) = (1−s)λ+s(−µ)
is a path joining λ and −µ. This argument requires the following fact; Let
f = f(x) be a smooth function of x ∈ R satisfying f(0) = 0. Then there exists
a smooth function g = g(x) such that f(x) = x · g(x) and g(0) = f ′(0). In fact,
let g(x) =
∫ 1
0
df
dx(sx)ds. Then f(x) − f(0) = u(1) − u(0) =
∫ 1
0
du
ds (s)ds, where
u(s) := f(sx) for a given x. By paying attention to the integral term
∫ 1
0
du
ds (s)ds
more carefully, we may define L1, L2 more directly as
L1(2λ; 2µ) :=
−c(2λ)c(2µ) + c(2λ)c(2µ)
λ− µ , λ 6= µ, (9.15)
:= − ∂c
∂λ
(2µ)c(2µ) +
∂c
∂λ
(2µ) c(2µ), λ = µ, (9.16)
and similarly for L2(2λ; 2µ).
Now we apply Lemma 8.2 to the spherical functions ϕλ(r), ϕµ(r) and then
have the following by dividing (9.11) by λ2 − µ2 as∫
x∈B(o;r)
ϕλ(r(x))ϕµ(r(x))dvg(x) (9.17)
=
1
λ2 − µ2 ωn−1WΘ(ϕλ, ϕµ)(r)
=
Γ(n/2)2
π
Cg ωn−1
1
4
[
i cos(λ − µ)r · L1(2λ; 2µ) + i cos(λ+ µ)r · L2(2λ; 2µ)
+
sin(λ− µ)r
λ− µ {c(2λ)c(2µ) + c(2λ)c(2µ)}
+
sin(λ+ µ)r
λ+ µ
{c(2λ)c(2µ) + c(2λ)c(2µ)}
]
(1 + o(1)),
as r→ +∞.
Let h = h(λ) ∈ PWCeven be an even entire function on C of exponential
type. We investigate the integral of h = h(λ) with respect to the measure
1
|c(2λ)|2 dλ along the real line;∫ +∞
−∞
h(λ)
1
|c(2λ)|2 dλ ·
∫
x∈B(o;r)
ϕλ(r(x))ϕµ(r(x))dvg , (9.18)
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for a fixed real µ. From (9.17) this is written as
ωn−1
Γ(n/2)2
π
Cg
1
4
∫ +∞
−∞
dλh(λ)
1
|c(2λ)|2 (9.19)
×
[
i cos(λ− µ)r L1(2λ; 2µ)
+ i cos(λ+ µ)r L2(2λ; 2µ)
+
sin(λ− µ)r
λ− µ {c(2λ)c(2µ) + c(2λ)c(2µ)}
+
sin(λ+ µ)r
λ+ µ
{c(2λ)c(2µ) + c(2λ)c(2µ)}
]
(1 + o(1)).
10 Riemann-Lebesgue’s lemma
Theorem 10.1 ([14]). For any h ∈ L1([0,∞)) it holds
lim
t→∞
∫ ∞
0
h(λ) sin(λt)dλ = lim
t→∞
∫ ∞
0
h(λ) cos(λt)dλ = 0 (10.1)
and
lim
t→∞
1
π
∫ ∞
0
h(λ)
sin ((λ− µ)t)
λ− µ dλ = h(µ), (10.2)
for almost every µ > 0.
We apply this theorem to functions defined on R by using Lebesgue’s dom-
inated convergence theorem as
Lemma 10.2. For any h ∈ L1(R) it holds
lim
t→∞
∫ ∞
−∞
h(λ) sin(λt)dλ = lim
t→∞
∫ ∞
−∞
h(λ) cos(λt)dλ = 0 (10.3)
and
lim
t→∞
1
π
∫ ∞
−∞
h(λ)
sin((λ− µ)t)
λ− µ dλ = h(µ) (10.4)
for almost every fixed µ.
Remark 10.3. (10.4) holds for any µ, if h = h(λ) and its classical Fourier
transform belong to L1(R). In fact, (10.4) follows from the inversion formula
for the classical Fourier transform for h by making use of
sin(λ− µ)t
λ− µ =
1
2
∫ t
−t
e−i(λ−µ)xdx.
Proof. The integral
∫∞
−∞
h(λ) sin(λt)dλ is written as∫ ∞
−∞
h(λ) sin(λt)dλ =
∫ ∞
0
(h(λ)− h(−λ)) sin(λt)dλ.
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So, from Theorem 10.1 this reduces to zero. The cosine formula is similarly
shown.
To show (10.4) we let µ > 0 without loss of generality. Decompose (10.4)
into
lim
t→∞
1
π
∫ ∞
−∞
h(λ)
sin((λ− µ)t)
λ− µ dλ
= lim
t→∞
1
π
∫ 0
−∞
h(λ)
sin((λ− µ)t)
λ− µ dλ+ limt→∞
1
π
∫ ∞
0
h(λ)
sin((λ− µ)t)
λ− µ dλ.
In the first integral term the function
h(λ)
λ− µ belongs to L
1, since |h(λ)/(λ − µ)|
≤ |h(λ)|/µ. So, the first formula of Theorem 10.1 is applied to see that the first
integral term vanishes. Moreover, we can apply formula (10.2) of Theorem 10.1
to the second integral term to obtain (10.4).
Lemma 10.4. Let h = h(λ) ∈ PWCeven be an even entire function of ex-
ponential type. The function of λ ∈ R, defined by h(λ)Li(2λ, 2µ)|c(2λ)|2 , belongs to
L1(−∞;∞) for any fixed µ, for i = 1, 2.
Proof. Since h satisfies that for any N ∈ N there exist CN > 0 and R > 0 such
that, for λ ∈ R,
|h(λ)| ≤ CN (1 + |λ|)−N exp (R|ℑλ|) = CN (1 + |λ|)−N . (10.5)
Here ℑλ = 0 for real λ.
Now we provide the estimation for c(λ) and c(λ)−1 from [11, 23].
Lemma 10.5. There exists K > 0 such that
|c(λ)| ≤ K(1 + |λ|)−(n−1)/2, (10.6)
|c(λ)−1| ≤ K(1 + |λ|)(n−1)/2 (10.7)
for any real λ.
The estimation (10.6) is obtained by applying Corollary 9, [11] with respect
to the estimation of λc(−λ); |λc(−λ)| ≤ K(1 + |λ|)1−(p+q)/2, where the real
numbers p, q in the notation of [11] coincide with (α− β)/2 = 2(n−Q− 1) and
2β + 1 = 2Q − n + 1, respectively in our notation. Although in [11] p, q > 0
is assumed, we can get the above estimations by using directly Stirling formula
for the Gamma function.
Remark 10.6. (i) λc(−λ) is a holomorphic in λ and (ii) c(−λ)−1 is continuous
for real λ. (i) is obtained from the argument of the Wronskian(see [11, Lemma
8]). In fact, WΩ(φ2λ,Φ2λ)(t) is shown to be constant with respect to t whose
value is lim
t→∞
WΩ(φλ,Φλ)(t) = Γ(n/2)√
π
iλc(−λ) so that λc(−λ) is a holomorphic
with respect to the parameter λ ∈ C. For (ii) Gamma function Γ(z) and its
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reciprocal 1/Γ(z) are both meromorphic functions having simple poles at z =
−n, (n = 0, 1, 2, · · · , ) and simple zeros at z = −n,(n = 0, 1, 2, · · · ), respectively.
Refer for this to [1, 6.1.3].
Therefore the L1-estimation of h(λ)
L1(2λ; 2µ)
c(2λ)c(2λ)
is as follows. For a fixed µ
and for λ with λ 6= µ by using the notice for the description of L1 at (9.15)∣∣∣∣∣h(λ) L1(2λ; 2µ)c(2λ)c(2λ)
∣∣∣∣∣ = |h(λ)|
∣∣∣∣∣ 1c(2λ)c(2λ)
∣∣∣∣∣ | − c(2λ)c(2µ) + c(2λ)c(2µ)||λ− µ| (10.8)
≤ 2|c(2µ)| |h(λ)||λ− µ|
1
|c(2λ)|
≤ 4|c(2µ)|K(1 + |λ|){(n−1)/2−1}|h(λ)|,
where the estimation of c(−λ)−1 in Lemma 10.5 is applied and 1/|λ−µ| ≤ 2/|λ|
for any sufficiently large λ is used. Choose an integer N > 0 satisfying N >
(n − 1)/2 − 1 + 2 so (n − 1)/2 − 1 − N < −2 and CN > 0. Then, that h is
exponential type implied∣∣∣∣∣h(λ) L1(2λ; 2µ)c(2λ)c(2λ)
∣∣∣∣∣ ≤ 4|c(2µ)|K CN (1 + |λ|)(n−1)/2−1−N (10.9)
from which the desired result is derived. A similar argument for L2 completes
the lemma.
By applying Riemann-Lebesgue’s lemma and using Lemma 10.4 we have
lim
r→∞
∫ ∞
−∞
dλ
h(λ)
|c(2λ)|2 L1(2λ; 2µ) cos(λ− µ)r = 0, (10.10)
lim
r→∞
∫ ∞
−∞
dλ
h(λ)
|c(2λ)|2 L2(2λ; 2µ) cos(λ+ µ)r = 0.
On the other hand we have
lim
r→∞
∫ ∞
−∞
dλ
h(λ)
|c(2λ)|2
{
c(2λ)c(2µ) + c(2λ)c(2µ)
} sin(λ − µ)r
λ− µ (10.11)
= lim
r→∞
∫ ∞
−∞
dλ
[
h(λ)
{
c(2µ)
c(2λ)
+
c(2µ)
c(2λ)
}]
sin(λ− µ)r
λ− µ
= π h(µ)
{
c(2µ)
c(2µ)
+
c(2µ)
c(2µ)
}
= 2πh(µ),
from Remark 10.3, since the function in the above parenthesis [. . . ], denoted by
q = q(λ) and its classical Fourier transform are shown to be in L1. In fact, set
for a fixed µ
q(λ) = h(λ)
{
c(2µ)
c(2λ)
+
c(2µ)
c(2λ)
}
= h(λ)
{
c(−2µ)
c(−2λ) +
c(2µ)
c(2λ)
}
, λ ∈ R.(10.12)
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It is shown similarly as in the proof of Lemma 10.4 that q belongs to L1. In the
following we will show q̂cl ∈ L1. The function h(λ), the factor of q(λ) is smooth
and rapidly decreasing, since h ∈ PWCeven is the image of the classical Fourier
transform of a rapidly decreasing smooth function. Then, h satisfies that for
any N ∈ N there exists a constant CN > 0∣∣∣∣∣
(
d
dλ
)k
h(λ)
∣∣∣∣∣ ≤ CN (1 + |λ|)−N , k = 0, 1, 2.
On the other hand, for the functions c(±2λ)−1 it is observed that there exist
Kk > 0 and a positive integer N0 such that
∣∣∣∣∣
(
d
dλ
)k
c(±2λ)−1
∣∣∣∣∣ ≤ Kk(1 +
|λ|)N0 , k = 0, 1, 2. In fact, using the exact form of c(±2λ) which appears
at Lemma 10.8 in terms of Γ(z), we have by the aids of Digamma function
ψ(z) := d/dz log Γ(z) and its derivative ψ′(z) that(
d
dλ
)
c(2λ)−1 = i {ψ(a+ iλ) + ψ(b+ iλ)− 2ψ(2iλ)} c(2λ)−1,(
d
dλ
)2
c(2λ)−1 = −[ {ψ′(a+ iλ) + ψ′(b + iλ)− 4ψ′(2iλ)}
+ {ψ(a+ iλ) + ψ(b+ iλ)− 4ψ(2iλ)}2 ] c(2λ)−1, λ ∈ R,
where a = Q/2, b = (n − Q)/2. By using formulae [1, 6.3.5, 6.4.6] and [1,
6.3.18, 6.4.12] of ψ(z) together with (10.7) we can see that c(2λ)−1 and similarly
c(−2λ)−1 are of C2, even at λ = 0 and
∣∣∣∣∣
(
d
dλ
)k
c(±2λ)−1
∣∣∣∣∣, k = 1, 2 are bounded
from above by Kk(1+|λ|)N0 . Therefore, the function q(λ) is of C2 and
(
d
dλ
)k
q
belongs to L1, k = 0, 1, 2 and then from the degree decreasing property of the
classical Fourier transform there exists a constant C > 0 such that |q̂cl(ξ)| ≤
C(1 + |ξ|)−2, from which q̂cl belongs to L1. Thus, by applying Theorem 10.2
together with Remark 10.3 we get (10.11).
Similarly we have
lim
r→∞
∫ ∞
−∞
dλ
h(λ)
|c(2λ)|2
{
c(2λ)c(2µ) + c(2λ)c(2λ)
} sin(λ+ µ)r
λ+ µ
(10.13)
= 2π h(−µ).
As a consequence of (9.18), (9.19) we have for a fixed µ, since h = h(λ) is
even
lim
r→∞
∫ ∞
−∞
dλ
h(λ)
|c(2λ)|2
∫
B(o;r)
ϕλ(r(x))ϕµ(r(x))dvB(o;r) (10.14)
= ωn−1
Γ(n/2)2
π
Cg
1
4
4πh(µ) = ωn−1 Γ(n/2)
2Cg h(µ).
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Proposition 10.7. Let h = h(λ) ∈ PWCeven. Then for any real µ
h(µ) = lim
r→∞
∫ ∞
−∞
dλ
h(λ)
ωn−1 Γ(n/2)2Cg |c(2λ)|2
×
∫
x∈B(o;r)
ϕλ(r(x))ϕµ(r(x))dvB(o;r). (10.15)
Lemma 10.8.
c(2λ) = 2
√
π
1
Γ(n/2)
c(λ). (10.16)
Here, c(λ) is the Harish-Chandra c-function, given at (1.11).
The above formula (10.16) is derived as follows;
c(2λ) =
2Q Γ(iλ)Γ(12 + iλ)
Γ(n−Q2 + iλ)Γ(
Q
2 + iλ)
(10.17)
=
√
2π 2Q−(2iλ−1/2)
Γ(2iλ)
Γ(Q/2 + iλ)Γ((n −Q)/2 + iλ)
= 2
√
π 2Q−2iλ
Γ(2iλ)
Γ(Q/2 + iλ)Γ((n−Q)/2 + iλ) ,
in which we make use of the duplicative formula for Γ(z) [1, 6.1.18];
Γ(2z) =
1√
2π
2(2z−
1
2 ) Γ(z) Γ(
1
2
+ z), z ∈ C.
From Lemma 10.8 |c(2λ)|2 = 4π
(Γ(n/2))2
|c(λ)|2 so
ωn−1Γ(n/2)
2Cg|c(2λ)|2 = ωn−1Γ(n/2)2Cg · 4π
Γ(n/2)2
|c(λ)|2 (10.18)
= 4π ωn−1 Cg|c(λ)|2
Thus, we have
h(µ) = lim
r→∞
∫ ∞
−∞
dλ
h(λ)
4πωn−1Cg |c(λ)|2
×
∫
x∈B(o;r)
ϕλ(r(x))ϕµ(r(x))dvB(o;r). (10.19)
Since the integration over B(o; r) commutes with the integration with respect
to λ,
h(µ) = lim
r→∞
∫
x∈B(o;r)
ϕµ(r(x))dvB(o;r)
(∫ ∞
−∞
dλ
h(λ)ϕλ(r(x))
4πωn−1Cg |c(λ)|2
)
. (10.20)
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The spherical functions ϕλ(r) are real for real λ. We may therefore write
h(µ) = lim
r→∞
∫
x∈B(o;r)
ϕµ(r(x))dvB(o;r)
(∫ ∞
−∞
dλ
h(λ)ϕλ(r(x))
4πωn−1Cg |c(λ)|2
)
. (10.21)
Next we will identify the constant appeared in the argument with the constant
1/d in (1.9). We have ωn−1 = 2π
n/2/Γ(n/2) from Note 8.3 and Cg = 2
−2Qkg
from (7.5) so that
4π ωn−1Cg = 4π
(
2
πn/2
Γ(n/2)
)
× (2−2Qkg) = 23−2Q
Γ(n/2)
πn/2+1kg (10.22)
which gives the constant 1/d.
Remark 10.9. Equality d =
c0
2
holds for the constants d and c0, when (X, g)
is Damek-Ricci. Here c0 is defined at (1.9) and one has
c0
2
=
1
2
· 2k−2 π−(n/2+1)Γ(n/2). (10.23)
On the other hand for an n-dimensional (X, g) of hypergeometric type
d =
1
4πωn−1Cg
=
22Q−3
kg
π−(n/2+1) Γ(n/2). (10.24)
If (X, g) is Damek-Ricci, then kg = 2
m+k (m = dim v and k = dim z) as shown
in Remark 5.10. Thus d = 2(2Q−3−m−k) π−(n/2+1)Γ(n/2). Here Q = m/2 + k
so 2Q− 3−m− k = k − 3 and hence d = c0/2.
11 The Spherical Fourier transform and the in-
version formula
Let (X, g) be a harmonic Hadamard manifold of hypergeometric type having
Q > 0. Then, the spherical Fourier transform is defined in (1.1) of section 1 by
Hf(λ) =
∫
X
f(x)ϕλ(x)dvX = ωn−1
∫ ∞
0
f(r)ϕλ(r)Θ(r)dr
=
2πn/2
Γ(n2 )
kg
∫ ∞
0
dr f(r)
(
cosh
r
2
)2Q (
tanh
r
2
)n−1
ϕλ(r)
for smooth radial functions f = f(x) with compact support on X , identified
with functions f = f(r) of geodesic distance r = d(x, o) to the reference point
o. Here kg = − 2
n
3Q− (n− 1) Ricg is a constant which depends upon (X, g).
The inversion formula for the spherical Fourier transform (see Theorem 1.8)
takes the form;
f(r) = d
∫ ∞
−∞
dλ
|c(λ)|2Hf(λ)ϕλ(r),
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where d =
1
4πωn−1Cg
= k−1g 2
2Q−3π−(n/2+1)Γ(n/2) and c(λ) is the function of
λ ∈ R, known as Harish-Chandra c-function, given in (1.11).
Proof of Theorem 1.8. Let f = f(r) be a smooth function of compact support
with respect to r ≥ 0. Put h(λ) = Hf(λ). Then, we have from (10.21) the
equality
(Hh˜)(λ) = h(λ) (11.1)
by setting h˜(r) := d
∫ ∞
−∞
dλ
|c(λ)|2 h(λ)ϕλ(r). Then, the following lemma tells us
that h˜(r) belongs to C∞c (X)rad. Since the right hand side of above is just
h = Hf , we have from the injectivity of H,
h˜(r) = f(r),
from which the inversion formula is obtained. Here the injectivity of H is from
[28, Theorem 3.12].
Lemma 11.1. For h ∈ PWCeven the function h˜ = h˜(r) defined in the proof of
Theorem 1.8 belongs to C∞c (X)rad.
This lemma is verified in [19]. The idea for proving the support compactness
of h˜ is the Ho¨rmander’s trick ([17, Chap. I, proof of Theorem 1.7.7], [11, sect.
4]). Here, we give an outline of its proof.
Proof. We may assume h ∈ PWCReven for some R > 0. We show that the in-
tegration is well defined and then supp h˜ ⊂ [0, R] and finally that h˜ is smooth.
Since, h is of exponential type and that ϕλ(r) and |c(2λ)| for λ ∈ R are esti-
mated as in Lemmata 10.5, 3.8, respectively, the integrand
1
|c(λ)|2 h(λ)ϕλ(r) is
integrable. To see supp h˜ ⊂ [0, R] we write∫ ∞
0
h(λ)ϕλ(r)
dλ
|c(λ)|2 =
2
√
π
Γ(n2 )
∫ ∞
−∞
h(λ)
Φ2λ(
r
2 )
c(−2λ)dλ (11.2)
by making use of (9.3) and Lemma 10.8. It suffices to show that there exists a
constant K > 0 such that for any fixed η > 0
|h˜(r)| ≤ Ke(R−r)η. (11.3)
Then it is easily seen that h˜(r) = 0 for r > R. To obtain (11.3) from (11.2) we
make use of Cauchy’s integral theorem. It is shown that the right hand integral
of (11.2) coincides with the line integral along the line Πη : R ∋ ξ 7→ λ(ξ) = ξ+iη
2
√
π
Γ(n2 )
∫
Πη
h(λ)
Φ2λ(
r
2 )
c(−2λ)dλ (11.4)
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with respect to any fixed η > 0. Here the functions h(λ), Φ2λ(r/2) are holo-
morphic in the upper half plane U = {λ = ξ + iη | η ≥ 0}. c(−2λ)−1 is also
holomorphic in U . In fact, this assertion is obtained as follows. In fact,
c(−2λ)−1 = (2√π 2Q−2iλ)−1Γ(Q/2− iλ)Γ((n−Q)/2− iλ)
Γ(−2iλ) , (11.5)
is a meromorphic function with respect to λ ∈ C whose poles are just poles of
the numerator. Since the poles of Γ(z) are given by {0,−1,−2, · · · }, the poles
of c(−λ)−1 are located in {λ = ξ + iη | η ≤ −c0}, where c0 = min(Q,n−Q) is
positive from (n − 1)/2 ≤ Q ≤ n − 1 appeared in Remark 5.4. Therefore we
can apply the Cauchy’s integral theorem, since asymptotic decay of h(λ), Φ2λ(t)
and c(−2λ)−1, λ = ξ + iη, as ξ → +∞ for a fixed η > 0 are well estimated.
Refer to [11, Corollary 9] for the decay of c(−2λ)−1. By using the estimation of
Φµ(t) given in [11, Theorem 2], we have the following. Take an arbitrary integer
N . Then, there exists a constant K > 0 depending on N for which it holds for
any fixed t = r/2 > 0 and any fixed η > 0∣∣∣∣h(ξ + iη) Φ2(ξ+iη)(t)c(−2(ξ + iη))
∣∣∣∣ ≤ Ke(R−2t)η(1 + |ξ + iη|)(n−12 −N). (11.6)
Choose N as N > (n− 1)/2 + 2 so we obtain (11.3).
Smoothness of h˜ stems from the following. In fact, for any integer m there
exists a constant Km > 0 such that∫ ∞
0
∣∣h(λ) dm
drm
ϕλ(r)
∣∣ dλ
|c(2λ)|2 ≤ Km
∫ ∞
0
|h(λ)(1 + λ)m+n−1|dλ < +∞
holds for r ∈ [0,∞). This is shown by applying [11, Theorem 2, (i) (ia)] together
with Lemma 10.5.
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