We consider the leader selection problem in a network with consensus dynamics where both leader and follower agents are subject to stochastic external disturbances. The performance of the system is quantified by the total steadystate variance of the node states, and the goal is to identify the set of leaders that minimizes this variance. We first show that this performance measure can be expressed as a submodular set function over the nodes in the network. We then use this result to analyze the performance of two greedy, polynomialtime algorithms for leader selection, showing that the leader sets produced by the greedy algorithms are within provable bounds of optimal.
I. INTRODUCTION
C ONSENSUS algorithms play an important role in networked systems in applications such as sensor fusion [1] , autonomous formation control [2] , clock synchronization [3] , and distributed localization [4] . Due to their importance, much study has been done on the performance of these algorithms, including their convergence rates and their robustness to external disturbances.
An important class of consensus algorithms is leaderfollower consensus algorithms. In leader-follower consensus, a subset of nodes are leaders that dictate the desired state of the network. The remaining nodes are followers that update their states using consensus dynamics. The performance of a leaderfollower consensus system depends both on the topology of the network and the locations of the leader nodes. A natural question that arises is where to locate the leaders (i.e., at what nodes in the network?) so as to optimize some performance measure. This problem is known as the leader selection problem.
The optimal leader set of a given size k can be found through an exhaustive search of all possible subsets of nodes of size k. This approach, however, is not computationally tractable for anything other than small networks or small values of k. Therefore, much research has been done into deriving efficient approximation algorithms and corresponding bounds for leader selection. Several works have investigated the leader selection problem using convergence rate as a performance measure [5] , [6] , [7] , [8] , [9] , [10] . Most notably, the works [11] , [8] propose relaxations of the leader *This work was supported in part by NSF grants CNS-1527287 and CNS-1553340.
Erika Mackin selection problem that admit efficient solutions. While these relaxed formulations perform well in evaluations, there are no guarantees on the optimality of their solutions.
Another performance measure used for leader-follower systems is network coherence, which is quantified by the total steady-state variance of the node states. In systems with noise-free leaders, follower nodes are subject to stochastic disturbances, while leader nodes are not. Heuristic approaches have been proposed to optimize coherence in this setting for general undirected graphs [12] , [13] , [14] . Further, analytic solutions have been developed for undirected paths and cycles for an arbitrary number of leaders [15] , [16] , [17] , and for regular trees when the number of leaders is restricted to two [18] . A closed-form expression for coherence in Koch networks with a single noise-free leader was derived in [10] , and analysis of the asymptotic scaling of coherence in 1D and 2D directed lattice graphs when leaders are on the boundary was given in [19] . Of particular note is the work of Clark et al. [14] , which showed that the leader selection problem with noise-free leaders can be expressed as an optimization problem over a submodular set function. As such, a greedy polynomialtime algorithm can find a leader set with performance that is within a provable bound of optimal [20] .
Several works have also considered the leader selection problem with noise-corrupted leaders, i.e., networks in which both the leader and follower nodes are subject to stochastic disturbances. The work by Fitch and Leonard [15] developed expressions for determining the optimal two noise-corrupted leaders in undirected cycles and paths, while [18] developed a closed-form expression for the coherence in cycles with two noise-corrupted leaders. The work by Lin et al. [13] gives lower and upper bounds on network coherence for an undirected network with noise-corrupted leaders. While this work proposes a similar polynomial-time algorithm to [5] , [14] , as well as to the one we study in this work, it does not give any bounds on the quality of the solutions produced by this algorithm. Finally, the recent work by Dhingra et al. [21] presents an algorithm for noise-corrupted leader selection in directed networks; however, no guarantee on the optimality of the solution is provided.
In this work, we consider the leader selection problem in undirected graphs with noise-corrupted leaders. We quantify the performance of the system, for a given set of leaders, by the network coherence. We first show that this performance measure can be recast as a submodular set function over the set of possible leader nodes. We then use this result to prove optimality bounds for greedy leader selection algorithms similar to those described in [13] . As far as we are aware, this note is the first work to give optimality bounds on algorithms for leader selection in networks with noise-corrupted leaders. We note our proof technique was inspired by a result in [22] on optimizing network coherence by adding edges to the network. The proof in this work was later found to be flawed [23] , [24] . We show that, in the problem considered in this work, this proof technique is valid. Details are given in Section III.
The remainder of this note is structured as follows. In Section II, we describe our system model and problem formulation, as well as background on submodular functions. Section III gives our analysis of the submodularity of the leader selection performance measure. Section IV describes the greedy algorithms for leader selection and presents analysis of the performance of these algorithms, followed by a brief numerical example demonstrating their performance in Section V. Finally, we conclude in Section VI.
II. PRELIMINARIES

A. System Model
We consider a network of n nodes, modeled by a connected, undirected graph G = (V, E). Each node i has a scalar-valued state x i . Nodes are either followers or leaders. The state of a leader is updated as,
where w i is a zero-mean, white stochastic disturbance and κ i is a real, positive number. The state of a follower is updated as,ẋ
where w j is again a zero-mean, white stochastic disturbance.
Let S denote the set of leaders. The dynamics of the system can be written as,ẋ
where L is the Laplacian matrix of the graph, D κ is a diagonal matrix, with diagonal entries κ i , and D S is a diagonal matrix where the (i, i) th component is 1 if node i is a leader; the (i, i) th component is 0 otherwise. For simplicity of notation we use Q S to denote L + D κ D S . If the set S is a singleton consisting of the node v, we simply write Q v . Provided S = ∅, the matrix Q S is positive definite [6] .
We note that Q S can also be interpreted as a grounded Laplacian matrix of a graphḠ, which is defined as follows. Given the graph G and the leader set S,Ḡ is formed by adding a single nodes to G and adding an edge from each node i ∈ S to s, with edge weight κ i . All other edges have weight 1. Let L be the corresponding Laplacian. By removing the s th row and column fromL, we obtain Q S . .
As in [12] , [13] , [14] , we quantify the performance of the system, for a given set of leaders S, by the total steady-state variance of x,
It is straightforward to show that, for S = ∅ [13] :
The k-leader selection problem for noise-corrupted leaders is: given a budget k, identify a set of at most k leaders that minimizes the total steady-state variance, i.e.,
We denote the minimal value of H(S), over all possible leader sets S with |S| ≤ k, byĤ. A recent work [13] proposed an efficient approximation algorithm for (LS), but did not provide bounds on the performance of solutions generated by this algorithm. In the remainder of this work, we show that H(S) can be related to a submodular set function and, using this relationship, we derive bounds on the solutions produced by greedy algorithms similar to the ones proposed in [13] .
B. Background
Our analysis of the leader selection problem is based on theory related to submodular set functions, which are defined as follows.
Informally, a submodular function exhibits a "diminishing returns" property: the incremental benefit of adding an element to a set S is more than the incremental benefit of adding that same element to a superset of S.
We make use of the following definition in our analysis.
We also make use of the following theorem.
are non-increasing for all a ∈ V .
We note that maximizing a submodular function is an NPhard problem [20] .
III. LEADER SELECTION AND SUBMODULARITY
We introduce a function f (S) over sets of leader nodes, such that maximizing f (S) is equivalent to minimizing H(S). We then prove that this set function f is non-decreasing and submodular, properties which guarantee that leader sets generated by polynomial-time greedy algorithms are within a provable bound of optimal. These algorithms and bounds are presented in Section IV.
The function f : 2 V → R is defined as follows:
where C = 2 max v∈V tr Q −1 v . Note that a setŜ that maximizes f also minimizes H.
Next, we consider S 1 = ∅ and S 2 = ∅. We now show
If |S 2 | = 1, then f (S 2 ) ≥ 0 holds trivially. Otherwise, let u = arg max v∈S2 tr Q −1 v and let Z = S 2 \ {u}. It follows that:
Since L + D κ D Z is positive definite and D κ D u is positive semidefinite, by Weyl's theorem,
Finally, we consider the case where S 1 = ∅. Then,
. Let Z = S 2 \ S 1 and note that Q S2 = Q S1 + D κ D Z . By a similar application of Weyl's theorem as above, it holds that tr Q −1 S2 ≤ tr Q −1 S1 , or equivalently, that f (S 1 ) ≤ f (S 2 ). Theorem 2. The set function f , defined in (2) , is submodular.
Proof: To prove this theorem, we first define the set function f a :
and show that it is monotone decreasing.
We first consider the case where S 1 = ∅ and S 2 = ∅. The proof of this case follows the same structure used in [22] . In this case, (3) is equivalent to:
where D a denotes the diagonal matrix with D a (a, a) = 1 and all other entries equal to 0. We define the function Q(t), for t ∈ [0, 1], as, Q(t) = Q S1 + t(Q S2 − Q S1 ).
Note that Q(0) = Q S1 and Q(1) = Q S2 . Let
We next take the derivative off a with respect to t,
where (6) is obtained from (5) by applying the matrix derivative formula:
and (7) is obtained from (6) by the cyclic property of the trace. We now show that (7) is non-positive. We define d a as the vector of all zeros except the a th component, which has value √ κ a . Let
Using the Sherman-Morrison formula, we rewrite the first factor in (7) as:
Note that Q(t) and (Q(t) + D κ D a ) are both grounded Laplacians, and therefore their inverses Q(t) −1 and (Q(t) + D κ D a ) −1 are element-wise positive for all t and a [26] . From this, we can conclude that X is also element-wise positive, since the numerator is clearly element-wise positive and the denominator is the positive scalar 1 + Q(t) −1 (a,a) . We can then see that −Q(t)X and (−X)(Q(t) + D κ D a ) −1 ) are both element-wise negative matrices, and therefore, (Q(t) + D κ D a ) −2 − Q(t) −2 is also element-wise negative.
We also note that
is a matrix with columns that are either all zeros or correspond to the columns of (Q(t) + D κ D a ) −2 − Q(t) −2 with indices in S 2 \ S 1 . The matrix (9) is therefore non-positive, as is its trace. It follows that d dtf a (Q(t)) is non-positive. Consider the following equality, f a (Q(1)) =f a (Q(0)) + Sincef a (Q(1)) = f a (S 2 ) andf a (Q(0)) = f a (S 1 ), and since, as shown above, d dtf a (Q(t))dt is non-positive, we have f a (S 1 ) ≥ f a (S 2 ). Therefore f a is non-increasing over S ⊆ V , S = ∅. If S 1 = S 2 = ∅, then f a (S 1 ) = f a (S 2 ), and so it also holds that f a is non-increasing over S = ∅.
Finally, we consider S 1 = ∅ and S 2 = ∅. Then,
Thus, f a is monotone decreasing over all subsets of V , and by Theorem 1, f is submodular.
A note on the correctness of the proof method.
A similar method to the above proof was first presented in [22] to show that coherence, as a function of the set of edges that can be added to a noisy consensus network, can be captured by a submodular function. This same technique was later used to show the submodularity of functions in other network design problems such as: adding edges in networks with noisy consensus dynamics [22] , adding edges in networks with noisy consensus dynamics with stubborn agents [9] , and sensor and actuator placement for optimal controllability [27] . Unfortunately, the proofs in these works relied on a faulty assumption about the relationship between negative semidefinite matrices and their squares [23] . And, in fact, it has since been shown that many of these set functions are not submodular [24] .
As an illustration, we consider the problem of selecting edges to add to a noisy consensus network to optimize its coherence [22] . The system dynamics are:
where w is a vector of zero-mean, white noise processes, E is the set of edges added, and L E is the corresponding Laplacian. The coherence of the network is:
where L † denotes the pseudo-inverse of the Laplacian, and the set function of interest is:
corresponding to (2) in our problem setting. The functions f a andf a are defined similarly to those in equations (3) and (4). The corresponding statement to (7) is
where
In the proof in [22] , the authors argue that because (Q(t) + L a ) −1 − Q(t) −1 is negative semidefinite, (Q(t) + L a ) −2 − Q(t) −2 is negative semidefinite as well. They use this assumption to show that the inequality (10) holds. As shown in [24] , this relationship does not hold in general, nor does it hold in the problems in [9] , [22] , [27] . In fact, this relationship does not necessarily hold in (7) . Our proof does not rely on this assumption, but rather we base our argument on the element-wise positivity and negativity of the two factors in (7) .
IV. ALGORITHMS
In this section, we describe and analyze two greedy algorithms for the k-leader selection problem with noise-corrupted leaders. These algorithms are problem-specific variations of algorithms presented in [20] for maximizing a general submodular function.
A. Algorithm Descriptions
The first algorithm, the Greedy Algorithm, is given in Algorithm 1. The algorithm is initialized with an empty leader set. It first selects the single node v that minimizes tr Q −1 v and adds that to the leader set S. Then, in each iteration, it selects the node v that gives the smallest value of tr Q −1 S∪{v} and adds that node to S. This continues until either |S| = k or no node whose addition would further decrease H(S) is found.
The second algorithm, the Swap Algorithm, is given in Algorithm 2. The Swap Algorithm takes an arbitrarily-selected leader set S of size k as input. To improve the performance of the leader set, a possible swap is looked for by repeatedly exchanging a single leader with a single follower. Call this potential leader set S ′ . If tr Q −1 S ′ < tr Q −1 S , then S ′ becomes the new leader set. This process is repeated until no possible swap is found that decreases the value of tr Q −1 S . Algorithm 1 is equivalent to the One-Leader-at-a-Time Algorithm in [13] . Algorithm 2 is similar to the Swap Algorithm in [13] , with one difference. In [13] , the input to the Swap Algorithm is the output from the One-Leader-at-a-Time Algorithm rather than an arbitrary leader set as in Algorithm 2.
As shown in [13] , the Greedy Algorithm requires O(n 3 ) operations. Further, [13] shows that, in the Swap Algorithm, to evaluate the benefit of a potential swap requires O(n) operations, and, once a beneficial swap has been identified, O(n 2 ) operations are required to compute the new Q −1 S . It has been shown that, for some submodular functions, such a swap algorithm may take an exponential number of iterations [20] .
It is an open question whether this worst-case time complexity holds for Algorithm 2.
B. Performance Bounds
We now present analysis of the performance of the leader selection algorithms.
Theorem 3. For a graph G = (V, E) and number of leaders k, let S g be the leader set returned by Algorithm 1, and let H = min S,|S|≤k H(S). Then: Algorithm 1: Greedy Algorithm for k-leader selection.
Input : G = (V, E), κ, maximum number of leaders k Output: Set of leader nodes S Initialize:
return S end end return S Algorithm 2: Swap Algorithm for k-leader selection.
Input : G = (V, E), κ, arbitrary leader set S, |S| = k Output: Set of leader nodes S Initialize:
, then H(S g ) =Ĥ, and S g is an optimal leader set.
Proof. In Algorithm 1, the first leader that is selected is the node v that minimizes tr Q −1 v . This is equivalent to selecting the node v = arg max u∈V f ({u}). In each iteration of the algorithm, an additional leader is added to the set S g such that H(S g ) is minimized, or equivalently, such that f (S g ) is maximized. Algorithm 1 is thus equivalent to a greedy algorithm that maximizes f . By Proposition 1 and Theorem 2, the function f is non-decreasing and submodular, respectively. Thus, by Proposition 4.2 in [20] , if the greedy algorithm terminates with |S g | < k, the set S is optimal for f and, therefore, also for H, which proves property 1. By Theorem 4.2 in [20] , if the greedy algorithm terminates with |S g | = k, then
whereŜ is any leader set such that 1 2 tr Q −1 S =Ĥ. By applying the relationship between f and H to (12) , we obtain the bound (11) in property 2.
It has been shown that the bound (12) is tight, meaning there is some submodular set function that achieves the worst case bound. Futher, for a general submodular set function, this is the best achievable bound for any polynomial-time algorithm, unless P = N P [14] . It remains an open question whether this bound is tight for the specific function f in (2) . 
Proof. Following a similar argument to that in the proof of Theorem 3, it holds that the set S s produced by Algorithm 2 is equivalent to what would be produced by a swap algorithm that seeks to maximize f . Since f is submodular and nondecreasing, by Theorem 5.1 in [20] , we have
whereŜ is any leader set such that 1 2 tr Q −1 S =Ĥ. By applying the relationship between f and H to (14) , we obtain the bound (13) .
As with the greedy algorithm, the bound (14) is tight [20] . The question of whether this bound is tight for Algorithm 2 remains open.
We note that, for general submodular functions, the bound (14) is worse than the bound (12) . In other words, if one were to take the output of the greedy algorithm and use it as the input to the swap algorithm, as is done in [13] , there is no guarantee that the swap algorithm would improve upon the greedy solution. In fact, there are submodular functions for which it has been shown that this approach yields no improvement over the greedy algorithm alone [20] . However, [13] demonstrated that, in practice, the swap algorithm can lead to improvements on the greedy solution.
V. NUMERICAL EXAMPLE
For the graph G, shown in Fig. 1 , the greedy algorithm chooses as leaders, in order, nodes 5, 4, 7, and 1. The coherence of the network is then H(S) = 3.0910. For the swap algorithm, given the same G and a randomly chosen starting leader set, S = {1, 2, 4, 5}, the algorithm performs three rounds of swaps, terminates, and outputs the leader set S = {2, 4, 6, 8}, with resulting network coherence H(S) = 3.0576. The optimal leader set isŜ = {1, 3, 6, 8}, which is distinct from the output of both algorithms. The coherence of the network with optimal leaders isĤ = 3.
When the output of the greedy algorithm is used as the initial set in the swap algorithm, then the algorithm terminates after two rounds of swaps and outputs S = {1, 3, 5, 7}, with coherence H(S) = 3.0546. In this case, the swap algorithm does improve upon the performance of the greedy algorithm, although the result is still sub-optimal.
VI. CONCLUSION
We have studied the k-leader selection problem in leaderfollower consensus networks with noise-corrupted leaders. System performance is quantified by the network coherence, which is the total steady-state variance of the nodes. We first showed that the network coherence can be expressed as a submodular set function. Using this result, we then derived bounds on the performance of two greedy leader selection algorithms. In future work, we plan to extend our analysis to leader-follower consensus in directed graphs.
