Abstract. In this paper we study singular perturbations of weakly coupled systems of elliptic equations. A model problem is given by small random perturbations of random evolution processes. In this setting we give a PDE proof of large deviation results, analogous to those studied in
Introduction
In [5, [10] [11] [12] the Ventcel-Freidlin theory for small random perturbations of dynamical systems has been extended to the class of perturbed random evolution processes. These processes are right continuous strong Markov processes (X ε t , ν ε t ) with phase space R N × {1, . . . , M } whose first component satisfies
and X ε 0 = x ∈ D, while the second component ν ε t is a random process with state space {1, . . . , M } and transition probabilities
for Δ → 0, i, j = 1, . . . , M , i = j. The process (X ε t , ν ε t ) can be seen as a small random perturbation of the random evolution process (X (1.4)
The solution of (1.4) is related, via the logarithmic transformation v ε := −ε log u ε , to the functional u ε (x) = E x (exp{− and τ ε is the first exit time of X ε t from D (we refer to [16] for the probabilistic interpretation of the functional u ε ). Note that u ε solves the linear problem
In [6, 9, 21] , it is proved that the sequence v ε converges uniformly to the maximal viscosity solution of the limit problem
if the set where c is positive contains all the possible ω-limits -if there are any -of the dynamical systemẋ(t) = b(x(t)) (i.e., all the points y ∈ D such that y = lim tn→+∞ φ(t n ), where t n is a diverging subsequence and φ is an integral curve of b with φ(0) ∈ D). It is worth noting that, since (1.5) does not admit in general a unique viscosity solution, the previous result cannot be obtained by means of standard stability results in viscosity solution theory.
Here we study a similar problem for the Markov process (X ε t , ν ε t ) and the corresponding weakly coupled system. On the paths of the process (X ε t , ν ε t ) in (1.1) we consider the functionals 6) where τ ε (x) denotes the first exit time from D of the process X ε t which solves (1.1) with initial condition X ε 0 = x, ν ε 0 = i. It is possible to show (we refer to [10, 17] and references therein) that u ε = (u 1 ε , . . . , u M ε ) solves the weakly coupled system of elliptic equations
where the coupling coefficients d ij are the coefficients appearing in the transition probabilities of the process ν ε , see (1.2) . By the general theory of large deviations process, it is expected that the functionals (1.6) converge exponentially fast to 0. To determine the corresponding rate of convergence we take the logarithmic transforms v i ε = −ε log u i ε , i = 1, . . . , M , and we obtain the nonlinear weakly-coupled system
where H i (x, p) = |p| 2 /2 − b i (x) · p. Our aim is to characterize the limit of v i ε for ε → 0. To study (1.7), we consider a more general framework and we assume that H i (x, p) in (1.7) are continuous, convex and coercive Hamiltonians. By the rescaling of the coefficients in ε in (1.7), it follows that all the v i ε converge to a same function v which solves the Hamilton-Jacobi equation
where H is given by
The Hamiltonian H is convex and coercive and to study the solutions of (1.8) we follow the weak KAM approach, based on the introduction of an intrinsic length for curves of D associated to the Hamiltonian H. We define a functional nonsymmetric distance S :
(an equivalent metric definition of S is given in (2.10)). We associate to the function S a closed set A ⊆ D (see Definition 2.3), called the (projected) Aubry set, which is a set where the distance S degenerates. Its crucial property from a PDE point of view, see Proposition 2.4, is that there are subsolutions to H(x, Du) = 0 which are strict outside it. Due to this fact the Aubry set plays a crucial role in the analysis of the multiplicity of the solutions to the Dirichlet problem (1.8). Indeed we can identify a unique solution of (1.8) by prescribing the value not only on the boundary ∂D but also on the Aubry set (see Proposition 2.6). We obtain the following characterization of the behavior of the sequence v i ε of the solutions to (1.7) which is in the spirit of the results in [6, 9, 21] :
if the Aubry set is contained in the set where all the coefficients c i are positive then all the components v i ε of the solution to the elliptic system (1.7) converge uniformly to the maximal solution of the limit problem (1.8).
The PDE proof of the previous singular perturbation result works as follow. The exponential terms and the particular scaling of the coefficients in ε in (1.7) implies that all the components of the solution of the system must converge to a same function G for ε → 0. By stability results in viscosity solution theory, G turns out to be a solution of (1.8) . The key point is to identify which solution of (1.8) we get with this limit procedure, since in general this equation does not admit a unique solution. In particular, we are interested in the case in which the limit procedure selects the maximal solution to the Dirichlet problem, which is in most cases the relevant one. To do this we use the positivity of the coefficients c i on the Aubry set. In fact if G admits a subtangent ψ at some point of the Aubry, by a perturbation argument we obtain, for ε small, a subtangent ψ ε of some component of the system (1.7) and, using the fact that the c i 's are positive in this set, we get to a contradiction. Hence the solution G cannot have subtangents on the Aubry set and therefore it has to be the maximal solution of (1.8) .
Note that to check the assumptions of our main theorem on the asymptotic behavior of v i ε , it is necessary to identify the Aubry set associated to the Hamiltonian (1.8) of the limit problem. In general this can be difficult, therefore we provide in the last two sections some examples in which the intrinsic distance S and the Aubry set A can be described more explicitly.
In particular we go back to our model problem, which is the perturbed random evolution process (1.1). The key observation to link the weak KAM theory to the results in [5, 10, 11] is that, for the large deviation Hamiltonians H i (x, p) = |p| 2 /2−b i (x)·p, the distance function S associated to the HamiltonJacobi equation (1.8) coincides with the Eizenberg-Freidlin Quasi-Potential [11] for the random evolution process. Actually for general convex, coercive Hamiltonians the intrinsic distance S associated to H replaces the role of the Quasi-Potential. We are interested in giving conditions on the vector fields b i which ensure the hypothesis of the previous singular perturbations theorem and therefore the validity of a large deviation result for (1.1). We describe these conditions in Section 4, pointing out also differences and analogies with previous results obtained by and by Bezuidenhout in [5] .
The paper is organized as follows. In Section 2 we give a representation formula for the solution of the limit problem (1.8), based on weak KAM approach. In Section 3 we prove the singular perturbation result. Section 4 presents the application of our result to small random perturbations of random evolution equations. Finally, in Section 5 we describe another class of Hamiltonians satisfying our assumptions.
Representation of the solutions of the limit problem
In this section we study the first-order Hamilton-Jacobi equation which arises in the limit of the singular perturbation problem (1.7), i.e.
where the Hamiltonian H is defined as follows
We make that the following basic assumptions: 
Then σ is continuous in (x, q) and nonnegative, convex and positive homogenous in q for any x ∈ D. Moreover,
where
Proof. The proof of (i) and (ii) is immediate. The properties of σ follows immediately by the fact it is the support function of the convex, compact, continuous (with respect to the Hausdorff distance) map Z(·). Inequality (2.9) can be easily checked using definition.
We define 10) where
In the next proposition we collect some important properties of the function S. For the proof see [7] , Proposition 4.3, and [15] , Propositions 4.1 and 4.2. We now introduce a set where the distance S degenerates. In fact the following definition says that a point belongs to the Aubry set if there is a sequence of cycles through the point with positive Euclidean length and vanishing intrinsic one. An important property of the Aubry set is the existence of a subsolution which is strict out of A (see [15] , Proposition 5.3). The property described in Proposition 2.4 in particular implies that the Aubry set is an uniqueness set for problem (2.1), i.e. an interior hidden boundary on which a datum has to be fixed in order to get a unique solution of the Dirichlet problem (2.1).
Proposition 2.4. There exists a C
The following theorem, see [6] , Theorem 2.6, gives a complete characterization of the solutions to (2.1).
Theorem 2.6. If g : ∂D ∪ A → R is a continuous function which satisfies the compatibility condition
then the unique viscosity solution of (2.1) such that
In particular, the maximal viscosity solution of the Dirichlet problem (2.1) is
We denote by ∼ the equivalence relation
Observe that a class of equivalence which does not reduce to a point is contained in the Aubry set. By the continuity of S, a class of equivalence A is closed and, by Proposition 2.2 items (ii) and (iii), S(x, ·) and S(·, x) are constant in A, for any x ∈ D. We denote by S(x, A) and, respectively, S(A, x) these constants.
Proposition 2.7. If u is a subsolution of H(x, Du) = 0 in D and A is a class of equivalence of S, then u is constant on A.

Proof. The property follows immediately by Proposition 2.2(iii).
The singular perturbation result
We consider the singular perturbation problem
(3.1)
with C independent of ε.
Proof. Concerning the existence and uniqueness of a viscosity solution to (3.1) we refer to [17] . To prove (3.2), we observe that for every ε the function v defined as v(x) = (K, . . . , K) where K := inf ∂D g is a viscosity subsolution to (3.1), because of the assumption H i (x, 0) 0, i = 1, . . . , M . Moreover, using the coercivity of the Hamiltonians H i and the continuity of g, we can find R ∈ R N and T such that the function w(x) = (R · x + T , . . . , R · x + T ) is a supersolution to (3.1). Then by standard comparison results for viscosity solutions of weakly-coupled systems [17] we get (3.2).
Besides conditions (2.3)-(2.7), which concerns the well-posedness of limit problem (2.1), we will make some additional assumptions for the singular perturbation result. We define
and we assume that:
g satisfies (2.12).
(3.6) Remark 3.2. Assumption (3.3) says that the set obtained by the quotient of the Aubry set with the equivalence relation (2.15) is totally disconnected, an assumption which is often used in weak KAM theory. We do not know if our result is valid under more general assumptions on the Aubry set. We remark that it is an open problem to give necessary and sufficient conditions on the Hamiltonian which imply that this assumption is satisfied. Assumption (3.4) corresponds to the assumptions in [6, 9, 21] , recalled in the Introduction. If (3.4) is not satisfied, it has been shown by Eizenberg in [9] for the single equation, see (1.4) , that the sequence v ε does not converges to the maximal solution and that, moreover, every solution of (2.1) can be achieved in the limit for an appropriate choice of c 0. In the case of systems of equations, we are not aware about any similar result. We intend to study this problem in future work. Observe that in the limiting case in which c i ≡ 0 for every i and g(x) ≡ k, then we get v i ε converges uniformly to the minimal solution of (2.1), which is the constant one. Assumption (3.5) can be proved for particular coercive Hamiltonians adapting appropriately the weak Bernstein method (see Proposition 4.1 in Section 4, see also [3] and [13] ).
Assumption (3.6) is a compatibility condition of the boundary data and it is needed to ensure that the limit problem has a solution (see Theorem 2.6). It is automatically satisfied if g is constant.
The next theorem is the main result and ensures that, under the previous assumption, the vanishing viscosity limiting procedure in the elliptic system (3.1) selects the maximal viscosity solution to the limit equation (2.1). We will discuss in the next section some examples of systems satisfying the previous assumptions. Proof. We will prove the statement by showing that every convergent subsequence of v i ε is converging to the maximal solution G to (2.1) as defined in (2.14). The proof is divided in several steps:
Step 1 (Identification of the limit). We consider a subsequence v εn = (v i εn ) i which converges uniformly to some continuous function v = (v 1 , . . . , v M ) in D. Such sequences always exist due to Proposition 3.1, condition (3.5) and the Ascoli-Arzelá theorem. We show that actually v i = v j for every i, j: this means that every component v i εn of a convergent subsequence v εn converges uniformly to the same function for every i. We claim that
Fixed i, assume by contradiction there exists x ∈ D such that, for some
Consider a C 2 function φ such that v i − φ has a strict maximum at some x 0 ∈ B. Hence there exists x n → x 0 such that v i εn − φ has a maximum in x n and, by the uniform convergence,
Moreover, there exists n 0 such that, for n n 0 , 
and this is in contradiction with (3.8). The claim (3.7) immediately implies that v i = v j , for every i, j and therefore
Step 2 (Subsolution property). We prove that v is a subsolution of the limit problem (2.1). The argument is analogous to that used in Step 1, so we just sketch it. Assume by contradiction that v is not a subsolution. Hence there exists x 0 ∈ D, a smooth function φ, δ > 0 and i ∈ {1, . . . , M } such that v − φ has a strict maximum at x 0 and
Since v i εn converges to v, see (3.9), there exists x n → x 0 such that v i εn − φ has a maximum in x n . Hence, since v i εn is a subsolution, we get On the other hand, since
Hence, taking n sufficiently large (and then ε n sufficiently small) and using the fact that e x − 1 x, we get
which gives a contradiction to (3.10).
Step 3 (Supersolution property). We define w εn (x) :
By stability of viscosity supersolution with respect to infimum, w εn is a viscosity supersolution of the same equation. Since by definition w εn − v j εn 0 in D for every j, we get that w εn is also a viscosity supersolution for x ∈ D to
By (3.9) in Step 1 also the sequence w εn converges uniformly to v in D. Then, by standard stability results for viscosity solutions w.r.t. uniform convergence (see [2] and [4] ), v is also a viscosity supersolution to the limit problem (2.1).
Step 4 (Identification v = G). This is the last step and the central node of the proof. We recall that G is the maximal viscosity solution to the limit problem (2.1), so, since v is also a solution to the same problem,
To conclude, because of the representation formula (2.13), it is sufficient to show that v(x) = G(x) for x ∈ A. Recall that by Proposition 2.7, both v and G are constant on each A j ⊆ A. Denoted with v(A j ) and G(A j ) these values, it is enough to prove that v(A j ) = G(A j ) for every j = 1, . . . , m. But this is obvious for the sets A i such that there exists x ∈ ∂D ∩ A i . Eventually relabelling the sets A i , we can assume that A 1 , . . . , A k , for some k m are contained in the interior of D. So we are reduced to prove that v(A j ) = G(A j ) for every j = 1, . . . , k. We start showing a weaker result whose proof is postponed at the end of this section. 
To conclude the proof of the theorem we argue by contradiction and we assume without loss of generality that v(A 1 ) < G(A 1 ). Hence, by Lemma 3.4, eventually relabelling the sets A i , we can assume that
in contradiction with our assumption. Moreover,
It follows again by Lemma 3.4 that in a neighborhood of A 2 we have, relabelling the sets
Iterating the previous procedure (k − 1)-times, we eventually get 
Proof of Lemma 3.4. Assume by contradiction there exists
Let f be a C 1 -subsolution of H(x, Du) = 0 which is strict outside A (see Proposition 2.4). We denote, see Proposition 2.7, by f (A i ) the constant value of f on A i , moreover, we know that f (x) f (A i ) + S(A i , x) for every x ∈ A δ . Eventually shrinking the set A δ we can assume that f (x) < f(A i ) for every x ∈ A δ \ A i such that S(A i , x) = 0: this is proved in [6] , Lemma 3.4.
We define 
We show that actually ψ α is strictly less than v out of A i for any α ∈ (0, 1). We distinguish two cases. If S(x 0 , x) > 0, then, since α ∈ (0, 1), we have
If S(x 0 , x) = 0, for x ∈ A δ \ A i , then we have that f (x) < f(x 0 ) and therefore we obtain
By (3.13) and (3.14) we get that v − ψ α has as a local strict minimum at A i for every α. Let ρ η be a standard mollifier, i.e. ρ η (x) = ρ(x/η)/η N where ρ : R N → R is a smooth, nonnegative function such that for x ∈ A δ supp{ρ} ⊂ B(0, 1) and R N ρ(x) dx = 1. Set f εn = f * ρ ε 2 n . Then, by the convexity of H, we find two constants C, K > 0 such that
) and let w εn be defined as in Step 3 of Theorem 3.3. Since
for every x ∈ D and α ∈ (0, 1), and since ψ α is strictly less than v out of A i , there exists a sequence x α ε ∈ A δ of minimum points for w εn − ψ α εn such that d(x εn , A i ) → 0 for ε n → 0. Recalling that w ε is a supersolution to (3.11) and using (3.15), (3.16) we get for every ε n and every α
which gives a contradiction if we fix ε n and choose α sufficiently small.
A model problem: Large deviations of random evolution equations
In this section we discuss the model problem we presented in the Introduction, i.e. small random perturbations of the random evolution process (1.3). The Hamiltonians H i associated to large deviations estimates are of the form
and b i are assumed to be Lipschitz. We will check in the following under which conditions on the vector fields b i the assumptions (3.3)-(3.6) of the singular perturbation result, Theorem 3.3, are satisfied. First of all, observe that condition (3.6) is immediate for the system (1.7), since g is assumed to be constant. As for condition (3.5), we have the following result. 
Then for any open set Q ⊂ D, there exists a constant C(Q) independent of ε such that
Proof. This result relies on a quite standard argument in viscosity solution theory, which is the weak Bernstein method. Then we will give here just a brief sketch of the argument and we refer to [13] , Lemma 3.1, for a detailed proof in a similar case.
Since the system (3.1) is uniformly elliptic for every ε > 0, we
, for every i (see [17] ). Moreover, we recall that, by Proposition 3.1, v ε i ∞ K, with K independent of ε. We introduce the auxiliary functions
where λ 0 will be fixed below and ζ is a smooth cutoff function with compact support in Q with Q ⊂⊂ Q ⊂ D and ζ ≡ 1 on Q. We fix k and x 0 such that
Then (ψ k ) x i (x 0 ) = 0 and Δψ k (x 0 ) 0. Using these relations and the fact that v k ε is a smooth solution to the system (3.1) (see the computations at pp. 243-244 in [13] ) we obtain that
for some positive constant C, which depends on the coefficients of the system (3.1) and can be chosen independent of ε. Now we choose λ = μ(ζ(x 0 )|Dv ε k (x 0 )| + 1) with μ sufficiently large so that the previous inequality gives |Dv k ε (x 0 )| 2 C, where C is independent of ε. We observe that
with M independent of ε. Then we conclude recalling that ζ ≡ 1 on Q.
We will now study the Aubry set related to the Hamiltonian (2.2) obtained from to Hamiltonians (4.1). This is an essential point in our approach and the remaining part of the section is devoted to this point. We consider in particular two opposite situations: in the first case all the vector fields b i are transversal to the set D, i.e. the integral curves of each b i starting in D exit D in finite time, in the second one the set D is an invariant set for all vector fields b i , i.e. the integral curves of each b i starting in D remain forever in D. These cases have been considered also in [5, 10, 11] .
Let Z i and σ i be defined as in Proposition 2.1. An easy computation gives 
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We denote by S i the corresponding distance defined as in (2.10) and by A i the Aubry set of S i . We also consider the Quasi-Potential associated to the vector fields b i (see [16] )
As in the case of a singular vector field, we define an Action Functional associated to the random evolution process (1.3)
We set
and we define the Quasi-Potential
Note that
In [11] , it is proved that V , which is obtained by taking the lower semicontinuous envelope of the functional defining U , is a rate function for the large deviation estimate proved in that paper. We recall that in the case of a single dynamical system it was proved in [6] , Proposition 4.1, [7] , Proposition 4.2, that
(4.5)
The same result holds also for random evolution systems, in fact the distance function introduced in (2.10) coincides with the Quasi-Potential (4.3).
Proposition 4.2. We have for every
Proof. We prove only that S(x, y) = V (y, x) since the other inequalities are obvious (see (4.5) and (4.4)). It is easy to show that
and then
σ(x, q) R(x, −q).
From this, using the definitions of V and S, we obtain S(y, x) V (x, y). Now we claim that for every y ∈ D the function V (·, y) is a viscosity subsolution to (2.1) in D. In fact, if the claim is true, by Proposition 2.2(ii), we obtain −S(y, x) V (y, y) − V (x, y) S(x, y), which permits to conclude recalling that V (y, y) = 0. To prove the claim, first of all we observe that, by standard dynamic programming principle (see [2] ), V (·, y) is a viscosity subsolution to H 1 (x, DV ) = 0 in D where
It is a simple computation to see that H defined in (2.2) coincides with
Therefore, H 1 (x, p) = H(x, p) for every x ∈ D, and our claim is proved.
Transversal vector fields
For a deterministic system b a classical assumption which gives large deviations principles [18] is the transversality of the vector field b with respect to the domain D, i.e.
∃T > 0 such that for any integral curve ofẋ = b(x(t)) (4.7) with x(0) ∈ D, there exists s < T for which x(s) / ∈ D.
It corresponds to ask that integral curves of b exit in an uniformly bounded time from the domain D. The dynamical condition (4.7), which is known in the probabilistic literature as the Levinson's condition, is equivalent, see [18] , to the following PDE condition:
there exists a C 1 function ψ such that
The Levinson's condition for random evolution systems has been described in [10] and reads as follows
where τ 0 is the exit-time of the process X 0 (t) from D and P x,i is the conditional probability with respect to the initial condition X 0 (0) = x, ν 0 (0) = i. In [10] several conditions on the dynamical systems b i are formulated assuring (4.8). In particular it is assumed (see Condition (H3*)) that for any vector field α(x) = (α 1 (x) 
For our result we consider a slightly weaker condition:
is regular in the sense of (4.7).
We will show that, in the setting described by condition (4.10), our singular perturbation result holds for any choice of c i 0.
The following proposition gives a PDE interpretation of (4.10) (see also [8] , Proposition 4.2). Assume now that x is not an equilibrium. We can find a sequence of cycles ξ n parameterized by the arc-length, with T n := (ξ n ) bounded by below by a positive constant, such that
Fix 0 < T < inf n T n : eventually passing to a subsequence we get that ξ n (T ) → y as n → ∞, with y = x. Moreover, by its definition we obtain S(x, y) = 0 = S(y, x) = V (x, y). So we can find a sequence of curves φ n such that φ n (0) = x, φ n (T n ) = y, φ n (t) ∈ D and
for every n. Fix 0 < T inf n T n : eventually passing to a subsequence we get φ n (T ) → z as n → ∞. Note that, by its definition, V (z, y) = 0 = S(y, z), since
for every n. Moreover, we get for every n T 0 R φ n (t),φ n (t) dt 1 which gives in particular (see formula (2.29) 
and so, as shown in [12] or in [16] , Lemma III 2.1b, the sequence φ n is equi-Holder continuous of order 1/2 in [0, T ]. Therefore, by Ascoli-Arzelá arguments, we get that, eventually passing to a subsequence, φ n converges uniformly in [0, T ] to an absolutely continuous curve φ such that
Moreover, by lower semicontinuity of the functional 
S is a measurable map taking values in compact convex subsets of B. Then a result of set valued analysis gives that there exists a measurable selection of S (see [1] , Theorem I.14.1). This means in particular that there exist measurable functions λ i (·), with 0 λ i (t) 1, i λ i (t) = 1 for every t ∈ [0, T ], such that
In particular we get thatφ
Recalling that φ(t) ∈ D for every t ∈ [0, T ], we proved our claim for an integral curve φ of the systemẋ(t) = 
Exponentially stable equilibrium point
We consider now, in this and in the following subsection, the case in which the domain D is invariant with respect to the vector fields b i . We start with a very special case which can be treated in a rather simple way. We assume that for any i = 1, . . . , M ,
Hence the origin is an exponentially attractive equilibrium point for all the vector fields b i . In this setting our singular perturbation result holds if 
Invariant domain
We finally consider the case in which the domain D is invariant with respect to the vector fields b i . We assume in particular the following conditions: 12) where n(x) is the exterior normal to ∂D and there exist m classes of equivalence
where λ i (·) are measurable functions such that 0 λ i (t) 1 and
We will show that our singular perturbation result holds in this setting if the following condition holds
Assume then x to be in A but not an equilibrium. We can find a sequence of cycles ξ n parameterized by the arc-length, with T n := (ξ n ) bounded by below by a positive constant, such that
Fix 0 < T < inf n T n : eventually passing to a subsequence we get that ξ n (T ) → y as n → ∞, with y = x. Moreover, by its definition we obtain S(x, y) = 0 = S(y, x) = V (x, y). So we can find a sequence of curves φ n such that φ n (0) = x, φ n (T n ) = y and
Arguing exactly as in the proof of Proposition 4.3, we get that, eventually passing to a subsequence, φ n converges uniformly in [0, T ] to an absolutely continuous curve Proof. For every i, K i is an equivalence class for V and then also for S. We show that for every fixed i,
First assume K i = {x 0 }. Then it is easy to show, by definition of K i , that x 0 is an equilibrium for some system in the form of (4.13). This means that there exist λ 1 , . . . , λ M ∈ [0, 1] such that i λ i = 1 and i λ i b i (x 0 ) = 0. This implies that Z(x 0 ) = {0} and we can conclude, by a simple argument which uses the upper semicontinuity of Z (see [15] , Lemma 5.2, that x 0 ∈ A.
Assume now that K i contains more that one point. Then, as we observe in Section 2 (before Proposition 2.7), K i ⊆ A.
To prove the reverse inclusion, Proposition 4.8 implies in particular that for any x ∈ A, there exists some K i such that S(x, y) = 0 = S(y, x) for y ∈ K i . In fact it is sufficient to choose K i containing the limit points of the integral curve η as in Proposition 4.8 starting at x ∈ A.
Finally we conclude, by (4.14) , that a sufficient condition for assumption (3.4) to hold is
Remark 4.11. We observe that our result gives an explicit representation formula for the rate function of the functionals (1.6) in terms of the distance associated to (1.8). In fact, as consequence of the singular perturbation result, we have ε log E x,i exp − 
Singular perturbations of eikonal Hamiltonians
In this last section we present another class of Hamiltonians to which we can apply the singular perturbation result in Section 3.
We consider Hamiltonians H i of eikonal type 
