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Resumen
La enfermedad de Alzheimer (AD) es un desorden neurodegenerativo cuyo diagnóstico
cĺınico es realizado después de excluir otros tipos de demencia y el diagnóstico cĺınico
definitivo requiere además de la presencia de un alto déficit cognitivo, la confirmación
histológica mediante autopsia de la presencia de protéınas como las neurofibras de
tau (τ) y amyloid beta (Aβ) en los tejidos cerebrales. AD es una de las enfermedades
de mayor impacto social en Europa y América. En el pasado 2005, en Europa fueron
diagnosticados 3.600.000 pacientes afectados por AD (fuente: Frost & Sullivan) y
en una reciente investigación impulsada por la asociación Alzheimer Europe, se es-
timó que 7.3 millones de personas padecen algún tipo de demencia. A pesar de que
la ocurrencia de AD no es un suceso normal en la población mayor, el riesgo de
desarrollar la enfermedad se incrementa en esa etapa.
A pesar que el diagnóstico definitivo es realizado post-muerte, un diagnóstico cĺınico
de “probable” o “posible” AD puede ser realizado durante la vida de los pacientes,
incluso en etapas muy tempranas de la enfermedad. En consecuencia, un tratamiento
eficaz de AD durante las etapas iniciales tendŕıa el mayor impacto debido a que la
función cognitiva podŕıa ser conservada en el nivel más alto posible.
Recientes estudios dirigidos por el National Institute on Aging (NIA) y Alzheimer’s
Association han redefinido las etapas establecidas para AD y los originales criterios
establecidos por el estándar NINCDS-ADRDA (The National Institute of Neurolog-
ical and Communicative Disorders and Stroke and the Alzheimer’s Disease and Re-
lated Disorders Association) para el diagnóstico de AD [Albert et al., 2011; McKhann
et al., 2011; Sperling et al., 2011]. De este modo, tres etapas han sido establecidas:
(1) AD-precĺınico, (2) Deterioro Cognitivo Leve (MCI) ocasionado por AD, y (3) De-
mencia ocasionada por AD; cada una de las cuales implica criterios y caracteŕısticas
espećıficas. Asimismo, otro importante avance reportado por estos estudios consti-
tuye la incorporación de los biomarcadores en los criterios de diagnóstico orientados
a investigación de AD y ensayos cĺınicos.
Existen considerables esfuerzos en identificar biomarcadores que proporcionen infor-
mación adicional de AD y sirvan como sustitutos en vivo para la detección de los
cambios patológicos en las diferentes etapas de la enfermedad. Al respecto, existen
tres clases de biomarcadores comúnmente utilizados: (1) biomarcadores genéticos,
(2) biomarcadores neuroqúımicos, y (3) biomarcadores basados en imágenes médicas.
La utilización de los biomarcadores basados en neuroimágenes se ha venido incre-
mentando en las dos últimas décadas. Estos biomarcadores buscan diagnosticar y
predecir las etapas tempranas de AD, describiendo las diferencias de las estructuras
cerebrales y la relación entre anormalidades de las zonas cerebrales y el desarrollo
de la enfermedad. Son obtenidos a partir de las imágenes neurológicas de AD: (1)
estructurales como las imágenes de Tomograf́ıa Computacional (CT) y las imágenes
de Resonancia Magnética (RM);y (2) funcionales como las tomograf́ıas de emisión
de fotón único (SPECT: Single Photon Emission Tomography) y la tomograf́ıa por
emisión de positrones (PET: Positron-Emission Tomography).
Sin embargo, en el d́ıa a d́ıa del diagnóstico cĺınico de AD, la disposición de los
biomarcadores morfométricos no resulta una tarea fácil y directa. El progreso del di-
agnóstico por imágenes médicas iniciado durante las pasadas décadas permite obtener
una mayor cantidad de información funcional y anatómica del cerebro de cualquier
individuo con una enorme precisión en tiempo y en espacio; sin embargo, es imposi-
ble analizar directamente esta gran cantidad de datos e imágenes, siendo necesario
desarrollar nuevos modelos de cálculo que capturen y selecciones los parámetros mor-
fométricos de las zonas del cerebro relevantes para un eficiente diagnóstico de AD.
En este trabajo, se estableció una metodoloǵıa de soporte al diagnóstico de AD, prin-
cipalmente en sus etapas MCI ocasionado por AD y demencia ocasionada por AD.
Para este fin fueron obtenidos casos cĺınicos de dos proyectos de investigación en de-
mencia del tipo AD de reconocida trayectoria: las base de datos Alzheimer’s Disease
Neuroimaging Initiative (ADNI) (www.loni.ucla.edu/ADNI) y la base de datos The
Open Access Series of Imaging Studies (OASIS)(http://www.oasis-brains.org/).
Asimismo, fueron establecidas dos tareas principales: la selección de variables pre-
dictoras de AD y la construcción de modelos de clasificación basados en máquinas
de soporte vectorial (SVM), entrenados a partir de las variables seleccionadas. Las
variables predictoras seleccionadas estuvieron conformadas por biomarcadores mor-
fométricos y caracteŕısticas socio-demográficas y neuropsicológicas. Estas variables
debeŕıan ser útiles para la discriminación de casos cĺınicos en tres estados: (1) Es-
tado normal (generalmente personas mayores sanas); (2) Estado MCI ocasionado por
AD; y (3) Etapa de demencia ocasionada por AD. Por otro lado, los modelos SVM
estaŕıan enfocados a dos tareas principales: (1) Diagnóstico de AD mediante la dis-
criminación entre sujetos sanos y sujetos con AD; y (2) Predicción de AD, orientada
a la discriminación de sujetos MCI con riesgo de convertirse a AD y sujetos MCI
sin riesgo de conversión. Asimismo, estos modelos debeŕıan garantizar resultados
aceptables, respecto a la sensibilidad y especificidad de las tareas de clasificación.
Los resultados obtenidos en esta investigación son prometedores. Por un lado, el
subconjunto de variables seleccionadas como relevantes para el diagnóstico de AD,
tienen correlación con los resultados de investigaciones previas. Asimismo, en la
etapa de testeo, los resultados demostraron que los modelos SVM son de gran utilidad
para el soporte diagnóstico cĺınico de esta enfermedad, siendo capaces de discriminar
sujetos con AD de sujetos sanos (diagnóstico) con una exactitud mayor al 99% y
distinguir a los sujetos MCI con riesgo de conversión a AD de los sujetos MCI sin
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5.3.2.1 Obtención de los casos cĺınicos . . . . . . . . . . . . . . . . . . . 112
5.3.2.2 Análisis de las variables de OASIS . . . . . . . . . . . . . . . . 115
5.3.2.3 Re-entrenamiento del modelo de diagnóstico . . . . . . . . . . . 115
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ML Machine Learning/ Máquinas de aprendizaje automático.
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La enfermedad de Alzheimer (Alzheimer’s Disease, AD) es un desorden neurodegenerativo, cuyo
diagnóstico es realizado después de excluir otros tipos de demencia. AD es una de las causas más
comunes de demencia en el adulto mayor y es una de las enfermedades de mayor impacto social
en Europa y América [Vellas et al., 2011]. En el 2005, en Europa fueron diagnosticados 3.600.000
pacientes afectados por AD (fuente: Frost & Sullivan) y en una reciente investigación impulsada
por la asociación Alzheimer Europe, se estimó que 7.3 millones de personas padecen algún tipo
de demencia. A pesar que la ocurrencia de AD no es un suceso normal en la población mayor,
el riesgo de desarrollar la enfermedad se incrementa en esa etapa. En consecuencia, teniendo
en cuenta el incremento anual de las personas mayores de 80 años en nuestra sociedad, esta
enfermedad es uno de los retos más importantes a los que debemos enfrentarnos en este siglo.
El diagnóstico definitivo de AD requiere además de la presencia de un alto déficit cognitivo,
la confirmación histológica mediante autopsia, a fin de verificar la presencia de protéınas como
las neurofibras de tau (τ) y amyloid beta (Aβ, Abeta) en el fluido cerebro espinal (CSF) .
Sin embargo, durante la vida de los pacientes es posible hacer un diagnóstico cĺınico, el cual
sólo puede ser considerado como “probable” o “posible”[McKhann et al., 1984]. Al respecto,
un diagnóstico preciso y temprano de la enfermedad es crucial en la perspectiva de futuros
tratamientos. El diagnóstico preciso es requerido debido a la existencia de pacientes con otro
tipo de demencia que comparten las caracteŕısticas cĺınicas de los sujetos con AD [Knopman
et al., 2001], los cuales podŕıan no responder bien ante un tratamiento espećıfico de AD [Mueller
et al., 2005b]. Por otro lado, el diagnóstico temprano se justifica por la evidencia creciente de que
los mecanismos patogénicos moleculares de AD se activan varios años antes de que las neuronas
comiencen a morir y se manifiesten los déficit cognitivos. Durante esta etapa, un tratamiento
1
1. INTRODUCCIÓN Y ALCANCES
eficaz de AD tendŕıa el mayor impacto debido a que la función cognitiva podŕıa ser conservada
en el nivel más alto posible. En consecuencia, existe un gran interés en caracterizar los primeros
signos cĺınicos del proceso degenerativo, el cual podŕıa evolucionar a AD. Este interés ha dado
lugar al desarrollo del concepto de Deterioro Cognitivo Leve (Mild Cognitive Impairment, MCI).
MCI representa el estado de transición entre el envejecimiento normal y la demencia del tipo
AD [Morris et al., 2001].
En la práctica cĺınica, el diagnóstico de AD está basado principalmente en calificaciones
neuropsicológicas, análisis cĺınicos y entrevistas con el paciente y familiares, las cuales son uti-
lizadas para controlar la progresión de la enfermedad y la eficacia del tratamiento. Sin embargo,
a pesar de que estas pruebas reflejan un aspecto importante de la progresión de AD (sobre todo
el deterioro funcional), sus resultados en las últimas etapas de la enfermedad podŕıan no ser
exactos[Mueller et al., 2005c].
Por estas limitaciones, principalmente aquéllas por las cuales la aplicación de las pruebas
cĺınicas convencionales de AD pueden fallar, y la necesidad de controlar esta enfermedad a tiempo
para mejorar la calidad de vida de los afectados, se ha producido un considerable esfuerzo en
identificar adicionales biomarcadores capaces de “marcar” la presencia de la patoloǵıa, incluso
en etapas muy tempranas[Sperling et al., 2011]. Los biomarcadores de AD tienen como meta
principal, brindar información adicional de esta enfermedad en las diferentes etapas de AD, aśı
como del progreso de los tratamientos cĺınicos aplicados [Schneider et al., 2011; Vellas et al.,
2011]. Sin embargo, la determinación de cuáles son los mejores biomarcadores que cumplan de
manera segura y eficiente esta meta, constituye actualmente una tarea cŕıtica.
En este trabajo, aplicamos una metodoloǵıa para determinar las caracteŕısticas más rele-
vantes y discriminantes en el diagnóstico y predicción de AD, las cuales fueron utilizadas para
construir modelos de clasificación basados en las máquinas de soporte vectorial (Support Vec-
tor Machine, SVM). Estas caracteŕısticas, definidas en este trabajo como variables predictoras
de los modelos SVM, contienen información de biomarcadores morfométricos y caracteŕısticas
demográficas y neuropsicológicas de los pacientes. Para la selección de las variables predictoras
y el entrenamiento de los modelos, instancias de ensayos cĺınicos de AD fueron obtenidas del
reconocido proyecto The Alzheimer’s Disease Neuroimaging Initiative (ADNI). La selección fue
realizada en varias etapas combinando métodos estad́ısticos como el método de “Mı́nima Re-
dundancia y Máxima Relevancia” (Minimum Redundancy Maximum Relevance, mRMR) para la
puntuación de las variables y los métodos de selección de variables basados en SVM. Finalmente,
modelos SVM fueron entrenados considerando las variables seleccionadas. Estos modelos fueron
entrenados para dos tareas principales: (1) diagnóstico de AD, es decir para la discriminación
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entre sujetos mayores (sC) de sujetos con demencia del tipo AD (sAD); y (2) predicción de AD,
para la discriminación de sujetos con MCI con riesgo de conversión a AD (sMCIc) de los sujetos
con MCI sin riesgo de conversión (sMCInc).
Los resultados obtenidos en esta investigación son prometedores. Por un lado, el subconjunto
de variables seleccionadas tienen correlación con los resultados de investigaciones previas [Cui
et al., 2011; Desikan et al., 2009; Heckemann et al., 2011]. Asimismo, en la etapa de test de los
modelos SVM, utilizando los casos cĺınicos de ADNI y nuevos casos obtenidos de proyecto The
Open Access Series of Imaging Studies (OASIS), los resultados de la clasificación confirman su
eficiencia en el diagnóstico y predicción de AD. Nuestro modelo de diagnóstico fuer capaz de
discriminar sujetos sAD de los sujetos sC con una exactitud mayor al 99%. Asimismo, el modelo
de diagnóstico fue capaz de discriminar los sujetos sMCInc de los sMCIc con una exactitud
superior al 94%.
1.2 La enfermedad de Alzheimer (AD)
La demencia es un desorden cerebral que afecta seriamente la habilidad de una persona para
llevar a cabo sus actividades diarias. AD es la forma más común de demencia entre las per-
sonas mayores, afectando las partes del cerebro que controlan el pensamiento, la memoria y el
lenguaje. AD es una enfermedad terminal y neurodegenerativa que progresa lentamente, para la
cual actualmente no existe un tratamiento curativo. En España, afecta al 5-7% de las personas
de más de 75 años, con aproximadamente 650.000 personas afectadas y más de 100.000 nuevos
enfermos al año (Fuente: Fundación Alzheimer de España, Octubre 2011). Para la estimación de
26 millones de personas con AD en todo el mundo se espera que se duplique en el 2030 y se cua-
druplique en el 2050 [Brookmeyer et al., 2007; Jönsson et al., 2006]. En una reciente publicación
de la Asociación de Alzheimer (Alzheimer’s Association) [Association, 2012] se informó que en
USA, AD es la sexta causa de muerte y la quinta causa de muerte en personas a partir de los 65
años; asimismo, mientras que la proporción de muertos debido a otras causas de muertes ha ido
reduciéndose, la proporción de muertes debido a AD se ha incrementado considerablemente, ver
figura 1.1. En la figura se observa que en USA, entre el 2000 y 2008, la proporción de muertes
debido a ataques del corazón, accidentes cerebrovasculares, cáncer de próstata han decrecido en
13%, 20%, y 8%, respectivamente, mientras que la proporción de muertes debido a AD se ha
incrementado en un 66%.
Esta enfermedad fue observada por primera vez por el médico alemán Alois Alzheimer en
1906 [Stelzmann et al., 1995]. Alzheimer observó en el tejido cerebral de una mujer que hab́ıa
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Figura 1.1: Incremento/Decrecimiento de las principales causas de muerte en USA entre el periodo 2000-
2008. Fuente: [Association, 2012]
muerto de una extraña enfermedad mental, una disminución de las neuronas en el cortex cerebral
junto con un aglutinamiento anormal de protéınas y una masa confusa de fibras en citoplasma
de las neuronas [Maurer et al., 1997]. Actualmente ese aglutinamiento es conocido como “placas
de amiloide” (Aβ) y la masa confusa son llamadas neurofibras de tau (τ)1. Se decidió llamar
a la nueva patoloǵıa “Enfermedad de Alzheimer” 2 en honor a su “descubridor” y el término
fue utilizado por primera vez por Kraepelin en la octava edición del “Manual de Psiquiatŕıa”
en 1910. Es aśı como la patoloǵıa que en esas épocas era definida como una enfermedad rara,
actualmente es considerada como una de las causas más frecuentes de demencia.
Los śıntomas cĺınicos requeridos para el diagnóstico de AD son desarrollados sólo después
de la pérdida de células importantes en las regiones cerebrales más vulnerables, asimismo, estos
śıntomas aparecen después de varios años e incluso décadas de iniciarse la enfermedad [Price
et al., 2001; Sperling et al., 2011]. El diagnóstico cĺınico definitivo de AD requiere además de
la presencia de un alto déficit cognitivo, la confirmación histológica (mediante autopsia) de la
presencia de las protéınas τ y Aβ en los tejidos cerebrales. Durante este diagnóstico son anal-
izadas la densidad y distribución de las placas seniles y los ovillos neurofibrilares (neurofibrillary
1Las neurofibras de τ fueron descritas por primera vez por Alois Alzheimer
2Esta enfermedad también es denominada mal de Alzheimer, o demencia senil de tipo Alzheimer o simplemente
Alzheimer
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tangles, NFTs) en el cerebro. [Morris et al., 1991], para las cuales, su componente principal
representa el depósito anormal de las dos protéınas neuronales Aβ y τ , respectivamente.
1.2.1 Fisiopatoloǵıa de AD.
Existe un creciente consenso de investigaciones que afirman que la producción y acumulación de
Aβ (beta-amyloid) es crucial en la patogénesis de AD. Estas afirmaciones han dado lugar a la de-
nominada hipótesis “amyloid cascade ”[Hardy and Selkoe, 2002], la cual constituye actualmente
la base de las opciones emergentes para el tratamiento de AD.
Resultados de autopsias y estudios basados en biomarcadores han reforzado esta hipótesis
al proporcionar nueva información sobre el rol de la deposición de este amiloide en el cerebro,
a través del tiempo[Cummings, 2011]. Asimismo, la formación de los ovillos de neurofibras, la
oxidación y peroxidación liṕıdica, la inflamación y la activación de la muerte celular en “cascada”,
han sido identificadas como consecuencias secundarias de la generación y deposición de Aβ
[Cummings, 2004]. En la figura 1.2 se muestra una representación de los procesos implicados en
esta hipótesis basada en el rol de Aβ. Figura 1.2(a) presenta la secuencia (en cascada) de los
procesos patogénicos implicados en la hipótesis propuesta originalmente por [Hardy and Selkoe,
2002]. Figura 1.2(b)[Cummings, 2004] nos presenta con mayor detalle estos procesos, en donde
se observa que la secuencia de eventos patogénicos es iniciada con la generación de Aβ a partir
de la protéına amiloide precursora (amyloid precursor protein, APP) y progresa, a través de
























Figura 1.2: Hipótesis “Amyloid cascade” de la fisiopatoloǵıa de AD. 1.2(a) Diagrama original de la hipótesis propuesto por [Hardy and Selkoe,
2002]. 1.2(a) Representación gráfica propuesta por [Cummings, 2004].
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1.2.2 Progresión de Aβ en el transcurso de AD.
Durante la etapas precĺınicas de AD, el patrón de Aβ en el cerebro presenta una distribución
inicial difusa en la zona del neocórtex y progresa hacia la allocorteza temporal, incluyendo el
hipocampo y las estructuras cerebrales subcorticales, durante el curso de la enfermedad. Durante
las etapas cĺınicas del deterioro cognitivo, los depósitos de Aβ son incrementados tanto en espacio
y cantidad en todo el cerebro. Asimismo, en la etapa de demencia a causa de AD, los depósitos
de Aβ son más frecuentes en las regiones del cerebro neocortical, el hipocampo, la amı́gdala y
las regiones subcorticales del cerebro (por ejemplo: el cuerpo estriado y los ganglios basales),
sin embargo, estos depósitos son débilmente distribuidas en el cerebelo y en algunas zonas del
tronco cerebral [Ewers et al., 2011; Thal et al., 2002].
En la figura 1.3 se presenta una ilustración presentada en [Thal et al., 2002] sobre la pro-
gresión de Aβ en las tres diferentes etapas de AD. Obsérvese que en la figura, las etapas pre-
sentadas hacen referencia a la deposición de Aβ en el cerebro y no necesariamente corresponden
con la gravedad cĺınica del proceso. En la fase 1, el amiloide Aβ está muy restringido a las áreas
neocorticales del cerebro. En las fases 2 y 3, cuando los signos cĺınicos del deterioro cognitivo
aún tienen que aparecer, los depósitos del amiloide son localizados a lo largo del neocórtex, la al-
locorteza (incluyendo el lóbulo temporal medio), aśı como en la corteza motora y las estructuras
subcorticales. En las etapas cĺınicas de AD, fases 4 y 5, los depósitos del amiloide se observan a
nivel global, incluyendo el tronco cerebral y el cerebelo en la etapa final de la enfermedad (fase
5)
1.3 Diagnóstico de AD.
Comúnmente, los médicos utilizan el término AD para referirse a un suceso cĺınico que t́ıpicamente
se presenta con una caracteŕıstica de desorden amnésico progresivo seguido de la aparición de
otros cambios cognitivos, conductuales y neuropsiquiátricos, los cuales afectan la actividades di-
arias de los afectados. Sin embargo, en la mayoŕıa de los casos, los médicos hacen el diagnóstico
de AD con mayor o menor grado de confianza, en base a su comprensión de la enfermedad y la
evidencia existente para el diagnóstico [Cummings, 2004].
Los criterios establecidos por el estándar The National Institute of Neurological and Com-
municative Disorders and Stroke1 y el Alzheimer’s Disease and Related Disorders Association 2
1Actualmente conocido como el National Institute of Neurological Disorders and Stroke.
2Actualmente conocido como Alzheimer’s Association.
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Figura 1.3: Fase de progresión de Aβ en el cerebro. Fase 1: Aβ está muy restringido a las áreas
neocorticales del cerebro.Fases 2 y 3, los depósitos del amiloide son localizados a lo largo del neocórtex, la
allocorteza y en la corteza motora y las estructuras subcorticales. Fases 4 y 5, los depósitos del amiloide
se observan a nivel global, incluyendo el tronco cerebral y en cerebelo en la etapa final de la enfermedad
(fase 5). Clave: blanco, no hay depósitos de Aβ; rojo, nueva deposición de Aβ; gris, depósitos de Aβ que
no estaban presentes en la fase 1; negro, depósitos de Aβ que ya estaban presentes en la fase 1. Fuente:
[Ewers et al., 2011; Thal et al., 2002]
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(NINCDS-ADRDA) [McKhann et al., 1984] han constituido por más de 25 años, la base para el
diagnóstico de AD.
Para hacer frente a la incertidumbre en el diagnóstico de esta enfermedad, el estándar
NINCDS-ADRDA estableció la siguiente clasificación de los posibles diagnósticos de demen-
cia ocasionada por AD: (1) “definitivo” para referirse al diagnóstico cĺınico con confirmación
histológica post-muerte; (2) “probable’, en referencia al diagnóstico basado por la presencia de
los śıntomas cĺınicos t́ıpicos, sin confirmación histológica; y, (3) “posible”, basado en la presen-
cia de caracteŕısticas cĺınicas at́ıpicas, pero sin aparente diagnóstico alternativo, ni confirmación
histológica.
Para el diagnóstico cĺınico de posible o probable AD, se estableció que la presencia del
deterioro cognitivo y la sospecha del śındrome de demencia deb́ıa ser confirmado a través de
pruebas cĺınicas, tales como historial médico, examinaciones cĺınicas, pruebas neuropsicológicas
y mediciones de laboratorio; mientras que el diagnóstico definitivo de AD sólo podŕıa ser hecho
a partir de confirmación histológica (examinación microscópica del tejido cerebral) a través de
autopsia o biopsia.
Adicionalmente, se resaltó que el diagnóstico “probable” o “posible” de demencia del tipo
AD, sólo deberá efectuarse cuando el ĺımite de severidad de demencia es alcanzado y cuando otras
causas de demencia han sido excluidas a través de evaluaciones biológicas o por neuroimágenes.
Sin embargo, a pesar que el estándar ha demostrado una razonable especificidad1 en el
diagnóstico, en los últimos años se han hecho evidentes sus limitaciones, principalmente en su
baja sensibilidad2 en el diagnóstico durante etapas muy tempranas de la enfermedad [DeKosky
et al., 2011], principalmente desde que el estado MCI empezó a ser referenciado. Asimismo,
estas limitaciones se deben a que el estándar NINCDS-ADRDA no hab́ıa sido revisado para
incorporar los descubrimientos en la epidemioloǵıa y genética de esta enfermedad, aśı como los
nuevos estudios clinopatológicos y el descubrimiento de potenciales biomarcadores de AD.
En la tabla 1.1, extráıda del estudio realizado por [DeKosky et al., 2011], se presentan algunas
de las limitaciones del estándar.
Revisión de los antiguos criterios de diagnóstico
Las deficiencias encontradas en los originales criterios de diagnóstico de AD, establecidos desde
hace más de 25 años, aśı como los recientes avances en el uso de biomarcadores de AD, han
1En el contexto del diagnóstico de AD, especificidad (specificity) se refiere a la capacidad de detectar la
ausencia de AD en sujetos sanos.
2Sensibilidad (sensitivity) en este contexto se refiere a la capacidad de diagnosticar AD en pacientes realmente
afectados por esta enfermedad.
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Tabla 1.1: Limitaciones de los criterios establecidos en el estándar NINCDS-ADRDA en 1984. Fuente:
[DeKosky et al., 2011]
Incertudumbre de la clasificación en el ĺımite de
- Demencia con enfermedades cerebrovasculares




- Variación en el comportamiento por demencia frontotemporal
Casos muy leves que no cumplen los criterios de diagnóstico
No existen biomarcadores espećıficos de la enfermedad
propiciado el replanteamiento de estos criterios.
Iniciativa del 2007. En el 2007, Dubois y compañeros [Dubois et al., 2007], basados en
los últimos avances en biomarcadores de AD, propusieron nuevos criterios de investigación, los
cuales han actualizado el diagnóstico de AD en torno a dos factores: como un patrón espećıfico
de cambios cognitivos y como la evidencia estructural/biológica de la patoloǵıa de Alzheimer.
Asimismo, los autores propusieron un “léxico común” como punto de referencia para los cĺınicos
e investigadores, el cual consiste en considerar a AD exclusivamente como una entidad cĺınica y
sintomática que abarca ambas etapas de predemencia y demencia; y reformula las fases impli-
cadas en AD. Para mayor detalle, ver [Dubois et al., 2007, 2010].
Iniciativa del 2009. Por otro lado, en junio del 2009, en una reunión realizada para revisar
y actualizar los criterios de diagnóstico de AD implantados desde 1984, The National Institute
on Aging (NIA) y Alzheimer’s Association conformaron tres grupos integrados por más de 40
expertos en el campo, a fin de revisar los actuales criterios. Un primer grupo fue asignado para
revisar los criterios del estándar NINCDS-ADRDA para todos los casos de demencia y para el
estado de demencia del tipo AD. El segundo grupo fue asignado para revisar la caracterización
de la etapa MCIAD y definir criterios para su diagnóstico. Asimismo, un tercer grupo fue
constituido para revisar la caracterización de la fase AD-precĺınico, centrándose en la revisión
de los factores en individuos normales que podŕıan desarrollar disfunción cognitiva por causas de
MCI y AD. Como resultado, en el año 2011 han surgido tres importantes publicaciones sobre:
(1) Recomendaciones para el estado DAT (demencia ocasionada por AD) [McKhann et al.,
2011]; (2) Recomendaciones sobre los criterios para el diagnóstico del estado MCIAD [Albert
et al., 2011]; y, (3) Recomendaciones para los criterios de diagnóstico de la etapa AD-precĺınico
[Sperling et al., 2011]. De este modo, los antiguos criterios establecidos para el diagnóstico de
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AD en 1984 han sido reformulados para incluir los últimos avances obtenidos en los últimos 25
años.
A pesar de las diferencias presentes en las dos iniciativas, existe una formulación común en
ambas. Ambos grupos de trabajo enfatizan en la necesidad de “validación” y “estandarización”
de los nuevos criterios, antes de que éstos puedan ser transferidos dentro de un preciso y detal-
lado diagnóstico cĺınico. Sin embargo, en cualquiera de los casos, ambos trabajos constituyen
uno de los principales avances para transformar el concepto de AD desde ser considerado anteri-
ormente como un śındrome cĺınico hacia ser considerado como un proceso patogénico progresivo
[Zetterberg, 2011].
Las formulaciones más importantes de las reformulaciones establecidas por la NIA y Alzheimer’s
Association son comentados en las siguientes secciones.
1.3.1 Etapas de AD.
A medida que las células nerviosas (neuronas) mueren y diferentes zonas del cerebro se atrofian,
los pacientes con AD son caracterizados en su forma t́ıpica por una pérdida progresiva de la
memoria y de otras capacidades mentales. Sin embargo, estudios han revelado que a pesar de
que puedan pasar años para que estos primeros śıntomas se observen en la personas afectadas, en
las etapas iniciales de la enfermedad empiezan a producirse cambios fisiopatológicos que afectan
a las neuronas hasta producirles la muerte.
Nota 1 En este trabajo presentaremos los nuevos conceptos de esta enfermedad establecidos en
el 2011 por el National Institute on Aging (NIA) y Alzheimer’s Association [Albert et al., 2011;
McKhann et al., 2011; Sperling et al., 2011], los cuales redefinen las etapas de AD y establecen
la reformulación de los antiguos criterios para el diagnóstico en cada una de éstas.
Los nuevos criterios establecidos por el NIA y Alzheimer’s Association han definido las
tres etapas de AD como: (1) AD-precĺınico, (2) Deterioro cognitivo leve ocasionado por AD
(MCIAD), y (3) Demencia ocasionado por AD (Dementia due to AD o Dementia of the Alzheimer’s
Type, DAT) . Antes de esto, las etapas estaban definidas como: (1)“leve/temprano” (mild/early)
AD, (2) “moderado/medio” (moderate/mid) AD, (3) “severo/tard́ıo”(severe/late) AD. De este
modo, los actuales criterios proponen que DAT inicia antes de la etapa “leve/temprano” y
que cuando los cambios tempranos en el cerebro son identificados, un individuo diagnosticado
con los nuevos criterios debeŕıa ser considerado en la etapa precĺınica de AD o en la etapa
MCIAD[Association, 2012].
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En la figura 1.4 se presenta un hipotético modelo de la trayectoria de transición cĺınica de
AD1, según la redefinición de las etapas. Obsérvese que el estado MCIAD es precedido por el
estado AD-precĺınico y a su vez precede al estado de DAT [Sperling et al., 2011].
Figura 1.4: Modelo de la trayectoria cĺınica de AD. Fuente:[Sperling et al., 2011]
AD-precĺınico.
En esta etapa las personas tienen cambios medibles en el cerebro, fluido cerebroespinal (CSF)
y sangre que indican los primeros śıntomas de la enfermedad pero aún no han desarrollado
los śıntomas como pérdida de memoria. Esta etapa precĺınica o pre-sintomática se basa en
las actuales afirmaciones que AD empieza a generar cambios en el cerebro varios años atrás
(posiblemente entre 10 y 20 años) antes de la aparición de los primeros śıntomas.
MCI ocasionado por AD (MCIAD).
El interés en caracterizar los primeros signos cĺınicos del proceso degenerativo de AD, el cual
podŕıa evolucionar a DAT, ha dado lugar al desarrollo del concepto de “Deterioro Cognitivo
Leve” (MCI), el cual representa el estado de transición entre el AD-precĺınico y demencia del
tipo AD [Morris et al., 2001].
Las personas con MCI tienen leve, pero medibles, cambios en las habilidades cognitivas
(relacionadas con el pensamiento), sin embargo las habilidades individuales no se ven afectadas
para llevar a cabo las actividades diarias [Association, 2012]. Asimismo, el rendimiento cognitivo
1Este modelo también es conocido como “The continuum of Alzheimer’s disease”.
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se mantiene relativamente estable en los individuos sanos a medida que envejecen, pero disminuye
rápidamente en las personas con MCI.
Dependiendo de qué dominios cognitivos hayan sido afectados, se pueden distinguir diferentes
subtipos de MCI. El subtipo más relevante en relación a AD es el llamado “MCI ocasionado por
AD”(MCIAD)
1. Evidencia significativa sugiere que en una persona con MCIAD, el cerebro ya
está cargado con marcadores de la enfermedad, incluyendo la pérdida irreversible de las neuronas
[Price et al., 2001]. Sin embargo, es importante diferenciar que los sujetos en el estado MCIAD
no son dementes, pero tienen importantes deficiencias en uno o más dominios cognitivos y un
mayor riesgo de demencia [Albert et al., 2011]. Asimismo, en este subtipo suele producirse un
tipo de cambio anual hacia el estado DAT (demencia ocasionada por AD) de aproximadamente
12% y es caracterizado por la presencia de problemas en la memoria subjetiva y un deterioro
leve de la memoria objetiva.
Estudios histológicos han encontrado que los cambios neuropatológicos entre las etapa MCIAD
y DAT son consistentes con la densidad y distribución de las neurofibras de τ y Aβ. Sin embargo,
a pesar que el concepto de MCI es muy útil para identificar el grupo de sujetos con un alto riesgo
de conversión a AD, es importante considerar que también incluye un número no despreciable
de sujetos, en quienes la enfermedad nunca progresa hacia AD o en los que se desarrolla otro
tipo de demencia [Morris et al., 2001].
Nota 2 En la actualidad, los factores implicados en la progresión (o no progresión) del estado
MCIAD hacia el estado DAT no han sido definidos claramente por lo que se hace necesario el es-
tablecimiento de medidas adicionales para distinguir de manera fiable entre estas dos condiciones
de MCI.
Demencia ocasionada por AD (DAT).
Esta etapa es caracterizada por śıntomas de deterioro de la memoria, cognición y la conducta;
los cuales afectan las habilidades de las personas para la realización de sus actividades diarias.
En la figura 1.5 se ilustra los cambios producidos en la zona cortical, los ventŕıculos y el
hipocampo durante las etapas MCIAD y DAT (en su representación más severa). La figura
también muestra las caracteŕısticas de las células nerviosas en un sujeto sano y un sujeto DAT.
1.3.2 Diagnóstico en la etapa DAT.
Como resultado de los estudios del primer grupo liderado por Guy McKhann, se han redefinido
los criterios cĺınicos establecidos en el estándar NINCDS-ADRDA para el diagnóstico del estado
1Este estado también es llamado MCI amnésico
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Figura 1.5: Ilustración del cambio del tejido cerebral y las células nerviosas en los estados: sano, MCI y
AD severo. Fuente: The American Health Assistance Foundation.
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DAT. Mayor detalle sobre los criterios originales pueden ser encontrados en [McKhann et al.,
1984]; asimismo, los nuevos conceptos establecidos para el diagnóstico de esta etapa pueden ser
encontrados con mayor detalle en [McKhann et al., 2011].
Algunos de los conceptos más importantes de la investigación de [McKhann et al., 2011] son
resumidos a continuación.
Redefinición de la terminoloǵıa de clasificación. Ha sido propuesta una terminoloǵıa
para la clasificación de los individuos con demencia ocasionada por AD, redefiniendo los antiguos
criterios establecidos en el estándar NINCDS-ADRDA de 1984:
• Probable demencia ocasionada por AD. En esta terminoloǵıa los criterios antiguos
del estándar han sido conservados de manera general, ver [McKhann et al., 1984].
• Posible demencia ocasionada por AD. En este caso, los criterios del original estándar
han sido redefinidos, por lo que se sugiere la re-evaluación de los pacientes.
• Probable o posible demencia ocasionada por AD, con evidencia de procesos
fisiopatológicos de AD. Esta terminoloǵıa es actualmente entendida para propósitos de
investigación y es sustentada por los últimos avances encontrados en los biomarcadores de
AD. En personas que cumplen los criterios cĺınicos para ser diagnosticados con probable
o posible demencia AD, la evidencia de biomarcadores podŕıa incrementar la certeza que
la base del śındrome de demencia cĺınica presentado por estos individuos, es el proceso
fisiopatológico de AD.
Uso de los biomarcadores para propósito de investigación de AD. Resaltan que los
criterios cĺınicos continúan siendo la “piedra angular” del diagnóstico en la práctica cĺınica; sin
embargo, Guy McKhann y compañeros sugieren que el uso de biomarcadores puede resultar útil
para el diagnóstico basado en el proceso fisiopatológico de esta enfermedad, en tres circunstan-
cias: (1) estudios de investigación, (2) ensayos cĺınicos; y como herramientas cĺınicas opcionales
cuando estén disponibles y se considere apropiado por el médico.
El descubrimiento de biomarcadores de AD constituyen uno de los principales avances en
la investigación sobre AD, llegando al punto de propiciar el re-planteamiento de los antiguos
criterios de diagnóstico del estándar NINCDS-ADRDA de 1984. En la sección 1.4 hacemos una
breve introducción a estos biomarcadores.
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1.3.3 Diagnóstico en la etapa MCIAD.
La investigación dirigida por Marilyn Albert, PhD. [Albert et al., 2011] estuvo orientada el
desarrollo de criterios para la fase de pre-demencia sintomática de AD, denominada como “MCI
ocasionado por AD”(“MCI due to AD”) (MCIAD)
1.
Nota 3 Es importante resaltar que en los estudios de Albert et al. [2011], MCIAD es descrita
como una etiqueta de diagnóstico a ser utilizada en vista de la evidencia cĺınica y la evidencia
de biomarcadores. Sin embargo, los autores señalan que este diagnóstico no implica que la
patoloǵıa de AD sea necesariamente la causa de los śıntomas cĺınicos, o que necesariamente los
sujetos en el estado MCIAD progresen a un estado de demencia a causa de AD. Dado estas
aclaraciones, el estado MCIAD debe ser asumido como un concepto de investigación que aún
no ha sido plenamente validado. Asimismo, los autores siguen confirmando que la demarcación
clara entre un estado cognitivo normal y MCIAD, aśı como, entre el estado MCIAD y el estado
DAT, continúa siendo una tarea dif́ıcil, por lo que es muy importante el juicio de los cĺınicos
para hacer estas distinciones.
Como resultado, se han establecido dos tipos de criterios de diagnóstico en esta etapa:
1. Criterios cĺınicos para el diagnóstico de MCIAD. Estas recomendaciones incluyen
los principales criterios a ser utilizados por los médicos sin acceso a técnicas avanzadas
de imágenes médicas ni mediciones sobre el ĺıquido cefalorraqúıdeo (CSF). Básicamente,
estos criterios están orientados a:
• Los cambios en la cognición, en comparación con previos niveles cognitivo de la per-
sona;
• El deterioro en uno o más dominios cognitivos de la persona, los cuales podŕıan ser:
memoria, función ejecutiva, atención, lenguaje y habilidades visio-espaciales;
• Preservación de independencia en habilidades funcionales; y,
• No-demencia.
2. Criterios para la investigación del estado MCIAD. Estos criterios han incorporado el
uso de biomarcadores para el diagnóstico del estado MCI ocasionado por AD (basándose
en imágenes médicas y mediciones del CSF), limitando el uso de éstos a entornos de
investigación cĺınica, incluyendo los ensayos cĺınicos.
1La etapa equivalente a MCIAD según el nuevo léxico propuesto por Dubois y compañeros [Dubois et al.,
2007] seŕıa “prodomal AD”.
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Nota 4 Los nuevos criterios recomiendan la aplicación de herramientas de test basadas en
biomarcadores en personas diagnśoticadas con MCI para determinar si han sufrido cambios
cerebrales que pudiesen ponerles en riesgo de desarrollar AD u otro tipo de demencia.
1.3.4 Diagnóstico en la etapa de AD-precĺınico
Se considera que el proceso fisiopatológico de AD, abreviado como AD-P (AD-pathophysiological
process)[Sperling et al., 2011], es iniciado muchos años atrás, antes que la persona sea diag-
nosticada cĺınicamente con DAT. El inicio de este proceso está marcado dentro de la etapa
“pre-sintomático” o “precĺınica” de AD, ver figura 1.4.
En el estudio del grupo de trabajo dirigido por Reisa Sperling, MD [Sperling et al., 2011]
se establecieron un conjunto de reformuladas recomendaciones para determinar los factores que
predicen de mejor manera el riesgo de progresión de un estado cognitivo normal hacia los estados
MCIAD y DAT, siendo incorporados los actuales avances en la investigación de biomarcadores
de AD. Asimismo, han sido redefinidos los conceptos, hasta la fecha utilizados, de las etapas
tempranas de AD.
Importantes recomendaciones han sido establecidas a fin de diagnosticar ese grupo de sujetos
“No-dementes, no MCI” incluidas en la etapa precĺınica de AD. Sin embargo, estas recomenda-
ciones han sido propuestas para uso exclusivo en el campo de la investigación, sin tener ninguna
implicación cĺınica (por el momento). Algunas de esta recomendaciones más resaltantes son
comentadas a continuación.
Redefinición de los principales sucesos en etapas tempranas de AD. Se ha establecido
que la detección de los cambios patológicos debeŕıan estar basados en la acumulación de la
protéına Aβ; sin embargo este estudio ha resaltado que esta caracteŕıstica es “necesaria” pero
no “suficiente” para producir las manifestaciones cĺınicas de AD.
Por otro lado, el estudio ha reconocido que algunos individuos pueden evidenciar todas
las caracteŕısticas neuropatológicas de AD durante la autopsia, pero nunca haber presentado
demencia durante su vida. Asimismo, existen pacientes que a pesar de manifestar los śıntomas
cĺınicos, han vivido por mucho tiempo.
El estudio, justifica que estas excepciones, pueden haber sido propiciadas por los factores
“reserva cerebral” y “reserva cognitiva”. “Reserva cerebral” se refiere a la capacidad del cerebro
para soportar daños patológicos, tal vez debido a una mayor densidad sináptica o un mayor
número de neuronas sanas, de tal manera que el sustrato neuronal sigue siendo suficiente para
apoyar el funcionamiento normal del individuo. Por otro lado, la “reserva cognitiva” se refiere
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a la capacidad de alternar las redes cerebrales para hacer frente a los efectos de la patoloǵıa.
Adicionalmente, se ha establecido la posibilidad que factores socio-demográficos como el alto
nivel de educación o un alto nivel socio-económico contribuyan a ambas formas de reservas.
Inclusión de un modelo de biomarcadores para la etapa precĺınica de AD .
El modelo de biomarcadores propuesto inicialmente por [Jack et al., 2010a] ha sido modificado
para referenciar la fase precĺınica y el uso de biomarcadores, ver figura 1.6. El modelo refleja
la trayectoria de cambios de un estado normal hacia anormal (eje Y) de los biomarcadores de
AD (aceptados por el nuevo estudio) como una función de forma sigmoidal del estado de la
enfermedad (eje X). Los biomarcadores incluidos en este modelo son: (1) Biomarcadores de la
acumulación de Aβ; (2) biomarcadores de disfunción sináptica; y, (3) Biomarcadores de imágenes
de resonancia magnética (MRI) centrados en la pérdida neuronal.
Obsérvese que en el modelo, ninguno de los biomarcadores es estático, es decir, las tasas de
cambio de éstos vaŕıan de manera no-lineal con el tiempo (curva sigmoidal). Asimismo, tres
caracteŕısticas relacionadas con los biomarcadores son claramente diferenciadas :
• Los biomarcadores basados en la acumulación de Aβ en el cerebro se vuelven anormales en
la etapa AD precĺınica y una sustancial carga de Aβ es acumulada antes de la aparición de
los śıntomas cĺınicos1. Asimismo, se puede observar que la acumulación de Aβ en el cerebro
es necesario pero no suficiente para producir los śıntomas cĺınicos de las etapas MCIAD y
DAT, lo cual constituye uno de los nuevos conceptos establecidos por estos investigadores.
• Los biomarcadores de disfunción sináptica basados en fluorodeoxyglucose 18F (FDG) y la
Resonancia Magnética Funcional (fMRI), pueden reflejar anomaĺıas en etapas muy tem-
pranas, particularmente sobre los portadores del gen ξ4 de la apolipoprotéına E (APOE).
Estas anormalidades funcionales pueden presentarse incluso antes de la detección de la
acumulación Aβ en el cerebro.
• Los biomarcadores de MRIs basados en el análisis de la pérdida neuronal, se vuelven
anormales un poco más tarde. Asimismo, estos biomarcadores conservan una estrecha
relación con el rendimiento cognitivo a través de la etapas cĺınicas MCIAD y DAT.
1La fase de latencia entre la acumulación de Aβ y los śıntomas cĺınicos aún no se ha cuantificado, pero algunos
estudios sugieren que podŕıa abarcar más de una década.
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Figura 1.6: Modelo de las etapas de AD basado en biomarcadores. Fuentes:[Sperling et al., 2011]
(adaptación),[Jack et al., 2010a] (original)
Nueva estructura de clasificación de la etapa AD-precĺınico. Finalmente, se ha prop-
uesto un nuevo esquema de clasificación basada en tres sub-etapas de la etapa AD-precĺınico,
las cuales sólo debeŕıan ser aplicadas para propósitos de investigaciones relacionadas con AD y
no como criterios de diagnóstico para propósito cĺınicos. Las sub-etapas y su caracterización a
partir de los biomarcadores incorporados son presentados en la tabla 1.2. Asimismo, el nuevo
esquema de clasificación generado a partir de estas sub-etapas es presentada en la figura 1.7.
Obsérvese que el esquema se basa en la hipótesis de que la acumulación de Aβ en el cerebro
(etapa amiloidosis cerebral) es actualmente la etapa más temprana de AD a ser medida y ocurre
antes que alguna otra sintomatoloǵıa cerebral, ver sección 1.2.1.
Tabla 1.2: Etapas categóricas para la investigación en AD precĺınico. Fuente: [Sperling et al., 2011]
Etapas Descripción Aβ (PET o
CSF)
Biomarcadores de





Etapa 1 Amiloidosis asintomática cerebral Positivo Negativo Negativo
Etapa 2 Amiloidosis asintomática + neurodegeneración
decreciente (”downstream”)
Positivo Positivo Negativo
Etapa 3 Amiloidosis asintomática +daño neuronal + de-
clinamiento sutil cognitivo/conductual
Positivo Positivo Positivo
1.3.5 Herramientas cĺınicas y neuropsicológicas para el diagnóstico cĺınico de
AD
Como ha sido descrito en las secciones anteriores, la detección de AD en las etapas iniciales es
especialmente importante para orientar óptimamente las terapias de la enfermedad, antes que el
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Figura 1.7: Esquema de clasificación de las subetapas del AD-precĺınico. Fuente:[Sperling et al., 2011]
daño neuropatológico se haya producido y antes de la manifestación de la demencia. Debido a
que los estudios indican que los individuos diagnosticados con MCI podŕıan presentar śıntomas
tempranos de AD [Morris et al., 2001; Petersen et al., 2010] y además se ha demostrado que la
ocurrencia de cambios neuropatológicos entre la etapas MCIAD y DAT son consistentes con la
densidad y distribución de las neurofibras de τ y Aβ [Hampel et al., 2004; JL and JC., 1999;
Sperling et al., 2011; Tremblay et al., 2007], el diagnóstico temprano es crucial para establecer
un tratamiento eficaz que conserve la función cognitiva en el nivel más alto posible.
Generalmente, el diagnóstico en las etapas cĺınicas MCIAD y DAT y en menor escala la
etapa precĺınica de AD, incluyen varios tipos de evaluaciones basadas en examinaciones cĺınicas
y calificaciones neuropsicológicas. Estas evaluaciones son comúnmente utilizadas para controlar
la progresión de la enfermedad o la eficacia de un tratamiento. En su forma más común, estas
evaluaciones incluyen la aplicación de exámenes o pruebas, tales como:
Historial médico. Consiste en una entrevista o un cuestionario para identificar los problemas
médicos anteriores, las dificultades en las actividades diarias y los medicamentos (recetas, vitam-
inas, suplementos y medicamentos de venta libre), entre otras cosas. El médico es informado de
cualquier antecedente familiar de Alzheimer u otros problemas médicos relacionados. Asimismo,
el médico dialoga con un miembro cercano de la familia para complementar la información, lo
cual es importante para obtener una imagen completa de la historia médica de la persona.
Examen f́ısico. Incluyen evaluaciones del óıdo, corazón y los pulmones, aśı como la temper-
atura, la presión arterial y las pulsaciones. El médico también puede preguntar sobre la dieta y
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la nutrición , el uso de alcohol y los productos del tabaco.
Pruebas estándar de laboratorio. Incluyen pruebas de sangre y orina diseñadas para
descartar otras condiciones posibles. En estas pruebas se miden la biometŕıa hemática, la tiroides
y la función del h́ıgado; y los niveles de glucosa y otros indicadores basados en la sangre de la
enfermedad. Un examen de la depresión también es realizado. En algunos casos, una pequeña
muestra de fluido espinal puede ser recogida para la prueba.
Análisis de las imágenes del cerebro. Las imágenes médicas estructurales y funcionales
del cerebro han sido utilizadas para excluir otros tipos de enfermedades que se puedan confundir
con AD, mejorar la exactitud del diagnóstico cĺınico de AD y monitorear la progresión de la
enfermedad y el efecto de los tratamiento 1. Por un lado, las imágenes estructurales, tales
como las imágenes basadas en Resonancia Magnética (MRI: Magnetic Resonance Imaging) y
las imágenes de Tomograf́ıa Computarizada (CT: Computed Tomography), son utilizadas para
descartar o confirmar que la razón de los śıntomas se deba a la presencia de tumores cerebrales
o coágulos de sangre en el cerebro. Asimismo, las imágenes funcionales como la Tomograf́ıa por
Emisión de Positrones (PET: Positron-Emission Tomography) y la Tomograf́ıa de Emisión de
Fotón Único (SPECT: Single Photon Emission Tomography), son utilizadas para observar el
trabajo y la actividad de ciertas partes del cerebro. Sin embargo, con los últimos avances en
ambas modalidades de neuroimagen, las investigaciones se han orientado a detectar marcadores
biológicos o biomarcadores, los cuales, basados en el análisis de ciertas zonas del cerebro afectadas
por AD, ayuden a la detección temprana y cambios asociados con MCIAD y DAT, aśı como a
predecir el grado de progresión de la enfermedad [Hampel et al., 2011].
Pruebas neuropsicológicas para el diagnóstico y monitoreo de AD. El objetivo de
estas pruebas es caracterizar de manera más completa los tipos de śıntomas cognitivos, a fin de
caracterizar de mejor manera el deterioro cognitivo y obtener pistas sobre la causa subyacente
de la enfermedad. Actualmente constituyen las herramientas más utilizadas por los especialistas
para el diagnóstico cĺınico de un “probable” o “posible ” AD. En estas pruebas, una variedad
de herramientas son aplicadas para evaluar: la memoria, la resolución de problemas, atención,
visión, coordinación motora y el pensamiento abstracto, tales como la realización de cálculos
sencillos por los pacientes. A continuación son listadas las pruebas neuropsicológicas más co-
munes:
1Actualmente, se está tratando de determinar otras técnicas de imágenes cerebrales capaces de identificar los
signos reveladores del AD temprano con la suficiente certeza para ser utilizados como herramientas de diagnóstico.
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• Examen del Estado Mental Mı́nimo (MMSE). El Examen del Estado Mental Mı́nimo
(MMSE: Mini-Mental State Examination)[Folstein et al., 1975] es uno de los test cognitivos
más utilizados y consiste en una serie de preguntas que ponen a prueba una variedad de
habilidades mentales comunes. Es el test cognitivo abreviado de mayor validez y difusión
internacional. Su puntaje máximo es de 30 y, originariamente, el valor ĺımite o de corte fue
de 24; sin embargo, los resultados deben ser interpretados de acuerdo a diferentes criterios
tales como la edad, el nivel educacional y otras variables personales.
• Escala de Deterioro Global (GDS). La escala GDS (Global Deterioration Scale),
también llamada “Escala de Reisberg”(Resisberg Scale) [Reisberg et al., 1982] suele ser
utilizada por algunos médicos para medir la progresión de AD. Esta escala está dividida
en 7 etapas de habilidades: Etapa 1: Ausencia de alteración cognitiva(no cognitive decline);
etapa 2: Disminución cognitiva muy leve (very mild cognitive decline); etapa 3: Defecto
cognitivo leve (mild cognitive decline); etapa 4: Defecto cognitivo moderado (moderate
cognitive decline); etapa 5: Defecto cognitivo moderado-grave (moderately severe cognitive
decline); etapa 6: Defecto cognitivo grave (severe cognitive decline); y, etapa 7: Defecto
cognitivo muy grave (very severe cognitive decline). La escala define cada etapa en términos
operacionales y en base a un deterioro supuestamente homogéneo. Sin embargo, dado que
la secuencia de aparición de los śıntomas es a menudo variable, se ha argumentado que se
podŕıan producir errores durante la inclusión de un paciente en alguna de las etapas. Si
embargo, se trata de una de las escalas más completas, simples y útiles para la estimación
de la severidad de la demencia.
• Clasificación Cĺınica de la Demencia (CDR: Clinical Dementia Rating ). El
factor CDR fue desarrollado por el Memory and Aging Project at Washington University
School of Medicine en 1979 y desde entonces ha sido utilizado en investigaciones y di-
agnósticos cĺınicos para caracterizar el nivel cognitivo y desempeño funcional de pacientes
con riesgo de padecer AD u otro desorden de demencia [Morris, 1993]. En el diagnóstico
cĺınico, el CDR califica el grado de deterioro cognitivo, utilizando un algoritmo estándar
y sus posibles valores pueden ser: CDR=0, no deterioro; CDR=0.5, muy leve; CDR=1,
leve; CDR=2, moderado; y CDR=3, demencia severa.
• Escala de Evaluación para la Enfermedad de Alzheimer (ADAS). El ADAS
(Alzheimer’s disease assessment scales) es un test breve que evalúa la disfunción cogni-
tiva y conductual. El ADAS cognitivo incluye la evaluación de la memoria, lenguaje,
orientación, praxias y visuoconstrucción. Es altamente efectivo para discriminar pacientes
22
con AD de sujetos controles, y es considerablemente más sensible que el MMSE para las
demencias leves. El efecto del nivel educacional no es estad́ısticamente significativo y las
diferencias según la edad son de pequeña magnitud.
El diagnóstico a través de las pruebas cĺınicas y neuropsicológicas en la etapa MCIAD o
incluso en una de las etapas precĺınicas de AD sin la presencia de śıntomas, sigue siendo un
continuo desaf́ıo para los investigadores en neurociencias. Sin embargo, aunque estas prue-
bas, reflejan un aspecto importante de la progresión de la enfermedad (sobre todo el deterioro
funcional), presentan algunas desventajas muy marcadas como su baja fiabilidad test-retest y
su incapacidad para distinguir entre los tratamientos que modifican la evolución de AD en el
tiempo y los tratamientos que son puramente sintomáticos. En consecuencia, existen consid-
erables esfuerzos para identificar nuevas herramientas de diagnóstico que podŕıan proporcionar
información adicional de esta enfermedad a lo largo de todas las etapas de AD.
En los últimos años, estas nuevas herramientas han sido constituidas por diversos biomar-
cadores destinados al diagnóstico y predicción de AD. Las últimas investigaciones sobre esta
enfermedad se han dedicado a proponer biomarcadores que sirvan como sustitutos en vivo para
la detección de los cambios patológicos y, por tanto, sirvan para identificar con exactitud los
individuos que se encuentren en las primeras etapas de AD [Morris et al., 2001; Mueller et al.,
2005c]. En la sección 1.4 se introduce el concepto de biomarcadores de AD y se describen con
mayor detalle los principales tipos.
1.4 Biomarcadores de AD.
De acuerdo con el Instituto Nacional de Salud (National Institute of Health, NIH), un biomar-
cador es definido como : “..A characteristic that is objectively measured and evaluated as an
indicator of normal biologic processes, pathogenic processes, or pharmacologic responses to a
therapeutic intervention” [Ho et al., 2010].
Los marcadores biológicos o biomarcadores reflejan una variedad de caracteŕısticas de la
enfermedad y tienen un potencial uso como mediciones de pruebas, criterios de selección de
sujetos para pruebas o como marcadores de los procesos de una enfermedad.
Clasificación. Existen diversas clasificaciones asignadas a los biomarcadores, una de ellas está
basada en las etapas de la enfermedad bajo estudio:
1. Biomarcadores antecedentes, utilizados para identificar el riesgo de desarrollar una enfer-
medad;
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2. Biomarcadores de diagnóstico, útiles en la identificación de la enfermedad; y,
3. Biomarcadores de pronóstico o predicción, útiles para predecir el futuro curso de la enfer-
medad, incluyendo la respuesta a un tratamiento.
Nota 5 El desarrollo de biomarcadores de AD no sólo sirve de soporte a los cĺınicos para el re-
conocimiento de los śıntomas de la enfermedad en sus tres etapas AD-precĺınico, MCIAD y DAT;
además pueden ayudar a identificar la enfermedad antes de que la demencia u otros śıntomas
aparezcan. Ambas funcionalidades corresponden la base de los biomarcadores de diagnóstico y
predicción de AD y su identificación constituyen uno de los principales objetivos asumidos en
este trabajo.
Utilización de los biomarcadores de AD. En [Fjell and Walhovd, 2011; Hampel et al.,
2011] han sido descritas las diferentes formas de utilización de los biomarcadores en investiga-
ciones y ensayos cĺınicos de AD, destacando las siguientes:
1. En ensayos cĺınicos, en combinación con pruebas cĺınicas y cognitivas, como criterios de
exclusión/inclusión de pacientes;
2. Como “covariantes de referencia” o “predictores” en la futura conversión del estado MCIAD
hacia DAT; es decir, las mediciones iniciales de estos biomarcadores son incorporados como
covariantes de referencia en los modelos lineales de estudios de AD, aumentando su poder
estad́ıstico para detectar los efectos de los tratamientos aplicados o marcando directrices
en la determinación de la muestra necesaria para los estudios;
3. En la determinación y evaluación de los resultados (“outcome measures”) de estudios de
intervención y de esta manera detectar modificaciones en los efectos de tratamientos, ya
sea en las etapas MCIAD o DAT, aśı como en etapas precĺınicas. En estas etapas suele ser
dif́ıcil demostrar los efectos de los tratamientos utilizando únicamente mediciones cĺınicas
y neuropsicológicas;
4. Detección de efectos adversos como inflamación, reacciones inmunológicas, etc.
5. Mejorar nuestro entendimiento de la patogénesis de AD.
Principales tipos de biomarcadores de AD. Respecto a los biomarcadores utilizados
en el diagnóstico y predicción de AD, encontramos tres clases de biomarcadores comúnmente
utilizados:
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1. Biomarcadores genéticos, los cuales son estudiados para definir las mutaciones de genes
asociados al aumento de la producción de Aβ [Bergem et al., 1997; Bertram and Tanzi,
2008; Davinelli et al., 2011; Rocchi et al., 2003; Tanzi and Bertram, 2005] y determinar la
etapa de la enfermedad.
2. Biomarcadores neuroqúımicos, basados en el estudio de las concentraciones de las protéınas
tau y Aβ en el serum, el plasma y en el CSF [Davinelli et al., 2011; Hampel et al., 2004,
2008, 2010b; Irizarry, 2004; Mattsson et al., 2011; Teunissen et al., 2002; Zetterberg and
Blennow, 2008; Zetterberg et al., 2010].
3. Biomarcadores basados en imágenes médicas, los cuales analizan el daño neuronal a partir
de dos principales modalidades de neuroimagen: (i) estructurales, como las imágenes de
CT y las MRIs; y, (ii) funcionales, como las imágenes SPECT y PET. Las imágenes
estructurales son utilizadas para obtener biomarcadores que evalúen los cambios del cerebro
relacionados a AD. Las imágenes funcionales son utilizadas para obtener biomarcadores
que describan la reducción de la función neuronal en etapas tempranas de la enfermedad, lo
cual puede ser ocasionado por el deterioro de la funcionalidad neuronal o por la reducción
de la densidad neuronal.
De los tipos biomarcadores mencionados, los biomarcadores basados en el análisis de CSF
y las mediciones de atrofia cerebral derivados de las MRIs, constituyen los primeros candidatos
de biomarcadores para el diagnóstico temprano y monitoreo de la progresión de AD [Albert
et al., 2011; Dubois et al., 2007; Fjell and Walhovd, 2011; McKhann et al., 2011; Sperling
et al., 2011]. Asimismo, en los últimos años, las investigaciones se han orientado a combinar los
biomarcadores basados en neuroimagen con biomarcadores neuroqúımicos y genéticos, e incluso
con información cĺınica y neuropsicológica a fin de compensar las deficiencias de cada tipo de
biomarcador y garantizar un diagnóstico temprano de AD más preciso y completo [Mattsson
et al., 2012; Tosun et al., 2010; Vos et al., 2012].
1.4.1 Biomarcadores de AD basados en neuroimagen.
Como fue descrito en la sección 1.2.1, las caracteŕısticas neuropatológicas básicas de AD están
asociadas a los cambios en el cerebro como la acumulación de la protéına amiloide Aβ (base de
la hipótesis “Amyloid Cascade”) y el desarrollo de ovillos neurofibriales, ambos asociados a la
degeneración y los śıntomas cĺınicos de demencia.
La detección de estos cambios cerebrales, incluso en etapas muy tempranas de la enfer-
medad, ha sido posible a través de la utilización de diferentes modalidades de imágenes médicas.
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A continuación presentamos un resumen de las principales técnicas y métodos de imágenes neu-
ronales comúnmente utilizadas para detectar “in vivo” los cambios del cerebro asociados a la
neurodegeneración y el deterioro cognitivo en los sujetos afectados por AD.
PET. Esta modalidad de imagen es utilizada en combinación con agentes de amiloide “in
vivo” basados en imágenes, los cuales “marcan” los depósitos fibriales de Aβ del cerebro. Esta
combinación ha sido una valiosa técnica de visualización y cuantificación de la deposición de Aβ
en vida de los sujetos.
FDG-PET. Este método consiste en combinar las modalidad de imagen PET con el isótopo
18F-fluorodesoxiglucosa(FDG) (18F-fluorodeoxyglucose) a fin de detectar cambios en el metabolismo
de la glucosa y el flujo sangúıneo en el cerebro. FDG en un análogo a la glucosa, muy utilizada
en el diagnóstico por imagen, principalmente en combinación con las imágenes PET. Cuando el
flúor de la molécula FDG es convertido en flúor-18, el cual es un isótopo radioactivo emisor de
positrones, se obtiene la molécula 18F-FDG. De este modo, la FDG es inyectada en los pacientes
y un escáner de PET es utilizado para formar imágenes de las distribución de la FDG a lo largo
del cuerpo.
MRI estructural. Esta modalidad es utilizada para detectar cambios en el tejido de la GM
y WM. Respecto a su uso en el diagnóstico de AD, esta técnica es particularmente muy sensible
para detectar cambios en el volumen de GM debido a la atrofia cerebral que se produce por la
pérdida neuronal.
DTI. Es una técnica de MRI utilizada para evaluar los cambios microestructurales del cerebro
dentro de las zonas fibrosas de la WM.
Imágenes de Resonancia Magnética Funcional (fMRI). fMRI es un procedimiento
basado en MRI que permite obtener imágenes de las regiones cerebrales y medir la actividad
cerebral al detectar cambios asociados con determinadas tareas en el flujo sangúıneo. En su
forma básica, fMRI utiliza el contraste blood-oxygen-level-dependent (BOLD) para medir y ma-
pear el flujo sangúıneo (respuesta hemodinámica) y la oxigenación de la sangre, los cuales tienen
correlación con los cambios en la actividad neuronal en una escala de tiempo de pocos segundos.
En investigaciones de AD, fMRI ha sido utilizada para evaluar cambios en la actividad cerebral
relacionados con tareas cognitivas.
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Nota 6 En este trabajo nos hemos centrado en el estudio de los biomarcadores de AD basados en
neuroimagen, principalmente en aquéllos que proporcionan información morfométrica del cerebro
afectado por atrofia, obtenidos de MRIs. Este tipo de biomarcadores son referenciados en este
estudio como “Biomarcadores morfométricos obtenidos de MRIs”. El motivo de considerar MRI
y descartar PET, fMRI, DTI, etc., es que estas últimas modalidades son más invasivas, más
costosas y menos accesibles; por lo tanto existe mayor probabilidad de aplicar nuestro estudio y
utilizar nuestros resultados en la práctica cĺınica diaria.
1.5 Objetivos
Actualmente, el diagnóstico definitivo de DAT (demencia del tipo AD) requiere además de la
presencia de un alto déficit cognitivo, la confirmación histológica (mediante autopsia) de la pres-
encia de las placas seniles y protéınas τ y Aβ en los tejidos cerebrales. Sin embargo, durante
el tiempo de vida de los pacientes, los cĺınicos pueden obtener un diagnóstico de “probable” o
“posible’ AD basado en su experiencia y la utilización de otras herramientas de diagnóstico.
Este diagnóstico puede ser generado para las tres etapas de AD (AD-precĺınico, MCIAD y
DAT) basándose en caracteŕısticas cĺınicas, neuropsicológicas y la información proporcionada
por biomarcadores espećıficos de AD.
El objetivo principal de este trabajo ha sido establecer una metodoloǵıa de soporte al di-
agnóstico y predicción de AD, de manera automática, principalmente en sus etapas MCIAD y
DAT, utilizando la combinación de biomarcadores morfométricos con caracteŕısticas neuropsi-
cológicas y sociodemográficas de los pacientes. Esta metodoloǵıa estuvo centrada en dos tareas
principales:
1. La selección de las variables predictoras más discriminantes a partir de la combinación de
biomarcadores morfométricos con caracteŕısticas socio-demográficas y neuropsicológicas.
Estas variables debeŕıan ser útiles para la discriminación de casos cĺınicos en los tres
estados: (1) Estado normal (generalmente personas mayores sanas); (2) Estado MCIAD;
y (3) Estado DAT.
2. Entrenamiento de modelos de clasificación de casos cĺınicos basados en máquinas de soporte
vectorial (Support Vector Machine, SVM). Los modelos SVM estaŕıan enfocados a dos
tareas principales: (1) Diagnóstico de AD mediante la discriminación entre sujetos sanos
y sujetos DAT; y (2) Predicción de AD, orientada a la discriminación de sujetos MCIAD
con riesgo de progresión a AD y sujetos MCIAD sin riesgo de progresión. Asimismo,
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estos modelos debeŕıan garantizar resultados aceptables con respecto a la sensibilidad y
especificidad de las tareas de clasificación.
Adicionalmente, se establecieron objetivos secundarios que ayudaŕıan a alcanzar el objetivo
principal:
1. Obtención de grupos de entrenamiento, validación y test a partir ensayos cĺınicos de AD
validados y con reconocimiento de las principales investigaciones realizadas en el área.
2. Establecimiento de las técnicas de selección de variables predictoras más utilizadas en el
diagnóstico de demencia, principalmente AD.
3. Estudio de las principales caracteŕısticas de SVM y definición de su correcta configuración
para nuestros problemas de clasificación.
4. Establecimiento de las métricas estad́ısticas para calificar el desempeño de los modelos de
clasificación obtenidos y de esta forma garantizar la obtención de los mejores resultados.
5. Verificación de la viabilidad del uso de la metodoloǵıa propuesta en un entorno cĺınico.
Para este fin se estableció el desarrollo de una herramienta computacional que facilite
el análisis de las imágenes de Resonancia Magnética y la utilización de los modelos de
clasificación obtenidos de manera automática y robusta.
En los caṕıtulos 4 y 5 son presentadas las etapas, procesos y algoritmos implicados en esta






Tradicionalmente, las técnicas de diagnóstico basada en imágenes, principalmente en imágenes
estructurales, han sido utilizadas para excluir otro tipo de enfermedades del cerebro, cuyos
śıntomas pudiesen ser confundidos con AD (por ejemplo: tumores cerebrales o hematomas
epidurales), ver sección 1.3.5. Sin embargo, con el incremento del potencial de estas técnicas y el
advenimiento de nuevas modalidades de imágenes médicas, su uso no sólo ha estado enfocado a
mejorar la exactitud del diagnóstico cĺınico de esta enfermedad, también se ha visto beneficiada
la potencialidad de estas imágenes para monitorear el progreso de la enfermedad y los efectos
de tratamientos. Diversos estudios han demostrado que debido a presencia de ciertos patrones
en el cerebro, es factible diagnosticar utilizando imágenes de Resonancia Magnética (MRIs), si
un paciente se encuentra en la etapa precĺınica, MCI o demencia por AD [Desikan et al., 2009;
Ewers et al., 2011; Killiany et al., 2000].
En esta nueva era de la imagenoloǵıa médica aplicada al diagnóstico de AD, uno de los
principales campos de estudio es la combinación de las MRIs con técnicas de rastreo manual y/o
herramientas automáticas de extracción volumétrica para obtener regiones de interés (ROIs) del
cerebro. Entonces, diferentes mediciones morfométricas son obtenidas sobre estos ROIs, dando
lugar a los llamados biomarcadores morfométricos. Los biomarcadores morfométricos describen
y cuantifican el grado de atrofia de ciertas zonas del cerebro afectadas por AD, ayudan a la
detección temprana y cambios asociados a lo largo de sus etapas, aśı como a predecir el grado
de progresión de la enfermedad [Hampel et al., 2011].
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2. BIOMARCADORES MORFOMÉTRICOS OBTENIDOS DE MRI.
Asimismo, valoraciones del poder de análisis de los biomarcadores morfométricos basados en
MRIs han demostrado su eficiencia frente a los test cĺınicos o neuropsicológicos en la identifi-
cación de pacientes en las primeras etapas de AD, incluso cuando los primeros śıntomas cĺınicos
no son visibles. Técnicas de análisis de MRIs detectan la atrofia cerebral en etapas donde el
deterioro cognitivo es muy pequeño y posiblemente reversible, y se ha demostrado que MRI es
superior a los biomarcadores basados en ĺıquido céfalo raqúıdeo (CSF) en la predicción del decli-
namiento cognitivo [Fjell and Walhovd, 2011]. Frente a estas evidencias y otras investigaciones
relacionadas con los biomarcadores genéticos, qúımicos, etc., el NIA y Alzheimer’s Association
lideraron la revisión de los criterios de diagnóstico de AD [Albert et al., 2011; McKhann et al.,
2011; Sperling et al., 2011], comentados en la sección 1.3. Uno de los hechos más resaltantes de
la actualización de estos criterios, ha sido la incorporación de los biomarcadores de AD, entre
ellos los biomarcadores morfométricos basados en MRIs, dentro de los criterios de diagnóstico
de AD para los campos de investigación y ensayos cĺınicos, sin descartar la posibilidad de ser
incluidos como herramientas de diagnóstico cĺınico en un futuro no muy lejano [McKhann et al.,
2011].
En la sección 1.4.1 describimos las modalidades y métodos de neuroimagen comúnmente
utilizados para detectar “in vivo’ ’ los cambios del cerebro asociados con la neurodegeneración
y el deterioro cognitivo a causa de AD. En este caṕıtulo presentamos una breve descripción
de los estudios orientados a determinar biomarcadores morfométricos basados en MRI para las
diferentes etapas de AD1 y los enfoques de clasificación automática de sujetos construidos a
partir de éstos. Asimismo, son presentadas las principales técnicas de procesamiento y análisis
de MRIs para la obtención de los biomarcadores morfométricos. En la nota 6 se explicó el motivo
de la selección de MRI.
2.2 Descripción.
La información anatómica obtenida de las MRIs puede ser utilizada para diferentes propósitos.
Una de las corrientes actuales de mayor auge es su aplicación para conocer el impacto de la
neurodegeneración, trauma y otras condiciones de las estructuras macroscópicas del cerebro.
Dentro de las diversas investigaciones están encaminadas a proponer y utilizar descriptores
morfométricos basados en MRIs como biomarcadores de diagnóstico y monitorización de enfer-
medades del cerebro; un grupo significativo dedica sus esfuerzos en determinar la progresión
entre las etapas AD-precĺınico, MCI y AD. En las publicaciones [Clark et al., 2008; Fjell and
1Para mayor detalle sobre los estudios de AD basados en otras modalidades de imágenes médicas , ver [Ewers
et al., 2011; Hampel et al., 2008, 2010a].
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Walhovd, 2011; Hampel et al., 2010a, 2011] se presenta una revisión general de las principales
investigaciones realizadas en el uso de biomarcadores para el diagnóstico de AD, incluyendo los
biomarcadores basados en MRIs.
Antes de describir las técnicas más utilizadas para la obtención de los biomarcadores mor-
fométricos a partir de esta modalidad de imagen médica, es necesario listar algunas de las
conocidas ventajas del uso de las MRIs en el diagnóstico de AD y las caracteŕısticas deseables
en estos biomarcadores:
Ventajas del uso de MRIs en AD.
• MRI es una técnica de imagen que produce claras reproducciones del cerebro y es benefi-
ciosa para descartar otras causas de demencia, tales como tumores o derrames cerebrales;
• Es útil para mostrar el resultado de los cambios estructurales en el cerebro relacionadas
con AD.
• Proporcionan una visualización macroscópica de la atrofia de los tejidos cerebrales oca-
sionada por los cambios neuronales producidos durante AD, incluso desde etapas muy
tempranas. Los neurólogos realizan estudios longitudinales a través de ciertos periodos
de tiempo para conocer la cantidad de tejido cerebral que se ha perdido desde la primera
imagen obtenida del paciente en los inicios del tratamiento. Posteriormente, mediante
mediciones correlativas de ciertas áreas del cerebro, el médico puede entender los cam-
bios del cerebro afectado por esta enfermedad e informarle de la eficacia del tratamiento
aplicado.
• Resultados coherentes e uniformes en estudios con imágenes médicas como las MRIs son
más fáciles de aplicar y mantener en las instituciones médicas y de investigación , a diferen-
cia de la variabilidad de ensayos cĺınicos necesarios para la medición directa de las protéınas
Aβ y τ , como biomarcadores cĺınicos.
Caracteŕısticas deseables biomarcadores morfométricos.
Con el fin de utilizar la información proporcionada por las MRIs como biomarcadores mor-
fométricos de diagnóstico, monitoreo y predicción de AD, en [Desikan et al., 2009; Ewers et al.,
2011] se han descrito las principales caracteŕısticas que debeŕıan presentar estas mediciones.
Algunas de las cuales son resumidas a continuación:
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1. Detectar y cuantificar espećıficamente las caracteŕısticas fundamentales de la patoloǵıa de
AD en personas con un riesgo elevado para tener demencia ocasionada por AD (es decir, en
los individuos en estado MCI) y en pacientes con un diagnóstico cĺınico de AD confirmado
[Desikan et al., 2009];
2. Demostrar una gran exactitud en la discriminación de las caracteŕısticas normales de las
personas con edad avanzada y lo sujetos con MCI y demencia AD [Desikan et al., 2009];
3. Presentar un alto grado de coherencia y de reproductibilidad en el test-retest de múltiples
estudios independientes [Desikan et al., 2009];
4. Tener fuerte correlación con las mediciones cĺınicas del declinamiento cognitivo aśı como
las mediciones de la invasión de la patoloǵıa celular [Desikan et al., 2009];
2.3 Aplicación de los biomarcadores morfométricos en la predicción
y diagnóstico de AD.
La atrofia o pérdida del volumen cerebral es una de las primeras consecuencias de la muerte
neuronal ocurrida en el proceso degenerativo de AD [Killiany et al., 2000; Morra et al., 2009].
Cuando la atrofia es severa, ésta puede ser distinguida con mayor seguridad a través de una
inspección visual simple de imágenes estructurales como las MRIs o las CTs [Clark et al., 2008].
Sin embargo, la clave en el diagnóstico de enfermedades neurodegenerativas como AD consiste
en la identificación de las caracteŕısticas y procesos relacionados con los patrones de atrofia que
se producen en las etapas iniciales, antes de que el proceso degenerativo de AD se generalice.
Existen nuemerosos estudios sobre morfometŕıa del cerebro, los cuales buscan describir las
diferencias de las estructuras cerebrales y el grado de atrofia entre pacientes afectados en alguna
de las etapas de AD a partir de las MRIs[Karas et al., 2004; Liu et al., 2011; Risacher et al.,
2010; Walhovd et al., 2010; Westman et al., 2011]. Debido a las caracteŕısticas fisiopatológicas
de AD: formación de nudos en los lóbulos temporal medial (medial temporal lobes, MTL) y la
ocurrencia temprana de problemas de memoria; MTL se ha constituido en el foco de estudios
de neuroimagen de AD. Sin embargo, los avances en el análisis estructural del cerebro han
hecho posible nuevos estudios que sirven como evidencia que la atrofia debido a AD puede ser
identificada en diferentes áreas corticales y subcorticales del cerebro, incluso en etapas muy
tempranas de la enfermedad [Fjell and Walhovd, 2011].
Con la finalidad de relacionar las zonas afectadas por atrofia y el uso de biomarcadores
para su detección con las etapas de AD, hemos asumido el modelo hipotético de biomarcadores
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propuesto por Ewers et al. [2011]. Este modelo representa la utilidad de los principales biomar-
cadores basados en neuroimágenes durante el curso de AD, ver figura 2.1. Obsérvese que en
la figura son consideradas las modalidades de imágenes descritas en la sección 1.4.1. Con re-
specto a los biomarcadores basados en MRIs, representado como una ĺınea verde en la figura,
el modelo refleja que es posible detectar la atrofia de la materia gris en la etapa precĺınica de
AD; siendo identificada (de manera no exclusiva) en el hipocampo. La pérdida de volumen
del hipocampo continúa su declive a través de la progresión de la enfermedad. Asimismo, una
atrofia generalizada de las zonas corticales y subcorticales es observada en la etapa de demencia.
Figura 2.1: Modelo hipotético de los principales biomarcadores basados en neuroimágenes y su utilidad
predictiva durante la etapas de AD. Fuente: [Ewers et al., 2011].
A continuación presentamos una breve descripción de los principales cambios estructurales de
cerebro y la deposición de Aβ observados en algunos estudios basados en MRIs. Los resultados
de estos estudios han sido agrupados por cada etapa de AD.
2.3.1 Estudios de MRIs en la etapa AD-precĺınica.
Existe evidencia que en la etapa precĺınica de AD, la deposición de la protéına Aβ en el cerebro
está asociada a la atrofia de la GM; siendo los principales sitios de deposición temprana: las
regiones neo-corticales, parietal y frontal. En consecuencia, altos grados de atrofia han sido
encontrados en el hipocampo y la circunvolución del ćıngulo [Ewers et al., 2011]. Sin embargo,
a pesar de esta evidencia, la inclusión de estas investigaciones, la exacta definición de los niveles
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patológicos de deposición de Aβ en esta etapa, aún continúa siendo un importante tema de
investigación.
2.3.2 Estudios de MRIs en la etapa MCIAD.
La cuantificación de la morfometŕıa cerebral basada en MRI puede ser utilizada para distinguir
sujetos normales de control (sC) de sujetos en la etapa MCI (sMCI) o sujetos en la etapa de
demencia debido a AD (sAD). Sin embargo, para ser considerado como biomarcadores tempra-
nos, es importante que las MRIs cumplan dos tareas principales: (1) predecir cambios cĺınicos,
esto es, distinguir los sujetos sMCI con riesgo de progresión a AD (sMCIc) de los sujetos sMCI
estables o no convertido (sMCInc); y, (2) predecir el declinamiento cognitivo.
Algunos estudios han demostrado que durante la etapa MCIDAT , el incremento de los niveles
de Aβ en el cerebro o la reducción de este amiloide en el fluido cerebroespinal, están asociados
con la atrofia de estructuras del MTL [Karas et al., 2004] como el hipocampo[Chupin et al.,
2009] y la corteza entorrinal; y otras estructuras cerebrales del lóbulo parietal [Karas et al.,
2004]. En el estudio de Heckemann et al. [2011], se comparó la morfometŕıa de tres grupos
de diagnóstico: sMCInc, sMCIc y sAD; encontrándose diferencias altamente significativas en
regiones individuales del cerebro. La mayoŕıa de estas diferencias fueron ubicadas en el lóbulo
temporal, una parte significativa en el lóbulo parietal y una asimetŕıa incrementada en las
regiones corticales posteriores.
[Karas et al., 2004] analizó patrones de pérdida de GM con la finalidad de determinar carac-
teŕısticas propias del estado MCIDAT y sus diferencias con el estado DAT. Su método consistió
en obtener volúmenes locales y globales de la GM utilizando morfometŕıa basada en vóxel (voxel-
based morphometry, VBM) [Ashburner and Friston, 2000; Ridgway et al., 2008]. La aplicación de
VBM sobre las MRIs de 33 sAD, 14 sC y 22 sMCI demostró que los sMCI presentan reducciones
locales significativas en el lóbulo temporal medio, la corteza insular y el tálamo, en comparación
con sujetos sC. El estudio también encontró que los sMCI presentan mayor cantidad de GM en
el lóbulo parietal y en el ćıngulo posterior y anterior, en comparación con los sAD; y que los
sAD presentan mayor grado de atrofia en el lóbulo temporal medial. Asimismo, este estudio no
encontró diferencias espećıficas del volumen de GM entre los sMCI y los otros dos grupos. Un
estudio similar fue realizado por [Chételat et al., 2005].
2.3.3 Estudios de MRIs en la etapa de demencia AD.
En esta etapa, los biomarcadores morfométricos basados en MRI son utilizados principalmente
para calificar los cambios de cantidad de GM en las diferentes estructuras cerebrales. Al respecto,
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estudios han identificado cambios severos de volumen del lóbulo temporal medial, la cual podŕıa
incluir hasta una reducción del 20% del volumen del hipocampo; aśı como cambios pequeños
y dif́ıcilmente visibles en zonas externas de este lóbulo. Por ejemplo, la reducción del volumen
de los lóbulos temporales fue observada en los cerebros de pacientes con AD, de acuerdo a los
estudios basados en VBM realizados por Chételat et al. [2005]; Karas et al. [2004]. La reducción
del espesor cortical también ha sido observada en las superficies corticales, particularmente en los
MTLs y la corteza entorrinal [Dickerson et al., 2009]. Otras de las áreas afectadas la constituyen
el lóbulo temporal lateral y los lóbulos prefrontal y parietal.
Por otro lado, evaluaciones de la WM utilizando el método DTI (técnica basada en MRI
para evaluar los cambios microestructurales de la materia blanca) han demostrado que las fibras
que conectan el hipocampo con la circunvolución del ćıngulo posterior son afectadas en sujetos
con AD con una escala mucho mayor que en los sujetos mayores. Estos resultados sugieren que
el daño de la WM podŕıa tener relación con la atrofia de la GM [Ewers et al., 2011].
2.4 Obtención de los biomarcadores morfométricos.
Desde más de dos décadas atrás, las MRIs han sido utilizadas para obtener patrones o biomar-
cadores morfométricos in vivo que describen los cambios cerebrales producidos por AD, durante
el curso de esta enfermedad. A partir de las numerosas investigaciones relacionadas con esta
rama de las neurociencias, identificamos dos grupos claramente definidos:
1. El primero grupo está orientado a obtener y analizar mediciones manuales de ciertos ROIs
del cerebro [Killiany et al., 2000]. Pérdida del volumen en regiones espećıficas, con el
hipocampo y la corteza entorrinal, pueden ser detectadas in vivo utilizando técnicas man-
uales de extracción de ROIs. Sin embargo, estos métodos manuales constituyen una labor
muy intensiva dado la complejidad caracteŕıstica de las estructuras cerebrales; en con-
secuencia estos métodos t́ıpicamente están centrados en unas pocas regiones definidas a
priori [Dickerson et al., 2009].
2. El segundo grupo está orientado a calcular mediciones automatizadas basado en el enfoque
whole-brain [Buckner, 2004; Desikan et al., 2006; Destrieux et al., 2010; Dickerson et al.,
2009; Fischl et al., 2002; Heckemann et al., 2011; Hua et al., 2008; Klöppel et al., 2008].
Sin embargo, a pesar de que ambas técnicas ofrecen varias ventajas, su utilidad está sujeta
a la obtención de biomarcadores de diagnóstico precisos y confiables. Por un lado, los métodos
manuales de extracción de ROIs son inexactos, presentando variaciones entre diferentes sujetos,
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2. BIOMARCADORES MORFOMÉTRICOS OBTENIDOS DE MRI.
y por otro lado, los métodos automáticos presentan el riesgo de disminuir su fiabilidad a la hora
de aplicar el test-retest, debido a la imposibilidad de evaluar el estado de la enfermedad en un
individuo particular.
Procesamiento y análisis automático de neuroimágenes.
La cuantificación morfométrica del cerebro para la obtención de biomarcadores de AD implica
un conjunto de técnicas de procesamiento y análisis de imágenes. Las técnicas de procesamiento
(basadas en técnicas de visión por ordenador) implican un conjunto de algoritmos que operan
sobre la representación digital de estas imágenes con el fin de obtener ROIs y mejorar el proceso
de obtención de información médica. Una vez procesadas estas imágenes, son aplicadas técnicas
de análisis a fin de cuantificar los ROIs, obtener los biomarcadores y facilitar su posterior análisis.
El progreso de estas técnicas de procesamiento y análisis de neuroimágenes, iniciado durante
las pasadas décadas, permite obtener una mayor cantidad de información funcional y anatómica
de cualquier individuo, con una enorme precisión en tiempo y en espacio. Sin embargo, en
investigaciones y ensayos cĺınicos de AD, los cuales utilizan grandes bases de datos de imágenes,
es imposible procesar y analizar directamente esta información, sin utilizar herramientas de
cálculo que capturen los parámetros relevantes de soporte al diagnóstico médico.
2.4.1 Herramientas automáticas.
Para cubrir las deficiencias de los métodos manuales y garantizar las caracteŕısticas deseadas en
el uso de biomarcadores obtenidos de MRIs (ver sección 2.2), los continuos avances en algoritmos
de análisis de imagen han facilitado el desarrollo de herramientas de software basadas en MRI.
Estas herramientas son capaces de parcelizar automáticamente el cerebro en regiones anatómicas
[Desikan et al., 2006; Fischl et al., 2002] e incluso cuantificar el grado de atrofia de ciertas regiones
cerebrales de manera individual. A continuación listamos las principales herramientas utilizadas
en el campo de AD.
• FSL (The FMRIB Software Library) es una herramienta de análisis de imágenes
del cerebro para los tipos: MRI estructural, funcional y de difusión [Jenkinson et al.,
2012]. FSL integra un conjunto de libreŕıas escritas principalmente por el Analysis Group,
FMRIB, Oxford y está libremente disponible en http://www.fmrib.ox.ac.uk/fsl. Prin-
cipalmente incluye las libreŕıas: BET (extracción del cerebro), FAST (segmentación de
GM, WM y CSF). FIRST (segmentación subcortical), FSL-VBM (análisis de la densidad
de la GM utilizando VBM) y SIENA-SIENEX (análisis de la atrofia cerebral en estudios
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transversales y longitudinales); han sido utilizadas en numerosas investigaciones dedicadas
a calificar el grado de atrofia del cerebro en sujetos MCIDAT y DAT [Acosta et al., 2012;
Bishop et al., 2011; Li et al., 2010].
• Freesurfer. Es un compendio de herramientas para el análisis de datos de neuroimágenes
de código abierto, desarrollado por Martinos Center for Biomedical Imaging y libremente
disponible en (http://surfer.nmr.mgh.harvard.edu/fswiki). Freesurfer integra diver-
sos algoritmos para cuantificar las propiedades estructurales, funcionales y de conectividad
del cerebro humano [Fischl, 2012]. Dentro de las principales funcionalidades de este soft-
ware tenemos:
– Segmentación volumétrica de las principales estructurales cerebrales macroscópicas
[Fischl et al., 2002, 2004b].
– Segmentación de los subcampos del hipocampo
– Alineamiento inter-individual basado en los patrones de plegado cortical [Fischl et al.,
1999a].
– Parcelación de los patrones de plegado cortical [Desikan et al., 2006; Destrieux et al.,
2010; Fischl et al., 2004b].
– Mapeo del espesor de la corteza del cerebro humano [Fischl and Dale, 2000].
– Reconstrucción de modelos de superficie de la corteza del cerebro humano [Dale et al.,
1999; Fischl et al., 1999a].
La fiabilidad de las funcionalidades descritas, aśı como los detalles técnicos de los proced-
imientos de análisis de imagen realizados con Freesurfer han sido demostradas en anteri-
ores investigaciones [Dale et al., 1999; Fischl, 2012; Fischl and Dale, 2000; Fischl et al.,
1999a, 2002; Han et al., 2006; Jovicich et al., 2006; Segonne et al., 2004]. Asimismo,
Freesurfer constituye una de las principales herramientas automáticas utilizada en investi-
gaciones dedicadas a obtener biomarcadores morfométricos del cerebro para el diagnóstico
y predicción en el curso de AD [Chételat et al., 2005; Cho et al., 2012; Chupin et al., 2009;
Cuingnet et al., 2011; Desikan et al., 2009; Dickerson et al., 2009; Heckemann et al., 2011;
Morra et al., 2009; Nestor et al., 2008; Salat et al., 2009].
• SPM (Statistical parametric mapping). Es un software de análisis de neuroimágenes
funcionales como fMRI, PET, SPECT, EEG y MEG, basado en el método Statistical
parametric Mapping. A pesar de que esta herramienta está dirigida a neuroimágenes
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funcionales, en algunas investigaciones dedicadas a obtener biomarcadores morfométricos,
ha sido utilizada en combinación con FSL o Freesurfer. Para mayor detalle visitar http:
//www.fil.ion.ucl.ac.uk/spm.
2.4.2 Principales Rutinas de Procesamiento y Análisis de MRIs.
En neuroloǵıa (aśı como en otras ramas médicas), el procesamiento y análisis de imágenes
del cerebro está orientado a corregir los problemas de calidad más comunes en este tipo de
imágenes, obtener los ROIs y analizarlos a fin de obtener los biomarcadores morfométricos.
Estas funcionalidades constituyen la base de las herramientas mencionadas en la sección 2.4.1.
Con la finalidad de mencionar las principales técnicas aplicadas en la obtención de biomar-
cadores de AD, las hemos clasificado en tres etapas principales, cada una de las cuales agrupa
procesamientos espećıficos:
1. Etapa de preprocesamiento.
(a) Eliminación de rasgos faciales.
(b) Alineamiento y corregistro de las imágenes con respecto a un atlas del cerebro.
(c) Eliminación del bias.
2. Etapa de segmentación
(a) Eliminación de las estructuras no cerebrales.
3. Etapa de segmentación y cuantificación. Obtención de biomarcadores morfométricos.
A continuación describimos brevemente estos procesamientos, presentando ejemplos de su
aplicación sobre sesiones de MRIS.
2.4.2.1 Eliminación de rasgos faciales (defacing).
El objetivo principal de esta etapa es proteger la privacidad de los pacientes por lo que son
localizadas las caracteŕısticas faciales humanas (ojos, nariz, dientes, etc.) y removidas sin afec-
tar el tejido cerebral. La figura 2.2 presenta un ejemplo de eliminación de rasgos faciales so-
bre sesiones de MRIs, corteśıa del departamento de Biomedicina del Centre Internacional de
Mètodes Numèrics en Enginyeria (CIMNE) (http://www.cimne.upc.edu), realizada con la





Figura 2.2: Vistas ortogonales de tres sesiones de MRI (con cortos intervalos de tiempo) sin rasgos
faciales. 2.2(a): sesión mpr-1. 2.2(a):sesión mpr-2. 2.2(a): sesión mpr-3. Fuente: Sesiones de MRIs
del cerebro proporcionadas por el departamento de Biomedicina del Centre Internacional de Mètodes
Numèrics en Enginyeria (CIMNE) (http://www.cimne.upc.edu) y procesadas con Freesurfer (http:
//surfer.nmr.mgh.harvard.edu/fswiki)
2.4.2.2 Alineamiento de multisesiones de MRIs y corregistro respecto a un atlas
del cerebro
En los estudios de imágenes realizados en investigaciones y ensayos cĺınicos (incluso podŕıa exten-
derse en el diagnóstico cĺınico), es común obtener varias sesiones de imágenes (multisesiones), ya
sea para un mismo sujeto, diferentes sujetos, o ambos casos. Las multisesiones de MRIs pueden
aumentar la sensibilidad de los estudios o permitir efectuar conclusiones generalizadas a una
población de estudio. Sin embargo, la adquisición de las multisesiones de MRIs no es perfecta
por una serie de razones: factores f́ısicos propias de los instrumentaria utilizada, la naturaleza
imperfecta de esta modalidad de imagen, factores sujetos a las personas estudiadas y los inter-
valos de tiempos entre cada sesión que no garantizan la obtención de MRIs en el mismo sistema
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2. BIOMARCADORES MORFOMÉTRICOS OBTENIDOS DE MRI.
de coordenadas. Por ejemplo, cortos movimientos de la cabeza en una escala menor a 1 mm
podŕıa significar la causa de importantes errores en un futuro análisis estad́ıstico del cerebro, si
estos no son corregidos a tiempo.
Como solución, dos procesamiento son necesarios para garantizar un correcto análisis es-
tad́ıstico: (1) alineamiento de todas las MRIs individuales de múltiples sesiones obtenidas en
cortos intervalos de tiempo; y, (2) alineamiento de todas las sesiones obtenidas en tiempos más
largos a un común espacio. Ambas tareas utilizan algoritmos de registro de imágenes. Después
que todas las imágenes son alineadas, una variedad de métodos estad́ısticos pueden ser aplicados
para combinar los resultados con respecto a las sesiones de MRIs o sujetos, ya sea para crear un
único resultado para un grupo de sujetos o para comparar diferentes grupos de sujetos.
Alineamiento de todas las MRIs individuales de múltiples sesiones obtenidas en cor-
tos intervalos de tiempo. El principal objetivo de este procedimiento es identificar pequeños
cambios espaciales en las intensidades de cada vóxel de reconstrucción tridimensional del cerebro
a lo largo de varias sesiones de imágenes obtenidas en cortos intervalos de tiempos. En la figura
2.3 se muestra un ejemplo de MRI después de aplicar una técnica de alineamiento sobre las tres
sesiones de MRIs iniciales presentadas en la figura ; obsérvese que la resolución de esta imagen
ha mejorado en comparación con las tres sesiones iniciales.
Figura 2.3: Vistas ortogonales de las MRIs resultantes después de aplicar las técnicas de alineamiento.
Fuente: Sesiones de MRIs del cerebro proporcionadas por el departamento de Biomedicina del Centre
Internacional de Mètodes Numèrics en Enginyeria (CIMNE) (http://www.cimne.upc.edu) y procesadas
con Freesurfer (http://surfer.nmr.mgh.harvard.edu/fswiki)
Alineamiento de todas las sesiones MRIs a un común espacio. Esta última etapa
implica técnicas de corregistro de las MRIs a una “maqueta” o atlas del cerebro. De esta
manera, las MRIs son transformadas a un “sistema espacial de cerebro estándar” como el sistema
de coordenadas propuesto por [Talairach and Tournoux, 1988]. Por un lado, las maquetas del
cerebro representan “un promedio” de muchos cerebros, los cuales han sido registrados en un
común sistema de coordenadas. Por otro lado, un atlas, además de haber sido construido a
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partir de varias sesiones de MRIs registrados en un común sistema de coordenadas, adicionan
información más sofisticada de cada vóxel del cerebro; por ejemplo: tipo de tejido, estructura
cerebral, área funcional, etc. En la figura 2.4 se presentan las vistas ortogonales de la sesión de
MRI, después de aplicar corregistro con el sistema de coordenadas espacial del atlas propuesto
por Talairach [Talairach and Tournoux, 1988]. Obsérvese que la ubicación espacial de la imagen
ha cambiado con respecto a la ubicación espacial presentada en la figura 2.3.
Figura 2.4: Vistas ortogonales de la sesión de MRI corregistrada con respecto a un sistema de co-
ordenadas del atlas Talairach. Fuente: Sesiones de MRIs del cerebro proporcionadas por el departa-
mento de Biomedicina del Centre Internacional de Mètodes Numèrics en Enginyeria (CIMNE) (http:
//www.cimne.upc.edu) y procesadas con Freesurfer (http://surfer.nmr.mgh.harvard.edu/fswiki)
2.4.2.3 Eliminación del Bias.
A menudo las MRIs se ven afectadas por variaciones de intensidad conocidas como “bias”
presentes en diferentes zonas de las imágenes, las cuales son causadas principalmente por inho-
mogeneidades del campo de radiofrecuencia. La segmentación y el reconocimiento exacto de los
tejidos puede verse comprometido por estas intensidades, al existir variaciones locales dentro de
éstos. Por este motivo es recomendable aplicar técnicas de eliminación del bias antes de proceder
con la segmentación u otros análisis estructurales.
2.4.2.4 Eliminación de las estructuras no cerebrales.
En los estudios de AD, la mayoŕıa de los análisis realizados tienen como área de interés el cerebro
y nos los otros tejidos de la cabeza (cuero cabelludo, cráneo, glóbulos oculares, etc.), por lo tanto
resulta útil eliminar estas estructuras antes del análisis estructural. Es posible eliminar estas
estructuras manualmente utilizando herramientas de software gráficas; sin embargo, este delin-
eado manual puede implicar una considerable cantidad de tiempo. Como solución alternativa,
existen métodos automáticos y semiautomáticos, los cuales se basan en ubicar la capa alrede-
dor del cerebro, caracterizada por una intensidad (generalmente un color en la escala de grises)
significativamente diferente al tejido cerebral. Este cambio de intensidad es utilizado como una
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barrera que delimita la superficie estimada del cerebro. En la figura 2.5 se presenta el resultado
de aplicar un algoritmo de extracción de estructuras no-cerebrales en las MRIs presentada en la
figura 2.4.
Figura 2.5: Vistas ortogonales de la imagen cerebral obtenida después de extraer las estructuras no-
cerebrales.
2.4.2.5 Cuantificación Morfométrica.
Como ha sido mencionado con anterioridad, los desórdenes degenerativos como AD están aso-
ciados frecuentemente a cambios estructurales del cerebro. Los cambios morfométricos pueden
incluir variaciones en el volumen o la forma de las regiones subcorticales, aśı como alteraciones
en el espesor, el área y los patrones del plegado de la corteza cerebral [Fischl et al., 2002]. Para
cuantificar estos cambios morfométricos existen dos tipos de análisis: (1) Análisis basado en la
superficie y (2) Análisis basado en el volumen.
Análisis basado en superficie. Esta técnica depende de la posición y orientación de la ribbon
cortical y es utilizado para calificar la variabilidad de la corteza cerebral. Este análisis es llevado
a cabo a partir de la reconstrucción de modelos tridimensionales de la superficie de la WM y la
superficie cerebral (pial surface); y el cálculo de la distancia entre ambas superficies. El cálculo
de esta distancia implica el promedio de la distancia más corta desde cada punto de la superficie
de la WM hasta la superficie pial y desde cada punto de la superficie pial hasta la superficie de
la WM.
Análisis basado en volumen. Implica técnicas volumétricas utilizadas para reconstruir y
detectar cambios en las estructuras corticales y subcorticales. Utilizando la segmentación “whole-
brain”, una etiqueta neuroanatómica es asignada a cada vóxel de la reconstrucción tridimensional
del cerebro.
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2.5 Enfoques de clasificación basados en biomarcadores mor-
fométricos
En la sección 2.3 se comentaron algunos estudios basados en morfometŕıa cerebral para la ob-
tención de biomarcadores de AD a partir de MRIs, los cuales aplicaron las técnicas de proce-
samiento y análisis de MRIs comentadas en la sección 2.4.2. Si bien estos estudios reportaron
significativos resultados para determinar las zonas del cerebro afectadas durante el curso de
esta enfermedad, incluso en etapas muy tempranas (sin la presencia de los śıntomas cĺınicos),
la mayoŕıa de estas investigaciones no han proporcionado herramientas o modelos automáticos
de clasificación para el diagnóstico y predicción de AD. Sin embargo, es importante resaltar
que sus resultados han sido significativos para estudios posteriores sobre clasificación de pa-
cientes con AD, debido a que los biomarcadores morfométricos propuestos son utilizados como
caracteŕısticas predictoras para tareas de clasificación.
Los biomarcadores morfométricos, asumidos como patrones de la atrofia cerebral, son com-
plejos y altamente variables; y dependen de las etapas de AD. Asimismo, son concurrentes con
los cambios estructurales relacionados a la edad y no son exclusivos de AD. En consecuencia, es
necesario establecer métodos para identificar los biomarcadores o patrones más discriminativos
de la enfermedad, obtenerlos de manera automática y utilizarlos en el diagnóstico y predicción
de AD mediante herramientas de clasificación capaces de distinguir automáticamente los sujetos
en la etapa DAT (sAD), sujetos MCIAD (sMCI) y sujetos sanos de control (sC). Asimismo, estas
herramientas deben ser capaces de discriminar entre los sujetos con MCI estable (sMCInc), es
decir sin riesgo de progresión a AD; de aquellos sujetos con riesgo de conversión a AD (sMCIc).
Cuingnet et al. [2011] categorizó los enfoques de clasificación automática de pacientes basándose
en el tipo de caracteŕısticas extráıdas de las MRIs. Tres diferentes categoŕıas fueron establecidas:
(1) Enfoque basadas en vóxeles, (2) basado en vértices y (3) basado en ROIs. Estas categoŕıas
son descritas en las siguientes secciones.
2.5.1 Clasificación basada en vóxel.
En esta categoŕıa, las caracteŕısticas o patrones discriminantes de AD (biomarcadores mor-
fométricos) son definidos en el nivel de vóxel MRI. Espećıficamente, estas caracteŕısticas definen
la probabilidad de las diferentes clases de tejidos, como la GM, WM y el CSF, en un vóxel
espećıfico [Klöppel et al., 2008; Vemuri et al., 2008].
[Vemuri et al., 2008] desarrolló una herramienta de diagnóstico de AD utilizando máquinas
de soporte vectorial (SVM) para la clasificación de dos tipos de sujetos sC y sAD. SVM fue
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utilizado para las selección de los patrones o variables predictoras más discriminativas entre
ambos tipos de sujetos. Densidades de vóxeles isotrópicos de zonas de la GM, WM y el CSF
(obtenidas sobre el volumen de MRIs), caracteŕısticas demográficas (edad y sexo) y mediciones
de la apolipoprotéına E (APOE); fueron obtenidas de 190 pacientes sAD (con probable AD)
y 190 sujetos sC. Tres modelos de clasificación basados en SVM fueron entrenados: Modelo I
basado en las densidades del tejido; Modelo II, densidades con caracteŕısticas demográficas como
covariante del modelo; y Modelo III, densidades con caracteŕısticas demográficas y mediciones
de APOE; las dos últimas caracteŕısticas fueron utilizadas como covariantes del modelo. Como
resultado del Modelo I, un vector de 237 variables basado en patrones anatómicos (vóxeles de la
GM(124), WM (45) y CSF (68)) fueron seleccionadas como más discriminativas entre sC y sAD.
Estos patrones estuvieron localizados en el lóbulo temporal medial-basal, ver figura 2.6. La figura
presenta una muestra de MRI-T1 cuyos vóxeles han sido marcados de acuerdo a una escala de
color. La escala indica la frecuencia de ocurrencia de cada vóxel en múltiples mapas de tejidos:
Amarillo, vóxeles utilizados en los tres tejidos GM, WM y CSF; naranja, vóxeles localizados para
los tejidos de la WM y CSF; y rojo, vóxeles localizados para un solo tejido (GM, WM o CSF).
Asimismo, durante la etapa de test de los tres modelos, el modelo I obtuvo sensibilidad=86%
y especificidad=86%; el modelo 2 obtuvo sensibilidad=88% y especificidad=90%; y el modelo 3
obtuvo sensibilidad=86% y especificidad=92.%
Figura 2.6: Patrones anatómicos con máximo poder de discriminación entre sujetos sAD y sC localizados
con modelo de clasificación SVM obtenido por [Ewers et al., 2011].
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[Klöppel et al., 2008] utilizó SVM para construir modelos de clasificación entre sujetos sC
y sAD sobre patrones obtenidos de MRIs. La selección de las varaiables (representación de los
patrones) más relevantes fue realizada con SVM. Este estudio demostró que las SVMs pueden
clasificar con gran éxito los sC y sAD con un 89% de exactitud y tienen la ventaja de constituir
modelos robustos, los cuales pueden ser aplicados en diferentes centros cĺınicos. Finalmente ,
[Klöppel et al., 2008] sugirió que las SVM juegan un rol importante en la práctica cĺınica.
2.5.2 Clasificación basada en vértices (enfoque cortical).
En la segunda categoŕıa, los patrones de AD representan valores del espesor cortical calculados
sobre cada vértice de la superficie cortical. El espesor cortical se ha constituido en un ı́ndice
directo de atrofia cerebral y como un potencial candidato para asistir en el diagnóstico de AD
[Cuingnet et al., 2011; Dickerson et al., 2009; Hua et al., 2008].
Dentro de este enfoque, encontramos el método de espesor cortical basado en atlas, en el
cual todos los vértices de la corteza cerebral han sido agrupados en un atlas a fin de utilizarlo
como “referencia” en posteriores clasificaciones. Los resultados de Desikan et al. [2006], posi-
blemente constituyen uno de los principales trabajos en esta área y han servido de base para
numerosas publicaciones. Desikan et al. [2006] propuso un método de etiquetado automático
para subdividir la corteza cerebral humana entre ROIs basados en la zona de la circunvolución
(gyrus). Utilizando 40 sesiones de MRIs, identificaron 68 regiones de interés (Region of In-
terest, ROI)(34 ROIs para cada uno de los hemisferios izquierdo y derecho). Finalmente esta
información fue codificada en un atlas, a través del cual es posible etiquetar automáticamente
los ROIs del cerebro en casos reales. Este método es utilizado para estudios morfométricos y
funcionales de la corteza cerebral humana, aśı como en investigaciones cĺınicas dirigidas para
rastrear los cambios cerebrales causados por una enfermedad en el tiempo. Básicamente, estos
estudios obtienen los 64 ROIs a partir de las neuroimágenes y por cada uno de ellos calculan
mediciones como el promedio, la desviación estándar, el área, etc.; las cuales son utilizadas como
patrones o caracteŕısticas de la enfermedad.
Desikan et al. [2009] buscó determinar las mediciones sobre MRIs capaces de identificar con
alto grado de exactitud sujetos en la etapa MCI. Para este fin, calcularon la media del espesor
(para regiones neo corticales) y el volumen (para regiones neo corticales y no-neocorticales)
sobre los 68 ROIs [Desikan et al., 2006] obtenidas de las sesiones de MRIs de más de 97 sujetos.
En la figura 2.7 se muestra una representación tridimensional de 34 ROIs utilizadas en este
estudio (para un hemisferio). Como resultado, Desikan et al. [2009] demostró que las mediciones
automáticas del espesor de la corteza entorrinal (“entorhinal cortex thickness”), el volumen del
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hipocampo y el espesor de la circunvolución supramarginal(“supramarginal gyrus thickness”) son
altamente discriminativas para identificar sMCI y sAD con aceptables porcentajes de exactitud
y especificidad de 94% y 74%, respectivamente. Adicionalmente, resultados similares han sido
presentados en [Desikan et al., 2010], los cuales demostraron que mediciones automáticas sobre
MRIs calculadas sobre la corteza temporal medial predicen con alta exactitud y seguridad la
progresión de MCIAD a DAT.
Figura 2.7: Representación tridimensional de los 34 ROIs (vista de un hemisferio) examinados en el
estudio de [Desikan et al., 2009] y originalmente propuestos por el método de etiquetado de la corteza
cerebral propuesto en [Desikan et al., 2006] .
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2.5.3 Clasificación basada en ROIs.
La tercera categoŕıa basada en ROIs engloba únicamente las investigaciones centradas en el
análisis del volumen y/o la forma del hipocampo [Chupin et al., 2009; Mueller et al., 2010]. El
hipocampo es una de las primeras regiones cerebrales afectadas por AD [Das et al., 2012; Dubois
et al., 2007; Morra et al., 2009; Mueller et al., 2010].
En el trabajo de Chupin et al. [2009] se presentó un método de segmentación automática
del hipocampo y la amı́gdala basado en la deformación de regiones simultánea, considerando
a priori información anatómica y probabiĺıstica de ambos tejidos. El método de segmentación
fue aplicado en MRIs de pacientes sC (166), sMCI 210: 76 progresaron a AD (sMCIc) y 134
no progresaron a AD (sMCInc); y sAD (145). Con la finalidad de verificar si el método prop-
uesto podŕıa proporcionar biomarcadores de AD, los volúmenes del hipocampo obtenidos fueron
utilizados para testear las discriminación de los tres tipos de sujetos. Como resultado, las clasi-
ficación de los pacientes como sAD y sC alcanzó una máxima exactitud de 80%, especificidad
de 78% y sensibilidad de 74%. Asimismo, la discriminación entre sMCIc y sMCInc obtuvo una
máxima exactitud de 65%, especificidad de 64% y sensibilidad de 67%. Estos últimos resultados
demostraron que a pesar de que el hipocampo proporciona información útil para el diseño de
herramientas de pronóstico (progresión hacia el estado de demencia AD ), nos es suficiente para
discriminar, con altos valores de exactitud, entre sujetos sMCInc y sMCIc; siendo necesario
complementar estos métodos con otras técnicas de clasificación.
En [Mueller et al., 2010], basándose en la estructura heterogénea del hipocampo al estar
conformado por algunas regiones o subcampos con caracteŕısticas histológicas distintas: corteza
entorrinal, el sub́ıculo, CA1, zona de transición CA1-2, CA3 -circunvolución dentada (DG); ver
figura 2.8; buscaron determinar patrones de pérdida de volumen dentro del hipocampo de 91
sujetos: sC (53), sMCI (20) y sAD (18); y establecer si el volumen hipocampal era eficiente para
discriminar entres los tres grupos. Como resultado encontraron que estos subcampos contenidos
dentro del hipocampo, podŕıan resultar más discriminativos en el diagnóstico temprano de AD,
en comparación con el uso del volumen completo del hipocampo.
[Das et al., 2012] estableció un método de morfometŕıa basada en la deformación (deformation-
based morphometry, DBM) para determinar la eficiencia del volumen del hipocampo (obtenido
sobre MRIs) como discriminador de los cambios longitudinales producidos en el cerebro de suje-
tos sC y sMCI. Adicionalmente, [Das et al., 2012] analizó el grado de atrofia de los subcampos
del hipocampo, encontrando importantes diferencias entre ambos grupos de sujetos.
47
2. BIOMARCADORES MORFOMÉTRICOS OBTENIDOS DE MRI.
Figura 2.8: Ejemplo de los subcampos del hipocampo marcados manualmente: (1) Corte inicial; (2,3 y
4) Cortes intermedios; (5) Corte más posterior. Etiquetas: Roja, corteza entorrinal; Amarilla, sub́ıculo;
Beige, CA1; azul, zona de transición CA1-2 ; Marrón, CA3&DG. Fuente:[Mueller et al., 2010].
2.5.4 Clasificación mixta.
Existen investigaciones sobre clasificación de pacientes de AD, las cuales han combinado 2 o
más de las categoŕıas anteriores con otro tipo de variables establecidas por datos neuropsi-
cológicos y sociodemográficos de los pacientes. Por ejemplo, [Cui et al., 2011] buscó determinar
un conjunto de variables o caracteŕısticas predictoras de la conversión de sujetos MCI a demen-
cia AD. Examinaron simultáneamente múltiples caracteŕısticas de diferentes modalidades de
datos (incluyendo biomarcadores morfométricos basados en MRIs ) correspondientes a sujetos
sC, sMCI y sAD. Como resultado, fueron seleccionadas como caracteŕısticas más discriminantes
las mediciones de biomarcadores morfométricos alusivos al volumen subcortical del hipocampo
(hemisferio izquierdo y derecho), el volumen cortical de la circunvolución temporal media (Mid-
dle temporal gyrus) correspondiente al hemisferio derecho y la media del espesor cortical de las
regiones: corteza entorrinal del hemisferio izquierdo, corteza parietal inferior (hemisferio dere-
cho), corteza retrosplenial (hemisferio izquierdo) y la circunvolución temporal media (hemisferio
izquierdo).
2.5.5 Ventajas y desventajas de los enfoques de clasificación.
Los enfoques de clasificación mencionados, presentan resultados con gran porcentaje de exac-
titud, la mayoŕıa de ellos, superiores al 84%. Sin embargo,estos enfoques han sido evaluados
sobre poblaciones de estudios diferentes, lo cual hace dif́ıcil comparar su poder de clasificación.
Con la finalidad de calificar el desempeño de estos enfoques y su aporte en la clasificación sC
vs. sAD, sC vs. sMCIc, sC vs. sMCInc; Cuingnet et al. [2011] ha realizado un estudio muy
completo para comparar diferentes métodos de clasificación. Este estudio fue aplicado sobre una
misma población y de esta manera fueron controlados factores como: la edad, género, nivel, de
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educación, grado de deterioro, etc; los cuales podŕıan influenciar la evaluación del desempeño
de la clasificación. Un total de 11 métodos fueron testeados: (i) 5 métodos basados en el en-
foque de vóxel MRI; (ii) 3 métodos basados en el enfoque cortical; (iii) 3 métodos basados en
el volumen (2) y la forma (1) del hipocampo. Los resultados y conclusiones más resaltantes de
este estudio son comentados a continuación. Para mayor detalle de los métodos analizados, los
datos utilizados y los resultados de clasificación, ver Cuingnet et al. [2011] .
• Discriminación entre sujetos en la etapa AD (sMCIc y sAD) y sC.
– Todos los métodos de clasificación testeados alcanzaron una exactitud significativa-
mente alta en la discriminación de sujetos sAD de los sujetos sC.
– Todos los métodos, excepto un método basado en el enfoque de vóxel y los métodos
basados en el hipocampo obtuvieron resultados significativamente buenos en la dis-
criminación entre sujetos sMCIc y sC.
– Para la clasificación sAD vs. sC, la mayoŕıa de los métodos alcanzaron alta sensibil-
idad y especificidad; sin embargo, en la discriminación de sMCIc, su sensibilidad fue
sustancialmente baja.
• Predicción de la conversión en pacientes MCI (sMCIc vs. sMCInc).
– Ninguno de los 11 métodos estudiados fue capaz de predecir la conversión de sujetos
en la etapa MCIAD a DAT con resultados aceptables; sin embargo uno de los métodos
basado en el hipocampo alcanzó los valores más altos en sensibilidad y especificidad
de 62% y 69%, respectivamente.
– Cuingnet et al. [2011] explica que el pobre desempeño de estos métodos en la discrim-
inación sMCIc vs. sMCInc se justifica por el hecho que los sujetos sMCInc son un
grupo muy heterogéneo; es decir, algunos sMCI se convierten en corto tiempo a AD,
mientras que otros se mantienen estables por un largo periodo de tiempo. Por este
motivo, recomiendan que los métodos de clasificación debeŕıan enfocarse en la de-
tección de sujetos MCI convertidos, los cuales constituyen un grupo más homogéneo.
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Caṕıtulo 3
Modelos de Clasificación de AD
basada en SVM.
3.1 Introducción.
En los caṕıtulos anteriores detallamos estudios muy importantes basados en la utilización de
las MRIs en pacientes con AD para la identificación de biomarcadores morfométricos, los cuales
pudiesen ser utilizados para el diagnóstico temprano, la planificación del tratamiento y el mon-
itoreo de la progresión de esta enfermedad. Sin embargo, la utilización de estos biomarcadores
presenta dos problemas: (1) su disposición e interpretación no resulta una tarea fácil y directa
debido a la complejidad de las estructuras cerebrales y las grandes cantidades de datos que por lo
general necesitan ser analizadas; y (2) su repercusión se ha visto limitada porque t́ıpicamente re-
portan diferencias entre pacientes y sujetos de control a nivel grupal; mientras que en la práctica
cĺınica, los médicos tienen que tomar decisiones sobre un paciente espećıfico. En consecuencia,
para que los biomarcadores puedan ser útiles en ambientes cĺınicos y ser considerados en los
criterios de diagnóstico cĺınico, es necesario (además de numerosos estudios que sustenten su
confiabilidad) proporcionar herramientas de cálculo que permitan obtenerlos directamente y ser
capaces de hacer inferencias de diagnóstico y predicción a nivel de individuo.
Desde hace unos pocos años atrás, ha habido un creciente interés dentro de la comunidad de
las neurociencias por el uso de métodos anaĺıticos que permitan hacer inferencias a nivel individ-
ual a partir de los biomarcadores. Uno de estos métodos está basado en el uso de máquinas de
aprendizaje automático (Machine Learning, ML), . ML es un método multidisciplinario basado
en el desarrollo de algoritmos y técnicas capaces de extraer automáticamente información a par-
tir de datos. En estudios de demencia, ML proporciona una efectiva forma para automatizar el
análisis y diagnóstico de datos cĺınicos e imágenes radiológicas. Por ejemplo, ML puede reducir
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considerablemente la carga de los médicos al identificar automáticamente patrones complejos en
las imágenes médicas y brindarles soporte en la toma de decisiones inteligentes. Una completa
revisión de la aplicación de ML en radioloǵıa ha sido presentada en [Wang and Summers, 2012].
Las principales aplicaciones de ML en demencia están estrechamente relacionadas con dos en-
foques: (1)la extracción de patrones (representadas como variables) más discriminativas; por
ejemplo, volúmenes de ROIs del cerebro; y (2) el diseño de modelos de diagnóstico, los cuales
predicen si un sujeto es o no demente, a partir de las variables extráıdas [Chen and Herskovits,
2010].
La máquina de soporte vectorial (Support Vector Machine, SVM) es un tipo espećıfico de
ML que ha tenido gran aceptación en el diagnóstico cĺınico. En el campo de la neuroloǵıa
relacionada a AD, ha constituido la base de estudios [Davatzikos et al., 2008; kai Shen et al.,
2012; Klöppel et al., 2008; Plant et al., 2010; Vemuri et al., 2008] dedicados al análisis de bases de
datos con alta dimensionalidad para el desarrollo de nuevas herramientas de diagnóstico basadas
en biomarcadores morfométricos de MRIs (aśı como otro tipos de biomarcadores). La mayoŕıa
de estos estudios utilizaron SVM en dos principales tareas. La primera dedicada a la reducción
de la dimensionalidad de los patrones espaciales del cerebro representadas como variables1,
utilizando diferentes técnicas de extracción y selección de variables. La segunda tarea dedicada a
construir modelos de clasificación2 de pacientes a partir de las variables seleccionadas en la tarea
anterior. De esta manera, los modelos de clasificación SVM son utilizados como herramientas de
diagnóstico y pronóstico, capaces de clasificar automáticamente grupos de pacientes con altos
porcentajes de sensibilidad y especificidad durante las etapas de test. Es decir, estos modelos
con capaces de dar soporte al diagnóstico de AD mediante la discriminación de sujetos sanos
sC, sMCI y sAD; y dar soporte a la predicción de AD al ser capaces de discriminar dentro de
los sujetos sMCI, los sujetos sMCInc (con MCI estable) y los sujetos sMCInc (con riesgo de
conversión a DAT).
En este caṕıtulo presentamos una breve introducción a los principales conceptos de SVM y
los componentes necesarios para su configuración. Comentamos algunos de los modelos basados
en SVM que han sido propuestos para clasificar sujetos como sC, sMCI o AD. Asimismo hacemos
una breve introducción a las mediciones estad́ısticas utilizadas para calificar el desempeño de
estos modelos.
1En adelante se utilizará el término de variables morfométricas o variables predictoras morfométricas para
hacer referencia a las caracteŕısticas o patrones espaciales del cerebro utilizados como biomarcadores morfométricos
de AD.
2En este trabajo hacemos referencia a modelos de clasificación como una estructura y su interpretación
correspondiente que engloba un conjunto de datos y configuraciones generados por algoritmos de aprendizaje
utilizados como clasificadores
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3.2 Máquinas de soporte vectorial (SVM): Visión general
ML es el estudio de algoritmos informáticos, los cuales pueden aprender relaciones complejas o
patrones a partir de datos emṕıricos y tomar decisiones acertadas. Puede ser considerado como
un campo interdisciplinario en estrecha relación con la inteligencia artificial, el reconocimiento de
patrones, mineŕıa de datos, estad́ıstica, teoŕıa de la probabilidad, optimización, f́ısica estad́ıstica
y ciencia de la computación. Debido a esta caracteŕıstica interdisciplinaria, ML abarca diferentes
tópicos [Bishop, 2006] como: kernel learning, modelos probabiĺısticos, modelos lineales, redes
neuronales artificiales (Artifical Neural Networks, ANNs), reducción de la dimensionalidad y
selección de variables, entre otros. En la figura 3.1 se presenta un esquema de los principales
tópicos de ML presentada en [Wang and Summers, 2012], los cuales han sido ampliamente
descritos en el libro de C.M. Bishop [Bishop, 2006]. Obsérvese que el diagrama representa la
interconexión entre los tópicos, lo cual explica la base interdisciplinaria de ML.
Figura 3.1: Principales tópicos de ML. Fuente:[Wang and Summers, 2012].
Dentro de ML, existen dos principales enfoques que pueden ser asumidos: el aprendizaje
supervisado y aprendizaje no supervisado. En el aprendizaje supervisado se busca desarrollar
una función, la cual mapea dos o más conjuntos de observaciones con dos o más categoŕıas de
definidas por operadores a través de un procedimiento iterativo que reduce gradualmente la difer-
encia entre el resultado predecido y el resultado esperado. Posteriormente, el algoritmo puede
ser utilizado para asignar nuevas observaciones (datos nunca antes tratados por el algoritmo),
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a una de las categoŕıa predefinidas con una determinada precisión. Por otro lado, en el apren-
dizaje no-supervisado, se busca determinar cómo los datos son organizados sin la disponibilidad
de información a priori proporcionada por el operador, siendo el objetivo principal descubrir lo
desconocido.
3.2.1 Clasificadores.
Una forma espećıfica del algoritmo de reconocimiento de patrones supervisado es la solución de
problemas de clasificación. Los problemas de clasificación están relacionados con el descubrim-
iento automático de regularidades en los datos de observaciones, las cuales pueden ser utilizadas
para clasificar los datos en diferentes categoŕıas predefinidas. Un clasificador es una función
de decisión que toma los valores de distintas variables (features) pertenecientes a una instancia
(example) y predice la “clase-etiqueta” (class label) a la que esta muestra pertenece. De este
modo, el objetivo de un clasificador es capturar con el mayor porcentaje de exactitud, la relación
entre cada instancia y su correspondiente clase [Orrù et al., 2012; Pereira et al., 2009].
Nota 7 En un problema de clasificación (también en problemas de regresión), las caracteŕısticas,
también denominadas como patrones y predictoras; son variables independientes, las cuales for-
man parte de una instancia. Las instancias, también llamadas muestras, son conjuntos de vari-
ables independientes. Y las clases-etiquetas, son variables dependientes, las cuales constituyen
la respuesta del clasificador.
El clasificador está formado por un número de parámetros que son “aprendidos” a partir
de datos de entrenamiento y el aprendizaje es evaluado a partir de nuevos datos durante una
etapa de test. El común criterio utilizado en algoritmos de aprendizaje de clasificadores es
que las instancias que constituyen los datos de entrenamiento y test han sido extráıdos de
manera independiente a partir de una “distribución de instancias” y que cuando evaluamos un
clasificador sobre un conjunto de test, estamos obteniendo un estimado de su rendimiento sobre
algún conjunto de datos de test a partir de la misma distribución [Pereira et al., 2009].
Con la finalidad de formalizar el aprendizaje de un clasificador y el modelo de relaciones
entre las caracteŕısticas y las clases en un conjunto de entrenamiento, podemos denotar una
instancia como un vector de columnas x = [x1, ..., xv] y su clase-etiqueta como y; entonces, dado
una instancia x, el clasificador es una función f que predice la etiqueta de la siguiente manera:
y = f(x). Después de ser entrenado el clasificador, éste es utilizado para determinar si las
variables de un nuevo conjunto de datos contienen información sobre la clase de la instancia.
Esta relación es comprobada mediante una etapa de test, en la cual el clasificador es utilizado
para predecir un diferente conjunto de instancias (no vistos antes), conocido como datos de test.
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En la figura 3.2 se presenta un esquema del proceso de aprendizaje de un clasificador (rep-
resentación tomada y modificada de [Pereira et al., 2009] ). Obsérvese que en el esquema un
conjunto de datos iniciales ha sido dividido en un conjunto de entrenamiento y un conjunto de
test; los parámetros del clasificador son aprendidos a partir de las instancias del conjunto de
entrenamiento; y entonces, el clasificador es evaluado sobre las instancias de un independientes
conjunto de instancias del grupo de test. Finalmente, las etiquetas predecidas son compara-
das con etiquetas verdaderas (clases reales) a fin de evaluar el desempeño de la predicción
del clasificador. Exactitud (Accuraccy)[Kohavi and Provost, 1998] es la medición estad́ıstica
comúnmente utilizada para evaluar el rendimiento de un clasificador sobre los datos de test, la
cual simplemente representa la fracción de instancias en el conjunto de test para las cuales han
sido predecidas correctamente su etiquetas, es decir es una comparación con las etiquetas reales.
Esta medición y otras mediciones muy importantes para esta tarea de evaluación, son descritas
con mayor detalle en la sección 3.3.3.
Figura 3.2: Representación del aprendizaje de un clasificador.
Existen diferentes tipos de clasificadores, la mayoŕıa de los cuales se basan en técnicas de
reconocimiento de patrones, como las ANNs, árboles de decisión y SVM, entre muchas otras
técnicas [Bishop, 2006]. Sin embargo por razones que serán comentadas más adelante, en este
estudio nos hemos enfocado en el método SVM como un clasificador lineal, donde la función de
clasificación depende de una combinación lineal de los atributos y pesos denotados por wi. Esta
combinación adquiere la forma general f(x) = g(w1x1 + ...wyxy) y son los parámetros que deben
ser aprendidos por el clasificador SVM.
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3.2.2 Función kernel
Antes de introducirnos en los conceptos de las SVMs, describimos las funciones kernel, las cuales
constituyen la base de este tipo de ML. La manera más simple de realizar la separación de las
clases es mediante una ĺınea recta, un plano recto o un hiperplano N-dimensional. Sin embargo,
en los problemas reales no se suelen presentar casos ideales de dos dimensiones como en el
ejemplo presentado en la figura 3.3, en la cual los datos de dos clases, denotadas por ćırculos
azules y ćırculos rojos son separadas por el contorno de decisión (curva magenta). El algoritmo
de aprendizaje de los clasificadores debe tratar con problemas con: (1) más de dos variables
predictoras, (2) curvas no lineales de separación, (3) casos donde las instancias no pueden ser
completamente separadas y (4) clasificaciones para más de dos categoŕıas (multiclases). En
consecuencia, algunas veces las ML lineales presentan limitaciones computacionales y no pueden
ser utilizadas.
La representación de un clasificador por medio de funciones Kernel ofrece una solución a estos
problemas, proyectando la información a un espacio de caracteŕısticas de mayor dimensión, lo
cual aumenta la capacidad computacional de las máquinas de aprendizaje lineal.
Existen diversos tipos de funciones kernel propuestos para problemas lineales y no lineales.
Las funciones kernel más utilizados para las SVMs serán mencionadas más adelante.
Figura 3.3: Ejemplo de separación lineal de un problema de clasificación ideal.
3.2.3 Definición de SVM.
SVM es un tipo espećıfico de ML desarrollado por Vapnik [1995], el cual ha alcanzado gran
popularidad en la solución de problemas de clasificación, regresión y detección. Las SVMs in-
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cluyen un conjunto de algoritmos de aprendizaje supervisado muy útiles para resolver problemas
de clasificación de datos; en algunos casos su utilización ha sido considerada más fácil que las
ANNs. Una mayor descripción sobre SVM y sus diferencias con las ANNs puede ser encontrado
en [Burges, 1998; Kecman, 2004, 2005].
Dado un conjunto de instancias de entrenamiento es posible etiquetar las clases y entrenar
una SVM a fin de construir un modelo que “prediga” la clase de una nueva instancia. Intu-
itivamente, una SVM es un modelo que representa a las instancias como puntos en el espacio,
separandolas en clases con un espacio (margen) lo más amplio posible, conocido como hiper-
plano [Vapnik, 1995]. De este modo, cuando las nuevas muestras se ponen en correspondencia
con dicho modelo, pueden ser clasificadas a una u otra clase en función de su proximidad.
Definición formal.
De manera más formal, una SVM construye un hiperplano o conjunto de hiperplanos en un
espacio de dimensionalidad muy alta (o incluso infinita) que puede ser utilizado en problemas
de clasificación (o regresión). De este modo, una buena separación entre las clases permitirá
una clasificación correcta.
En un problema de clasificación de dos clases, SVM se describe como: dado un conjunto de
entrenamiento de tamaño l conformado por los pares instancia-clase etiqueta (xi, yi), i = 1, ..., l;
donde xi ∈ Rn y y ∈ [0, 1] o [−1, 1], las SVMs requieren la solución del problema de optimización










Tφ(xi) + b) ≥ 1− ξi,
ξi ≥ 0
(3.1)
Los vectores de entrenamiento (vectores de soporte) xi son mapeados en un espacio dimen-
sional alto (tal vez infinito) por la función φ. SVM busca un hiperplano o conjunto de hiperplanos
proyectados en este espacio de dimensionalidad muy alta que tenga la máxima distancia (mar-
gen) con los puntos que estén más cerca del hiperplano y separe de forma óptima a los puntos
de una clase de la de otra. C > 0 es conocido como un parámetro de penalización en términos
del error. Es ese concepto de ”separación óptima”,dónde reside la caracteŕıstica fundamental
de las SVMs. De esta forma, los puntos de los vectores de entrenamiento que estén etiquetados
con una categoŕıa estarán a un lado del hiperplano y los puntos que se encuentren en la otra
categoŕıa estarán al otro lado.
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Además, la relación definida como K(xi, xj) ≡ φ(xTi φ(xj) es conocida como la función kernel,
introducida en la sección 3.2.2. Existen diversos tipos de kernel utilizados en SVM, siendo los
más utilizados:
• Linear :




K(xi, xj) = (γx
T
i xj + r)
d, γ > 0 (3.3)
• Radial Basis Function:
K(xi, xj) = exp(−γ‖xi − xj‖2), γ > 0 (3.4)
• Sigmoid :
K(xi, xj) = tanh(γx
T
i xj + r) (3.5)
donde γ, r y d son los parámetros del kernel.
Problema no lineal.
Como se acaba de describir, la base de SVM la constituyen los algoritmos basados en kernel, en
los cuales, las predicciones para nuevos datos de entrada depende únicamente de una función
kernel evaluada en el subconjunto de los puntos de datos de entrenamiento [Bishop, 2006]. En
la sección 3.2.2 se presentó una breve descripción de las caracteŕısticas de las funciones kernel y
en la sección 3.2.3 se presentaron los tipos de kernels más utilizados en SVM.
Existen dos principales ventajas del desarrollo de kernels en un contexto SVM [Orrù et al.,
2012]. Primero, el kernel es una representación eficiente de la similitud entre las instancias, lo que
significa que la complejidad computacional de las SVMs es establecida por el número de muestras
en lugar del número de variables, lo cual es ventajoso en configuraciones de alta dimensionalidad.
Segundo, los kernels pueden ser utilizados para “aprender” contornos de decisión no lineales, en
cuyo caso, los kernels no lineales son utilizados para mapear impĺıcitamente los datos a partir
de un espacio de entrada (donde la separación no lineal es posible) hacia un espacio de variables
de altas dimensiones (donde los datos pueden ser separados por un espacio lineal).
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3.3 Etapas de construcción de un clasificador SVM
Las principales etapas de la construcción de clasificadores SVM son: (1) Preparación de los
datos de entrenamiento y test, (2) Entrenamiento y test del clasificador y (3) Evaluación de su
desempeño.
3.3.1 Preparación de datos para entrenamiento y test.
Antes de proceder con el desarrollo de un clasificador, tres pasos preliminares son requeridos:
(1) extracción de instancias y variables, (2) selección de variables y (3) preprocesamiento de los
datos.
Las extracción de instancias implica la transformación de los datos originales en un con-
junto de instancias integradas por variables (caracteŕısticas) y sus respectivas clases-etiqueta.
Las caracteŕısticas y las clases-etiquetas son utilizadas como “variables de entrada” y “variables
de salida”, respectivamente en un SVM. Estos datos son representados en una matriz, en la
cual las filas son las instancias y las columnas son las variables de entrada; más una columna
(ubicada por lo general al inicio o al final de la matriz) que representa la variable de salida. En
el contexto de diagnóstico de AD, este paso podŕıa consistir en la transformación de información
de un paciente o sujeto de control a un vector de variables de entrada y salida adecuado, en
el cual, cada una de las variables de entrada represente una caracteŕıstica del individuo, como
información de biomarcadores y caracteŕısticas cĺınicas; y la variable de salida represente el
diagnóstico de AD .
La selección de variables implica la selección de un subconjunto de variables a partir de las
variables obtenidas en el paso anterior, con el objetivo de optimizar el aprendizaje del clasificador.
Principalmente, se busca eliminar las variables más redundantes y seleccionar las variables más
relevantes y discriminantes para el problema de clasificación. En el contexto del diagnóstico
de AD, este paso podŕıa implicar la selección de un conjunto de variables con mediciones de
determinadas ROIs del cerebro de los sujetos a clasificar; por ejemplo, variables conteniendo
información de biomarcadores morfométricos, las cuales sean más discriminantes para clasificar
diferentes clases de sujetos con valores de exactitud altos. En la sección 3.4 describimos con
mayor detalle este paso.
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Preprocesamiento de las instancias es un paso final a considerar durante la preparación
de las instancias e implica tareas de transformación de los datos al formato de números reales
y funciones de normalización o escalamiento aplicados a cada columna de variables de entrada.
La normalización o escalamiento de los datos, antes de ser utilizados en el entrenamiento de
las SVMs, trae muchas ventajas; sin embargo, es importante tener en cuenta cuál es la forma
de escalamiento más adecuada de acuerdo al tipo de datos que se está evaluando. Para mayor
explicación de la importancia del escalamiento y cómo proceder para su selección, ver [Beale
et al., 2011; Edwards and Raskutti, 2005]. En el contexto del diagnóstico de AD, el escalamiento
de los datos es útil para tratar todas las variables de manera uniforme y resolver la diferencia de
rango numérico y unidades de medición entre los diferentes tipos de variables morfométricas y
cĺınicas. Una ventaja adicional es reducir las dificultades numéricas durante el cálculo, debido a
que en la solución de problemas de clasificación utilizando SVM existen productos entre vectores,
en donde los atributos con mayor rango numérico podŕıan haber afectado a los de menor rango.
3.3.2 Entrenamiento y Test.
Como comentamos en la sección 3.2.3, SVM tiene como objetivo desarrollar un algoritmo que
permita la clasificación de observaciones individuales en clases distintas basada en datos sobre un
espacio de dimensiones altas. Para alcanzar este objetivo, el algoritmo de aprendizaje del SVM es
desarrollado mediante una etapa de entrenamiento y validado mediante una etapa de test, como
fue descrito en la sección 3.2.1, y representado de manera general en la figura 3.2. Asimismo,
este objetivo implica a su vez tareas iniciales como la selección de una función kernel adecuada
para el tipo de problema y la optimización de los parámetros del algoritmo de aprendizaje y los
parámetros propios del kernel, utilizando datos de entrenamiento.
3.3.2.1 Selección de la función kernel y búsqueda de los mejores parámetros.
Para que las SVMs encuentren la “separación óptima” de los grupos de datos es necesario la se-
lección de una función kernel adecuada y encontrar los valores más óptimos para la configuración
de sus parámetros. Por ejemplo, utilizando el kernel RBF, la configuración de los parámetros
C y γ es requerida. C es un parámetro de costo del clasificador SVM, el cual permite mayor
flexibilidad en la separación de las clases, por lo que es importante asignarle un margen ade-
cuado. γ(Gaussian kernel width) es un parámetro propio del kernel RBF, ver ecuación 3.4.
Inicialmente, los valores para ambos parámetros no son conocidos por lo que su asignación y
mejor combinación es usualmente seleccionada utilizando una red de búsqueda (grid-research)
con secuencias de crecimiento exponencial para C y γ.
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3.3.2.2 Entrenamiento y test
Durante la fase de entrenamiento, un SVM es entrenado utilizando datos predefinidos (dentro
de grupos) por el operador con la finalidad de estimar una “función de decisión” o “hiperplano”
φ, ver ecuación 3.1, la cual distinga de mejor manera entre los grupos de interés (por ejemplo:
pacientes y controles). La figura 3.4 ilustra un hipotético problema de clasificación binaria
entre pacientes con AD (puntos rojos) y sujetos sanos de control (puntos azules), considerando
únicamente dos variables predictoras. Cada eje representa el valor obtenido por cada variable,
con cada instancia u observación de un diferente sujeto representada con un śımbolo (puntos).
La solución de este problema es realizada por una separación (delineamiento) de las clases,
como es presentado en la figura 3.4(a). Obsérvese que existen diferentes posibilidades para
este delineamiento (ĺıneas discontinuas); sin embargo el objetivo de un clasificador SVM (y
posiblemente la tarea más dif́ıcil del clasificador) es ser entrenado para maximizar el margen de
separación entre los dos grupos, utilizando las instancias más próximas al plano de separación
como puntos de definición. Estos puntos son llamados “vectores de soporte” (support vectors).
En la figura 3.4(b) el clasificador óptimo (del tipo lineal) es representado por la ĺınea roja
discontinua y los vectores de soporte son encerrados por ćırculos de color negros.
Durante la etapa de test, el algoritmo SVM es utilizado para predecir un grupo de datos (o
sólo una instancia) nunca antes evaluado por el clasificador. Para garantizar la generalización
de la solución al problema de clasificación, es necesario que ninguna de las instancia de datos de
test se superpongan a los datos utilizados durante el entrenamiento.
3.3.3 Evaluación del desempeño de los clasificadores
Antes de aplicar un clasificador en la práctica, es necesario que su desempeño sea evaluado. El
desempeño de un algoritmo de clasificación es generalmente descrito por mediciones estad́ısticas
como la exactitud, precisión, sensibilidad, especificidad y el área bajo la curva del Receptor
de Funcionamiento Caracteŕıstico (“Receiver Operating Characteristic”, ROC) conocido como
AUC; las cuales son calculadas sobre la matriz de confusión (o matriz de contingencia) obtenida
por el clasificador durante la etapa de test. La selección de estas mediciones para un estudio en
particular dependerá del objetivo del estudio [Alonzo and Pepe, 2007]. Alonzo and Pepe [2007]
presenta una descripción más completa de las categoŕıas de los estudios cĺınicos a partir de los
objetivos que persiguen.
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(a)
(b)
Figura 3.4: Hipotética representación de un problema de clasificación binario: sC (puntos rojos) vs. sAD
(puntos azules): (a) Diferentes posibilidades de separación de las clases; (b) Separación óptima obtenida
con SVM.
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3.3.3.1 Matriz de confusión
La matriz de confusión representa las clasificaciones predecidas y actuales, donde las primeras
son obtenidas por un clasificador [Kohavi and Provost, 1998]. Una matriz de confusión es de
tamaño l x l, donde l es el número de diferentes valores de la clase-etiqueta. Por ejemplo, dado
un problema de clasificación binario donde l es 2 y las clases pueden tomar los valores positivo
(p) y negativo (n), su matriz de confusión puede ser representada como en la tabla 3.1.
Tabla 3.1: Representación de una matriz de confusión




negativo (n) TN FP
positivo (p) FN TP
Considerando la matriz de confusión presentada en al tabla 3.1 para un problema de clasifi-
cación binario, en la que los resultados se etiquetan como p o n. Hay cuatro posibles resultados
a partir de un clasificador binario como el propuesto. Si el resultado predecido por el clasificador
es p y el valor real (original) es también p, entonces este resultado se conoce como un Verdadero
Positivo (True Positive, TP); sin embargo si el valor real es n entonces se conoce como un
Falso Positivo (False Positive, FP). De igual modo, si el resultado predecido por el clasificador
es n y el valor real también es n, este resultado es un Verdadero Negativo (True Negative,TN) ;
y si el valor real es p, este resultado es un Falso Negativo (False Negative, FN).
En el contexto del diagnóstico cĺınico, los indicadores estad́ısticos obtenidos a partir de
una matriz de confusión miden la capacidad de un clasificador en discriminar correctamente
alternativos estados de salud. Considerando un ejemplo de clasificación de AD, entre las clases
sC (sujeto de control) vs. sAD (sujeto con AD), el clasificador debe determinar a cuál de
las dos clases pertenece un sujeto. Si el sujeto es diagnosticado con AD (valor real), un FN
ocurre cuando el clasificador predice que el sujeto pertenece a la clase sC; y un TP ocurre si el
clasificador etiqueta al sujeto como sAD. Por otro lado, si el sujeto no tiene AD (valor real), un
FP ocurre si el clasificador predice que dicho sujeto pertenece a la clase sAD; y un TN ocurre
en el caso que el clasificador etiquete como sC.
3.3.3.2 Mediciones basadas en la matriz de confusión
En esta sección describimos los descriptores estad́ısticos obtenidos a partir de la matriz de con-
fusión a fin de evaluar un clasificador; asimismo estos descriptores también pueden ser extendidos
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para la evaluación del poder predictivo de una variable [Guyon and Elisseeff, 2003]. Para enten-
der el significado de cada descriptor, utilizamos el ejemplo de clasificación sC vs. sAD, descrito
anteriormente. Las definiciones asumidas en este trabajo están basadas en Alonzo and Pepe
[2007]; Kohavi and Provost [1998].
Exactitud (ACC) representa la proporción global de las correctas predicciones hechas por
un clasificador sobre un conjunto de muestras, ver ecuación 3.6. ACC es usualmente estimada
sobre datos de test independientes, los cuales no han sido utilizados durante el aprendizaje del
clasificador (etapa de entrenamiento). Existen técnicas más complejas de estimación de ACC,
como la validación cruzada, las cuales son comúnmente utilizadas sobre datos con un reducido
número de instancias.
ACC = (TN + TP )/(TN + FP + FN + TP ) (3.6)
Precisión (PREC). Se refiere a la proporción de TPs identificados sobre el total de clasifi-
caciones positivas (FP + TP), ver ecuación 3.7.
PRE = TP/(FP + TP ) (3.7)
Sensibilidad (TPR). También conocida como la razón de verdaderos positivos (True positive
rate, TPR) es la proporción de TPs correctamente identificados por el clasificador, ver ecuación
3.8. TPR mide hasta qué punto un clasificador es capaz de detectar o clasificar los casos positivos
correctamente dentro de todos los casos realmente positivos disponibles durante la evaluación;
por ejemplo, el porcentaje de personas con AD quiénes han sido clasificados como sAD.
TPR = TP/(FN + TP ) (3.8)
Especificidad (TNR). También conocida como la razón de verdaderos negativos (True neg-
ative rate, TNR), se refiere a la proporción de TNs correctamente identificados, ver ecuación
3.9; por ejemplo, el porcentaje de sujetos sanos de control identificados como sC.
TNR = TN/(TN + FP ) (3.9)
Existen otras mediciones obtenidas a partir de la matriz de confusión como: (1) la razón
de falsos positivos (False Positive Rate, FPR), que se refiere a la proporción de falsas alarmas
y define cuántos resultados positivos son incorrectos dentro de todos los casos negativos reales
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disponibles durante la evaluación; y la razón de falsos negativos (False Negative Rate, FNR); los
cuales son calculadas utilizando las ecuaciones 3.10 y 3.11, respectivamente.
FPR = FP/(TN + FP ) = 1− TNR (3.10)
FNR = FN/(FN + TP ) (3.11)
Curvas ROC y Valores AUC. Las curvas ROC son otro tipo de medición del desempeño de
un clasificador muy aceptado en las diferentes áreas de aplicación de los clasificadores basados
en ML. Una curva ROC representa las ventajas y desventajas (conocido como “trade-offs”) entre
las sensibilidad y especificidad de un clasificador a través de una serie de puntos de corte (“cutoff
points”). Una curva ROC es graficada sobre el espacio ROC, el cual está definido por FPR (1-
especificidad) y TPR (sensibilidad) como sus ejes x y y, respectivamente. De este modo, la curva
ROC representa FPR vs. TPR asociada con cada resultado binario como un cutoff c, el cual
vaŕıa de −∞ a +∞. Considerando la evaluación de un clasificador en el contexto del diagnóstico
de una enfermedad, la curva ROC mide la cantidad de separación entre la distribución de los
resultados en la población enferma y la distribución de resultados en la población no enferma.
Entonces las siguientes situaciones pueden presentarse:
• Cuando las distribuciones de los resultados para las poblaciones enfermas y no enfermas
se solapan, entonces la curva ROC tiene una ĺınea de 45◦ desde (0,0) hasta (1,1) con
FPR(c) = TPR(c) para todos los c. En este caso se dice que el clasificador es no discrim-
inativo;
• Cuando estas distribuciones están más separadas, la curva ROC es más cerrada a la esquina
superior izquierda del espacio ROC. Esto significa que una curva que llega hasta la esquina
superior izquierda, con FPR(c) = 0 y TPR(c) = 1 para algún c; corresponde a una
clasificación perfecta.
Una t́ıpica forma de describir el desempeño de un clasificador es calcular el área bajo la curva
ROC (AUC). El valor AUC = 1 representa una clasificación perfecta y AUC = 0.5 representa
un clasificador no discriminativo. Existen diferentes interpretaciones del valor AUC, dos de ellas
aplicadas al diagnóstico cĺınico: (1) AUC corresponde con la probabilidad de que un resultado de
clasificación corresponda un sujeto enfermo seleccionado aleatoriamente supere a la clasificación
de un sujeto no enfermo seleccionado aleatoriamente; y (2) el promedio de TPR sobre el rango
completo de posibles FPR.
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Para explicar la relación de la curva ROC y el valor AUC en la figura 3.5 se presenta un
ejemplo de 4 clasificadores representados por A, B, C y D. En la figura, la ĺınea diagonal (roja)
del diagrama es una ĺınea de estimación aleatoria conocida como “diagonal del espacio ROC”; los
puntos por encima de la diagonal, como los puntos A y C ′, representan los buenos resultados de
clasificación y son considerados como “resultados mejores que el azar”; al contrario, los puntos
por debajo de la diagonal, como el punto C corresponden a resultados pobres y comúnmente
son definidos como “resultados peores que el azar”. Para resolver la existencia de puntos por
debajo de la diagonal, como en el caso del punto C, se suele invertir los resultados de la matriz
de confusión (invertir TP con FN y FP con TN), de este modo se aprovecha la capacidad de
predicción y se obtiene un nuevo resultado que estaŕıa ubicado por encima de la diagonal, ver
punto C ′. Por otro lado, el valor máximo de AUC = 1, el cual indica (teóricamente) una
perfecta clasificación con TPR=100% y FPR=100%, está representado por el punto (0,1) en el
espacio ROC. Asimismo, un valor de AUC de 0.5 (TPR=50% y FPR=50%) está representado
por un punto ubicado dentro de la ĺınea diagonal del espacio ROC, ver punto B. En conclusión,
cuanto más cerca esté un punto de la esquina superior izquierda mejor será el desempeño del
clasificador; sin embargo lo que en realidad determina el poder predictivo de un clasificador es
la distancia de su curva ROC hacia la ĺınea diagonal, aśı sea por arriba o por abajo de esta.
Figura 3.5: Espacio ROC y la representación de los ejemplos de valores AUC.
Adicionalmente, en la tabla 3.2 presentamos una común clasificación de los valores AUC
comúnmente asumida en la evaluación de clasificadores o test cĺınicos.
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Tabla 3.2: Clasificación AUC
Rango AUC Clasificación
AUC ≤ 0.5 no discrimininate
0.5 < AUC ≤ 0.6 malo
0.6 < AUC ≤ 0.7 suficiente
0.7 < AUC ≤ 0.8 bueno
0.8 < AUC ≤ 0.9 muy bueno
0.9 < AUC ≤ 1.0 excelente
3.3.3.3 Factores que afectan el desempeño de un clasificador
Existen diversos factores que pueden afectar el rendimiento de un clasificador, los cuales pueden
ser categorizados como factores propios del entrenamiento del SVM y factores propios de las
muestras de datos utilizadas. La primera categoŕıa está estrechamente ligada a los procesos
comentados en la sección 3.3; por ejemplo, inadecuada asignación de los datos de entrenamiento
y test, representación no-balanceada de las muestras para cada clase-etiqueta del problema
de clasificación, existencia de variables predictoras poco descriminativas (redundantes o irrele-
vantes), ineficiente configuración de los parámetros del clasificador, etc. Por otro lado, la segunda
categoŕıa de factores podŕıa incluir atributos demográficos (por ejemplo, edad, género, estatus
social), caracteŕısticas o severidad de la enfermedad (por ejemplo, estad́ıo de AD), condiciones
bajo las cuales han sido obtenidas las muestras, entre otras.
Es necesario identificar y comprender la influencia de estos factores debido a: (1) Se puede
determinar la mejor manera de entrenar un clasificador a partir de la determinación de la
población y entornos de configuración, en los cuales el clasificador presente resultados más o
menos exactos, por ejemplo, utilizando análisis de regresión; y, (2) los resultados del clasificador
pueden no ser relevantes para poblaciones con diferentes condiciones y caracteŕısticas.
3.4 Selección de variables
La selección de variables (caracteŕısticas o predictores) consiste en la selección de un subconjunto
de variables más relevantes y la eliminación de las que no son redundantes, a partir de un conjunto
inicial de ellos. Matemáticamente, este proceso de selección se puede entender como: Dado un
conjunto de m muestras (xk, yk)(k = 1, ...,m) conformado por n variables xk,i(i = 1, ..., n)
y una variable de salida (clase-etiqueta) yk, los métodos de selección buscan un subconjunto
xk,s = (xk,1, ..., xk,s), con s < n, el cual optimice una función objetivo. Este proceso de selección
requiere una búsqueda estratégica para seleccionar un subconjunto de candidatos y una función
objetivo para evaluar estos candidatos.
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[Guyon and Elisseeff, 2003] describe los tres objetivos de la selección de variables como:
(1) Mejorar el rendimiento de la predicción de los clasificadores o predictores, (2) proporcionar
clasificadores más rápidos y efectivos, y (3) proporcionar un mejor entendimiento de los procesos
impĺıcitos que generan los datos. En consecuencia, esta etapa proporciona las siguientes ventajas:
(1) facilita la visualización y el entendimiento de los datos, (2) reduce los requerimientos de
almacenaje, (3) reduce los tiempos de entrenamiento y utilización, y (4) redefine el curso de la
dimensionalidad para mejorar el desempeño de la predicción.
Un primer enfoque que se puede utilizar para la selección es la calificación de las variables
mediante un ranking, el cual califica a cada variable (de manera individual) según su poder de
discriminación con respecto a un clasificador. En este enfoque algún criterio que sirva como
umbral, es utilizado para la inclusión/exclusión de las variables. Sin embargo, otro enfoque
basado en la selección de subconjuntos de variables, las cuales en conjunto tienen una buena
capacidad de predicción puede resultar mucho más útil, en contraste a la clasificación de variables
de acuerdo a su poder de predicción individual.
Para abordar este problema, los métodos de selección: (1) Métodos de filtro y (2) Métodos
Wrapper; son los más utilizados. Sin embargo antes de describirlos, hacemos una breve intro-
ducción al ranking de variables, las cual, dependiendo de su utilización en el proceso de selección
de variables, puede ser establecida como una etapa de preprocesamiento o ser incluida dentro
de los dos métodos de selección.
3.4.1 Ranking de variables
Algunos algoritmos de selección de variables incluyen el ranking de variables como un mecanismo
principal o auxiliar de selección debido a su sensibilidad, escalabilidad y buen acierto emṕırico
Guyon and Elisseeff [2003]. Esto significa que el ranking de variables no es necesariamente
utilizado para construir predictores, también puede ser utilizado para determinar las variables
más discriminativas con respecto a las clases.
Considerando la formulación presentada en la sección anterior, con un conjunto de m mues-
tras (xk, yk) (k = 1, ...,m) conformado por n variables (xk,i) (i = 1, ..., n) y yk como variable
de salida, el ranking de variables hace uso de una función de puntuación (score) S(i) calculada
a partir de los valores xk,i y yk, k = 1, ...,m. Generalmente, puntuaciones más altas indican
variables mayor calificadas, entonces las variables pueden ser ordenadas en orden decreciente de
S(i).
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Utilizado para construir clasificadores.
Cuando el ranking de variables es utilizado para construir clasificadores, las variables son agre-
gadas progresivamente de acuerdo a su relevancia y entonces un clasificador (por ejemplo alguna
ML) es entrenado en cada iteración y el desempeño de la variable actual en combinación con las
variables ya seleccionadas es evaluado a fin de decidir la exclusión/inclusión de dicha variable,
este procedimiento constituye la base de los métodos wrapper y será comentado más adelante.
Guyon and Elisseeff [2003] ha demostrado que una variable que es completamente útil por si
misma para construir un clasificador puede proporcionar una significante mejora del desempeño
del clasificador cuando es considerada con otras variables; asimismo dos variables que son útiles
por si mismas, también son útiles al ser utilizadas en conjunto.
Utilizado como etapa de preprocesamiento.
Por otro lado, el ranking de variables también puede ser utilizado como una etapa de pre-
procesamiento, independiente de la elección de un clasificador, en cuyo caso es denominado un
“método de filtrado” [Ron and George H, 1997]. EL ranking de variables establecido como un
método de filtrado, no intenta optimizar directamente el desempeño del predictor, sólo busca
evaluar cada variable individualmente para conocer su influencia en los resultados de clasifi-
cación. Computacionalmente, estos métodos son eficientes debido a que únicamente requieren
cálculos de n puntuaciones y ordenar las puntuaciones; Estad́ısticamente, este método es robusto
frente a problemas de overfitting debido a que introduce un bias que puede tener considerable-
mente menor varianza Guyon and Elisseeff [2003].
A continuación presentamos dos algoritmos de ranking de variables muy utilizados en el
campo del diagnóstico de AD.
3.4.1.1 Método de Mı́nima Redundancia y Máxima Relevancia
El Método de Máxima Relevancia y Mı́nima Redundancia (Minimum Redundancy and Maxi-
mum Relevance, mRMR) es un método filtro desarrollado por [Ding and Peng, 2005] para la
selección de variables. mRMR calcula la información mutua de dos variables basado en su
función de densidad probabiĺıstica y evalúa todas las variables al observar las caracteŕısticas
intŕınsecas de los datos con respecto al las clases. mRMR es obtenido al optimizar dos criterios:
(1) máxima relevancia y (2) mı́nima redundancia ; simultáneamente. El primer criterio deter-
mina cómo una variable discrimina entre las clases y el segundo criterio mide la similitud entre
la distribución de las variables y la distribución de las clases.
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En el proceso de selección de variables es importante ordenar y seleccionar las variables de
acuerdo a su grado de relevancia en la predicción, pero al mismo tiempo es necesario tener
un conjunto de variables no redundantes, con la finalidad de incrementar la robustez de los
clasificadores. Para más detalle sobre la implementación de mRMR ver [Ding and Peng, 2005;
Peng et al., 2005] y sobre la aplicación de conceptos de redundancia y relevancia en la selección
de variables ver [Cui et al., 2011; Yu and Liu, 2004]
3.4.1.2 Método F-score
El método F-score [Chen and Lin, 2006] implica un algoritmo básico y simple que mide la
distinción entre dos grupos de números reales. En el método F-score, el valor F-score de cada




























i son los promedios de la i
th variable del conjunto completo, positivos y
negativos conjuntos de datos, respectivamente; x
(+)
k,i es la i
th variable de la kth instancia positiva
y x
(−)
k,i es la i
th variable de kth instancia negativa. El numerador indica la discriminación entre
los conjuntos positivos y negativos; y el denominador indica uno dentro de cada uno de los dos
conjuntos.
Entonces, con la finalidad de seleccionar el subconjunto de variables a partir de los datos
globales, un valor umbral es obtenido calculando el promedio de los valores F-score de todas
las variables. Si el valor F-score de alguna variable es mayor que el umbral, la variable es
seleccionada y agregada al espacio de variables; en otro caso, la variable es eliminada.
3.4.2 Métodos Wrapper
Los métodos wrapper utilizan las máquinas de aprendizaje como una “caja negra” para calificar
subconjuntos de variables de acuerdo a su poder predictivo [Ron and George H, 1997]. Utilizando
un formulación más general, estos métodos consisten en utilizar el desempeño de predicción de
de una ML para calificar la utilidad relativa de un subconjunto de variables.
En la práctica, la utilización de los wrapper es determinada por las siguientes condiciones:
(1) cómo buscar el espacio de todos los posibles subconjuntos de variables, [Ron and George H,
1997] presenta un amplio estudio sobre las estrategias de búsqueda más utilizadas, incluyendo
algoritmo genéticos; (2) cómo calificar el desempeño de predicción de una ML a fin de orientar
el proceso de búsqueda de variables y detenerlo cuando sea necesario, para lo cual comúnmente
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es utilizada la validación cruzada; y (3) qué clasificador o predictor utilizar, siendo los más
utilizados SVM, árboles de decisión, entre otros.
3.4.2.1 SVM como un método wrapper de selección de variables
Adicionalmente a la utilización de SVM como un efectivo método de clasificación, SVM también
es utilizado para la selección de variables importantes para la construcción de un óptimo modelo
predictor [Chen and Lin, 2006; Cui et al., 2011; Cuingnet et al., 2011; Mesrob et al., 2008]. Sin
embargo, SVM no obtiene directamente la relevancia de las caracteŕısticas, para ello es necesario
modificar el algoritmo para seleccionar las variables más útiles a partir del entrenamiento y testeo
de los datos. Por otro lado, SVM puede ser combinado con otros métodos de selección como
los métodos de filtrado, independientes de SVM. De este modo, las variables importantes son
seleccionadas por esos métodos y entonces SVM es aplicado para clasificación.
En este estudio, SVM ha sido utilizado para la selección de caracteŕısticas importantes y como
un método de clasificación, en ambos casos, con la finalidad de construir eficientes modelos de
diagnóstico y predicción de AD.
3.5 Revisión de los estudios SVM aplicados en el diagnóstico de
AD
En el campo de la neuroloǵıa relacionada con estudios de AD, SVM ha constituido la base de
los principales estudios [Davatzikos et al., 2008; kai Shen et al., 2012; Klöppel et al., 2008; Plant
et al., 2010; Vemuri et al., 2008] dedicados al análisis de bases de datos con alta dimensionalidad
a fin de desarrollar de nuevas herramientas de soporte al diagnóstico, basadas en biomarcadores
morfométricos de MRIs (aśı como otro tipos de biomarcadores) y su combinación con otro tipo
de caracteŕısticas. Una de las principales caracteŕısticas de SVM para el diagnóstico cĺınico
es su capacidad para construir modelos de clasificación a partir del aprendizaje con datos de
entrenamiento iniciales, conocida como etapa de entrenamiento; y clasificar con óptima exactitud
nuevos casos cĺınicos, etapa conocida como test. Para ejemplo de diagnóstico de AD, los datos de
entrenamiento y test corresponden a casos cĺınicos y el problema de clasificación está relacionado
con la predicción entre grupos o clases previamente establecidas, por ejemplo, sAD vs. sC.
Dado que la eficiencia de los modelos depende de los datos utilizados para su construcción,
una de las tareas más cŕıticas es la selección de variables predictoras e instancias significativas
para la conformación de los grupos de datos utilizados durante el entrenamiento, validación y
test del modelo.
71
3. MODELOS DE CLASIFICACIÓN DE AD BASADA EN SVM.
Con respecto a la utilización de SVM para el diagnóstico de AD, la mayoŕıa de los estudios
se han centrado en discriminar entre sMCI y sAD, lo cual se justifica por el creciente interés
en predecir, en una etapa más temprana posible como la etapa MCI, los sujetos que pueden
progresar hacia AD, a fin de iniciar un tratamiento temprano que mejore la calidad de vida
del paciente y se preserve y prolongue en lo posible sus capacidades cognitivas. Asimismo,
otros estudios se han centrado en comparar individuos sMCI con sC, por razones similares a
las mencionadas en el primer caso. Biomarcadores basados en neuroimagen obtenidos a partir
de diferentes modalidades (MRI, PET, DTI), combinados con otro tipo de biomarcadores como
los basados en CSF y otras caracteŕısticas (sociodemográficas y neuropsicológicas); han sido
utilizados para construir modelos de clasificación con alto desempeño.
En la tabla 3.3 se resume una investigación de los principales estudios relacionados con
la discriminación entre sC vs. sAD, sC vs. sMCI, sMCI vs. sAD y sMCIc vs. sMCInc;
algunos de los cuales ya han sido mencionados en los caṕıtulos anteriores. La mayoŕıa de estos
estudios utilizaron SVM en dos principales tareas. La primera dedicada a la reducción de la
dimensionalidad de los patrones o caracteŕısticas espaciales del cerebro utilizando diferentes
técnicas de extracción y selección de variables 1. La segunda tarea dedicada a construir modelos
de clasificación de pacientes a partir de las variables seleccionadas en el tarea anterior. De esta
manera, los modelos de clasificación SVM fueron utilizados como herramientas de diagnóstico
y pronóstico, capaces de clasificar automáticamente grupos de pacientes con altos porcentajes
de sensibilidad y especificidad durante las etapas de test. Principalmente, estos modelos fueron
capaces de dar soporte al diagnóstico de AD mediante la discriminación de sujetos sanos sC
y sujetos sMCI y sAD; y dar soporte a predicción de AD al ser capaces de discriminar dentro
de los sujetos sMCI, los sujetos sMCInc (con MCI estable) y los sujetos sMCInc (con riesgo de
conversión a AD). Davatzikos et al. [2005] demostraron que es posible discriminar entre sujetos
utilizando respuestas “verdaderas” y “no verdaderas’ con una exactitud del 99.3% basado en
patrones discriminativos de la actividad cerebral, utilizando fMRIs. Más tarde, Davatzikos
et al. [2008] desarrollaron un método automático para detectar los patrones de atrofia a través
de la deformación de neuroimágenes de altas dimensiones, robustos métodos de extracción de
variables y SVM. kai Shen et al. [2012]; Klöppel et al. [2008]; Plant et al. [2010]; Vemuri et al.
[2008] utilizaron SVM para determinar el potencial de las MRIs en el diagnóstico y predicción
de demencia del tipo AD, mediante modelos de clasificación de sAD vs. sC, encontrándose
resultados muy prometedores. [Chen and Lin, 2006] aplicaron siete métodos de ML (incluyendo
1En adelante se utilizará el término de variables morfométricas o variables predictoras morfométricas para
hacer referencia a las caracteŕısticas o patrones espaciales del cerebro utilizados como biomarcadores morfométricos
de AD.
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SVM) para construir cinco modelos de clasificación entre sujetos sanos y sujetos con demencia,
encontrando diferencias de desempeño significativas entre estos modelos.
Tabla 3.3: Investigaciones en AD relacionadas con biomarcadores basados en imágenes y SVM
Autor(es) Clasificación Grupos Biomarcadores Desempeño clasificación
(%)
Mesrob et al. [2008]
sAD vs. sC sAD = 17 sC = 13 MRI estructural (GM) ACC=90.2;
TPR=84.3;TNR=96.0
Arimura et al. [2008]
sAD vs. sC sAD = 29 sC = 25 MRI estructural ACC=82.7
Davatzikos et al. [2008]
sMCI vs. sC sMCI = 15 sC = 15 MRI estructural ACC=90
Duchesne et al. [2008] sAD vs. sC sAD = 75 sC = 75 MRI estructural ACC=92
Fan et al. [2008a] sMCI vs. sC sMCI = 15 sC = 15 MRI estructural & PET ACC=100
Ferrarini et al. [2008] sAD vs. sC sAD = 58 sC = 28 MRI estructural ACC=84
Klöppel et al. [2008]
sAD vs. sC sAD = 18 FTLD = 19 MRI estructural ACC=95
sAD vs. FTLD sAD = 190 sC = 190 MRI estructural ACC=89.2
Vemuri et al. [2008]
sAD vs. sC sAD = 190 sC = 190 MRI estructural & datos
genéticos
ACC=89.3
Gerardin et al. [2009]
sAD vs. sC sAD = 23 sC = 23 MRI estructural ACC=94
sMCI vs. sC sMCI = 23 sC = 25 MRI estructural ACC=83
Magnin et al. [2009] sAD vs. sC sAD = 16 sC = 22 MRI estructural, DTI ACC=94.5
Haller et al. [2010] sC vs. sMCI sC = 35 sMCI = 67 MRI estructural, DTI ACC=91.4
Nho et al. [2010] sAD vs. sC sAD = 182 sC = 226 MRI estructural ACC=90.5
Oliveira et al. [2010] sAD vs. sC sAD = 14 sC = 20 MRI estructural ACC=88.2
[Plant et al., 2010]
sAD vs. sC sAD = 32 sC = 18 MRI estructural (GM + WM) ACC=90
sMCI vs. sC sMCI = 24 sC = 18 MRI estructural (GM + WM) ACC=97.62
Salas et al. [2010]
sAD + sMCI vs.
sC
sAD + sMCI = 167
sMCI = 52
PET ACC=86
sAD vs. sC sAD = 53 sC = 52 PET ACC=95
sMCI vs. sC sMCI = 114 sC = 53 PET ACC=88
Abdulkadir et al. [2011] sAD vs. sC sAD = 95 sC = 95 MRI estructural (GM) ACC=84.5
Chen et al. [2011]
sAD vs. sC sAD = 21 sC = 20 MRI funcional ACC=87
sMCI vs. sC sMCI = 15 sC = 20 MRI funcional ACC=95
Chincarini et al. [2011] sAD vs. sC sAD = 144 sC = 189 MRI estructural TPR. = 89;TNR = 94
Cui et al. [2011]
sMCI vs. sC sMCI = 79 sC = 204 MRI estructural & DTI ACC=71.09
Dukart et al. [2011]
sAD vs. FTLD
vs. sC
sAD = 21 FTLD = 14
sC = 13
MRI estructural (GM) & PET ACC=91.7
Grana et al. [2011] sAD vs. sC sAD = 20 sC = 25 DTI ACC=100
Hinrichs et al. [2011] sAD vs. sC sAD = 48 sC = 66 MRI estructural & PET
& CSF(tau, amygdaloid-
beta 142, p-tau 181P, t-tau,
genotipo APOE ) & NMs
ACC=88.2
Zhang et al. [2011a]
sAD vs. sC sAD = 45 sC = 50 MRI estructural & PET &
CSF(Aβ42, t-tau and p-tau)
ACC=92
sMCI vs. sC sMCI = 91 sC = 50 MRI estructural & PET &
CSF(Aβ42, t-tau and p-tau)
ACC=80
Zhang et al. [2011b]
sAD vs. sC sAD = 51 sC = 52 MRI estructural & PET &
CSF(Aβ42, t-tau and p-tau)
ACC=93.2
sMCI vs. sC sMCI = 99 sC = 52 MRI estructural & PET &
CSF(Aβ42, t-tau and p-tau)
ACC=76.4
Cuingnet et al. [2011]
sAD vs. sC; sAD = 68 sC = 81 MRI estructural TPR=81.0;TNR=95.0
sC vs. sMCIc; sC=81 sMCIc=37 MRI estructural TPR=65.0;TNR=94.0
sMCIc vs. sM-
CInc;
sMCInc=67 sMCIc=37 MRI estructural TPR=62.0;TNR=69.0
kai Shen et al. [2012]
sAD vs. sC sAD = 39 sC = 138 MRI estructural (hipocampo) TPR=87.2;TNR=79.5
Debido a las ventajas de SVM presentadas en la sección 3.2.3 y los excelentes resultados
obtenidas por las diversas investigaciones presentadas en esta sección, nuestro estudio estuvo
centrado en SVM como método de ML para construir modelos de clasificación de casos cĺınicos
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de AD. En los siguientes caṕıtulos se describe ampliamente la utilización de SVM y todos los
conceptos aplicados, los cuales han sido presentados en este caṕıtulo y los anteriores.
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Caṕıtulo 4
Construcción de los modelos de
diagnóstico y predicción de AD
basados en SVM.
4.1 Introducción
En el caṕıtulo 1 se comentaron dos caracteŕısticas resaltantes en el manifiesto de los estados
AD-precĺınico, (MCIAD) (MCI ocasionado por AD)
1 y DAT (demencia ocasionada por AD)2.
La primera realacionada con el diagnóstico de AD, el cual es realizado después de la exclusión de
otras formas de demencia, pero su diagnóstico definitivo es realizado únicamente después de un
estudio post-muerte del tejido cerebral. La segunda caracteŕıstica relacionada con la ocurrencia
de cambios neuropatológicos entre la transición de las tres etapas, causados por la densidad y
distribución de las neurofibras de τ y Aβ, las cuales están presentes mucho antes de la aparición
de primeros śıntomas cĺınicos de AD.
En consecuencia, en el mundo de las neurociencias, existe una amplia necesidad de desarrollar
metodoloǵıas que sirvan como sustitutos en vivo para la detección de estos cambios patológicos
y, por tanto, sirvan para identificar con precisión a los individuos que se encuentren en las
primeras etapas de AD. Es aśı, que la identificación de factores claves para el dignóstico cĺınico
de AD resulta uno de los principales avances conseguidos en el área de la neuroloǵıa. El con-
tinuo descubrimiento de nuevas variables de diagnóstico y predicción basadas en algún tipo de
biomarcador, presenta oportunidades y retos para los estad́ısticos y cĺınicos a la hora de evaluar
su influencia en el desarrollo de esta enfemedad.
1En adelante el estado “MCI ocasionado por AD” (MCIAD) será referenciado en este trabajo como MCI.
2El estado de demencia ocasionada por AD (DAT) en adelante será referenciada como AD.
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PREDICCIÓN DE AD BASADOS EN SVM.
Diversas recomendaciones han surgido desde algo más de 25 años, a partir de que el primer
caso de AD fuese descrito [Knopman et al., 2001], las cuáles han tratado de abordar princi-
palmente: (1) la confiabilidad de los criterios de diagnóstico actuales,(2) su capacidad para
establecer un diagnóstico confiable en la evaluación de las personas mayores, (3)la capacidad de
las pruebas de laboratorio para mejorar el diagnóstico cĺınico. Asimismo, estas consideraciones
han demostrado que la asociación estad́ıstica de una variable con el grado de demencia de un
paciente, no es suficiente. Una de las cuestiones clave a resolver es cómo abordar la forma de
evaluar y cuantificar la mejora en el diagnóstico y predicción de la enfermedad utilizando los
diversos biomarcadores propuestos.
Para abordar este problema es necesario considerar que una simple búsqueda y clasificación
de todas las variables más relevantes en la solución de un problema de clasificación como el
diagnóstico cĺınico de AD, usualmente tiene un bajo desempeño para la construcción de un
buen predictor (particularmente si las variables son redundantes). En consecuencia, obtener
un subconjunto de variables útiles podŕıa excluir aquellas variables que son redundantes pero
también relevantes 1.
En este caṕıtulo se describe una metodoloǵıa para la selección de variables predictoras útiles
y el aprendizaje de dos modelos de clasificación basados en máquinas de soporte vectorial (SVM)
de soporte al diagnóstico cĺınico de AD. Estos modelos fueron entrenados a partir de las variables
predictoras seleccionadas y son clasificados como: modelo de diagnóstico capaz de discriminar
sujetos sanos o de control (sC) de los sujetos con AD (sAD) y modelo de predicción capaz de
discriminar dentro de los sujetos diagnósticados con deterioro cognitivo leve (MCI por sus siglas
en ingés), aquellos sujetos con MCI que se convertiŕıan a AD (sMCIc) y los sujetos con MCI
que no se convertiŕıan a AD (sMCInc) .
La metodoloǵıa presentada está orientada a dar soporte al diagnóstico cĺınico de AD, prin-
cipalmente basado en un enfoque de investigación o en ensayos cĺınicos de AD. En el caṕıtulo 1
se especificó que el diagnóstico cĺınico definitivo de esta enfermedad sólo puede ser hecho despué
de su muerte (diagnóstico histológico). Sin embargo, en vida, es posible hacer un diagnóstico
cĺınico denominado como “probable” o “posible”, incluso en las etapas iniciales.
4.2 Metodoloǵıa propuesta
Existe una amplia investigación centrada en la determinación de las variables más útiles para
el diagnóstico cĺınico de demencia a lo largo de las diferentes etapas de esta enfermedad, sin
1En los trabajos de Ron and George H [1997] y Blum and Langley [1997] se presenta una discusión de relevancia
versus utilidad de variables, aśı como varias definiciones de relevancia.
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embargo, sólo desde unos pocos años atrás, algunas de estas investigaciones se han centrado
en el uso de las máquinas de aprendizaje para la identificación de estas variables [Chen and
Herskovits, 2010], por lo que la obtención de resultados óptimos en esta área se contituye en un
problema abierto.
En este estudio proponemos una metodoloǵıa basada en los datos (‘’data-driven method”)
enfocada principalmente a dos tareas: (1) La selección de las variables y (2) El entrenamiento de
modelos de clasificación SVM para el diagnóstico y predicción de AD. El diagnóstico de AD está
dirigido a la discriminación automática entre sujetos con AD (sAD ) y sujetos de control (sC);
y la predicción de AD está dirigida a la discriminación entre los sujetos con MCI no convertidos
a AD (sMCInc) de los los sujetos con MCI convertidos a AD (sMCIc).
La metodoloǵıa propuesta está basada en las tres etapas principales de la construcción de
modelos de clasificación, descritas en el caṕıtulo 3, sección 3.3 : (1) Preparación de los datos de
entrenamiento y test, (2) Entrenamiento y test de los modelos y (3) Evaluación de su desempeño.
































































Figura 4.1: Principales etapas implicadas en la metodoloǵıa de selección de variables y construcción de los modelos SVM para el diagnóstico
y predicción de AD
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Las preparación de los datos incluye principalmente: (1) La obtención de los datos de ensayos
cĺınicos de AD para la conformación de los grupos destinados al entrenamiento, validación y test
de los modelos. Estos datos estuvieron conformados por 324 variables iniciales integradas por
biomarcadores morfométricos basados en imágenes médicas, biomarcadores neuropsicológicos
y variables sociodemográficas, las cuales fueron obtenidas de datos cĺınicos del proyecto de
investigación en la enfermedad de Alzheimer denominado “Alzheimer’s Disease Neuroimaging
Initiative ” (ADNI) (www.loni.ucla.edu/ADNI) [Weiner et al., 2012], el cual ofrece una amplia
información sobre biomarcadores de AD; y (2) la selección del subconjunto de variables de
mayor significancia para la discriminación entre sujetos de control (sC) y sujetos con AD (sAD)
1, aplicando la combinación de un método de ranking de variables con dos métodos wrapper
basados en Support Vector Machine (SVM).
Para la etapa de entrenamiento y test de los modelos de diagnóstico y predicción se determinó
el comportamiento no lineal del problema de clasificación y se establecieron los parámetros de
configuración de los modelos SVM a entrenar: el tipo de la función kernel y la elección de
los mejores parámetros para SVM. Después de obtener estos parámetros, los modelos fueron
entrenado y testeados utilizando los datos obtenidos en la etapa anterior.
Finalmente, la etapa de evaluación de los modelos implicó el cálculo de las mediciones es-
tad́ısticas descritas en la sección 3.3.3 sobre las matrices de confusión obtenidas durante la etapa
de test, con la finalidad de conocer el desempeño de los modelos SVM en las tareas de diagnóstico
y predicción de AD.
En este caṕıtulo es descrita la primera etapa de la metodoloǵıa. Las etapa de entrenamiento
y test de los modelos es presentada en el caṕıtulo y las etapa de evaluación es presentada en el
caṕıtulo 6.
4.3 Obtención de datos de ensayos cĺınicos de AD
Para la obtención de datos válidos fue utilizada la base de datos de ensayos cĺınicos en AD
del proyecto Alzheimer’s Disease Neuroimaging Initiative (ADNI) (www.loni.ucla.edu/ADNI)
[Weiner et al., 2012], obtenida online en junio del 2011. ADNI es un proyecto dedicado a la
investigación de Alzheimer (AD) y deterioro cognitivo leve (MCI), lanzada en el 2003 por el
National Institute on Aging y otras reconocidas instituciones dedicadas a la investigación de
AD . ADNI ofrece una amplia información sobre biomarcadores de AD, aśı como información
1La selección de variables juega un rol importante en la construcción de sistemas de clasificación, lo cual
no sólo ayuda en la reducción de los datos, también disminuye los costos de computación y beneficia el buen
rendimiento de la clasificación
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demográfica y neuropsicológica de los participantes. La base de datos completa incluye in-
formación de 800 participantes: 200 sujetos de control (sanos), 400 pacientes con MCI y 200
pacientes con AD leve, todos provenientes de 58 lugares de los Estados Unidos y Canadá. Los
procedimientos de selección de los participantes y el protocolo del estudio completo utilizado
por ADNI, fueron descritos por Jack et al. [2008]; Mueller et al. [2005a] y se puede encontrar
en ĺınea en http://www.nia.nih.gov/Alzheimers/ResearchInformation/ClinicalTrials/
ADNI.htm. Asimismo, una completa revisión de los principales resultados y publicaciones alcan-
zados hasta el momento por este proyecto ha sido presentado recientemente por Weiner et al.
[2012].
ADNI proporciona los datos de sus estudios en diversas tablas clasificadas según el tipo
de información: datos demográficos, resultados de análisis de imágenes, resultados test cĺınicos,
diccionario de variables utilizadas, etc, las cuales incluyen una o más instancias por participante,
registrados en cada visita de los participantes 1.
4.3.1 Fiabilidad de los datos de ensayo cĺınicos utilizados
ADNI es uno de las plataformas más utilizados y reconocidas en investigación de AD, en los
recientes años, y el uso de su base de datos ha implicado la publicación de más de 100 tra-
bajos cient́ıficos. Asimismo, investigaciones recientes han surgido sobre cómo implementar un
diseño similar a ADNI para el estudio de otro tipo de enfermedades neurodegenerativas, como
la enfermedad de Parkinson [Frisoni and Weiner, 2010].
La fiabilidad de utilizar la base de datos ADNI como datos de ensayos cĺınicos de AD para
investigaciones en AD queda demostrada por investigaciones europeos dedicadas a testear la
viabilidad del uso de la plataforma americana ADNI en investigación de AD en Europa [Frisoni,
2010; Frisoni and Weiner, 2010; Frisoni et al., 2008]. En [Frisoni et al., 2008] se describe una
de las primeras iniciativas con el desarrollo de un estudio piloto llevado a cabo para estable-
cer la plataforma E-ADNI (European Alzheimer’s Disease Neuroimaging), para lo cual, siete
centros académicos del Consorcio Europeo de la enfermedad de Alzheimer (EADC: European
Alzheimer’s Disease Consortium), enrolaron un grupo de 59 sujetos europeos clasificados como
sanos (18), sujetos MCI (19) y sujetos con AD (22), los cuales fueron estudiados siguiendo los
criterios de análisis y controles de ADNI. Las caracteŕısticas sociodemográficas, cĺınicas, neu-
ropsicológicas y morfométricas, entre otras, fueron comparadas con otro grupo semejante de
1 Los datos descargados conteńıan información demográfica, neuropsicológica y morfométrica de los partici-
pantes obtenidas en sus visitas: screen visit (sc), sexto mes (m06), doceavo mes (m12), dieciochoavo mes (m18),
veinticuatroavo mes (m24) y treinta y seisavo mes (m36). Las variables morfométricas corresponden a MRIs
estructurales de los estudios transversal y longitudinal.
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sujetos norteamericanos, obtenidos de la base de datos ADNI. Como resultados más destacables
de ese estudio se confirmó la similitud cognitiva y estructural entre ambos grupos y la viabilidad
de la utilización de la plataforma ADNI para el enrolamiento de pacientes y la colección de
datos cĺınicos, neuropsicológicos y morfométricos (datos volumétricos del cerebro) por centros
del EADC. Por un lado, las caracteŕısticas cognitivas, conductuales y neuropsicológicas fueron
muy similares entre el grupo europeo y el grupo norteamericano. Asimismo, en el análisis de
los biomarcadores morfométricos relacionados con la atrofia cerebral de los sujetos (calculados
a partir de sus imágenes de Resonancia Magnética), se obtuvo que los valores del grupo de los
sujetos norteamericanos en la mayoŕıa de los grupos de diagnóstico, tiende a ser ligeramente
mayor que su contraparte europea, sin embargo esta diferencia no es significativa. Una revisión
más detallada de las principales iniciativas en investigación de AD basadas en ADNI, llevadas a
cabo en Europa, es presentada en [Frisoni, 2010].
4.3.2 Criterios de inclusión de los casos cĺınicos
A fin de incluir instancias (casos cĺınicos)1 y variables 2 útiles para nuestro estudio, sólo fueron
consideradas las instancias que cumplieran los siguientes criterios:
1. Muestras o instancias de participantes con MRIs estructural de ambos estudios transversal
y longitudinal, correctamente preprocesadas y analizadas, es decir con un análisis completo.
2. Muestras de participantes con información demográfica y neuropsicológica completa, como
mı́nimo para la primera visita (screen visit) .
3. Muestras de participantes que cumplieran los criterios de clasificación cĺınica de ADNI
mencionadas en la tabla 4.1.
Los criterios de inclusión y exclusión de los participantes establecidos por ADNI y asum-
idos en este trabajo para la conformación de los grupos de entrenamiento, validación y test,
son detallados en la tabla 4.1. En la tabla se observa que la clasificación de los partici-
pantes estuvo sujeta principalmente a dos caracteŕısticas cognitivas muy utilizadas en el di-
agnóstico de demencia: el ı́ndice de Mini-Mental State Examination (MMSE) y el ı́ndice Clin-
ical Dementia Rating (CDR). En el diagnóstico cĺınico, el CDR califica el grado de deterioro,
utilizando un algoritmo estándar y sus posibles valores pueden ser: CDR=0: no deterioro;
CDR=0.5: muy leve; CDR=1: leve; CDR=2: moderado; y CDR=3: demencia severa. Sin
1En este trabajo consideramos instancia de datos o casos cĺınicos a cada una de las muestras con un conjunto
de ocurrencias de variables únicas por sujeto presentadas en filas en la base de datos
2 En nuestro contexto, consideramos variable a cada tipo de feature extráıdo de las base de datos
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embargo, en el conjunto de datos de entrenamiento considerados en este estudio, solamente
contamos con ocurrencias de CDR=0, 0.5 y 1. Para un mayor detalle de estos criterios, ver
http://www.adni-info.org/Scientists/ADNIGrant/ProtocolSummary.aspx.
Tabla 4.1: Clasificación de los participantes según sus caracteŕısticas cĺınicas
Variable cĺınica Caracteŕısticas Cĺınicas
Sujetos de control (sC) Sujetos normales con valores de Mini-
Mental State Examination (MMSE)
[Folstein et al., 1975] entre 24 y 30 (in-
clusive), un ı́ndice de Clinical Demen-
tia Rating (CDR) [Morris, 1993] de 0,
y calificados como no depresivos, no
MCI y no dementes
Sujetos con MCI (sMCI) Pacientes MCI tienen un ı́ndice
MMSE entre 24 y 30 (inclusive), re-
portan śıntomas de problemas con la
memoria, dificultades con la memoria
objetiva, un CDR de 0.5, ausencia de
niveles significativos de deterioro en
otros dominios cognitivos, preservan
las actividades esenciales de su vida
diaria y poseen ausencia de demencia
sAD Pacientes con Alzheimer tienen un
ı́ndice de MMSE entre 20 y 26 (inclu-
sive), un ı́ndice de CDR de 0.5 o 1.0,
y reúne criterios del National Insti-
tute of Neurological and Communica-
tive Diseases and Stroke–Alzheimer’s
Disease and Related Disorders Associ-
ation (NINCDS/ADRDA) [McKhann
et al., 1984] para probable caso AD.
4.3.3 Definición de la variable de clasificación cĺınica
Para cada una de las instancias de ADNI fue agregada una variable de clasificación, establecida
como variable de salida. Esta variable conteńıa información del diagnóstico cĺınico de cada caso
realizado por ADN. De este modo, las instancias fueron etiquetadas como: sujetos sanos o de
control (sC), sujetos con deterioro cognitivo leve (sMCI) o sujetos con AD leve (sAD), ver tabla
4.1.
Posteriormente, se identificó que algunos sujetos clasificados como sC fueron clasificados
como sMCI o sAD en una visita posterior, y por otro lado, algunos sujetos clasificados como
sMCI, fueron clasificados como sAD en una visita posterior. Ambos sucesos son explicados por el
hecho de que el diagnóstico de MCI y AD es progresivo. En algunos casos, los sujetos pueden ser
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clasificados como sC y estar desarrollando la enfermedad sin presentar los śıntomas, e incluso, los
pacientes con MCI pueden progresar o no para AD. En consecuencia, las instancias etiquetadas
originalmente como sMCI fueron re-etiquetadas como sMCIc (para sujetos que se convirtieron
a sAD) y como sMCInc (para sujetos que no se convirtieron a AD). Esta subclasificación de
los sujetos con MCI también ha sido asumida en otras investigaciones dedicadas a la predicción
temprana de la conversión de MCI a AD [Cho et al., 2012; Cuingnet et al., 2011; Risacher et al.,
2010].
4.3.4 Distribución de los datos
El siguiente paso fue la distribución de los casos cĺınicos en grupos destinados a tareas espećıficas
para la construcción de los modelos de clasificación. Las instancias clasificadas como sC y sAD
fueron asignadas para la tarea de diagnóstico, conformándose dos grupos: sCsADADNI−train ,
utilizado para la fase de entrenamiento y validación; y sCsADADNI−test , destinados para el
testeo. Por otro lado, las instancias clasificadas como sMCI y sMCInc fueron asignadas a la
tarea de predicción de AD y se conformaron los grupos: sMCIADNI−train , utilizado para la fase
de entrenamiento y validación; y sMCIADNI−test , utilizados para el testeo.
Asimismo, los cuatro grupos incluyeron 324 variables de entrada clasificadas como: vari-
ables morfométricas (318), demográficas (4) y neuropsicológica (2); y 1 variable de salida o de
clasificación.
A continuación se detallan las principales caracteŕısticas de los 4 grupos cĺınicos, etiquetados
convenientemente para referencias en este estudio:
1. Grupos de entrenamiento y validación:
• sCsADADNI−train: Grupo de entrenamiento y validación del modelo de diagnóstico
de AD. Este grupo estuvo conformado por 1265 instancias: 631 instancias correspon-
dientes a 216 sujetos de control (sC) y 634 instancias correspondientes a 287 sujetos
con AD leve (sAD). Las variables morfométricas fueron calculadas a partir del análisis
de imágenes de MR transversales 1.
• sMCIADNI−train: Grupo de entrenamiento y validación del modelo de predicción de
AD. Este grupo estuvo conformado por 894 instancias: 219 instancias correspondi-
1Más adelante, este grupo fue utilizado para seleccionar un subconjunto de variables de mayor significancia
para la discriminación entre sujetos de control (sC) y sujetos con AD (sAD)
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entes a 106 sujetos, las cuales fueron etiquetadas como sMCIc y 675 instancias de 223
sujetos, etiquetas como sMCInc 1.
2. Grupos de test
• sCsADADNI−test: Grupo de test del modelo de diagnóstico de AD, conformado por
1145 instancias: 591 instancias correspondientes a 204 sujetos de control (sC) y 554
instancias correspondientes a 246 sujetos con AD leve (sAD). Las variables mor-
fométricas de este grupo fueron obtenidas de las MRIs estructurales del estudio lon-
gitudinal;
• sMCIADNI−test: Grupo de test del modelo de predicción de AD. Este grupo está
conformado por 814 instancias clasificadas inicialmente como sMCI, las cuales cor-
responden a 297 pacientes e incluyen variables morfométricas de MRIs del estudio
longitudinal. Asimismo, las instancias etiquetadas inicialmente como sMCI fueron
clasificadas como sMCIc (pacientes con MCI quienes posteriormente se convirtieron
a AD) y sMCInc (pacientes con MCI quiénes no se convirtieron en AD).
En la tabla 4.2 se presenta la distribución de sujetos e instancias en los cuatro grupos
descritos.
Tabla 4.2: Distribución de sujetos e instancias en los grupos de entrenamiento, validación y testeo de los
modelos
sCsADADNI−train sMCIADNI−train sCsADADNI−test sMCIADNI−test
sC sAD sMCIc sMCInc sC sAD sMCIc sMCInc
Nº sujetos 216 287 106 223 204 246 97 200
Nº instancias 631 634 219 675 591 554 181 633
4.3.5 Variables morfométricas basadas en imágenes de Resonancia Magnética
Estructural
La obtención de estas variables estuvo relacionada con las mediciones morfométricas obtenidas
por ADNI sobre las imágenes de MRIs estructurales (de ambos estudios transversal y longitu-
dinal) de cada participante. Para la colección inicial de estas mediciones se tuvo en cuenta
sólo aquéllas que estuviesen presentes en los cuatro grupos de estudio: sCsADADNI−train,
1En una etapa posterior, estos datos fueron utilizados para seleccionar un subconjunto de variables de mayor
significancia para la discriminación entre sujetos MCI que se convertiŕıan a AD (sMCIc) de los sujetos con MCI,
los cuales no se convertiŕıan (sMCInc)
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sMCIADNI−train, sCsADADNI−test y sMCIADNI−test; siendo descartadas las mediciones etique-
tados como “Unknown” o con valores nulos. De este modo, fueron incluidas un total de 318
mediciones correspondientes a la zona cortical y subcortical del cerebro; y calculadas sobre 34
regiones de interés (ROIs) [Desikan et al., 2006]. Estas variables morfométricas conrresponden
a a cinco tipos de medición: Cortical thickness average (TA), Cortical thickness standard de-
viation(TS), Surface area (SA) y Cortical volume (CV) calculados para la zona neocortical; y
el Sub cortical volume calculado para la zona no-neocortical. Asimismo, con el fin de conocer
las diferencias en el tamaño del cerebro de cada sujeto y analizar el grado del atrofia cerebral,
el volumen intercranial total de cada sujeto (eTIV: estimate of the total intracranial volume)
[Buckner, 2004] también fue considerado como variable.
En la tabla 4.3 se detalla la distribución de las 318 variables de acuerdo a la clasificación
de las clase de ROIs aśı como los tipos de mediciones calculados para cada clase. Por otro
lado, en las tablas 4.4 y 4.5 son presentadas las 318 variables morfométricas de acuerdo al tipo
de lateralidad: hemisferio izquierdo (hi), hemisferio derecho (hd) y bilateral (bi) y los tipos de
medición. En la siguiente etapa de esta metodoloǵıa, un subconjunto de variables basadas en
MRI (vMRI) seŕıa seleccionado a partir de este grupo inicial de variables en base a su grado de
utilidad y significancia para el diagnóstico entre sujetos sC y sAD.
Tabla 4.3: Tipos de mediciones morfométricas consideradas en este estudio
Clase ROI Mediciones Código Nº variables
Neocortical=35
- Cortical thickness average TA 68
- Cortical thickness standard deviation TS 68
- Surface area SA 70
- Cortical volume CV 69
No-Neocortical=28 -Subcortical volume SV 42
Volumen Total=1 - eTIV: estimate of the total intracranial volume ICV 1
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Tabla 4.4: Variables morfométricas basadas en MRIs
Lateralidad Tipos de mediciones





Banks Superior Temporal Sulcus ! ! ! ! ! !
Caudal Anterior Cingulate Cortex ! ! ! ! ! !
Caudal Middle Frontal Gyrus ! ! ! ! ! !
Cuneus Cortex ! ! ! ! ! !
Entorhinal Cortex ! ! ! ! ! !
Frontal Pole ! ! ! ! ! !
Fusiform Gyrus ! ! ! ! ! !
Inferior Parietal Cortex ! ! ! ! ! !
Inferior Temporal Gyrus ! ! ! ! ! !
Insula ! ! ! ! ! !
Retrosplenial Cortex ! ! ! ! ! !
Lateral Occipital Cortex ! ! ! ! ! !
Lateral Orbital Frontal Cortex ! ! ! ! ! !
Lingual Gyrus ! ! ! ! ! !
Medial Orbital Frontal Cortex ! ! ! ! ! !
Middle Temporal Gyrus ! ! ! ! ! !
Paracentral Lobule ! ! ! ! ! !
Parahippocampal Gyrus ! ! ! ! ! !
Pars Opercularis ! ! ! ! ! !
Pars Orbitalis ! ! ! ! ! !
Pars Triangularis ! ! ! ! ! !
Pericalcarine Cortex ! ! ! ! ! !
Postcentral Gyrus ! ! ! ! ! !
Posterior Cingulate Cortex ! ! ! ! ! !
Precentral Gyrus ! ! ! ! ! !
Precuneus Cortex ! ! ! ! ! !
Rostral Anterior Cingulate Cortex ! ! ! ! ! !
Rostral Middle Frontal Gyrus ! ! ! ! ! !
Superior Frontal Gyrus ! ! ! ! ! !
Superior Parietal Cortex ! ! ! ! ! !
Superior Temporal Gyrus ! ! ! ! ! !
Supramarginal Gyrus ! ! ! ! ! !
Temporal Pole ! ! ! ! ! !
Transverse Temporal Cortex ! ! ! ! ! !
Hemisphere ! ! !
Total Intracranial Volume ! !
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Tabla 4.5: Variables morfométricas de la región no-cortical consideradas en este estudio
Lateralidad Tipos de mediciones





Accumbens Area ! ! !
Amygdala ! ! !
Caudate ! ! !
Cerebellum Cortex ! ! !
Cerebellum White Matter ! ! !
Cerebral Cortex ! ! !
Cerebral White Matter ! ! !
Choroid Plexus ! ! !
Hippocampus ! ! !
Inferior Lateral Ventricle ! ! !
Lateral Ventricle ! ! !
Pallidum ! ! !
Putamen ! ! !
Thalamus ! ! !
Ventricle Diencephalon ! ! !
Vessel ! ! !
Brain Stem ! !
Corpus Callosum Anterior ! !
Corpus Callosum Central ! !
Corpus Callosum Middle Anterior ! !
Corpus Callosum Middle Posterior ! !
Corpus Callosum Posterior ! !
Cerebrospinal Fluid ! !
Fourth Ventricle ! !
Non White Matter Hypointensities ! !
Optic Chiasm ! !
Third Ventricle ! !
White Matter Hypointensities ! !
Las imágenes de MR estructural obtenidas por ADNI corresponden a múltiples adquisi-
ciones de imágenes (entre 2 y 4 imágenes por sesión) de adultos con edades en el rango[18-96],
las cuales fueron utilizadas previamente en diversas investigaciones dedicadas al desarrollo de
biomarcadores de AD basados en neuroimagen [Cho et al., 2012; Chupin et al., 2009; Cui et al.,
2011; Cuingnet et al., 2011; Desikan et al., 2009; Heckemann et al., 2011; Hua et al., 2008;
Nestor et al., 2008; Okonkwo et al., 2010; Risacher et al., 2010; Westman et al., 2011]. Los
participantes fueron sometidos a evaluaciones por imagen en sus visitas con intervalos diferen-
ciados para los sujetos de control, los pacientes con AD leve y los pacientes con MCI. Estas
evaluaciones fueron etiquetadas como: Screen visit (sc), baseline visit (base), month 6 (m06),
month 12 (m12), month 18 (m18), month 24 (m24), month 36 (m36) y month 48 (m48). Mayor
87
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detalle sobre la adquisición de MRIs estructurales de los participantes puede ser encontrada en:
http://adni.loni.ucla.edu/about-data-samples/image-data.
Respecto al análisis morfométrico aplicado, estuvo basado en un flujograma de rutinas de
procesamiento y análisis automático mencionadas en el caṕıtulo 2, sección 2.4.2, para las cuales
utilizaron el software libre de análisis de imagen Freesurfer [Fischl, 2012], ver sección 2.4. Uti-
lizando Freesurfer, las ROIs del cerebro fueron obtenidas mediante la segmentación de la ma-
teria blanca subcortical y estructuras volumétricas profundas de la materia gris (incluyendo el
hipocampo, la amı́gdala, núcleo caudado, putamen y los ventŕıculos) [Fischl et al., 2002, 2004a];
y la parcelación de la corteza cerebral en regiones basadas en las zonas gyral y suncal [Desikan
et al., 2006; Destrieux et al., 2010; Fischl, 2012; Fischl et al., 2004a], entre otros métodos.
Los principales razones del estudio ADNI de utilizar Freesurfer en la obtención de los biomar-
cadores basados en imagen fueron:(1) Creación de modelos computarizados del cerebro a partir
de MRIs, (2) Medición de las diversas propiedades morfométricas del cerebro de los participantes
y (3) la normalización espacial de la zona cortical inter- sujetos basada en el alineamiento de
los patrones del plegado cortical de los individuos para etsablecer correspondencia entre las re-
giones anátómicas homólogas. Con respecto a las versiones de Freesurfer utilizadas, en el estudio
transveral de ADNI, el análisis de las imágenes fue realizado con la versión 4.3 y en el estudio
longitudinal, el análisis de las imágenes fue realizada con la versión 4.4.
Básicamente, las técnicas aplicadas con Freesurfer consistieron en:
1. Corrección del movimiento, normalización de intensidades y corrección de inhomogenei-
dades de múltiples sesiones de MRIs para obtener una sola imagen volumen con un con-
traste alto de ruido [Reuter et al., 2010].
2. Localización del contorno de la materia gris/blanca (sWM: white matter surface) y lo-
calización del contorno de la materia gris/CSF (sGM:grey matter surface) a partir del
primero;
3. Medición del espesor cortical, obtenida al calcular la distancia entre sWM y sGM en cada
punto (por hemisferio) de toda la capa cortical;
4. Aplicación de técnicas de registro de imágenes para alinear los patrones del pliegue cortical
y asignarlos probaĺısticamente a cada punto de la superficie cortical. De esta manera el
neocórtex cerebral fue dividido en 32 ROIs basados en la zona gyral por cada hemisferio
(izquierdo y derecho), de acuerdo las regiones propuestas por Desikan et al. [2006].
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5. Adición de nuevas regiones no-cortical del cerebro, incluyendo el hipocampo, la amı́gdala,
núcleo caudado, putamen y los ventŕıculos. Para conseguir esto, se utilizó un algoritmo
que examina variaciones en las intensidades de los vóxeles y sus relaciones espaciales para
clasificar las regiones no-neo-corticales sobre MRIs [Fischl et al., 2002].
6. Obtención de mediciones morfométricas de las regiones neo-corticales y no-neo-corticales
obtenidas en los pasos anteriores.
4.3.6 Variables cĺınicas: demográficas y neuropsicológicas
Estudios dedicados al progreso de la vejez, aśı como enfermades del tipo MCI, AD y otros tipos
de demencia, destacan un especial interés por analizar la influencia de las caracteŕısticas socio-
demográficas en el deterioro cognitivo. En [Stern et al., 1994] se estudió la relación entre el
nivel de educación y el desarrollo de AD, encontrando que existe un riesgo de demencia mayor
en sujetos con bajo nivel de educación. Anderson et al. [2007] y Wu et al. [2011] estudiaron
en sujetos de Australia y Taiwan, respectivamente, la influencia de variables socio-demográficas
como: edad, nivel de educación, lengua, nivel socieconómico, sexo (junto a variables biológicas y
cĺınicas) sobre el desempeño del MMSE (Mini-Mental State Examination) [Folstein et al., 1975].
Ambos estudios sumados a otras investigaciones [Moraes et al., 2010; Stern et al., 1994; van
Hooren et al., 2007], han demostrado la influencia de estos factores sobre el deterioro cognitivo.
En este estudio fueron incluidas inicialmente como variables demográficas: el sexo, edad, años
de educación y Handedness (tipo de escritura), las cuales fueron documentadas en la primera
visita de los participantes (screen visit). Las diferencias entre estas variables fue testeada en
los cuatro grupos sin encontrarse diferencias significativas en la edad, sexo y años de educación.
Estas variables demográficas han sido consideradas en otras investigaciones de AD, realizadas
sobre los datos de ADNI [Cui et al., 2011; Cuingnet et al., 2011; Landau et al., 2010] y otrs base
de datos sobre AD.
Con respecto a las variables neuropsicológicas, sólo fueron incluidas las variables MMSE y
CDR [Morris, 1993], documentadas por ADNI en cada una de las visitas de los participantes
1. Ambas variables tienen estrecha relación en el criterio de inclusión/exclusión de ADNI, ver
sección 4.3.3. En la tabla 4.6 se presenta con detalle las variables demográficas y neuropsi-
cológicas de los participantes considerados en este estudio.
Adicional a las variables demográficas y neuropsicológicas consideradas en nuestro estudio,
ADNI incluye otras variables referentes al reclutamiento, examinaciones f́ısicas, concentración
1Adicionalmente a estas dos caracteŕısticas cognitivas, ADNI proporciona otro tipo de test cognitivos, los
cuales no fueron considerados en este estudio
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Tabla 4.6: Variables cĺınicas: caracteŕısticas demográficas y neuropsicológicas de los grupos
sCsADADNI−train, sMCIADNI−train, sCsADADNI−test y sMCIADNI−test
Entrenamiento y validación Test
sC sMCInc sMCIc sAD sC sMCInc sMCIc sAD
Nº sujetos 216 223 106 287 204 200 97 246
Mº instancias 631 675 219 634 591 633 181 554
Edad 78.68 ± 5.35 77.74 ± 7.36 75.89 ± 7.25 77.18 ± 7.56 78.65± 5.32 77.70 ± 7.08 75.91 ± 7.32 77.23 ± 7.50
% Femenino 46.76 33.63 39.62 41.81 45.10 36.00 37.11 41.06
% Masculino 53.24 66.37 60.38 58.19 54.90 64.00 62.89 58.94
Educación (años
de educación)
15.93 ± 2.85 15.64± 3.11 15.92± 2.71 15.28± 2.98 15.99 ± 2.74 15.80± 3.02 15.88± 2.77 15.30± 2.98
MMSE 26.16 ± 8.40 23.83± 8.78 24.03± 6.25 19.22± 7.49 25.92 ± 8.80 23.65± 9.01 23.82± 6.48 19.17± 7.38
de biomarcadores de CSF, etc, las cuales no fueron considerados en este estudio. Para mayor
información visitar: http://adni.loni.ucla.edu/about-data-samples/clinical-data/.
4.3.7 Preprocesamiento de las variables
Antes de aplicar los enfoques de selección de variables, las instancias de los cuatro grupos fueron
preprocesados a través de tres tareas fundamentales aplicadas a los datos de los cuatro grupos
cĺınicos sCsADADNI−train, sCsADADNI−test, sMCIADNI−train y sMCIADNI−test:
1. Conversión de los datos de entrada y las clases de los targets a formato de números reales,
esto debido a la presencia de variables con valores no-num-ericos: por ejemplo los valores de
la variable Género que inicialmente eran F (femenino) y M (masculino) fueron convertidos
a 0 y 1, respectivamente. Asimismo, los valores de los targets de las instancias de los
grupos sCsADADNI−train y sCsADADNI−test fueron reescritos hacia los valores [0,1] de la
siguiente manera: sC=0; sAD=1. El mismo procesimiento fue aplicado para los targets de
los grupos sMCIADNI−train y sMCIADNI−test, reescribiendo su clases como: sMCInc=0;
sMCIc=1.
2. Conversión a formado de matriz dispersa, en vista de exist́ıa un gran número de campos
con valores de cero, las cuatro matrices de datos fueron convertidas a formato de matrices
dispersas.
3. Escalamiento de los datos, debido a la notable diferencia entre las escalas de las variables,
encontrándose casos en dónde algunas escalas estaban en el rango de las milésimas, y en
otros casos estaban en los miles. En este caso, tomando como base los rangos inferior y
superior del grupo sCsADADNI−train por cada una de sus columnas de datos (correspondi-
ente a una variable de entrada), los valores de cada columna fueron escalados linealmente
a los rangos [0,1]. El mismo procedimiento fue aplicado a los parámetros de los otros tres
90
grupos, considerando para su escalamiento, los rangos de cada variable calculados sobre el
primer grupo.
El escalamiento de los datos, antes de utilizarlos en el aprendizaje de las SVM trae varias
ventajas, ver sección 3.3.1. En nuestro caso, el escalamiento de los datos fue útil para resolver
las diferencias del rango numérico de los volúmenes de la zona no-neocortical del cerebro, cuyos
valores iniciales oscilaban en los miles, con respecto a las otras mediciones como el espesor de
las zonas del neocórtex cerebral, las cual es encontraban en el rango de los decimales. Otra
de las ventajas del escalamiento de los datos fue evitar las dificultades numéricas durante el
aprendizaje de las SVMs.
4.4 Selección de variables
El proceso de clasificación y selección consistió en eliminar las variables redundantes combinando
dos enfoques: un método de filtrado basado en un ranking de las variables para calificarlas y
ordenarlas de acuerdo a un criterio, seguido de un método de selección de variables basado en
SVM. Los métodos de selección basados en SVM son: i) SVM Wrapper, ii) F-score y iii) la combi-
nación de ambos, F-score + SVM Wrapper. La combinación de estos enfoques ha sido aceptada
como una técnica recomendada para los procedimientos de selección de caracteŕısticas para re-
solver problemas de clasificación de datos [Guyon and Elisseeff, 2003]. El enfoque de selección
fue aplicado por cada tipo de variables, obteniéndose 3 subconjutos de variables morfométricas
y 3 subconjuntos de variables cĺınicas.
4.4.1 Análisis inicial de las variables. Curvas ROC
Con el fin de conocer la influencia de cada una de las variables sobre los resultados de clasificación
cĺınica (variable de salida), aśı como verificar la existencia de variables poco relevantes y redun-
tantes que podŕıan afectar el desempeño de los modelos de clasificación, el análisis del ROC fue
utilizado para evaluar cada una de las variables originales. Diversos investigadores consideran
que el AUC debeŕıa ser el criterio principal para evaluar la efectividad de los biomarcadores de
diagnóstico, es aśı, que la efectividad de uso de esta medición estad́ıstica ha sido demostrada en
diversas publicaciones, varias de ellas enforcados en cardioloǵıa y neuroloǵıa [Cook, 2007; Cui
et al., 2011; Doniger et al., 2005; Faraggi and Reiser, 2002; Pencina et al., 2008]. De este modo,
cada variable del grupo sCsADADNI−train fue categorizada de acuerdo al valor AUC, siguiendo
la clasificación presentada en 3.2. Asimismo, en la figura 4.2 se puede observar gráficamente
las curvas ROC obtenidas por las variables morfométricas y cĺınicas. Obsérvese la existencia de
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variables con valores AUC ¡ 0.6 (calificadas como ‘malas’ y ‘muy malas’) con curva ROC por
debajo de la ĺınea diagnonal del espacio ROC, las cuales podŕıan afectar la construcción óptima
de los modelos. Por otro lado, también se pbserva la existencia de variables con valores AUC al-
tos como en caso de la variable morfométrica V olume(WMParcellation)ofLeftHippocampus
(ST29SV) con un AUC de 0.8860, lo cual nos indica que dicha variable tiene la capacidad de
discriminar un individuo seleccionado al azar en el grupo sAD con un valor de prueba mayor
a la de un individuo elegido al azar entre el grupo sC en un 88.6% de las veces. Si la variable
en cuestión no fuera útil para distinguir entre los dos grupos, su AUC hubiese sido igual a 0,5,
en cuyo caso su curva ROC hubiese coincidido con la ĺınea diagonal. Asimismo, en el caso que
existiese una separación perfecta de los valores de los dos grupos, es decir, sin solapamiento de
las distribuciones, el AUC de la variable hubiese sido igual a 1.0 y su curva ROC hubiese estado
ubicada en la esquina superior izquierda del gráfico [Lasko et al., 2005]. Mayor descripción
del análisis ROC y los valores AUC de variables predictoras y modelos de clasificación ha sido
presentada enla sección 3.3.3.2.
En las tablas 3 y 4 del apéndice 6.5.2 son presentados los resultados completos de los valores
AUC de las variables morfométricas y cĺınicas.
En las siguientes etapas nuestro estudio estuvo enfocado en la depuración de las variables re-
dundantes y poco discrimininativas, tratando de reducir aquéllas con bajo AUC. La identificación
de este subconjunto de variables no sólo ayudó a mejorar la exatitud en los resultados, también
fue muy útil para la visualización e interpretación de los datos, reduciendo las mediciones y re-
querimientos de almacenamiento, reduciendo los tiempos de entrenamiento y definiendo el curso
de la dimensionalidad para mejorar el desempeño de los modelos.
4.4.2 Ranking de variables
Una vez escalados los datos, el siguiente paso consistió en aplicar el ranking de variables, el cual
fue utilizado como un método de filtrado (asumido como un paso de preprocesamiento) [Ron
and George H, 1997]. Con este método, todas la variables fueron observadas, considerando las
caracteŕısticas intŕınsecas de los datos con respecto a la evaluaciones cĺınicas (clasificación de
los sujetos en sC o sAD). El ranking de ambos tipos de variables fue aplicado con el método de
Mı́nima Redundancia y Máxima Relevancia (mRMR, por sus siglas en ingés minimun redundancy
and maximum relevance) propuesto por Ding and Peng [2005]; Peng et al. [2005]. Este método
calcula la información mutua de dos variables en base a una función de densidad probabiĺıstica,
de este modo el ranking es obtenido al optimizar simultaneamente los criterios de máxima




Figura 4.2: Gráfica de las curvas ROC (AUC) obtenidas por las 324 variables originales: (a) 6 variables
cĺınicas; (b) 318 variables morfométricas originales
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una variable importante y todas las variables fueron ordenadas de forma decreciente de S(i).
Para más detalle de este método ver la sección 3.4.1.1).
Los resultados completos del ranking de variables morfométricas y cĺınicas son presentados
en la segunda columna de las tablas 3 y 4 del apéndice 6.5.2.
4.4.3 Selección del subconjunto de variables
Como fue descrito en la sección 3.4.2, SVM, además de ser utilizado como un método de clasi-
ficación, es también utilizado para la selección de variables basándose en la exactitud (ACC)
[Kohavi and Provost, 1998] en la predicción 1 obtenida al ser incluida (o excluida) una respectiva
variable. Sin embargo, SVM no obtiene directamente la relevancia de las caracteŕısticas, para
ello es necesario complementar el método con otros cálculos. En este trabajo, la etapa de se-
lección de variables fue aplicada sobre cada clase de variables (ordenadas de acuerdo al ranking
obtenido en al etapa anterior) aplicando los siguientes métodos de selección basados en SVM:
1. Método F-score SVM: Este método consistió en ordenar las variables de manera decre-
ciente de acuerdo a un valor F-score (Fissher score) [Chen and Lin, 2006] calculado para
cada una de ellas calculado con la ecuación 3.12. El valor F-score está basado en la dis-
criminación de una variable individual con respecto a las clases, ver sección 3.4.1.2 para
mayor detalle. El conjunto inicial de variables ordenadas es dividido en subconjuntos de
variables con diferentes tamaños y cada subconjunto es utilizado entrenar un modelo clasi-
ficador basado en SVM. Finalmente es seleccionado el subconjunto de variables con las
cuales el modelo alcanza la mayor exactitud en la predicción. Este método de selección
fue aplicado utilizando la libreŕıa “fselect” de LIBSVM [Chang and Lin, 2011].
2. Método SVM Wrapper: Este método se basó en el análisis de la exactitud de predicción
de un modelo clasificador al incluir progresivamente en su entrenamiento cada variable,
según el ranking obtenido con el método mRMR. De este modo, el modelo basado en SVM
enpezó a ser entrenado con un subconjunto conformado por la primera variable del ranking,
y el criterio de inclusión/exclusión de las siguientes variables dependió de la exactitud del
modelo durante el test, al considerar la nueva variable.
3. Método Fscore SVM + Wrapper: Con este método, la selección de variables se realizó a
través de la combinación de los dos métodos de selección anteriores. De este módo, el
1En este trabajo el término exactitud es utilizado para hacer referencia al porcentaje de las correctas predic-
ciones hechas por un modelo sobre un dataset. En consecuencia, exactitud de la predicción (“Predicitve accuracy”)
se refiere al porcentaje de todas las muestras o instancias correctamentes clasificadas en un dataset de test.
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método SVM Wrapper fue aplicado sobre las variables previamente seleccionadas con la
libreróa F-score. Del mismo modo, en cada paso del algoritmo, el criterio de inclusión o
exclusión de una variable se basó en la máxima exactitud de clasificación del modelo al ser
testeada con dicha variable.
Como resultado de la aplicación de los tres métodos, fueron obtenidos seis subconjuntos de
variables distintos, con los cuales se construyeron modelos de clasificación auxiliares:
1. Modelo SVMvMRI−Wrapper, construido con el subconjunto de variables morfométricas se-
leccionadas con el método SVM Wrapper.
2. Modelo SVMvMRI−Fscore, construido con el subconjunto de variables morfométricas selec-
cionadascon el método Fscore.
3. Modelo SVMvMRI−FscoreWrapper, construido con el subconjunto de variables morfométricas
seleccionadas con la combinación de los métodos Fscore y SVM Wrapper.
4. Modelo SVMvClin−Wrapper, construido con el subconjunto de variables cĺınicas (demográficas
y neuropsicológicas) seleccionadas con el método SVM Wrapper.
5. Modelo SVMvClin−Fscore, construido con el subconjunto de variables cĺınicas (demográficas
y neuropsicológicas) seleccionadas con el método Fscore.
6. Modelo SVMvClin−FscoreWrapper, construido con el subconjunto de variables cĺınicas (de-
mográficas y neuropsicológicas) seleccionadas con la combinación de los métodos Fscore y
SVM Wrapper.
El entrenamiento y test de estos modelos fue realizado sobre los grupos sCsADADNI−train y
sCsADADNI−test, respectivamente, considerando únicamente las variables seleccionadas en cada
método. La seleción del conjunto definito seŕıa realizada evaluando el número de veces que
fueron seleccionadas cada una de las variables; aśı como las métricas estad́ısticas calculadas a
partir de la matriz de confusión [Kohavi and Provost, 1998] de cada clasificador, tales como
exactitud, precisión, sensibilidad, especificidad; aśı como el valor AUC de cada variable.
4.4.3.1 Configuración del clasificador SVM
Antes de utilizar los tres métodos de selección de variables fue necesario configurar adecuada-
mente los clasificadores SVM utilizados por estos métodos durante la cosntrucción del algoritmo
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de aprendizaje y la evaluación de la ACC alcanzada con cada variable analizada. Esta config-
uración implicó determinar el tipo de kernel a utilizar y los parámetros más óptimos para su
configuración, ver sección 3.3. De este modo fueron realizados dos análisis: (1) Se determinó el
tipo de problema de clasificación a resolver, identificándose que en ambos problemas de clasifi-
cación sAD vs. sC, no exist́ıa una separación lineal de las clases, ver figura 4.3 (en la sección 3.2
fueron descritos los conceptos aplicados por SVM para la solución de problemas no lineales); y,
(2) La proporcíın entre el número de instancias y el número de variables, determinándose que
para el grupo de entrenamiento y validación (sCsADADNI−train), el número de instancias era
mucho mayor que el número de variables (1265 instancias vs. 29 variables). Considerando ambas
caracteŕısticas se procedió a determinar la función kernel más adecuada para este problema de
clasificación. Fueron estudiados y aplicados los tipos de funciones más utilizadas para este tipo
de problema, dentro de las cuales tenemos: polinomial, radial y sigmoid; siendo establecido que
la función kernel Radial Basic Function (RBF) kernel se ajustaba mejor a nuestro problema. De
este modo, todos los modelos fueron construidos utilizando el kernel RBF y validación cruzada
cross validation (CV) para la búsqueda de los mejores parámetros de configuración SVM (ver
sección 3.2 para la ampliación de estos conceptos).
4.4.3.2 Selección de variables morfométricas
Método F-score SVM. Con este método todas la variables morfométricas fueron ordenadas
de acuerdo a su valor F-score y un subconjunto de 159 variables fueron seleccionadas como
más descrimitivas, en función de la mayor exactitud de predicción en el test obtenida por el
modelo auxiliar SVMvMRI−Fscore. Durante la etapa de test, el modelo obtuvo la matriz de
confusión conformada por: (1) Verdaderos positivos(TP)=554, es decir, 554 instancias origi-
nalmente clasificadas como sAD fueron clasificadas correctamente como sAD; (2) verdaderos
negativos(TN)=573, es decir 573 instancias originalmente clasificadas como sC fueron clasifi-
cadas correctamente como tal; (3) falsos positivos(FP)=18; es decir 18 instancias diagnósticadas
como sC fueron incorrectamente clasificadas como sAD y (4) falsos negativos(FN)=0, es decir es
decir ninguna instancia diagnósticadas como sAD fueron incorrectamente clasificada como sC.
A partir de la matriz de confusión fueron calculados las siguientes indicadores estad́ısticos: exac-
titud= 98.43%, precisión = 96.85%, sensibilidad=100%, especificidad=96.95%. En el caṕıtulo 3
han sido descritas estas mediciones estad́ısticas en el contexto del diagnóstico de enfermedades.
En la tabla 4.7 son presentadas las 10 primeras variables seleccionadas con sus respectivos
valores F-score y AUC, Obsérvese que con este método, las variables seleccionadas son ordenadas




Figura 4.3: Distribución no lineal de los grupos de entrenamiento y test para sC vs. sAD: (a) grupo
sCsADADNI−train. (b) Grupo sCsADADNI−test
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la clasificación AUC de estas variables para los grupos de entrenamiento y test. Obsérvese que
la variable Cortical Thickness Average of RightParahippocampal (ST103TA) alcanzó el mayor
F-score de 0.7329 y un valor óptimo de AUC de 0.7633.
En la sexta columna de la tabla 3, apédice 6.5.2, son presentadas las 159 variables mor-
fométricas seleccionadas por este método.
Tabla 4.7: Lista de las 10 primeras variables morfométricas seleccionadas con el método F-score
Ranking Código Nombre variables F-score AUC
12 ST103TA Cortical Thickness Average of RightParahippocampal 0.7633 0.7329
95 ST101SV Volume (WM Parcellation) of RightPallidum 0.5700 0.6709
217 ST102TS Cortical Thickness Standard Deviation of RightParacentral 0.5109 0.6394
148 ST102SA Surface Area of RightParacentral 0.5491 0.6057
88 ST104TS Cortical Thickness Standard Deviation of RightParsOpercularis 0.5585 0.5966
132 ST103TS Cortical Thickness Standard Deviation of RightParahippocampal 0.5589 0.5345
191 ST102TA Cortical Thickness Average of RightParacentral 0.6248 0.4565
314 ST10CV Volume (Cortical Parcellation) of Icv 0.5298 0.4283
31 ST103CV Volume (Cortical Parcellation) of RightParahippocampal 0.7515 0.4283
187 ST105TS Cortical Thickness Standard Deviation of RightParsOrbitalis 0.5126 0.4054
SVM Wrapper El método SVM Wrapper fue aplicado sobre los datos del grupo sCsADADNI−train,
cuyas variables fueron reordenadas de acuerdo a los resultados de la etapa de ranking. En la
primera iteracción del método, el modelo auxiliar SVMvMRI−Wrapper fue entrenado y validado
considerando únicamente la variable Cortical Thickness Average of LeftEntorhinal (ST24TA), la
cual alcanzó la mayor puntuación en el ranking mRMR, ver tabla 3, segunda columna. Asimismo,
las demás variables fueron analizadas y agregadas/excluidas progresivamente, de acuerdo este
ranking. En cada paso del algoritmo, se realizó el ajuste de los paámetros C y γ del modelo
auxiliar y se verificó la exactitud alcanzada por el modelo durante el test. De este modo, sólo
aquellas variables que mejoraban la exactitud de predicción del modelo fueron integradas defini-
tavemente en este subconjutno de variables. Como resultado, 126 variables morfométricas fueron
seleccionadas, a partir de las cuales el modelo SVMvMRI−Wrapper alcanzó el mayor desempeño.
Durante el test con el grupo sCsADADNI−test, considerando sólo las variables morfométricas
seleccionadas, el modelo obtuvo la matriz de confusión conformada por los siguientes valores:
TP=554, TN=587, FP=4 y FN=0. A partir de estos valores fueron calculados las siguientes
mediciones estad́ısticas: exactitud= 96.65%, precisión = 99.28%, sensibilidad=100%, especifici-
dad=99.32%.
En la séptima columna de la tabla 3, apédice 6.5.2, pueden observarse las 126 variables




Figura 4.4: Gráfica de las curvas ROC (AUC) obtenidas por las 10 primeras variables morfométricas
seleccionadas con F-score: (a) Resultados sobre el grupo de entrenamiento y validación sCsADADNI−train.
(b) Resultados sobre el grupo de test sCsADADNI−test
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PREDICCIÓN DE AD BASADOS EN SVM.
F-score SVM + SVM Wrapper. Este método fue aplicado utilizando los datos de los grupo
sCsADADNI−train y sCsADADNI−test, considerando únicamente las 159 variables morfométricas
seleccionadas por el método F-score SVM. Asimismo, los datos de ambos grupos fueron reor-
denados de acuerdo al orden decreciente del valor F-score de cada una de ellas. El algoritmo
de selección fue iniciado con la variable Cortical Thickness Average of RightParahippocampal
(ST103TA), la cual alacanzó la mayor puntuación, siendo agregadas y analizadas las demás
variables progresivamente de acuerdo a su calificación con el ranking mRMR. En cada paso del
algoritmo, el modelo fue entrenado con el subconjunto actual de variables y los parametros SVM
(C y γ) fueron ajustados. Finalmente, 76 variables morfométricas fueron seleccionadas, a partir
de las cuales el modelo SVMvMRI−FscoreWrapper alcanzó la mayor exactitud de predicción sobre
los datos del grupo de test sCsADADNI−test. Durante la etapa final de testeo, el modelo obtuvo
una matriz de confusión conformada por: TP=554, TN=585, FP=6 y FN=0. A partir de estos
valores, fueron calculados las siguientes métricas estad́ısticas del modelo: exactitud= 99.48%
(1139/1145), precisión = 98.93 %, sensibilidad%(554/554), especificidad=98.98%. En la octava
columna de la tabla 3, apédice 6.5.2 pueden observarse las 76 variables seleccionadas.
4.4.3.3 Selección de variables cĺınicas
Método F-score SVM. Este método seleccionó como más discriminantes a tres de las seis
variables cĺınicas originales, a partir de las cuales el modelo SVMvClin−Fscore alcanzó la máxima
exactitud de predicción del grupo sCsADADNI−test, ver sexta columna de la tabla 4, apédice
6.5.2. Durante la etapa de test del modelo con las 3 variables cĺınicas seleccionadas se obtuvo
como matriz de confusión: TP=549, TN=568, FP=23 y FN=5. A partir de la matriz de
confusión fueron calculados las siguientes indicadores: exactitud= 97.55%, precisión = 95.98%,
sensibilidad=99.10%, especificidad=96.11%.
Método SVM Wrapper. Para la selección de las variables cĺınicas utilizando este método,
el procedimiento fue similar al descrito para las variables morfométricas . El algoritmo fue
iniciado con la variable CDGLOBAL(Global Clinical Dementia Rating), y las demás variables
fueron agregadas según el ranking obtenido. Como resultado, este método seleccionó las seis
variables cĺınicas iniciales, a partir de las cuales el modelo SVMvClin−Wrapper alcanzó el mayor
porcentaje de exactitud de predicción del grupo de test sCsADADNI−test. Durante el test del
modelo con las 1145 instancias del grupo de test sCsADADNI−test considerando sólo las vari-
ables seleccionadas, se obtuvo como matriz de confusión: TP=548, TN=573, FP=18 y FN=6.
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A partir de estos valores fueron deducidas las siguientes métricas estad́ısticos del modelo: exac-
titud= 97.90% (1121/1145), precisión = 96.82 %(548/566), Recall=98.92%(548/554), especifi-
cidad=96.95%(573/591). Los resultados de este método son prsentados en la séptima columna
de la tabla 4, apédice 6.5.2.
F-score SVM + SVM Wrapper. El procedimiento de este método para la selección de
las variables cĺınicas fue similar al descrito para las variables morfométricas. El método SVM
Wrapper fue aplicado sobre las tres variables cĺınicas seleccionadas y ordenadas por el método
F-score SVM. El algoritmo fue iniciado con la variable PTGENDER (Género del paciente) y
las dos variables restantes fueron agregadas y analizadas progresivamente. Como resultado, el
método SVM Wrapper seleccionó a las tres variables iniciales, ver octava columna de la tabla 4,
apédice 6.5.2. Con estas variables el modelo SVMvClin−FscoreWrapper alcanzó la mayor exactitud
en la clasificación del grupo sCsADADNI−test. Asimismo, en la etapa de test, el modelo obtuvo
la matriz de confusión: TP=549, TN=568, FP=23 y FN=5; a partir de la cual se calcularon los
indicadores estad́ısticos del modelo: exactitud= 97.55%, precisión = 95.98, sensibilidad=99.10,
especificidad=96.11. Obsérvese que los valores de la matriz de confusión y los indicadores
estad́ısticos son iguales a los resultados obtenidos por el modelo SVMvClin−Fscore, lo cual se
debe a que en ambos casos se seleccionaron las mismas variables cĺınicas, ver sección 4.4.3.3.
4.4.4 Discriminación entre los métodos de selección de variables.
Con la aplicación de las tres técnicas de selección de variables se obtuvieron subconjuntos de
variables distinto por lo que fue necesario definir un criterio de discriminación entre ellos. Con
cada uno de los métodos se consiguió reducir el número de variables originales, asimismo, exist́ıan
variables que hab́ıan sido seleccionadas más de una vez y otras que no fueron seleccionadas por
ningún método. Sin embargo, a fin de garantizar la robustez de los modelos frente a nuevos
casos cĺınicos, era necesario obtener un subconjunto definitivo de caracteŕısticas, las cuales no
fueran reduntantes.
A partir de estas consideraciones, fue necesario evaluar detalladamente cada subconjunto de
variables y los modelos auxiliares construidos a partir de éstas, a fin de establecer un criterio
definitivo de elección de las variables predictoras. Como se mencionó en la sección 3.3.3.2, los in-
dicadores estad́ıstico basados en la matriz de confusión son comúnmente utilizados para evaluar
el poder de discriminación de los modelos y variables predictoras. En base a esto, fueron cal-
culados los indicadores estad́ısticos: Exactitud(ACC), sensibilidad (TPR), especificidad (TNR),
precisión (PRE) y AUC para los seis modelos auxiliares, ver figura 4.5; observándose que los
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resultados fueron muy óptimos en todos los casos a pesar de las pequeñas diferencias. En la
tabla 4.8 se resumen estos resultados.
Entonces, un primer criterio fue seleccionar como mejores subconjuntos de variables mor-
fométricas y cĺınicas, aquéllos subconjuntos que permitieron construir modelos con mejores in-
dicadores de desempeño. En este caso, los mejores resultados fueron obtenidos por el modelo
SVMvMRI−Wrapper con las 126 variables morfométricas seleccionadas, y el modelo vClin Wrapper,
con las 6 variables cĺınicas seleccionadas. Sin embargo, en ambos subconjuntos, el número de
variables seleccionadas aún era elevado y exist́ıa un gran número de variables con bajas califica-
ciones de AUC ≤ 0.6 (clasificadas como “malas”, según clasificación AUC de la tabla 3.2). Esta
mismas caracteŕısticas se presentaron en los otros subconjuntos de variables.
Para abordar el riesgo de seleccionar un gran número de variables con estas caracteŕısticas
y garantizar la construcción de modelos robustos, se estableció un segundo criterio de discrimi-
nación. Se procedió a calificar cada una de las 324 variables originales de acuerdo al número de
veces que fueron seleccionadas. De este modo, sólo seŕıan incluidas las variables morfométricas
y cĺınicas seleccionadas a la vez por los tres métodos (calificación igual a 3). Como resultado,
fueron seleccionadas 29 variables conformadas por: i) Subconjunto conformado por 26 variables
morfométricas y ii) Subconjunto conformado por 3 variables cĺınicas. En la tabla 4.9 se presen-
tan las 29 variables seleccionadas con sus respectivos valores AUC y en la figura 4.6 se presenta
gráficamente las curvas ROC de cada una de estas variables. Obsérvese que la mayoŕıa de las
variables seleccionadas presentan una curva ROC aceptable, por encima de la ĺınea diagonal, con
valores AUC > 0.6. Los resultados completos de calificación de las 318 variables morfométricas
y las 6 variables cĺınicas son presentados en la décima columna de las tablas 3 y 4, apéndice
6.5.2, respectivamente.
En la siguiente etapa de la metodoloǵıa, el desempeño de estas 29 variables seŕıa analizado
al construir los modelos finales de diagnóstico y predicción.
Tabla 4.8: Indicadores estad́ısticos de los seis modelos clasificadores auxiliares durante la etapa de test
Modelo Entrada Salida ACC PRE TPR TNR AUC
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Tabla 4.8 – continued from previous page
Modelo Entrada Salida ACC PRE TPR TNR AUC



























Tabla 4.9: Lista del subconjunto definitivo de 29 variables predictoras seleccionadas
mRMR Codigo Nombre Tipo AUC F-score
1 ST24TA Cortical Thickness Average of LeftEntorhinal Morfológica 0.8704 0.0322
7 ST13TA Cortical Thickness Average of LeftBankssts Morfológica 0.7916 0.0283
12 ST103TA Cortical Thickness Average of RightParahippocampal Morfológica 0.7633 0.7329
14 ST12SV Volume (WM Parcellation) of LeftAmygdala Morfológica 0.8056 0.0768
23 ST114TA Cortical Thickness Average of RightRostralMiddleFrontal Morfológica 0.751 0.1801
31 ST103CV Volume (Cortical Parcellation) of RightParahippocampal Morfológica 0.7515 0.4283
45 ST34TS Cortical Thickness Standard Deviation of LeftIsthmusCingulate Morfológica 0.651 0.0588
47 ST57TA Cortical Thickness Average of LeftSuperiorParietal Morfológica 0.704 0.0900
55 ST118TA Cortical Thickness Average of RightSupramarginal Morfológica 0.7551 0.0951
58 ST5SV Volume (WM Parcellation) of CorpusCallosumMidPosterior Morfológica 0.6527 0.0347
70 ST105TA Cortical Thickness Average of RightParsOrbitalis Morfológica 0.6849 0.2852
83 ST73TS Cortical Thickness Standard Deviation of RightCaudalAnteriorCingulate Morfológica 0.5534 0.0372
87 ST30SV Volume (WM Parcellation) of LeftInferiorLateralVentricle Morfológica 0.8267 0.0722
88 ST104TS Cortical Thickness Standard Deviation of RightParsOpercularis Morfológica 0.5585 0.5966
89 ST115TA Cortical Thickness Average of RightSuperiorFrontal Morfológica 0.7536 0.2771
95 ST101SV Volume (WM Parcellation) of RightPallidum Morfológica 0.57 0.6709
96 ST121TS Cortical Thickness Standard Deviation of RightTransverseTemporal Morfológica 0.5588 0.0029
118 ST127SV Volume (WM Parcellation) of ThirdVentricle Morfológica 0.6421 0.2154
172 ST109TS Cortical Thickness Standard Deviation of RightPosteriorCingulate Morfológica 0.5097 0.2516
173 ST13CV Volume (Cortical Parcellation) of LeftBankssts Morfológica 0.7055 0.1079
182 ST15TS Cortical Thickness Standard Deviation of LeftCaudalMiddleFrontal Morfológica 0.5006 0.0637
189 ST38CV Volume (Cortical Parcellation) of LeftLingual Morfológica 0.5764 0.0924
222 ST57SA Surface Area of LeftSuperiorParietal Morfológica 0.5356 0.0374
263 ST110TS Cortical Thickness Standard Deviation of RightPrecentral Morfológica 0.5506 0.0767
279 ST114CV Volume (Cortical Parcellation) of RightRostralMiddleFrontal Morfológica 0.6319 0.1246
314 ST10CV Volume (Cortical Parcellation) of Icv Morfológica 0.5298 0.4283
1 CDGLOBAL Global CDR Cĺınica 0.9777 0.1254
3 PTEDUCAT Años de educacion Cĺınica 0.5811 0.0205
4 PTGENDER Genero Cĺınica 0.5232 1.4259
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Figura 4.5: Matrices de confusión obtenidas con los métodos de selección de variables. Variables mor-
fométricas: (a) Método F-score, (b) Método SVM Wrapper , (c) Método F-score + SVM Wrapper.
Variables cĺınicas: (d) Método F-score , (e) Método SVM Wrapper, (f) Método F-score + SVM Wrapper
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Figura 4.6: Curvas ROC de las 29 variables seleccionadas. Valores AUC calculados sobre el grupo sCsADADNI−train
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Caṕıtulo 5
Entrenamiento, Test y Evaluación de
los modelos
5.1 Introducción
En este caṕıtulo describimos la etapa de entrenamiento y test para la construcción de modelos SVM de diagnóstico
y predicción de AD a partir de los datos obtenidos en la etapa anterior. Asimismo, esta etapa implicó como tareas
iniciales la determinación del comportamiento lineal o no lineal del problema de clasificación y el establecimiento
de las caracteŕısticas de configuración de los modelos SVM a entrenar (tipo de la función kernel y la elección de
los mejores parámetros para SVM). La contrucción de ambos modelos implicó seis etapas principales, como se
presenta en la figura 5.1.
Dos modelos SVM: SVM-Diag29 y SVM-Pred29 fueron entrenados utilizando los grupos de entrenamiento de
ADNI y las 29 variables predeictoras seleccionadas. Durante la etapa de test, los modelos fueron evaluados con
grupos de test obtenidas de la base de datos ADNI: sCsADADNI−test y sMCIADNI−test; y de la base de datos Open
Access Series of Imaging Studies (OASIS)(http://www.oasis-brains.org/) [Marcus et al., 2007]. Dos nuevos
grupos fueron extráıdos de la base de datos OASIS: un primer grupo de 45 casos cĺınicos seleccionados de la base
de datos transversal (cross-sectional database) de OASIS y un segundo grupo de 7 casos de estudios obtenidos
de la base de datos longitudinal. Ambos grupos de OASIS incluyeron casos de sujetos diagnósticados como sC o
sAD, por lo que fueron al modelo de diagnóstico 1. La clasificación de estos nuevos grupos de test estuvo sujeta al
re-entrenamiento del modelo de diagnóstico, debido a la exclusión de una de las variables predictoras del modelo
original. Asimismo, en el segundo grupo de OASIS, las variables predictoras morfométricas fueron obtenidas a
partir de las MRIs longitudinales de cada paciente, utilizando una herramienta desarrollada en MATLAB. Esta
herramienta incluyó las libreŕıas de procesamiento y análisis de imágenes de Freesurfer.
Los resultados obtenidos durante la etapa de test, confirman la eficiencia de la metodoloǵıa indroducida en
el caṕıtulo anterior y la robustez de los modelos SVM construidos en este trabajo.
1El modelo de predicción no fue utilizado con la base de datos OASIS debido a que sus estudios transversales
y longitudinales no tienen documentados casos de sujetos con MCI, los cuales se hayan convertido o no a AD
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Figura 5.1: Etapas implicadas de la construcción de los modelos SVM para el diagnóstico y predicción
de AD
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5.2 Entrenamiento de los modelos SVM de diagnóstico y predicción
de AD.
El principal objetivo en esta etapa fue el entrenamiento de dos modelos de clasificación basados en SVM: el primero
para el diagnóstico de AD y el segundo para la predicción de la conversión de los pacientes MCI a AD. En nuestro
estudio, los modelos clasificadores SVM fueron implementados utilizando la herramienta LIBSVM [Chang and
Lin, 2011] con el kernel de configuración Gaussian radial basics funtion (RBF). Asimismo los datos utilizados
correspondieron a los grupos creados en la primera etapa de la metodoloǵıa, ver sección 4.3.4, considerando
únicamente las variables seleccionadas, ver tabla 4.9 . Chih-Wei et al. [2003] presenta una fácil introducción a
LIBSVM, detallando los pasos para preprocesar los datos, la selección del modelo utilizando el kernel RBF, aśı
como sus beneficios y desventajas.
5.2.1 Selección del kernel de modelo SVM
Los datos de los cuatro grupos fueron analizados. Para los grupos de diagnóstico sCsADADNI−train y sCsADADNI−test,
fueron consideradas las caracteŕısticas del problema de clasificación (no linearalidad de los datos y la superioridad
del número de instancias con respecto al número de variables), descritas en la sección 4.4.3.1 para la etapa de
selección de variables. De igual manera, los grupos de predicción sMCIADNI−train y sMCIADNI−test fueron anal-
izados, encontrándose las mismas caracteŕısticas: separación no lineal de las clases, ver tabla 5.2 y un número de
instancias mucho mayor que el número de variables (894 instancias vs. 29 variables); siendo establecida la misma
configuración que los grupos de diagnóstico. De este modo, el kernel RBF fue utilizado para la configuración
de los modelos SVM. Adicionalmente existen otras razones que justifican nuestra selección de este kernel con
respecto a los otros tipos existentes. Por un lado, RBF mapea no-linealmente las muestras sobre un espacio de
dimensiones grandes (recomendado para un número de variables pequeño), lo cual, a diferencia del kernel de tipo
lineal, permite manejar satisfactoramente los datos que poseen una relación no-lineal entre los inputs(variables
de entrada) y los targets. Por otro lado, investigaciones han demostrado que el kernel RBF abarca (y en algunos
casos supera) las funcionalidades de los otros kernels, por lo que es recomendable su selección como primera
opción. Al respecto, Keerthi and Lin [2003] ha demostrado que RBF es un caso especial del kernel lineal con un
parámetro adicional, Lin and Lin [2003] demostró que RBF alcanza el mismo rendimiento que el kernel sigmoid
cuando el rango de ciertos parámetros son modificados, por otro lado, RBF presenta menos dificultades que el
kernel polinomial al tratar el grado de las dimensiones de los valores de las variables. En Chih-Wei et al. [2003]
se presenta una gúıa completa de los criterios a considerar para la selección de la función kernel, los cuales fueron
aplicados en este estudio.
5.2.2 Búsqueda de los mejores parámetros de configuración de los modelos
SVM.
En la sección 3.3.2.1 se mencionó que los parámetros necesarios para un clasificador SVM basado en el kernel RBF
son C y γ, ver ecuación 3.4. C es un parámetro de costo del clasificador SVM, el cual permite mayor flexibilidad
en la separación de las clases, por lo que es importante asignarle un margen adecuado; y γ(Gaussian kernel width)
es un parámetro propio del kernel RBF. Debido a que inicialmente, los valores para ambos parámetros no son
conocidos, las asignación de los valores más óptimos es realizada con una red de búsqueda (grid-research).
En este trabajo, cada combinación de estos parámetros fue comprobada utilizando el algoritmo de validación
cruzada (cross-validation). Este algoritmo fue implementado en MATLAB [MathWorks, 2010] y se utilizó la
libreŕıa LIBSVM para calcular la exactitud de clasificación de loa modelos basados en SVM. El algoritmo fue
iniciado asignado la mejor exactitud de validación (bestc) igual a cero y con el establecimiento de los ĺımites o
posibles intervalos de (C y γ) en el grid space. Entonces, la combinación de todos los posibles grid points de
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(a)
(b)
Figura 5.2: Distribución no lineal de los grupos de entrenamiento y test para el modelo de predicción:
(a) grupo sMCIADNI−train. (b) Grupo sMCIADNI−test
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(C, γ) fueron probados a fin de encontrar los primeros mejores valores (bestc y bestg), con los cuales se mantuviera
o incrementara el mejor valor para bestcv en la clasificación de datos desconocidos (validación), es decir datos no
utilizados durante el entrenamiento del modelo. La búsqueda de los mejores parámetros continuó hasta recorrer
por completo los l̃imites definidos para (C y γ). El algoritmo de búsqueda utilizado es presentado a continuación:
Código de MATLAB del algoritmo de validación cruzada utilizada para la búsqueda de los mejores parámetros (C
y γ)
bestcv = 0; %inicia mejor valor de exactitud como cero
for log2c = -5:5,$ % define grid space para par\’ametro C
for log2g = -10:10,%define grid space para par\’ametro gamma
%%%%% Comando para una clasificaci\’on no lineal
cmd = [’-t 2 -v 7 -c ’, num2str(2^log2c), ’ -g ’, num2str(2^log2g)];
% donde: t= 2 define tipo de kernel igual a Radial Basis Function: exp(-gamma*|u-v|^2)
% v=2 define 2-fold cross validation para el clasificador SVM
%%%% Entrenamiento del modelo con los par\’ametros actuales
cv = svmtrain(data_scale_label, data_scale_inst, cmd);
% el modelo SVM es entrenado y se devuelve su exactitud de clasificaci\’on
% en variable cv
%%%% Verifica la nueva exactitud cv alcanzada con los valores actuales de C y gamma
if (cv >= bestcv), % Si cv es mejor que actual valor de bestcv,
% entonces los par\’ametros bestc, bestg y bestcv son reemplazados




Como resultado, para el modelo de diagnóstico se encontraron como mejores parámetros: (C = 4.0 y γ = 2.0,
con los cuales el modelo obtuvó como mejor bestcv = 99.2893%. Asimismo, para el modelo de predicción, los
mejores valores fueron (C = 32.0 y γ = 4.0, y el mejor valor de bestcv fue de 88.7025%.
5.2.3 Entrenamiento y validación
Finalmente, basándonos en la configuración establecida en los pasos anteriores, el modelo SVM destinado al
diagnóstico de sujetos sC y sAD, el cual denominamos SVM-Diag29, fue entrenado y validado con las 1265
instancias y 29 variables predictoras del grupo sCsADADNI−train. Asimismo, el modelo SVM de predicción
destinado a la clasificación de los casos como sMCInc y sMCIc, el cual denominamos SVM-Pred29, fue entrenado
con las 894 instancias y 29 variables predictoras del grupo sMCIADNI−train. La construcción de ambos modelos
fue realizada mediante la herramienta prototipo desarrollada en MATLAB [MathWorks, 2010], la cual incluye
libreŕıas de LIBSVM [Chang and Lin, 2011] para el entrenamiento, validación y test de modelos SVM.
En el siguiente caṕıtulo son presentados los resultados de la etapa de test de ambos modelos, con los casos
cĺınicos de ADNI y nuevos casos obtenidos de la base de datos Open Access Series of Imaging Studies (OASIS)
[Marcus et al., 2007].
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5.3 Test de los modelos SVM.
5.3.1 Casos de Estudio ADNI: Diagnóstico y predicción de AD
El modelo de diagnóstico SVM-Diag29 fue utilizado para clasificar las 1145 instancias del grupo sCsADADNI−test,
obteniéndose una matriz de confusión conformada por: TP=554, es decir, 554 instancias originalmente clasificadas
como sAD fueron clasificadas correctamente como sAD; TN=582, es decir 582 instancias originalmente diagnosti-
cadas como sC fueron clasificadas correctamente por el modelo como sC; FP=9; es decir 9 instancias diagnósticada
como sC fueron incorrectamente clasificadas por el modelo como sAD; y FN=0, es decir es decir ninguna instancia
diagnósticada como sAD fue incorrectamente clasificada como sC. Asimismo, el modelo de predicción fue utilizado
para clasificar las 814 instancias del grupo sMCIADNI−test, obteniéndose como matriz de confusión:TP=171, es
decir, 171 instancias originalmente clasificadas como sMCIc fueron clasificadas correctamente por el modelo como
sMCIc; TN=598, es decir 598 instancias originalmente clasificadas como sMCInc fueron clasificadas correctamente
como sMCInc; FP=35; es decir 35 instancias diagnósticadas como sMCInc fueron incorrectamente clasificadas
como sMCIc; y FN=10, es decir es decir 10 instancias diagnósticadas como sMCIc fue incorrectamente clasificadas
como sMCInc.
Las matrices de confusión y y sus respectivas curvas ROC obtenidas para ambos modelos, son presentadas
en las figuras 5.3 y 5.4.
5.3.2 Casos de estudio OASIS: Diagnóstico de AD
OASIS es una base de datos libre dedicada a la investigación en demencia, principalmente del tipo Alzheimer, la
cual proporciona información muy similar a la proporcionada por la base de datos ADNI. Por cada participante,
OASIS proporciona información demográfica y cĺınica, aśı como las diferentes sesiones de Imágenes de Resonancia
Magnética (MRIs) obtenidas en cada una de sus visitas. Estas imágenes han sido procesadas con el software
Fresurfer [Dale et al., 1999; Fischl et al., 2001; Fischl and Dale, 2000; Fischl et al., 1999a,b, 2002, 2004a,b; Han
et al., 2006; Jovicich et al., 2006; Segonne et al., 2004] para reconstruir las zonas corticales y el volumen de ciertas
regiones de interés (ROIs) del cerebro, a fin de proporcionar un conjunto de biomarcadores morfométricos.
5.3.2.1 Obtención de los casos cĺınicos
La información sociodemográfica, neuropsicológica y morfométrica de OASIS corresponde a participantes clasifi-
cados como “Dementes” o “no-dementes”. Asimismo, dicha información está clasificada como estudio transversal
y estudio longitudinal, determinado por la orientación de las MRIs obtenidas para cada participante. El estudio
transversal incluyó inicialmente información de 416 participantes adultos, con edades entre 18-96. Por cada sujeto,
3 o 4 MRIs individuales del tipo T1-weighted fueron obtenidas por sesión, de acuerdo a cada visita del paciente.
100 de los sujetos incluidos, con edad sobre los 60 años, fueron diagnosticados con muy leve a moderado AD. Por
otro lado, el estudio longitudinal incluyó información de 150 participantes con edades de 60-96 años, incluyendo
64 individuos con muy leve a moderado estado de AD y 14 individuos originalmente diagnosticados como no
dementes, lo cuales en alguna posterior visita fueron diagnosticados con AD. En ambos estudios, el diagnóstico
cĺınico de los particpantes estuvo basado en la escala Clinical Dementia Rating (CDR) [Morris, 1993; Morris
et al., 2001], clasificados como ”No-dementes” a los participantes con CDR igual a 0 y como ”dementes” a los
participantes con CDR mayor o igual a 0.5. Los estudio completos puede ser descargado libremente desde el sito
Web http://www.oasis-brains.org/.
Un primer grupo de 45 casos fue seleccionado del estudio tranversal de OASIS, el cual denominamos sCsADOASIS−45
. Todos los casos seleccionados satisfaćıan la condición de tener información neuropsicológica, demográfica y mor-
fométrica completa, libremente disponible. sCsADOASIS−45 estuvo conformado por 26 casos clasificados como




Figura 5.3: Resultados del modelo de diagnóstico en la clasificación del grupo sCsADADNI−test: (a)
Matriz de confusión. (b) Curva ROC
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(a)
(b)
Figura 5.4: Resultados del modelo de predicción en la clasificación del grupo sMCIADNI−test: (a) Matriz
de confusión. (b) Curva ROC
114
estudio como sC (sujetos , Un segundo grupo para el diagnóstico estuvo conformado por 7 casos cĺınicos precedentes
del estudio longitudinal de OASIS, el cual denominamos sCsADOASIS−7 . Para este grupo sólo fue considerada la
información demográfica y neuropsicológica a fin de completar las variables cĺınicas del modelo. Con la finalidad
de completar la información de las variables morfométricas implicadas en el modelo de diagnóstico, desarrollamos
una herramienta prototipo en MATLAB que procesara y analizara las MRIs longitudinales de los participantes,
obtenidas en cada una de sus visitas. Esta herramienta incluyó las principales rutinas de procesamiento de MRIs
mencionadas en la sección 4.3.5 y descritas con mayor detalle en el caṕıtulo 2.
5.3.2.2 Análisis de las variables de OASIS
Para la clasificación de ambos grupos de OASIS, sólo deb́ıan ser consideradas las 29 variables de entrada, con las
cuales el modelo de diagnóstico fue entrenado 1. Sin embargo, durante este proceso, se determinó que la variable
PTEDUCATION (llamada ”Educación” en OASIS) es asumida de diferente manera a ADNI. En OASIS, esta
variable corresponde a los niveles de educación del participante, la cual puede asumir los siguientes valores: 1=
less than high school grad., 2: high school grad., 3: some college, 4: college grad. y 5: beyond college. Por otro
lado, en los estudios de ADNI, esta variable hace referencia a los años de educación del participante asignados
a cinco grados de estudios base. En la tabla 5.1 se presenta una comparación de los valores asumidos por este
variable en ambos estudios.
Tabla 5.1: Comparación de la variable “Educación” en los estudios ADNI y OASIS
ADNI OASIS
Grado Valor (Años) Grado Valor





12 High school grad. 2
AA 14 Some college 3
BA/BS 16 College grad. 4
MA/MS 18 Beyond college 5
Law Degree 19 – –
MD, PhD, or both 20 – –
5.3.2.3 Re-entrenamiento del modelo de diagnóstico
Debido a la diferencia encontrada con la variable PTEDUCATION, esta variable fue excluida de los datos de
entrada y el modelo de diagnóstico fue re-entrenado y validado considerando sólo 28 variables. Este modelo fue
denominado SVM-Diag28. La construcción de SVM-Diag29 siguió el mismo procedimiento descrito en la sección
5.2: la rutina de búsqueda de los parámetros de configuración SVM obtuvo como mejores valores (C = 8.0 y
γ = 0.5) y RBF fue seleccionado como kernel. Asimismo, durante el test con las 1145 instancias del grupo
sCsADADNI−test, SVM-Diag28 obtuvo como matriz de confusión: TP=552, TN=579, FP=12 y FN=2.
5.3.2.4 Clasificación
En la clasificación del grupo sCsADOASIS−45, el modelo de diagnóstico SVM-Diag28 (modelo SVM de diagnóstico
re-entrenado con 28 variables de entrada), obtuvo como matriz de confusión: TP=18; TN=24; FP=2 y FN=1.
1Los estudios transversal y longitudinal de OASIS incluye inicialmente 197 variables, de las cuales: 190
variables morfométricas correspondientes a mediciones de la zona cortical y volúmenes segmentados del cerebro,
obtenidas con Freesurfer; 5 variables demográficas; y 2 variables neuropsicológicas
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Asimismo, en la clasificación de los 7 casos longitudinales del grupo sCsADOASIS−7, el modelo SVM-Diag28
obtuvo una matriz de confusión conformada por: TP=3; TN=2; FP=2 y FN=0.
Las matrices de confusión y sus respectivas curvas ROC obtenidas por el modelo de diagnóstico SVM-Diag29
para ambos grupos OASIS son presentadas en las figura 5.5 y 5.6.
(a)
(b)
Figura 5.5: Resultados del modelo de diagnóstico en la clasificación del grupo sCsADOASIS−45: (a)
matriz de confusión. (b) curva ROC.
5.3.3 Desempeño de los modelos de diagnóstico y predicción de AD
Con la finalidad de analizar el desempeño de los modelos construidos a partir de las variables predictoras selec-




Figura 5.6: Resultados del modelo de diagnóstico en la clasificación del grupo sCsADOASIS−7 : (a) matriz
de confusión. (b) curva ROC.
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especificidad (TNR) y precisión (PRE) calculados sobre las respectivas matrices de confusión de los modelos y
los valores AUC; son presentados en la tabla 5.2. En el caṕıtulo 6 son analizados estos resultados.
Tabla 5.2: Desempeño de los modelos SVM en el diagnóstico y predicción de AD.
Grupos Modelo Tarea Variables ACC PRE TPR TNR AUC
ADNI
SVM-Diag29 Diagnóstico 29 99.21 98.40 100 98.48 0.9924
SVM-Pred29 Predicción 29 94.47 83.01 94.48 94.47 0.9447
SVM-Diag28 Diagnóstico 28 98.78 97.87 99.64 99.64 0.9797
OASIS
SVM-Diag28 Diagnóstico 28 93.33 90 94.74 92.31 0.9352
SVM-Diag28 Diagnóstico 28 71.43 60.00 100.00 50.00 0.7500
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Caṕıtulo 6
Análisis de Resultados, Conclusiones
y Trabajo Futuro
6.1 Introducción
En los caṕıtulos 4 y 5 se detallaron paso a paso las tres etapas de la metodoloǵıa propuesta para dar soporte
al diagnóstico de AD mediante la construcción de modelos de clasificación basados en SVM, el primer modelo
dedicado al diagnóstico de AD y el segundo modelo dedicado a la predicción de la conversión de sujetos con MCI
a sujetos con AD. Haciendo un repaso de los principales procesos inmersos en esta metodoloǵıa, varias técnicas
numéricas y estad́ısticas fueron aplicadas. Partiendo desde la obtención y preparación de los datos de ensayos
cĺınicos obtenidos de la base de datos ADNI, cuatro grupos de casos cĺınicos con 324 variables fueron construi-
dos inicialmente. Con la finalidad de descartar las variables redundantes y poco influyentes en la clasificación,
fueron aplicados tres enfoques de selección de las mejores variables predictoras para el problema de clasificación.
Entonces, sólo una vez definidas las variables más útiles, se utilizaron las capacidades del aprendizaje basado
en SVM para construir los dos modelos de interés: SVM-Diag29 (modelo de diagnóstico de AD) y SVM-Pred29
(modelo de predicción de AD).
En el caṕıtulo 5 se presentaron los resultados obtenidos por los modelos SVM en la clasificación de dos grupos
de casos cĺınicos provenientes de ADNI. Asimismo, se presentaron los resultados de clasificación del modelo de
diagnóstico SVM-Diag28 re-entrenado con 28 de las 29 variables predictoras seleccionadas, el cual fue utilizado
para clasificar dos nuevos grupos de cĺınicos extráıdos de las bases de datos transversal y longitudinal OASIS.
Adicionalmente, para completar la información de las variables morfométricas de unos de los grupos de OASIS,
fue necesario procesar las MRIs de los participantes utilizando una herramienta implementada en MATLAB.
Los resultados presentados en el caṕıtulo 5 son prometedores. Por un lado, el subconjunto de variables
seleccionadas tiene correlación con los resultados de investigaciones previas [Cui et al., 2011; Desikan et al., 2009;
Heckemann et al., 2011], lo cual es un buen indicio de la confiabilidad de nuestros resultados. Asimismo, la
clasificación de los casos cĺınicos de ADNI y OASIS, realizada por los modelos SVM: SVM-Diag29, SVM-Pred29 y
SVM-Diag28; han demostrado la eficiencia de la metodoloǵıa aplicada, la efectividad de las variables predictoras
seleccionadas, aśı como los procesos establecidos en la construcción de modelos SVM construidos a partir de estas
variables. Estos modelos son capaces de discriminar sujetos con AD de sujetos sanos (diagnóstico) y distinguir a
los sujetos MCI que se convertirán a AD de los que no se convertirán (predicción) con valores de especificidad y
sensibilidad muy aceptables. Por otro lado, los resultados nos permiten hacer otras afirmaciones que confirman
investigaciones previas a este trabajo y plantear un abanico de posibilidades para seguir investigando en esta área.
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En este caṕıtulo presentamos un análisis de estos resultados, centrándonos en el desempeño de los modelos
a partir de las variables predictoras seleccionadas, la posible influencia de las caracteŕısticas sociodemográficas
o neuropsicológicas en la clasificación de los casos cĺınicos y de los costos computacionales implicados en este
estudio. Asimismo, son presentados las conclusiones finales y trabajos futuros que han surgido a partir del
abanico de posibilidades existentes en esta área.
6.2 Análisis de Resultados
Los resultados en la clasificación obtenidos por el modelo de diagnóstico de AD, ya sea considerando las 29 variables
seleccionadas o solamente 28 de ellas, han demostrado la eficiencia de la metodoloǵıa aplicada en este trabajo, la
efectividad de las variables predictoras seleccionadas, aśı como de los procesos implicados en la construcción de
modelos de clasificación SVM. Estos resultados nos permiten hacer afirmaciones que confirman investigaciones
previas a este trabajo y abren un abanico de posibilidades para seguir investigando en esta área.
6.2.1 Diagnóstico y predicción de AD. Problema de clasificación no-lineal
Las matrices de confusión obtenidas por los modelos SVM-Diag29 y SVM-Pred29, espećıficamente en los valores
de FP y FN, presentadas en las figuras 5.3(a) y 5.4(a), demuestran que a pesar de haber utilizado para su
configuración el kernel RBF y seleccionado los mejores valores para los parámetros (C , γ), la separación de las
clases en el hiperplano SVM no ha sido 100% correcta. Esto se debe a que en ambos casos, el problema es no-lineal
para todos los espacios de entrada, por lo que bajo ninguna configuración se conseguirá clasificar correctamente
todas las instancias (obtener valores FP=0 y FN=0). Asimismo, comparando ambas matrices, observamos que
en el modelo de predicción presentó un error de clasificación mucho mas alto (FP y FN mayores) que el modelo
de diagnóstico. En este caso, la separación de las clases positivas (sMCIc) de las clases negativas (sMCInc) en el
hiperplano fue mucho más complicado por tener un comportamiento no-lineal mayor.
6.2.2 Desempeño de los modelos de diagnóstico y predicción de AD
En la tabla 5.2 se presentaron los indicadores estad́ısticos: Exactitud, precisión, sensibilidad, especificidad y AUC;
calculados sobre las respectivas matrices de confusión de los modelos entrenados, con la finalidad de evaluar su
desempeño en la discriminación de las instancias sC de las sAD; y entre sMCInc y sMCInc. Estos indicadores
resultaron muy útiles por combinar la sensibilidad y especificidad de los modelos. A continuación se analizan los
resultados más interesantes.
Clasificación de los casos ADNI: Diagnóstico de AD (sC vs. sAD). En la clasificación de
los datos ADNI, el modelo de diagnóstico SVM-Diag29, construido con las 29 variables, obtuvo las calificaciones
más altas (sensibilidad = 100% y especificidad = 98.48%) en comparación al modelo SVM-Diag28 (sensibilidad =
94.74% y especificidad = 92.31%), entrenado sin la variable PTEDUCATION. Sin embargo las diferencia entre
ambos resultados fue muy pequeña. Asimismo, el desempeño del modelo SVM-Diag29 supero a la mayoŕıa de
los indicadores calculados para los seis modelos auxiliares (ver tabla 4.8), siendo superando mı́nimamente por el
modelo auxiliar SVMvMRI−Wrapper, construido con 159 variables morfométricas. Comparando los subconjuntos
de variables de ambos modelos, las 29 variables del modelo SVM-Diag29, además de ser un número más reducido
de variables y posiblemente garantizar una menor redundancia, también presentan valores de AUC y F-score más
aceptables que el segundo subconjunto. Asimismo, estos resultados superaron el desempeño obtenido por otros
modelos de diagnóstico de AD entrenados sobre casos cĺınicos obtenidos de ADNI: (1) Los modelos de diagnóstico
sC vs. sAD construidos por [Cuingnet et al., 2011] (clasificación basada en vóxel y espesor cortical) obtuvieron
una sensibilidad de 81% y especificidad de 95%, asimismo, en el mejor de los casos, sus modelos de predicción
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sMCIc vs. sMCInc obtuvieron una sensibilidad de 62% y especificidad de 69%. En la tabla 3.3 se presentaron los
resultados obtenidos por otras investigaciones, los cuales han sido superados por los resultados obtenidos en este
trabajo.
Clasificación de los casos ADNI: Predicción de AD (sMCIc vs. sMCInc). En la
clasificación de los datos ADNI, el modelo de predicción SVM-Pred29, construido con las 29 variables obtuvo un
gran desempeño: sensibilidad = 94.48% y especificidad = 94.47%, resultados que han superado el desempeño de
otros modelos de predicción entrenados sobre datos de ADNI: (1) En [Cuingnet et al., 2011] (clasificación basada
en vóxel y espesor cortical), el mejor de los modelos entrenados para predicción obtuvo una sensibilidad de 62%
y especificidad de 69%; (2)Cui et al. [2011] construyó un modelo de predicción de AD combinando variables
predictoras obtenidas de MRIs, mediciones de CSF y caracteŕısticas neuropsicológicas, el cual obtuvo sensibilidad
= 96.43%, especificidad = 48.28%. Para una comparación más completa de los resultados de este trabajo con
otros modelos de predicción ver tabla 3.3.
Clasificación de los casos OASIS. La utilización del modelo de diagnóstico en la clasificación de los 2
nuevos grupos cĺınicos de OASIS: sCsADOASIS−45 y sCsADOASIS−7; implicó la aplicación de tareas adicionales a
fin de ajustar correctamente sus variables predictoras a la configuración de entrada del modelo. En primer lugar,
la variable predictora PTEDUCATION (Años de Educación) fue excluida y se procedió a re-entrenar el modelo
de diagnóstico, siendo creado el modelo SVM-Diag28. Asimismo, a fin de completar la información morfométrica
faltante en el grupo sCsADOASIS−7, las 26 variables morfométricas fueron calculadas sobre las MRIs cerebrales
de los participantes, utilizando para ello, una herramienta de procesamiento y análisis de imágenes desarrollada
en este estudio.
A pesar que la reducción de 29 a 28 variables de entrada podŕıa implicar la reducción del desempeño del
modelo, los indicadores continuaron siendo muy óptimos. El modelo SVM-Diag28 alcanzó una especificidad y
sensibilidad de 94.74% y 92.31%, respectivamente, en la clasificación del grupo sCsADOASIS−45; y especificidad
de 100% y sensibilidad de 50% en la clasificación del grupo sCsADOASIS−7. Una sensibilidad de 50%, resultado
muy poco aceptable en el diagnóstico cĺınico, representa que el modelo ha identificado correctamente sólo la
mitad de los casos sAD sobre todos los casos realmente diagnosticados como sAD. sin embargo, a pesar de
que este resultado puede ser considerado como una posible deficiencia del modelo, este resultado no puede ser
asumido estrictamente debido al número escaso de casos cĺınicos evaluados (7 casos), por lo que la evaluación
del modelo con nuevos casos se hace necesario. Por otro lado, el modelo obtuvo buenos resultados con los otros
casos, lo cual, además de demostrar el aceptable desempeño del modelo SVM y la eficiencia y robustez de las
variables predictoras utilizadas en su entrenamiento, también demuestran la viabilidad para calcular las variables
morfométricas a partir de las MRIs de los pacientes, sin la necesidad de utilizar un software sofisticado.
Valores AUC. Analizando la tabla 4.9, observamos que salvo dos variables con AUC menor de 0.6: PTEDU-
CAT(Años de educación) y ST113TA (Cortical Thickness Average of RightRostralAnteriorCingulate), la mayoŕıa
de estas variables tienen un AUC mayor a 0.6, lo cual las clasifica de ”suficientes” a ”excelentes’ en la distinción de
los dos grupos cĺınicos sC y sAD. Los valores AUC de cada modelo, presentados en la novena columna de la tabla
5.2 y sus respectivas curvas ROC (ver figuras 5.3(b), 5.4(b), 5.5(b) y 5.6(b)) también reflejan la eficiencia de los
modelos. Por ejemplo, el AUC del modelo de diagnóstico SVM-Diag29 fue de 0.9924, valor muy cercano al AUC=
1 de una curva ideal, ver figura 5.3(b). En este caso, la curva ROC del modelo SVM-Diag29 se interpreta como
que un individuo seleccionado al azar entre el grupo sAD tiene un valor de prueba mayor que para un individuo
elegido al azar entre el grupo sC en 99.24% de las veces (Zweig y Campbell, 1993). Si las 29 variables seleccionadas
no pudiesen distinguir entre los dos grupos, es decir, cuando no hay diferencia entre las dos distribuciones, el AUC
hubiese sido igual a 0,5 (la curva ROC coincidirá con la ĺınea diagonal). En el caso que existiese una separación
perfecta de los valores de los dos grupos, es decir, no hay solapamiento de las distribuciones, el AUC hubiese sido
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igual a 1 (la curva ROC se llega a la esquina superior izquierda del gráfico). Diversos investigadores consideran
que el área bajo el receptor de funcionamiento caracteŕıstico (ROC) curvas, conocido como AUC debeŕıa ser el
criterio principal para evaluar la efectividad de los biomarcadores de diagnóstico, es aśı, que la efectividad de uso
de esta medición estad́ıstica ha sido demostrada en diversas publicaciones, varias de ellas enfocados en cardioloǵıa
y neuroloǵıa [Cook, 2007; Cui et al., 2011; Doniger et al., 2005; Faraggi and Reiser, 2002; Pencina et al., 2008].
6.2.3 Influencia de las caracteŕısticas sociodemográficas y neuropsicológicas
en la enfermedad
Con la finalidad de analizar la influencia de las caracteŕısticas sociodemográficas y neuropsicológicas utilizadas
en este estudio sobre AD y la conversión de MCI a AD, se procedió a calcular los promedios de las variables
PTEDUCATION (Años de educación)’, PTAGE (Edad del paciente) y MMSCORE (Mini-Mental Examination
Score), aśı como el número de hombres y mujeres (PTGENDER). Los cálculos se realizaron para cada uno de los
casos TP, TN, FP y FN de las matrices de confusión obtenidas durante la etapa de test con los grupos de ADNI
y OASIS, ver tabla 6.1. Asimismo, estos resultados han sido generalizados para los totales de los casos positivos
(TP + FN) y negativos (TN +FP)por cada grupo, ver tabla 6.2 . Obsérvese que a efectos de uniformizar este
análisis, sólo fueron considerados los casos de estudio de OASIS correspondientes a sujetos con edades mayor
o igual a los 56 años. De este modo, sólo fueron analizados 35 de los 45 casos del grupo sCsADOASIS−45. A
pesar que el número de casos positivos y negativos es pequeño para establecerse como pruebas de significación
estad́ıstica de la influencia de las variables cĺınicas en AD, los resultados del análisis confirman afirmaciones hechas
en investigaciones previas a este trabajo, además de sugerir que su presencia no se debe a azar. A continuación
mencionamos algunas observaciones establecidas a partir de ambas tablas.
1. Educación: El promedio del nivel de educación de los casos positivos (TP + FN) del grupo sCsADADNI−test
fue ligeramente menor a los casos negativos (TN + FP) de este grupo y a los casos negativos del grupo
sMCIADNI−test, es decir los sujetos con sAD presentaron un nivel de educación ligeramente menor a los
sujetos sC y a los sujetos sMCInc. Asimismo, en el grupo sMCIADNI−test, el promedio de educación de
los casos positivos (sujetos sMCIc) fue menor que sus casos negativos.
Por otro lado, esta tendencia también fue observada en los dos grupos de OASIS, donde el promedio de
educación de los casos positivos de los grupos sCsADOASIS−45 y sCsADOASIS−7 fue menor a sus respectivos
casos negativos del mismo grupo
Los resultados de ADNI y OASIS tienen relación con la afirmación que los sujetos con AD tienden a tener
un nivel de educación inferior a sus similares sanos o sujetos con MCI, debido a su deterioro cognitivo.
Asimismo, la relación encontrada en el nivel de educación entre los sujetos sMCInc y los sMCIc, sugiere
que el nivel de educación podŕıa influir también en otros estados de demencia como el estado de MCI.
2. Mini-Mental Score (MMSCORE). En los cuatro grupos, se observó que el promedio del ı́ndice
MMSCORE de su casos respectivos casos positivos fue considerablemente menor al respectivo valor de
sus casos negativos. Incluso, esta tendencia fue observada entre los casos positivos del grupo el grupo
sCsADADNI−test con respecto a los casos negativos y positivos de sMCIADNI−test. Estos resultados podŕıan
justificarse con el hecho de que los sujetos con AD presentan un nivel cognitivo mucho más deteriorado
en comparación a los adultos mayores sanos. Asimismo, la ligera diferencia en los promedios del ı́ndice
MMSCORE entre los sujetos sMCI no-convertidos y los sMCI convertidos a AD, refleja que los sujetos
con MCI, a pesar de no progresar a AD, podŕıan presentar un deterioro cognitivo similar a los sujetos
convertidos a AD.
3. Edad y género. No se encontraron diferencias significativas ni tendencias de edad y género en el di-
agnóstico de AD o para la predicción de esta enfermedad.
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Tabla 6.1: Influencia de las caracteŕısticas sociodemográficas y neuropsicológicas en AD. Resultados sobre la matriz de confusión de los grupos
sCsADADNI−test sMCIADNI−test sCsADOASIS−35 sCsADOASIS−7
TP TN FP FN TP TN FP FN TP TN FP FN TP TN FP FN
Nro. casos 554 582 9 0 171 598 35 10 18 15 1 1 3 2 2 0
Femenino 235 265 6 – 54 215 19 7 10 12 0 1 0 0 2 –
Masculino 319 317 3 – 117 383 16 3 8 3 1 0 3 2 0 –
Edad 76.86 77.58 86.67 – 75.61 77.11 76.03 76.90 75.67 73.80 80.00 69.00 77.00 87.50 89.00 –
Educación 15.17 16.04 15.33 – 16.02 15.81 16.51 15.90 2.56 3.40 4.00 2.00 12.00 14.00 18.00 –
MMSCORE 19.77 25.71 27.22 – 24.07 23.86 25.14 22.60 25.78 29.33 29.00 23.00 24.33 28.50 27.50 –
Tabla 6.2: Influencia de las caracteŕısticas sociodemográficas y neuropsicológicas en AD. Resultados sobre todos los casos positivos y negativos
de los grupos

















Nro. casos 591 554 633 181 16 19 4 3
Femenino 271 235 234 61 12 11 2 0
Masculino 320 319 399 120 4 8 2 3
Edad 82.13 76.86 76.57 76.26 76.90 72.34 88.25 77
Educación 15.69 15.17 16.16 15.96 3.70 2.28 16 12
MMSCORE 26.47 19.77 24.50 23.34 29.17 24.39 28 24.33
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6.2.4 Tiempo de procesamiento
Todos los cálculos necesarios para la construcción y utilización de los modelos de diagnóstico y predicción basados
en SVM fueron llevados a cabo en un ordenador de 4 procesadores de 2.4 GHz cada uno y memoria RAM de 3.6
GB. Los tiempos de procesamiento de las tareas implicadas en la construcción de los modelos como la validación
cruzada y aprendizaje de los modelos, estuvo en el orden de los minutos. Con respecto a la obtención de las
variables predictoras, los tiempos dependieron de la clase de variable. Para las variables cĺınicas y morfométricas
obtenidas directamente de las bases de datos, el único procesamiento realizado fue su conversión a un formato de
número real y escalamiento al rango [0,1], en este caso los tiempos de procesamiento estuvieron en el orden de los
segundos. Sin embargo, con respecto a la variables morfométricas obtenidas de las MRIs longitudinales de los 7
casos del grupo sCsADOASIS−7, los tiempos de procesamiento fueron mayores debido al procesamiento y análisis
de estas imágenes utilizando la herramienta desarrollada en MATLAB y las libreŕıas de Freesurfer. Por cada uno
de los casos de este grupo, el tiempo empleado en procesar las zonas corticales y no-corticales (volumen y espesor
de la corteza cerebral) para obtener las mediciones de las 27 variables morfométricas fue de aproximadamente 14
horas.
6.3 Conclusiones
6.3.1 Máquinas de soporte vectorial (SVM) para el diagnśotico y predicción
de AD
El porcentaje de casos clasificados incorrectamente (FP y FN) frente a los aciertos (TP y TN) de los modelos
construidos confirman la eficiencia y utilidad de SVM como herramienta para entrenar modelos de soporte en
el diagnóstico y predicción de AD. Asimismo, es importante resaltar que el entrenamiento de todos los modelos
utilizando SVM no sólo resultó eficiente en las tareas de clasificación de los casos cĺınicos, también resultó rápido
y versátil en los procesos implicados en su configuración y aprendizaje.
6.3.2 Variables predictoras seleccionadas
6.3.2.1 Correlación de las variables predictoras con otras investigaciones
Con la finalidad de determinar una interpretación común del diagnóstico de AD y replicar los resultados sobre
otros pacientes, este trabajo estuvo orientado a integrar diferentes tipos de datos cĺınicos con información proce-
dente de biomarcadores morfométricos. Como resultado, 29 variables fueron seleccionadas como más útiles en la
discriminación de sujetos con AD de los sujetos de control mayores. Asimismo, estas variables fueron utilizadas
para predecir loa sujetos con MCI con posibilidad de convertirse a AD. Este subconjunto de variables predictoras
tienen una estrecha relación con los resultados de investigaciones previas a este estudio [Cui et al., 2011; Desikan
et al., 2009; Heckemann et al., 2011].
6.3.2.2 Viabilidad de la obtención de las variables de entrada
El subconjunto de 29 variables de entradas seleccionadas como más útiles en el diagnóstico y predicción de AD
implica la necesidad de obtener información sobre las caracteŕısticas demográficas, cĺınicas y morfométricas de
los pacientes bajo estudio. Las variables demográfica y neuropsicológicas pueden ser obtenidas aplicando diversos
test cĺınicos de amplio dominio por lo médicos, por lo que en la mayoŕıa de casos es completamente viable su
obtención. Con respecto a la obtención de las variables morfométricas a partir de las sesiones de MRIs del cerebro,
su viabilidad está sujeto a la disposición de una herramienta de software capaz de leer, procesar y analizar estas
imágenes a fin de cuantificar las variables morfométricas necesarias. En la sección 5.3.2.1 se mencionó brevemente
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la utilización de una herramienta prototipo de procesamiento y análisis de MRIs desarrollada en MATLAB para
este estudio, lo cual demuestra que es posible implementar los procesos implicados en el cálculo de estas variables
sin la necesidad de contar con un software sofisticado o de laboratorios especializados. Sin embargo es importante
resaltar la importancia y necesidad de contar con un ordenador con buenas prestaciones para el procesamiento y
análisis de las MRIs, debido a que el tiempo de procesamiento y en consecuencia el tiempo de disposición de la
información morfométrica de los pacientes, dependerá principalmente de sus caracteŕısticas de hardware.
6.3.2.3 Enfoque de variables predictoras singulares vs. enfoque de variables pre-
dictoras combinadas
A efectos de obtener modelos con de diagnóstico y predicción de AD, la combinación de variables cĺınicas con
variables morfométricas del cerebro de los pacientes, resultó ser más efectiva y robusta en comparación con los
modelos entrenados únicamente con alguno de estos dos tipos de variables. Como ejemplo, los modelos SVM
entrenados sólo con variables cĺınicas: SVMvClin−Wrapper, SVMvClin−Fscore y SVMvClin−FscoreWrapper; obtu-
vieron los indicadores estad́ısticos más bajos, ver tabla 4.8. Asimismo, a pesar que el modelo SVMvMRI−Wrapper,
entrenado con 126 variables morfométricas, obtuvo los mejores resultados en la clasificación, la mayoŕıa de estas
variables presentaron valores bajos de AUC (menor a 0.6), por lo que este subconjunto no garantizaba la robustez
de la clasificación frente a otros casos cĺınicos.
Finalmente, es importante resaltar que la eficiencia del enfoque mixto de variables no sólo se ve reflejado
en los ı́ndices estad́ısticos obtenidos por los modelos SVM-Diag29 y SVM-Pred29, también se ve reflejada en la
robustez de la clasificación de los modelos SVM-Diag28, sCsADOASIS−45 y sCsADOASIS−7 , los cuales fueron
entrenados con 28 de estas variables.
6.3.2.4 Importancia de los biomarcadores morfométricos en el diagnóstico y predicción
de AD
Durante al etapa de selección de variables, los resultados han demostrado que los modelos SVM entrenados
únicamente con variables morfométricas presentan mejores resultados en comparación a los modelos entrenados
con variables cĺınicas (demográficas y neuropsicológicas), ver tabla 4.8. Estos resultados reafirmar otras las obser-
vaciones realizadas en otras investigaciones Risacher et al. [2010], las cuales defienden la necesidad de considerar
biomarcadores morfométricos obtenidos de MRIs para el diagnóstico y predicción de AD. Estos biomarcadores
pueden servir como sustituto en vivo para conocer la gravedad de la enfermedad y como un método de diagnóstico
no invasivo de AD y la predicción de la conversión de sujetos con deterioro cognitivo leve (MCI) hacia AD.
6.4 Limitaciones de este estudio
La población de AD es heterogénea. Una de las principales limitaciones de este trabajo es que
la selección de variables predictoras y el entrenamiento de los principales modelos SVM para el diagnóstico y
predicción de AD han sido realizadas únicamente sobre los casos cĺınicos obtenidos de ADNI. Estos casos de
ADNI representan una población “homogénea” de ensayos cĺınicos, previamente preparados y seleccionados para
investigaciones de AD y no una muestra epidemiológica de una población de la vida real. En la vida real, las
personas con AD o MCI constituyen una población heterogénea, lo cual se manifiesta en diferentes niveles de
los pacientes (niveles pato-bioqúımicos, patológico, cĺınico, etc.)[Teunissen and Scheltens, 2004]. Por ejemplo, los
pacientes con AD pueden estar afectados por otras enfermedades o por factores cĺınicos, sociológicos e incluso
ambientales; mientras que en ADNI, han sido descartados los participantes afectados por algunos de estos factores.
125
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AD puede afectar a personas menores de 55 años. Una segunda limitación es que en nuestro
estudio, principalmente en la etapa del aprendizaje de los modelos SVM, ha sido realizada sobre casos cĺınicos
de participantes ADNI con un rango de edades de 55 a 90 años. Al respecto hay considerable evidencia que las
personas pueden ser afectadas por AD antes de los 55 años. Sin embargo, cabe resaltar que durante la etapa
de test con los grupos de OASIS, algunos casos cĺınicos pertenecieron a sujetos con edades menores y el modelo
clasificó correctamente la mayoŕıa de estos casos.
Exclusión de otros tipos de biomarcadores de AD. Asimismo, otra limitación es haber incluido
en este estudio sólo dos tipos de variables: variables cĺınicas y variables morfométricas obtenidas de biomarcadores
basados en MRIs. En la actualidad, existe un número superior de caracteŕısticas demográficas, neuropsicológicas
y biomarcadores de AD que no han sido incluidas en este estudio.
Clasificación enfocada a discriminar entre sujetos sanos y sujetos con AD . Los
biomarcadores morfométricos considerados en este estudio y en consecuencia los modelos SVM construidos a partir
de estos, han sido diseñados principalmente para comparar los sujetos con AD con los sujetos sanos mayores, sin
embargo, en la práctica cĺınica, además de esta discriminación, se hace necesario discriminar los pacientes AD
con pacientes afectados con otras enfermedades neurodegenerativas [Teunissen and Scheltens, 2004].
6.5 Trabajo futuro
6.5.1 Inclusión de nuevos biomarcadores de AD
Para mejorar la eficacia de la clasificación, es posible analizar el desempeño de nuevas variables morfométricas
obtenidas de otro tipo de imágenes médicas como las MRIs funcionales que incluyen agentes marcadores de
contraste o las imágenes PET. Al respecto existen diversas publicaciones que sustentan el uso de estos tipos
de imágenes médicas ya sea de manera exclusiva [Herholz et al., 2011], en combinación con los biomarcadores
morfométricos obtenidos de MRIs estructurales [Dukart et al., 2011; Jack et al., 2010b; Lo et al., 2011] o en
combinación con otro tipo de biomarcadores como los genéticos o CSF [Caroli et al., 2012], a fin de obtener
información del grado de atrofia cerebral o el deterioro funcional de los afectados con MCI y AD. Asimismo, en
el proyecto ADNI se tiene disponibilidad de biomarcadores adicionales obtenidos a partir de imágenes PET, lo
cual, realizando un proceso de análisis y selección de variables descrito en este trabajo, podŕıan se incluidas como
nuevas variables de entrada.
Por otro lado, existen otros tipos de biomarcadores como los genéticos, qúımicos y biológicos, entre otros,
los cuales no han sido considerados en este estudio y que podŕıan ser de gran utilidad en la clasificación cĺınica
de sujetos con AD o en un estado de transición a esta enfermedad. Al igual que en el caso de los biomarcadores
obtenidos de las imágenes PET, existen una amplia investigación en estos biomarcadores, asimismo, proyectos
dedicados a la investigación de AD como ADNI, proporciona información sobre estos y establecen protocolos de
cómo obtenerlos y analizarlos.
6.5.2 Desarrollo e integración de un módulo de procesamiento y análisis de
imágenes cerebrales.
En este trabajo se desarrolló una herramienta en versión prototipo de procesamiento y análisis de MRIs estruc-
turales basándonos en las técnicas descritas en la sección 2.4.2. Para su diseño y codificación fueron utilizados
la GUIDE de MATLAB y el toolbox de procesamiento de imágenes de MATLAB [MathWorks, 2010]. Asimismo,
para el análisis morfológico de las ROIs del cerebro y el cálculo final de las variables morfométricas, esta her-
ramienta incluyó las libreŕıas de procesamiento del software libre Freesurfer[Fischl, 2012]. Un siguiente paso seŕıa
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el desarrollo de una versión más estable de esta herramienta en otro lenguaje de programación, la cual facilitara
el rápido procesamiento de varias sesiones de imágenes y la ejecución en paralelo de los procesos implicados, ver
figura 6.1. Asimismo, se hace necesario construir una interfaz de usuario amigable que permita a los cĺınicos
manipular libremente y sin complicaciones estos procesos.
Figura 6.1: Vista general de los principales procesos implicados en la obtención de biomarcadores mor-
fométricos basados en MRIs
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Apéndice A: Tablas y Gráficos
.1 Resultados de los métodos de selección de variables sobre las
318 variables morfológicas originales. Calificación final
Tabla 3: Calificación final de las 318 variables morfológicas originales. CTAvg:Cortical Thickness Av-























































1 ST24TA CTAvg of LeftEntorhinal 0.8704 0.0322 ! ! ! 3
2 ST90TA CTAvg of RightInferiorParietal 0.7977 0.0143 7 7 7 0
3 ST88SV VWM of RightHippocampus 0.8641 0.0123 7 ! 7 1
4 ST32TA CTAvg of LeftInferiorTemporal 0.8328 0.0280 ! 7 7 1
5 ST83TA CTAvg of RightEntorhinal 0.8671 0.0403 ! ! 7 2
6 ST83CV VCP of RightEntorhinal 0.8252 0.0241 ! ! 7 2
7 ST13TA CTAvg of LeftBankssts 0.7916 0.0283 ! ! ! 3
8 ST29SV VWM of LeftHippocampus 0.886 0.0204 7 ! 7 1
9 ST99TA CTAvg of RightMiddleTemporal 0.855 0.0018 7 ! 7 1
10 ST71SV VWM of RightAmygdala 0.7978 0.0014 7 ! 7 1
11 ST85TA CTAvg of RightFusiform 0.7998 0.0555 ! ! 7 2
12 ST103TA CTAvg of RightParahippocampal 0.7633 0.7329 ! ! ! 3
13 ST40TA CTAvg of LeftMiddleTemporal 0.8682 0.0090 7 ! 7 1
14 ST12SV VWM of LeftAmygdala 0.8056 0.0768 ! ! ! 3
15 ST26TA CTAvg of LeftFusiform 0.7986 0.0001 7 7 7 0
16 ST44TA CTAvg of LeftParahippocampal 0.7716 0.0651 ! 7 7 1
17 ST91TA CTAvg of RightInferiorTemporal 0.8215 0.0000 7 ! 7 1
18 ST40CV VCP of LeftMiddleTemporal 0.7897 0.0013 7 7 7 0
19 ST93TA CTAvg of RightIsthmusCingulate 0.7385 0.0004 7 ! 7 1
20 ST72TA CTAvg of RightBankssts 0.7781 0.0112 7 ! 7 1
continúa en la siguiente página
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21 ST44CV VCP of LeftParahippocampal 0.7574 0.0136 7 ! 7 1
22 ST117TA CTAvg of RightSuperiorTemporal 0.7934 0.0347 ! ! 7 2
23 ST114TA CTAvg of RightRostralMiddleFrontal 0.751 0.1801 ! ! ! 3
24 ST31CV VCP of LeftInferiorParietal 0.7444 0.0096 7 ! 7 1
25 ST58TA CTAvg of LeftSuperiorTemporal 0.804 0.0345 ! ! 7 2
26 ST32CV VCP of LeftInferiorTemporal 0.7537 0.0209 7 ! 7 1
27 ST111TA CTAvg of RightPrecuneus 0.7689 0.1311 ! ! 7 2
28 ST83TS CTStd of RightEntorhinal 0.6407 0.0045 7 ! 7 1
29 ST60TA CTAvg of LeftTemporalPole 0.7767 0.0044 7 7 7 0
30 ST31TA CTAvg of LeftInferiorParietal 0.7984 0.0034 7 7 7 0
31 ST103CV VCP of RightParahippocampal 0.7515 0.4283 ! ! ! 3
32 ST90CV VCP of RightInferiorParietal 0.7477 0.0027 7 ! 7 1
33 ST99CV VCP of RightMiddleTemporal 0.7616 0.0000 7 ! 7 1
34 ST24CV VCP of LeftEntorhinal 0.8303 0.0965 ! 7 ! 2
35 ST25TA CTAvg of LeftFrontalPole 0.6576 0.0753 ! ! 7 2
36 ST34TA CTAvg of LeftIsthmusCingulate 0.7471 0.0016 7 ! 7 1
37 ST85CV VCP of RightFusiform 0.7465 0.0115 7 ! 7 1
38 ST3SV VWM of CorpusCallosumCentral 0.6493 0.0039 7 7 7 0
39 ST59TA CTAvg of LeftSupramarginal 0.7884 0.0054 7 7 7 0
40 ST119TA CTAvg of RightTemporalPole 0.7622 0.1163 ! ! 7 2
41 ST109TA CTAvg of RightPosteriorCingulate 0.6973 0.2066 ! 7 7 1
42 ST91CV VCP of RightInferiorTemporal 0.7585 0.0008 7 ! 7 1
43 ST39TA CTAvg of LeftMedialOrbitofrontal 0.7104 0.0129 7 ! 7 1
44 ST55TA CTAvg of LeftRostralMiddleFrontal 0.7586 0.0013 7 ! 7 1
45 ST34TS CTStd of LeftIsthmusCingulate 0.651 0.0588 ! ! ! 3
46 ST129TA CTAvg of LeftInsula 0.7125 0.0105 7 ! 7 1
47 ST57TA CTAvg of LeftSuperiorParietal 0.704 0.0900 ! ! ! 3
48 ST37SV VWM of LeftLateralVentricle 0.7068 0.0243 ! ! 7 2
49 ST111TS CTStd of RightPrecuneus 0.6909 0.2480 ! 7 ! 2
50 ST59CV VCP of LeftSupramarginal 0.7211 0.0274 ! ! 7 2
51 ST130TA CTAvg of RightInsula 0.7263 0.0107 7 7 7 0
52 ST26CV VCP of LeftFusiform 0.7082 0.0457 ! ! 7 2
53 ST128SV VWM of WMHypoIntensities 0.6464 0.1331 ! ! 7 2
54 ST89SV VWM of RightInferiorLateralVentricle 0.8167 0.0437 ! 7 7 1
55 ST118TA CTAvg of RightSupramarginal 0.7551 0.0951 ! ! ! 3
56 ST60CV VCP of LeftTemporalPole 0.6599 0.0062 7 7 7 0
57 ST60TS CTStd of LeftTemporalPole 0.6363 0.0018 7 7 7 0
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58 ST5SV VWM of CorpusCallosumMidPosterior 0.6527 0.0347 ! ! ! 3
59 ST98TA CTAvg of RightMedialOrbitofrontal 0.7141 0.0000 7 ! 7 1
60 ST34CV VCP of LeftIsthmusCingulate 0.6665 0.0775 ! 7 7 1
61 ST84TA CTAvg of RightFrontalPole 0.6644 0.0011 7 7 7 0
62 ST119TS CTStd of RightTemporalPole 0.6075 0.0194 7 ! 7 1
63 ST52TA CTAvg of LeftPrecuneus 0.7506 0.0187 7 ! 7 1
64 ST96SV VWM of RightLateralVentricle 0.7053 0.0000 7 ! 7 1
65 ST68SV VWM of NonWMHypoIntensities 0.6108 0.0218 7 ! 7 1
66 ST97TA CTAvg of RightLingual 0.6737 0.0002 7 7 7 0
67 ST24TS CTStd of LeftEntorhinal 0.5866 0.0047 7 7 7 0
68 ST94TA CTAvg of RightLateralOccipital 0.7031 0.0010 7 7 7 0
69 ST93CV VCP of RightIsthmusCingulate 0.6756 0.0048 7 ! 7 1
70 ST105TA CTAvg of RightParsOrbitalis 0.6849 0.2852 ! ! ! 3
71 ST129TS CTStd of LeftInsula 0.5875 0.1274 ! ! 7 2
72 ST51SA Surface Area of LeftPrecentral 0.527 0.0031 7 7 7 0
73 ST58CV VCP of LeftSuperiorTemporal 0.71 0.0055 7 7 7 0
74 ST15TA CTAvg of LeftCaudalMiddleFrontal 0.7472 0.0153 ! ! 7 2
75 ST14TS CTStd of LeftCaudalAnteriorCingulate 0.5756 0.0076 7 7 7 0
76 ST116TA CTAvg of RightSuperiorParietal 0.7017 0.0792 ! ! 7 2
77 ST75SV VWM of RightCaudate 0.5028 0.0877 7 7 7 0
78 ST117CV VCP of RightSuperiorTemporal 0.6924 0.0000 ! 7 ! 2
79 ST38TA CTAvg of LeftLingual 0.6721 0.1303 ! 7 ! 2
80 ST50TA CTAvg of LeftPosteriorCingulate 0.6962 0.0839 7 ! 7 1
81 ST72CV VCP of RightBankssts 0.6998 0.0098 7 ! 7 1
82 ST95TA CTAvg of RightLateralOrbitofrontal 0.6941 0.0001 ! ! 7 2
83 ST73TS CTStd of RightCaudalAnteriorCingulate 0.5534 0.0372 ! ! ! 3
84 ST74TA CTAvg of RightCaudalMiddleFrontal 0.7437 0.0372 7 ! 7 1
85 ST4SV VWM of CorpusCallosumMidAnterior 0.6536 0.0063 7 7 7 0
86 ST52CV VCP of LeftPrecuneus 0.7088 0.0018 7 ! 7 1
87 ST30SV VWM of LeftInferiorLateralVentricle 0.8267 0.0722 ! ! ! 3
88 ST104TS CTStd of RightParsOpercularis 0.5585 0.5966 ! ! ! 3
89 ST115TA CTAvg of RightSuperiorFrontal 0.7536 0.2771 ! ! ! 3
90 ST7SV VWM of Csf 0.6975 0.0085 7 7 7 0
91 ST119CV VCP of RightTemporalPole 0.6494 0.1338 ! ! 7 2
92 ST84CV VCP of RightFrontalPole 0.5927 0.0000 7 ! 7 1
93 ST113TS CTStd of RightRostralAnteriorCingulate 0.5623 0.1414 ! ! 7 2
94 ST16SV VWM of LeftCaudate 0.5024 0.1982 ! ! 7 2
continúa en la siguiente página
131
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95 ST101SV VWM of RightPallidum 0.57 0.6709 ! ! ! 3
96 ST121TS CTStd of RightTransverseTemporal 0.5588 0.0029 ! ! ! 3
97 ST44TS CTStd of LeftParahippocampal 0.5677 0.1203 7 ! 7 1
98 ST115CV VCP of RightSuperiorFrontal 0.6452 0.1488 ! ! 7 2
99 ST52TS CTStd of LeftPrecuneus 0.6598 0.0297 ! ! 7 2
100 ST111CV VCP of RightPrecuneus 0.7032 0.3266 ! 7 7 1
101 ST80SV VWM of RightChoroidPlexus 0.643 0.0348 ! 7 7 1
102 ST56TA CTAvg of LeftSuperiorFrontal 0.7369 0.0432 ! 7 7 1
103 ST45TS CTStd of LeftParsOpercularis 0.5857 0.0378 ! 7 7 1
104 ST36TA CTAvg of LeftLateralOrbitofrontal 0.6896 0.0701 ! ! 7 2
105 ST69SV VWM of OpticChiasm 0.5767 0.0003 7 ! 7 1
106 ST19SV VWM of LeftCerebralCortex 0.687 0.0155 7 7 7 0
107 ST54TS CTStd of LeftRostralAnteriorCingulate 0.5745 0.0012 7 ! 7 1
108 ST60SA Surface Area of LeftTemporalPole 0.5108 0.0060 7 ! 7 1
109 ST84SA Surface Area of RightFrontalPole 0.5033 0.0019 7 ! 7 1
110 ST11SV VWM of LeftAccumbensArea 0.6312 0.0043 7 ! 7 1
111 ST35TA CTAvg of LeftLateralOccipital 0.6843 0.0462 ! ! 7 2
112 ST72TS CTStd of RightBankssts 0.5421 0.0000 7 ! 7 1
113 ST46TA CTAvg of LeftParsOrbitalis 0.6685 0.0229 ! ! 7 2
114 ST42SV VWM of LeftPallidum 0.5853 0.0134 7 7 7 0
115 ST106CV VCP of RightParsTriangularis 0.602 0.3076 ! ! 7 2
116 ST23TS CTStd of LeftCuneus 0.5292 0.0043 7 ! 7 1
117 ST124SV VWM of RightVentralDC 0.6227 0.0022 7 ! 7 1
118 ST127SV VWM of ThirdVentricle 0.6421 0.2154 ! ! ! 3
119 ST90TS CTStd of RightInferiorParietal 0.6574 0.0220 ! 7 7 1
120 ST103SA Surface Area of RightParahippocampal 0.5611 0.3325 ! 7 ! 2
121 ST91SA Surface Area of RightInferiorTemporal 0.6229 0.0048 7 7 7 0
122 ST49TA CTAvg of LeftPostcentral 0.666 0.0006 7 7 7 0
123 ST82TS CTStd of RightCuneus 0.5199 0.0193 7 ! 7 1
124 ST109CV VCP of RightPosteriorCingulate 0.6395 0.3405 ! 7 ! 2
125 ST104TA CTAvg of RightParsOpercularis 0.6987 0.2450 ! 7 ! 2
126 ST23TA CTAvg of LeftCuneus 0.5954 0.1149 ! 7 7 1
127 ST48TA CTAvg of LeftPericalcarine 0.6103 0.0000 7 7 7 0
128 ST70SV VWM of RightAccumbensArea 0.642 0.0111 7 7 7 0
129 ST91TS CTStd of RightInferiorTemporal 0.5573 0.0064 7 7 7 0
130 ST103TS CTStd of RightParahippocampal 0.5589 0.0159 ! 7 7 1
131 ST48TS CTStd of LeftPericalcarine 0.5749 0.0012 7 7 7 0
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132 ST39TS CTStd of LeftMedialOrbitofrontal 0.5611 0.5345 7 7 7 0
133 ST97TS CTStd of RightLingual 0.5769 0.0004 7 7 7 0
134 ST45TA CTAvg of LeftParsOpercularis 0.6841 0.0000 7 7 7 0
135 ST40SA Surface Area of LeftMiddleTemporal 0.6035 0.0453 ! 7 7 1
136 ST13SA Surface Area of LeftBankssts 0.5742 0.0676 ! 7 7 1
137 ST31TS CTStd of LeftInferiorParietal 0.6614 0.0119 7 ! 7 1
138 ST108SA Surface Area of RightPostcentral 0.5197 0.0643 ! 7 7 1
139 ST106TA CTAvg of RightParsTriangularis 0.6836 0.2665 ! 7 ! 2
140 ST98CV VCP of RightMedialOrbitofrontal 0.6365 0.0019 7 7 7 0
141 ST108TA CTAvg of RightPostcentral 0.655 0.3015 ! 7 ! 2
142 ST50CV VCP of LeftPosteriorCingulate 0.6607 0.0680 ! 7 7 1
143 ST21SV VWM of LeftChoroidPlexus 0.6319 0.0021 7 7 7 0
144 ST130TS CTStd of RightInsula 0.5708 0.2193 ! 7 ! 2
145 ST113TA CTAvg of RightRostralAnteriorCingulate 0.5986 0.1577 ! 7 ! 2
146 ST25CV VCP of LeftFrontalPole 0.5791 0.0473 ! 7 7 1
147 ST130CV VCP of RightInsula 0.6478 0.1456 ! 7 ! 2
148 ST102SA Surface Area of RightParacentral 0.5491 0.6057 ! 7 7 1
149 ST104CV VCP of RightParsOpercularis 0.587 0.3316 ! 7 ! 2
150 ST47TA CTAvg of LeftParsTriangularis 0.665 0.0010 7 7 7 0
151 ST108CV VCP of RightPostcentral 0.5823 0.2358 ! 7 ! 2
152 ST15CV VCP of LeftCaudalMiddleFrontal 0.6559 0.0722 ! 7 ! 2
153 ST113SA Surface Area of RightRostralAnteriorCingulate 0.551 0.0678 ! 7 7 1
154 ST110TA CTAvg of RightPrecentral 0.67 0.2118 ! 7 ! 2
155 ST118CV VCP of RightSupramarginal 0.6689 0.1234 ! 7 ! 2
156 ST83SA Surface Area of RightEntorhinal 0.5859 0.0009 7 7 7 0
157 ST45CV VCP of LeftParsOpercularis 0.5674 0.0050 7 7 7 0
158 ST107TS CTStd of RightPericalcarine 0.5377 0.3568 ! 7 ! 2
159 ST25TS CTStd of LeftFrontalPole 0.5164 0.0070 7 7 7 0
160 ST105CV VCP of RightParsOrbitalis 0.6218 0.3674 ! 7 ! 2
161 ST14TA CTAvg of LeftCaudalAnteriorCingulate 0.554 0.0159 7 7 7 0
162 ST97SA Surface Area of RightLingual 0.5216 0.0212 7 7 7 0
163 ST115TS CTStd of RightSuperiorFrontal 0.5671 0.2344 ! 7 ! 2
164 ST25SA Surface Area of LeftFrontalPole 0.5188 0.0660 ! 7 7 1
165 ST43TS CTStd of LeftParacentral 0.5261 0.0276 ! 7 7 1
166 ST58TS CTStd of LeftSuperiorTemporal 0.5629 0.0170 7 7 7 0
167 ST32SA Surface Area of LeftInferiorTemporal 0.5969 0.1217 ! 7 ! 2
168 ST94TS CTStd of RightLateralOccipital 0.5668 0.0000 7 7 7 0
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169 ST9SV VWM of FourthVentricle 0.5344 0.0037 7 7 7 0
170 ST56CV VCP of LeftSuperiorFrontal 0.6476 0.0029 7 ! 7 1
171 ST13TS CTStd of LeftBankssts 0.5047 0.0002 7 7 7 0
172 ST109TS CTStd of RightPosteriorCingulate 0.5097 0.2516 ! ! ! 3
173 ST13CV VCP of LeftBankssts 0.7055 0.1079 ! ! ! 3
174 ST46TS CTStd of LeftParsOrbitalis 0.5004 0.0014 7 ! 7 1
175 ST36CV VCP of LeftLateralOrbitofrontal 0.6139 0.0335 ! ! 7 2
176 ST84TS CTStd of RightFrontalPole 0.5239 0.1128 7 7 7 0
177 ST45SA Surface Area of LeftParsOpercularis 0.53 0.1664 ! 7 ! 2
178 ST107TA CTAvg of RightPericalcarine 0.5875 0.1988 ! ! 7 2
179 ST114TS CTStd of RightRostralMiddleFrontal 0.5847 0.0052 ! 7 7 1
180 ST55CV VCP of LeftRostralMiddleFrontal 0.6404 0.0376 ! 7 7 1
181 ST6SV VWM of CorpusCallosumPosterior 0.5976 0.0019 7 ! 7 1
182 ST15TS CTStd of LeftCaudalMiddleFrontal 0.5006 0.0637 ! ! ! 3
183 ST104SA Surface Area of RightParsOpercularis 0.5039 0.0717 ! 7 ! 2
184 ST26TS CTStd of LeftFusiform 0.5545 0.3356 ! 7 7 1
185 ST1SV VWM of Brainstem 0.556 0.1172 ! 7 ! 2
186 ST119SA Surface Area of RightTemporalPole 0.5121 0.1051 ! 7 7 1
187 ST105TS CTStd of RightParsOrbitalis 0.5126 0.4054 ! 7 ! 2
188 ST93TS CTStd of RightIsthmusCingulate 0.6142 0.0001 7 ! 7 1
189 ST38CV VCP of LeftLingual 0.5764 0.0924 ! ! ! 3
190 ST106SA Surface Area of RightParsTriangularis 0.5097 0.1975 ! 7 7 1
191 ST43SA Surface Area of LeftParacentral 0.5453 0.4565 7 7 7 0
192 ST62TA CTAvg of LeftTransverseTemporal 0.6197 0.0034 7 7 7 0
193 ST129CV VCP of LeftInsula 0.6357 0.1292 ! 7 7 1
194 ST102TA CTAvg of RightParacentral 0.6248 0.0133 ! 7 ! 2
195 ST38TS CTStd of LeftLingual 0.5567 0.0122 7 7 7 0
196 ST54TA CTAvg of LeftRostralAnteriorCingulate 0.6085 0.0087 7 7 7 0
197 ST73SA Surface Area of RightCaudalAnteriorCingulate 0.5663 0.0020 7 ! 7 1
198 ST61SV VWM of LeftThalamus 0.5503 0.0013 7 ! 7 1
199 ST47CV VCP of LeftParsTriangularis 0.6336 0.0670 ! 7 7 1
200 ST24SA Surface Area of LeftEntorhinal 0.601 0.0218 7 7 7 0
201 ST49SA Surface Area of LeftPostcentral 0.52 0.0175 7 7 7 0
202 ST40TS CTStd of LeftMiddleTemporal 0.555 0.0006 7 ! 7 1
203 ST72SA Surface Area of RightBankssts 0.5851 0.0226 ! 7 7 1
204 ST46CV VCP of LeftParsOrbitalis 0.5964 0.0022 7 7 7 0
205 ST56TS CTStd of LeftSuperiorFrontal 0.5556 0.0007 7 ! 7 1
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206 ST65SV VWM of LeftVentralDC 0.6008 0.0002 7 ! 7 1
207 ST62SA Surface Area of LeftTransverseTemporal 0.5301 0.0044 7 7 7 0
208 ST49TS CTStd of LeftPostcentral 0.5751 0.0569 ! 7 ! 2
209 ST53SV VWM of LeftPutamen 0.6173 0.0872 ! 7 ! 2
210 ST15SA Surface Area of LeftCaudalMiddleFrontal 0.5143 0.0319 ! 7 7 1
211 ST48CV VCP of LeftPericalcarine 0.537 0.0000 7 7 7 0
212 ST117TS CTStd of RightSuperiorTemporal 0.5224 0.2251 ! 7 ! 2
213 ST50TS CTStd of LeftPosteriorCingulate 0.5184 0.0445 ! 7 7 1
214 ST14SA Surface Area of LeftCaudalAnteriorCingulate 0.5283 0.0178 7 7 7 0
215 ST62TS CTStd of LeftTransverseTemporal 0.5053 0.0368 ! 7 7 1
216 ST79SV VWM of RightCerebralWM 0.6244 0.0604 ! 7 7 1
217 ST102TS CTStd of RightParacentral 0.5109 0.6394 ! 7 ! 2
218 ST97CV VCP of RightLingual 0.583 0.0016 7 7 7 0
219 ST51TA CTAvg of LeftPrecentral 0.6605 0.0008 ! 7 ! 2
220 ST95CV VCP of RightLateralOrbitofrontal 0.6136 0.0463 7 7 7 0
221 ST85TS CTStd of RightFusiform 0.5267 0.0001 7 7 7 0
222 ST57SA Surface Area of LeftSuperiorParietal 0.5356 0.0374 ! ! ! 3
223 ST47TS CTStd of LeftParsTriangularis 0.5032 0.0019 7 7 7 0
224 ST82TA CTAvg of RightCuneus 0.5912 0.0966 ! 7 7 1
225 ST39CV VCP of LeftMedialOrbitofrontal 0.6012 0.0085 ! 7 ! 2
226 ST57TS CTStd of LeftSuperiorParietal 0.5791 0.0362 7 7 7 0
227 ST95TS CTStd of RightLateralOrbitofrontal 0.5357 0.0007 7 7 7 0
228 ST98TS CTStd of RightMedialOrbitofrontal 0.5493 0.0006 7 7 7 0
229 ST18SV VWM of LeftCerebellumWM 0.5167 0.1087 ! 7 ! 2
230 ST74CV VCP of RightCaudalMiddleFrontal 0.6088 0.0003 7 7 7 0
231 ST26SA Surface Area of LeftFusiform 0.5577 0.0890 ! 7 7 1
232 ST47SA Surface Area of LeftParsTriangularis 0.5578 0.0306 ! 7 7 1
233 ST107CV VCP of RightPericalcarine 0.5502 0.3207 ! 7 ! 2
234 ST46SA Surface Area of LeftParsOrbitalis 0.5223 0.0210 7 7 7 0
235 ST36TS CTStd of LeftLateralOrbitofrontal 0.52 0.0104 7 7 7 0
236 ST78SV VWM of RightCerebralCortex 0.685 0.0003 7 7 7 0
237 ST118TS CTStd of RightSupramarginal 0.5299 0.0220 ! 7 7 1
238 ST121CV VCP of RightTransverseTemporal 0.567 0.2128 ! ! 7 2
239 ST112SV VWM of RightPutamen 0.6165 0.1374 ! 7 ! 2
240 ST44SA Surface Area of LeftParahippocampal 0.5171 0.0160 7 7 7 0
241 ST2SV VWM of CorpusCallosumAnterior 0.5773 0.0219 7 ! 7 1
242 ST111SA Surface Area of RightPrecuneus 0.5259 0.0033 ! 7 ! 2
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243 ST74TS CTStd of RightCaudalMiddleFrontal 0.5063 0.2396 7 7 7 0
244 ST35TS CTStd of LeftLateralOccipital 0.5549 0.0159 7 7 7 0
245 ST74SA Surface Area of RightCaudalMiddleFrontal 0.5205 0.0040 7 7 7 0
246 ST99TS CTStd of RightMiddleTemporal 0.5071 0.0016 7 ! 7 1
247 ST94CV VCP of RightLateralOccipital 0.5907 0.0013 7 7 7 0
248 ST116SA Surface Area of RightSuperiorParietal 0.5081 0.0000 ! 7 7 1
249 ST73TA CTAvg of RightCaudalAnteriorCingulate 0.5592 0.0529 7 ! 7 1
250 ST32TS CTStd of LeftInferiorTemporal 0.5337 0.0078 7 7 7 0
251 ST14CV VCP of LeftCaudalAnteriorCingulate 0.5246 0.0029 7 7 7 0
252 ST93SA Surface Area of RightIsthmusCingulate 0.5006 0.0041 7 ! 7 1
253 ST43TA CTAvg of LeftParacentral 0.6069 0.0000 7 7 7 0
254 ST73CV VCP of RightCaudalAnteriorCingulate 0.509 0.0050 7 7 7 0
255 ST106TS CTStd of RightParsTriangularis 0.5342 0.2395 ! 7 ! 2
256 ST59TS CTStd of LeftSupramarginal 0.5673 0.0008 7 7 7 0
257 ST121SA Surface Area of RightTransverseTemporal 0.5325 0.0220 7 7 7 0
258 ST117SA Surface Area of RightSuperiorTemporal 0.5037 0.0785 ! 7 ! 2
259 ST118SA Surface Area of RightSupramarginal 0.5202 0.0374 ! 7 7 1
260 ST49CV VCP of LeftPostcentral 0.6002 0.0258 ! 7 7 1
261 ST113CV VCP of RightRostralAnteriorCingulate 0.5256 0.2416 ! 7 ! 2
262 ST116CV VCP of RightSuperiorParietal 0.6527 0.0782 ! 7 ! 2
263 ST110TS CTStd of RightPrecentral 0.5506 0.0767 ! ! ! 3
264 ST51CV VCP of LeftPrecentral 0.6142 0.0118 7 7 7 0
265 ST55TS CTStd of LeftRostralMiddleFrontal 0.583 0.0097 7 7 7 0
266 ST31SA Surface Area of LeftInferiorParietal 0.5756 0.0011 7 7 7 0
267 ST121TA CTAvg of RightTransverseTemporal 0.5995 0.1027 ! 7 ! 2
268 ST54CV VCP of LeftRostralAnteriorCingulate 0.5706 0.0094 7 7 7 0
269 ST116TS CTStd of RightSuperiorParietal 0.6006 0.1474 ! ! 7 2
270 ST23SA Surface Area of LeftCuneus 0.5347 0.0522 ! 7 7 1
271 ST110CV VCP of RightPrecentral 0.6195 0.0737 ! 7 ! 2
272 ST39SA Surface Area of LeftMedialOrbitofrontal 0.539 0.0862 ! 7 ! 2
273 ST48SA Surface Area of LeftPericalcarine 0.5039 0.0078 7 7 7 0
274 ST43CV VCP of LeftParacentral 0.5205 0.0013 7 7 7 0
275 ST77SV VWM of RightCerebellumWM 0.5166 0.0266 ! 7 7 1
276 ST120SV VWM of RightThalamus 0.5549 0.1509 ! 7 ! 2
277 ST90SA Surface Area of RightInferiorParietal 0.5617 0.0018 7 7 7 0
278 ST62CV VCP of LeftTransverseTemporal 0.5541 0.1146 ! 7 7 1
279 ST114CV VCP of RightRostralMiddleFrontal 0.6319 0.1246 ! ! ! 3
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280 ST23CV VCP of LeftCuneus 0.5023 0.0002 7 ! 7 1
281 ST34SA Surface Area of LeftIsthmusCingulate 0.5296 0.0729 ! 7 7 1
282 ST108TS CTStd of RightPostcentral 0.5658 0.2758 ! 7 ! 2
283 ST20SV VWM of LeftCerebralWM 0.6229 0.0167 7 ! 7 1
284 ST82SA Surface Area of RightCuneus 0.5175 0.0264 ! ! 7 2
285 ST51TS CTStd of LeftPrecentral 0.5136 0.0173 7 7 7 0
286 ST99SA Surface Area of RightMiddleTemporal 0.5725 0.0052 7 ! 7 1
287 ST85SA Surface Area of RightFusiform 0.5894 0.0098 7 ! 7 1
288 ST107SA Surface Area of RightPericalcarine 0.527 0.2189 ! ! 7 2
289 ST110SA Surface Area of RightPrecentral 0.5316 0.2282 ! 7 ! 2
290 ST105SA Surface Area of RightParsOrbitalis 0.5011 0.3465 ! 7 ! 2
291 ST59SA Surface Area of LeftSupramarginal 0.5404 0.0045 7 ! 7 1
292 ST52SA Surface Area of LeftPrecuneus 0.5477 0.0128 7 ! 7 1
293 ST102CV VCP of RightParacentral 0.5371 0.3523 ! 7 ! 2
294 ST82CV VCP of RightCuneus 0.518 0.0188 7 7 7 0
295 ST54SA Surface Area of LeftRostralAnteriorCingulate 0.5081 0.0028 7 ! 7 1
296 ST94SA Surface Area of RightLateralOccipital 0.5127 0.0011 7 ! 7 1
297 ST98SA Surface Area of RightMedialOrbitofrontal 0.5098 0.0010 7 7 7 0
298 ST114SA Surface Area of RightRostralMiddleFrontal 0.5206 0.1251 ! 7 7 1
299 ST76SV VWM of RightCerebellumCortex 0.543 0.0004 7 7 7 0
300 ST50SA Surface Area of LeftPosteriorCingulate 0.5143 0.0406 ! 7 7 1
301 ST38SA Surface Area of LeftLingual 0.5137 0.0135 7 7 7 0
302 ST57CV VCP of LeftSuperiorParietal 0.6124 0.0193 7 7 7 0
303 ST35SA Surface Area of LeftLateralOccipital 0.5109 0.0822 ! 7 7 1
304 ST129SA Surface Area of LeftInsula 0.5062 0.1134 ! 7 7 1
305 ST58SA Surface Area of LeftSuperiorTemporal 0.5312 0.0175 7 7 7 0
306 ST35CV VCP of LeftLateralOccipital 0.5843 0.1187 ! ! 7 2
307 ST109SA Surface Area of RightPosteriorCingulate 0.5121 0.2183 ! 7 ! 2
308 ST36SA Surface Area of LeftLateralOrbitofrontal 0.5149 0.0192 7 ! 7 1
309 ST17SV VWM of LeftCerebellumCortex 0.5296 0.0230 ! 7 7 1
310 ST55SA Surface Area of LeftRostralMiddleFrontal 0.5158 0.0044 7 ! 7 1
311 ST95SA Surface Area of RightLateralOrbitofrontal 0.5077 0.0007 7 ! 7 1
312 ST115SA Surface Area of RightSuperiorFrontal 0.5161 0.0547 ! 7 7 1
313 ST130SA Surface Area of RightInsula 0.5121 0.2980 ! 7 ! 2
314 ST10CV VCP of Icv 0.5298 0.4283 ! ! ! 3
315 ST56SA Surface Area of LeftSuperiorFrontal 0.5203 0.0002 7 ! 7 1
316 EICV Estimated Intracranial Volume 0.5264 0.0001 7 7 7 0
continúa en la siguiente página
137
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317 ST86SA Surface Area of RightHemisphere 0.5136 0.0026 7 7 7 0
318 ST27SA Surface Area of LeftHemisphere 0.5119 0.1310 ! ! 7 2
.2 Resultados de los métodos de selección de variables sobre las
6 variables cĺınicas originales. Calificación final






















































1 CDGLOBAL Global CDR 0.9777 0.1254 ! ! ! 3
2 PTAGE Edad del paciente 0.5236 0.0022 7 ! 7 1
3 PTEDUCAT Años de educacion 0.5811 0.0205 ! ! ! 3
4 PTGENDER Genero 0.5232 1.4259 ! ! ! 3
5 PTHAND Handedness 0.5081 0.0052 7 ! 7 1
6 MMSCORE MMSE Total Score 0.8681 0.0009 7 ! 7 1
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Marie Chupin, Emilie Gérardin, Rémi Cuingnet, Claire Boutet, Louis Lemieux, Stéphane Lehéricy, Habib Benali,
Line Garnero, Olivier Colliot, and Alzheimer’s Disease Neuroimaging Initiative. Fully automatic hippocampus
segmentation and classification in alzheimer’s disease and mild cognitive impairment applied on data from
adni. Hippocampus, 19(6):579–587, Jun 2009. doi: 10.1002/hipo.20626. URL http://dx.doi.org/10.1002/
hipo.20626. 34, 37, 45, 47, 87
C. M. Clark, C. Davatzikos, A. Borthakur, A. Newberg, S. Leight, V. M-Y Lee, and J. Q. Trojanowski. Biomarkers
for early detection of alzheimer pathology. Neurosignals, 16(1):11–18, 2008. doi: 10.1159/000109754. URL
http://dx.doi.org/10.1159/000109754. 30, 32
NR Cook. Use and misuse of the receiver operating characteristic curve in risk prediction. Circulation, 115(2):
928–935, 2007. doi: 10.1161/CIRCULATIONAHA.106.672402. 91, 122
Yue Cui, Bing Liu, Suhuai Luo, Xiantong Zhen, Ming Fan, Tao Liu, Wanlin Zhu, Mira Park, Tianzi Jiang, and
Jesse Jin. Identification of conversion from mild cognitive impairment to alzheimer’s disease using multivariate
predictors. PLoS One, 6(7):e21896, 2011. 3, 48, 70, 71, 73, 87, 89, 91, 119, 121, 122, 124
Remi Cuingnet, Emilie Gerardin, Jérôme Tessieras, Guillaume Auzias, Stéphane Lehéricy, Marie-Odile Habert,
Marie Chupin, Habib Benali, and Olivier Colliot. Automatic classification of patients with alzheimer’s disease
from structural mri: A comparison of ten methods using the adni database. Multivariate Decoding and Brain
Reading, 56(2):766–781, 2011. ISSN 1053-8119. doi: 10.1016/j.neuroimage.2010.06.013. URL http://www.
sciencedirect.com/science/article/pii/S1053811910008578. 37, 43, 44, 48, 49, 71, 73, 83, 87, 89, 120, 121
Jeffrey Cummings. Alzheimer’s disease: clinical trials and the amyloid hypothesis. Ann Acad Med Singapore, 40
(7):304–303, Jul 2011. 5
Jeffrey L Cummings. Alzheimer’s disease. N Engl J Med, 351(1):56–67, Jul 2004. doi: 10.1056/NEJMra040223.
URL http://dx.doi.org/10.1056/NEJMra040223. xi, 5, 6, 7
Anders Dale, Bruce Fischl, and Martin I. Sereno. Cortical surface-based analysis: I. segmentation and surface
reconstruction. NeuroImage, 9(2):179–194, 1999. 37, 112
Sandhitsu R Das, Brian B Avants, John Pluta, Hongzhi Wang, Jung W Suh, Michael W Weiner, Susanne G
Mueller, and Paul A Yushkevich. Measuring longitudinal change in the hippocampal formation from in vivo
high-resolution t2-weighted mri. Neuroimage, 60(2):1266–1279, Apr 2012. doi: 10.1016/j.neuroimage.2012.01.
098. URL http://dx.doi.org/10.1016/j.neuroimage.2012.01.098. 45, 47, 48
C. Davatzikos, K. Ruparel, Y. Fan, D. G. Shen, M. Acharyya, J. W. Loughead, R. C. Gur, and D. D. Langleben.
Classifying spatial patterns of brain activity with machine learning methods: application to lie detection.
Neuroimage, 28(3):663–668, Nov 2005. doi: 10.1016/j.neuroimage.2005.08.009. URL http://dx.doi.org/10.
1016/j.neuroimage.2005.08.009. 72
Christos Davatzikos, Yong Fan, Xiaoying Wu, Dinggang Shen, and Susan M Resnick. Detection of prodromal
alzheimer’s disease via pattern classification of magnetic resonance imaging. Neurobiol Aging, 29(4):514–523,
Apr 2008. doi: 10.1016/j.neurobiolaging.2006.11.010. URL http://dx.doi.org/10.1016/j.neurobiolaging.
2006.11.010. 52, 71, 72, 73
141
REFERENCIAS
Sergio Davinelli, Mariano Intrieri, Claudio Russo, Alfonso Di Costanzo, Davide Zella, Paolo Bosco, and Giovanni
Scapagnini. The ”alzheimer’s disease signature”: potential perspectives for novel biomarkers. Immun Ageing,
8:7, 2011. doi: 10.1186/1742-4933-8-7. URL http://dx.doi.org/10.1186/1742-4933-8-7. 25
Steven T DeKosky, Maria C Carrillo, Creighton Phelps, David Knopman, Ronald C Petersen, Richard Frank,
Dale Schenk, Donna Masterman, Eric R Siemers, Jesse M Cedarbaum, Michael Gold, David S Miller, Bruce H
Morimoto, Ara S Khachaturian, and Richard C Mohs. Revision of the criteria for alzheimer’s disease: A
symposium. Alzheimers Dement, 7(1):e1–12, Jan 2011. xv, 9, 10
Rahul Desikan, Florent Sigonne, Bruce Fischl, Brian T. Quinn, Bradford C. Dickerson, Deborah Blacker, Randy L.
Buckner, Anders M. Dale, R. Paul Maguire, Bradley T. Hyman, Marilyn S. Albert, and Ronald J. Killiany. An
automated labeling system for subdividing the human cerebral cortex on mri scans into gyral based regions of
interest. NeuroImage, 31(3):968–980, 2006. ISSN 1053-8119. URL http://www.sciencedirect.com/science/
article/pii/S1053811906000437. xii, 35, 36, 37, 45, 46, 85, 88
Rahul Desikan, Howard Cabral, Christopher Hess, William Dillon, Christine Glastonbury, Michael Weiner,
Nicholas Schmansky, Douglas Greve1, David Salat, Randy Buckner, and Bruce Fischl. Automated mri mea-
sures identify individuals with mild cognitive impairment and alzheimer’s disease. Brain, 132(8):2048–2057,
2009. xii, 3, 29, 31, 32, 37, 45, 46, 87, 119, 124
Rahul S Desikan, Howard J Cabral, Fabio Settecase, Christopher P Hess, William P Dillon, Christine M Glaston-
bury, Michael W Weiner, Nicholas J Schmansky, David H Salat, Bruce Fischl, and Alzheimer’s Disease Neu-
roimaging Initiative. Automated mri measures predict progression to alzheimer’s disease. Neurobiol Aging, 31
(8):1364–1374, Aug 2010. 45
Christophe Destrieux, Bruce Fischl, Anders Dale, and Eric Halgren. Automatic parcellation of human cortical
gyri and sulci using standard anatomical nomenclature. Neuroimage, 53(1):1–15, Oct 2010. doi: 10.1016/j.
neuroimage.2010.06.010. URL http://dx.doi.org/10.1016/j.neuroimage.2010.06.010. 35, 37, 88
Bradford C Dickerson, Akram Bakkour, David H Salat, Eric Feczko, Jenni Pacheco, Douglas N Greve, Fran
Grodstein, Christopher I Wright, Deborah Blacker, H. Diana Rosas, Reisa A Sperling, Alireza Atri, John H
Growdon, Bradley T Hyman, John C Morris, Bruce Fischl, and Randy L Buckner. The cortical signature of
alzheimer’s disease: regionally specific cortical thinning relates to symptom severity in very mild to mild ad
dementia and is detectable in asymptomatic amyloid-positive individuals. Cereb Cortex, 19(3):497–510, Mar
2009. doi: 10.1093/cercor/bhn113. URL http://dx.doi.org/10.1093/cercor/bhn113. 35, 37, 44
Chris Ding and Hanchuan Peng. Minimum redundancy feature selection from microarray gene expression data.
Journal of Bioinformatics and Computational Biology, 3(2):185–2005, apr. 2005. 69, 70, 92
GM Doniger, DM Zucker, A Schweiger, T Dwolatzky, H Chertkow, H Crystal, and ES Simon. Towards practical
cognitive assessment for detection of early dementia: a 30-minute computerized battery discriminates as well
as longer testing. Current Alzheimer Research, 2(2):117–124, 2005. 91, 122
Bruno Dubois, Howard H Feldman, Claudia Jacova, Steven T Dekosky, Pascale Barberger-Gateau, Jeffrey Cum-
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Bruce Fischl, David H. Salat, André J.W. van der Kouwe, Nikos Makris, Florent Ségonne, Brian T. Quinn, and An-
ders M. Dale. Sequence-independent segmentation of magnetic resonance images. NeuroImage, 23(Supplement
143
REFERENCIAS
1):S69–S84, 2004a. ISSN 1053-8119. doi: DOI:10.1016/j.neuroimage.2004.07.016. URL http://www.
sciencedirect.com/science/article/B6WNP-4DCMGVT-2/2/7eee26326dc63f931b826eac33becc8b. Mathe-
matics in Brain Imaging. 88, 112
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based morphometry method to investigate structural changes: application to alzheimer’s disease. Neuro-
radiology, 52(3):203–213, Mar 2010. doi: 10.1007/s00234-009-0600-1. URL http://dx.doi.org/10.1007/
s00234-009-0600-1. 37
H.-T. Lin and C.-J. Lin. A study on sigmoid kernels for svm and the training of non- psd kernels by smo-
type methods. Technical report, Department of Computer Science, National Taiwan University, 2003. URL
http://www.csie.ntu.edu.tw/~cjlin/papers/tanh.pdf. 109
Yawu Liu, Teemu Paajanen, Yi Zhang, Eric Westman, Lars-Olof Wahlund, Andrew Simmons, Catherine Tunnard,
Tomasz Sobow, Patrizia Mecocci, Magda Tsolaki, Bruno Vellas, Sebastian Muehlboeck, Alan Evans, Chris-
tian Spenger, Simon Lovestone, and Hilkka Soininen. Combination analysis of neuropsychological tests and
structural mri measures in differentiating ad, mci and control groups—the addneuromed study. Neurobiology
of Aging, 32(7):1198–1206, 2011. 32
Raymond Y Lo, Alan E Hubbard, Leslie M Shaw, John Q Trojanowski, Ronald C Petersen, Paul S Aisen,
Michael W Weiner, William J Jagust, and Alzheimer’s Disease Neuroimaging Initiative. Longitudinal change
of biomarkers in cognitive decline. Arch Neurol, 68(10):1257–1266, Oct 2011. doi: 10.1001/archneurol.2011.123.
URL http://dx.doi.org/10.1001/archneurol.2011.123. 126
Daniel S Marcus, Tracy H Wang, Jamie Parker, John G Csernansky, John C Morris, and Randy L Buckner. Open
access series of imaging studies (oasis): cross-sectional mri data in young, middle aged, nondemented, and
demented older adults. Journal of Cognitive Neuroscience, 19(9):1498–1507, 2007. URL http://www.ncbi.
nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Citation&list_uids=17714011. 107, 111
The MathWorks. MATLAB. The Language of Thechnical Computing. v. 7.10.0499 (R2010a). The MathWorks,
February 2010. 109, 111, 126
N. Mattsson, E. Rosén, O. Hansson, N. Andreasen, L. Parnetti, M. Jonsson, S-K. Herukka, W. M. van der
Flier, M. A. Blankenstein, M. Ewers, K. Rich, E. Kaiser, M. M. Verbeek, M. Olde Rikkert, M. Tsolaki,
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