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Abstract
A maximum a posteriori estimator is presented for estimating the parameters of a lognormal random 0eld de0ned on
the unit circle S1. The measurement data are star-like curves, sample functions that are insu4ciently known as equivalent
classes of plane curves, where a curve is determined except translations and rotations in R2. The estimation problem is
also considered in the case of a lognormal random 0eld de0ned on the unit sphere S2, where the measurements are sample
function surfaces, determined except translations and rotations in R3. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Lognormal random 0eld; Gaussian random circle; Generation origin; Gaussian random sphere; A posteriori
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1. Introduction
The Gaussian random sphere has been studied by Muinonen [4], Muinonen et al. [5,6] and Pel-
toniemi et al. [7]. It can be used as a shape model for, e.g., grains of sand or dust particles as well
as large bodies such as asteroids, when the mathematical model is required to be simple and still
cover quite di?erent shapes.
By the Gaussian random sphere, we mean a lognormally distributed, isotropic random 0eld de0ned
on the unit sphere S2. It can also be interpreted as a particular function-valued random variable, where
a real random function is de0ned on S2. This function gives the radii from the origin to the boundary
of the particle, i.e., it is the radius function. A single particle is a realization of this random 0eld.
The Gaussian random circle is de0ned analogously on the unit circle S1.
Individualizing of the 0eld in the class of Gaussian random circles or spheres is needed while
using this model in simulations, e.g., in numerical scattering computations concerning particles which
have been modelled in this way. The parameters of the random 0eld can also work as a quality
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indicator of industrial pigments. In practice, the data used in parameter estimation can consist of
projections of the sample particles existing as photographs. Our data for the circle case are star-like
plane curves in Section 3 and for the sphere case star-like surfaces in Section 5. Additional di4culties
is provided by the fact that the generation origin required by the model cannot be viewed in these
“measurements”. This paper considers the problem of estimating the parameters of the lognormal
random 0eld on S1 or S2 from the measurements described above.
2. Gaussian random circle and sphere
We begin by describing the random model for the “particle” shape in R2 (in R3). Let the unit circle
in R2 (unit sphere in R3) be S1 ={(cos; sin) ∈ R2 | ∈ [0; 2[}(S2 ={x=(sin  cos; sin  sin;
cos ) ∈ R3 |  ∈ [0; ];  ∈ [0; 2[}, where  and  are the spherical coordinates corresponding to
the unit vector). We write a real, square integrable function s de0ned on S1 as a Fourier series
s() =
∑
k¿0
(Ak cos+ Bk sin); (2.1)
where B0 = 0 and
A0 =
1
2
∫ 2
0
s() d;
Ak
Bk
=
1
	
∫ 2
0
cos k
sin k
s() d; k¿1:
Correspondingly, on S2 as Laplace series
s(; ) =
∑
l¿0
l∑
k=0
(alk cos k+ blk sin k)Plk(cos ); (2.2)
where bl0 = 0 and Plk are associated Legendre functions. In this case, we denote
N 2l0 = ‖Pl0(cos )‖−2L2(S2) =
2l+ 1
4 ;
N 2lk =
∥∥∥∥ cos ksin k Plk(cos )
∥∥∥∥
−2
L2(S2)
=
2l+ 1
2
(l− k)!
(l+ k)!
; k¿1: (2.3)
Then
alk
blk
= N 2lk
∫
S2
cos k
sin k
Plk(cos )s(; ) sin  d d:
Let s be an isotropic normal random 0eld, de0ned on the unit circle S1, whose expectation is
〈s()〉= 0 in S1. As known from [8] its covariance function is of the form
ks(1; 2):=Cov(s(1); s(2)) =
∑
k¿0
2k cos(k(1 − 2)); 1; 2 ∈ [0; 2[; (2.4)
where
2k¿0 ∀k ∈ N;
∑
k¿0
2k ¡∞: (2.5)
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Especially, 2:=Var(s()) =
∑
k¿0 
2
k in S
1. The 0niteness of the sum is the minimal regularity
condition.
Correspondingly, if s is an isotropic normal random 0eld de0ned on the unit sphere S2, and the
expectation is 〈s(x)〉= 0 in S2, its covariance function is of the form
ks(x1; x2):=Cov(s(x1); s(x2)) =
∑
l¿0
2l Pl(x1 · x2); x1; x2 ∈ S2; (2.6)
where Pl is a Legendre polynomial and x1 · x2 is a dot product. Additionally, as in S1-case,
2l¿0 ∀l ∈ N;
∑
l¿0
2l ¡∞; (2.7)
giving as a variance 2:=Var(s(x)) =
∑
l¿0 
2
1; x ∈ S2.
Conversely, a function ks that has representation (2.4) (or (2.6)) with the coe4cients 2k(
2
l )
satisfying conditions (2.5) ((2.7)) is the covariance function of some isotropic normal random 0eld
on S1 (on S2).
It is known that the sample function s() (s(x)) of the 0eld s is a square integrable function on
S1 (on S2) with probability one (see also (2.10)). We want that the sample functions are relatively
smooth, and this will happen if
∑
k¿0 k
q2k ¡∞ (
∑
l¿0 l
q2l ¡∞) for adequately large q ∈ N [2,8].
The real-valued random variables
A0 =
1
2
∫ 2
0
s() d;
Ak
Bk
=
1

∫ 2
0
cos k
sin k s() d; k¿1;
in S2-case
alk
blk
= N 2lk
∫
S2
cos k
sin k Plk
(cos )s(x) dx (dx= sin  d d)
are normally distributed and so are also all 0nite-dimensional random vectors having them as coor-
dinates. The expectations are zeros. In the S1-case we have
Cov(Ak; An) = 〈AkAn〉= 12
∫ 2
0
∫ 2
0
cos k1 cos n2ks(1; 2) d1 d2
1
2
∑
i¿0
∫ 2
0
∫ 2
0
cos k1 cos n22i cos(i(1 − 2)) d1 d2 = 2kkn;
where kn is Kronecker’s delta. In the same way, we get that Cov(Bk; Bn)= 2kkn and Cov(Ak; Bn)=
0; k; n ∈ N. Thus, the random variables Ak; Bk ; k ∈ N, are independent and distributed as (B0 = 0)
Ak; Bk ∼ N(0; 2k); k ∈ N: (2.8)
Using the real form of the addition theorem of spherical harmonics [1] and orthogonality yields
to the result
Cov(alk ; anm) = 〈alkanm〉
=N 2lkN
2
nm
∫
S2
∫
S2
cos k1 cosm2Plk(cos 1)Pnm(cos 2)ks(x1; x2) dx1 dx2
=N 2lkN
2
nm
∑
i¿0
2i
∫
S2
∫
S2
cos k1 cosm2Plk(cos 1)Pnm(cos 2)
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×

Pi(cos 1)Pi(cos 2) + 2 i∑
j=1
(i − j)!
(i + j)!
Pij(cos 1)
×Pij(cos 2)cos(j(1 − 2))

 dx1 dx1
=
{
2l lnkm; l¿0; k = 0;
2(l−k)!(l+k)!
2
l lnkm; l¿0; k¿1:
Similar computations show that Cov(blk ; bnm) = 2(l − k)!=(l + k)!2l lnkm; l¿0; k¿1, and
Cov(alk ; bnm) = 0. Thus, also the random variables alk ; blk ; l ∈ N; k = 0; : : : ; l; are independent and
distributed as (bl0 = 0)
al0 ∼ N(0; 2l ); alk ; blk ∼ N
(
0; 2
(l− k)!
(l+ k)!
2l
)
; k¿1: (2.9)
Conversely, let the coe4cients Ak and Bk in (2.1) (alk and blk in (2.2)) be independent random
variables which are distributed as in (2.8) (in (2.9)). In what follows, we assume that
∑
k¿0 k
q2k ¡∞
(
∑
l¿0 l
q2l ¡∞) for some 0xed q ∈ N.
The expectation of the random variable S2(q;K):=
∑K
k=1 k
q(A2k + B
2
k) is
〈S2(q;K)〉= 2
K∑
k=1
kq2k
K→ 2
∑
k¿1
kq2k ¡∞:
Correspondingly, in the S2-case let S2(q;L):=
∑L
l=0
∑l
k=0 l
qN−2lk (a
2
lk + b
2
lk).
Then
〈S2(q;L)〉=
L∑
l=0
lq2l
(
4
2l+ 1
+ 2
l∑
k=1
4
2l+ 1
)
= 4
L∑
l=0
lq2l
L→ 4
∑
l¿0
lq2l ¡∞:
By using monotone convergence we see that the series
∑
k¿0
kq(A2k + B
2
k);
∑
l¿0
l∑
k=0
lq
((
alk
Nlk
)2
+
(
blk
Nlk
)2)
(2.10)
converge with probability one. Thus, with probability one, function series (2.1) and (2.2), s() =∑
k¿0 (Ak cos k + Bk sin k) and s(x) =
∑
l¿0
∑l
k=0(alk cos k + blk sin k)Plk(cos ), respectively,
and their 0rst derivatives up to some order depending on q converge absolutely and uniformly
(
∑l
k=0 N
2
lkPlk(cos )
2=(2l+1)=4 as a consequence of the addition theorem of spherical harmonics).
Then functions (2.1) ((2.2)) are “relatively smooth”. They de0ne – as sample functions – an isotropic
normal random 0eld s on the unit circle S1 (correspondingly on the unit sphere S2) such as described
above, and what is needed when using simulations: sample functions can be easily drawn and the
approximation errors (caused by 0niteness) can be estimated in stochastic sense.
The sample functions
r() = a exp(s());  ∈ [0; 2[; r(x) = a exp(s(x)); x ∈ S2; (2.11)
where functions s() (s(x)) are given by formula (2:1) ((2:2)), Ak; Bk (alk ; blk) are such random
variables as described above and a¿ 0 is a constant, de0ne an isotropic lognormal random 0eld r
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on the unit circle S1 (on the unit sphere S2), the expectation of which is 〈r()〉 = a exp(1=22) in
S1(〈r(x)〉= a exp(1=22) in S2), and the covariance function of which is
kr(1; 2):=Cov(r(1); r(2)) = a2 exp(2)(exp(ks(1; 2))− 1);
kr(x1; x2):=Cov(r(x1); r(x2)) = a2 exp(2)(exp(ks(x1; x2))− 1):
Especially, Var(r()) = a2(exp(22) − exp(2)) in S1(Var(r(x)) correspondingly), and higher mo-
ments are also easy to compute. Note that a and ks fully determine the lognormal 0eld r. When we
additionally 0x on origin, called the generation origin, a function r() (r(x)) gives a Gaussian ran-
dom circle (Gaussian random sphere) realization as position vectors r():=r()(cos; sin);  ∈
[0; 2[ (r(x):=r(x)x; x ∈ S2 correspondingly).
3. Posteriori distribution of the parameters of Gaussian random circle
In this section we study the estimation problem of the parameters of the Gaussian random circle.
We call a plane curve a star-like one if it is of the form C={r(0;)(cos; sin) | ∈ [0; 2[}, where
r(0;) is a radius function with respect to the origin of R2. Let sta(C)⊂R2 be a set of those points
x= (x1; x2) ∈ R2 where C is radially in view, i.e. x ∈ sta(C)↔ C= {x+ r(x;)(cos; sin) | ∈
[0; 2[} for some 2-periodic radius function r(x;). The set sta (C) is compact and nonempty. The
outer normal of the curve C is n() = (r′(0;)cos − r(0;)sin; r′(0;)sin + r(0;)cos).
Then clearly
x ∈ sta(C) ⇔ x · n()¿0 ∀ ∈ [0; 2[: (3.1)
If x1; x2 ∈ sta(C) and  ∈ [0; 1],
(ax1 + (1− )x2) · n() = (x1 · n()) + (1− )(x2 · n())¿0 ∀ ∈ [0; 2[:
Thus, sta(C) is a convex set. Condition (3.1) o?ers also a possibility to control in computations when
x ∈ sta(C): Let k = 2(k − 1)=N; k ∈ [N ]:={1; : : : ; N}, for some N . Approximately x ∈ sta(C), if
x · n(k)¿0 ∀k ∈ [N ].
Let R be a rotation of the plane R2 by an angle  ∈ [0; 2[. A star-like curve C can be interpreted
as a realization curve
R {r(x;)(cos; sin)}= {r(x;−  )(cos; sin) | ∈ [0; 2[} (3.2)
of the random 0eld r on S1 for every x ∈ sta(C) and every  ∈ [0; 2[. Hence, we view C as an
insu4ciently — except translations and rotations — known graph of a sample function and sta(C)
as the set of potential generation origins. The radial model requires a choice of the origin. It has
been turned out to be fruitful to model also this variable stochastically. On the contrary, we will
later observe that the rotations R have no role when estimating the random 0eld r (when having
the normal statistic).
Our data consists of star-like curves Ci ; i ∈ [n], each one measured from a di?erent “particle”, so
that the sequence (ri(xi;−  i))n1 can be considered as an independent sample of sample functions
of the random 0eld r for every  i ∈ [0; 2[ and xi ∈ sta(Ci); i ∈ [n].
We use Bayesian inference when estimating the parameters of the 0eld r and also the generation
origins xi of the curves Ci. We interpret the generation origins xi as random variables and denote
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them by Xi ; i ∈ [n]. The coe4cients 2k we interpret as nonnegative-valued random variables and
denote them by "2k ; k ∈ N. Also #:=ln a is a random variable and we denote it by M. We assume
that the variables Xi ; i ∈ [n]; "2k ; k ∈ N, andM are independent. A quite natural a priori assumption
is that the variables Xi ; "2k and M are uniformly distributed on some bounded sets. Then a priori
densities of 0nite random vectors consisting of them are constants on the value sets, and zero outside.
We write shortly I(K)={0; : : : ; K}. Since ln r()=ln a+s()=A0+#+∑k¿1(Akcos k+Bksin k),
formula (2.8) shows that under the conditions "2k =
2
k ; k ∈ I(K); M=#, the conditional probability
density for that the logarithms of independent sample functions of the random 0eld r have the
coe4cients Ai;k ; Bi; k ; k ∈ I(K); i ∈ [n] is
f(Ai;k ; Bi; k ; k ∈ I(K); i ∈ [n] |"2k = 2k ; k ∈ I(K); M= #)
˙ −n0
(
K∏
k=1
−2nk
)
n∏
i=1
exp
{
−1
2
[
(Ai;0 − #)2
20
+
K∑
k=1
A2i; k + B
2
i; k
2k
]}
; (3.3)
where (A2i; k + B
2
i; k)=
2
k = 0 if 
2
k = 0.
For a star-like curve Ci we write (xi ∈ sta(Ci))
Ai;k(xi)
Bi;k(xi)
=
1

∫ 2
0
ln ri(xi;)
cos k
sin k d; k ∈ N; i ∈ [n];
ln ri(xi;) = Ai;0(xi) +
∑
k¿1
(Ai;k(xi)cos k+ Bi;k(xi)sin k):
(3.4)
We interpret the curves Ci ; i ∈ [n], as independent realization curves as in (3.2) (also the rotations
R i are independent, uniformly distributed random variables). By using the Bayesian formula for
conditional probability densities we get the joint a posteriori density (function) of the variables
"2k ; k ∈ I(K); M and Xi ; i ∈ [n], with respect to measurement knowledge (3.4) with indexes
k ∈ I(K),
fp((2k)
K
0 ; (xi)
n
1; #)
:=f("2k = 
2
k ; k ∈ I(K); Xi = xi ; i ∈ [n]; M= # |Ai;0; Bi; k ; k ∈ I(K); i ∈ [n])
˙ −n0 exp
(
−1
2
n∑
i=1
(Ai;0(xi)− #)2
20
)
K∏
k=1
−2nk exp
(
−1
2
n∑
i=1
Ai;k(xi)2 + Bi;k(xi)2
2k
)
;
2k ∈ ]0;∞[; k ∈ I(K); xi ∈ sta(Ci); i ∈ [n]; # ∈ R; (3.5)
where we have integrated over rotations R i , since they have no contribution in estimation: (Ai;k(xi)
cos k −Bi;k(xi)sin k )2 + (Ai;k(xi)sin k +Bi;k(xi)cos k )2 =Ai;k(xi)2 +Bi;k(xi)2 ∀ ∈ [0; 2[ (which
is natural, since the 0eld is isotropic and we use rotation invariant expressions). Also, the a priori
boundaries of Xi ; "2k and M are (partly) omitted, since they can be chosen to be arbitrary.
Next, we want to compute the mode (maximum) of the a posteriori density (3.5). It gives the
maximum a posteriori estimate (mleK(2k); mleK(xi); mleK(#)) (MAP estimate) for the quantities
2k ; k ∈ I(L); # and xi ; i ∈ [n], especially for the lognormal 0eld r on S1, when we set 2k = 0 if
k ¿K .
A function f(t)= t−mexp(−1=2at−2); t¿0; a¿ 0, obtains its maximum at t2=a=m. Let the points
xi ; i ∈ [n], and # be 0xed in the posteriori density (3.5). It follows from the product representation
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that for maximizing we have to choose (m= n and m= 2n)
20 =
1
n
n∑
i=1
(Ai;0(xi)− #)2; 2k =
1
n
n∑
i=1
Ai;k(xi)2 + Bi;k(xi)2
2
; k ∈ [K]: (3.6)
Choosing so, the 0rst factor in the product (3.5) takes the form
−n0 exp
(
−1
2
n∑
i=1
(Ai;0(xi)− #)2
20
)
=
nn=2e−n=2
[
∑n
i=1(Ai;0(xi)− #)2]n=2
;
so that
# =
1
n
n∑
i=1
Ai;0(xi): (3.7)
In summary, it su4ces to minimize the function
g((xi)n1) =

 n∑
i=1
(Ai;0(xi)− 1n
n∑
j=1
Aj;0(xj))2


1=2
×
K∏
k=1
[
n∑
i=1
(Ai;k(xi)2 + Bi;k(xi)2)
]
; (xi)n1 ∈
n∏
i=1
sta(Ci):
Here we see that a maximum of (3.5) exists, at least when Ci ∩ sta(Ci) = ∅; i ∈ [n], since then the
coe4cients Ai;k(xi) and Bi;k(xi) are continuous functions in sta(Ci); i ∈ [n].
Minimizing the function g is not easily carried out for large n, since the variable belongs to R2n.
Therefore, we use the following, alternative form of density (3.5)
fp ˙ −n0
(
K∏
k=1
−2nk
)
n∏
i=1
exp
{
−1
2
[
(Ai;0(xi)− #)2
20
+
K∑
k=1
Ai;k(xi)2 + Bi;k(xi)2
2k
]}
; (3.8)
where each origin xi appears in one factor of the product formula. The iteration toward the maximum
of density (3.8) goes as follows. In the main iteration cycle, the variables 2k ; k ∈ I(K), and # remain
0xed. They will be updated by formulas (3.6) and (3.7) at the end of the cycle. Because of the
product formula, for 0xed (2k)
K
0 and #, the points xi ; i ∈ [n], have to be chosen separately to
minimize the functions
hi(x) =
(Ai;0(x)− #)2
20
+
K∑
k=1
Ai;k(x)2 + Bi;k(x)2
2k
; i ∈ [n]; (3.9)
in the star-like sets sta(Ci)⊂R2. Thus, we have arrived at fully separate optimization problems in
R2, which can be solved by standard iterative methods (some adaptation is needed for the constraints
xi ∈ sta(Ci); the remark after (3.1)). After having updated 2k ; k ∈ I(K), and # a new main iteration
cycle can be undertaken. This simple procedure for maximizing (3.5) has proven to be very e?ective
in practice.
4. Smoothing estimate
Coe4cients (3.4), Ai;k(xi) and Bi;k(xi), contain in practice inaccuracy e?ected by noice in functions
ri(xi;) and also numerical integration in integrals (3.4). Assume that the computed coe4cients are
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A˜i; k(xi) = Ai;k(xi) + Ei;k and B˜i; k(xi) = Bi;k(xi) + Fi;k ; k ∈ N; i ∈ [n], where the errors Ei;k and
Fi;k are independent random variables not depending on exact values and points xi. Further we
assume that Ei;k ; Fi; k ∼ N(0; ,2); k ∈ N; i ∈ [n]. If ,2 is relatively small, we can estimate that
(approximately) 〈mleK(˜2k)〉 ≈ mleK(2k) + ,2 and Var(mleK(˜
2
k)) ≈ (2mleK(2k),2 + ,4)=n; k ∈ I(K),
where the MAP estimates mleK(˜
2
k) are computed by using perturbed coe4cients and the moments
are taken with respect to the error variables Ei;k and Fi;k . If mleK(˜
2
k) ≈ ,2 (or smaller), it is
most probably contributed by the inaccuracies. The truncation value K should be chosen so that
mleK(˜
2
k) ≈ ,2 for a relatively large number of the indexes k = K; K − 1; K − 2; : : : ; if the same
tendency would continue by the indexes k ¿K no information would be lost by truncation. If any
,2 is not available, a truncation criterion is that mleK(˜
2
k) are of the same (relatively small) size
for k = K; K − 1; K − 2; : : : (which is hopefully ≈ ,2). However, in practice it is necessary to use
some di?erent values of K and to compare the results. When the 0nal K is 0xed, we set 2k = 0
for k ¿K . In what follows, we return to notations Ai;k(xi) and Bi;k(xi) even if we were considering
real computed Fourier coe4cients.
Although we have truncated series (2.4), inaccuracy in the coe4cients Ai;k(xi) and Bi;k(xi) may
strongly e?ect to (mleK(2k); mleK(xi); mleK(#)). We denote ks(t) =
∑
k¿0 
2
k cos kt. In the function
space L2([0; ]) the L2-norm of its second derivative k ′′s is ‖k ′′s ‖2 = =2
∑
k¿1 k
44k . We want to
decrease the norm of k ′′s in regularization. Let -¿0 be a smoothing parameter. From (3.5) we get
the smoothing a posteriori density
fp;-((2k)
K
0 ; (xi)
n
1; #)˙ exp
(
−-
2
K∑
k=1
k44k
)
fp
˙ −n0 exp
(
−1
2
n∑
i=1
(Ai;0(xi)− #)2
20
)
×
K∏
k=1
−2nk exp
(
−1
2
n∑
i=1
Ai;k(xi)2 + Bi;k(xi)2
2k
− -
2
k44k
)
;
2k¿0; k ∈ I(K); xi ∈ sta(Ci); i ∈ [n]; # ∈ R: (4.1)
The regularization can be interpreted so that the a priori densities of the variables "2k are ˙
exp(−1=2-k44k); 2k¿0; k¿1.
Let (mleK;-(2k);mleK;-(xi);mleK;-(#)) be the mode of this distribution. We get a similar procedure
to compute it as in Section 3. The function f(t)=t−nexp(−1=2at−1−1=2-k4t2); t ¿ 0; a¿ 0; -¿ 0,
obtains its maximum at the point t, which is the only real root of the equation −2-k4t3−2nt+a=0.
Thus, 2k ; k¿1, in formula (3.6) will be replaced by the root of the polynomial
−2-k4t3 − 2nt +
n∑
i=1
(Ai;k(xi)2 + Bi;k(xi)2) = 0:
Formulas (3.7) and (3.9) will continue to be valid in this procedure.
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The smoothing parameter - will be determined by a simple way. We set a con0dence level
 ∈ [0; 1]. Let . be the set
. = {-¿0 |fp((mleK;-(2k))K0 ; (mleK;-(xi))n1;mleK;-(#))
¿fp((mleK(2k))
K
0 ; (mleK(xi))
n
1;mleK(#))}:
We tray to 0nd as large - in . as possible. As a procedure can be the following up-and-down
method: Let -1 =1. If -1 ∈ ., we set -2 =2, otherwise -2 = 12 and so on. Let -0 be a quite maximal
value in .. Then our 0nal estimate of the random 0eld r is
(mleK;-0 (
2
k);mleK;-0 (xi);mleK;-0 (#)): (4.2)
This separating procedure for 0nding the mode of the a posteriori distribution, which we have
described above, has been successful in simulations. However, our procedure gives no measure of
con0dence for the computed parameters, i.e., it tells only a little about the width of the a posteriori
distribution. The expectations and covariances of the coordinates of (("2k)
K
0 ; (Xi)
n
1;M) are perhaps
most conveniently available in (3.5) or (4.1) by using MCMC methods [3]. We will not study this
aspect in this paper. However, note that the expectation 〈(("2k)K0 ; (Xi)n1;M)〉 in (3.5) or (4.1) is a
valid estimate of the parameters, since the star-like sets sta(Ci) and the sets {(2l )K0 | 2l¿0} are
convex and thus 〈Xi〉 ∈ sta(Ci) and 〈2l 〉¿0.
5. Estimation of the parameters of Gaussian random sphere
Analogous to the curve data, we can study Bayesian estimation of the Gaussian random sphere
where the data consists of 0eld realization surfaces. Suppose that there exist insu4ciently known
surface realizations of the random 0eld r on S2, star-like surfaces Bi ; i ∈ [n], in R3. Naturally,
each one is measured from a di?erent realization particle so that the sequence (Bi)n1 is a sample
independent of surfaces. As in Section 3, each realization particle has its own unknown generation
origin Xi in the star-like set sta(Bi)⊂R3. By that we mean those points in R3 with respect to
which the surface can be expressed as a function of spherical coordinates. The coe4cients 2l of
covariance (2.6) are nonnegative random variables which we denote by /2l ; l ∈ N. They are a priori
independent and uniformly distributed (on some bounded set). When using regularization their a
priori densities are of the form ˙ exp(−1=2-l34l ); l¿1, since∫ 
0
[
d
dt
(sin tk ′s(t))
]2 dt
sin t
= 2
∑
l¿1
l2(l+ 1)2
2l+ 1
4l ;
where ks(t) =
∑
l¿0 
2
l Pl(cos t) according to (2.6). The remaining assumptions and indications are
here either the same as in Sections 3 and 4 or analogous. In particular, let
ln ri(xi; ; ) =
∑
l¿0
l∑
k=0
(ai; lk(xi)cos k+ bi; lk(xi)sin k)Plk(cos )
118 L. Lamberg et al. / Journal of Computational and Applied Mathematics 136 (2001) 109–121
be the logarithmic radius where the radius function ri(xi; ; ) is measured from the generation origin
xi to the surface Bi. As in Section 3, by using the Bayesian formula, we get the a posteriori density
fp((2l )
L
0 ; (xi)
n
1; #) :=f
(
/2l = 
2
l ; l ∈ I(L);Xi = xi ; i ∈ [n];M= # | ai; lk(xi);
bi; lk(xi); l ∈ I(L); k6l; i ∈ [n])
˙ −n0 exp
(
− 1
8
n∑
i=1
(ai;00(xi)− #)2
N 20020
)
×
L∏
l=1
{
−n(2l+1)l exp
[
−2l+ 1
8
n∑
i=1
(
ai; l0(xi)2
N 2l0
2
l
+
1
2
l∑
k=1
ai; lk(xi)2 + bi; lk(xi)2
N 2lk
2
l
)]}
;
2l¿0; l ∈ I(L); xi ∈ sta(Bi); i ∈ [n]; # ∈ R;
(5.1)
where Nlk is as in (2.3). Note that again the rotations of R3 have no role in distribution (5.1), since
al0(x)2=N 2l0 + 1=2
∑l
k=1(alk(x)
2 + blk(x)2)=N 2lk is invariant in rotations and we have integrated over
them. The truncation value L can be chosen as in Section 4. The mode (maximum) gives the MAP
estimate (mleL(2k);mleL(xi);mleL(#)).
Correspondingly, the --smoothing a posteriori density is
fp;-(2l )
L
0 ; (xi)
n
1; #
˙ exp
(
−-
2
L∑
l=1
l34l
)
fp
˙ −n0 exp
(
− 1
8
n∑
i=1
(ai;00(xi)− #)2
N 20020
)
×
L∏
l=1
{
−n(2l+1)l exp
[
−2l+ 1
8
n∑
i=1
(
ai; l0(xi)2
N 2l0
2
l
+
1
2
l∑
k=1
ai; lk(xi)2 + bi; lk(xi)2
N 2lk
2
l
)
− -
2
l34l
]}
;
2l¿0; l ∈ I(L); xi ∈ sta(Bi); i ∈ [n]; # ∈ R:
(5.2)
Distributions (5.1) and (5.2) can be handled in the same way as in Sections 3 and 4.
6. Simulated estimation
The MAP estimator-method for a “insu4ciently known” sample data described in Sections 3
and 4 has been tested in simulations by using di?erent covariance functions ks. The estimation has
systematically succeeded: the covariance function and the mean parameter a of the 0eld r have
been recovered. Sample shapes were generated by drawing lots for coe4cients Ak and BK (formula
(2.8)). A sample of star-like curves consisted of 100 or 500 curves. In minimizing functions (3.9),
the constraint that only values in the star-like set sta(Ci) are allowed was an essential one and was
handled by taking a discrete set of tangents of the convex set sta(Ci) (Section 3) and by allowing an
iteration step only in a cut of half planes determined by tangents. For obtaining a global minimum, a
candidate was tested in a global collection of lattice points. The iteration of function (3.9) was started
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Fig. 1. The correlation function computed with respect to the geometric centres (1), the without regularization estimated
correlation function (2), the original correlation function of the random 0eld s (3), the correlation function computed
from the sample curves with respect to the known generation origins (4), and the smoothing estimate of correlation
function (5).
Fig. 2. (a) The deviations of the estimated origins from the original generation origins in percent of the mean radius in
the smoothing case. (b) The proceeding of the mode iteration of density (4.1) at the 0nal smoothing parameter.
at the geometric centre. It is worth noticing that computing a covariance function by interpreting the
geometric centre as the generation origins of the sample curve gives usually a weak estimate for the
covariance, which emphasizes the importance of modeling also the generation origins stochastically.
In Figs. 1 and 2, we present a typical example of simulations, where no additional noice was
included in data (numerical integration causes naturally inaccuracy in Ai;k(xi) and Bi;k(xi)). The used
120 L. Lamberg et al. / Journal of Computational and Applied Mathematics 136 (2001) 109–121
Fig. 3. The correlation function computed with respect to the geometric centres (1), the original correlation function of
the random 0eld s (2), the correlation function computed from the sample curves with respect to the known generation
origins (3), and the smoothing estimate of the correlation function (4).
covariance function is
ks(1; 2) = 0:01 exp
(
− 2
2−√3sin
2 1
2
(1 − 2)
)
and we used 500 sample shapes. In average,the generation origins were recovered both without using
regularization (the mean of deviation is about 2.3% of a mean radius) and by using it (the mean
of deviation is a little less), but in some exceptions the deviation was 10% (statistical phenomenon;
the smoothing estimate case in Fig. 2, on the left). However, the covariance and a were recovered
quite well, by using regularization extremely well (curves 2 and 5 in Fig. 1; we used the con0dence
level 0.98). There are correlation functions ks(0)=ks(0) in Fig. 1, where 0 ∈ [0; 180] in degrees.
The example presented in Fig. 3 is otherwise the same as above, but we added N(0; ,2)-distributed
independent errors into the coe4cients Ai;k(xi) and Bi;k(xi), where ,2 = 0:02. Then the smoothing
procedure gave still a good estimate (the generation origins were well recovered), but the procedure
without regularization worked poorly (not included in Fig. 3).
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