In this paper we propose a special type of aggregation function which gener- construction of techniques which provide noise reduction. The operators described here are able to be used in both cases. In terms of image reduction we apply the methodology provided in [1] . We use the noise reduction operators obtained here to treat the images obtained in the first part of the paper, thus obtaining images with better quality.
Introduction
Image processing has great applicability in several areas. In medicine, for example, they can be applied to: Identify tumors [2] ; support techniques in advancing dental treatments [3] , etc. Such images are not always obtained with a suitable quality, and to detect the desired information, various methods have been developed in order to eliminate most of the noise contained in these images.
Another problem addressed in image processing is the decrease of resolution, usually aiming the reduction of memory consumption required for its storage [4] .
There are several techniques for image reduction in the literature, more recently Paternain et. al. [1] constructed reduction operators using weighted averaging aggregation functions. The proposed method consists of: (1) To reduce a given image by using a reduction operator; (2) To build a new image from the reduced one, and (3) To analyze the quality of the last image by using the measures PSNR and MSIM [4] .
In this work we introduce a class of aggregation functions called: Dynamic Ordered Weighted Averaging Function -(DYOWA). They generalize the OWA function introduced by Yager [5] and in particular the operators: Arithmetic Mean, Median, Maximum, Minimum and cOWA. We provide a range of their properties such as: idempotence, symmetry and homogeneity as well two methods 1 : (1) for image reduction and (2) for noise treatment.
This paper is structured in the following way: SECTION 2 provides some basics of Aggregation Functions Theory. SECTION 3 introduces Dynamic Ordered Weighted
Averaging functions, shows some examples and properties, and introduces a particular DY OWA function, called H, which will be fundamental for this work. In SECTION 4 we provide an application of DY OWA's to image reduction and in SECTION 5, we show that DY OWA functions are able to treat images with noise, aiming to improve the reduction method used in SECTION 4. Finally, section SECTION 6 gives the final remarks of this work.
Aggregation Functions
Aggregation functions are important mathematical tools for applications in several fields: Information fuzzy [6] ; Decision making [9, 8, 7, 11, 10] ; Image processing [1, 2, 12] and Engineering [13] . In this section we introduce them together with examples and properties. We also present a special family of aggregation functions called
Ordered Weighted Averaging -OWA and show some of its features.
Definition and Examples
Aggregation functions associate each entry x with n arguments in the closed interval such that:
1. f (0, ..., 0) = 0 and f (1, ..., 1) = 1;
2. If x ≤ y, i.e., x i ≤ y i , for all i = 1, 2, ..., n, then f (x) ≤ f (y).
Example 1.
(a) Arithmetic Mean:
From now on we will use the short term "aggregation" instead of "n-ary aggregation function".
Aggregations can be divided into four distinct classes: Averaging, Conjunctive, Disjunctive and Mixed. Since this paper focus on averaging aggregations, we will define only this class. A wider approach in aggregation can be found in [15, 14, 16, 17] .
Definition 2. An aggregation is called Averaging, if for all x ∈ [0, 1] n we have:
Example 2. The Arithmetic Mean, the Maximum and the Minimum are averaging aggregation functions.
Special Types Aggregation Functions
An aggregation function f :
(1) is Idempotent if, and only if, f (x, ..., x) = x for all x ∈ [0, 1].
(2) is Homogeneous of order k if, and only if, for all λ ∈ [0, 1] and
When f is homogeneous of order 1 we simply say that f is homogeneous.
(3) is Shift-invariant if, and only if, f (x 1 +r, x 2 +r, ..,
(4) is Monotonic if, and only if, x ≤ y implies f (x) ≤ f (y).
(5) is Strictly Monotone if, and only if, f (x) < f (y) whenever x < y, i.e. x ≤ y and x = y.
(6) has a Neutral Element e ∈ [0, 1], if for all t ∈ [0, 1] at any coordinate input vector x, it has to be:
f (e, ..., e, t, e, ..., e) = t, and (7) f is Symmetric if, and only if, its value is not changed under the permutations of the coordinates of x, i.e, we have:
For all x and any permutation P : {1, 2, ..., n} → {1, 2, ..., n}.
(8) An Absorbing Element (Annihilator) of an aggregation function f , is an element a ∈ [0, 1] such that:
there is some vector x with x j > 0, for all 1 ≤ j ≤ n, and f (x 1 , ..., x j−1 , a, x j+1 , .., x n ) = 0.
(10) A One Divisor of an aggregation function f is an element a ∈ ]0, 1[ such that, there is some vector x with x j < 1, for all 1 ≤ j ≤ n, and f (x 1 , ..., x j−1 , a, x j+1 , .., x n ) = 
which is also an aggregation function. (ii) M in and M ax have 0 and 1 elements as annihilator, respectively, but Arith does not have annihiladors.
(iii) M in, M ax and Arith do not have zero divisors and one divisors.
(iv) The dual of M ax with respect to negation N (x) = 1 − x is the M in function.
Ordered Weighted Averaging Function -OWA
In the field of aggregation functions there is a very important subclass in which the elements are parametric; they are called: Ordered Weighted Averaging or simply OWA
An OWA is an aggregation function which associates weights to all components x i of an input vector x. To achieve that observe the following definition. 
In what follows we remove w from OWA w (x). The main properties of such functions are: 
Given a vector x and its ordered permutation
is an OWA function in which the vector of weights is defined by:
• If n is odd, then w i = 0 for all i = n 2 and w n/2 = 1.
• If n is even, then w i = 0 for all i = Example 4. The n-dimensional cOWA function [18] is the OWA operator, with weighted vector defined by:
, and w n/2+i = w n/2−i+1 , for
• If n is odd, then w j =
The OWA functions are defined in terms of a predetermined vector of weights. In the next section we propose the generalization of the concept of OWA in order to relax the vector of weights. To achieve that we replace the vector of weights by a family of functions. The resulting functions are called Dynamic Ordered Weighted Avegaring
Functions or in short: DYOWAs.
3 Dynamic Ordered Weighted Avegaring Functions -
DY OWA
Before defining the notion of DY OWA functions, we need to establish the notion of weight-function.
Definition 4. A finite family of functions
is called family of weight-function (FWF).
A Dynamic Ordered Weighted Averaging Function or simply DYOWA associated to a FWF Γ is a function of the form:
Below we show some examples of DY OWA operators with their respective weightfunctions.
Example 6. The function Minimum can be obtained from Γ = {f i | 1 ≤ i ≤ n}, where
Example 7. Similarly, the function Maximum is also of type DY OWA with Γ dually defined.
Example 8. For any vector of weights
is a DY OWA in which the weight-functions are given by: f i (x) = w p(i) , where 
Properties of DY OWA Functions
The next theorem characterizes the DY OWA functions which are also aggregations. Proof. For all x = (x 1 , ..., x n ) have to
Corollary 2. All functions of the type DY OWA presented in examples 4, 5, 6, 7 and 8 are averaging aggregation functions.
Proof. Just see that those functions are monotonic.
Proof. If x = (x, ..., x) with t ∈ [0, 1], then:
This property is important because it tells us that every DY OWA is idempotent, regardless it is an aggregation or not.
Now, to λ = 0 we have:
Example 10. Let Γ be defined by
Then, The next definition provides a special FWF, which will be used to build a DY OWA whose properties are very important for this paper.
Definition 5. Consider the family Γ of functions
n . Let H be the associated DY OWA. The computation of H can be performed using the following expressions: , x 2 , ..., x n ) and f i (λx 1 , ..., λx n ) = f i (x 1 , ..., x n ), for any
Proof. Writing x = (x 1 +λ, ..., x n +λ), then f (x 1 +λ, ..., x n +λ) = (f 1 (x ), ..., f n (x )).
Clearly, M ed(x ) = M ed(x) + λ. Thus, for x = (x, ..., x) we have:
Therefore, f (x ) = (f 1 (x ), ..., f n (x )) = (f 1 (x), ..., f n (x)). The case in which x = (x, ..., x) is immediate.
To check the second property, make x = (λx 1 , ..., λx n ), note that M ed(x ) = λmed(x) and for x = (x, ..., x)
Therefore, f (x ) = (f 1 (x ), ..., f n (x )) = (f 1 (x), ..., f n (x)) = f (x). The case in which x = (x, ..., x) is also immediately Corollary 3. H is shift-invariant and homogeneous.
Proof. Straightforward for propositions 2 and 3.
The function H is of great importance to this work, since this function, as well as some DY OWA's already mentioned will provide us tools able: (1) To reduce the size of images and (2) To deal with noise reduction. Now, we present some other properties of function H.
Properties of H
In addition to idempotency, homogeneity and shift-invariance H has the following proprerties.
Proposition 5. H has no neutral element.
Proof. Suppose H has a neutral element e, find the vector of weight for x = (e, ..., e, x, e, ..., e).
Note that if n ≥ 3, then M ed(x) = e and therefore, But since e is a neutral element of H, H(x) = x. Absurd, since we can always take
For n = 2, we have M ed(x) = x + e 2 , where x = (x, e) or x = (e, x). In both cases it is not difficult to show that f (x) = (0.5, 0.5) and H(x) = x + e 2 . Thus, taking
x = e, again we have H(x, e) = x.
Proposition 6. H has no absorbing elements.
Proof. To n = 2, we have H(x) = x 1 + x 2 2 , which has no absorbing elements. Now for n ≥ 3 we have to x = (a, 0, ..., 0) with M ed(x) = 0 therefore,
therefore,
but to x = (a, 1, ..., 1) we have to M ed(x) = 1. Furthermore,
With this we prove that H does note have annihiladors.
Proposition 7. H has no zero divisors.
Proof. Let a ∈ ]0, 1[ and consider x = (a, x 2 , ..., x n ) ∈ ]0, 1] n . In order to have
.., n. But as a = 0 and we can always take x 2 , x 3 , ..., x n also different from zero, then for each i = 1, 2, ..., n there remains only the possibility of terms:
This is absurd, for
f i (x) = 1. like this, H has no zero divisors.
Proposition 8. H does not have one divisors
Proof. Just to see that a ∈ ]0, 1[, we have to H(a, 0, ..., 0) = f 1 (x).a ≤ a < 1.
Proposition 9. H is symmetric.
Proof. Let P : {1, 2, ..., n} → {1, 2, ..., n} be a permutation. So we can easily see that
We also have to
Thus, it suffices to consider the case where (x P (1) , x P (2) , ..., x P (n) ) = (x, x, ..., x).
But (x P (1) , x P (2) , ..., x P (n) ) = (x, x, ..., x) we have to:
Therefore, H satisfies the following properties:
• Idempotence
• Homogeneity
• Shift-invariance
• H has no neutral element
• H has no absorbing elements
• H has no zero divisors
• H does not have one divisors
Remark 2. Unfortunately we do not prove here the monotonicity of H, due to its complexity, but we suspect that it is true. This demonstration will be relegated to a future work.
The next two sections show the suitability of DY OWA. They will provide applications for image and noise reduction.
DY OWA's as images reduction tools
In this part of our work we use the functions DY OWA studied in Examples 4, 5, 6, 7 and 8, and definition 5 to build image reduction operators, the resulting images will be compared with the reduced image obtained from the operator function H.
An image is a matrix m × n, M = A(i, j), where each A(i, j) represents a pixel.
In essence, a reduction operator reduces a given image m × n to another m × n , such that m < m and n < n. 
, and applying to each block, for example, the function f (x, y, z, w) = M ax(x, y, z, w):
We obtain, the image: One possible answer to this question involves a method called magnification or extension (see [19, 20, 21] ), which is a method which magnifies the reduced image to another with the same size of the original one. The magnified image is then compared with the original input image. In what follows, we use DY OWA operators: H, cOWA, M edian and Arith to reduce size of images in grayscale. We apply the following method:
Method 1 1. Reduce the input images using the H, cOWA, Arithmetic Mean and Median;
2. Magnify the reduced image to the size of the original image using the method described in example 13;
3. Compare the last image with the original one using the measure P SN R.
Remark 3. This general method can be applied to any kind of image. In this work we applied it to the 10 images in grayscale of size 512 × 512 (Figure 2) 4 .
In the tables I and II we present the PSNR values between the input images and the output provided by Method 1. Table 1 provides results for operators using blocks 2 × 2 and Table 1 : P SN R values after a reduction using the DY OWAs operators using blocks 2 × 2
According to PSNR, Arith provided the higher quality image. However, the reduction operators generated by H and cOWA provide us quite similar images to those given by Arith.
Observe that although the Method 1 is very simple, it introduces noise in the resulting image. In what follows we show that the operator H is suitable to filter images with noise. This is done by using H to define the weights which are used in the process of convolution. This new process will, then, be used to provide a better comparison in the Method 1. In this section we show that the DY OWA operators studied in section III can be used to deal with images containing noise. Table 4 : P SN R values between the output image with original one, in which σ = 15%. In what follows, we modify the Method 1 in order to provide a better magnified image to be compare with the original one.
Method 1'
1. Reduce the input images using the H, cOWA, Arithmetic Mean and Median; Table 5 : P SN R between the original image and the magnified image from the image reduced by blocks 2 × 2.
Since the output of convolution using H is closer to the original input image, the tables V and VI show that the process of reduction using H is more efficient. In the second part of this work we present a particular DY OWA, called of H, and show that it is idempotent, symmetric, homogeneous, shift-invariant, and moreover, it has no zero divisors and one divisors, and also does not have neutral elements. Since aggregation functions which satisfy these properties are extensively used in image processing, we tested its usefulness to: (1) reduce the size of images and (2) deal with noise in images.
In terms of image reduction, Method 1 showed a weakness, since it adds noise during the process of magnification. However, the treatment of noise with function H improved the magnification step providing an evidence that the function H is more efficient to perform the image reduction process. [3] A. J. Solanki, K. R. Jain, N. P. Desai, ISEF Based Identification of RCT/Filling in
