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Abstract—The increasing complexity of software in production
systems leads to a growing relevance of testing. This trend
will continue due to the flexibilization, and IT networking of
production systems. This paper proposes a discussion about the
requirements of future production systems which will be recon-
figurable, decentralized controlled and will consist of autonomous
components. From these predicted requirements, new challenges
for functional testing are derived. To elucidate these challenges,
three use cases illustrate when testing measures will be necessary
within the operation phase of production systems.
I. INTRODUCTION
Due to high demands on reliability and availability, func-
tional testing plays an important role in the development
phase and commissioning phase of production machines. The
necessary testing effort has significantly increased within the
last decades because of the growing amount of software within
production and automation systems. This process will continue
in the next years. According to a study, the importance of IT
and automation in the field of mechanical engineering will
increase around 23 % between 2015 and 2018 in Germany [1].
For this reason, there is still one principle for plant operators
- ”never change a running system”.
This is in strong contrast to the growing customer demands
for individually designed products and the resulting vision
of a smart factory. This vision demands a highly flexible
production, where frequent changes of the production systems
are not only unavoidable but also desired.
These changeable production systems impose novel chal-
lenges on the verification process. In this paper the effects
on functional testing are analyzed and concrete use cases are
derived. The paper focuses on the verification if the functional-
ity performs correctly according to given design specification
within the operation phase. Aspects of non-functional testing
like performance testing, stress testing and security testing as
well as the testing of an asynchronous communication are also
relevant but not considered.
II. STATE OF THE ART
Nowadays, functional testing is an essential part of the
engineering process of a production system. Typically this en-
gineering process follows the V-Model, whereby the unit-test,
integration-test, system-test and acceptance-test are defined.
The testing process starts with unit-testing. That is mostly
done with white-box-testing techniques by evaluating the code
[2]. Integration-tests validate the correct interaction between
different units. The system-test verifies the whole system and
is normally performed with black-box-testing techniques and
should be done by engineers that weren’t involved in the
engineering process. According to a worldwide survey, the
system-test is by far the most budget consuming test level [3].
Regression tests have to be performed, whenever the systems
have changed to ensure that the changes didn’t affect a given
requirement. This can even concern unchanged parts of the
system [4]. For these test cases, which have to be performed
frequently, test automation is used to reduce testing time and
increase product quality by a better test coverage [5]. The
acceptance test is the final step before the system goes into
operation and is often done with real process data. Thereby the
interaction between the product, the process and the resources
(PPR) is validated. Changes of the product requirements,
process parameters and resource configurations can influence
each other and have to be ensured together.
Once in operation, the production systems in mass pro-
duction are seldom modified to reduce the risk of a fall
out. The focus is on maintenance and quality management,
where the functional testing plays a subordinated role. If
reconstruction measures are necessary, these have to the val-
idated by tests before the system becomes operational again.
Caused by the proportion of software in modern production,
these reconstruction measures are being increasingly replaced
by software reconfigurations. Due to demand for a higher
product diversity, the period of time between reconstruction-
/ reconfiguration-measures is decreasing. This increases the
importance of testing in the operation phase of production
systems.
III. HOW A FLEXIBLE PRODUCTION AFFECTS TESTING
According to a survey [6] where 16 testing experts have
been interviewed the importance of testing in the operation-
and maintenance-phase will grow significantly within the next
ten years. In this chapter the new challenges for testing within
the operation phase are derived by the changing of production
systems and their components.⃝
A. Requirements for IT-Systems of a reconfigurable Produc-
tion System
To preserve competitiveness in manufacturing industry,
many production facilities have to be made more flexible. The
flexibility of the IT-system which coordinates the production
is a key element for a flexible production facility. The IT-
System has to provide the opportunity for ad hoc networking,
interoperability, software updates on the fly and fulfill different
performance requirements like latency, data rate and a robust
operation. For this reason the requirement for these IT-systems
are being addressed in the following.
Compared to centralized IT-Infrastructures, decentralized
IT-Infrastructures have advantages regarding flexibility [7].
These distributed systems don’t differentiate from a centralized
system to the user, but haven’t a common storage which
firstly leads to a higher complexity in the communication
architecture [8] and secondly causes a distribution of system
knowledge on the autonomous components of the system.
There are different approaches to realize distributed systems
with Software-Agents [9] [10] or based on a service-oriented
Architecture like OPC-UA [11]. The norm DIN SPEC 91345
describes the communication of a ”Industry-4.0-component”
SOA based [12]. Both approaches can support following
characteristics [13]:
∙ Encapsulation: Separation between the implementation
of the functionality and the call mechanism. It enables
implementation independence and protects the core func-
tionality from disturbances in the network [12].
∙ Semantic described Interfaces: The components within
a network communicate through a common semantic
[12]. This standardized semantic allows interoperability
between components of different manufacturers.
∙ Visibility: To realize ad hoc networking the components
have to be visible for the other participants of the
network. This is often realized by a server where new
components register (i.e. service registry [14] or directory
facilitator [15]).
∙ Scalability: The decentralized architecture allows to add
and remove components. There is no central node which
has to handle all the coordination in the network. The
semantic described interfaces and the visibility simplify
the scaling in size.
∙ Loose Coupling: The components aren’t connected in
a static way, but couple on demand. This coupling on
demand allows the reuse of a service by different clients.
∙ Orchestration: Process services orchestrate basis ser-
vices to higher-value services. This enables the customer
to order higher-value services without the necessity to
know the individual process steps.
These characteristics pave the way for a flexible coordina-
tion of the production process. Thereby an easy reconfiguration
is enabled by encapsulating the functionality and a common
semantic described interface. Thus [16] describes a distributed,
service-oriented architecture, a communication infrastructure
and a semantic bases as the preconditions to realize an Industry
4.0 use case. This helps to handle the growing complexity.
Nevertheless, the reconfigurations lead to new challenges for
the testing process.
B. Derived Challenges for Functional Testing
Often occurring reconfigurations and changing production
tasks lead to an increasing volatility of production environ-
ments. Due to the fact that changes have to be validated,
this constitutes new challenges for the test process to validate
the correct functionality of the production system within the
operation phase. The high range of functions with a high
degree of freedom and the high autonomy of the components
results in a huge amount of test cases which are necessary
to validate the full functionality of the component. When
updating or reconfiguring the component, it can be very time
consuming to select and run necessary test cases. Not just
the testing of a single component is getting more complex
but also the validation of the cooperation between different
components. Due to the encapsulation, the functionality of a
component is protected by changes from the outside, but the
interaction with other components which were modified could
be disturbed. Knowing the functional dependencies is neces-
sary to estimate the effects of a reconfiguration on other parts
of the product system. The distributed design of IT-systems
causes a distribution of the knowledge about the system model
to the autonomous components. Furthermore the dependencies
of the system model change by reconfigurations and ad hoc
networking and different production tasks frequently. [13]
describes a method to collect this distributed knowledge about
the dependencies within the production system on run-time.
On the one hand a semantic described interface enables ad
hoc networking and interoperability, on the other hand, due
to the gained flexibility in communication, it impedes the
validation process of integration testing because the amount
of possible cooperation partners increases.
As described in chapter II the product, process and resource
have to be tested together within a system boundary. Thus
a change of the input products can lead to the necessity
for testing even if the process parameters and the resource
configuration didn’t change. The challenges for functional
testing of reconfigurable production systems are summarized:
∙ changing production environment
– reconfigurations
– software updates
– ad hoc networking
∙ different production tasks
∙ decentralized system
– high degree of autonomy of individual components
– fractal system knowledge
To demonstrate the new challenges for testing within the
operation phase, the characteristics of a flexible production
described above are transferred in concrete use cases. This
is done by means of a small and simplified reconfigurable
production system as illustrated in fig. 1. It illustrates that
even a down-to-earth scenario causes different challenges to
validate changes.
Fig. 1. Reconfigurable production system described in the use case
IV. TESTING USE CASES
The way changes affect neighboring components doesn’t
differ from conventional production systems. The effects are
rather much more extensive and less transparent because of
the higher amount of reconfigurations and the high flexibility
of the system.
The reconfigurable production system of this use case
consists of three different component types: a drilling machine,
a tapping machine as well a an assembly machine. The com-
ponents are connected via a service-oriented architecture, were
every component offers a service like drilling, tapping and as-
sembling. Due to the loose coupling between the components,
mostly it isn’t possible to locate the dependencies on the basis
of the physical build up of the production system. Assuming
that there is only one component per type and one component
is just offering one service, there are already theoretically 15
possible constellations how a workpiece can be guided through
the production system. In many cases some constellations can
be excluded for example tapping before drilling, but when
scaling the scenario it’s not obvious anymore which process
steps can follow in sequence.
As one can’t validate all possible constellation it’s reason-
able just to validate the functionality which is demanded by
the next production order. To that it’s mandatory to know
which resources will be used to perform the process steps.
If there’s only one component per type this is quite easy, but
when including redundancy, there are several ways to process
an order through the production system.
The process of the use case is illustrated in fig. 2 with help
of the formalized process description (VDI/VDE 3682). The
input product P1 is a metal block (see fig. 3). A hole is drilled
into the metal block by the drilling machine illustrated in fig.
1. In the next process step a tap is cut in the drilled hole. In the
last process step a screw (P4) is screwed in the processed metal
block (P3). The following use cases describe the effects of
changes in the process, in the software, and caused by scaling
and redundancy.
A. Use Case 1: Changing Product Type
This use case regards the effects of small changes of product
requirements on the production process and the resources.
Assuming the production system is currently producing the
product described above. Due to changing customer wishes
the requirements for the manufactured product changes a bit.
As input product P1 a plastic block shall be used instead of a
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Fig. 2. Product-Process-Ressource of the use case where a hole is drilled, a
thread tapped and a screw tightened
• P1: metal block
• P2: drilled metal block
• P3: tapped metal block
• P4: Assembled metal
block with screw
• P1: plastic block
• P2: drilled plastic block
• P3: tapped plastic block
• P4: Assembled plastic
block with screw
Fig. 3. Changing input-, intermediate- and end-products caused by changing
customer requirements
metal block. As shown in fig. 3 this has effects on the other
intermediate products P2, P3 as well as on the end product P5.
The changes of the product requirement changes the process,
the products as well as the resource in the system boundary
”drilling”. Due to the changed material of P1, the process
parameter of drilling have to be adapted to drill into plastic.
This leads to a reconfiguration of the control unit as well as the
hardware of the resource. Due to the reconfigurations of the
drilling machine a unit- / component-test has to be performed
to validate its correct functionality.
Within the system boundaries ”tapping” and ”assembling”,
the processes as well as the resources remain unchanged but
the input-products P2, P3 and output-products P3, P4 are
different. Due to the changed input-products, the process step
should be validated, although not reconfiguration measures
were necessary within the system boundaries. When scaling
this scenario a small change of the product requirement can
cause high validation efforts to ensure the correct functionality
of the system. The more such changes come up, the more
relevant it gets to estimate the effects of changes.
B. Use Case 2: Software-Updates on the fly
This use case regards the changes of a resource on neigh-
boring components.
The encapsulation of the functionality of components facil-
itates the updating of software because it can be regarded as
isolated, just connected to the network by a semantic defined
interface. The resource affected by the software updates has
to be validated. Due to a higher functionality the validation
effort of this unit will increase but it’s rather the validation of
the interaction with other components that rises to a challenge.
Updating the tapping machine can affect the process tap e.g.
by influencing the characteristic torque curve of the thread tap.
This may affect the output-product P3 which in turn affects the
system boundary ”assembling” what can lead to the necessity
to validate further process steps that are dependent.
This only regards the validation of the system for one
specific product type order, if several different product types
are produced. The dependencies between the different process
steps and different components are getting increasingly com-
plex.
C. Use Case 3: Resource Redundancy
The use cases didn’t regard resource redundancy yet. As-
suming an additional drilling-, an additional assembling- as
well as an additional tapping-machine is included in the
network. Due to the ad hoc capability of the devices this
can easily be done when there is a demand regardless if
the components are the same type or even by the same
manufacturer.
The production system still shall produce the product type
described in fig. 2. Instead of one possible production path,
there are 8 different constellations. If a validation of every path
is necessary, because it’s a critical process and a full flexibility
of the system is required, the validation effort can take up to
a factor of 8. When scaling this scenario with 5 process steps
and 4 redundant components per process steps, there are 1024
possible paths.
V. CONCLUSION
Small changes can have big effects on the neighboring
components. The more complex and networked a system gets,
the harder it is to estimate which components are affected by
the changes and should be validated. The paper derived the
new challenges for functional testing from the requirements of
future reconfigurable production systems. The new challenges
are elucidated by three use cases. This concerns the validation
of:
∙ software- / hardware-reconfigurations of a component
∙ often changing production tasks
∙ ad hoc networking causes changing system dependencies
∙ several production paths, made possible by resource re-
dundancy
It is shown that not only reconfigurations of the components
result in the necessity of validating, but also changes of the
product or the production process. This is due to the fact, that
the correct interaction between the process, the product and the
resource has to be validated. In that regard the process steps
can’t be regarded as isolated because they are connected by the
input-/ output-products. The more flexible process steps can
be combined, the more complex these dependencies get. Due
to the distribution of the system knowledge on the participants
of the network, these dependencies aren’t available at a central
spot. This hampers the estimation of changes on other parts
of the production system.
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