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Abstract
Data collected with the OPAL detector during 1990{1994 are used to measure
the time dependence of B
0
d
$B
0
d
mixing. A sample of 348 D

candidates with
a lepton in the opposite hemisphere are reconstructed, of which 167  25 are
expected to be from B
0
d
decays. The B
0
d
oscillation frequency is measured to be
m
d
= 0:567 0:089(stat)
+0:029
 0:023
(syst) ps
 1
:
A previously published analysis of m
d
using D

and lepton candidates in the
same hemisphere and jet charge is also updated with a larger data sample. From
1200 D

`

candidates, of which 778  84 are expected to be from B
0
d
decays,
we nd a value of:
m
d
= 0:539 0:060(stat) 0:024(syst) ps
 1
:
The combined result of these two analyses is
m
d
= 0:548 0:050(stat)
+0:023
 0:019
(syst) ps
 1
:
(To be submitted to Z. Phys.)
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1 Introduction
Due to second order weak interactions, neutral B mesons oscillate between particle and
antiparticle states. The probabilities per unit time that a B
0
q
(q = d or s) produced at
time t = 0 decays as a B
0
q
or B
0
q
at a later time t are:
P (B
0
q
) =
1
2
e
 t=
(1  cos(m
q
t)) (1)
P (B
0
q
) =
1
2
e
 t=
(1 + cos(m
q
t)); (2)
where m
q
, the oscillation frequency, corresponds to the mass dierence between the
two mass eigenstates and  is the B
0
q
lifetime.
1
The contribution of  , the dierence
between the total decay widths of the mass eigenstates, to the oscillations is expected
to be negligible and is ignored.
This paper reports on two measurements of m
d
using events with D
+
mesons
2
and leptons. The rst measurement uses a sample of reconstructed D
+
mesons with a
lepton track in the opposite hemisphere (throughout the rest of this paper, the notation
D

=` is used to refer to this sample). The charged D

tags the decay of a B
0
d
meson
through the process B
0
d
! D
 
X. The lepton is used to enrich the b hadron purity
of the sample as well as to determine the b avor of the B
0
d
at production time (i.e.
whether it contains a b or b). This paper supersedes and improves upon a previous
measurement of m
d
which also used D
+
mesons opposite leptons [1]. A neural
network algorithm is used to improve the performance of the tagging of the b avor at
production. In addition, a new technique is used to measure the proper decay time.
A second and independent analysis has been published using reconstructed charged
D

mesons and lepton tracks in the same hemisphere [2]. This analysis is updated here
to include data taken during 1994. The B
0
d
is detected in the channel B
0
d
! D
 
`
+
(X)
and a jet charge technique is used to determine the b avor at production (denoted
as the D
 
`
+
=Q
J
sample). The analysis technique is unchanged since the previous
publication, so only a brief description is given here.
2 The OPAL Detector and Data Sample
The OPAL detector has been described elsewhere [3, 4]. Tracking of charged particles
is performed by a central detector, consisting of a silicon microvertex detector, a vertex
1
Throughout this paper we use the convention h = c = 1
2
Throughout this paper, all references to a particle or decay implicitly include the charge conjugate.
4
chamber, a jet chamber and z-chambers.
3
The central detector is positioned inside a
solenoid, which provides a uniform magnetic eld of 0.435 T. The silicon microvertex
detector consists of two layers of silicon strip detectors; the inner layer covers a polar
angle range of j cos j < 0:83 and the outer layer covers j cos j < 0:77. This detector
provided both - and z-coordinates for data taken in 1993 and 1994, but -coordinates
only for 1991 and 1992. Only -coordinate information was used in this analysis. The
vertex chamber is a precision drift chamber which covers the range j cos j < 0:95. The
jet chamber is a large-volume drift chamber, 4 m long and 3.7 m in diameter, providing
both tracking and dE/dx information. The z-chambers measure the z-coordinate of
tracks as they leave the jet chamber in the range j cos j < 0:72. The coil is surrounded
by a time-of-ight counter array and a lead-glass electromagnetic calorimeter with a
presampler. The lead-glass blocks cover the range j cos j < 0:98. The magnet return
yoke is instrumented with streamer tubes and serves as a hadron calorimeter. Outside
the hadron calorimeter are muon chambers, which cover 93% of the full solid angle.
The data sample used in this paper consists of about 3.5 million hadronic Z
0
decays
collected during the period 1990{1994. The selection of hadronic Z
0
decays is described
in [5]. For the D

=` analysis, the data sample is restricted to the period in which the
silicon microvertex detector was operational; this amounts to approximately 3 million
hadronic Z
0
decays. Charged tracks and electromagnetic clusters unassociated with
any charged track are grouped into jets using the JADE E0 recombination scheme
with a y
cut
value of 0:04 [6].
Simulated event samples were generated using the JETSET 7.4 Monte Carlo pro-
gram [7, 8], together with a program to simulate the response of the OPAL detector
[9]. Production of L = 1 D and B mesons was included in the simulation [8].
3 The D

=` Analysis
3.1 Reconstruction of D
+
and Lepton Candidates
A sample of events enriched in B
0
d
decays is selected using reconstructed D
+
mesons
and identied lepton tracks. Each event is divided into two hemispheres which are
dened by the plane perpendicular to the D
+
momentum vector. The D
+
candidate
and lepton track are required to be in opposite hemispheres. The charge of the D

meson is used to identify the b quark avor at the decay time of the parent B
0
d
(B
0
d
!
D
 
X). The D
+
candidate is also used to reconstruct the B
0
d
decay vertex, from
which one obtains an estimate of the decay length of the B
0
d
. This is combined with an
estimate of the relativistic boost of the B
0
d
to give the proper decay time. The charge of
the lepton is used to deduce the b quark production avors in the two hemispheres. By
3
The coordinate system is dened with positive z along the e
 
beam direction,  and  being the
polar and azimuthal angles. The origin is taken to be the center of the detector.
5
selecting preferentially leptons from the semileptonic decays of b hadrons, as described
in detail later in this section, we ensure a strong correlation between the lepton charge
and the charge of the produced b quark in that hemisphere. Assuming Z
0
! bb
production and taking into account the eects due to time-averaged B
0
$ B
0
mixing,
we infer the production avor of the b hadron in the D
+
hemisphere.
The D
+
mesons are reconstructed through the decay chain
D
+
! D
0

+

! K
 

+
:
By using the K
 

+
decaymode to reconstruct the D
0
we are able to substantially reduce
the combinatorial background, relative to other decay modes, which is important for
this analysis. Tracks forming the D
+
are required to be contained in the same jet and
to pass a set of quality cuts chosen to ensure reliable track reconstruction:
 jd
0
j < 0:5 cm;
 jz
0
j < 20 cm;
 p
xy
> 0:25 GeV; and
 at least 40 hits in the jet chamber,
where d
0
is the measured distance of closest approach to the nominal e
+
e
 
interaction
point in the x   y plane, z
0
is the z position at that point and p
xy
is the momentum
of the track perpendicular to the beam direction. It is required that at least two of
the three tracks in the D
+
candidate have one or more hits in the silicon microvertex
detector.
In order to reduce combinatorial background, the tracks forming the D
0
candidate
are subject to particle identication cuts. For candidate pion tracks, the probability
for the measured dE=dx value to be consistent with the pion hypothesis is required to
be greater than 1%. For candidate kaon tracks, the probability for the kaon hypothesis
is required to be greater than 1% if the measured dE=dx is below the expected value.
If the measured dE=dx is above the expected value, the requirement is tightened to
greater than 5% in order to reduce background from pions.
To further reduce combinatorial background, the D
+
candidates are required to
have energy greater than 7 GeV. To discriminate against D
+
produced in Z
0
! cc
events, we also require the energy to be less than 30 GeV. The decay of the pseudoscalar
D
0
meson has a at distribution in cos 

, where 

is the angle between the K
 
and
the D
0
boost direction in the D
0
rest frame. The background, however, tends to be
concentrated at large j cos 

j. We require  0:85 < cos 

< 0:90. The dierence
6
between the mass of the D
+
candidate and that of the D
0
candidate is required to be
in the range 0:144{ 0:148 GeV.
For each D
+
candidate, we require there be an identied electron or muon track
whose angle with respect to the D
+
is greater than 90

. Electrons are identied using
an articial neural network [10] and muons are identied as described in [11]. Both
types of lepton are required to have momentum greater than 2 GeV and transverse
momentum with respect to the axis of the jet containing the lepton greater than 0:5
GeV. The lepton track is subject to the same track quality cuts listed above for tracks
forming the D
+
candidate. The sample is enriched in direct b! ` decays by using the
output of a neural network based on kinematic variables. This neural network is the
same as in [12], except that an additional jet charge variable is included to enhance
the accuracy of the avor tagging. The neural network is of the feed-forward type and
uses the following four input quantities:
 the lepton momentum p;
 the lepton momentum transverse to the direction of the jet containing the lepton,
p
t
, where the jet direction is computed including the lepton momentum;
 the isolation of the lepton track from other tracks and electromagnetic clusters
in the jet containing the lepton (see [12] for a more detailed description);
 the product of the lepton charge and the jet charge of the jet containing the
lepton, dened as q
`
Q, where:
Q =
n
X
i=1
q
i


p
l;i
E
beam

;
where the sum runs over all the tracks in the jet, excluding the lepton, q
`
is the
charge of the lepton, q
i
is the charge of track i, p
l;i
is the momentum of track i
parallel to the jet axis and E
beam
is the beam energy.
The network is trained to distinguish between leptons with the same sign of charge
as the parent b quark and those with the opposite sign. Leptons of opposite sign
come from processes such as b ! c ! ` and B
0
! B
0
! `. We cut on the neural
network output such that the mistag rate (the probability of inferring incorrectly the
production avor of the B meson) predicted by the Monte Carlo sample is 0:2190:026,
where the error is due predominantly to the statistics of the Monte Carlo sample. This
cut choice has approximately the same eciency as for cutting on p > 3 GeV and
p
t
> 0:75 GeV, but in that case the mistag rate is predicted to be 0:273  0:029. In
calculating the mistag rates, we use the most recent OPAL measurement for the average
mixing parameter,  = 0:1107 0:0062 0:0055 [10], where  is the probability that a
produced b hadron decays as its antiparticle. The neural network is clearly a valuable
aid in primary quark charge tagging.
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3.2 Reconstruction of B
0
d
Proper Decay Time
The B
0
d
proper decay time, t, can be expressed as t = L=(), where L is the decay
length of the B
0
d
and  is the Lorentz boost of the B
0
d
. For the previous measurement
of m
d
using D
+
mesons and leptons in opposite hemispheres, neither the B
0
d
decay
length nor its boost was estimated [1]. Instead, the D
0
decay vertex was used, which
allowed for a measurement of the sum of the decay lengths of the D
0
and the B
0
d
mesons. Since the energy of the B
0
d
meson was not estimated, we performed a t to the
decay length distribution, assuming a momentum distribution of B mesons according
to a given fragmentation function. This analysis improves upon the previous one by
estimating both the B
0
d
decay length and its boost, on an event-by-event basis. This
section describes the method used to separately estimate the decay length and the
boost of the assumed parent B
0
d
meson.
The primary event vertex is reconstructed using the charged tracks in the event,
excluding those used in the D
+
candidate as well as the lepton track, along with
knowledge of the average position and eective spread of the e
+
e
 
collision point.
In this process, tracks that are signicantly separated from the vertex position are
excluded from the nal vertex reconstruction.
The D
0
vertex is formed from a t using the three tracks forming the D
+
candidate.
The slow pion track from the D
+
decay is included in the vertex t since its direction
follows closely that of the D
0
and so can be used to constrain the D
0
direction. The
parameters and error matrices of the tracks which form the D
+
candidate are used to
form a D
+
pseudo-track. A vertex algorithm is used to combine the candidate D
+
pseudo-track with other tracks in the same jet which are deemed likely to be products
of the B
0
d
decay. In order to be considered by the vertex algorithm, each track must
pass the following cuts:
 It must be precisely measured by either the silicon microvertex detector or the
vertex drift chamber.
 The intersection of the track with the D
+
trajectory, dened as the line through
the D
0
decay vertex in the direction of the total reconstructed momentum of the
D
+
decay products, is required to be consistent with coming from the decay of
a b hadron. Specically, the distance, L
D
, between this intersection and the D
0
decay vertex must satisfy L
D
=
D
>  2:5, where L
D
is signed negative only if
the point of intersection lies further from the primary vertex than the D
0
decay
vertex, and 
D
is the uncertainty on L
D
. The requirement t
D
=
D
< 5 is also
imposed, where t
D
= L
D
=()
D
is the measured proper decay time of the D
0
and

D
is the D
0
lifetime.
 The probability of the track to come from b hadron decay compared to frag-
mentation must be greater than 10%. This probability is based on the track
momentum and its angle with respect to the D
+
direction, which are correlated.
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The b hadron decay products tend to have a harder momentum spectrum and
be more collimated about the D
+
direction than tracks from fragmentation. A
Monte Carlo sample was used to parametrize the probability with respect to this
angle for dierent track momentum ranges.
Tracks passing these criteria are then ordered according to their signicance of sepa-
ration with respect to the primary vertex. If only a single track is left, its intersection
with the D
+
pseudo-track is considered to be the b hadron decay vertex. If two tracks
remain, a common vertex is formed between them and the D
+
pseudo-track. The ver-
tex is rejected if the 
2
probability of the t is less than 1%. If more than two tracks
remain, a seed vertex is formed using the two tracks for which the vertex with the D
+
pseudo-track has the highest 
2
probability. The remaining tracks are combined, one-
by-one, with the seed vertex to form a candidate vertex. If the addition of any given
track to the vertex causes the 
2
probability to drop below 1%, the track is removed
from the vertex and the next track is considered. The vertex nding is performed in
the x  y plane.
The decay length in the x y plane is taken as the projection along the D
+
direction
of the vector between the primary vertex and the b hadron decay vertex. The decay
length is converted into three dimensions using the polar angle of the D
+
vector.
Candidate vertices with negative decay lengths more than three standard deviations
from the primary vertex are rejected. The eciency for reconstructing a vertex, given
a D
+
candidate, is approximately 70% and is independent of the decay length.
The energy of the b hadron is estimated using a method identical to that used in
a previous m
d
analysis of OPAL [12], with the exception that this analysis tags b
hadrons in their decays to D
+
mesons while the previous one used inclusive semilep-
tonic decays. The energy of the jet containing the D
+
is reconstructed, using the
Z
0
mass to constrain the event kinematics, and then the estimated contribution from
fragmentation particles is subtracted. The proper decay time, t, is then formed from
the decay length L and the boost. The uncertainty on the proper decay time, 
t
, is
calculated from the separately estimated uncertainties on the decay length, 
L
, and
the b hadron energy, 
E
B
:


t
t

2
=


L
L

2
+


E
B
E
B

2
:
The decay length uncertainty is calculated from the errors on the primary vertex and
the error matrices of the D
+
and the tracks assigned to the b hadron vertex. The
average uncertainty on the energy measurement is estimated to be 5 GeV, based on
Monte Carlo studies, and we x 
E
B
to this value. Figure 1 shows the distribution of

t
for events passing all of the cuts described above, for both data and Monte Carlo
events. To reject bogus and poorly reconstructed vertices, we require jtj < 12 ps and

t
< 1:2 ps.
The distribution of the reconstructed proper decay time versus the true proper
decay time is shown in Figure 2 for Monte Carlo simulated B
0
d
! D
 
X decays. The
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assignment of tracks to the b hadron vertex is imperfect, which results in tails in the
deviation of the measured time from the true time and causes a fraction of the vertices
to be misreconstructed near the primary vertex even when the true decay length is
large. These eects are evident in Figure 2 and in Figure 3, which shows the deviation
of the reconstructed time from the true time, t  t
0
, as well as the normalized quantity
(t  t
0
)=
t
, where t
0
is the true proper decay time.
3.3 The Signal and Background Fractions
The K
 

+
invariant mass distribution, after applying all of the cuts described in the
previous sections, is displayed in Figure 4. The signal is parametrized by a Gaussian.
The background is parametrized by a second-order polynomial and a Gaussian near
1:61 GeV to account for an enhancement arising from partially reconstructed decays,
particularly D
0
! K
 

+

0
. Because the signal-to-background ratio for these partially
reconstructed D
0
decays is poor, they are not used in this analysis. In the signal region,
dened to be 1:791{ 1:925 GeV, there is a total of 348 events. The combinatorial
background is determined from the t to the D
0
invariant mass distribution. After
subtracting the estimated 95 11 combinatorial background events, the number of D
0
decays is found to be 253  19.
In addition to B
0
d
decays, the following background processes contribute to the
selected events:
1. the production of D
+
mesons in Z
0
! cc events,
2. the decays of B
0
s
mesons into states containing a D
+
,
3. the decays of B
 
mesons into states containing a D
+
,
4. combinatorial background.
We use the prediction from the Monte Carlo simulation for the number of events from
background sources 1 and 2. The inclusive branching ratios for B
0
d
and B
 
mesons
decaying into D
+
mesons have not been measured. The fraction of D
+
from semilep-
tonic decays of B
 
relative to those of B
0
d
has been estimated, however, to be (169)%
[13]. One does not expect a large dierence for hadronic B meson decays. Thus, we
assume this value, but allow the fraction to vary in the t. The number of B
0
d
decays
in the sample is given by the dierence between the total number of selected events
and the sum of the background contributions.
In order to measure the frequency of B
0
d
oscillations, we distinguish between like-sign
(D
+
=`
+
) and unlike-sign (D
+
=`
 
) combinations. The D
+
yield is 161  15 for like-
sign combinations and 92  12 for unlike-sign combinations. For perfect production
and decay avor tagging, the like-sign sample would contain all of the unmixed B
0
d
10
decays, all of the B
 
decays and none of the Z
0
! cc events. Likewise, the unlike-
sign sample would contain all of the mixed B
0
d
decays, none of the B
 
decays and all
of the Z
0
! cc events. Assuming the B
0
s
mixing is close to maximal, the B
0
s
decays
would equally populate the like and unlike-sign samples. For bb events, the tagging of
the production avor is imperfect due to the presence of leptons from cascade decays
(b! c! `), leptons from B mesons which have mixed before decaying (B
0
! B
0
! `)
and fake lepton tracks. For Z
0
! cc events, the only contribution is from fake leptons.
We dene the B
0
d
mistag rate, 
b
, to be the probability that an unmixed B
0
d
decay
with a correctly reconstructed D
+
will fall in the unlike-sign sample or a mixed B
0
d
decay in the like-sign sample. Likewise, the charm mistag rate, 
c
, is dened to be the
probability that a D
+
from the process Z
0
! cc will fall in the like-sign sample. For
the B
 
meson case, we allow for a correction to the mistag rate, 
b
, arising from decays
of the type B
 
! D
 
X, which is suppressed relative to B
 
! D
+
X. The former
process introduces an eective decay avor mistag which increases the overall mistag
rate. For the B
0
d
case, decays of the type B
0
d
! D
+
X are expected to have a negligible
rate relative to the process B
0
d
! D
 
X. We dene the quantity 
+
to be the ratio of
the B
 
mistag rate to the B
0
d
mistag rate. From Monte Carlo samples, we estimate
that the ratio of mistag rates for B
0
s
decays and B
0
d
decays is 1:25 0:22.
Table 1 lists the estimated number of events in the selected sample for each source
listed above, as well as the mistag values. The errors reect the uncertainties in branch-
ing fractions and production rates used as input to the Monte Carlo simulation, as well
as the statistical errors from eciency calculations.
Quantity Value
Number of B
0
d
decays 167  25
Number of B
 
decays 29 16
Number of B
0
s
decays 17  8
Number of cc events 40 13
Amount of combinatorial bkgd 95 11

b
0:219  0:026

+
1:21 0:20

c
0:225  0:044
Table 1: Summary of sample composition and mistag values for selected D

=` events.

b
is the mistag value for B
0
d
decays, 
+
is the ratio of the B
 
mistag rate to the B
0
d
mistag rate and 
c
is the charm mistag rate.
3.4 The Maximum Likelihood Fit
An unbinned maximum likelihood t is used for estimating m
d
. The likelihood is
the product of the individual likelihoods, L
i
, for each event i. It takes into account
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the underlying physics principles, the eects due to detector resolution and the limited
knowledge of the input parameters. The likelihood for any given event is a function of
the independent variables t
i
, the measured proper decay time; 
t
, the calculated error
on the proper decay time; and  = q
D

 q
`
, the product of the D

and lepton charges.
For each event, the full likelihood is the sum of terms describing the signal and
background contributions:
L
i
= L
D

i
(1   f
comb
i
) + L
comb
i
f
comb
i
;
L
D

i
= L
B
d
i
f
B
d
+ L
B
 
i
f
B
 
+ L
B
s
i
f
B
s
+ L
c
i
f
c
: (3)
The various quantities are dened in the following way:
 L
comb
i
is the probability density function for the combinatorial background.
 L
B
d
i
, L
B
 
i
and L
B
s
i
are the probability density functions for B
0
d
, B
 
, and B
0
s
decays,
respectively.
 L
c
i
is the probability density function for Z
0
! cc events.
 f
comb
i
is the time-integrated probability that a D
+
candidate is from combinato-
rial background. It is a function of the reconstructed K
 

+
mass and is calculated
from the t to the mass distribution.
 f
B
d
, f
B
 
, f
B
s
and f
c
are the fractions of D
+
signal events coming from B
0
d
, B
 
,
B
0
s
and Z
0
! cc, respectively. These fractions sum to one.
The normalization of each probability density, L
j
i
(j = B
d
, B
 
, B
0
s
, c or comb), includes
the sum over , the product of the D

and lepton charges:
X

Z
1
 1
L
j
i
(t)dt = 1:
Each probability density function is obtained from the convolution of a physics
function P
j
(t
0
) with a resolution function R
j
(t; t
0
; 
t
). The B
0
d
physics function is
P
B
d
=
e
 t
0
=
B
d

B
d


b
(1   cos (m
d
t
0
)) + (1   
b
) (1 +  cos (m
d
t
0
))
2
;
where 
B
d
is the B
0
d
lifetime.
The B
0
s
physics function has the same form as that for B
0
d
, with the appropriate
parameters for B
0
s
decays (m
s
, 
B
s
and the B
0
s
mistag rate). The B
 
physics function
also has the same form, but has an oscillation frequency of zero.
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For the combinatorial background and Z
0
! cc terms, the physics function is
empirically chosen to be a single exponential. This component with small non-zero
lifetime is due to tracks from b or c hadron decays being included in the reconstructed
vertex. The lifetime parameter is obtained from tting Monte Carlo simulated events,
for the case of Z
0
! cc events, or the D
0
mass sideband dened as K
 

+
invariant
mass between 2:0 and 2:4 GeV, for the case of combinatorial background (assuming
resolution functions as described below).
In all cases, the resolution function consists of two Gaussians centered at t = t
0
,
to model resolution eects, and a third Gaussian centered at t = 0, describing the
fraction of events which are misreconstructed near the primary vertex, independent of
the proper decay time t
0
in the physics functions. The Monte Carlo simulated events
are used to t for the fractions of the three Gaussians and their widths. For the
combinatorial background, we use, instead, events in the D
0
sideband region.
The resolution function for B
0
d
decays is displayed in Figure 3. Figure 5 shows the
reconstructed proper decay time distributions for the signal and background compo-
nents, with the parametrizations used in the t overlayed.
3.5 Measurement of the Frequency of B
0
d
Oscillation
The total likelihood for the selected sample is
L(p
1
; p
2
; :::p
m
) =
n
Y
i=1
L
i
(t
i
; 
t
i
jp
1
; p
2
; :::p
m
);
where p
1
; p
2
; :::p
m
are the parameters whose values are determined from the maximum
likelihood t. The parameter m
d
is allowed to vary freely in the t, while the others
are given Gaussian constraints. This is the same procedure as used in a previous
paper [12]. The parameters which are allowed to vary, along with their constraints,
are given in Table 2. Also shown are the nal values for the parameters at the point
of maximum likelihood. The tted value of m
d
is 0:567  0:093 ps
 1
, where the
error includes the systematic error arising from variation of the other parameters in
the t. The fractions are dened as follows: F
c
= f
c
, F
B
s
= f
B
s
=(f
B
s
+ f
B
d
+ f
B
 
)
and F
B
 
= f
B
 
=(f
B
d
+ f
B
 
). The fraction of B
0
d
decays, F
B
d
, is not an independent
parameter in the t, but is constrained by the condition F
B
d
= f
B
d
= 1 f
B
 
 f
B
s
 f
c
.
Using the nominal input values for the other fractions, F
B
d
= 0:651 0:098. Using the
output values from the t, F
B
d
= 0:81
+0:05
 0:11
.
This tting procedure naturally incorporates the principal uncertainties, which arise
from the limited knowledge of the parameters listed in Table 2. The value of  logL
as a function of m
d
is shown in Figure 6, where  logL denotes the dierence in
logL relative to its maximum value. Figure 7 shows the observed proper decay time
distribution for the selected events, with the curve resulting from the t overlaid.
Figure 8 shows the ratio of like-sign to total events as a function of proper decay time.
13
Parameter Input Output from t
m
d
0:567  0:093 ps
 1
F
B
 
0:16 0:09 0:02
+0:13
 0:02
F
B
s
0:080  0:040 0:043  0:039
F
c
0:159  0:050 0:141  0:033

b
0:219  0:026 0:204  0:024

+
1:21 0:20 1:21  0:19

c
0:225  0:044 0:233  0:048
Table 2: The parameters in the t, their constraints and their nal values after maxi-
mizing logL. The errors in the last column are those returned from the t.
3.6 Study of Systematic Uncertainties
As discussed above, the main uncertainties are included in the t. There remain,
however, other less important sources of systematic uncertainty which are evaluated
separately. This is accomplished by varying each source of systematic error by one
standard deviation, repeating the t and noting the change in m
d
. These sources are
listed below:
 The B
0
d
, B
 
and B
0
s
lifetimes: For the t, we use 
B
d
= 1:56  0:06 ps [14],

B
 
=
B
d
= 1:030:06 [14] and 
B
s
= 1:610:10 [15]. The variation of 
B
d
results
in a change in m
d
of 0:002 ps
 1
. The uncertainty in the lifetime dierence
between B
0
d
and B
 
results in a change in m
d
of 0:006 ps
 1
. The uncertainty
in the B
0
s
lifetime contributes a systematic error of 0:002 ps
 1
. The B
0
d
lifetime
is held xed when varying 
B
 
and 
B
s
.
 The combinatorial background fraction: The overall fraction of combinato-
rial background is measured to be 0:273 0:026. Varying this fraction within its
error results in a change in m
d
of 0:004 ps
 1
.
 The charge correlation of the combinatorial background: By tting the
D
0
invariant mass distributions of the like-sign and unlike-sign samples separately,
we determine the ratio of like-sign to total background to be 0:400:05. Variation
of this quantity within its errors results in a systematic variation of 0:003 ps
 1
in m
d
.
 The proper decay time resolution: To obtain the uncertainty due to impre-
cise knowledge of the detector resolution, we recalculate the resolution functions
after improving and degrading the nominal tracking resolution in the Monte
Carlo simulation by 20%. The observed change in the tted value of m
d
is
14
0:002 ps
 1
. As an additional check, the t has been repeated using alter-
native parametrizations of the B meson resolution function. We considered a
parametrization which allows for biases in the reconstructed proper decay time
as well as one which has a bend in the proper decay time distribution at t = 5 ps.
The motivation for this second parametrization is to better model the observed
reconstructed proper time distributions in the region above 5 ps (see Figure 5).
The observed variation in m
d
using other resolution functions is 0:002 ps
 1
.
Summing in quadrature these two quantities, we estimate a total systematic error
of 0:003 ps
 1
arising from uncertainties in the proper decay time resolution.
 The B
0
s
oscillation frequency: For the t we use a nominal value of m
s
= 20
ps
 1
. Varying this quantity in the range 2 ps
 1
to 40 ps
 1
results in a negligible
change in the tted value of m
d
, and no additional systematic error is assigned.
The contributions to the systematic uncertainty from all sources considered are
summarized in Table 3. The uncertainties from the parameters in Table 2 are calculated
by individually varying the central value of each constraint by its error and repeating
the full 6 parameter t. Since the error returned from the t already includes these
uncertainties, they are subtracted, in quadrature, from the t error (0:093 ps
 1
) in
order to obtain an estimate of the pure statistical uncertainty. We nd a statistical
uncertainty of 0:089 ps
 1
.
This measurement is checked by repeating the t using dierent cuts and techniques.
By cutting harder on the lepton neural net output, one can obtain a sample with greater
B
0
d
purity and smaller mistag rate, at the cost of decreased statistics. We have repeated
the t choosing a neural net cut that yields a predicted mistag rate of 0:1630:032 and
a reduction of F
c
to 0:039
+0:050
 0:039
, along with a 50% loss in reconstructed D
+
mesons.
Using the same tting technique described previously, we obtain m
d
= 0:52  0:11
ps
 1
. We have also repeated the t using more traditional lepton p and p
t
cuts in place
of the neural net cut. For p > 3 GeV and p
t
> 0:75 GeV, the mistag rate is predicted to
be 0:2730:029 and the eciency is approximately the same as for the nominal neural
net cut. In this case, we measure m
d
= 0:540:10 ps
 1
. In both cases, the measured
value of m
d
is consistent with the result using the nominal choice of cuts, within the
independent statistical errors, and no additional systematic error is assigned.
Studies were performed on Monte Carlo samples which contained the same signal
and background statistics as the selected data sample, but with the fraction of B
 
decays, F
B
 
, varied within the range 0 to 0:30. In all cases, the tted values of m
d
and F
B
 
were consistent with the generated values.
We also measure the average b hadron lifetime as a check of the proper decay time
reconstruction and t method. We measure a lifetime of 
b
= 1:44  0:16 ps, where

b
is the average lifetime for the mixture of b hadrons in our sample. This value is
consistent with the lifetimes we assumed in the m
d
t.
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Source of error Error on m
d
(ps
 1
)
F
B
 
+0:017
 0:002
F
B
s
0:008
F
c
0:014

b
0:013

+
0:004

c
0:005

B
d
0:002

B
 
=
B
d
0:006

B
s
0:002
f
comb
0:004
Comb. bkgd. charge correlation 0:003
Proper decay time resolution 0:003
Total
+0:029
 0:023
Table 3: Systematic uncertainties of m
d
for the D

=` analysis. Each m
d
uncertainty
is signed by the direction of the correlation with the parameter; a positive correlation
is denoted by  and a negative correlation by .
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Adding in quadrature all systematic uncertainties, we nd:
m
d
= 0:567  0:089(stat)
+0:029
 0:023
(syst) ps
 1
:
4 The D
+
`
 
=Q
J
Analysis
We also measure the B
0
d
oscillation frequency using reconstructed D
+
mesons and
leptons in the same hemisphere, and a jet charge technique to determine the production
avor of the B
0
d
.
The requirement of a lepton of the correct charge correlation in the same jet with
the D
+
eliminates almost completely the background from cc events and reduces signif-
icantly B
0
s
and combinatorial background. The reduction in combinatorial background
allows the use of an additional D
0
decay channel, thus increasing statistics.
The analysis is almost identical to that which is described in reference [2] and has
been updated to include data taken during 1994. We briey describe the technique
below and refer the reader to reference [2] for a more detailed description.
4.1 Reconstruction of the B
0
d
Meson
The B
0
d
is detected in the channel B
0
d
! D
 
`
+
(X), where the D
 
is reconstructed in
the decay mode D
 
! D
0

 
. The D
0
candidates are identied in two separate decay
modes: D
0
! K
 

+
and D
0
! K
 

+

0
, where the 
0
is not reconstructed. For the
latter process, called the satellite channel, the D
0
decay is not fully reconstructed and
gives rise to a broad peak in the K
 

+
invariant mass distribution about 250 MeV
below the D
0
mass. For the fully reconstructed channel we select candidates in the
invariant mass range 1.79 GeV < M(K
 

+
) < 1.94 GeV and for the satellite channel
we select candidates in the range 1.41 GeV < M(K
 

+
) < 1.77 GeV.
The D
0
vertex is formed from a t using the three tracks forming the D
+
candidate,
as is done for the D

=` analysis.
The D
+
candidates are combined with a lepton track in the same jet. Electron
candidates are required to have momentum greater than 2 GeV and muon candidates
are required to have momentum greater than 3 GeV. In addition, they are required to
have p
t
> 0:6 GeV. In order to suppress combinatorial background, the invariant mass
of the D
+
`
 
system is required to be in the range 2:8{5:3 GeV.
The charge of the lepton gives the b avor at the decay time and a jet charge
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technique is used to tag the production avor. The jet charge is dened as
Q
jet
=
n
X
i=1
q
i


p
l;i
E
beam


;
where the sum runs over all charged tracks in the jet. The jet charges of two jets are
used: the jet containing the B
0
d
candidate and the most energetic other jet (opposite
jet). The quantity
Q
2jet
= Q
=0
jet
(B
0
d
)  10 Q
=1
jet
(opp);
where Q
jet
(B
0
d
) and Q
jet
(opp) are the jet charges of the B
0
d
jet and the opposite jet,
respectively, provides good discrimination between B
0
d
and B
0
d
at production. Events
for which Q
2jet
and the lepton have the same charge (like-sign) are tagged as unmixed
and those for which Q
2jet
and the lepton have opposite charge (unlike-sign) are tagged
as mixed. To reject events with poor avor discrimination it is required that jQ
2jet
j > 1.
From Monte Carlo studies we predict a mistag rate of 0:28 using this method. This
value found from Monte Carlo simulated events is not used in the analysis. Instead,
the mistag rate is obtained directly from the data as a free parameter in the t for
m
d
. The tted value is compared to the Monte Carlo prediction as a consistency
check.
Decay mode Number of D
+
`
 
candidates Background
D
0
! K
 

+
406 49  7
D
0
! K
 

+

0
794 225  15
Sum 1200 274  17
Table 4: Number of selected D
+
`
 
candidates and estimated background.
Figure 9 shows the distributions of the mass dierence 
M
= M(D

)   M(D
0
)
for candidates in the fully reconstructed and satellite channels. The shape of the 
M
distribution for the combinatorial background is determined from the data using a
reected soft pion technique, described in detail in [16]. A background sample free of
the correlations between the slow pion and D
0
tracks which form a peak in the 
M
spectrum is obtained by combining:
 wrong charge candidates, reconstructed by combining a D

candidate with a
lepton of the same charge as the D

;
 reected pion candidates, constructed by selecting a slow pion candidate track
from the hemisphere opposite a normal D
0
candidate and combining them to
form a D

candidate after reecting the pion through the origin.
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The shape of the background is parametrized in a t to the 
M
distribution using the
following empirical functional form:
Ae
 B
M
 

M
m

  1
!
C
;
where A, B and C are free parameters in the t and m

is the pion mass. To determine
the number of signal and background events, the resulting background form given by
the t is normalized to the signal sideband in the 
M
mass spectrum. The sideband
region is dened as 0:17 < 
M
< 0:25 GeV. The signal region is dened as 
M
< 0:15
GeV for the fully reconstructed channel and 
M
< 0:16 GeV for the satellite channel.
The number of selected D
+
`
 
candidates and estimated background, including the
systematic error, are given in Table 4.
4.2 Reconstruction of the B
0
d
Proper Decay Time
The B
0
d
decay vertex is formed by extrapolating the reconstructed D
+
momentum
vector from the D
0
vertex to the intersection with the lepton track. The B
0
d
decay
length, L, is calculated from a t to the estimated primary vertex and the B
0
d
decay
vertex using the direction of the visible D
+
`
 
momentum as a constraint.
The boost, , is parameterized as a function of the momentum and the invariant
mass of the D
+
`
 
pair, p
D

`
and m
D

`
, respectively. The parameterization takes the
form
 =
p
D

`
m
B
 s(p
D

`
;m
D

`
);
where m
B
= 5:279 GeV is the mass of the B
0
d
meson and s is a factor that corrects
for the missing energy carried by the undetected , and also the 
0
in the case of the
satellite channel. Monte Carlo simulated B
0
d
decays are used to estimate s separately
for the fully reconstructed and satellite channels in eleven bins of p
D

`
and m
D

`
.
The decay length and boost estimates are combined to form the proper decay time,
t, of the B
0
d
. The average fractional resolution on t ranges from 16% to 20%, depending
on the kinematics of the D
+
`
 
pair.
4.3 Measurement of m
d
The D
+
`
 
=Q
J
events are binned in proper decay time and the B
0
d
oscillation frequency
is measured from the time distribution of the ratio
R(t) =
N
like
(t) N
bck
like
(t)
N
tot
(t) N
bck
tot
(t)
;
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where N
tot
(t) and N
bck
tot
(t) are the total number of candidates and estimated combina-
torial background, and N
like
(t) and N
bck
like
(t) are the corresponding numbers for the the
like-sign events. The proper decay time distribution of the combinatorial background
is estimated using events in the 
M
sideband region 0.17{0.25 GeV. As described in
section 3.3, we assume that (16  9)% [13] of the D
+
signal is from B
 
decays. For
this sample, the fraction of events from B
0
s
decays is negligible and is ignored. The
expected distribution of R(t) is
R(t) = 
b
+
1   2
b
1 +N
+
(t)=N
0
(t)
 sin
2
(m
d
 t=2) ; (4)
where N
+
(t) and N
0
(t) are the number of B
 
and B
0
d
which decay at time t and 
b
is
the mistag rate. The ratio N
+
(t)=N
0
(t) can be expressed as
N
+
(t)
N
0
(t)
=
N
+
(0)
N
0
(0)
 e
(t=
B
d
)(=
B
 
)
; (5)
where  = 
B
 
  
B
d
and N
+
(0) and N
0
(0) are the total number of B
 
and B
0
d
decays,
respectively, in the sample.
The distribution of R(t) is shown in Figure 10 and is tted to the functional form
of equations (4) and (5) by minimizing the 
2
, with m
d
and 
b
as free parameters.
The last bin in Figure 10 is chosen to be twice as large as the other bins in order to
oset the low statistics at large proper decay time. The point is centered at the mean
of the expected distribution of events in that bin. For all other bins, the points are
placed at the bin centers, but dier negligibly from the expected mean positions. The
t gives a 
2
of 4:4 with 7 degrees of freedom and returns:
m
d
= 0:539  0:060 ps
 1
and

b
= 0:277  0:023 :
The tted value of 
b
is consistent with the prediction of 0:28 from Monte Carlo
simulated events.
4.4 Study of Systematic Uncertainties
The following systematic uncertainties have been estimated:
 The B
 
fraction: The error due to the uncertainty in the fraction of B
 
in
the D
+
`
 
=Q
J
sample is evaluated by changing this fraction within the range
(16  9)% and repeating the t. The variation in m
d
is 0:019 ps
 1
.
 The B meson lifetimes: The B
0
d
lifetime is varied within its uncertainty while
keeping the lifetime dierence between B
 
and B
0
d
constant. This changes m
d
by less than 0:001 ps
 1
. Varying the lifetime dierence,  , within its uncertainty
results in a change in m
d
of 0:007 ps
 1
.
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 The combinatorial background fraction: The error on the estimated combi-
natorial background was computed taking into account the statistical error on the
number of background events, the error due to the normalization of the sideband
to that in the background estimator sample, and the error due to the background
shape uncertainty, which was estimated using an alternative parameterization.
The resulting estimated combinatorial background error of 6% leads to a 0:003
ps
 1
systematic error on m
d
.
 The proper decay time resolution: The systematic error due to proper decay
time resolution is estimated by performing the t on Monte Carlo simulated
events which include smearing of the proper decay time and comparing the t
result with the value of m
d
used to generate the events. This procedure also
covers any systematic eect due to the choice of bin centers used in the t. The
systematic uncertainty due to proper decay time resolution is estimated to be
0:012 ps
 1
.
Source of error Error on m
d
(ps
 1
)
B
 
fraction 0:019
 0:007
Comb. background fraction 0:003
Proper decay time resolution 0:012
Total 0:024
Table 5: Systematic uncertainties of m
d
for the D
+
`
 
=Q
J
analysis. Each m
d
uncertainty is signed by the direction of the correlation with the parameter; a positive
correlation is denoted by  and a negative correlation by .
The systematic uncertainties are summarized in Table 5. Adding in quadrature all
of the systematic uncertainties listed above, the nal result is
m
d
= 0:539  0:060(stat) 0:024(syst) ps
 1
:
5 Combined Result and Conclusions
We have reported on two measurements of the B
0
d
oscillation frequency, m
d
, using
events with reconstructed D
+
mesons and leptons. The data were collected with the
OPAL detector during 1990{1994. The rst measurement uses a sample of 348 D
+
candidates with a lepton in the opposite hemisphere, of which 167  25 are expected
to come from B
0
d
decays. We nd
m
d
= 0:567  0:089(stat)
+0:029
 0:023
(syst) ps
 1
:
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This value is consistent with and supersedes the previous OPAL measurement using
D
+
mesons and leptons in opposite hemispheres [1].
We have also updated a measurement of m
d
using D
+
and lepton candidates
in the same hemisphere and a jet charge technique. From a sample of 1200 D
+
`
 
candidates, of which 778  84 are expected to be from B
0
d
decays, we nd
m
d
= 0:539  0:060(stat) 0:024(syst) ps
 1
:
This value supersedes that of [2].
There is virtually no statistical correlation between the two measurements. There
are only 5 events in common between the two samples, and even for these events each
method estimates the B
0
d
proper decay time and production avor by using dierent
quantities extracted from the events. The combined result is
m
d
= 0:548  0:050(stat)
+0:023
 0:019
(syst) ps
 1
;
which is compatible with other measurements of m
d
[12, 17]. The systematic eects
that are assumed to be correlated are the B
0
d
lifetime, the dierence between the B
0
d
and B
 
lifetimes, and the B
 
fraction in the sample.
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Figure 1: Distribution of measured 
t
for data (points) and Monte Carlo simulated
events (histogram) for the D

=` analysis.
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Figure 2: The reconstructed proper decay time versus the true proper decay time for
D

=` events in Monte Carlo simulated B
0
d
decays.
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Figure 4: The reconstructed K
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+
invariant mass distribution for selected D

=` candi-
dates. The solid curve is the t to signal and background events and the dashed curve
is the background t alone.
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Figure 5: The reconstructed proper decay time for a) Monte Carlo simulated B
0
d
decays,
b) Monte Carlo simulated B
 
decays, c) Monte Carlo simulated Z ! cc events and
d) combinatorial background from the sideband of the D
0
mass distribution in the
data. The curves represent the parametrized shapes. The distributions are for the
D

=` analysis.
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for the D
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=` analysis.
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Figure 7: The reconstructed proper decay time distributions for selected D

=` events:
a) all events, b) like-sign events (D
+
=`
+
) and c) unlike-sign events (D
+
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 
). The
curves represent the shapes predicted by the t.
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Figure 8: The ratio, R, of like-sign events to total events, as a function of reconstructed
proper decay time, for D

=` events. The curve shows the result of the t.
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events. The curves represent the estimated background.
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Figure 10: The ratio, R, of like-sign events to total events, as a function of reconstructed
proper decay time, for selected D
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events. The curve shows the result of the t.
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