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Abstract
This thesis consists of two parts. In the first part, the iterative data-adaptive BIAA
spectral estimation technique was extended to estimate lateral blood velocities using
ultrasound scanners. The BIAA method makes no assumption on samples depth
or sampling pattern, and therefore allows for transmission in duplex mode imaging.
The technique was examined on a realistic Field II simulation data set, and showed
fewer spectral artifacts in comparison with other techniques. In the second part of
the thesis, another common problem in blood velocity estimation has been investi-
gated, namely strong backscattered signals from stationary echoes. Two methods
have been tested to examine the possibility of overcoming this problem. However,
neither of these methods resulted in a better estimation of the blood velocities, most
likely as the clutter characteristics in color flow images vary too rapidly to allow for
this form of models. This might be a result of the non-stationary tissue motions
which could be caused by a variety of factors, such as cardiac activities, respiration,
transducer/patient movement, or a combination of them.
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Chapter 1
INTRODUCTION
The cardiovascular system, which is responsible for carrying oxygen and nourish-
ment to the organs, generates a complex flow pattern which cause velocity changes
throughout this system. This system has been investigated in different manners to
visualize inner body parts. The main system that allows for noninvasive examina-
tion of cardiovascular system is ultrasound [1, 2], which is painless and safe for the
patient and can make rapid diagnosis possible. Conventional Doppler ultrasound
systems are limited by angle-dependent and one-dimensional velocity estimation,
that cannot show the complexity of blood flow in the body. To overcome the angle
dependency in conventional Doppler systems, many methods have been suggested,
to calculate the two-dimensional vector of velocity. [3–7]. Here, we will examine a
particular solution developed by Jensen and Munk [8, 9], where they use a trans-
verse oscillation (TO) method for calculating the two-dimensional vector velocity;
this idea has also been suggested by Anderson [10,11].
The method introduces two double oscillations in ultrasound beams, each 900
transverse phase shifted in space [12]. TO has previously been tested both with
simulated flow and in-vivo data [12–15]. Moreover, Hansen et al. have investigated
feasibility of vector flow estimation, by using TO directly on the heart, in-vivo,
during surgery, to provide examples of vector flow measurement of different cardiac
sites and to compare the measurements to conventional Doppler ultrasound [?].
Estimation of power spectral density (PSD) of the sampled signal is a common
way to estimate the blood velocity at a specific depth. Displaying this PSD as a
function of time, a so-called sonogram or spectrogram, displays the changes in the
blood velocity distribution over time. Conventional ultrasound systems, estimate
PSD by using the periodogram estimator or Welch’s method. However, this ap-
proach suffers from low resolution and/or high leakage [16]. Therefore to achieve
adequate spectral resolution, the number of observed samples should be large. This
means that a large number of transmissions has to be used to estimate the PSD,
which cause a reduction in resolution. Furthermore, in color flow imaging, where
B-mode images will be generated along with spectograms, it is also necessary to
be able to investigate the region in which the blood velocity will be estimated. As
the same system is used for both the velocity estimation and for forming B-mode
images, these two transmissions are interleaved, and since B-mode images should
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3be update frequently to allow the user to find and track the position of the vessel,
it is necessary to reduce the number of Doppler transmissions in order to use the
next part of the transmissions for generating B-mode images [2].
Another common problem in blood velocity estimation is the backscattered sig-
nals from vessel’s walls and surrounding tissues (such as bones). The strength of
theses signals, which here will be referred to as stationary echos, clutters or infer-
ences, are typically 40 to 60 dB larger than the desired flow signal, which may easily
corrupt the flow velocity estimates [17]. Thus, effectively removing the clutter is
essential for accurate velocity estimations.
In this thesis, making use of the work done in [8] and [18], an iterative data-
adaptive blood velocity spectral estimator is introduced. This estimator that allows
for an arbitrary sampling of measurements over emission, is used to estimate the
transversal blood velocity, and realistic Field II [19] simulated data was applied to
examine the performance of the technique. Afterwards, making use of proposed al-
gorithms in [20] and [21], two different ways have been tried to suppress/remove the
backscattered signals from stationary echos, and the performance of the proposed
algorithms have been tested on the in-vivo data [22].
The thesis is outlined as follow: In Chapter 2, some basic concepts about ul-
trasound imaging, blood flow, and medical ultrasound imaging will be introduced.
Chapter 3 presents the conventional blood velocity estimation (1D blood velocity
estimation) and the TO technique for 2D blood velocity estimation. Chapter 4 cov-
ers the filter bank power spectral estimation methods and the BIAA estimator is
detailed. In Chapter 5, the performance of the proposed algorithm are examined. In
Chapter 6 two different algorithms to suppress/remove the clutters are introduced
and their performance are tried on in-vivo data measured from the carotid arteries.
Chapter 2
BACKGROUND
In the first part of this chapter, some basic concepts in ultrasound imaging are
described. After that, a brief description of the human circularity and blood flow
is explained. Finally some medical ultrasound system is mentioned.
2.1 Ultrasonic imaging
Ultrasonic imaging covers the whole area that sound waves of above 20 KHz (the
audible range for humans) are used to produce images, and for medical applications
the frequency range is from 1 to 10 MHz. Typically, for intra-vascular imaging,
frequencies up to 50 KHz are used. Ultrasounds are of great use in medicine,
since they can be used to generate images of human tissues non-invasively and the
speed of the sound (1,540 m/s for human tissue) makes it possible to have real-
time images of the human body. Ultrasonic imaging resulted in many techniques,
one of them is called pulse-echo mapping, that is the base of development of new
velocity estimators. Pulse-echo technique was first used during World War I in
sonar systems and it’s pioneer use in medical application goes back to early 1950s.
In this technique, a pulsed pressure field is generated by piezoelectric transducer
and emitted to the tissue, the propagated field is then partly reflected from tissue,
the back-scattered signal is received by same/other transducer and then it will used
for different applications [23].
2.1.1 Ultrasound waves
Ultrasound is a mechanical vibration, and no mass is transported during the prop-
agation of the wave. The particles of the medium crossed by the ultrasounds just
oscillate around their mean positions, instead of being at rest and equally spaced
as before the disturbance. Figure 2.1 shows propagation of a plane wave. The
oscillation will be along the direction of the wave making it longitudinal and the
disturbance will propagate with speed c, which depends on the medium and is given
by
c =
√
1
ρ0κ
4
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where ρ0 is mean density and κ is the adiabatic compressiblity
1. In medical ultra-
sound most of the time the propagation is linear [2] and this is always assumed to
hold in this thesis.
Figure 2.1. Particle displacement for a propagating ultrasound wave. Figure
from [2].
2.1.2 Scattering
A wave which propagates through a medium continues straight in the same direction
until it crosses a new medium. When this happens, part of the wave is transmitted
through the new medium, probably changing direction, while part of it is reflected
back [2]. This is called scattering.
2.1.3 Attenuation
The ultrasound wave propagated in tissue will be attenuated because of absorption
and scattering. The dependence between attenuation and distance traveled and
frequency is often linear. Attenuation in tissue is due to both scattering, which
will spread energy in all directions, and absorption, which converts it into thermal
energy [2].
2.1.4 Transducer
The acoustic pressure field emitted into the tissue is generated by an ultrasound
transducer. There are different transducers with different constructions. In blood
flow imaging, array transducers are used. The most common types of arrays are
shown in Figure 2.2 [2].
A piezoelectric crystal is located at one end in the transducer. This crystal, when
energized, transmits ultrasound waves toward flowing blood. A part of the sound
will be reflected by the red blood cells. The reflected ultrasound waves travels
backward to the crystal. The frequencies of these reflected waves are lower frequency
1Adiabitic process is any process that occurs without gain or loss of heat.
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Figure 2.2. Different ultrasound transducers for acquiring B-mode images. Figure
from [2].
than the transmitted wave, since the red cells are moving away from the transmitter
crystal. To compensate this, they are amplified by transducer and then frequency
difference between the transmitted wave and the reflected wave is determined, and
the velocity of blood flow will be determined [24].
2.2 Flow physics
In this section, some basic concepts of human circularity and physics of blood flow
are introduced, to give the reader a better understanding of circularity system.
2.2.1 Human circularity system
Human circularity system is responsible for carrying oxygen and nourishment to
organs and disposing the waste products resulting from metabolism, and it consists
of
• Heart: Which is responsible for pumping action of blood into aorta.
• Blood: which is made of two parts:
– Plasma: which makes up 55 percent of blood volume.
– Formed cellular elements (red and white blood cells, and platelets) which
combine to make the remaining 45 percent of blood volume.
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• Blood vessels: The blood vessels are the part of the cardiovascular system
that transports blood throughout the body. There are three major types of
blood vessels
– Arteries: the function of the arteries is to transport blood under high
pressure to the tissues, therefore, the arteries have strong vascular walls,
and blood flows at a high velocity in the arteries.
– Capillaries: which enable the actual exchange of water and chemicals
between the blood and the tissues. To have this role, the capillary walls
are very thin.
– Veins: which carry blood from the capillaries back toward the heart, they
are a major reservoir of extra blood. The pressure in the venous system
is very low, therefore venous walls are thin.
2.2.2 Blood pressure
Blood pressure, which is the measurement of force that is applied to the walls of
the blood vessels is high in aorta (averaging about 100 mm Hg2), because the heart
pumps blood continually into the aorta. Also, because heart pumping is pulsatile,
the arterial pressure alternates between a maximum (systolic) pressure level of 120
mm Hg and a minimum (diastolic) pressure level of 80 mm Hg3.
The pressure in capillaries varies from as high as 35 mm Hg to as low as 10 mm
Hg. But these levels can change according to the age and situation of body [24].
Table 2.1. shows a normal range of blood pressure for a normal person in aorta.
Table 2.1. Desired blood pressure in a normal person
systolic, mmHg diastolic, mmHg
90-119 60-79
2.2.3 Blood flow
Blood flow, which is the quantity of blood that passes a given point in the circulation
in a given period of time through a blood vessel, is pulsating and it has very complex
flow pattern. It is determined by two factors:
1. Pressure difference between two ends of the vessel, which is the force that
pushes the blood through the vessel
2Blood pressure almost always is measured in millimeters of mercury (mm Hg) because the
mercury manometer has been used as a reference for measuring pressure. When one says that the
pressure in a vessel is 50 mm Hg, it means that the force applied is enough to push a column of
mercury against gravity up to a level 50 mm high [24].
3The cardiac cycle consists of a period of relaxation called diastole, during which the heart fills
with blood, followed by a period of contraction called systole [24].
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2. Vascular resistance.
The flow through the vessel can be calculated by Ohm’s law:
F =
∆P
R
in which F is blood flow, ∆P is the pressure difference (P1− P2) between the two
ends of the vessel, and R is the resistance.
Many mechanical devices can be used to measure the flow. They are called
flowmeters, which can be used both inside and outside of vessels. Ultrasound is
one of the flowmeters that can be used outside the vessel to measure the flow.
Pressure has a great effect on blood flow, because an increase in arterial pressure,
not only increases the force that pushes blood through the vessels but also swells
the vessels at the same time, which decreases vascular resistance. Thus, greater
pressure increases the flow in both of these ways. Therefore, blood flow at 100 mm
Hg arterial pressure is usually four to six times as great as blood flow at 50 mm Hg
instead of two times [24].
2.2.4 Pathological conditions
The normal pulsatile flow of blood can be disturbed by some pathological conditions,
such as cancer, or formation of plaque within vessels which evolves with age in
humans. The cancer cells or plaque change the flow conditions. The blood velocity
increases when the cross-sectional area gets smaller. These are only two of many
conditions that may change the pulsatile flow in body and can be diagnosed by
using ultrasound and the velocity estimations [2].
2.2.5 Stationary echoes
Stationary echoes are the signals coming from vessel boundaries and tissues around
them. These factors are larger than the signal coming from the blood and it is
necessary to remove/suppress them, to avoid corruption of the blood velocities
estimates. A solution to reduce these disturbances may be found by inserting a
high pass filter; however, this may then also effect the low velocity estimation,
which is important in the diagnose of some diseases [2].
2.3 Medical Ultrasound systems
The field of medical ultrasound has developed since its first use and it caused the
development of ultrasound systems, from systems that acquire single lines of data to
today’s imaging systems which are capable of displaying anatomic gray scale images
as well as blood flow maps in real time [2]. Description of the most prominent
ultrasound systems are given in this section.
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2.3.1 Gray scale ultrasound systems
In this system, the amplitude of the back-scattered signal is shown as a A-line
(Amplitude) on the screen, where height shows the reflection strength, and thus
the differences in acoustic properties from the surroundings, and the horizontal axis
shows the time, and is equivalent to the depth in tissue. But it is hard to see the
the structure of organs, but on the other hand it would be easy to see the motion
of the tissue and movement of heart [2]. The representation of the motion can be
shown by displaying a number of A-lines side by side, which is called an M-mode
(Motion) system, the amplitude of the the lines is shown by a gray value, so that
large reflections are white. Figure 2.3 shows the M-mode image of heart valves.
Figure 2.3. M-mode image of heart valves. Figure from [2].
A two dimensional image of tissue structure is obtained by so called B-mode
(Brightness) systems, Figure 2.4 shows a gray-scale B-mode image of liver and
kidney, where higher gray level shows higher reflection of the tissue at a given
depth [2].
Figure 2.4. B-mode image of liver and kidney. Figure from [23].
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Disadvantage of this method was that it needed a long time to make the image
and images could not be seen clearly as a result of tissue motion.
2.3.2 Continuous wave systems
The earliest systems for studying blood flow, suggested by Satomura (1975), was
a continuous wave (CW) system using the Doppler effect. This effect is named
after Austrian physicist Christian Andreas Doppler (1803-1853), and describes the
change in frequency that occurs when the source or target are in motion. So the
received frequency for an observer will be
fd = f0
c+ vo
c+ vs
where f0 is the original frequency, fd is the received frequency for observer, v0 is
the speed of the observer, vs is the speed of the source, and c is the speed of the
sound. Since blood scatters ultrasound, Satomura was able to detect the velocity
of flowing blood. To exploit the Doppler shift, one transducer continuously emits a
sinusoidal ultrasound wave,
e(t) = cos(2pif0t)
which enters the tissue, and a second ultrasound receives the back-scattered waves,
rs(t) = a cos(2pif0α(t− t0))
where
α ≈ 1− 2vz
c
αt0 ≈ 2d0
c
denoting with vz the velocity along the direction z (the direction of the ultrasound
beam) and d0 the initial position of the scatters. Then the received signal will be
multiplied by a quadrature signal of frequency f0 to find the Doppler shift. Applying
the Fourier transform, we get
rs(t) exp (j2pif0t)↔ Rs(f − f0)
where Rs(f − f0) is the Fourier transform of rs(t). Afterwards, a band pass filter
is used, in order to remove both the components coming from the stationary tissue
and the high frequency signals at twice the emitted signal. The remaining signal
after filtering is:
mf (t) ≈ a
2
exp (j2pif0
2vz
c
t) exp (−j2pif0αt0)
where the second exponential term represents the delay caused by the round trip
time between emission and reception. The resulting signal contains the Doppler
shift of the emitted signal.
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To image the vessel, a transducer is moved in two dimension over the region of
interest, and when a significant excursion from f0 appeared, a map of vessel will be
shown. This kind of images are called C-scan. CW systems are still used in modern
scanners as a supplement to the pulsed techniques, since aliasing errors are more
easily controlled for a CW system [2].
2.3.3 Pulsed wave systems
Continuous wave system lacks the possibility of detection of the depth in tissue
of the vessel when the two vessels are close to each other. So it is possible that
two vessels, at different depths, unintentionally be insonified at the same time and,
therefore, result in a wrong frequency estimation.
To remedy this, a pulsed wave system was suggested by Baker (1970) and others. In
this method, a number of pulses are emitted into the tissue, and the back-scattered
signal received by transducer is sampled at the same time relative to the pulse
emission. Then this signal will be multiplied by the center frequency of the emitted
pulse and will be low-pass filtered. The displacement of the backscattered signal,
as a consequence of the movement of the blood, is then detected. These systems
are also called Doppler systems which is a misleading since they do not use the
Doppler effect. It is the shift in the position of the scatters, not shift in the emitted
frequency that is detected. Figure 2.5 shows the received signal after demodulation
and filtering; here, the depth in tissue is fixed and the signals are shown in the
left side of the picture result from a sequence of pulses. Each line corresponds to
a single pulse, and the different pulses are emitted at a pulse repetition frequency,
fprf . On the right side, instead, there is the resulting sampled signal, produced by
taking into account the amplitude of each pulse after a fixed time (indicated by the
dashed line in the left graph) [2].
Between two emission the scatter move a distance proportional to the velocity com-
ponent vz in the direction of ultrasound beam. The time shift ts of the RF signal
from pulse to pulse is
ts =
2vz
c
Tprf
where c is the speed of the sound, and Tprf is the time between pulse emissions. This
movement can be measured by recording the signal at a specific depth. Taking out
one sample at a specific depth for each line gives a sampled signal with a frequency
proportional to the scatter velocity [23]. So if the transducer emits a sinusoidal
pulse, the received sampled signal for ith pulse emission for a single scatter will
be [2]
r(i) = a(i)sin(2pifpiTprf + θ)
where
fp =
2vz
c
f0
and a(i) is the amplitude, f0 the emitted frequency, and θ a phase factor explaining
the depth of interest.
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Figure 2.5. Sampling for a single range gate pulsed wave. The left graph shows
the different received signals. A single pulse is emitted for each line and signals
are displaced in amplitude to show them on the graph. The right graph shows the
resulting sampled signal. Figure from [25].
This system made the investigation of one vessel more accurate, and moreover
demonstration of velocity profiles became possible. Moreover, duplex mode imaging,
i.e., displaying both B-mode image and blood velocity estimate became possible by
using two transducers, or a multi-element transducer. Two-transducer systems are
not used these days, since it is easier to use a multi-element transducer to generate
a duplex image. Figure 2.6 shows a duplex scan showing both B-mode image and
spectrogram of the carotid artery.
2.3.4 Color flow imaging
The first pulsed wave systems found the velocity by counting the number of zero-
crossing per second, but in order for this to be accurate, one needs at least half a
period of the received signal and a number of periods to be observed, which does
not work well for displaying an image of the typically non-stationary blood flow.
Estimators that can find the velocity by using only 2 to 10 RF lines instead of
hundreds (in pulsed-wave systems) were developed in 1970s and 1980s. They find
the velocity from changes in position of the received signal by estimating the phase
shift (auto-correlation approach) or time shift (cross-correlation approach). Using
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Figure 2.6. Duplex scan showing both B-mode image and spectrogram of the
carotid artery. Figure from [2].
fewer RF lines makes it possible to get the flow profile and display them on top of a
B-mode image. To differentiate flow direction, usually red color is selected for flow
in arteries and blue color for veins. The brightness of color shows the magnitude of
the velocity [2]. An example of CFM (Color Flow Mapping) is shown in Figure 2.7.
Figure 2.7. B-mode and CFM mode image of liver and kidney. Figure from [23].
Chapter 3
BLOOD VELOCITY
ESTIMATION
Estimation of blood velocity using backscattered signal can be done in different
ways. In this chapter, first the common methods to estimate the blood velocity are
mentioned and then some difficulties and limitations are discussed. After that, the
velocity estimation in one dimension is described. Finally, this chapter ends by the
description of blood velocity estimation in two dimension.
3.1 Velocity estimators
Here, some of the methods which can be used to estimate the blood velocity profile
from sampled signal, described in [25], are detailed.
3.1.1 Spectral estimator
The Fourier transform of the received signal can be used to show velocity distribu-
tion, since the frequency volume of the received signal is equivalent to the velocity
distribution of the blood. The power spectral density (PSD) can be saved together
to generate the spectrogram, which is also, incorrectly, being termed the Doppler
spectrum. In order to do this, the received signal is divided into sections and the
PSD is calculated for each of these sections. Then, the evolution of the velocity
distribution can be observed by displaying these spectra side by side. Figure 3.1
shows the sonogram from an artery.
To display both positive and negative frequencies, a quadrature signal is employed.
This is the technique which is used throughout this thesis.
3.1.2 Auto-correlation estimator
An alternative approach to estimate the blood velocity is to use an auto-correlation
approach. The auto-correlation approach estimates the mean velocity of the scatters
by estimating the mean phase shift from emission to emission [2], [26].
14
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Figure 3.1. Sonogram (time-frequency) display of the Doppler signal from an
artery. Figure from [2].
3.1.3 Cross-correlation estimator
Another way to estimate the velocity is to use a cross-correlation approach. The
method is based on tracking the change in position of scatters from emission to
emission. Dotti et al. [27] were the first to suggest such an approach. Also Bonnefous
and Pesque [28] and Foster et al. [29] have helped on the development of the time-
based cross-correlation method.
3.2 Clutter filtering
One major challenge with velocity estimation using ultrasound is the strong back-
scattering from stationary echos. The normal scattering coefficient of blood is on
the order of 10 to 100 times smaller than one from the vessel boundaries and the
surrounding tissue. Consequently, the strong stationary echoes’ signals must be
removed, as otherwise they will corrupt the frequency estimations. This can for
example be done by applying a high-pass filter. Although, commonly, this is done
by subtracting out the mean of the signal [2]. In this project we have tried two
novel alternatives to suppress/remove these clutters as will be further explained in
chapter 6.
3.3 Velocity limitation
The received signal from one blood cell will have the same shape as the emitted
pulse from the transducer, but it will be time scaled and, therefore, its frequency
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will be different from the propagated pulse. The time shift between two RF lines is
ts =
2vz
c
Tprf
and it increases linearly with the line number i. The frequency of the received signal
is fp =
2vz
c f0, which is a scaled version of f0. So the spectrum of the received signal
has the spectral shape of the pulse, with a scaled frequency axis.
To detect the velocity and distinguish the signal of interest from stationary echo,
at least one period of the waveform should to be observed. Therefore, the lowest
possible velocity can be found from equation:
NTprf =
c
2vminf0
(3.3.1)
implying that
vmin =
cfprf
2Nf0
(3.3.2)
and thus, the minimum frequency is fmin =
fprf
N . To avoid aliasing, the maximum
velocity is determined by the pulse repetition frequency. Aliasing will occur for
frequencies above the Nyquist frequency, fN =
fpfr
2 b [2]. To avoid this, we require
that
fprf
2
≤ 2vmax
c
f0
and thus are limited to estimating the maximum velocity
vmax =
c
2
fprf
2f0
. (3.3.3)
Higher velocities will cause aliasing.
3.4 1D velocity estimation
In conventional CFM systems, the velocity estimation is performed by emitting a
pulsed sinusoidal ultrasound field, i.e., p(t) = cos(2pif0t), in one direction a number
of times. The returned signal is then sampled at the depth of interest, d0, see also
Figure 3.2.
The sampled signal for a monochromatic wave with1 an unit amplitude is given by
r(k, l) = cos
(
2pi(
f0
fs
k − 2vz
c
f0lTprf )
)
(3.4.1)
where c is the speed of the sound, vz the axial blood velocity component along
the ultrasound beam, f0 the center frequency of transducer, l the slow time index
(emission times), k the fast time index (sample depth), Tprf the time between pulse
1A monochromatic wave is a wave which has a single frequency.
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Figure 3.2. Consecutive received RF signals for a pulsed wave system with one
scatter moving slowly past the range depth/gate indicated by dashed line at the
arrows. Figure from [23].
emissions, fs the sampling frequency, and Φ = 2pi
f0
fs
is a phase factor that depends
on the depth, d0. The frequency of the returned signal
ψ = −2pi 2vzf0
fprfc
(3.4.2)
is thus, proportional to the axial blood velocity component and can be found from
either the mean frequency or the phase shift of the signal between pulse emissions [2].
To acquire both positive and negative velocities, a signal with a one-sided spectrum
should be used, which can be found by performing a Hilbert transform of the signal.
Then, the sampled signal would be:
rq(k, l) = exp (j(Φk + ψl)) (3.4.3)
where
Φ = 2pi
f0
fs
implying that the velocity at this depth can be estimated by one of the methods
described in section 3.1.
3.4.1 Angle dependency problem
Conventional velocity estimators in ultrasound systems are only able to estimate
the axial velocity component, vz, along ultrasound beam. The axial velocity is
vz = |v|cosθ
where |v| is the velocity magnitude. So such systems are angle dependent, and since
most vessels in human body are parallel to the skin, this angle dependence is a main
limitation in current ultrasound systems. That’s why a lot of effort has been made
to estimate the velocity vector in 2D and 3D [25].
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3.5 2D velocity estimation
In section 3.4, estimation of blood velocities using ultrasound in one dimension was
explained. However, in section 3.4.1 was stressed that this technique only allows for
estimation of the velocity component along the ultrasound beam direction, ignoring
the possible flow transverse to the beam direction, as is shown in Figure 3.3. This is
of course a problem in estimation of blood velocities, since most vessels are parallel
to the skin surface, besides, the flow in the vessel is not always parallel to the vessel
surface [23].
Herein, the idea of Jensen and Munk [8], who suggested to introduce a transverse
oscillation in the ultrasound beam, which would influence the received signal and
thus permit to estimate both the axial and transverse velocity will be described.
Figure 3.3. Coordinate system for blood particle moving through an ultrasound
beam. Figure from [23].
In [9], Jensen has proposed a two-dimensional vector velocity estimator, so that it
is possible to estimate both the axial and the transverse velocities of the flow at one
depth of interest. The details of this estimator can be found in his paper, and here
briefly. Using the same notation as (3.4.1) the sampled signal for a monochromatic,
unit amplitude signal, used to estimate the axial velocity at a given depth, can be
expressed as
r(k, l) = cos
(
2pi(
f0
fs
k − 2vz
c
f0lTprf )
)
(3.5.1)
where the indexes l and k indicate the slow and the fast time, respectively. Here,
vz is the axial velocity, i.e., the velocity along the beam direction. In order to be
able to estimate the velocity also in the transverse direction, i.e., vx, a transverse
oscillation in the ultrasound beam (3.5.1) was introduced [9], so vx influence the
received signal as well. Then, the sampled signal for a given depth will be
rt(k, l) = cos(2pi
f0
fs
k − 2pi 2vz
c
f0lTprf )cos(2pi
vx
dx
lTprf ). (3.5.2)
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Here dx indicates the lateral modulation period [23]. The frequency due to the
transverse motion can then be written as
fvx =
vx
dx
(3.5.3)
By introducing
fvp =
2vz
c
f0 (3.5.4)
and
Φ = 2pi
f0
fs
one may rewrite (3.5.2) as
rt(k, l) = cos(Φk − 2pifvp lTprf )cos(2pifvx lTprf ) (3.5.5)
To obtain an one-sided spectrum, the Hilbert transform of the signal should be
calculated. For axial velocity estimation the sampled signal is as (3.4.3). But a
spatial Hilbert transform must be used to get a spatial quadrature signal in this
case [9]. This should be done, first just in the direction transverse to the beam, so
that the received and sampled spatial quadrature signal (rt+ jHx{rt}) is expressed
as:
rsq(k, l) = cos(Φk − 2pifvp lTprf )exp(j2pifvx lTprf ) (3.5.6)
The received field is, thus, influenced by both the axial and the transverse velocity,
so to estimate vx, the influence from the axial velocity should be compensated.
Therefore, the method explained in [30] was used to generate two new signals as
follow. By taking the temporal Hilbert transform of (3.5.6) but this time in direction
of beam
rsqh(k, l) = sin(Φk − 2pifvp lTprf ) exp(j2pifvx lTprf ) (3.5.7)
is obtained. Then, by using Euler’s formula,2 (3.5.6) and (3.5.7) can, respectively,
be written as
rsq(k, l) =
1
2
{exp(jΦk − j2pifvp lTprf ) + exp(−jΦk + j2pifvp lTprf )}
× exp(j2pifvx lTprf ) =
1
2
exp{j2pi(fvx − fvp )lTprf + jΦk} (3.5.8)
+
1
2
exp{j2pi(fvx + fvp )lTprf − jΦk}
and
rsqh(k, l) =
1
2j
{exp(jΦk − j2pifvp lTprf )− exp(j2pifvp lTprf − jΦk)}
× exp(j2pifvx lTprf ) =
1
2j
exp{j2pi(fvx − fvp )lTprf + jΦk} (3.5.9)
− 1
2j
exp{j2pi(fvx + fvp )lTprf − jΦk}
2Euler’s formula: sin(x) = e
ix−e−ix
2i
and cos(x) = e
ix+e−ix
2
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Using (3.5.8) and (3.5.9), two new signals r1 and r2 can be composed
r1(k, l) = rsq(k, l) + jrsqh(k, l) = exp{j(2pi(fvp + fvx )lTprf + Φk)} (3.5.10)
r2(k, l) = rsq(k, l)− jrsqh(k, l) = exp{j(2pi(fvx − fvp )lTprf − Φk)} (3.5.11)
The above mentioned signals has been used by Pamela Buratti in her master thesis
[31] to estimate the spectrogram, but since she didn’t have access to the realistic
data, she was not able to test the method proposed in her master thesis on real
data. There were two problems in her way of estimating the PSD. First, she didn’t
compensate for the axial velocity component in the generated data to estimate
transversal velocity, which following will be done by multiplying the two signals.
Second, she considered the phase shift factor according to the depth when using
BIAA, which following will be canceled during the process of generating new signal.
Then, to find the appropriate signal for estimation of transversal velocity, i.e., a
signal without axial velocity component, r1 and r2 are multiplied and a new signal
was generated.
r12(k, l) = exp{j2pi(2fvx )lTprf} (3.5.12)
This new sinusoidal signal, r12(k, l), has a frequency fr = 2f
v
x = 2vx/dx and no con-
tribution from axial velocity. This allows the lateral blood velocity to be estimated
by using (3.5.12).
Chapter 4
POWER SPECTRAL
ESTIMATION
As we have seen before, the problem of estimation of blood velocity reduces to
estimating the power spectral density (PSD) of the received signal. Existing ultra-
sonic scanners mainly use a Welch-based spectral estimation technique to form an
estimate of the blood velocity spectrum. However, these methods suffer from poor
resolution and leakage problems [16]. Therefore, in recent works, there has been
some interest in deriving other more robust spectral estimation techniques, allowing
for better estimates. In this chapter, we will introduce Filterbank (FB) methods,
and give a short introduction of the BIAA (Blood Iterative Adaptive Approach),
which is one of FB methods derived to estimate blood velocities.
4.1 Filterbank Methods
Stocia and Moses review a large range of different spectral estimation techniques,
forming an estimate of the PSD of a signal, {φ(w)}piw=−pi, from a finite number
of samples [16]. One of these techniques that is of particular interest here is the
so-called filterbank technique. This approach is formed by making the assumption
that φ(w) is nearly constant over the interval [w − βpi,w + βpi], for some given
β  1.
Figure 4.1 motivates the name of filterbank methods, The band-pass filter in this
figure, which sweeps through the frequency interval of interest, can be viewed as
a bank of (band-pass) filters. Depending on the band-pass filter chosen, we may
obtain various filterbank methods of spectral estimation. Assuming that
1. φ(w) is nearly constant over the filter pass-band;
2. The filter gain is nearly one over the pass-band and zero outside the pass-band;
3. The power of the filtered signal is consistently estimated.
the PSD estimate φ̂FB(w), obtained through the filterbank approach, is a good
approximation of φ(w) [16]. As shown in [16], if all three above assumptions are
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Figure 4.1. The filterbank approach to PSD estimation. Figure from [16].
satisfied, then a high resolution and low variance spectral estimates will be gained.
In reality, this is not the case and there will as usual be a trade-off between resolution
and statistical variability, and the resolution is limited by the sample length. Data-
adaptive FB methods are a subset of filterbank methods that data properties are
considered in the construction of filters, and since they do not make any assumption
on model orders and perform excellently, and give higher resolution in compare to
Welch methods, there is a significant interest in using them, specially when a high
resolution is needed [32]. The cost for their advantages is more computational
complexity. In [18], the authors have proposed an iterative blood velocity spectral
estimators, which is called BIAA. In the following, this approach will be explained
and some small changes have been made to use it for transversal blood velocity
estimation.
4.2 Blood Iterative Adaptive Approach algorithm
The Blood Iterative Adaptive Approach (BIAA) was introduced in [18] and it will
be reviewed here. The BIAA algorithm is an iterative and data adaptive methods
for blood velocity estimation by using medical ultrasound scanners. One of its
major properties is that there is no need to make any assumption on the sampling
pattern (both in slow and fast time samples), so it allows for the duplex mode
transmission which is necessary for B-mode images. Moreover, it still gives an
accurate estimation even with a few number of samples, so makes it possible to
estimate the blood velocity in two different regions of the vessel, while still there
will be enough data to generate the B-mode image. And as was shown in [18],
the BIAA technique outperforms the other data-adaptive techniques by presenting
fewer spectral artifacts.
Section 4.2. Blood Iterative Adaptive Approach algorithm 23
4.2.1 Theory and methods for axial BIAA
A detailed description of the BIAA algorithm for estimation of axial blood velocity
which is given in [18] will be given here. The same notation is used here for data
models and most of the text in this part is from [18]. Considering the sampled
signal at depth k corresponding to emission n as
xk(n) = αvzexp(jφk + jψvzn) +wk(n) (4.2.1)
where αvz is the the (complex-valued) amplitude of the sinusoidal signal at frequency
ψvz , and is given by
ψvz = −
2ωc
cfprf
vz = −2ωc
c
vzTprf (4.2.2)
where ωc = 2pifc, and Tprf is the pulse repetitions time , Furthermore, φ is the
demodulating frequency related to the sample’s depth, and is defined as
φ =
ωc
fs
where fs is the sampling frequency, and wk(n) denotes a residual term that contains
signals at velocity different from vz and also contains the noise. From (4.2.1) and
(4.2.2), we see that the PSD with respect to ψvz is equivalent to the blood velocity
distribution at the same location, so by estimating |αvz |2 for each velocity of interest
an estimation of blood velocity can be obtained. There is no need to make any
assumption on sampling pattern over fast, nor slow time. The signal in (4.2.1) can
be written as the sum of contributions from each frequency grid point {ψm,vz}Mm=1,
xk(n) = exp(jφk)
M∑
m=1
α(k)m,vz exp(jψm,vzn) + ek(n) (4.2.3)
where ek(n) is considered to be a zero mean white complex Gaussian noise with
variance η; this means that any possible noise coloring is modeled by the first
term in (4.2.3), i.e., the signal part. Since blood has a smooth flow profile, the
amplitude of PSD at each depth will be almost constant over a range of depths,
α
(k)
m,vz , k = k1, ..., kK . Moreover, since φ is known,
zk(n) = exp(−jφk)xk(n)
is introduced and in a compact form
zk = Aα
(k)
vz + ek
where for n = n1, ..., nN
zk = [zk(n1) ... zk(nN )]
T
24 Power Spectral Estimation Chapter 4
α(k)vz = [α
(k)
1,vz
... α
(k)
M,vz
]T
A = [a1 ... aM]
am = [exp(jψm,vzn1) ... exp(jψm,vznN )]
T
and where ek is defined similarly to zk. Since blood profile is smooth, an estimate
of the central amplitude can be found by averaging over the neighboring amplitude,
αˆm,vz =
1
K
kK∑
k=k1
αˆ(k)m,vz
What is left is to find αˆ
(k)
m,vz , m = 1, ..,M , which is done by using the BIAA algo-
rithm.
4.2.2 Axial BIAA
To get a better understanding of algorithm, the steps of acquiring this algorithm,
given in [18] will be explained here. It was shown that |αˆ(k)m,vz |2 is a measure of
the blood spectral density at velocity vz. The covariance matrix of data zk can be
expressed as.
RB
(k) =
M∑
m=1
|α(k)m,vz |2amam ∗+ηIN = APB(k)A∗ + ηIN, (4.2.4)
where PB
(k) is the power matrix defined as
PB
(k) = diag
([
p
(1,k)
B · · · p(M,k)B
])
,
p
(m,k)
B = |α(k)m,vz |2.
(4.2.5)
where diag(v) represents the matrix that has the elements of the vector v along its
diagonal. The covariance matrices can be averaged over different depths:
RB =
1
K
kK∑
k=k1
RB
(k) =
1
K
A
[
kK∑
k=k1
P
(k)
B
]
A∗ + ηI. (4.2.6)
Then the inference covariance matrix, i.e., that has the contribution from all points
on the frequency grid except ψm,vz , can be defined as
Qm = RB − |α(k)m,vz |2ama∗m (4.2.7)
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General linear estimator is used to find the estimate of : αˆ
(k)
m,vz = h
∗
mzk then the
weight vector can be find by solving
min
hm
h∗mQ̂m(ω)hm subject to h
∗
mam = 1, (4.2.8)
and the minimizer is found as
ĥm =
R−1B am
a∗mR
−1
B am
(4.2.9)
then an estimate of amplitude will be
αˆ(k)m,vz =
a∗mR
−1
B zk
a∗mR
−1
B am
(4.2.10)
So only the noise variance η, should be estimated. For each slow-time sample n and
fast-time sample k
η̂n,k =
∣∣∣∣ v∗nR−1B zkv∗nR−1B vn
∣∣∣∣2 , (4.2.11)
where vn is the nth column of IN . The noise variance estimate is then computed
as
η̂B =
1
NK
nN∑
n=n1
kK∑
k=k1
η̂n,k. (4.2.12)
As suggested in [18], a least square (LS) estimation can be used as initialization for
amplitude
αˆ(k)m,vz = a
∗
mzk/N
and a small number, e.g., 10−9 as noise variance estimate. The BIAA spectral esti-
mators are thus found by iterating the estimation of RB in (4.2.6) and amplitude in
(6.2.4) until a stopping criteria is satisfied, which generally will be satisfied after no
more than 10-15 iterations [18]. An outline of this algorithm is shown in Table 4.1.
4.2.3 Theory and methods for transversal BIAA
Herein, the necessary steps to apply BIAA for estimation of transversal blood ve-
locity will be described. In section 3.5 it was shown that the signal that contains
the transversal velocity contribution can be written as
r(k, l) = αvx exp(j2pi(2f
v
x )lTprf ) +w(k, l) (4.2.13)
Introducing ψvx = 2pi(2f
v
x )Tprf and rewriting (4.2.13) as the sum of contribu-
tions from each frequency grid point {ψm,vx}Mm=1 gives us
r(k, l) =
M∑
m=1
α(k)vx exp(jψm,vx) + e(k, l) (4.2.14)
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Table 4.1. Outline of the BIAA algorithm for axial velocity estimation
Initialize: zk(n) = exp(−jφk)xk(n)
αˆ
(k)
m,vz = a
∗
mzk/N
η̂ = 10−9
Step1 p
(m,k)
B = |αˆ(m,k)vz,vx |2
Step2 PB
(k) = diag
([
p
(1,k)
B · · · p(M,k)B
])
PB =
1
K
kK∑
k=k1
PB
(k)
RB =
1
KAPB
(k)A∗ + ηˆBI
Step3 αˆ
(k)
m,vz =
a∗mR
−1
B zk
a∗mR
−1
B am
Step4 η̂n,k =
∣∣∣∣ v∗nR−1B zkv∗nR−1B vn
∣∣∣∣2
η̂B =
1
NK
nN∑
n=n1
kK∑
k=k1
η̂n,k
Step5 repeat steps 1-4 until practical convergence
Finalize αˆm,vz =
1
K
kK∑
k=k1
αˆ
(k)
m,vz
where e(k, l) is a zero mean white complex Gaussian noise with variance η; this
means that any possible noise coloring is modeled by the first term in (4.2.14), i.e.,
the signal part. By introducing
rk = Aα
(k)
vx + ek
where
rk = [zk(l1) ... zk(lN )]
T
α(k)vx = [α
(k)
1,vx
... α
(k)
M,vx
]T
A = [a1 ... aM]
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where
am = [exp(jψm,vx l1) ... exp(jψm,vx lN )]
T
and where ek is defined similarly to zk. From the estimate of the amplitude at depth
k, αˆ
(k)
m,vx , due to the smoothness of the blood flow profile, the central amplitude can
estimated be by simply averaging the neighboring amplitude estimates
αˆm,vx =
1
K
kK∑
k=k1
αˆ(k)m,vx
It now remains to find αˆ
(k)
m,vx , m = 1, ..,M , which is done by using BIAA algorithm
for transversal velocity.
4.2.4 Transversal BIAA
An outline of BIAA algorithm for estimation of transversal blood velocity can be
seen in Table 4.2.
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Table 4.2. Outline of the BIAA algorithm for transversal velocity estimation
Initialize: αˆ
(k)
m,vx = a
∗
mrk/N
η̂ = 10−9
Step1 p
(m,k)
B = |αˆ(m,k)vx |2
Step2 PB
(k) = diag
([
p
(1,k)
B · · · p(M,k)B
])
PB =
1
K
kK∑
k=k1
PB
(k)
RB =
1
KAPB
(k)A∗ + ηˆBI
Step3 αˆ
(k)
m,vx =
a∗mR
−1
B zk
a∗mR
−1
B am
Step4 η̂n,k =
∣∣∣∣ v∗nR−1B rkv∗nR−1B vn
∣∣∣∣2
η̂B =
1
NK
nN∑
n=n1
kK∑
k=k1
η̂n,k
Step5 repeat steps 1-4 until practical convergence
Finalize αˆm,vx =
1
K
kK∑
k=k1
αˆ
(k)
m,vx
Chapter 5
ANALYSIS OF THE
PERFORMANCE
In this chapter, the performance of the BIAA algorithm to estimate both axial
and transversal velocity is examined in a realistic situation, where the data was
generated by using Field II toolbox [19]. The results are compared with those of
the so-called second-order1 and the fourth-order methods [30].
5.1 Femoral artery simulation
To compare the methods in a realistic scenario, the Field II program [19] was used
to generate flow data, using the Womersley model [33] for pulsating flow from the
femoral artery, where the exact result of the velocity estimation is known. Fig-
ure 5.12 shows the mean velocity profile of femoral artery with propagation angle
θ = 600. The specific parameters for the flow simulation are summarized in Ta-
ble 5.1.
The stationary part of the signal was removed by subtraction of the mean of
the signal, which is a common way to remove the signals from stationary echos.
Moreover, all spectrograms were produced using a dynamic range of 30 dB. The
velocity has been estimated in the center of vessel and 30 samples along depth were
used to generate PSD. The number of emissions to generate one vertical line in
spectrogram, and the angle of propagation has been varied and the result from the
three different methods compared. To get better resolution, for the price of using
an additional beamforming, axial velocity was calculated in conventional way and
transversal velocity was generated by using two more beamformers, which are used
to generate signals needed for estimation of transversal velocity.
1This method use a cross correlation approach to estimate velocities.
2This figure was generated by using the codes by Professor Jørgen Arendt Jensen.
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Figure 5.1. Mean velocity profile for femoral artery
Table 5.1. Parameters for transducer and femoral flow simulation
Transducer center frequency f0 3.42 MHz
Pulse cycles M 8
Speed of sound c 1540 m/s
Pitch of transducer element w 0.33 mm
Height of transducer element he 13 mm
Kerf ke .0165 mm
Number of active elements Ne 128
Corresponding range gate size 123 mm
Sampling frequency fs 25 MHz
Pulse repetition frequency fprf 15 kHz
Radius of vessel R 4.2 mm
Distance to vessel center Zves 40 mm
Angle between beam and flow 600
5.1.1 Number of emissions = 128
Figure 5.2 shows the estimated spectrogram, where 128 beams, the whole active
elements, are used to estimate each line of PSD and spectrogram, and PSD was
generated with 15 samples overlap. Subfigures in each row show the results from
different propagation angles, i.e. θ = 900, 750, and 600, respectively, and subfigures
in first column (i.e., (a), (d), and (g)) show the results from BIAA, subfigures in
second column (i.e., (b), (e), and (h)) show the results from second-order method
and finally, subfigures in third column (i.e., (c), (f), and (i)) show the results from
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the Fourth-order method. In each of subfigures, the lateral velocity estimation can
be seen on top of axial velocity estimation with the known mean velocity profile
being shown as the blue line.
It can be seen that BIAA has the best resolution with less artifacts in estimation
of both transversal and axial spectrum. Now we proceed, by decreasing the number
of emission necessary for generating a single line of PSD, and investigate the effect
on each of the methods.
5.1.2 Number of emissions = 64
Figure 5.3 shows the same thing but this time 64 beams are emitted to estimate each
spectrum line and 15 sample overlap was used. Again we can see better resolution
with less artifacts from BIAA for estimation of both spectrum.
5.1.3 Number of emissions =32
Figure 5.4 shows the spectrogram where 32 beams are emitted to estimate each
spectrum line. The spectrogram was generated with 15 samples overlap so half of
the samples were reused for the creation of the each PSD line. Again we can see
better results from BIAA for estimation of both spectrum.
5.1.4 Number of emissions =16
Figure 5.5 shows the same spectrogram, where this time 16 beams are emitted
to estimate each spectrum line. The spectrogram was generated with 15 samples
overlap so almost all of the samples except one were reused for the creation of each
PSD line.
5.1.5 Number of emissions =8
Finally, Figure 5.6 shows the results for 8 emissions. The spectrogram was generated
with 4 samples overlap. And we can see that BIAA still works well at estimation of
axial spectrum but estimation of transversal spectrum becomes a little bit worse.
However, it still works much better than two other methods and can keep track of
velocity.
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(a) BIAA (b) Second-order (c) Fourth-order
(d) BIAA (e) Second-order (f) Fourth-order
(g) BIAA (h) Second-order (i) Fourth-order
Figure 5.2. In each subfigure transversal blood velocity profile can be seen on
top of axial velocity, which has been estimated by using the simulated data from
femoral artery. 128 emissions to calculate each line of PSD was used. Figures in
first, second and third row show the results from propagation angles θ = 900, 750,
and 600, respectively.
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(a) BIAA (b) Second-order (c) Fourth-order
(d) BIAA (e) Second-order (f) Fourth-order
(g) BIAA (h) Second-order (i) Fourth-order
Figure 5.3. In each subfigure transversal blood velocity profile can be seen on
top of axial velocity, which has been estimated by using the simulated data from
femoral artery. 64 emissions to calculate each line of PSD was used. Figures in
first, second and third row show the results from propagation angles θ = 900, 750,
and 600, respectively.
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(a) BIAA (b) Second-order (c) Fourth-order
(d) BIAA (e) Second-order (f) Fourth-order
(g) BIAA (h) Second-order (i) Fourth-order
Figure 5.4. In each subfigure transversal blood velocity profile can be seen on
top of axial velocity, which has been estimated by using the simulated data from
femoral artery. 32 emissions to calculate each line of PSD was used. Figures in
first, second and third row show the results from propagation angles θ = 900, 750,
and 600, respectively.
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(a) BIAA (b) Second-order (c) Fourth-order
(d) BIAA (e) Second-order (f) Fourth-order
(g) BIAA (h) Second-order (i) Fourth-order
Figure 5.5. In each subfigure transversal blood velocity profile can be seen on
top of axial velocity, which has been estimated by using the simulated data from
femoral artery. 16 emissions to calculate each line of PSD was used. Figures in
first, second and third row show the results from propagation angles θ = 900, 750,
and 600, respectively.
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(a) BIAA (b) Second-order (c) Fourth-order
(d) BIAA (e) Second-order (f) Fourth-order
(g) BIAA (h) Second-order (i) Fourth-order
Figure 5.6. In each subfigure transversal blood velocity profile can be seen on
top of axial velocity, which has been estimated by using the simulated data from
femoral artery. 8 emissions to calculate each line of PSD was used. Figures in first,
second and third row show the results from propagation angles θ = 900, 750, and
600, respectively.
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5.2 Conclusion
In this chapter, BIAA was used for estimation of both transversal and axial blood
velocity, and it was seen that the BIAA algorithm provides spectrograms with
fewer artifacts in comparison to other methods, moreover BIAA gives better results
with less available samples which is so important for duplex mode transmissions,
that a part of samples will be used to generate B-mode images. BIAA captures
the transversal velocity pattern in situations that other methods cannot, and for
axial velocity estimation it works perfectly well, even when a very small amount of
samples are available. So it seems that it can be a good substitution to Welch-based
methods in ultrasound systems that estimate both axial and transversal velocities.
Chapter 6
CLUTTER SUPRESSION
The backscattered signals from red blood cells, contain the clutter originating from
stationary tissues in addition to the desired flow signal. The clutter’s strength
is typically 40 to 60 dB larger than the desired flow signal [34], so if they are not
rejected efficiently, low velocity blood flow can not be measured, estimation of higher
velocities will have a large bias [35]. Thus, it is important to remove the clutter
to achieve an accurate velocity estimation, specially for in conditions like tumor
imaging, that slow-flow is important in diagnose, where the blood and clutter often
share the same Doppler frequency bands [34].
Different kinds of clutter filters, such as finite impulse response (FIR), infinite
impulse response (IIR), and regression filter have been proposed to suppress the
clutter from the backscattered signals ( [36,37], [35, 38] [39,40]).
However, neither of these methods resulted in a better estimation of blood ve-
locity, since clutter characteristics in color flow images vary. This might be a result
of the nonstationary tissue motions which could be caused by a variety of factors,
such as cardiac activities, respiration, transducer/patient movement [41], or a com-
bination of them [34].
In the following, two novel methods to suppress the clutter will be explained.
In both of these methods a secondary training data (STD) set, which only contains
clutter plus noise signal, is used to get the necessary information to suppress clutter.
The methods are evaluated on in vivo data, i.e., the data from examination of carotid
artery1 of a healthy volunteer by using the experimental scanner RASMUS [22]and
a B-K Medical 8804, 7 MHz linear array transducer. This data set was previously
used in [42].
6.1 Secondary training data (STD) set
Secondary training data is data without the signal of interest (SOI) that contains
information about the interference. The interference cancellation method available
today in other fields, e.g. SEAQUER [43] in Nuclear quadrupole resonance (NQR)
application and adaptive clutter suppression methods based on iterative adaptive
1Carotid arteries are arteries that supply the head and neck with oxygenated blood.
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approach in airborne radar application [20], project a signal onto the null space of
the interference, receive the backscattered signal, and then remove it from the mea-
surement [21]. Therefore, in blood velocity estimation, the first issue to deal with
would be, how to get this data set. In this section low pass filtering of backscattered
signal from blood vessel (which contains both SOI plus clutter and noise) is used
to get a signal which only contains the data from clutter plus noise, and then this
data will be used in the next sections to suppress the clutter.
6.1.1 Data model and methodology
Here, the backscattered signal from blood vessels which contains the signal of in-
terest (SOI), the interference and the unstructured noise, is denoted as
zk(n) = sk(n) + rk(n) + ek(n) (6.1.1)
where k and n are fast time and slow time indexes, respectively, zk(n) is the SOI
at the same depth and time, rk(n) is the inference and ek(n) is the unstructured
noise, often assumed to be Gaussian. The secondary training data set at the same
fast and slow time denoted by yk(n) is made by only inference and noise.
yk(n) = rk(n) + k(n). (6.1.2)
Since the the frequency of blood cells is much higher than clutter in some time
intervals and therefore are not interleaved with clutter, the STD set can be obtained
by low pass filtering of backscattered signal at those intervals. Then, this data can
be used as a secondary training data set for clutter suppression.
6.1.2 Performance and result
To evaluate the method we use the in-vivo data from carotid artery of a healthy
volunteer, gathered by using the experimental scanner RASMUS [22] and a B-K
Medical 8804, 7 MHz linear array transducer. Figure 6.1 shows the spectogram
of blood velocity by using BIAA algorithm on this data set. Table 6.1 shows the
parameters for this calculation.
Here, to get a better understanding of impact of clutter the mean of the data
was not removed (which is the conventional way of removing the clutter). Very
powerful frequency components can be seen close to zero. Figure 6.2(a) shows the
same spectrogram, but the frequency is shown on y-axis instead of velocity. As it
can be seen from the figure most of the time, e.g. in the point shown by a blue
arrow, the blood frequency and clutter frequency are so close to each other that
cannot be separated but in some points, shown by green arrow, the blood frequency
is much higher than the stationary echos. To get a better understanding, the PSD
at these specific time points are shown in Figures 6.2(b) and 6.2(c).
The DSP system toolbox in Matlab was used to generate a low pass filter and this
filter was applied on the time intervals where the blood velocity has much higher
frequency component than inferences. Figure 6.3 shows one of these time intervals.
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Figure 6.1. Spectrogram of blood velocity from carotid artery of a healthy volun-
teer.
Table 6.1. Parameters for Transducer and BIAA algorithm to estimate spectro-
gram of in-vivo data from carotid artery.
Transducer center frequency f0 7 MHz
Speed of sound c 1540 m/s
Number of emissions for each PSD Ne 32
Sampling frequency fs 40 MHz
Pulse repetition frequency fprf 9.3 kHz
Number of depth to average over in BIAA Nd 40
Number of grid points in BIAA 1024
Maximum iteration of BIAA 15
Figure 6.4 shows the frequency response of the low pass filter which was used to
generate the STD set and Table 6.2 shows it’s properties.
To see how this filter work on the data, the filter was used on the whole data set
and the spectrogram of filtered data was calculated. As it can be seen in Figure 6.5
the filter worked perfectly well on this data set, since the spectrogram only contains
backscattered signal from clutter.
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(a) Spectogram (b) PSD (c) PSD
Figure 6.2. Subfigure(a) Shows the spectrogram of blood velocity from carotid
artery of a healthy volunteer. Subfigure(b) shows the PSD at a special point of
slow time which is shown by a blue vertical line in subfigure(a). Subfigure(c) shows
the PSD at green vertical line in subfigure(a)
Figure 6.3. Section of data that after low pass filtering can be used as STD.
6.2 Adaptive Clutter Suppression Based on Iterative Adaptive
Approach
In this part a new approach to improve the weighted-least-squares-based IAA, by
using the secondary training data (STD) set is proposed. The idea was proposed
in [20] to suppress clutter in airborne radar application. The aim of this method is
to first use recently developed IAA to find the covariance matrix of the clutter plus
noise (target absence) data set (STD set), then the resulting covariance matrix is
applied to form a filter to suppress the clutter. Following, the same approach was
examined to suppress the stationary echos effects from vessel’s wall and surrounding
tissues.
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Figure 6.4. Frequency response of low pass filter used to generate STD.
Table 6.2. Low pass filter
Cutoff [0, 0.1]
Passband ripple 1 dB
Stopband attenuation 60 dB
Order Minimum order (49)
Method Equiripple
Figure 6.5. Spectrogram of low-pass filtered data with cut-off [0, 0.1].
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6.2.1 Data model and methodology
Considering the backscattered signal from emission number n at depth k as
zk(n) = αv exp(jψvn) + ek(n) (6.2.1)
and writing it as a sum of contributions from each frequency grid point {ψm,v}Mm=1:
zk(n) =
M∑
m=1
α(k)m,v exp(jψm,vn) + ek(n) (6.2.2)
or in a more compact form
zk = Aα
(k)
v +wk (6.2.3)
where
zk = [zk(n1) ... zk(nN )]
T
α(k)v = [α
(k)
1,v ... α
(k)
M,v]
T
A = [a1 ... aM]
am = [exp(jψm,vn1) ... exp(jψm,vnN )]
T
and where wk is considered to be a zero mean white complex Gaussian noise with
variance η and is defined similarly to zk. An estimate of amplitude at a given depth
k and grid point m can be found as
αˆ(k)m,v =
a∗mR
−1
IAAzk
a∗mR
−1
IAAam
(6.2.4)
where RIAA is defined as (4.2.4).
The problem of conventional IAA is that it considers the signals reflected from
stationary echoes, i.e., the signals coming from vessel boundaries and tissues around
them are considered as a part of signal. In [20], Yang et al. proposed a new
schema based on maximum likelihood estimation of covariance matrix of STD, RML
and then using this estimation on IAA algorithm to adaptively finding the RIAA.
Table 6.3 shows the outline of their method, here called MIAA. In this table, xl, l =
1, 2, ..., L is L snapshot in STD which is assumed to have a complex multivariate IID
Gaussian distribution with mean zero and covariance matrix RIAA, X = [x1, ..., xL],
a
(k)
m,v = |αˆ(k)m,v|2 and where vn is the nth column of IN .
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Table 6.3. Outline of MIAA algorithm
Initialize: aˆ
(k)
m,v = | a
∗
mx
a∗mam
|2
RˆML =
1
L
XX∗
step1 RIAA =
M∑
m=1
aˆ
(k)
m,vama
∗
m + η̂IAAI
step2 aˆ
(k)
m,v =
a∗mR
−1
IAARˆMLR
−1
IAAam(
a∗mR
−1
IAAam
)2
step3 η̂n,k =
∣∣∣∣v∗nR−1IAAxv∗nR−1B. vn
∣∣∣∣2
η̂IAA =
1
N
nN∑
n=n1
η̂n,k
step4 repeat steps 1-3 until practical convergence
After obtaining clutter plus noise covariance matrix, the idea behind their method
is to minimize the clutter plus noise output power whilst constraining the gain in
direction of desired signal, which leads to the following minimization:
min
hm
h∗mR̂IAA(ω)hm subject to h
∗
msm = 1, (6.2.5)
where sm is defined similar to am. This optimal filter is given by
ĥm =
R−1IAAsm
s∗mR
−1
IAAsm
(6.2.6)
then the target can be detected by the adaptive matched filter (AMF) detector with
the form
|s∗mR−1IAAzk|2
s∗mR
−1
IAAsm
(6.2.7)
where zk is the snapshot in the test range bin and if this detector is larger than a
threshold it means that it comes from blood cells not wall of vessel.
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6.2.2 Performance and result
To estimate the performance of this algorithm, the backscattred signal from exam-
ination of carotid artery was used as target presence data, and the data attained
after low-pass filtering of this data in the time interval shown by Figure 6.3 was used
as secondary data. The number of the emission which was used for each spectral
line was 32, and the signal from the center of the vessel was examined, and the
number of frequency grid points was 512. Figure 6.6 shows the result.
Figure 6.6. Spectrogram of blood velocity after suppression of clutter by using an
Iterative Adaptive Approach
The result is strange. Therefore, to see how the method works on a single line of
spectrum, the data from one line of spectrum, shown by a green line in Figure 6.7
was used and the method was applied on this data. The result can be seen in
Figure 6.8, the left figure shows the PSD of the signal before using the method.
The powerful clutter can be seen around zero, the figure in middle shows the PSD
of STD, and the right figure shows the PSD of signal after suppression of clutter.
As it can be seen, the method performs perfectly well on this segment of data.
So to see what cause the problem, the method was applied on a simple sinusoidal
model, where some inferences around zero frequency were added to the signal, also
some random noise. Figures 6.9 and 6.10 show the result of applying the method
on this signal. As it can be seen in Figure 6.9, the clutter was suppressed perfectly
well whereas in Figure 6.10 it was not. As the only difference between these two
cases was the additive noise (because the noise was totally random), it means that
the characteristic of noise can affect the performance of this algorithm.
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Figure 6.7. Spectral line which is used to examine impact of adaptive clutter
suppression on blood velocity data
6.3 Inference cancellation by using STD
Next we examine a method proposed in [21] which named EPAIC (Estimation of
Phase and Amplitude for Interference Cancellation), is suitable for all situations
where measurements are contaminated by narrow-banded interference and where it
is possible to collect secondary data. Considering the model described in (6.1.1) for
SOI + clutter + noise (here called primary data), zk(n), and (6.1.2) for clutter +
noise (here called secondary data), yk(n), it is considered that the narrow-banded
stationary interference can be modeled as
rk(n) =
K∑
k=1
αk exp(2pijfkn) (6.3.1)
where αk, and fk are the complex amplitude, including the phase, and the frequency
of k:th sinusoidal component in the interference respectively. K is assumed to be
unknown. The main idea is to estimate the sinusoidal components in the interference
and removing them from the primary data. The steps of the EPIAC algorithm [21],
are given in Table 6.4.
The stopping criteria was chosen to be when an additional subtraction of a sinusoidal
inference provide no more changes in secondary data.
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Figure 6.8. Power spectral of blood velocity after supression of clutter by using
an Iterative Adaptive Approach for one line of spectrum.
Table 6.4. Algorithm EPIAC
1: Given zk(n) and yk(n)
2: while Stopping criteria do
3: Estimate the most dominant sinusoidal component in rk(n)
4: Remove it from zk(n)
5: Remove it from yk(n)
6: end while
6.3.1 Performance and result
Again low pass filtering of the backscattered signal from blood was used, as in section
6.1.2, to generate STD for blood velocity estimation, properties of used filter was
the same as this section. The PSD of this data set can be seen in Figure 6.11.
EPIAC was used on the two data set to remove the inference components from
backscattered signal which again was gathered by examination of carotid artery of
a healthy volunteer. The result for just one single line of spectrum, shown by a
green line in Figure 6.7, can be seen in Figure 6.12.
It can be seen from figure that EPIAC works well in some parts, like interval
shown between two green line in Figure 6.12, but it does not work for other parts
that much good. It is somehow what can be expected from signals from blood.
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Figure 6.9. Power spectral of simple sinusoidal signal.
Since vessel’s wall have nonstationary motions and this motion change according to
pressure of blood flow. So they cannot be assumed to stationary in the whole cycle
cycle.
6.4 Conclusion
In this chapter, two different methods have been examined to suppress the signals
coming from stationary echos. However, neither of these methods resulted in a
better estimation of blood velocity, since clutter characteristics in color flow images
vary during time, which might be a result of the nonstationary tissue motions
which could be caused by a variety of factors, such as cardiac activities, respiration,
transducer/patient movement [41], and in both of these methods it was supposed
that they are stationary. So a static filter cannot remove the clutter effectively.
Moreover, it was shown that characteristic of the noise in blood velocity estimation
may vary, which was one of the reasons that first method did not work on signals
from blood. So the first method (6.2) does not seem to work on flow data and the
second one (6.3) seems to works on short intervals but not for the whole blood flow
cycle.
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Figure 6.10. Power spectral of simple sinusoidal signal.
Figure 6.11. Spectrogram of low-pass filtered data with cut-off [0, 0.1].
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Figure 6.12. Blood velocity estimation after removing the clutter by using EPIAC
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