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RESUMO 
Após o ajustamento de observações pelo método dos mínimos quadrados (MMQ) 
ter sido realizado, é possível a detecção e a identificação de erros não aleatórios nas 
observações, por meio de testes estatísticos. A teoria da confiabilidade faz uso de 
medidas adequadas para quantificar o menor erro detectável em uma observação, e a 
sua influência sobre os parâmetros ajustados, quando não detectado. A teoria de 
confiabilidade convencional foi desenvolvida para os procedimentos de teste 
convencionais, como o data snooping, que pressupõem que apenas uma observação 
está contaminada por erros grosseiros por vez. Recentemente foram desenvolvidas 
medidas de confiabilidade generalizadas, relativas a testes estatísticos que 
pressupõem a existência, simultânea, de múltiplas observações com erros (outliers). 
O objetivo deste trabalho é apresentar, aplicar e discutir a teoria de confiabilidade 
generalizada para múltiplos outliers. Além da formulação teórica, este artigo 
também apresenta experimentos realizados em uma rede GPS (Global Positioning 
System), onde erros propositais foram inseridos em algumas observações e medidas 
de confiabilidade e testes estatísticos foram calculados utilizando a abordagem para 
múltiplos outliers. Comparações com a teoria de confiabilidade convencional 
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também são realizadas. Por fim, apresentam-se as discussões e conclusões obtidas 
com estes experimentos. 
Palavras-chave: Localização de Erros; Medidas de Confiabilidade; Múltiplos 
Outliers. 
 
ABSTRACT 
After the adjustment of observations by the Least Squares Method (LSM), using 
statistical tests, it is possible to detect and identify non-random errors in the 
observations. The reliability theory makes use of appropriate measures to quantify 
the minimal detectable bias (error) in an observation, and its influence on the 
adjusted parameters, if not detected. The conventional reliability theory has been 
developed aiming at conventional testing procedures such as data snooping, which 
assumes that only one observation is contaminated by errors at a time. Recently, 
generalized measures of reliability were developed, relating to statistical tests that 
assumes the existence, simultaneous by, of multiple observations with errors 
(outliers). The goal of this paper is to present, discuss and apply the theory of 
reliability generalized for multiple outliers. Besides the theoretical formulation, this 
paper also presents experiments performed on a GPS network (Global Positioning 
System), where proposital errors were inserted in some observations and measures 
of reliability and statistical tests were calculated using the approach for multiple 
outliers. Comparisons with the conventional theory of reliability were also made. 
Finally, results were presented and discussed. 
Keywords: Blunders Localization; Measures of Reliability; Multiple Outliers. 
 
 
1. INTRODUÇÃO 
 O método dos mínimos quadrados (MMQ) é o critério mais utilizado para o 
ajustamento de observações geodésicas (Ghilani e Wolf, 2006).  Este método adota 
como solução única para sistemas de equações redundantes e inconsistentes, aquela 
que minimiza a soma do quadrado dos resíduos, ponderada pelos respectivos pesos 
das observações (DALMOLIN, 2002). 
 Entretanto, o método dos mínimos quadrados pressupõe que apenas erros 
aleatórios contaminam as observações (KAVOURAS, 1982). 
 Ao longo dos anos foram desenvolvidas diversas técnicas para detecção e 
identificação de erros não aleatórios nas observações, tanto antes quanto após o 
ajustamento ter sido realizado. Uma das técnicas para a detecção e a identificação de 
erros (outliers) nas observações, após o ajustamento pelo MMQ, é o chamado β-
Method, proposto por Baarda (1968). 
 Neste trabalho, Baarda propõe o uso do chamado Teste Global do 
Ajustamento para a detecção de erros nas observações e/ou no modelo, e o 
procedimento de teste data snooping para a localização destes erros, ou seja, para a 
identificação das observações suspeitas de estarem contaminadas. 
Klein, I. et al. 
 Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 17, no 1, p.519-548, out-dez, 2011. 
5 2 1  
 Entretanto, por ser uma estratégia que se utiliza de testes estatísticos, ou seja, 
que possui níveis de probabilidade associados, erros não aleatórios de pequena 
magnitude podem não ser não identificados pelo procedimento data snooping. 
 Isto levou ao desenvolvimento da teoria de confiabilidade, que se utiliza de 
medidas adequadas para quantificar o menor erro detectável em uma observação, 
com certo nível de probabilidade, e a sua influência nos resultados do ajustamento 
(parâmetros estimados), quando não detectado. Uma série de trabalhos foram 
publicados sobre a teoria de confiabilidade, como por exemplo, Baarda (1968), 
Kavouras (1982), Förstner (1987), Wang e Chen (1994), Schaffrin (1997), Teixeira 
e Ferreira (2003), Teunisen (2006) e Oliveira e Dalmolin (2008). 
 O procedimento de teste data snooping pressupõe que apenas uma observação 
está contaminada por erros por vez, e necessita, portanto, realizar repetições do teste 
para a localização de todas as observações suspeitas. Desta forma, as medidas de 
confiabilidade desenvolvidas também se baseiam no pressuposto de apenas uma 
observação contaminada por erros por vez. 
Entretanto, trabalhos apresentando medidas de confiabilidade considerando a 
existência, simultânea, de mais de uma observação contaminadas por erros (outliers) 
também foram publicados, como por exemplo, Ober (1996), Knight et al. (2010), e 
Almagbile et al. (2011). Para uma discussão detalhada sobre as diversas medidas de 
confiabilidade que foram propostas para múltiplos outliers, ver Knight et al. (2010). 
O pressuposto da existência, simultânea, de observações contaminadas por 
erros, também requer o uso de testes estatísticos generalizados para estes casos, que 
são mais passíveis de ocorrerem na prática (ver, por exemplo, TEUNISSEN, 2006). 
 É importante mencionar que muitos dos trabalhos publicados sobre a teoria de 
confiabilidade (tanto para o caso convencional quanto para o caso generalizado), 
apresentam um caráter mais teórico, e os exemplos práticos apresentados nestes 
estudos são relativamente simples, muitas vezes envolvendo redes geodésicas 
simuladas, com poucas observações e parâmetros. 
Com estas considerações, o objetivo deste trabalho é apresentar a extensão da 
teoria de confiabilidade, generalizada para múltiplos outliers. Além da formulação 
teórica, este artigo também apresenta experimentos realizados em uma rede GPS 
(Global Positioning System), onde erros foram inseridos em algumas observações e 
medidas de confiabilidade e testes estatísticos foram aplicados utilizando a 
abordagem para múltiplos outliers. Comparações com a teoria de confiabilidade 
convencional também são realizadas. Por fim, os resultados são apresentados e 
discutidos. 
2. TESTES PARA A IDENTIFICAÇÃO DE ERROS NAS OBSERVAÇÕES 
Classicamente, após o ajustamento pelo MMQ ter sido realizado, dois dos 
testes estatísticos mais utilizados para a detecção e a identificação de erros (não 
aleatórios) nas observações, são, respectivamente, o Teste Global do Ajustamento e 
o procedimento de teste data snooping, ambos propostos por Baarda (1968). 
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Estes dois testes estatísticos são casos particulares de uma única família de 
testes, formulada com base na razão de verossimilhança (Teunissen, 2006). 
Como o presente trabalho trata apenas da identificação (localização) de erros 
nas observações, somente o segundo teste será considerado. O Teste global do 
ajustamento é aplicado para a detecção de erros no conjunto de observações e/ou no 
modelo matemático, e maiores detalhes sobre o mesmo podem ser obtidos em 
Baarda (1968), Kavouras (1982), Gemael (1994) e TEUNISSEN (2006). 
No procedimento de teste data snooping, para cada observação li do vetor das 
observações Lnx1 (i = 1, 2, 3, ... , n), testam-se as seguintes hipóteses (Teunissen, 
2006): 
 
110 }{: uxnxunx XALEH =   
vs.                                                                                                                     (1) 
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Onde 1uxX  é o vetor dos u parâmetros incógnitos que se deseja estimar, nxuA  
é a matriz design (ou matriz jacobiana), que relaciona linearmente as observações 
com os parâmetros,  
il
c é um vetor unitário contendo a unidade na linha da i-ésima 
observação li e zero nas demais, ou seja, { Tnx
i
li
c 1]0...0...1...0...0[= , e i∇  
corresponde, em módulo, a um possível erro grosseiro (outlier), diferente de zero, 
na observação li. 
Desta forma, na hipótese nula do teste (H0), assume-se que nenhuma 
observação está contaminada por erros grosseiros, e na hipótese alternativa (HA), 
assume-se que um erro grosseiro i∇  contamina a observação li. 
O critério de teste do procedimento data snooping é dado por: 
 Rejeitar H0 se: 2αZwi −<  ou 2αZwi >                                                    (2) 
 Onde para cada observação li, a estatística de teste wi é dada por (Baarda, 
1968): 
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 e 2αZ  é o valor tabelado para a distribuição normal padronizada (da forma 
bi-lateral), com o nível de significância α que foi assumido para o teste. 
 Na expressão (3), L∑  é à matriz de covariância do vetor das observações 
Lnx1, V é o vetor dos resíduos, obtido na solução por MMQ, e V∑ é a matriz de 
covariância do vetor dos resíduos, obtida pela lei de propagação de variâncias e 
covariâncias (para maiores detalhes, ver, por exemplo, GHILANI e WOLF, 2006). 
 No procedimento de teste data snooping, calcula-se a estatistica de teste wi 
para todas as observações li (i = 1, 2, 3, ... , n), porém, como o data snooping 
identifica apenas uma observação por vez, a observação li suspeita de estar 
contaminada por um erro grosseiro i∇  será aquela que (BAARDA, 1968): 
 
 
jiww
Zw
ji
i
≠∀>
>
,
2α
                                                                                      (4) 
 
 Ressalva-se que a magnitude e o sinal do erro são desconhecidos, sendo que o 
teste é apenas um indicador se o valor (desconhecido) de i∇  é significativamente 
diferente de zero, ou não, segundo o nível de significância α que foi assumido. 
 Identificada a observação suspeita de estar contaminada por erro grosseiro, 
retira-se a mesma do modelo e repete-se o ajustamento e o procedimento de teste, 
repetindo até que todas as observações suspeitas sejam devidametne identificadas e 
retiradas, num processo iterativo de identificação (localização) e remoção de 
observações com erros (BAARDA, 1968). 
 O procedimento data snooping, descrito acima, é muito difundido na 
comunidade geodésica, sendo um caso particular de um teste geral para 
identificação de erros, que será apresentado na sequência. 
O teste geral para a identificação de erros, assumindo que mais do que uma 
observação, simultaneamente, esteja contaminada por erros grosseiros (outliers), 
testa as seguintes hipóteses (TEUNISSEN, 2006): 
 
110 }{: uxnxunx XALEH =   
vs.                                                                                                                     (5) 
11111 0,}{: qxqxqxnxqLuxnxunxA CXALEH ≠∇∇+=  
 
Onde nxqLC  é uma matriz de dimensão n por q, contendo q vetores ilc , cada 
um referente a uma observação li assumida, a priori, ser passível de estar 
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contaminada por erros grosseiros, e 1qx∇  é o vetor dos q erros grosseiros 
correspondentes (cada um relativo a uma das observações li suspeitas). 
Desta forma, o termo 1qxnxqLC ∇  define o modelo de erro adotado, e expressa 
a diferença entre a esperança do vetor das observações Lnx1 sob a hipótese nula e sob 
a hipótese alternativa. O critério de teste então se torna (TEUNISSEN, 2006): 
 
Rejeitar H0 se: αKTq >                                                                                  (6) 
 Onde a estatística de teste qT  é dada por (Teunissen, 2006): 
 VCCCCVT L
T
LLLVL
T
LLL
T
q
11111 )( −−−−− ∑∑∑∑∑=                                  (7) 
E αK é o valor tabelado para a distribuição qui quadrado, com q graus de 
liberdade e o nível de significância α que foi assumido para o teste. 
 Sob a hipótese nula em (5), a variável aleatória qT  segue distribuição qui-
quadrado central com q graus de liberdade (onde unq −≤≤1 ), e na hipótese 
alternativa, a variável aleatória qT  segue distribuição qui-quadrado com q graus de 
liberdade e com um parâmetro de não centralidade ∇∑∑∑∇= −− LLVLTLT CC 11λ , 
ou seja (Teunissen, 2006; ver também a Figura 1): 
 ∇∑∑∑∇= −− LLVLTLTqqAqq CCTHTH 112 ),(2 )0,(0 ,~:;~: λχχ λ        (8) 
No exemplo ilustrado na Figura 1, calcula-se a estatistica de teste Tq, por meio 
da expressão (7). Caso o seu valor numérico exceda o valor crítico tabelado na 
distribuição qui quadrado, para q = 4 graus de liberdade e nível de significância 
α=0,05 (Kα = 9,5), rejeita-se a hipótese nula em questão. 
Desta forma, a estatística qT  possibilita aplicar testes estatisticos para a 
identificação simultânea de q observações suspeitas de erros (q = 1, 2, 3, ... , n – u), 
sendo o data snooping um caso particular deste caso geral, quando q = 1, e o Teste 
Global do Ajustamento, por exemplo, um outro caso particular, quando  q = n – u 
(ou seja, quando q é igual ao número de graus de liberdade do ajustamento). 
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Figura 1 - Ilustração gráfica da estatística Tq para q = 4, α = 0,05 e λ = 9. 
 
 
 
Para o caso q = 1 (data snooping), pode-se utilizar a estatística wi, que segue 
distribuição normal padronizada (teste bilateral), ou então a estatística qT , que neste 
caso, segue distribuição qui-quadrado com 1 grau de liberdade (teste unilateral), 
sendo a relação entre estas dada por 21 iq wT ==  (maiores detalhes em Teunissen, 
2006). 
Como na prática, o verdadeiro número de outliers que contaminam o vetor das 
observações é sempre desconhecido, segundo Knight et al. (2010), o procedimento é 
aplicar a estatística de teste em (7) para q = 1 e determinar a observação suspeita 
mais provável, com base no pressuposto de apenas um outlier. Em seguida, a 
estatística de teste em (7) é aplicada para q = 2, e o par de observações suspeitas que 
apresentar o valor máximo para esta será o mais provável, com base no pressuposto 
de dois outliers simultâneos. Este processo é, então, realizado até q ser igual ao 
número máximo de outliers razoavelmente considerados (lembrando que 
unq −≤≤1 ). Assim, as observações suspeitas identificadas, com base na 
variação do número de outliers q considerado, são então usadas como ponto de 
partida para novas investigações. 
 Entretanto, segundo Kavouras (1982), por serem estratégias formuladas com 
base em hipóteses estatísticas, ou seja, com níveis de probabilidade associados, estes 
testes possuem uma capacidade finita para a detecção e a identificação de erros 
grosseiros de pequena magnitude, e, desta forma, poderão ocorrer erros não 
detectáveis pelo procedimento de teste utilizado. 
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Ainda segundo Kavouras (1982), a sensibilidade dos testes em detectar e 
identificar erros, bem como a possível influência de erros não detectados sobre o 
vetor dos parâmetros estimados X ,  diz respeito à teoria de confiabilidade. 
A teoria de confiabilidade avalia se um determinado erro (não aleatório) em 
uma observação é detectável pelo procedimento de teste utilizado, e avalia também 
a influência deste erro nos resultados do ajustamento, quando não detectado, 
segundo os níveis de probabilidade que foram estipulados para o teste (Teixeira e 
Ferreira, 2003). 
 Na próxima seção, será apresentada a Teoria de Confiabilidade Convencional, 
inicialmente desenvolvida por Baarda (1968) para o procedimento de teste data 
snooping (onde q = 1), e posteriormente, a extensão da teoria de confiabilidade para 
múltiplos outliers (onde unq −<<1 ), obtida em Ober (1996), Knight et al. 
(2010) e Almagbile et al. (2011). 
 
3. TEORIA DE CONFIABILIDADE CONVENCIONAL 
A teoria de confiabilidade convencional, inicialmente desenvolvida por Baarda 
(1968), faz uso de diversas medidas que quantificam a sensibilidade do 
procedimento de teste data snooping em identificar (localizar) erros nas 
observações, e diversos são os trabalhos publicados sobre o assunto, como por 
exemplo, Kavouras (1982), Förstner (1987), Wang e Chen (1994), Schaffrin (1997), 
Teixeira e Ferreria (2003), Teunissen (2006) e Oliveira e Dalmolin (2008). 
Dentre as diversas medidas de confiabilidade que foram desenvolvidas, neste 
trabalho serão considerados os números de redundância local, os números de 
absorção local, os números de confiabilidade, a confiabilidade interna e a 
confiabilidade externa. Para uma discussão mais detalhada sobre estas medidas de 
confiabilidade, ver, por exemplo, Förstner (1987) e Schaffrin (1997). 
 
3.1 Números de redundância local, de absorção local e de confiabilidade 
Os números de redundância local (ou números de redundância) ri são obtidos 
pelos elementos da diagonal principal da matriz Rnxn, dada por (KAVOURAS, 
1982): 
PR V∑= 2
0
1
σ                                                                                                (9) 
Onde V∑  é a matriz de covariância do vetor dos resíduos ajustados V , P é a 
matriz peso das observações, e 20σ  é o fator de variância a priori, também arbitrário 
(para maiores detalhes, ver, por exemplo, GEMAEL, 1994). 
Desta forma, para cada observação li de Lnx1, seu número de redundância local 
ri é dado pelo respectivo elemento r(i,i) da diagonal principal da matriz  Rnxn. 
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A matriz Rnxn também pode ser definida por (GUO et al., 2007): 
])([ 1 nxn
T
uxnnxunxn
T
uxnnxunxnnxn PAAPAAIR
−−=                                           (10) 
Sendo Inxn a matriz identidade nxn e Anxu a matriz design.  Das propriedades da 
matriz idempotente Rnxn, sabe-se que (OLIVEIRA e DALMOLIN, 2008): 
unPrankPtraço VV −=∑=∑ ][][                                                        (11) 
Ou seja, o traço da matriz Rnxn é igual ao número de graus de liberdade (n – u) 
do sistema de equações, sendo o traço de uma matriz a soma dos elementos de sua 
diagonal principal (Ghilani e Wolf, 2006). 
Designando os elementos da diagonal principal da matriz Rnxn por ri  (para      i 
= 1, 2, 3, ..., n), e o número de graus de liberdade do sistema de equações por         r 
= n – u, considerando a expressão (11), pode-se escrever (SCHAFFRIN, 1997): 
∑
=
=
n
i
i rr
1
                                                                                                      (12) 
Desta forma, pode-se interpretar os números de redundância local ri de cada 
observação li como a contribuição de cada observação a redundância total            
(r = n – u) do sistema de equações (KAVOURAS, 1982). 
Além disso, o número de redundância local ri de uma observação li  indica a 
fração de um possível erro grosseiro na observação li que é diretamente refletida no 
respectivo resíduo iv  desta observação, obtido com o ajustamento pelo MMQ. 
Analisando a expressão (10), pode-se definir ainda a matriz            
Unxn = Inxn – Rnxn, como sendo dada por: 
nxn
T
uxnnxunxn
T
uxnnxunxn PAAPAAU
1)( −=                                                       (13) 
Como a matriz Unxn também é uma matriz idempotente, decorre que: 
uArankUtraço == ][][                                                                           (14) 
Designando os elementos da diagonal principal da matriz Unxn por ui (   para     
i = 1, 2, 3, ..., n), considerando a expressão (14), pode-se escrever (FÖRSTNER, 
1987): 
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∑
=
=
n
i
i uu
1
                                                                                                     (15) 
Analogamente aos números de redundância local, para cada observação li  de 
Lnx1, o seu número de absorção local (ou número de absorção) ui é dado pelo 
respectivo elemento u(i,i) da diagonal principal da matriz Unxn. 
Como o número de absorção local ui de uma observação li  é o complemento 
de seu número de redundância local ri (pois Inxn = Rnxn + Unxn), este indica a fração 
de um possível erro grosseiro na observação li  que é absorvida na estimação dos 
parâmetros incógnitos do modelo, não sendo refletida no respectivo resíduo iv  
desta observação (KAVOURAS, 1982). 
Portanto, para a identificação de um erro (não aleatório) em uma observação li, 
é desejável um alto valor para ri e, consequentemente, um baixo valor para ui, pois 
os testes para a identificação de erros apresentados dependem da magnitude dos 
resíduos ajustados, conforme mostram as expressões (3), (7) e (8). Em Oliveira e 
Dalmolin (2008) são encontrados intervalos de classificação para a controlabilidade 
das observações mediante os valores de seus números de redundância parciais. 
Quando a matriz peso das observações é uma matriz diagonal (matriz cujos 
elementos fora da diagonal principal são nulos), para cada observação li , a seguinte 
condição é satisfeita (KAVOURAS,  1982): 
1=+ ii ur                                                                                                       (16) 
E, além disso, os números de redundância e absorção local estão restritos aos 
seguintes intervalos fechados (Förstner, 1987): 
10 ≤≤ ir , 10 ≤≤ iu                                                                                 (17) 
Entretanto, quando a matriz peso das observações não é diagonal, Wang e 
Chen (1994) demonstram que os números de redundância local podem apresentar 
valores maiores do que a unidade, ou até mesmo negativos (menores do que zero), 
fugindo deste intervalo fechado definido pela equação (17). 
Considerando estes casos, para cada observação li, Wang e Chen (1994) 
propõem o uso de uma medida de confiabilidade alternativa, denominada número de 
confiabilidade (reliability number) ir , e obtida por: 
ilLVL
T
lilL
T
li ccccr ii
11 −− ∑∑∑∑=                                                                (18) 
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O número de confiabilidade ir  de uma observação li está restrito ao seguinte 
intervalo: 
ilL
T
lilL
T
li ccccr ii
10 −∑∑≤≤                                                                       (19) 
Ou seja, os números de confiabilidade ir , ao contrário dos números de 
redundância local ri, podem ser maiores do que a unidade. 
Quando as observações possuem covariâncias nulas (ou seja, são 
estatisticamente independentes), os números de confiabilidade são equivalentes aos 
números de redundância local ri (SCHAFFRIN, 1997). Nestes casos, para uma 
observação li , o seu número de confiabilidade torna-se: 
ilLV
T
lii ccrr i
1−∑∑==                                                                               (20) 
3.2 Confiabilidade Interna e Confiabilidade Externa 
Na teoria convencional de confiabilidade, que assume que apenas uma 
observação está contaminada por erros por vez, a confiabilidade interna de uma 
observação li se refere ao módulo do menor erro detectável (minimal detectable bias 
– MDB) desta observação li, segundo os níveis de probabilidade que foram 
assumidos para o teste estatístico de identificação de erros (data snooping). 
Desta forma, para cada observação li, o módulo il∇  do seu menor erro 
detectável (MDB) será dado por (Teunissen, 2006): 
ilLVL
T
l
i cc
l
i
11
0
−− ∑∑∑=∇
λ
                                                                      (21) 
Onde λ0 é o parâmetro de não centralidade do modelo, que expressa a 
separação entre a hipótese nula (ausência de erros grosseiros na observação li) e a 
hipótese alternativa considerada (presença de erros grosseiros na observação li), ver 
as expressões (5) e (8) e a Figura 1. 
Como a magnitude dos erros que contaminam as observações é desconhecida 
na prática, o verdadeiro valor para o parâmetro de não centralidade do modelo λ0 
não pode ser determinado, mas pode ser obtido em função dos níveis de 
probabilidade assumidos e do número de graus de liberdade do teste estatístico em 
questão (TEUNISSEN, 2006). 
Teoria de confiabilidade  generalizada para múltiplos outliers... 
Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 17, no 1, p.519-548, out-dez, 2011. 
5 3 0
Por exemplo, para o procedimento data snooping, onde q = 1, fixando o nível 
de significância do teste em α0 = 0,001 (0,1%), e o poder do teste em γ0 = 0,80 
(80%), valores estes recomendados por Baarda (1968), o parâmetro de não 
centralidade do modelo é dado por λ0 = 17,075. 
Ressalva-se que, caso seja utilizado o β-Method, o poder do Teste Global e do 
data snooping deve ser mantido o mesmo (γ0). Entretanto, como os graus de 
liberdade destes dois testes são diferentes, o nível de significância do Teste Global 
deve ser obtido em função do nível de significância que foi arbitrado para o data 
snooping. Uma discussão mais detalhada do tema pode ser obtida em Baarda 
(1968), Kavouras (1982) e Teunissen (2006). Em Baarda (1968), também são 
apresentados monogramas para encontrar o valor do parâmetro de não centralidade 
do modelo, para diferentes valores de α, γ e q. 
A confiabilidade externa, por sua vez, expressa a influência de um possível 
erro não detectado na observação li, nos resultados finais do ajustamento, ou seja, no 
vetor dos parâmetros ajustados X  (Oliveira e Dalmolin, 2008). 
Para cada observação li, a confiabilidade externa pode ser obtida substituindo o 
vetor das observações Lnx1 pelo modelo de erro iil lc ∇  no estimador por mínimos 
quadrados de X, resultando em (TEUNISSEN, 2006): 
iil
TT
i lPcAPAAX ∇=∇ −1)(                                                                   (22) 
Onde iX∇ é um vetor de dimensão ux1 que quantifica a influência do MDB 
da observação li em cada um dos u parâmetros estimados de X. 
Como para cada observação li , tem-se um modelo de erro associado (pois 
q=1), para cada observação li, tem-se uma confiabilidade externa iX∇  associada. 
 
4. CONFIABILIDADE GENERALIZADA PARA MÚLTIPLOS OUTLIERS 
As medidas de confiabilidade apresentadas na seção anterior, bem como o 
valor de referência para o parâmetro de não centralidade do modelo, são 
determinadas com base no pressuposto de que apenas uma observação está 
contaminada por erros (ou seja, q = 1). 
Entretanto, na prática, pode haver a existência de múltiplos outliers no vetor 
das observações, ou seja, mais de uma observação pode estar contaminada por erros 
grosseiros (q > 1). Ressalva-se que isto não inviabiliza a utilização do data 
snooping, porém, o mesmo deve ser aplicado em um processo iterativo, até que 
todas as observações suspeitas sejam devidamente identificadas, o que, na 
ocorrência de múltiplos outliers, pode resultar em um alto custo computacional.  
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Desta forma, para os testes estatísticos que consideram a existência simultânea 
de múltiplos outliers no vetor das observações Lnx1, outras expressões para as 
medidas de confiabilidade devem ser utilizadas. 
Infelizmente, um problema de estender a teoria convencional de confiabilidade 
(q = 1) para o caso generalizado (q > 1), é que as expressões para a confiabilidade 
interna e externa, nestes casos, não admitem solução única, ao contrário do caso 
convencional. Uma discussão mais detalhada do tema pode ser obtida em Teunissen 
(2006) e também em Knight et al. (2010). 
Neste sentido, alguns trabalhos propondo medidas de confiabilidade 
generalizadas para múltiplos outliers foram desenvolvidos, e algumas destas 
medidas propostas serão apresentadas a seguir. 
 
4.1 Confiabilidade Interna para múltiplos outliers 
Utilizando o chamado Teorema de Rayleigh-Ritz (ver, por exemplo, Ober, 
1996), a confiabilidade interna qil∇  de uma observação li, considerando a 
existência de múltiplos outliers (q > 1) no vetor das observações Lnx1, é dada por 
(KNIGHT et al., 2010): 
2)(1 qij
iq
i
l
l ρ−
∇=∇                                                                                     (23) 
Onde il∇ é o MDB em li no procedimento data snooping (q = 1), dado por 
(21), e qijρ é o denominado i-ésimo coeficiente de correlação múltipla, dado por: 
 
ii
ii
lLVL
T
l
lLVL
T
jjLVL
T
jjLVL
T
lq
ij cc
cCCCCc
11
1111111 )(
−−
−−−−−−−
ΣΣΣ
Σ∑∑Σ∑∑ΣΣΣ=ρ   (24) 
Como o i-ésimo coeficiente de correlação múltipla esta contido no intervalo: 
10 ≤≤ qijρ                                                                                                    (25) 
O MDB na i-ésima observação li para q outliers em Lnx1, é sempre maior ou 
igual ao correspondente MDB para um outlier (q = 1 no procedimento data 
snooping). 
A matriz Cj em (24), de dimensão n por q – 1, determina o complemento do 
modelo de erro adotado, ou em outras palavras, quais são as outras q – 1 
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observações de Lnx1, além de li, que também estão suspeitas de estarem 
contaminadas por erros. 
Por exemplo, quando o vetor Lnx1 possui n = 6 observações, e suspeita-se que q 
= 3 observações estão contaminadas por outliers, no caso em que se deseja 
determinar o MDB na segunda observação l2 de L6x1, assumindo que as outras 
observações que também estão contaminadas por erros são a terceira e a quinta 
observação (ou seja, l3 e l5), o vetor ilc  se torna, 
T
xll cc i 16]010000[2 == , e a 
matriz  Cj se torna [ ]
260
1
0
0
0
0
0
0
0
1
0
0
53
x
llj ccC
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⎢⎢
⎢
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Como para cada valor de q, tem-se ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
1
1
q
n
 combinações da matriz Cj, uma 
para cada modelo de erro possível, para cada valor de q, tem-se ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
1
1
q
n
 MDB 
associados a uma observação li, considerando a existência de q outliers. 
Por exemplo, para q = 2 (existência de dois outliers em Lnx1), tem-se 
1
12
1 −=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
n
n
 possíveis vetores cj, e, portanto, n – 1 diferentes MDB para cada 
observação li (um MDB para cada uma das n – 1 observações restantes, pois q = 2). 
Knight et al. (2010) propõem esta medida de confiabilidade interna para 
múltiplos outliers, derivada do Teorema de Rayleigh-Ritz, pelo fato da mesma 
fornecer a confiabilidade interna máxima em uma observação li, dado o modelo de 
erro ][ iljL cCC M=  considerado, ou seja, o MDB máximo em li, considerando as  
q – 1 observações restantes em Cj (lembrando que, para q > 1, a expressão para o 
MDB de uma observação li não admite solução única). 
 
4.2 Números de redundância e de confiabilidade para múltiplos outliers 
A generalização do número de confiabilidade ir  de li, para q outliers em  Lnx1 
(q > 1), é dada por (ALMAGBILE et al., 2011): 
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])(1[ 2qiji
q
i rr ρ−=                                                                                      (26) 
E o número de confiabilidade qir de li, para q outliers, está restrito ao seguinte 
intervalo: 
 
])(1[0 21 qijlL
T
llL
T
l
q
i iiii
ccccr ρ−∑∑≤≤ −                                               (27) 
 
Analisando as expressões (19), (26) e (27), nota-se que o número de 
confiabilidade qir de uma observação li, para q > 1 outliers, é sempre menor ou 
igual ao seu número de confiabilidade ir , quando se assume que apenas esta 
observação li está contaminada por erros (ou seja, q = 1). 
Se as observações são consideradas com covariâncias nulas (ou seja, 
estatisticamente independentes), os números de confiabilidade qir  para q outliers 
são equivalentes aos números de redundância qir  para q outliers. Tal equivalência é 
demonstrada em Knight et al. (2010). Neste caso, para uma observação li, o seu 
número de confiabilidade (ou de redundância) torna-se (KNIGHT et al., 2010): 
iiii lLVL
T
jjLVL
T
jjLV
T
llLV
T
l
q
i
q
i cCCCCcccrr
1111111 )( −−−−−−− Σ∑∑Σ∑∑ΣΣ−ΣΣ== (28) 
Sendo que os números de redundância qir  para q outliers estão restritos ao 
seguinte intervalo: 
10 ≤≤ qir                                                                                                     (29) 
E a sua soma resulta em ∑
=
+−−=
n
i
q
i qunr
1
1)(  (ver, por exemplo, 
Förstner, 1987).  Analisando as expressões (29) e (20), nota-se que os números de 
redundância qir  para q outliers são sempre menores ou iguais aos números de 
redundância ri para q = 1. 
Além disso, para cada observação li, tem-se ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−
1
1
q
n
 números de 
confiabilidade (ou de redundância) associados, um para cada modelo de erro 
][ iljL cCC M=  possível, estipulado o número de outliers q considerado. 
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4.3 Confiabilidade Externa para Múltiplos Outliers 
Quando se deseja obter o efeito máximo de possíveis q outliers em Lnx1, sobre 
um parâmetro especifico kx de 1uxX  (k = 1, 2, 3, ... , u), pode ser utilizado o 
teorema de Rayleigh-Ritz, de maneira similar ao MDB máximo de uma observação 
especifica li de Lnx1. 
Modificando as condições do teorema de Rayleigh-Ritz para maximizar o 
efeito de possíveis q outliers em Lnx1 sobre um parâmetro especifico kx  de 1uxX , a 
confiabilidade externa qkx∇  deste parâmetro estimado kx  torna-se (Ober, 1996): 
máx
q
kx λ=∇                                                                                               (30) 
Sendo que máxλ  corresponde ao autovalor máximo do seguinte problema 
generalizado de autovalores e autovetores (Knight et al., 2010): 
uuPCAPAAccPAAACCC L
TT
x
T
x
T
L
T
LLLVL
T
L kk
λλ =∑∑∑∑ −−−−−− ))()()(( 1111110  (31) 
Onde Txkc , semelhante ao vetor ilc , é um vetor unitário dado por 
T
ux
T
xk
c 1]0...010...00[= , onde k corresponde à linha do k-ésimo 
parâmetro kx cuja confiabilidade externa deseja ser maximizada. 
Como as condições do teorema de Rayleigh-Ritz devem ser modificadas para a 
confiabilidade interna e a confiabilidade externa, geralmente estas medidas são 
tratadas separadamente quando q > 1 (ver, por exemplo, Ober, 1996). 
Além disso, para cada parâmetro kx , tem-se ⎟⎟⎠
⎞
⎜⎜⎝
⎛
q
n
 confiabilidades externas 
associadas, uma para cada combinação possível da matriz LC  (estipulado o número 
de outliers q consirado). 
É importante salientar que nenhuma das medidas de confiabilidade 
apresentadas depende do valor numérico do vetor das observações Lnx1, estando 
estas medidas relacionadas com a geometria do problema (dada pela matriz design 
A), a precisão das observações (dada pela matriz peso P), bem como o modelo de 
erro e o número de outliers q considerado, além dos níveis de probabilidade α e γ 
assumidos para o teste. 
 
5. EXPERIMENTOS 
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Visando demonstrar na prática a teoria de confiabilidade estendida para 
múltiplos outliers, bem como fazer um estudo comparativo com a teoria de 
confiabilidade convencional, alguns experimentos foram realizados em uma rede 
geodésica. A rede geodésica utilizada foi uma rede tridimensional GPS (Global 
Positioning System), retirada de Ghilani e Wolf (2006, pg. 313), conforme ilustra a 
Figura 2. 
 
Figura 2 – Rede GPS utilizada nos experimentos. 
Fonte: Ghilani e Wolf, 2006. 
 
 
 
Analisando a Figura 2, nota-se que a rede constitui-se de seis vértices (pontos 
com coordenadas cartesianas geocêntricas – X Y Z), e onze linhas-base (distâncias 
relativas entre os vértices – ΔX ΔY ΔZ), sendo os vértices A e B pontos de controle 
(com coordenadas conhecidas, materializando o referencial). O número de 
observações é 11 x 3 = 33 (componentes ΔX ΔY ΔZ das onze linhas base), o 
número de incógnitas é 4 x 3 = 12 (coordenadas XYZ dos vértices desconhecidos C, 
D, E, F) e o número de injunções é 2 x 3 = 6 (coordenadas XYZ dos pontos de 
controle A e B).  
Valores numéricos para as observações, as coordenadas dos pontos de 
controle, e a matriz de covariânica das observações, bem como os procedimentos 
para o ajustamento de redes GPS, são obtidos em Ghilani e Wolf (2006). 
Realizado o ajustamento por mínimos quadrados da rede GPS, a Tabela 1 
apresenta o desvio padrão σi de cada observação li (obtido pela matriz de 
covariância destas), o resíduo ajustado iv  de cada observação, obtido pelo MMQ, 
bem como as medidas de confiabilidade convencional (número de redundância ri, 
número de absorção ui, número de confiabilidade ir  e confiabilidade interna - 
MDB). 
 
Teoria de confiabilidade  generalizada para múltiplos outliers... 
Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 17, no 1, p.519-548, out-dez, 2011. 
5 3 6
Tabela 1 – Desvios padrões, resíduos e medidas de confiabilidade das observações. 
L39x1 σi (m) iv (m) ri ui ir  MDB ∇li  (m) 
ΔXAC  0,031 0,005 0,9217 0,0783 0,9218 0,135
ΔYAC  0,031 0,003 0,9165 0,0835 0,9167 0,132
ΔzAC  0,031 0,030 0,9245 0,0755 0,9247 0,135
ΔXAE  0,015 0,025 0,7182 0,2818 0,7183 0,072
ΔYAE  0,014 0,007 0,6863 0,3137 0,6864 0,069
ΔzAE  0,014 0,009 0,7094 0,2906 0,7095 0,069
ΔXBC  0,015 0,003 0,6641 0,3359 0,6642 0,077
ΔYBC  0,016 0,013 0,6925 0,3075 0,6926 0,079
ΔzBC  0,015 -0,006 0,6708 0,3292 0,6709 0,076
ΔXBD  0,016 -0,009 0,7972 0,2028 0,7974 0,076
ΔYBD  0,016 0,000 0,7935 0,2065 0,7937 0,077
ΔzBD  0,016 -0,003 0,7865 0,2135 0,7866 0,076
ΔXDC  0,012 0,000 0,4750 0,5250 0,4751 0,072
ΔYDC  0,013 -0,008 0,5051 0,4949 0,5052 0,074
ΔzDC  0,011 0,000 0,4447 0,5553 0,4448 0,071
ΔXDE  0,011 -0,010 0,5060 0,4940 0,5061 0,064
ΔYDE  0,011 0,003 0,5104 0,4896 0,5105 0,065
ΔzDE  0,011 0,001 0,5111 0,4889 0,5112 0,065
ΔXFA  0,009 0,005 0,6383 0,3617 0,6384 0,045
ΔYFA  0,008 0,003 0,5932 0,4068 0,5933 0,044
ΔzFA  0,009 -0,003 0,6572 0,3428 0,6573 0,044
ΔXFC  0,016 -0,004 0,7049 0,2951 0,7050 0,079
ΔYFC  0,015 0,000 0,6521 0,3479 0,6522 0,075
ΔzFC  0,015 0,000 0,6960 0,3040 0,6962 0,077
ΔXFE  0,010 -0,003 0,4646 0,5354 0,4647 0,059
ΔYFE  0,010 -0,006 0,4838 0,5162 0,4839 0,059
ΔzFE  0,009 -0,005 0,4443 0,5557 0,4444 0,058
ΔXFD  0,010 -0,005 0,5170 0,4830 0,5171 0,056
ΔYFD  0,010 -0,003 0,5260 0,4740 0,5261 0,057
ΔzFD  0,011 0,002 0,5872 0,4128 0,5872 0,059
ΔXFB  0,008 0,002 0,5930 0,4070 0,5931 0,044
ΔYFB  0,009 0,003 0,6407 0,3593 0,6408 0,045
ΔzFB  0,008 0,005 0,5683 0,4317 0,5684 0,043
  
Analisando a Tabela 1, nota-se que a magnitude dos resíduos é compatível 
com a precisão das observações (os resíduos são menores que os respectivos desvios 
padrões das observações originais), e, além disso, as onze linhas-base possuem 
precisões semelhantes em suas componentes, a exceção da linha base AC, que 
possui precisão ligeiramente inferior as demais. 
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 Quanto aos números de redundância local e de absorção, de fato o somatório 
∑
=
n
i
ir
1
resulta em r = n – u = 21 (ou seja, ao número de graus de liberdade do 
ajustamento), e o somatório ∑
=
n
i
iu
1
resulta em u = 12 (ou seja, ao número de 
parâmetros incógnitos do sistema). 
Além disso, a igualdade ri + ui = 1 é sempre satisfeita. Este fato, bem como o 
fato que os números de confiabilidade são praticamente idênticos aos números de 
redundância para todas as observações (ver a Tabela 1), é devido ao fato que as 
covariâncias entre componentes de diferentes linhas-base são assumidas serem 
nulas, e, além disso, as covariâncias entre componentes de uma mesma linha-base 
são cerca de cem vezes menores que as variâncias das componentes desta mesma 
linha-base (ver a matriz de covariância em Ghilani e Wolf, 2006, página 323). 
 Ainda sobre os números de redundância local, pode-se notar que linhas-base 
compostas por dois pontos desconhecidos, em geral, apresentam menores valores 
para os seus números de redundância local do que as linhas-base compostas por um 
ponto de controle e um ponto desconhecido. A linha-base AC apresentou os maiores 
números de redundância local, provavelmente devido à menor precisão de suas 
observações, resultando em menor peso no ajustamento e, portanto, deixando suas 
observações “mais livres” para variar no processo de estimação. 
 Sobre o menor erro detectável (MDB - confiabilidade interna), todas as 
observações apresentaram um MDB pelo procedimento de teste data snooping de 
ordem centimétrica, relativamente maior do que a precisão (σi) destas (a exceção 
das componentes da linha-base AC, onde o MDB é de ordem decimétrica). 
Em geral, quanto menos precisa é a observação, maior o seu MDB, e, além 
disso, linhas-base compostas por um ponto desconhecido e um ponto de controle 
apresentaram valores relativamente baixos para o MDB de suas componentes em 
relação a linhas-base compostas por dois pontos desconhecidos. 
As linhas-base envolvendo o vértice F, de alta redundância na rede (ver Figura 
2), em geral também apresentaram valores baixos para o MDB de suas 
componentes. A linha-base AC, que apresentou os maiores valores para os números 
de redundância local, também apresentou a menor confiabilidade interna (maiores 
valores para o MDB), ou seja, embora um erro grosseiro em alguma componente 
desta linha-base seja altamente refletido no respectivo resíduo, devido ao fato de sua 
baixa precisão, o menor erro detectável pelo procedimento data snooping (que faz 
uso dos resíduos ajustados), também é relativamente maior do que para as 
componentes de outras linhas-base, e, portanto, é importante que estas medidas de 
confiabilidade sejam analisadas conjuntamente. 
 A confiabilidade externa reflete a influência do MDB de uma observação li 
nos resultados do ajustamento (no vetor dos parâmetros ajustados X). Desta forma, 
em termos gerais, quanto maior o valor para o MDB de li, maior a influência deste 
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erro não detectável da observação li sobre os parâmetros. Como a rede geodésica em 
estudo possui n = 33 observações, pela teoria de confiabilidade convencional, tem-
se 33 confiabilidades externas associadas (uma para cada observação li).  
A Tabela 2 apresenta apenas três destas, relativas à observação com menor 
MDB (ΔZFB), maior MDB (ΔXAC), e um MDB intermediário (ΔYAE). 
 
Tabela 2 – Confiabilidade externa das observações ΔXAC, ΔYAE e ΔZFB (em m). 
 Confiabilidade Externa das Observações (em metros) 
Parametros ΔXAC - Maior MDB ΔYAE - MDB Inter. ΔzFB - Menor MDB 
XC 0,011 0,000 0,000
YC 0,000 0,006 0,000
ZC 0,000 0,000 -0,010 
XE 0,002 0,000 0,000
YE 0,000 0,022 0,000
ZE 0,000 0,000 -0,012 
XD 0,004 0,000 0,000
YD 0,000 0,010 0,000
ZD 0,000 0,000 -0,012 
XF 0,002 0,000 0,000
YF 0,000 0,006 0,000
ZF 0,000 0,000 -0,018 
 
 Analisando a Tabela 2, nota-se que a influência do menor erro detectável em 
uma observação afeta apenas as coordenadas referentes ao eixo cartesiano sobre o 
qual foi tomada aquela observação (o menor erro detectável da observação ΔXAC 
afeta apenas as coordenadas Xj da rede, e o mesmo para as observações ΔYAE e 
ΔZFB). Também nota-se que a influência do MDB de uma observação é maior para 
os parâmetros diretamente ligados aquela observação (como por exemplo, a 
coordenada YE para a observação ΔYAE). 
Um fato interessante é que o menor erro detectável em ΔXAC, de acordo com a 
Tabela 1, é ∇li = 13,5 cm, mas a sua influência na coordenada XC, quando não 
detectado, é de apenas 1,1 cm, o que faz sentido, considerando também o número de 
redundância local desta observação: ri = 92,17% (ou seja, mais de 90% do erro é 
refletido no resíduo desta observação, e menos de 10% é absorvido na estimação 
dos parâmetros incógnitos). Novamente, verifica-se a importância de analisar as 
medidas de confiabilidade de maneira conjunta. 
Realizado o cálculo das medidas de confiabilidade convencionais, calcularam-
se as medidas de confiabilidade generalizadas para dois outliers (ou seja, q = 2).  
Primeiramente, foram calculados os coeficientes de correlação múltipla qijρ  
para q = 2, e alguns destes são mostrados na Tabela 3. 
 
 
Klein, I. et al. 
 Bol. Ciênc. Geod., sec. Artigos, Curitiba, v. 17, no 1, p.519-548, out-dez, 2011. 
5 3 9  
Tabela 3 – Coeficientes de correlação múltipla para as linhas-base AC, AE e BC. 
ρqij ΔXAC ΔYAC ΔZAC ΔXAE ΔYAE ΔZAE ΔXBC ΔYBC ΔZBC 
ΔXAC 1 0,010 0,010 0,043 0,000 0,000 0,207 0,002 0,002 
ΔYAC 0,010 1 0,010 0,000 0,047 0,000 0,002 0,201 0,002 
ΔzAC 0,010 0,010 1 0,000 0,000 0,044 0,002 0,002 0,2 
ΔXAE 0,043 0,000 0,000 1 0,010 0,010 0,105 0,001 0,002 
ΔYAE 0,000 0,047 0,000 0,010 1 0,010 0,001 0,103 0,001 
ΔzAE 0,000 0,000 0,044 0,010 0,010 1 0,001 0,001 0,108 
ΔXBC 0,207 0,002 0,002 0,105 0,001 0,001 1 0,010 0,010 
ΔYBC 0,002 0,201 0,002 0,001 0,103 0,001 0,010 1 0,010 
ΔzBC 0,002 0,002 0,2 0,002 0,001 0,108 0,010 0,010 1 
 
 Analisando a Tabela 3, nota-se que os coeficientes de correlação múltipla são 
maiores para componentes de linhas base diferentes, referentes ao mesmo eixo 
cartesiano (por exemplo, ΔXAC  e ΔXBC), do que para componentes de uma mesma 
linha base, e, portanto, com eixos cartesianos distintos (por exemplo, ΔXAC e ΔYAC).  
Este fato é interessante, pois as covariâncias entre componentes de linhas-base 
distintas são consideradas nulas, e entre componentes de uma mesma linha-base são 
baixas, porém não nulas, estando este fato relacionado com a geometria da rede.  
Além disso, o coeficiente de correlação múltipla entre uma observação e ela 
mesma é igual a 1, e entre componentes de uma mesma linha-base, é cerca de cem 
vezes menor do que a unidade, coerente com a relação de grandeza entre as 
variâncias e covariâncias das componentes de cada linha-base. 
 Com os coeficientes de correlação múltipla, foram calculadas a confiabilidade 
interna (MDB), o número de confiabilidade e o número de redundância para q = 2 
outliers, e alguns destes são mostrados nas Tabelas 4, 5 e 6, respectivamente. 
 
Tabela 4 – Alguns valores para o MDB das linhas-base DE, FA e FC com q = 2. 
MDBij ΔXFC ΔYFC ΔZFC ΔXFE ΔYFE ΔZFE ΔXFD ΔYFD ΔZFD 
ΔXDE 0,065 0,064 0,064 0,083 0,064 0,064 0,075 0,064 0,064 
ΔYDE 0,065 0,066 0,065 0,065 0,082 0,065 0,065 0,075 0,065 
ΔzDE 0,065 0,065 0,066 0,065 0,065 0,083 0,065 0,065 0,074 
ΔXFA 0,045 0,045 0,045 0,045 0,045 0,045 0,045 0,045 0,045 
ΔYFA 0,044 0,044 0,044 0,044 0,045 0,044 0,044 0,044 0,044 
ΔzFA 0,044 0,044 0,045 0,044 0,044 0,045 0,044 0,044 0,045 
ΔXFC 0,079 0,079 0,079 0,079 0,079 0,079 0,081 0,079 0,079 
ΔYFC 0,075 0,075 0,075 0,075 0,076 0,075 0,075 0,078 0,075 
ΔzFC 0,077 0,077 0,077 0,077 0,077 0,077 0,077 0,077 0,079 
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Tabela 5 – Alguns valores para o qir  das linhas-base DE, FA e FC com q = 2. 
RCij ΔXFC ΔYFC ΔZFC ΔXFE ΔYFE ΔZFE ΔXFD ΔYFD ΔZFD 
ΔXDE 0,500 0,506 0,506 0,303 0,506 0,506 0,377 0,506 0,506 
ΔYDE 0,511 0,503 0,511 0,510 0,327 0,510 0,510 0,384 0,510 
ΔzDE 0,511 0,511 0,502 0,511 0,511 0,320 0,511 0,511 0,400 
ΔXFA 0,627 0,638 0,638 0,617 0,638 0,638 0,618 0,638 0,638 
ΔYFA 0,593 0,578 0,593 0,593 0,568 0,593 0,593 0,571 0,593 
ΔzFA 0,657 0,657 0,645 0,657 0,657 0,633 0,657 0,657 0,641 
ΔXFC 0,705 0,705 0,705 0,696 0,705 0,705 0,666 0,705 0,705 
ΔYFC 0,652 0,652 0,652 0,652 0,643 0,652 0,652 0,613 0,652 
ΔzFC 0,696 0,696 0,696 0,696 0,696 0,684 0,696 0,696 0,659 
 
Tabela 6 – Alguns valores para o qir  das linhas-base DE, FA e FC com q = 2. 
Rij ΔXF ΔYFC ΔZFC ΔXFE ΔYFE ΔZFE ΔXFD ΔYFD ΔZFD 
ΔXDE 0,50 0,506 0,506 0,303 0,506 0,506 0,377 0,506 0,506 
ΔYDE 0,51 0,503 0,510 0,510 0,327 0,510 0,510 0,384 0,510 
ΔzDE 0,51 0,511 0,502 0,511 0,511 0,320 0,511 0,511 0,400 
ΔXFA 0,62 0,638 0,638 0,617 0,638 0,638 0,617 0,638 0,638 
ΔYFA 0,59 0,578 0,593 0,593 0,568 0,593 0,593 0,571 0,593 
ΔzFA 0,65 0,657 0,645 0,657 0,657 0,633 0,657 0,657 0,641 
ΔXFC 0,70 0,705 0,705 0,696 0,705 0,705 0,666 0,705 0,705 
ΔYFC 0,65 0,652 0,652 0,652 0,643 0,652 0,652 0,612 0,652 
ΔzFC 0,69 0,696 0,696 0,696 0,696 0,684 0,696 0,696 0,659 
 
 Nas Tabelas 4, 5, e 6, as linhas correspondem as i-ésimas observações, e as 
colunas correspondem as j-ésimas observações (com q = 2). Por exemplo, o 
elemento da linha 4 e coluna 7 da Tabela 4 corresponde ao MDB da observação 
ΔzDE, considerando que, além dela, a outra observação contendo outlier é a ΔZFE. 
 Analisando as Tabelas 1 e 4, nota-se que o MDB para q = 2 é sempre maior ou 
igual ao MDB com q = 1 (data snooping). Na maior parte dos casos, os MDB para  
q = 2 e q = 1 são praticamente iguais, com diferença máxima de 1.9 cm no MDB de 
ΔXDE, considerando que a outra observação com erro é ΔXFE. Naturalmente, as 
maiores diferenças ocorrem para os pares de observações que apresentam valores 
mais altos para os coeficientes de correlação múltipla qijρ  (ver a expressão 23). 
 Analisando as Tabelas 1, 5 e 6, nota-se que os números de confiabilidade e de 
redundância para q = 2 são sempre menores ou iguais aos números de confiabilidade 
e redundância com q = 1, respectivamente. Novamente, para a maior parte dos 
casos, os números de confiabilidade e de redundância para q = 2 e q = 1 (data 
snooping) são praticamente iguais, além de também não diferirem muito entre si 
para q = 2, tal como para q = 1. Este fato está relacionado com a estrutura bloco 
diagonal da matriz de covariância da rede GPS em estudo (pouca influência das 
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covariâncias das observações nas medidas de confiabilidade). 
 É importante destacar que, embora na maior parte dos casos as medidas de 
confiabilidade do caso convencional para o caso generalizado com q = 2 não tenham 
seus valores numéricos muito alterados, a maior diferença diz respeito no modelo de 
erro adotado: No caso clássico, apenas uma observação é suspeita de conter outlier 
por vez, e no caso generalizado, considera-se a existência simultânea de múltiplos 
outliers nas observações (neste exemplo, dois outliers simultâneos por vez). 
 Além disso, salienta-se que esta rede GPS possui alta redundância e precisão, 
com valores relativamente altos para as medidas de confiabilidade de praticamente 
todas as observações (são onze linhas-base para quatro pontos desconhecidos). 
 Calculadas as medidas de confiabilidade que dependem dos coeficientes de 
correlação múltipla, a Tabela 7 apresenta a confiabilidade externa sobre os 
parâmetros XE, YE e ZE em alguns cenários com q = 2 outliers, lembrando que no 
caso generalizado, a confiabilidade interna e a confiabilidade externa são tratadas 
separadamente (ver as expressões (23), (24) e (31)). 
 
Tabela 7 – Confiabilidade externa sobre XE, YE e ZE em alguns cenários com q = 2. 
 XE YE ZE 
ΔXAE e ΔXFC 2 cm - - 
ΔXAE e ΔXDE 3,3 cm - - 
ΔXAE e ΔXFE 4,7 cm - - 
ΔYAE e ΔYFC - 2,2 cm - 
ΔYAE e ΔYDE - 3,4 cm - 
ΔYAE e ΔYFE - 4,9 cm - 
ΔZAE e ΔzFC - - 2 cm 
ΔZAE e ΔzDE - - 3,2 cm 
ΔZAE e ΔzFE - - 4,9 cm 
  
 Na Tabela 7, a segunda coluna corresponde à confiabilidade externa máxima 
sobre o parâmetro XE, a terceira coluna corresponde à confiabilidade externa 
máxima sobre o parâmetro YE, e a quarta coluna corresponde à confiabilidade 
externa máxima sobre o parâmetro ZE. Desta forma, as linhas correspondem às 
observações consideradas como contendo outliers para o modelo de erro com q = 2.  
 Por exemplo, o elemento da linha 6 e coluna 3 da Tabela 7 refere-se à 
confiabilidade externa máxima sobre o parâmetro (coordenada) YE, considerando 
que as observações ΔYAE e ΔYDE das linhas-base AE e DE contêm, 
simultaneamente, outliers. 
 Analisando a Tabela 7, nota-se que os valores para a confiabilidade externa de 
um parâmetro específico podem variar bastante, de acordo com o modelo de erro 
considerado (quais são as observações suspeitas), e, além disso, são sempre maiores 
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(ou iguais) que os valores para a confiabilidade externa do caso convencional, onde 
alguns destes foram apresentados na Tabela 2. 
 Um exemplo de aplicação da teoria de confiabilidade generalizada para 
múltiplos outliers é o planejamento de uma rede geodésica para que esta seja 
resistente a q outliers, pois, como visto, em geral a confiabilidade das observações 
diminui aumentando a dimensão q do modelo de erro considerado. 
 Por exemplo, a confiabilidade externa máxima sobre um parâmetro, obtida 
resolvendo o problema de autovalores em (31), depende da matriz design A (ou 
seja, da geometria da rede), da matriz peso e da matriz de covariância das 
observações (ou seja, da precisão das observações), do parâmetro de não 
centralidade do modelo (ou seja, da dimensão do modelo de erro e dos níveis de 
probabilidade assumidos para os testes), além, é claro, do próprio modelo de erro 
estipulado (ou seja, quais são as q observações suspeitas consideradas). 
 Desta forma, pode-se estipular a priori uma geometria para a rede, a precisão 
das observações, os níveis de probabilidade assumidos e o número q de outliers 
simultâneos considerado, e então calcular a confiabilidade externa máxima sobre os 
parâmetros de interesse. Caso os valores obtidos sejam muito elevados, segundo 
algum critério de tolerência estipulado pelo geodesista, pode-se melhorar a 
geometria da rede (como o número de observações), e a precisão das observações 
(por meio da seleção de equipamentos e técnicas mais adequadas). 
 Por fim, em mais alguns experimentos, foram inseridos erros propositais em 
algumas observações da rede, para verificar se de fato, na prática, existem 
diferenças entre os testes para a identificação (localização) de erros considerando 
múltiplos outliers (simultâneos) na hipótese alternativa e o procedimento de teste 
convencional data snooping (onde apenas uma observação é suspeita por vez). 
 Primeiramente, foram inseridos erros propositais em duas observações, e foi 
aplicado o teste para identificação de erros para múltiplos outliers (expressões (6) e 
(7)), bem como o procedimento de teste convencional data snooping, trabalhando 
com a estatística qT  para ambos os casos (com q = 2 e q = 1, respectivamente). 
  Como o parâmetro de não centralidade do modelo foi mantido o mesmo 
(λ0=17,075) para o cálculo das medidas de confiabilidade para q = 1 e q = 2 nas 
Tabelas 1, 2, 4 e 7, mas os graus de liberdade dos dois testes são diferentes, foi 
encontrado em Baarda (1968) um valor aproximado para o nível de significância do 
teste para q = 2, considerando que para o procedimento de teste data snooping o 
nível de significância arbitrado foi α0 = 0,001. 
 Desta forma, o valor encontrado para o nível de significância do teste com q=2 
foi 003,0≅α . Seguindo esta metodologia, os valores críticos tabelados para os 
testes, para q = 1 e α0 = 0,001, e q = 2 e α = 0,003, são, respectivamente, dados por 
K = 10,83 e K = 11,62 (de acordo com a distribuição qui quadrado). 
 A Tabela 8 apresenta um resumo dos resultados obtidos com os experimentos. 
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Tabela 8 – Erros propositais em duas observações e os resultados dos testes. 
Observação Erro Proposital Inserido 
Resultado do 
teste para q = 1 
Resultado do 
teste para q = 2 
ΔXFE + 20 cm Tq = 136,12 Tq = 197,22 ΔXFD + 10 cm 
ΔXFE + 20 cm Tq = 299,27 Tq = 334,87 ΔXFD - 10 cm 
ΔXFE + 20 cm Tq = 206,36 Tq = 232,34 ΔXBC + 10 cm 
ΔXFE + 20 cm Tq = 213,21 Tq = 244,97 ΔXBC - 10 cm 
 
 Analisando a Tabela 8, nota-se que foram realizados quatro experimentos: No 
primeiro, inserção de um erro grosseiro de +20 cm em ΔXFE e +10 cm em ΔXFD, no 
segundo, inserção de um erro grosseiro de +20 cm em ΔXFE e -10 cm em ΔXFD, no 
terceiro, inserção de um erro grosseiro de +20 cm em ΔXFE e +10 cm em ΔXBC, e no 
quarto, inserção de um erro grosseiro de +20 cm em ΔXFE e -10 cm em ΔXBC. 
 Nota-se que os erros inseridos foram relativamente maiores do que os MDBs 
das observações para q = 1 (ver a Tabela 1). Foram escolhidos os pares de 
observações ΔXFE / ΔXFD e ΔXFE / ΔXBC para a inserção de erros propositais porque 
o primeiro par apresenta um valor relativamente alto para o seu coeficiente de 
correlação múltipla (ρqij = 0,38), enquanto o segundo par apresenta um valor 
relativamente baixo para o seu coeficiente de correlação múltipla (ρqij = 0,02). 
 Analisando o resultado resumido dos testes para q = 1, nota-se que nos quatro 
cenários a observação ΔXFE foi devidamente identificada, pois a sua estatística de 
teste Tq foi muito superior ao valor crítico tabelado (K = 10,83), além de ter sido a 
maior estatística dentre todas as observações. 
 A próxima etapa neste procedimento de teste (q = 1, data snooping) seria 
excluir a observação ΔXFE do modelo, repetir o ajustamento da rede, e repetir os 
testes, para verificar se a outra observação também seria identificada. 
 Por exemplo, no primeiro cenário, excluindo a observação ΔXFE e repetindo o 
ajustamento e o teste data snooping, a observação ΔXFD foi identificada, pois sua 
estatística de teste apresentou valor numérico Tq = 61,10, além de ter sido a maior 
estatística dentre todas as observações restantes. Excluída a observação ΔXFD do 
modelo, repete-se novamente o ajustamento e o teste data snooping, e nesta etapa, 
nenhuma observação foi identificada, ou seja, o data snooping identificou e 
localizou corretamente as duas observações contaminadas por erros, num processo 
iterativo. Para os outros três cenários apresentados, o data snooping também 
identificou corretamente somente as duas observações contaminadas. 
 Sobre os resultados do teste para q = 2, nota-se que nos quatro cenários, as 
duas observações consideradas foram identificadas simultaneamente, pois a 
estatística de teste Tq foi muito superior ao valor crítico tabelado (K = 11,62) em 
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todos estes. 
 Após esta análise para q = 2 outliers, foram inseridos erros propositais em três 
observações, e novamente aplicados os testes para identificação de erros para 
múltiplos outliers, bem como o procedimento de teste convencional data snooping, 
trabalhando com a estatística qT  em ambos os casos. 
 Mantendo o mesmo poder do teste para q = 1 e q = 3, em Baarda (1968) foi 
encontrado um valor aproximado para o nível de significância do teste para 
múltiplos outliers, considerando que para o procedimento de teste data snooping o 
nível de significância arbitrado foi α0 = 0,001. Desta forma, o valor encontrado para 
o nível de significância do teste com q = 3 foi  006,0≅α . Seguindo esta 
metodologia, os valores críticos tabelados para os testes, para q = 1 e α0 = 0,001, e   
q = 3 e α = 0,006, são, respectivamente, dados por K = 10,83 e K = 12,45. 
 A Tabela 9 apresenta um resumo dos resultados obtidos com os experimentos. 
 
Tabela 9 – Erros propositais em três observações e os resultados dos testes. 
Observação Erro Proposital Inserido 
Resultado do 
teste para q = 1 
Resultado do 
teste para q = 3 
ΔXFE + 20 cm 
Tq = 55,77 Tq = 60,04 ΔXAE + 10 cm 
ΔXDE + 10 cm 
ΔXFE + 20 cm 
Tq = 243,33 Tq = 314,15 ΔXAE + 10 cm 
ΔXDE - 10 cm 
ΔXFE + 20 cm 
Tq = 205,57 Tq = 233,14 ΔXAC + 10 cm 
ΔXBC + 10 cm 
ΔXFE + 20 cm 
Tq = 212,40 Tq = 259,37 ΔXAC + 10 cm 
ΔXBC - 10 cm 
 
 Analisando o resultado resumido dos testes para q = 1 (data snooping) na 
Tabela 9, nota-se que nos quatro cenários a observação ΔXFE foi devidamente 
identificada, pois a sua estatística de teste Tq foi muito superior ao valor crítico 
tabelado (K = 10,83), além de ter sido a maior estatística dentre todas as 
observações. 
 Sobre os resultados do teste para q = 3, nota-se que nos quatro cenários, as três 
observações consideradas foram identificadas simultaneamente, pois a estatística de 
teste Tq foi muito superior ao valor critico tabelado (K = 12,45) em todos estes. 
 É importante destacar que apenas um modelo de erro dos ⎟⎟⎠
⎞
⎜⎜⎝
⎛
q
n
 possíveis foi 
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testado nos experimentos para múltiplos outliers, sendo este o modelo de erro 
correto em cada caso. Na prática, o procedimento correto dos testes para múltiplos 
outliers, seria estipular o número de outliers q considerado (com 1 < q < n – u), e 
calcular a estatística de teste de todos os ⎟⎟⎠
⎞
⎜⎜⎝
⎛
q
n
 modelos de erro possíveis para este 
número de outliers q estipulado. De maneira semelhante ao procedimento data 
snooping, as q observações suspeitas identificadas, simultaneamente, seriam aquelas 
que apresentarem uma estatística de teste maior que o valor crítico tabelado, além de 
ser a maior estatística de teste dentro todos os modelos de erro CL possíveis para q. 
 Apenas para título de demonstração, no último cenário (inserção de um erro 
grosseiro de +20 cm em ΔXFE, +10 cm em ΔXAC e –10 cm em ΔXBC), alterando as 
observações consideradas suspeitas de ΔXFE,  ΔXAC e ΔXBC para ΔYFE, ΔYAC e 
ΔYBC (mantendo q = 3), a estatística de teste deste novo modelo de erro resulta em         
Tq = 2,06, ou seja, apresenta valor inferior ao valor crítico tabelado (K = 12,45), e, 
desta forma, este novo trio de observações testado (ΔYFE, ΔYAC e ΔYBC) não pode 
ser considerado contaminado por outliers (simultaneamente), segundo o nível de 
significância estipulado (mantido em α = 0,006). 
 Ainda neste último cenário, alterando as q observações consideradas suspeitas 
para ΔXFE, ΔXAC e ΔXFC, a estatística de teste deste novo modelo de erro resulta em 
Tq = 235,32. Embora este novo trio de observações testado apresente uma estatística 
de teste bem superior ao valor crítico tabelado (K= 12,45), para q = 3, o trio de 
observações que pode ser considerado contaminado por outliers simultaneamente 
ainda é ΔXFE, ΔXAC e ΔXBC, pois este é o trio de observações que apresenta a maior 
estatística de teste (Tq = 259,37). 
 Por fim, em um último cenário, foram inseridos erros propositais de +10 cm 
em ΔXDC, -10 cm em ΔXFD e -10 cm em ΔXBD, visando realçar uma das possíveis 
“armadilhas” que pode ocorrer no procedimento de teste data snooping. Neste 
cenário, para q = 1, a observação identificada foi a observação ΔXDE, apresentando 
a maior estatística de teste dentre todas as observações, com Tq = 26,38, ou seja, 
embora tenham três observações contaminadas por erros (ΔXDC, ΔXFD e ΔXBD), e 
estes sejam maiores que os respectivos MDB na Tabela 1, o procedimento data 
snooping identificou uma quarta observação (ΔXDE) erroneamente. 
 Entretanto, para q = 3 outliers, com o modelo de erro definido adequadamente 
(ΔXDC, ΔXFD e ΔXBD), a estatística de teste apresenta o valor Tq = 26,57, ou seja, as 
três observações contaminadas são identificadas corretamente. 
 Finalmente, após a identificação das q observações suspeitas de estarem 
contaminadas por outliers (segundo o nível de significância α estipulado), os 
mesmos podem ser devidamente parametrizados no modelo matemático e ter a sua 
influência minimizada nos resultados do ajustamento (no vetor dos parâmetros X). 
 Para isto, rejeita-se a hipótese nula H0 em (5), ou seja, aceita-se a hipótese 
alternativa HA, e, primeiramente, estima-se a magnitude e o sinal dos q outliers por 
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mínimos quadrados, por meio da seguinte expressão (Guo et al., 2007): 
 
PRLCPRCC TLL
T
L
1)(ˆ −=∇                                                                           (32) 
 
 Sendo a matriz R obtida por meio da expressão (9). A Tabela 10 apresenta os 
resultados obtidos aplicando a expressão (32) neste último experimento (com q = 3). 
 
Tabela 10 – Erros inseridos e erros estimados nas observações ΔXBD, ΔXDC e XFD. 
Observação Erro Proposital Inserido Erro Estimado por MMQ 
ΔXBD - 10 cm -7,5 cm 
ΔXDC + 10 cm + 8,5 cm 
ΔXFD - 10 cm - 8 cm 
 
 Analisando a Tabela 10, nota-se que os erros estimados por MMQ se 
aproximaram dos erros proprositalmente inseridos. Esta é uma metodologia que 
pode ser utilizada no controle de qualidade do ajustamento, pois as q observações 
identificadas não precisam ser removidas do modelo, diminuindo a redundância do 
sistema, mas podem ter os seus erros (não aleatórios) estimados por MMQ, 
diminuindo, desta forma, a influência destes no vetor dos parametros ajustados X 
(maiores detalhes em TEUNISSEN, 2006 e também em GUO et al., 2007). 
 
6. DISCUSSÕES E CONCLUSÃO 
 Este artigo apresentou, aplicou e discutiu a teoria de confiabilidade 
generalizada para múltiplos outliers, que considera a existência, simultânea, de duas 
ou mais observações contaminadas por erros (outliers), bem como o teste estatístico 
para a identificação (localização) de erros, relativo a esta abordagem. 
Visando analisar a teoria de confiabilidade generalizada para múltiplos 
outliers, experimentos foram realizados em uma rede GPS, e comparações com a 
teoria de confiabilidade convencional (relativa ao data snooping) também foram 
feitas. 
 Em geral, as medidas de confiabilidade generalizadas para dois outliers e as 
medidas de confiabilidade convencionais não apresentaram grandes diferenças no 
estudo realizado, sendo importante destacar que as medidas de confiabilidade, no 
caso convencional, devem ser analisadas conjuntamente. 
Os números de redundância e de confiabilidade, por exemplo, não 
apresentaram grandes diferenças na teoria generalizada e na teoria convencional 
devido à estrutura bloco diagonal da matriz de covariância da rede GPS em estudo. 
 Entretanto, a confiabilidade externa apresentou resultados diferentes 
considerando a existência de dois outliers nas observações em relação ao caso 
convencional (apenas um outlier por vez), e, desta forma, é importante que redes 
geodésicas sejam projetadas de forma a serem resistentes a q outliers. 
 No caso, estipula-se uma geometria a priori para a rede, a precisão esperada 
Klein, I. et al. 
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para as observações, e o número de outliers q considerado, e calcula-se as medidas 
de confiabilidade para q outliers (que independem do valor numérico das 
observações, ou seja, podem ser estimadas antes da etapa de campo). Caso os 
valores obtidos excedam algum critério de tolerência estipulado pelo geodesista, 
pode-se melhorar a geometria da rede (como o número de observações), e a precisão 
das observações (por meio da seleção de equipamentos e técnicas mais adequadas). 
A principal limitação desta abordagem de controle de qualidade é definir 
corretamente o número de outliers q considerado, entretanto, é importante salientar 
que, na prática, é provável a ocorrência de mais de uma observação contaminada 
por erros, principalmente em problemas envolvendo um grande número de 
observações (como em Fotogrametria, Posicionamento por GNSS etc.). 
Desta forma, as medidas de confiabilidade generalizadas são importantes, pois 
permitem definir estratégias de planejamento considerando a existência, simultânea, 
de múltiplos outliers nas observações, segundo os níveis de probabilidade 
assumidos, embora o número verdadeiro de outliers seja sempre desconhecido. 
Sobre os testes para a identificação de erros, em geral o procedimento data 
snooping apresenta desempenho satisfatório, localizando corretamente as 
observações contaminadas por erros, entretanto, seu custo computacional é 
relativamente grande, pois requer um processo iterativo de ajustamento e testes 
estatísticos cada vez que uma observação é identificada. Além disso, na ocorrência 
de múltiplos outliers nas observações, o data snooping pode ser suscetível a 
algumas armadilhas, como, por exemplo, identificar uma observação erroneamente. 
O teste para identificação de múltiplos outliers também apresentou 
desempenho satisfatório, localizando, simultaneamente, as observações 
contaminadas por erros, entretanto, também tem um custo computacional 
relativamente grande, pois requer o cálculo de ⎟⎟⎠
⎞
⎜⎜⎝
⎛
q
n
  testes estatísticos, um para 
cada modelo de erro possível, estipulado o número q de outliers. Porém, ao 
contrário do procedimento data snooping, a abordagem para múltiplos outliers não 
requer um processo iterativo de ajustamento e testes, pois permite que as q 
observações suspeitas sejam identificadas de maneira simultânea. 
Por fim, após a identificação das q observações suspeitas de estarem 
contaminadas por erros (outliers), os mesmos podem ser estimados por mínimos 
quadrados e ter a sua influência minimizada no vetor dos parâmetros ajustados. 
 Como as medidas de confiabilidade dependem da geometria do problema 
(dada pela matriz design A), e da precisão das observações (dada pela matriz peso 
P), recomendam-se estudos sobre como estas questões podem influenciar nas 
medidas de confiabilidade (tanto na abordagem convencional quanto na 
generalizada), alterando, por exemplo, o número de parâmetros e observações, ou os 
elementos da matriz de covariância das observações. 
 
 
Teoria de confiabilidade  generalizada para múltiplos outliers... 
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