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ABSTRACT
Research of hot atomic vapor systems has a long history. In the 1930s, Rydberg spec-
tral lines were measured in hot gases and later published in II Nuovo Cimento by Edoardo
Amaldi and Emilio Gino Segrè. Recently, much-improved technologies, such as lasers, mi-
crowaves and digital/analog control systems, have led to exciting progress in this reviving
field. Due to its cryogenic-free and vacuum-free deployment potential, room-temperature
and quantum-enabled sensing devices using gaseous atoms have become a popular research
topic, and engineering such devices has received considerable attention. Proof-of-principle
experiments have been performed demonstrating new ideas such as atomic-optical clocks,
quantum-enhanced motion sensors, next-generation magnetometers, Rydberg enabled mi-
crowave sensors, single photon optical switches, quantum memories, etc.
This thesis focuses on my work related to electromagnetic-field sensing using Rydberg
atoms in vapor cells, where Rydberg atoms are excited and detected by electromagnetically
induced transparency (EIT) spectroscopy. I first investigate the detection of strong magnetic
fields (∼ 1 T) in the Paschen-Back regime. The diamagnetic (quadratic) response of the
Rydberg levels makes the atoms sensitive to small fluctuations in field strength on a large
background. By implementing an isotope-mixed cell, we demonstrate accurate measure-
ment of a field near 0.7 T with a relative uncertainty of ±0.12%.
Many Rydberg-enabled radio frequency (RF) and microwave (MW) sensing applica-
tions require a capability of zeroing or intentional tuning of small DC electric fields inside
the vapor cell. For this purpose, I explore an in-situ DC electric-field sensing and tuning
method without using any bulk or thin film electrodes. I find that the photoelectric effect
on the vapor cell walls (with invisible, atomic Rb aggregate layers covering the surfaces)
can generate tuning fields up to 0.8 V/cm, with an inhomogeneity of about 2%. The spatial
xvi
distribution of these fields can be directly monitored by quadratic Stark shifts of the Ryd-
berg atoms. This work may inspire new approaches for DC-field control in miniaturized,
metal-free atomic vapor-cell devices.
Like many other quantum measurements on hot gaseous samples, short interaction
time and other technical decoherence processes are the major factors which limit the pre-
cision and, in certain cases, the accuracy of the metrological results. In order to study
these effects in the context of EIT, I performed an EIT experiment using a Λ-type quan-
tum system consisting of the hyperfine ground states and the first excited electronic state
of the Rb atoms contained in a buffer-gas-free thermal vapor cell without anti-relaxation
coating. Technical line-broadening effects due to inhomogeneity of stray magnetic fields,
laser frequency jitter, transverse beam intensity distribution, interaction time distribution,
and atom-wall/impurity gas collisions are studied. Experimental results and numerical sim-
ulations are compared. These results provide crucial information and quantitative insights
for vapor cell sensor design.
The development of compact and multi-functional spectroscopy vapor cells is widely
considered to be a critical engineering step towards manufacturing field-deployable sen-
sors for real life applications. My R&D efforts towards fabrication of glass spectroscopy
cells with integrated, highly-conductive silicon components are presented in the last part
of my thesis. I explored various technical challenges and successfully developed a proof-
of-principle prototype from scratch. The device allows the application of electric fields
inside the cell for particle trapping and for tuning Rydberg transitions. Further, the highly-
conductive silicon components enable microwave polarization filtering for microwave sens-
ing applications, plasma-physics studies, etc. Preliminary experimental data and simula-
tions are presented. Technical details are included for future reference.
In summary, in my thesis I report on a comprehensive study of several spectroscopic
and field sensing applications of Rydberg and ground-state atoms in vapor cells, as well as




This thesis focuses on my work related to electromagnetic-field sensing using Rydberg
atoms [1] in vapor cells. Signals from the Rydberg atoms in the gas phase are detected
by the method of electromagnetically induced transparency (EIT) spectroscopy [2, 3]. EIT
has been implemented in both cold atomic gases [4, 5] and in room-temperature vapor
cells [3, 6] as a nondestructive optical detection technique for Rydberg-atom spectroscopy.
In the first chapter, for the broad interest of general readers, I start with an introduc-
tion to two sensing technologies using atomic vapor cells. Next, I introduce three fre-
quently encountered unique aspects with regard to performing Rydberg-EIT spectroscopy
in a gaseous sample.
In Chapters 2–3, I present some important experimental and theoretical findings that
have accumulated over years of Rydberg physics research. This knowledge of Rydberg
physics enables us to make accurate and quantitative calculations about the quantum prop-
erties of Rydberg atoms. These calculations are the bedrock for establishing realistic semi-
classical simulations for various sensing applications.
Chapters 4–7 of this thesis focus on the reviews of four major research activities
throughout my PhD training. Details about the designs and technical approaches are doc-
umented for future reference. Experimental findings are also presented and discussed. For
completeness, some details are provided in an appendix.
1.1 Metrology Using Atomic Vapor Cells
Light-matter quantum-state entanglement and manipulation have been a research focus in
the condensed-matter and AMO community for many years [7, 8]. Since the invention
of laser cooling and trapping technologies, a majority of the research efforts have been
focused on cold atomic systems. This is partially due to the availability of prolonged in-
teraction times in these systems and the wide range of quantum physics phenomena that
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can be studied. The success of coherently preparing and precisely manipulating physical
systems at a quantum level [9, 10, 11, 12] has led us to the dawn of a new era for appli-
cations based on laws of quantum mechanics. These applications range from fundamental
quantum-based sensors [13, 14, 15, 16, 17] and transducers [18, 19, 20] to higher-level
quantum networks [21] suitable for quantum communications, quantum simulation and
computing [22, 23, 24].
In contrast to a laser-cooled atomic sample, the atoms in a gaseous vapor phase cover
a wide range of Doppler shifts and possess a short interaction time with the external fields.
However, these features do not limit them to finding their way into the metrology applica-
tions that require high sensitivity and high precision. For readers with a broad interest, I
begin by introducing two metrology technologies that involve hot atomic vapors contained
in room-temperature spectroscopy cells.
1.1.1 Vapor Cell Magnetometers
The first example I would like to discus is optical magnetometers. These devices are capa-
ble of sensing magnetic fields by measuring the optical absorptive and dispersive properties
of atoms. The sensitivity is on the order of 10−15 T Hz−1/2 for some of the state-of-the-art
devices. The idea of using atoms as magnetometers has a history of nearly half a century
since the discovery of optical pumping. Glass vapor cells filled with alkali and/or noble
gases are implemented in these devices. Information about the magnetic fields is encoded
in the atoms’ spin motions in the fields.
There are numerous techniques for measuring atomic spin. One commonly used
method is measuring the optical rotation of the light that propagates through the vapor.
This technique is also known as optical polarimetry. For devices involving Alkali atoms,
light with wavelengths close to the D1 or D2 transitions is widely used [25].
Like many other quantum measurements, the sensitivity of the vapor cell magnetome-
ters is limited by spin relaxations. Various physical processes affect the relaxation of the
spin in both the transverse direction (T2 type) and the longitudinal direction (T1 type).
They include but are not limited to spin-destruction collisions among alkali, buffer-gas
and quenching-gas atoms, wall collisions, spin-exchange collisions, and magnetic field
gradient-induced dephasing, etc.
In addition to these technical processes which limit the sensitivity, there are three fun-
damental sources of noises that limit the signal-to-noise ratio [26]. These noises originate
from the quantum nature of the system. First, the finite number of atoms involved in each
measurement gives rise to the spin-projection noise [27]. Second, photon shot noise is
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ubiquitous in all atom-light interactions. Third, the light-shift noise [28] produced by the
AC Stark shifts fluctuations, constitutes the last fundamental quantum noise. A detailed
pedagogical summary of these noise effects can be found in Ref. [25].
Despite these fundamental limits, there have been tremendous developments in atomic
magnetometers over the last decade. These advances are driven by the technological im-
provements in measuring equipment and by refinements in producing better quality va-
por cells. New cell technologies are essential to prolonging the ground-state relaxation
times. State-of-the-art atomic magnetometers (spin-exchange relaxation-free (SERF)) have
achieved sensitivities that rival or even surpass the superconducting quantum interference
device (SQUID)-based magnetometers [29, 27] not to mention their intrinsic advantage of
cryogenic-free operation conditions.
1.1.2 Rydberg-atom Enabled RF/Microwave Sensing
The second example I would like to introduce has a relatively short history, where hot Ryd-
berg atoms are used as atomic sensors for radio frequency (RF)/microwave (MW) electric
fields [14]. The Rydberg atoms are prepared and detected using EIT spectroscopy. The
RF/MW electric fields couple a nearby Rydberg state and cause transitions out of the EIT
system. Since the EIT signals are sensitive to disturbances, such as phase modulation, pop-
ulation modulation, or energy shifts, we can detect the amplitude and phase of the RF/MW
by comparing the EIT signals with and without RF/MW [30, 31].
In a relatively strong RF/MW field, EIT signals show Autler-Townes splittings. The
amount of the splitting is directly proportional to the field amplitude. This spectrospic
information can be used to measure the RF/MW fields strength. For small field strengths
where the Autler-Townes splittings are smaller than the EIT signal width, a heterodyne-
sensing technique has been demonstrated. By using a strong microwave-dressed Rydberg
state researchers have achieved a sensitivity at a level of tens of nVcm−1Hz−1/2 [15].
In addition to its high sensitivity, Rydberg EIT has also been shown to be robust against
white noise inherent in any RF/MW sources [32]. Researchers even made a radio using this
technique [33].
Due to the well-developed understanding of Rydberg physics, Rydberg EIT in room-
temperature vapor cells has been considered as a new atom-based, SI-traceable and self-
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Figure 1.1: Simplified three-level ladder structure for a Rydberg EIT system. ωp and ωc
represent the angular frequencies of the probe laser and coupling laser, respectively. The
energy difference between state |g〉 and |e〉 is ~ωlo. The energy difference between state |e〉
and |Ryd〉 is ~ωup. A transmission increase of the probe laser can be observed when the
two-photon resonance condition is met (see text for details).
1.2 Doppler Effect in a Wavelength Mismatched Ladder
System
Unlike cold atomic systems where atoms are cooled to below sub-mK temperatures, the
average velocity of the atoms in a room-temperature spectroscopy cell is usually up to
about five orders of magnitude larger than that of cold atoms. In addition to the much
larger average velocity, the width of the velocity distribution is also wider than that of
laser-cooled atoms by the same factor. This wide distribution, together with the Doppler
shifts, brings both challenges and opportunities for performing EIT spectroscopy which
requires a coherent and nonlinear optical excitation [34, 35].
In the next three subsections, I would like to emphasize three unique effects related
to fast-moving atoms in the context of the Rydberg EIT ladder system. Some of them
are not intuitively apparent, but all play important roles in analyzing and understanding
spectroscopic signals.
4
J. Phys. B: At. Mol. Opt. Phys. 46 (2013) 245001 A Urvoy et al
(a) (b) (c)
(d) (e) (f)
Figure 2. Wavelength dependence of the EIT. Top: absorption coefficient per velocity class for (a) !p = 43 !c (!p > !c), (b) !p = !c and
(c) !p = 23 !c (!p < !c). Bottom (d)–(f): Doppler-averaged probe laser transmission signal corresponding to (a)–(c). Simulation parameters:
"p = 2# ! 0.01 MHz, "c = 2# ! 5 MHz, $1 = 2# ! 5 MHz, $2 = 2# ! 0.1 MHz, T = 20 "C and 2 mm cell length.
Simply speaking, we re-distribute the atomic population of all
states between the hyperfine levels of the ground state with a










where a is the 1/e2 beam waist, T is the temperature and m is
the mass of the atom.
Finally, we include laser-induced dephasing in the model.
The finite linewidth of the laser can be modelled as a dephasing
which acts on the off-diagonal elements of the density matrix %
[23, 38].
3. Short-lived upper state
First, we study a three-level system with ‘inverted’-
wavelengths where the upper level is a short-lived excited
state. Experimentally, we realize this situation by tuning
the coupling laser to the |6P3/2# $ |7S1/2# transition. The
|7S1/2# state has a natural linewidth of $7S = 2# ! 3.3
MHz comparable to the intermediate state linewidth of $6P =
2# ! 5.2 MHz. A circularly polarized 852 nm probe beam,
stabilized to the |6S1/2, F = 4# $ |6P3/2, F % = 5# transition,
passes through a caesium vapour cell. A counter-propagating
circularly polarized 1470 nm coupling beam is scanned across
the |6P3/2, F % = 5# $ |7S1/2, F %% = 4# transition.
In order to investigate the atomic dynamics on different
timescales, we use tightly focused beams in a 100 µm long
vapour cell. The beam waist of the coupling beam is kept
constant at wc = 20 µm, and the beam waist of the probe
beam wc is varied from 17 to 49 µm. The beam sizes are
approximately constant over the length of the atomic sample
as the Rayleigh range is longer than the length of the cell. For
100 "C vapour with most probable velocity vp = 215 m s&1
and typical beam size wp = wc = 20 µm, the most probable
interaction time is tp ' 90 ns. This interaction time is
comparable to the lifetime of both the intermediate state
&6P = 30.4 ns and the excited state &7S = 48.2 ns.
First we consider the effect of applying only the probe
laser on resonance 'p/2# = 0 MHz. Atoms with velocities
around v = 0 m s&1 are excited on the F = 4 $ F % = 5
transition. As this is a closed transition, the atoms cannot
enter the lower hyperfine level of the ground state and cycle
on this transition until saturation is achieved. Due to the
one-photon Doppler shift of the probe laser '1ph = &kpv,
non-zero velocity classes around v = 213.85 m s&1 and
v = 385.10 m s&1 are able to excite the F = 4 $ F % = 4 and
F = 4 $ F % = 3 transitions respectively. As these transitions
are open, atoms can enter the lower hyperfine level and become
dark with respect to the probe laser.
Now we consider the effect of applying both the probe
and coupling laser simultaneously. The change in probe
transmission as a function of coupling detuning is investigated
for various beam waists and therefore atom–laser interaction
times, as shown in figure 3. When the coupling laser is
on resonance 'c/2# = 0 MHz, a transparency feature is
observed. This corresponds to the excitation of atoms with
velocities around v = 0 m s&1 on the F = 4 $ F % = 5
$ F %% = 4 two-photon transition. The probe transition is no
longer closed and atoms can now decay to the lower hyperfine
level of the ground state via hyperfine levels of the intermediate
state. This process is known as DROP [32] and is a time-
dependent transfer of atoms to the dark hyperfine state via a
two-photon excitation process.
For small beam sizes, and therefore short interaction
times, the transparency feature at 'c/2# = 0 MHz becomes
absorptive. When the interaction time is sufficiently short,
the atom does not remain in the beam long enough to decay
from the excited and intermediate state. As a result, the DROP
transparency feature does not occur. Instead, in the very short
interaction time domain wp < 30 µm, the probe light is
3
Figure 1.2: Adap ed from Ref. [36].Wavelength dependence of the EIT. Top: absorption




(λp < λc). Bottom (d)–(f): Doppler-averaged probe laser transmission signal correspond-
ing to (a)–(c).
1.2.1 Signal Strength and Doppler Averaging
A Rydberg-EIT system can be simplified to a ree-level ladder s ructure, as shown in
Fig. 1.1. A Rydberg atom in the st te |Ryd〉 is coupled by the two-photon coherent excita-
tion scheme where the probe laser couples the ground |g〉 and the short-lived intermediate
state |e〉, and the coupling laser couples |e〉 to the relatively lo g-lived Rydberg state |Ryd〉.
Both probe laser angular frequency, ωp, and coupling laser angular frequency, ωc, can be
tun d indep ndently. In most of he Rydberg EIT experiments, one of the two laser fre-
quencies are fixed and the other is scanned. The EIT happens when the probe and coupling
laser frequencies satisfy the two-photon resona c co dition shown in Eq. 1.1:
(ωc + v · kc) + (ωp + v · kp) = ωup + ωlo (1.1)
where kc and kp are the wave vectors of the probe and oupli g lasers. The v · k ter s
account for the Doppler shifts.
I thermal experiments, both probe and coupling laser frequencies are tuned to be
near-resonant, i.e., ωp ≈ ωlo and ωc ≈ ωup. Under such a condition, Eq. 1.1 di ta es that
the probe and the coupling laser have to propagate in opposite directions in order to cancel
out most of the Doppler-shift mismatch when kp and kc differ significantly. For the case of
Rb, probe laser wavelength λp ≈ 780nm and coupling laser wavelength λc ≈ 480nm are
commonly used. This geometrical requirement on the excitation scheme can be drastically
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Figure 1.3: Illustration of a toy model where two EIT resonances are observed due to sub-
level splitting/shift of ground state |g〉 (Case 1), intermediate state |e〉 (Case 2) or Rydberg
state |e〉 (Case 3). Two laser scan configurations (Case A and Case B; see text for details)
are shown on the right. Resonance (1) is assigned to the signal on the red-detuning side of
the resonance (2) in both cases. Note that in Case 1, resonance (1) is associated with the
upper level in the ground state manifolds, whereas in Cases 2 and 3, it is associated with
the lower level in the respective manifolds.
In addition, due to the wide distribution of v, the resonant laser frequencies satisfying
Eq. 1.1 are different for atoms of different velocity. The measurable transmission signal
of the probe laser has to be averaged over the entire ensemble of atoms of all possible
velocities. Depending on the probe and coupling laser wavelengths, such an averaging
process (reffered as Doppler averaging) has a dramatic effect on the EIT signal strength.
Fig. 1.2 compares the EIT signal strengths for cases in which the wavelength of the two
transitions are mismatched. The signal strength is reduced significantly when the one-
photon Doppler shift ∆1ph = kpvz has the same sign as the two-photon Doppler shift
∆2ph = (kp − kc)vz.
1.2.2 Frequency Scaling Factors for Measured Resonances
For detecting of electromagnetic fields, Rydberg-EIT line shifts or splittings are usually
measured. Due to the wavelength mismatch, these measured shifts/splittings do not directly
correspond to the energy shifts/splittings of the underlying quantum states. The measured
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shifts/splittings need to be scaled before they can be used to find the correct electromagnetic
field strength.
In addition, the energy-level structures of real atoms are more complicated than those
of a three-level system. Even in zero electromagnetic fields, spin-orbit couplings in the
Rydberg state |Ryd〉 and hyperfine structures of the intermediate state |e〉 cause splittings of
the EIT resonance. Multiple EIT resonances can usually be observed within the frequency
scan range of a laser. Each of these is associated with a sub-three-level structure for a
specific velocity group that satisfies the resonance condition shown in Eq. 1.2 and Eq. 1.3:
ωc − ωup +
vz
c
ωc = 0 (1.2)
ωp − ωlo −
vz
c
ωp = 0 (1.3)
where ~ωloin this case represents the energy difference between two lower states in the
sub-three-level structure and ~ωup represents the energy difference between the upper two
states. The sign difference of the Doppler terms is due to the fact that the probe and cou-
pling laser propagate in opposite directions along the z-axis.
The scaling factors can be derived from Eq. 1.2 and Eq. 1.3. Let us consider a toy
model where only two EIT resonances are present. As shown in Fig. 1.3, the two resonances
can be associated with either the subatomic structures of the ground state |g〉 (e.g., Zee-
man splitting/shifts of the magnetic sub-levels), of the intermediate state |e〉 (e.g.,hyperfine
structure splittings) or of the Rydberg state |Ryd〉 (e.g., fine structure splittings or Stark
shifts).
More interestingly, it turns out that these scaling factors take different values depend-
ing on which one of the two lasers is scanning. In Case A, the probe laser frequency is
fixed, and the coupling laser frequency scans. In Case B, the probe laser frequency scans,
and the coupling laser frequency is fixed. These scaling factors are summarized in Tab. 1.1
and are derived in the following:



















where superscript (∗) = (1) or (2) has been added to reflect the two adjacent resonances as
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Table 1.1: EIT resonance frequency scaling factors in a wavelength-mismatched ladder
system
Ground Sate Intermediate State Rydberg State
Case 1 Case 2 Case 3
Case A (probe fixed, coupling scans) λp
λc
∣∣∣1− λpλc ∣∣∣ 1
Case B (probe scans, coupling fixed) 1
∣∣∣1− λcλp ∣∣∣ λcλp
shown in Fig. 1.3.
After substituting Eq. 1.5 into Eq. 1.4, the coupling laser frequency tuning ∆(1,2)ωc























































= −∆r case A3
(1.6)
where ∆g is the ground state splitting in Case A1, ∆e is the intermediate state splitting and
∆r is the Rydberg splitting in Case A2 and A3. Note that the splittings either caused by
fine or hyperfine interaction or external magnetic fields are, in general, much less than ωp,












In Case B, the probe laser is scanning and the coupling laser frequency is held fixed.




















Similar to Case A, after substituting Eq. 1.8 in Eq. 1.9 the frequency tuning ∆(1,2)ωp





























































= −∆r λcλp case B3
(1.10)
As shown by Eq. 1.6 and Eq. 1.10, depending on which laser is scanning, the mea-
sured frequency differences between EIT resonances have to be scaled to match the atomic
energy levels splittings. This is a direct consequence of the wavelength mismatch. During
the Doppler averaging process, multiple velocity groups contribute to each EIT resonance
observed, and the Doppler shifts pull the line center in opposite directions (see Fig. 1.2).
The results shown in Tab. 1.1 still hold.
In addition, these relations can also be used to calibrate the laser scanning parameters
if the atomic level splittings are known.
1.2.3 Probability Distribution of the Interaction Time
Due to the fast velocities of thermal atoms in room-temperature vapor cells, the interaction
time of an atom with laser fields is short compared to the lifetime of the Rydberg states
utilized in the Rydberg-EIT experiments. This is especially true in the cases where laser
beams are tightly focused in order to achieve sufficiently high Rabi frequencies.
The limited interaction time causes additional spectroscopic line broadenings of mea-
sured signals. This affects the resolution of the field measurements. The magnitude of the
interaction-time line-broadening can generally be estimated by the inverse of the averaged
interaction time, which is the time atoms spend flying across the laser beams.
The estimation mentioned above is widely used in cold atomic beam experiments
where the atoms usually have a well-defined velocity and direction. In a room-temperature
vapor cell, this is not true. A slightly more detailed model is needed to capture effects given
the random nature of the atomic motions.
For an interaction-time dependent observable, O(t), in general, the experimentally
measured value, O, is an average over the probability density distribution of the time of
9




The time of flight distribution density, Ptof (t), can be determined as a weighted av-






The weighting factor Ptrj(l)dl represents the probability of finding a trajectory with length
l in an ensemble of atom trajectories.
The exact form of Ptof (t) depends on the degrees of freedom of the atomic motion
and the geometry of the container. A hypothetical 2D model where analytic results can be
easily obtained for K(t; l) and Ptrj(l), while not most useful, provides physical insight. A
real 3D situation will be discussed later.
The thermal atomic motion is described by the Maxwell-Boltzmann distribution, as
























y and integrate Eq. 1.13 over vz and the azimuthal angle ϕ, we can find












In room-temperature vapor cells used in most Rydberg-EIT experiments, the vapor
pressure and the atomic density are very low. The mean free path is usually much larger
than the vapor cell dimension. Therefore, we assume the atoms merely experience colli-
sions when they fly through the laser beams. (Note that this assumption barely holds in
atomic vapor cells with significant buffer/quenching gas pressure.) Under such assump-
tions, for a given flight distance l, the following probability must be held equal:
f2D(v⊥)dv⊥ = K2D(t; l)dt (1.15)




















where the following change of variables has been used:
v⊥t = l (1.17)
t|dv⊥| = v⊥|dt| (1.18)
In order to fully specify the time-of-flight probability density distribution, Ptof in
Eq. 1.12, we need to find the probability distribution Ptrj(l) for a given trajectory length
l. Under the no-collision assumption, this quantity depends on the geometry of the phys-
ical cell. For the spirit of a 2D model, let us consider a fictional 2D cell with azimuthal
symmetry as shown in Fig. 1.4. Under such construction, atoms fly into the cell from the
circumsference specified by some geometrical parameters labeled in Fig. 1.4.
In a 2D system where Eq. 1.14 holds, the probability of finding a trajectory of length
l, Ptrj(l)|dl|, after some thoughts, should be:
Ptrj(l)|dl| = cosα|dα| (1.19)
where α is the angle to the normal on the wall as shown in Fig. 1.4. Note that the cosα
factor, rather than a uniform (i.e., α independent) factor, used in Eq. 1.19 is essential. This
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Figure 1.5: Numerical illustration of probability density Eq. 1.22 (black curve) and its
integrated probability distribution (red curve). The absolute values are scaled by the char-
acteristic time t0.
factor ensures a Maxwell-like velocity distribution (shown by Eq. 1.14) inside the cell.







where r is the radial of the cell.






















If we define v0 =
√
2kBT/m, t0 = 2r/v0 and τ = t/t0, we can write the integral
in Eq. 1.21 in a dimensionless fashion. Not surprisingly, we find that P2Dtof (t) scales like
∼ 1/t0 as:
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Figure 1.6: Scaled probability density distribution of the time of flight inside a cylindrical
















Eq. 1.22 is plotted in Fig. 1.5. Numerical data show that the density distributionP2Dtof (t)
peaks at the most probable time of flight t ' 0.67t0.
The analytic result mentioned above for the 2D scenario does not take the longitudinal
(along the laser propagation direction) motion of the atoms into account. This assumption
works well when the geometry of the laser beam has a small diameter-to-length ratio.
For a realistic 3D model, motions between the two end windows of the vapor cell need
to be considered. Theoretical/analytic analyses that incorporate longitudinal effects in a
terminated cell are complex [37].
A numerical Monte Carlo investigation is relatively straightforward for a 3D cylindri-
cal vapor cell in which the atoms can move freely in 3D. The cell volume is terminated
by the two end windows. Most of the model trajectories start/end on the cylindrical side
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walls of the cell, but the model also includes trajectories in which atoms start/end on the
end window;, there are, of course, mixed cases. Typical results can be found in Fig. 1.6.
The simulation results for cases in which the diameter to length ratio is large indicate
significant deviations from the 2D model (Eq. 1.21) in the region of small τ . We can
see there are significant contributions near τ = 0, and the peak for the most probable
interaction time becomes less prominent in these cases. The green line in Fig. 1.6 shows




Rydberg States of Rubidium Atoms
Powered by laser cooling and coherent spectroscopy technologies [38, 39], Rydberg atoms
have demonstrated great potential in areas ranging from classical microwave and THz-wave
field sensing and detection [40, 41, 42, 43, 12] to the production and readout mechanisms
of non-classical states of light [44, 45, 46, 47]. They are widely considered to be a valuable
building block [48, 49] for quantum-based technologies because of their strong coupling to
external electromagnetic fields [50] and tunable interactions [51, 52]. The successful imple-
mentation of EIT in vapor cells has sparked new ideas for making quantum-enabled devices
such as atomic-optical clocks [53], sensitive motion sensors [13], magnetometers [54, 55],
microwave sensing devices [14], etc.
In this chapter, I summarize some important properties of the Rb Rydberg atoms,
which are closely related to the Rydberg-EIT spectroscopy.
2.1 General Properties and n-Scaling Laws
Rydberg atoms have been one of the most studied subjects in the atomic research fields in
the past a few decades. Their unique properties, such as the large orbital size of the valence
electron, large transitional dipole moments, strong interactions with external electromag-
netic fields, etc., make them an attractive platform for systems of quantum information,
quantum communication and quantum metrology and sensing.
The name “Rydberg atom” is given to these extraordinary states of atoms in honor of
the physicist Johannes Rydberg. He introduced the empirical formula to describe the en-
ergy intervals of the hydrogen. This Rydberg formula, together with the Rydberg constant,






Table 2.1: Principal quantum number (n) scaling laws of the Alkali atom Rydberg states.
Property Quantity Scaling
Energy levels En n−2
Level spacing ∆En n−3
Radius 〈r〉 n2
Transition dipole moment ground to Rydberg states |〈n`|er|g〉| n−3/2
Decay lifetime τ n3
Polarizability α n7
Van der Waals interaction C6 n11
Resonant dipole interaction C3 n4
where n is a discrete integer, also known as the principal quantum number and Ry is the
Rydberg unit of energy which is defined by the Rydberg Constant R∞ through









≈ 2.18× 10−18 (J)
≈ 13.6 (eV)
(2.2)
where h is the Planck constant, c is the speed of light, me is the rest electron mass, e is
elementary charge and ε0 is the vacuum permittivity. Its numerical value is also shown in
three common unit system (the a.u. stands for atomic units).
For a highly excited Rydberg state, the electron is far away from the nucleus and thus
is weakly bounded. This configuration makes the electron very sensitive to external electric
fields. In addition, the relatively long lifetime (on the order of hundreds of microseconds)
of these highly excited states gives Rydberg atoms the promising potential to become atom
sensors. Many other useful properties of the Rydberg atoms, such as polarizability and
transition dipole moments, scale strongly with principal number n. These n-dependencies
result from the characteristics of the Rydberg atom wavefunctions which are discussed in
Ch. 3. Some of these properties are summarized in Tab. 2.1.
2.2 Radiative & Blackbody Decay Lifetime
One particular property that is most relevant to the topic of this thesis is the decay life time
of the Rydberg states. The decay rate 1/τ can be decomposed as:
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Table 2.2: Lifetime parameters in Eq. 2.5 for Rb Rydberg states with different angular
momentum quantum number l up to 3
test s p d f
τ0 (ns) 1.43 2.76 2.09 0.76










where τr and τbb are the inverse of the spontaneous decay rate and blackbody decay rate,
respectively. The spontaneous decay of a Rydberg state usually involves many possible
decay channels. The decay rate is, however, typically dominated by the channel that has











where, e is the electron charge, µij denotes the dipole moment between two states i and j,
and ωij represents the transition angular frequency in units of rads.
The total lifetime of the Rydberg state can be calculated accurately and has been com-
pared with experiments extensively (see Theodosiou et.al. [56]). They can also be conve-
niently parameterized by using the following equation
τ = τ0(n
∗)α (2.5)
where n∗ is the effective principal quantum number, which differs from the normal integer-
numbered principal quantum number by real-number values called quantum defects (See
Ch. 2.3 for details). For Rubidium Rydberg states, τ0 and α are given in Table. 2.2
For high angular momentum Rydberg states, the lifetime is dominated by the black-
body radiation induced decay. The spontaneous emission rate decreases rapidly as l in-
creases. For sufficiently high l states, the black body decay rate only depends on the prin-







where α is the fine structure constant, kB is the Boltzmann constant, and T is the tem-
perature in Kelvin. Note that, for high l states, quantum defects are usually small, such
that n∗ ≈ n. It is also important to notice that the blackbody decay rate scales as 1/n2
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Table 2.3: Parameters in Eq. 2.7
S1/2 P1/2 D3/2
P3/2 D5/2
A B C D A B C D A B C D
0.134 0.251 2.567 4.426 0.053 0.128 2.183 3.989 0.033 0.084 1.912 3.176
0.046 0.109 2.085 3.901 0.032 0.082 1.898 3.703
as opposed to 1(/n∗)3. Therefore, even for low l states, as long as it has a high enough
principal quantum number, the blackbody decay rates can contribute large amounts to the
total lifetime which cannot be totally ignored. It also plays an important role in population
redistribution among the Rydberg states manifold.
For low ` states, the blackbody decay life can also be parameterized for quick estima-







exp[315780×B/(n∗)C × T ]− 1
(s−1) (2.7)
where parameters A,B,C and D are summarized in Table. 2.3 for the Rb atoms.
2.3 Energies of Rydberg States and Quantum Defects
Alkali atoms such as Rubidium have one valence electron orbiting an ion core. The energy
level structure of this electron naturally resembles that of a hydrogen atom. However, due
to the finite size of this ion core, the electron can both polarize and penetrate it. These two
effects lead to very different energy structures than those of the hydrogen atom.
Due to the rapid increase of the centrifugal potential `(` + 1)/2r2 as a function of `,
the core polarization effect is small for the Rydberg electron with high angular momentum.
Therefore, for the high-` state, the major deviation from the Rydberg formula (see Eq. 2.2)







where αd and αq are the dipole and quadrupole polarizabilities of the ionic core. For the
high-` state, both 〈r−4〉 and 〈r−6〉 exhibit n−3 scaling of the principal quantum number n.







where δ` is a ` dependent, real valued quantity called quantum defect.
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Table 2.4: Fine structure parameters in Eq. 2.11
` A B C
p 85.865THz
d 10.800(15) THz -84.87(10) THz
f -152 GHz 1.82 THz
When the spin-orbit interaction is included, Eq. 2.9 is then corrected by the fine struc-
ture splitting between the j = ` + 1/2 state and the j = ` − 1/2 state. For the hydrogen







where α is the fine structure constant. For Alkali atoms, the fine structure splitting does not











where A,B and C are fitting parameters. The value for Rubidium are listed in Table. 2.4
For the low-` state, the core penetration effect plays an important role. The energy of







where is n∗ is the effective quantum principal number, and quantum defects δn,`,j are pa-
rameterized by the Rydberg-Ritz formula as:







In a power series expansion of Eq.2.12 with respect to δn,`,j/n (note that δn,`,j  n for
Rydberg states), the first order term goes as follows δn,`,j/n3. This n−3 scaling is the same
as the corrections produced by the core polarization effects and fine structure splitting.
Therefore, the Rydberg-Ritz formula can be used to parameterize the Rydberg state ener-
gies regardless of the angular momentum quantum number. These quantum defects for Rb
atoms can be found in Refs. [58, 59, 60].
The Rydberg-Ritz formula Eq. 2.13 is widely used as a fitting function for experi-
mentally measured data. It is different from the analytic result obtained by the quantum
defect theory [61]. Some limitations of the Rydberg-Ritz formula Eq. 2.13 are discussed in
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Ref. [62].
2.4 Static Electric Fields and Stark Effects
As shown in Tab. 2.1, the extremely high polarizability makes Rydberg atoms sensitive to
small external electric field perturbations. These perturbations manifest themselves through
the energy Stark shifts of the Rydberg states. Accurate measurements of these shifts allow
us to use Rydberg atoms as atomic sensors to detect minute electric fields.
2.4.1 Macroscopic Homogeneous Fields and Ensemble Average
Detailed Stark maps in which precise energy shifting behavior of the relevant Rydberg
states are required in order to extract information about the actual field strength and di-
rection from the experimental results. Rydberg states are hydrogen-like in many aspects.
However, the successful perturbation treatment of the Stark effect in hydrogen atoms fails
to provide accurate Stark maps for alkali-metal atoms with ion cores of a finite size. A
complete matrix diagonalization using a few hundreds of unperturbed Rydberg basis states
is desirable[63, 64].
With the help of modern computers, these computations can be processed in the blink
of an eye. Details about the basis state preparation and related computational aspects are
discussed in Chap. 3. Fig. 2.1 shows a Stark map example of the Rb 60D Rydberg state.
Near zero electric fields, it demonstrates the familiar quadratic Stark effects predicted by
the second-order perturbation theory. The dramatic down shifts above 0.5 V/cm are caused
by nonzero matrix elements between the 60D states and the down-shifting high-angular-
momentum states (not shown in the figure) above the 60D states.
Rydberg EIT spectroscopy turns out to be a versatile experimental tool to measure
these Stark shifts hence the electric fields. Fig. 2.2 adapted from Ref. [65] demonstrates,
in astonishing detail, the capability of this technique for mapping Stark shifts . In this
demonstration, the electric fields are generated by electrodes inside a room temperature
glass cell. The cell is connected to the vacuum system, in which the Rb vapor pressure is
maintained at 1× 10−7 mbar.
Stark shifts shown in Fig. 2.1 and Fig. 2.2, assume a spatially uniform external elec-
tric fields inside the measurement region. This is usually an over simplified situation for
real world electric fields sensing applications. The Rydberg EIT measurement with hot
atom vapor is averaged over an ensemble of atoms which may experience different fields
strengths. This average can be performed on a macroscopic level using the single atom
20
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Figure 2.1: Detailed Stark shifts of the Rb 60D states in a uniform external electric fields.
This shifts are demonstrated in units of wavenumber, and zero energy is referenced to the
ionization threshold of the Rydberg electron.
the signal from three frequencies lowers the noise level at the same time. In total, the resulting signal-to-noise
ratio is improved by a factor of!2 as compared to a simple lock-inmeasurementwithout frequency
modulation. For every set frequency of the coupling laserwe rampup the voltage on the plate capacitor using an
auxiliary output of the lock-in ampli!er (Zurich Instruments, HF2LI). This is suf!cient for electric !elds up to
!20 V cm!1. For even higher!elds up to!500 V cm!1 we use an additional voltage ampli!er.
Measured data near the unperturbed 35S1 2 state is shown in!gures 4 and 5. Near the unperturbed 70S1 2
state we conducted a preliminarymeasurement, which is not shown in this work, and then selected a smaller
region for amore detailedmeasurement in order to test the frequency precision of the numerical calculations
(!gure 6). Each pixel in the gray scale images represents an average of the demodulated signal over 200 ms.
Between every two pixels we add awaiting time of 50 ms to allow for the low-pass !lter of the lock-in ampli!er to
settle. The gray scale was adjustedwith a cutoff for better visibility of weaker signals. Our data shows states
ranging up to and even beyond the classical ionization threshold that have not beenmeasured bymeans of EIT
before. The classical ionization threshold Eion, i.e. the saddle point which is formed by aCoulomb potential with
an external electric !eld F, is given by
= !E F2 (1)ion
in atomic units ([2]). This results in an electric !eld strength for the ionization threshold of!312 V cm!1 for
35S1 2 and!16 V cm!1 for 70S1 2. For a quantitative analysis we give a brief review of the numerical calculation
of Starkmaps in section 3.
We observe two background effects (!gures 4 and 6)which are caused by the region of the cell that is not
covered by the plate capacitor (!gure 1). The!rst is the line of the unperturbed state, which remains visible for
all applied voltages becausewe probe those outer regions of the cell as well. The second is a smearing of the lines
to the right at low!elds as visible in!gure 4 at the avoided crossings up to!50 V cm!1 and in!gure 6. For a
certain electric !eld strength inside the plate capacitor one always!nds lower electric !eld strengths in the
inhomogeneous outside region, causing the asymmetry of the smearing to the right.
Inside the capacitor undesirable electric !elds could also arise from the dipole which is formed between
adsorbed rubidium and the nickel surface of the capacitor plates. In previous experiments the repeated
deposition of cold atom clouds of rubidiumonto a copper surface led to electric!elds close to the surfacewhich
saturated as the number of deposited clouds increased [11]. Since thework functions of nickel and copper are
Figure 4. (a) Starkmap for 35S1 2 for an electric !eld range of 0–235 V cm
!1. The gray scale is determined from themeasured EIT
signal, which represents the demodulated transmission signal from the photodiode. Due to the frequency resolution of 125 MHz
some of the lines with a small slope appear dotted here. (b) The red, green and blue lines show the numerically calculated Starkmap
for " " =m 1 2j , " " =m 3 2j and " " =m 5 2j , respectively. The opacity gradients indicate the calculated transition strengthD to the
corresponding Stark shifted Rydberg states. In this regionwe!nd a very good agreement between experimental and numerically
calculated results in the Stark shifts as well as the transition strengths.
4
New J. Phys. 17 (2015) 053005 JGrimmel et al
similar and the cell is!lledwith rubidium vapour at all timeswemay !nd a similar effect for the capacitor plates.
This effectmay play a role for Rydberg states higher than n=70 at low electric !elds, but is negligible for the
measured data presented in this article, where the distance between the laser beams and the capacitor plates is
!2 mm.Other stray !elds could originate fromoutside of the cell, but should be compensated by electrons and
ionized rubidium [23].
3. Calculation of Starkmaps and dipolematrix elements
TheHamiltonian for the valence electron in an alkali atomwith an external electric !eld in z-direction can be
written as
= +H H Ezˆ ˆ ˆ (2)0
in atomic units with Ĥ0 theHamiltonian for the valence electron in absence of any perturbation, E the electric
!eld strength and ẑ the position operator in z-direction. For the following calculations we include the !ne
structure splitting in Ĥ0 and neglect the hyper!ne structure splitting as it is smaller than our frequency
Figure 5. (a) Starkmap for 35S1 2 for an electric !eld range of 235–470 V cm
!1. The gray scale represents themeasured EIT signal.
Due to the frequency resolution of 125 MHz some of the lineswith a small slope appear dotted here. The blue solid line indicates the
classical ionization limit. Beyond this limit fewer states are present in themeasurement. The states also appear broader andweaker as
the external electric !eld lowers and extends the opening of the potential barrier it formswith the atomic potential. (b) Results from
our numerical calculations for the same region. The red lines represent ! ! =m 1 2j , the green lines ! ! =m 3 2j and the blue lines! ! =m 5 2j with the opacity gradients indicating the calculated transition strengthsD to each state. (c) and (d) showdetails of the
measurement with the numerically calculated Starkmap on top. The opacity of the colors has been increasedwith a linear scaling in
comparison to (b) for better visibility of the calculated lines on top of the experimental data. The agreement in the energy levels
remains even beyond the classical ionization threshold, but we!nd some discrepancies in the transition strengths as the electric !eld
strength increases.
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our numerical calculations for the same region. The red l nes represent ! ! =m 1 2j , the green lines ! ! =m 3 2j and the blue lines! ! =m 5 2j with the opacity gradients indicating the calculated transition strengthsD to each state. (c) and (d) showdetails of the
measurement with the numerically calculated Starkmap on top. The opacity of the colors has been increasedwith a linear scaling in
comparison to (b) for better visibility of the calculated lines on top of the experimental data. The agreement in the energy levels
remains even beyond the classical ionization threshold, but we!nd some discrepancies in the transition strengths as the electric !eld
strength increases.
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Figure 2.2: Rydberg Stark map measured by the EIT sp ctroscopy i a vap r cell adapted
from Ref. [65].(a) Stark map for 35S1/2 f r an electri field range of 0–235 V/cm. (b)
The red, green and blue lines show the numerically calculated Stark map for |mj| = 1/2,
|mj| = 3/2 and |mj| = 5/2, spectively. The opacity gradients represent the transition
strength. (c) and (d) show details of th measurement with the numerically calculated Stark
map on top for 35S1/2.
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45PJ , mJ  = 1/2
Figure 2.3: (Color online) Energy shifts of the Rb 45P states in a multipolar static elec-
tric field (a) Energy shifts a function of electric field E = Q/(4πε0R2) with lmax = 1 in
Eq. 2.15.(b) Similar to (a), but with lmax = 6. (c) Similar as (b), but plotted as a function
of R with Q set to one elementary charge. Thickness of lines are proportional to the square
root of the oscillator strengths of different transitions. (d) Effect of lmax in Eq. 2.15 on the
fine-structure splitting, ∆W , indicated in (c), and on the differential internuclear separa-
tion, ∆R, between the two most prominent minima in the relevant potential energy curves.
(e)Possible single color excitation schemes where the neutral atom is initially prepared in
|5D3/2,mJ = 3/2〉 state and is excited to Rydberg state with π-polarized light. The angle
θ between excitation laser electric field, EL, and the quantization axis is 0 as depicted in
the inset.
Stark shifts. The ensemble average is discussed in greater detail in Sec. 3.2.
2.4.2 Microscopic Inhomogeneous Fields and Multipolar Interaction
The macroscopic average approach fails when the inhomogeneity of the electric fields is
significant at a microscopic level (at a scale comparable to the size of the Rydberg atom).
In contrast to the case of uniform electric fields, a quantized multipolar field interaction
Hamiltonian is necessary. Although this situation is hard to encounter in vapor cell experi-
ments, I give a brief summary of this microscopic field effects here for the completeness of
the discussion.
We start with a classical picture in which the source charges of the multipolar electric
field are separated from the Rydberg atom by a distance |R| that is larger, but comparable
to orbital radius |r|, i.e. |R| & |r|.
Using the spherical expansion shown in Eq. 2.14 we can write down the interaction
Hamiltonian Vint by promoting the classical Rydberg electron coordinate r to an operator























Y 0l (θ̂e, φ̂e) (2.15)
In Eq. 2.15, we cut off the multipolar interaction order to lmax. Total source charge Q
and distance R set the overall electric field strength. A direct matrix diagonalization using
the interaction Eq. 2.15 is necessary in order to get the detailed Stark shifts. As an example,
the Stark effect of this multipolar electric field on the Rb 45P state is plotted in Fig. 2.3.
The effects of the max interaction order lmax are also illustrated. Note that, for lmax = 1,
the energy shifts caused by the total electric field strength |E| = |Q|/4πε0R are the same
as those in a uniform electric field of the same strength.
For strong electric fields or shorter distances, keeping higher orders of l is necessary
because the energy scale of the matrix elements resulting from V̂int can be on the same
order as the fine structure splitting between near-by Rydberg states ( for example between
the nP1/2 and the nP3/2 states).
2.5 Static Magnetic Fields and Diamagnetism
The study of the magnetic fields effects on the Rydberg atoms dates back to the1930s in the
experiments done by Jenkins and Segre [66]. In their experiment, the large diamagnetism of
the Rydberg atoms was investigated. To get an intuitive picture of the large diamagnetism of
Rydberg atoms, writing down the Hamiltonian in cylindrical coordinates (ρ, z) may actually
be helpful in this case. For the magnetic field (in units of ~/ea20 ≈ 2.35× 105 T) orienting
in the positive z direction, the Hamiltonian for the Rydberg electron reads
H = A(r)L · S + 1
2





ρ2 + z2 is the electron-nucleus distance and A is the fine structure coupling
function. The first term in Eq. 2.16 describes the spin-orbital interaction. The second and
third terms give rise to the Zeeman effect. The last term which is proportional to the square
of the magnetic field leads to the diamagnetism of Rydberg atoms.
Special attentions needs to be paid to the ratio between the quadratic and linear terms
of the magnetic fields. Since Rydberg atoms have a large size and 〈ρ2〉 ∝ 1.5n2, where n
is the principal quantum number, this ratio can be much larger than 1, even for a relatively
small B field when the atoms are excited to a high Rydberg state. For B=1 T, 0.5n2B = 1
at n = 32. The competition between the linear term and the quadratic term manifest
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itself more clearly for the spin down Rydberg state. In a sufficiently strong magnetic field,
the energy down-shift due to the linear Zeeman effect will be over turned by the strong
quadratic up-shift caused by the diamagnetism.
Just like the electric field case, by accurately measuring the Zeeman shifts of the Ryd-
berg electron energy, we can use Rydberg atoms as a magnetic field sensors. The strong
diamagnetism provides us with one additional advantage such that sensors made out of
Rydberg atoms are sensitive to small perturbations on a large background field. Sensors
with high sensitivity to minute fields (such as vapor cell magnetometers) usually have
limited dynamic ranges and vice versa. Applications such as quench detection of super
conducting magnets require a wide detection range together with high sensitivity for small
perturbations. The large diamagnetism of the Rydberg atoms holds promising potential to
bridge the gap.
It is also interesting to note that the quadratic energy shifts can be strong enough such
that when it starts to approach the energy splittings between adjacent principal quantum
levels (∆En ' 1/n3), principal quantum number n will no longer be a good quantum
number. For an S state with angular momentum quantum number ` = 0, 〈ρ2〉 scales as
∝ 2n4. Thus the magnetic field (in atomic units) only needs to reach 2n−3.5 for a principal
quantum number n-mixing.
For further stronger B 
√
2n−3 (in atomic units), the diamagnetic energy starts
to become stronger than than Coulomb energy, i.e. 〈ρ2〉B2/8  〈1/r〉 = 1/2n2, and
the spherical symmetry of the Coulomb interaction starts to break down due the strong
cylindrical symmetry imposed by the magnetic fields. Classical electron motions start to
become sensitive to the initial conditions and demonstrate long term chaotic behaviors.
The quantum behavior of the bounded wavefunctions, on the one hand, still demonstrates
discrete energy levels [67]. On the other hand, the phase space is dominated by irregular
trajectories [68]. This is the so called quantum chaos regime. There is no experimental
proof that the nonlinear EIT spectroscopy is still going to work in such a strong fields.
Nevertheless, in Ch. 4, I show how Rydberg EIT spectroscopy can be used to detect the
diamagnetism of the Rydberg atoms.
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CHAPTER 3
Numerical Calculations and Simulations
Due to years of extensive experimental and metrological efforts on measurements of Ryd-
berg atoms’ properties, Rydberg atoms are almost computable quantum systems in addition
to hydrogen and helium atoms. These Rydberg physics data of high precision and accu-
racy enable us to make not only quantitative calculations about the quantum properties of
Rydberg atoms but also establish realistic semi-classical simulations for various sensing
applications in which the quantum properties of Rydberg atoms play key roles. The ability
to numerically calculate Rydberg electron wavefunctions is the bedrocks for using them as
atomic sensors.
In this chapter, I summarize and document the general procedures for evaluating Ryd-
berg wavefunctions in the space domain and along with some computational techniques
that are necessary to ensure efficiency and accuracy. In the context of the optical spec-
troscopy of gaseous samples, I outline the usage of density matrices and master equations
with their applications in semi-classical simulations for experimentally measured signals.
3.1 Rydberg Wavefunction Calculations in the Space Do-
main
3.1.1 Backgrounds and General Procedures
Many quantum mechanical predictions related to Rydberg atoms require accurate calcula-
tions of the matrix elements for evaluating the interaction operators between the relevant
Rydberg states. In many applications, the Rydberg electron is represented in the spatial co-
ordinate basis where a radial part and an angular part of the wavefunction can be separated.
The spin degree of freedom of the Rydberg electron can also be integrated with the angular
part of the wavefunction using generalized spherical harmonics. These are two-component
spinors composing regular spherical harmonics and Clebsch-Gordan coefficients.
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The general procedures for calculating Rydberg wavefunctions in the spatial coordi-
nates basis resemble the analytic evaluations of the hydrogen atom. However, due to the
multi-body nature of the ionic core, analytic expressions for Rydberg wavefunctions are
barely obtainable. (Whittaker functions and Coulomb functions [68] given by the non-
relativist quantum defect theory [69, 70] are good analytic approximations [71].) Thanks
to many precision measurements, the Coulomb potential generated by the ionic core can be
numerically parameterized and modeled very accurately. Using these numerically modeled
core potentials and experimentally measured energies of the Rydberg states, we can calcu-
late the Rydberg electron wavefunctions with excellent precision. These wavefunctions are
implemented as basis functions for evaluating quantum mechanical interactions involving
Rydberg atoms.




+ ϕ∗(r̂) + α∗(r)ˆ̀· ŝ (3.1)
where µ is the reduced mass of the electron, p̂ is the momentum operator, ϕ∗(r) represent
the ionic core potentials and α∗(r) is the spin orbit coupling strength. The subscript ∗
indicates that these quantities are numerically modeled and the parameters are Rydberg
state dependent.











where ex, ey and ez are the unit vectors in the Cartesian coordinate system, and σx, σy, and





















Yj,mj ,`(θ, φ) (3.4)
where Yj,mj ,` are the generalized spherical harmonics (two-component vectors). These
harmonics are defined as:
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(3.5)
where Y m` (θ, φ) are the regular spherical harmonics following the Condon-Shortley phase
convention. Note that due to the spherical symmetry of the modeled ionic potential ϕ∗(r)
and α∗(r), Eq. 3.4 are completely separable between the radial and angular coordinates.
It is straight forward to show that the generalized spherical harmonics Yj,mj ,` defined






`(`+1), s(s+1) and j(j+1) respectively. It can also be shown that Yj,mj ,` are normalized
orthogonal sets satisfying∫
dΩ Y†j′,m′j ,`′ · Yj,mj ,` = δj′jδm′jmjδ`′` (3.6)
where δij are the Kronecker delta functions and dΩ is the differential solid angle.
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(3.8)
together with Eq. 3.4, we can find that the radial part of the wavefunction, ρ∗(r), satisfies







ρ∗(r) = E∗ρ∗(r) (3.9)
where E∗ is the energy of the Rydberg state, µ is the reduced mass and the effective poten-








where X∗ = j(j + 1) − `(` + 1) − s(s + 1) is a state-dependent constant, α∗(r) is the
state-dependent spin-orbit coupling function and ϕ∗(r) is the ionic core potentials.
According to Eq. 3.9, the reduced radial wavefunction, ρ∗(r), hence the total radial
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wavefunciton, ρ∗(r)/r, is numerically computable once the E∗, α∗(r) and ϕ∗(r) are nu-
merically specified. They can be accurately modeled with experimental measurements
inputs for a particular Rydberg state |∗〉 with angular quantum number `, j,mj . Details are
presented in Sec. 3.1.2.
Before diving into these modeled potentials, let us summarize the numerical integra-
tion method that is suitable for solving Eq. 3.9. The reduced radial wavefunction, ρ∗(r) of
a Rydberg electron is highly oscillatory due to the high Rydberg energy. In the classically
allowed region where E∗ > Veff , the oscillatory nature of ρ∗(r) can be described by a local
de Broglie wave length, λlocal(r), defined as
λlocal(r) =
2π√
2 [E∗ − Veff (r)]
(3.11)
For an accurate numerical evaluation of ρ∗(r) over a discretized spatial region, Eq. 3.11
sets the upper limit on the step size needed for numerical discretization of Eq. 3.9. With
proper scaling in amplitudes, i.e., X(r) = ρ∗(r)r−1/4, and change of variable, i.e. x =
√
r,
Eq. 3.9 can be integrated in a fixed step size. One of the widely adopted, machine-precision
numerical methods to discretize Eq. 3.9 is the Numerov method [72, 73]:
[1− U(x+ h)] X(x+h)+[1− U(x− h)] X(x−h) = [2 + 10U(x)] X(r)+O(h6) (3.12)















In addition to the fixed-step Numerov method, the step-adjusted method based on the
local de Broglie wavelength Eq. 3.11 can also be devised. A detailed derivation is found in
Appendix A
3.1.2 Experimental Inputs: Ionic Core Potentials, Spin-orbit Couplings
and Measured Quantum Defects
To accurately calculate the reduced radial wavefunction ρ∗(r), we need to specify the ionic
core potential ϕ∗(r), the spin-orbit coupling function α∗(r) and the Rydberg state energy
E∗.
The ionic core potentials have been modeled accurately by Marinescu et. al. in the
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where αc is the core polarizability, rc is the inner cutoff parameter introduced to avoid the
potential divergence at the origin and the radial charge Z`(r) is given by
Z`(r) = 1 + (z − 1)e−a1r − r(a3 + a4r)e−a2r (3.15)
The state dependency of ϕ∗ comes from the ` dependent parameters a1 through a4.
The specific values of all the parameters in Eq. 3.14 and 3.15 can be found in the Table.
1 in Ref. [74]. The model potentials that include the spin-orbital interactions for high-`
Rydberg states can be found in Ref. [75].
The spin-orbit coupling strength function α∗(r) originates from the non-relativistic









where V is the potential energy of the electron with the leading term of the Coulomb
potential. For the Rydberg electron in an alkali atom, the exact form α∗(r) is complicated
due to the nature of the multi-body system of the ionic core. However, it is, in general, a
fairly localized function centered at the ionic core and diminishes quickly compared to the
other terms in Eq. 3.10.
Due to the short-range nature of the α∗(r) and the fact that the amplitude of the re-
duced radial wave function ρ∗(r) weighs heavily far from the ionic core, it is often a good
approximation to set α∗(r) to zero when we numerically integrate Eq. 3.9.
It should be to be noted that, although the spin-orbit interaction is neglected when we
numerically integrate Eq. 3.9 to find ρ∗(r), the energy E∗ in Eq. 3.9 should include the fine
structure shifts and splittings and experimentally measured values with high accuracy are
used. The amplitude of the reduced radial wave-function ρ∗(r) depends sensitively on the
value of E∗ at the vicinity of the outer classical return point ro where Veff (ro) = E∗.
For the low-` state, the energiesE∗ have been experimentally measured and parameter-
ized by the Rydberg-Ritz formula (Eq. 2.13) through precisely measured quantum defects
data. For high-` Rydberg states, precise experimental data on the fine structure splitting
and shifts are not completely available. Results from the hydrogen atoms are used in such
cases. Eq. 3.17 summarizes the fine structure splittings, ∆En,`,∗, between the two spin up



















for ` > 4
(3.17)
where information from Eq. 2.10 to Eq. 2.13 has been used.
Precise j-dependent quantum defects data are only available for low-` states. To fix the
energy of the high-` states, we need to approximate the spin-orbit coupling matrix 〈α∗ ˆ̀· ŝ〉
without detailed knowledge of α∗(r).
Let us denote |Wn,`, ∗〉 as the Rydberg wavefunction of energy Wn,` without the fine
structure where ∗ represents other quantum numbers. The matrix element of the spin-orbit
coupling operator can be evaluated as













nn′ for j = `− 12
(3.18)























φn,`(r) = Wn,` φn,`(r) (3.20)
According to Eq. 3.17, the exact energy difference ∆En,`,∗ of the two fine structure lev-
els, |n, `, j+,mj+〉 and |n, `, j-,mj-〉 can be measured precisely in experiments. The radial








Since the fine-structure interaction depends on the behavior of the wavefunctions near
the ionic origin, for a given ` value, this varies only with the normalization factor of the
wave-function. Therefore, the radial part of the off-diagonal matrix elements α(`)n,n′ can be















3.1.3 Angular Momentum Algebra and Its Numerical Evaluations
In the last section, we outlined the general procedures to numerically evaluate the reduced
radial wavefunctions ρ∗(r). Together with the generalized spherical harmonics Y`,j,mj ,
they serve as the basis functions for calculating the matrix representations of the quantum
operators acting on the Rydberg state manifolds.
In many cases, these quantum interaction operators can also be separated into a radial
part and an angular part. Hence, the matrix elements of such operators include an integral
in the radial coordinates and an integral in the angular domain. Once we calculate the
numerical function of the radial wavefunctions of the relevant Rydberg states, it is quite
straightforward to perform the radial integral numerically.
For the evaluation of the angular part of the matrix elements, angular momentum al-
gebra can be applied first. These algebraic transformations usually alleviate the burden
of directly integrating the spherical harmonics over the whole solid angle space; in re-
turn, however, we need to evaluate some algebraic quantities such as Wigner-3j symbols(or
Clebsch-Gordan Coefficients), Wigner-6j symbols etc.
For example, evaluating the matrix elements in Eq. 2.15 involves an integral of the








(2`1 + 1)(2`2 + 1)
4π(2`3 + 1)
〈`1,m1, `2,m2|`3,m3〉〈`1, 0, `2, 0|`3, 0〉
(3.23)
we can relate the angular integral to the Clebsch-Gordan coefficients 〈`1,m1, `2,m2|`3,m3〉
which in turn can also be related to the Wigner-3j symbols as








Exact values of the C-G coefficients and Wigner-symbols are well documented for
small angular momentum quantum values. An analytic expression given by G. Racah[77]














ν [ (−1)νν!(j1 + j2 − j3 − ν)!(j1 −m1 − ν)!
×(j2 +m2 − ν)!(j3 − j1 −m2 + ν)!(j3 − j2 +m1 + ν)! ]−1
(3.25)
where ν is summed over all integers in condition that all the variables of the factorial
function take non-negative integer values.
The Racah formula Eq. 3.25 is useful for studying the symmetry properties of the C-
G coefficients and also allows us to evaluate them exactly. However, for the high angular
momentum states, due to the rapid growth (and eventual overflow of the computer memory)
of the factorial functions in Eq. 3.25, it is not suitable for a fast, machine-number precision
evaluation. Other exact evaluations for an arbitrary order of the angular momentum exist
(See, for example, the documentation of computing software Mathematica). However these
algorithms are computationally costly.
For calculations at the machine-number precision level, low-cost, fast algorithms for
evaluation of Wigner-3j or even higher order symbols are desired. Utilizing the recursive
relations among the Wigner-3j and Wigner-6j symbols, Klaus Schulten and Roy G. Gordon,
in the 1970s, pioneered the work of developing the machine precision algorithms for fast
evaluations of these coefficients [78]. The recurrence relations of 3j or 6j symbols take a
form such as:
Xψ(n)ψ(n+ 1) + Yψ(n)ψ(n) + Zψ(n)ψ(n− 1) = 0
nmin 6 n 6 nmax
(3.26)
where ψ represents the 3j or 6j symbol, the variable n can be a j quantum number or a
m quantum number within the range of nmin to nmax, which is governed by the angular
momentum coupling algebra. Xψ, Yψ, and Zψ are variable dependent coefficients. The
exact forms of these coefficients are documented in Table.1 of Ref. [79].
One limitation of the ab initio algorithm that Schulten and Gordon proposed is that
overflow/underflow glitches may occur. These lead to step rejection and re-initiation during
the implementation of their method. The re-initiation limits the efficiency of such a method.
In the late 1990s, J. H. Luscombe and M. Luban modified the widely adopted Schulten-
Gordon algorithms[78]. The modified method eliminates the programming overhead for
over/underflow checking and rescaling tracking, yet it provides highly accurate results with
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Figure 3.1: Numerical errors defined by Eq. 3.27 for evaluating ψ(m) using the recursive
method outlined in Ref. [79]. Excellent accuracy is achieved especially form values that lie
in the classical region [80]. The inset shows the values of ψ(m). The solid lines connecting
the data dots are plotted to guide the eyes.
a much simpler framework [79].
As an example, the relative numerical error ε(m) and the numerical realization of the









−40 m −m+ 40
}
(3.28)
and the W3j has none-zero values for −32 6 m 6 48.
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3.2 Density Matrix and Master equations
3.2.1 A Three-level Example
In this section, I introduce the formalism of the master equations which allow us to con-
nect the experimentally measured variables to the atomic properties. The setups are doc-
umented in many quantum mechanics text books with different notations and definitions.
For the purpose of the future reference, I lay out the general approach used for the work
described in this thesis and clear some confusions about different sign conventions used in
the literatures and among different authors. The details are included in the Appendix B.
We describe the process in the “dressed atom” picture [81] (also known as the “field-





 0 Ωp 0Ωp −2∆1 Ωc
0 Ωc −2∆2
 (3.29)
and ∆1,2 are the laser detunings which include the first order Doppler shifts:
∆1 = ∆p + kp · v
∆2 = ∆p + ∆c + (kp + kc) · v
(3.30)
where ∆p = ωp − ω21 and ∆c = ωc − ω32 are the probe and coupling laser detunings with
respect to the zero velocity atoms.
The master equations are a set of differential equations that describe the time evo-
lution of the density matrix ρ(t) in a system governed by a Hamiltonian H . Unlike the
Schrödinger equation, which is powerful enough to describe an isolated system, (i.e., all
the quantum mechanical interactions are completely included in the Hamiltonian), the mas-
ter equations allow the system under description to interact with the outside environment.
These interactions are not completely described by the HamiltonianH , but are given by the
Lindblad operators acting on the density matrix ρ through the Lindblad function L(ρ). For
a multilevel quantum system, the master equations read:
d
dt
ρ = − i
~
[H, ρ] + L (ρ) + Ld (ρ) (3.31)

































Γij|i〉〈j| represent the interactions that affect both the diagonal and off-
diagonal density matrix elements. dii =
√
γi|i〉〈i| describe the interactions that affect only





represent the interaction strengths respectively. All the definitions related to the Lindblad










In the Rydberg-EIT system, a three-level ladder structure usually captures all the im-


















0 Γ23ρ33 −Γ232 ρ23
−Γ23
2
ρ31 −Γ232 ρ32 −Γ23ρ33
 (3.35)
where ρij = 〈i|ρ|j〉 is the matrix elements of the density matrix, Γ12 is the decay rate of the
intermediate state |2〉, and Γ23 is the decay rate of the Rydberg state |3〉.











−γ̃pρ21 0 −(γ̃c + γ32 )ρ23





where γ̃p, γ̃c and γ̃cp are the laser-induced dephasing due to laser field fluctuations. γ3 rep-
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resents the dephasing of the Rydberg states, which can be caused by the collision between
the Rydberg atom and an impurity-tracer atom in the cell or by external electromagnetic
fields fluctuations. Interaction time broadening can also be included in this term. Typical
magnitudes of these parameters are as follows:
γ̃p,c,cp ' 2π × 1MHz (3.37)
γ3 ' 2π × 0.1MHz (3.38)
3.2.2 Single Atom Picture and Ensemble Averages
The single-atom picture described in the last section captures the most interesting physics
in the system, but its predictions usually cannot be directly compared to experimentally
measured results. Measured quantities in experiments are inevitably subject to various
inhomogeneities inherent to the macroscopic nature of experimental setups. Additional
care must be taken when interpreting measurement data qualitatively. In this section, I
heuristically describe how to link the microscopic single-atom picture to macroscopically
measured signals.
Let us begin with a discussion of the Rabi frequencies Ωp,c in the Hamiltonian equation
Eq. 3.29. In many cases, the atoms are excited by laser beams with Gaussian amplitude
profiles in the transverse direction:







In general the electric field amplitude E0 can contain explicit time dependence and phase









where amplitude E0(t) is a real valued quantity.
Due to the Gaussian spatial dependence, the Rabi frequencies are not spatially uniform:







The peak Rabi frequency Ω0 is defined as
Ω0 =







where r̂ the electron position operator and |i〉, |j〉 are the two atomic states coupled by the
laser field. dij represents a real dipole matrix element which can be evaluated using the
Rydberg basis functions in Eq. 3.4. See Appendix. C for further details.
Under normal experimental conditions, the probe laser power is monitored and recorded


































The probe laser light is strongly scattered during its propagation through atomic vapor.











where N0 is the atomic vapor number density, Γ21 is the intermediate level scattering rate
and 〈∗〉 represents an ensemble average of the single-atom density matrix element. The
negative sign indicates the intensity loss in this process. Hence, the total change of power
is














































The single-atom matrix density element ρ is determined by the master equation Eq. 3.31.
In general, the density matrix ρ(t, r, v) can have explicit dependence on time t ( e.g. modu-
lated excitations or limited interaction time), macroscopic position r (e.g. inhomogeneities
in Rabi frequency or atomic energy level shifts) and Doppler velocity v through Doppler
shifts. These quantities must be averaged according to certain probabilities in order to get
the experimentally measurable steady state quantity, in our case, the transmission of the







dv ρ(t, r,v)P(t)P(r)P(v) (3.49)
where P(t), P(r)and P(v) are the normalized probability distribution functions. In par-
ticular, for a two-dimensional (2D) problem, interaction-time limited P(t) can be found
in Eq. 1.21. For a frequency modulated case where the laser detuning in Eq. 3.30 has a
time dependence of ∼ sinωm with a modulation frequency ωm, in a steady state case, the
time should be averaged over one modulation period with a uniform distribution P(t) =
ωm/2π. The spatial probability distribution P(r) is usually considered as a uniform dis-
tribution over the whole cell volume. The velocity distribution P(v) follows the Maxwell-
Boltzmann distribution as shown in Eq. 1.13.
This concludes the heuristic presentation of how a microscopic single-atom descrip-
tion can be used to describe experimentally measured macroscopic quantities. Formal ap-
proaches and potential problems linked to these procedures can be found in quantum optics
textbooks, such as Ref.[82].
3.2.3 Maxwell-Bloch equations and Nonlinear Optics
In the last section of this chapter, I briefly summarize some widely used results regarding
the Maxwell-Bloch equations, which describe light propagation behavior inside a dielectric
medium, much of which is directly applicable to atomic vapor experiments, such as Beer’s
law of absorption.
Starting with the Maxwell equations and using slowly varying envelope approxima-
tion, the second-order Maxwell equations can be approximated by a first-order equation as
follows:
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where Ẽ is the slowly varying envelope function of the total electric field E with carrying




Ẽ(z, t)ei(kz−ωt) + c.c (3.51)
The polarization of the medium is assumed to be driven by the electric field over the
same timescale. The envelope polarization function P̃ of the total medium polarization P
can be defined in the same fashion as in the case of the electric field:
P (z, t) = P̃ (z, t)ei(kz−ωt) + c.c (3.52)
Please note the 1/2 difference in Eq. 3.51 and Eq. 3.52







If we evaluate Eq. 3.53 in the “dressed atom” picture (also known as a field-interaction
picture), we can find that
P̃ nm = N0dmnρnm (3.54)
where the density matrix ρnm follows the master equation Eq. 3.31 introduced in Sec. ??
Using Eq. 3.54 and Eq. 3.50, we find that in the steady-state condition, the propagation
of the probe laserEstprb (which is nearly resonant with the transition between the lower two







Recalling the intensity absorption given by Beer-Lambert’s law,
I(z) = I0e
−αz (3.56)












Rydberg EIT Measurements in High Magnetic
Fields
4.1 Introduction
As mentioned in Sec. 2.5, the Rydberg atoms are very sensitive to external magnetic fields
due to its large sizes. These effects are prominent especially in the diamagnetic region.
An important feature of Rydberg-EIT in strong B fields is the large diamagnetism of the
Rydberg state, which enables the detection of small variations on a large magnetic field
background. Since the diamagnetic contribution to the differential dipole moment scales
as n4 × B, the sensitivity of this measurement increases with B and it can be increased by
going to higher n.
In magnetic fields B > 2n−4 at.un. (0.4 T for principal quantum number n = 33), the
diamagnetic term dominates and mixes states with different angular momentum [63]. In
this work, we employ the |33S1/2,mj = 1/2〉 Rydberg state whose interaction with the B
field includes a Zeeman (linear) and a diamagnetic (quadratic) term. In a 0.7 Tesla field, the
diamagnetic interaction accounts for about 70% of the differential magnetic dipole moment
−dEr/dB = 3.06 µB (Er is the Rydberg-state energy). In this field, all involved states are
in the hyperfine Paschen-Back regime, and the energy separations between the magnetic
states are larger than the spectroscopic Doppler width.
EIT in vapor cells has been employed to investigate Cs Rydberg atoms in magnetic
fields up to∼ 0.01 T [83] and Rb 5D5/2 atoms in fields up to∼ 0.6 T [84, 85]. The method
presented in the next sections offers two advantages in high-magnetic-field measurements.
First, the diamagnetic interaction gives rise to an enhanced differential dipole moment,
enabling measurement of small changes of a large magnetic field. Second, simultaneous
measurements of field-induced level shifts for both 85Rb and 87Rb isotopes affords high
absolute accuracy in magnetic field measurements based on relative line separations.
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Figure 4.1: (color online) Calculation of the magnetic field B in the x-z plane (a) and
y-z plane (b). The filled black regions represent the poles of the bar magnets. The open
black square represents the inner boundary of the spectroscopy cell. (c) Illustration of the
experimental setup, including an EIT channel and a saturation spectroscopy channel. The
two channels are separated in the y direction.
4.2 Experimental Setups and Methods
Two N52 Neodymium permanent magnets are used to produce the magnetic field. For the
specific geometry adopted in the experimental setups, the B field strength is also calcu-
lated by using a finite-element analysis software (ANSYS Maxwell). Figures 4.1(a) and
4.1(b) show cuts of the magnetic field. A spectroscopic cell filled with a natural Rb isotope
mix is placed between the magnets. In order to increase the optical absorption, the cell
temperature is maintained at ∼ 45 °C by heating both the cell and surrounding magnets.
The optical setup includes two measurement channels: a Rydberg-EIT and a saturation
spectroscopy (Sat. Spec.) channel. As shown in Fig. 4.1(b) and (c), the channels are
parallel to the x-axis and separated by 1.85 mm in the y-direction. The Rydberg-EIT probe
beam is focused to a waist of ∼ 40 µm (1/e2 radius) and has a power of ∼ 1 µW. The
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coupling beam has a waist of ∼ 100 µm and a power of ∼ 35 mW. The polarizations
of the coupling and probe beams are both linear and parallel to the magnetic field along
z. Both probe beams in the two channels are frequency-modulated by the same acousto-
optical modulator. The probe modulation results in a minor broadening of the EIT lines
that, in future implementations, can be avoided by only modulating the Sat. Spec. probe
beam. The demodulated Sat. Spec. signals are used to lock the probe laser beam to one of
the 5S1/2 to 5P3/2 transitions shown in Fig. 4.2(a).
The Rydberg-EIT coupling laser is linearly scanned over a range of 4.5 GHz at a
repetition rate of ∼ 1 Hz. The scans are linearized to within a 1 MHz residual uncertainty
using the transmission peaks of a temperature-stabilized Fabry-Perot cavity. The coupler
laser is chopped at 33 kHz. The EIT transmission signals are recovered by a digital lock-in
referenced to the chopping frequency.
4.3 Saturation Spectroscopy in High-Magnetic fields
At B ∼ 1 T, the energy levels are shifted by up to several tens of GHz. The relevant
ground- (5S1/2) and intermediate-state (5P3/2) energy levels and calculations of their field-
induced shifts are plotted in Figs. 4.2(b) and 4.2(c). In order to frequency-stabilize the EIT
probe laser to a 5S1/2 to 5P3/2 transition, we implement a Sat. Spec. channel in the high-B
region, as illustrated in Fig. 4.1. The right panel of Fig. 4.2(a) shows the measured saturated
absorption signals. Over the displayed probe frequency range, the spectrum consists of four
87Rb lines (peaks α, β, δ, and ε) and a 85Rb line (peak γ). In the Paschen-Back limit, cross-
over dips are not present because 1) the mi quantum number is conserved in all optical
transitions (∆mi = 0), and 2) for π-polarized light the selection rule ∆mj = 0 applies.
Also, the separations between the fine structure transitions with different mj exceed the
Doppler width; here, we are selecting the mj = 1/2 levels.
Due to the differences in the hyperfine coupling of 87Rb and 85Rb (magnetic dipole
coupling strength, electric quadrupole coupling strength, nuclear spins and isotope shifts),
the energy levels of each isotope exhibit differential shifts. In our calculation, we follow
references from Professor Daniel A. Steck, “Rubidium 85 D Line Data”, (available online
at http://steck.us/alkalidata (revision 2.1.6, 20 September 2013)) and references therein.
The gap ratio ∆γδ/∆βγ is found to be sensitive to the magnetic field at this scale such that
we can determine the magnetic field strength in the Sat. Spec. channel to exactly to be
0.71 T. This is indicated by the vertical dashed line in the left panel of Fig. 4.2(a).
At the end of the scan range, the peak positions deviate slightly from their locations
expected for 0.71 T. This is caused by a slight nonlinearity of the mechanical-grating
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scan of the external-cavity diode laser. This nonlinearity does not affect the Rydberg-EIT
experiment, discussed in the next paragraph, because the probe laser is locked to a Sat.
Spec. peak (five out of six are shown in Fig. 4.2(a)) and has a fixed frequency.
4.4 Rydberg-EIT Spectra in High Magnetic Fields
To investigate Rydberg-EIT in the high-B regime, we frequency-stabilize the π-polarized
EIT probe laser to a |5S1/2,mj = 1/2,mi〉 → |5P3/2,mj = 1/2,mi〉 transition and access
the |33S1/2,mj = 1/2,mi〉 Rydberg state with a coupling laser of the same polarization.
Figures 4.3(a-f) show the Rydberg-EIT spectra measured at B = 0.70 T.
For Rydberg-EIT in a vapor cell, the atomic Maxwell velocity distribution needs to
be considered, as well as the Doppler effect induced by the wavelength mismatches of the
probe and coupler lasers [3]. The details are outlined in the Subsection 1.2.2. Applying
these principles to this particular experimental situation where an external field shifts the
ground, intermediate and Rydberg levels by ∆Eg, ∆Ee, and ∆Er, respectively, the cou-
pling laser detunings, ∆ωc, at which the EIT resonances occur are:









(∆Eg + ~∆ωp) (4.1)
where λp and λc are the wavelengths of the probe and coupling lasers, and ∆ωp is the
probe-laser detuning. As shown in the Section 1.2.2, the wavelength-dependent scaling
factors are deduced by requiring resonance on both the lower and the upper transitions in
the three-level cascade structure.
The shifts ∆Eg, ∆Ee and ∆Er in Eq. 4.1 are plotted as a function ofB in Figs. 4.3(g-i).
For S Rydberg states in Rb, which are non-degenerate and fine-structure-free, the Rydberg







〈nlml|r̂2 sin2 θ̂|nlml〉 , (4.2)
where l,ml, and ms are angular momentum, magnetic orbital and spin quantum numbers,
respectively. The coordinates r and θ are spherical coordinates of the Rydberg electron
(B points along z). The first term on the right side of Eq. 4.2 represents the paramagnetic
term of the electron spin, and the second term is the diamagnetic shift. For |33S1/2,mj =
1/2〉 atoms in a 1 T field, the differential dipole moment is 3.06µB, implying that the
diamagnetic contribution is about twice as large as the spin dipole moment. This fact, as
well as the λp/λc enhancement factor of the ground state shift (∆Eg) shown in Eq. 4.1,
make the Rydberg-EIT resonances highly sensitive to small variations in a high-magnetic-
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Figure 4.2: (color online) (a) Saturation absorption signal in a 0.71 T magnetic field versus
probe frequency detuning ∆ωp(right panel) and calculated magnetic-field-induced level
shifts (left panel). The frequency is measured relative to the magnetic-field-free 87Rb
5S1/2, F = 2 to 5P3/2, F = 3 transition, where ∆ωp = 0. The linewidth is dominated
by inhomogeneous broadening due to the magnetic-field inhomogeneity. (b) Schematic of
atomic energy levels for intermediate state and (c) ground state. The states are labeled by
the quantum numbers mi and mj (which are good quantum numbers in the Paschen-Back
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Figure 4.3: (color online) (a) to (f) EIT transmission signals for the EIT probe laser locked
to a Sat. Spec. peak. (The Sat. Spec. peaks α to ε are shown in Fig. 4.2(a).) The shaded
areas indicate the weighting due to the Maxwell velocity distribution (see discussion of
Eq. (3)). Signals corresponding to the same EIT transition are labeled with the same Greek
letter in the spectra.Same Greek letters are used to label the corresponding lower transition
in Fig. 4.2. The coupling laser detuning is given relative to peak γ. The spectra are shifted
such that shared EIT peaks are aligned, as determined using cross-correlation functions
of neighboring scans. Calculated energy level shifts in the Paschen-Back regime for the
(g) Rydberg, (h) intermediate and (g) ground states. The transitions corresponding to the
EIT resonances in panels (a-f) are indicated by vertical arrows and labeled with the same
Greek letter. Transitions in 85Rb and 87Rb are coded with thin red and bold blue lines,
respectively.
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field background (see Sec. 4.5).
Eight out of the ten EIT resonances that exist for the given polarization case are present
in the frequency range covered by the coupling laser in Figs. 4.3(a-f). Every resonance










For an EIT resonance to be visible in a spectrum with given ∆ωp, ∆Eg and ∆Ee, the
velocity v that follows from Eq. 4.3 must be within the Maxwell velocity distribution. Since
the probe laser is locked to one of the resonances shown in Fig. 4.2 in every EIT spectrum,
each spectrum has a strong resonance at its center for which Eq. 4.3 yields v ≈ 0 (where the
Maxwell velocity distribution peaks). For the neighboring EIT resonances, the velocities
are several hundreds of meters per second, due to their large ∆ωp. (It is seen in Fig. 4.2 that
the spacings between neighboring probe-laser resonances are several hundred MHz.) Since
the rms velocity of the Maxwell velocity distribution in one dimension is about 170 m/s, the
number of atoms contributing to the neighboring EIT resonances is greatly reduced relative
to that of the center resonance. The finite width of the velocity distribution therefore limits
the number of resonances observed in each scan to 2-4.
According to Eq. 4.1, the paramagnetic shifts (which are all in the Paschen-Back
regime) and the diamagnetism of the Rydberg atoms in strong B, lead to highly magnetic-
field-sensitive shifts of the Rydberg-EIT resonances. For example, the cascade |5S1/2,mj =
−1/2〉 → |5P3/2,mj = −1/2〉 → |33S1/2,mj = 1/2〉 generates an EIT peak that shifts at
7 MHz/Gauss. The EIT resonances accessed in this work(boxed region in Fig. 4.4(a)) shift
at about 2.5 MHz/Gauss.
Fig. 4.4 shows calculated B-field induced Rydberg-EIT resonance shifts of both 85Rb
(thin red lines) and 87Rb (bold blue lines). The shifts in Eq. 4.1 are highly dependent on the
B field, as shown in Fig. 4.3(g-i). This leads to B-field-dependent differential shifts of the
EIT lines of the two isotopes. This feature arises from the Paschen-Back behavior of |5S1/2〉
and |5P3/2〉. The arrows in Fig. 4.4(b) indicate the frequency splittings, the ratio of which
we use to extract the B field strength. We map the splitting ratio from the experimental
data in Fig. 4.3(c) (horizontal arrows ∆βγ/∆γδ = 0.9685 ± 0.0037), using the function
shown in Fig. 4.4(c), onto a magnetic field of B = 0.6960 ± 0.0008 T (maximum field in
the probe region). The quoted field uncertainty follows from the spectroscopic uncertainty
of the peak centers of . 1 MHz (the probe laser linewidth) and standard error propagation
in the mapping. Note the B fields derived from the Sat. Spec. and the EIT spectrum are

































Figure 4.4: (a) EIT line positions according to Eq. 4.1 as a function of B for π − π or
π − σ transitions from |5S1/2〉 through |5P3/2〉 to |33S1/2〉 for 85Rb (thin red lines) and
87Rb (bold blue lines). (b) Zoom-in of the transitions (α to θ) observed in this work. The
arrows indicate the frequency separations ∆βγ and ∆γδ we use to extract the B field. (c)
Splitting ratio ∆βγ/∆γδ vs B.
B field (see Fig. 4.1(b)).
4.5 Spectra Simulation and discussions
The spectra in Figs. 4.3 and 4.5 show that the EIT lines are asymmetric. This is in part due
to the B-field inhomogeneity, which affect the line width (line-broadening), shift the line
centers (line-pulling), and cause the characteristic triangular EIT line shape. The origin of
these effects needs to be reasonably well understood to confirm the accuracy of our B-field
measurement.
In order to quantitatively model the spectra, we use a Monte Carlo simulation to find
the power loss of the probe beam due to the photon scattering by the atoms in the in-
homogeneous B field. The atoms are excited by laser beams with Gaussian profiles. The
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steady-state of the excited-state population is calculated using the Lindblad equation for the
three-level cascade structure [86] with position-dependent Rabi frequencies and magnetic-
field-dependent level shifts. The essentials are outlined in the Sec. 3.2. In this particular
simulation, we randomly pick the atomic positions Ri = (Xi, Yi, Zi) from a uniform distri-
bution truncated at the cell boundaries, and velocities in x direction from a one-dimensional
Maxwell velocity distribution for 300 K (i is the atom counting index). The B-fields
at positions Ri are given by the results of the FEM field calculation shown in Fig. 4.1
and in the inset of Fig. 4.5(c). The field-induced energy-level shifts are taken from data
sets used in Figs. 4.3(g-i). The probe and coupler Rabi frequencies, Ωp(Ri) and Ωc(Ri),
are determined by the beam parameters given in Sec. 4.2 with center Rabi frequencies,
Ωp0 = 2π × 11 MHz and Ωc0 = 2π × 6.8 MHz. Further, we consider the natural isotopic
mix and assume a uniform distribution of the atoms over all mi states. The probe detuning
is set to ∆ωp = (∆Ee − ∆Eg)/~ for the peak δ at B = 0.6960T, the maximum B field
along the beam path, and the coupler detuning is varied. The probe modulation (5 MHz
peak to peak) is also taken into account. The spectrum is simulated using a sample of 106
randomly selected atoms. The averaged simulated spectrum is shown in Fig. 4.5(b).
The simulation agrees very well with the experimental spectrum, as shown in Figs. 4.5(a)
and (b). Here, the B field inhomogeneity (see Fig. 4.1) dominates the line broadening. The
B-field variation in the probe volume is about 3.5 × 10−3 T, which corresponds to a line
broadening of ∼ 100 MHz (vertical dashed lines in Fig. 4.5). The simulation also reveals
that the line centers are pulled by the same amount of −10 MHz relative to the theoret-
ical line positions expected for the maximum B field. Therefore, the ratio ∆βγ/∆γδ in
Fig. 4.5(b), which we have used to determine the magnetic field in Fig. 4.4(c), is unaffected
by the line-pulling.
The only free parameter in the simulation is the decoherence rate of the Rydberg state.
We have found that this parameter has a profound effect on the depth of the side-dips next to
all EIT peaks. In order to explain the experimentally observed spectra, we have to assume
a Rydberg dephasing rate of 2π× 50 MHz, with an uncertainty of ±10 MHz. This dephas-
ing rate is unexpectedly high, when compared to other Rydberg-EIT and Autler-Townes
work [87, 88]. This large dephasing rate might be due to free charges generated by Pen-
ning and thermal ionization of Rydberg atoms and magnetic trapping of the charges [89].
In the simulation we ignore optical pumping from the intermediate |5P3/2,mj = 1/2〉
into the ground level |5S1/2,mj = −1/2〉. We believe this is justified by the short atom-
field interaction time (∼ 200 ns), which allows only a few scattered photons per atom. We
note that any optical pumping effects will only lead to a global attenuation of the EIT line
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Figure 4.5: (a) Zoom-in look of Fig. 4.3(d). (b) Monte Carlo simulation of the EIT spec-
trum shown in (a). (c) The magnetic field induced EIT resonance shifts that contribute to
the spectroscopic line-broadening and pulling for peaks ε, δ, γ, and β. The vertical dashed
lines indicate the line shape extension range resulting from the inhomogeneous magnetic
field inside the cell. (Power broadening is on the order of 20 MHz). The inset shows FEM
simulated magnetic fields distribution along x axis within the cell boundaries indicated by
vertical black lines. This distribution is off centered by 1.5 mm to reflect possible asymme-
try in the experimental setup.
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ifying the optical pumping near the EIT resonances [90]. In our case this is not expected
to substantially alter the EIT line shapes. Optical-pumping could be, in principle, entirely
avoided by selecting the |5S1/2,mj = 1/2,mi〉 → |5P3/2,mj = 3/2,mi〉 transition for the
probe laser.
In sufficiently high B fields and large enough n the Rydberg-atom spectrum becomes
“chaotic” [68]. The Rydberg spectra in strong B field can be modeled to high precision
(. 10 MHz uncertainty) [91]. In the fully chaotic regime, highly accurate calculations,
covering energy regimes both below and above the field-free ionization limit, have been
performed using large Sturmian basis sets and the complex coordinate method [92]. The
resultant added complexity of the spectra, combined with an ability to accurately model
these spectra, will make Rydberg-EIT in high B even more sensitive to minute field varia-
tions.
4.6 Summary
We have studied vapor-cell Rydberg-EIT in a strongB field, in which ground-, intermediate-
and Rydberg-states are all in the Paschen-Back regime. By exploiting the differential
magnetic-field-induced shifts of the 85Rb and 87Rb EIT lines, we have measured B =
0.6960 T with a±0.12% uncertainty. Simulated and observed spectra show excellent agree-
ment. The spectra indicate an unusually large Rydberg-state dephasing rate, the origin of
which we intend to explore in future work. Further, the large differential magnetic dipole
moment of the diamagnetic Rydberg levels, which scales as B, suggests that the method
holds promise for high-precision absolute and differential measurements of strongB fields.
In Fig. 4.4, the maximum differential dipole moment at 0.7 T is h × 7 MHz/Gauss. As-
suming improved experimental conditions (laser line widths < 100 kHz, a homogeneous
magnetic field, and an uncertainty of 100 kHz of the EIT line center), for this line we expect
a field-measurement uncertainty of 1.5× 10−6 T. By extending the work to larger B-fields




Rydberg EIT Measurements in Static Electric
Fields using Photoelectric Effects
5.1 Introduction
Among different working platforms of quantum technologies, ranging from ultra cold and
ultra high vacuum systems to room-temperature chip scale devices, vapor-cell-based Ryd-
berg atoms enabled technologies [93, 94, 95, 96, 97] have gained significant attention over
the past few decades [98]. In these types of devices, Rydberg atoms are directly pre-
pared from an ensemble of ground state atoms at moderate vapor pressures inside dielec-
tric environments (borocilicate glasses or quartz) near room-temperature. These Rydberg
atoms can be excited and probed either by cw multi-level electromagnetically-induced-
transparency (EIT)[99, 100]or through pulsed nonlinear spectroscopy schemes such as
four-wave-mixing [101, 102].
These devices demonstrate amazing isolation to environmental DC electric fields out-
side the cell[99, 103]. These fields are generally not known but could be very large due to
random electrostatic build up. The DC field isolation is an essential prerequisite for radio
frequency (RF) and microwave sensing [104, 105]. On the other hand, for applications
such as Stark tuning of Rydberg transitions, the manipulation and control of electric fields
inside the cell is necessary. By introducing metallic bulk electrodes [106, 107]or thin-film
ITO electrodes [108] to apply fields, researchers have shown enhanced capabilities of such
devices.
Inside Rydberg-atom-enabled vapor-cell devices, electric charges are ubiquitous [109,
110, 111, 112]. Volume or surface charges can exist inside or on the inner surfaces of the
enclosure. These charges may originate directly from Rydberg atoms through blackbody or
laser induced photoionization and collision processes (Penning ionization) [113], and can
produce volume and surface charge densities through ambipolar diffusion. Due to atomic
aggregate layers on the dielectric surface, free charges can also be induced by nonuniform
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heating (akin to a Seebeck effect) [114] and laser illumination (photoelectric effect) [115],
leading to surface charge layers. Active control of these charging mechanisms can be used
to control of the electric fields inside vapor-cell devices, and improve the Rydberg atom
response in specified applications.
In the following sections, I outline an experiment in which DC electric fields are pro-
duced within the dielectric enclosure without using bulk or ITO electrodes. The method
presented here may enhance the functionality of the devices while still utilizing the sim-
ple structure of electrode-free dielectric vapor cells. In addition, for applications such as
RF and microwave sensing where stray DC electric fields will limit the sensitivity of the
device [116, 117], a detailed understanding and characterization of the DC fields inside
glass-only vapor cells is necessary, especially when miniaturized devices are required. In
such devices, Rydberg atoms start to interact with the device enclosures [118, 119] through
surface- or space-charge-induced static electric fields, quasi-static or retarded image charge
interactions, or resonant Rydberg-surface plasmon coupling [120].
By conducting this experiment, we show evidence that both Penning ionization and
Seebeck-like effects can be suppressed, while at the same time a photoelectric effect can be
used to produce a controllable DC electric field. We also find good agreement between the
measured electric field distributions and solutions of electrostatic boundary-value problems
for the utilized cell geometry.
5.2 Experimental Setups and Methods
In order to investigate the electric field distributions inside an all-glass (borosilicate in our
setup) vapor cell, DC-Stark shifts are measured through EIT resonances [35] of a Rydberg
state. In the Rydberg-EIT method, a fixed probe laser and a scanned coupler laser are ap-
plied to excite the atoms, as seen in Fig. 5.1. When the coupler laser is on-resonance with a
Rydberg transition, the atoms in the vapor cell enter a coherent superposition state between
ground and Rydberg states, leading to an observable increase in transmission (EIT) [35].
The Stark effect of the Rydberg states causes splittings and shifts of the Rydberg-EIT lines,
which reveal the electric field in the cell. The Stark shifts are mapped out as a function
of position along the x direction by translating the EIT channel across the vapor cell, as
illustrated in Fig. 5.1.
A 9 mm-long and 8 mm-I.D. cylindrical glass vapor cell filled with a natural mixture of
Rb vapor (part number VTC-11/9-10/8 from Rydberg Technologies Inc.), is placed inside
a magnetic-field-shielding package. There are two 10 mm by 5 mm apertures in both end-































































Figure 5.1: (a) Illustration of our experimental setup. A small part of the translation stage
between the optical table and breadboard is seen in yellow. The insets shows measured
optical beam waists (1/e drop-off radii of the laser electric fields) of both probe and coupler
beams. Two dashed lines indicate the positions of the vapor cell windows in the z direction.
(b) Level scheme. The frequency of the probe laser (780 nm) is stabilized 27 MHz blue-
detuned from the 87Rb 5S1/2, F = 2 to 5P3/2, F = 3 transition. (The exact value of the
detuning is not important.) The coupler laser (480 nm) is scanned across the5P3/2, F = 3
to 60DJ resonances.
and to introduce the EIT beams. The vapor cell package is fixed to the optical table with
a post that goes through a cutout in an optical breadboard on which the EIT beam optics
are mounted. A translation stage connecting the breadboard and optical table is used to
translate the EIT probe region within the vapor cell relative to the cell walls. Both the
probe and coupler beams of the EIT channel are launched from single mode polarization
maintaining fibers on the breadboard. The beam sizes are chosen such that we achieve the
best spatial resolution under the condition that the Rayleigh length matches the vapor cell
length. Measured beam sizes are plotted in the insert of Fig. 5.1. The 453-nm photoelectric
illumination beam is sent into the cell via a periscope mounted on the optical table, which
allows us to adjust position of the beam relative the vapor cell. The beam size can also be
adjusted via apertures (not shown in Fig. 5.1) placed before the periscope.
This setup provides an adjustable illumination configuration of the vapor cell. Further
the EIT channel position can be translated relative to the cell along the x direction, while
maintaining a good overlap between the EIT probe and coupler beam. However, due to
some warping of the vapor cell windows, slight position mismatch between probe and
coupler beams is expected. This mismatch is largest when the EIT channel is brought close
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to the vapor cell windows edges, where the warping occurs. This limits the EIT probing
range shown in Fig. 5.2 along x direction to about 6 mm, which is about 3/4 of the inner
diameter of the cell.
5.3 DC Electric-field Creation and Mapping in All-glass
Vapor Cell
In order to achieve a high EIT signal to noise ratio the magnetic-field-shielding package is
uniformly heated to 40 °C. The cell walls are then illuminated by the 453-nm laser beams
to create photoelectric charges inside the cell. The EIT resonances of the 60D states of
87Rb are then mapped out as function of position of the EIT probe along x direction. The
Rydberg EIT resonances clearly demonstrate position-dependent DC Stark shifts. Two
such DC Stark maps are shown in Fig. 5.2 (a) and 5.2 (c), corresponding to two different
photoelectric illumination conditions. Somewhat surprisingly, the Stark-split lines remain
quite narrow up to considerable electric field strength, indicating a simple electric field
structure that is approximately homogeneous along the z direction.
In Fig. 5.2 (a), the 453-nm beam is shifted to the side of the entrance aperture, so that
it illuminates only one side of the cylindrical cell wall and the illumination of the flat cell
windows is negligible. In this configuration, the majority of the beam is blocked by the
entrance aperture, and we estimate less that than 10 % of the total power enters through the
aperture. In Fig. 5.2 (c), the 453-nm beam is centered on the aperture and the beam size
is expanded to 12 mm by 12 mm before being launched from the periscope. In this case,
both sides of the cylindrical cell wall are uniformly illuminated, as well as parts of the cell
windows which are not blocked by the entrance apertures. In both cases, the top and bottom
parts of the cell are not illuminated because of the 5-mm height of the optical-access slit in
the cell enclosure.
From Fig. 5.2 and associated Stark-shift calculations which is outlined in Sec. 2.4, we
find the DC electric field in the cell can be tuned between 0 and about 0.8 V/cm by varying
the distance between atom-field interaction region (EIT probe volume) and the cell wall.
The Stark shifts reach values up to about 300 MHz; these shifts are suitable, for instance, to
tune Rydberg transitions into resonance with other fields of interest (typically, microwave
or THz fields). Comparing line shift and line width of the most Stark-shifted lines, it is
further seen that the DC electric field exhibits a large degree of homogeneity within the
EIT probe volume; we estimate the field variation to be several percent. The spectra also
indicate that the contribution to the signal from atoms close to the flat cell windows, where
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Figure 5.2: DC Stark maps of Rb 60D measured by Rydberg EIT spectroscopy for single-
sided (a) and double-sided (c) illumination of the cell walls with 453-nm laser light. The
probe transmission is displayed on a linear gray scale, ranging from ∼ 67% (white) to
∼ 69% (black). In our setup, the strongest EIT lines correspond to a reduction of the
absorption coefficient by ∼ 7%. DC Stark shifts of 60D5/2 and 60D3/2 sub-levels give rise
to the strongest signal branches. Weak EIT signals from the intermediate 5P3/2 hyperfine
sub-levels F = 2 can also be discerned[99]. The probe- and coupler-laser polarizations and
the DC electric-field direction are indicated. Panels (b) and (d) show respective simulations,
with the insets showing profiles of the electrostatic potentials on a linear gray scale ranging
from 0 (black) to fitted values V0 (white). The white regions on the perimeter correspond to
the illuminated segments of the cylindrical cell wall. Horizontal arrows indicate the relative
position between the vapor cell and probe range achieved in this work. Poor flatness on the
edges of the vapor cell windows prohibits further extension of the probe range. The vertical
lines indicate the geometric center of the vapor cell in x direction.
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Figure 5.3: Measured DC Stark maps for the double-side illumination scenario when
EIT coupler beam polarization is vertically aligned in the y direction (a) and horizontally
aligned along the x direction (b). (c) Geometric model for the vapor cell used in the sim-
ulations. R is the inner radius of the cell. L is the inner cell length, and w is height of the
aperture on the magnetic field shielding end caps. In our electrostatic model, the illumi-
nated portions of the cell walls (which are sandwiched between the two horizontal planes
separated by w) are assigned a boundary potential value of V0, the only fit parameter in our
model. The electric field lines on the gray cross section are plotted in (d). Vertical lines in
(a), (b) and (c) indicate the symmetry axis. (d) Electric field lines on the gray cross section
in (c). The horizontal solid line indicates the probe range shown in (a) and (b).
the electric field is expected to be inhomogeneous and to have a substantial z-component,
is small.
5.4 DC Electric-field Model
In order to quantitatively understand the experimental data, we numerically simulate the
density matrix by solving the Lindblad equation based on measured optical and geometrical
parameters, similar to the procedure described in Ref.[121]. This model, similar to the one
discussed in Sec.3.2.2, includes the position-dependent Rabi frequencies in the gaussian
EIT beams (see inset of Fig. 5.1) and position-dependent Stark shifts of the atomic energy
levels due to the non-uniform volume-distribution of the electric fields inside the cell. The
absorption coefficient of the probe laser is calculated by using the position-averaged density
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matrix over all three dimensions. The simulated EIT probe beam absorption signals, shown
in Figs. 5.2 (b) and 5.2 (d) for both illumination scenarios, are then obtained from Beer’s
absorption law. The only unknown in this model is the electric-field distribution.
In order to find the electric-field distributions inside the glass cell, the electric po-
tential is calculated by solving the Laplace equation numerically with Dirichlet boundary
conditions on the inner surfaces of the cell walls. These boundary conditions simulate the
steady state of the photoelectric processes inside the vapor cell. We assign a fixed nonzero
potential V0 to the area that is illuminated by the 453-nm laser, whereas the dark regions
of the cell walls are set to zero potential. We also assume that there are no free space
charges inside the cell. A sketch of the model for the simulations in Fig. 5.2 (d) is depicted
in Fig. 5.2 (c) (V0 = 0.15 V). In our model, V0 is the only free parameter used fit the
experimental data.
A second way of obtaining the potential is to perform a series expansion of the potential
in a volume-charge-free cylindrical volume with end-caps [122]. The result for single
sided illumination, used in Fig. 5.2 (b), is shown in Eq. 5.1; the best fit value for the
surface potential is V0 = 0.33 V in this case. We use numerical solutions of the Laplace
equation and series expansions interchangeably; the results of both methods have been
cross-checked for consistency.
From the calculated three-dimensional electric-field distributions and the known Stark-
shift behavior of the utilized Rydberg levels, we obtain models for the EIT spectra as de-
scribed near the end of Section 5.3. The spectra are integrated along the z-direction, from
the entrance to exit window of the cell. Calculated EIT spectra are shown in Figs. 5.2 (b)
and 5.2 (d).





































We find that the electric fields are relatively uniform in magnitude and direction within
the EIT probe region, for both scenarios shown in Figs. 5.2 (a) and 5.2 (c). The electric-
field lines on the shaded cross section in Fig. 5.3 (c) are plotted in Fig. 5.3 (d) for the case
of double-sided illumination. In this case, the electric field exhibits quadrupolar character-
istics.
The direction of the DC electric field is verified by changing the polarization direction
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of the coupler beam from perpendicular (as shown in Fig. 5.3 (a)) to parallel ( Fig. 5.3 (b))
relative to the DC electric field. In the perpendicular case, the coupler laser effects a mix
of left- and right-circularly-polarized Rydberg-atom excitation with respect to the x quan-
tization axis (direction of DC electric fields). This leads to a much stronger mj = 5/2
component in the EIT spectrum in Fig. 5.3 (a) than in Fig. 5.3 (b).
5.5 Discussion
Using only one unknown parameter V0, our model describes the electric-field distributions
inside the cell relatively well. The electric potential generated by the photoelectric pro-
cesses on the surfaces of a material is generally related to the energy difference between
the photon energy (here, 2.74 eV corresponding to 453 nm) and the work function of the
surface. In this work, surface potentials in the range of a few hundred mV fit the ex-
perimental results best. Due to the complex composition of the glass materials and thin
Rb atomic layers (aggregates) deposited on the inner surface of the glass cell, precise de-
termination of the work function and charge affinity of such surfaces is nontrivial (see
reference [123] and citations therein). Further, several other (surface / free-space) charge
generation mechanisms can also play a role in vapor cell Rydberg-EIT experiments, such
as Penning ionization of Rydberg states, Seebeck effects , etc.
In Fig. 5.4, the rms electric field within the EIT probing region is measured as a func-
tion of intensity of the 453-nm beam. Fig. 5.4 shows that over the investigated intensity
range, the rms electric field varies only moderately. This behavior is seen for all displace-
ments of the EIT probing region along x.
The other well known charge generation mechanism are Penning ionization and black-
body ionization of Rydberg atoms. These processes can be adjusted by varying the power
of the EIT beams. We do not observe significant changes in the DC electric field strength
in the cell. (The power of both probe and coupler beams are nevertheless kept as low as
possible in this work in order to achieve low power broadening and hence better spectral
resolution.) These observations motivate us not to include spatial charges in our model.
The results also suggest that the photoelectric effect on the cell walls is the only major
source of the charges in the present work.
We have observed a decrease in electric field strength when a second 780-nm beam is
introduced into the system and overlapped with the 453-nm beam as shown in Fig. 5.5. The
second 780-nm beam is tuned close to resonance with the 85Rb D2-line, so that it does not
interfere with our 87Rb EIT probe setup. We believe that the additional charges generated
by photoionization of 85Rb diffuse to the call walls and (partially) neutralize the electric
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field caused by the photoelectric effect on the cell wall. The details of this mechanism need
further investigation.
In Fig. 5.2, it is seen that the calculated electric fields decay somewhat faster as a
function of distance from the cell walls than the measured ones. This behavior has been
observed for all photoelectric illumination conditions tested, and for several different cell
temperatures. This faster decay is not a result of underestimating the parameter V0, and
it cannot be explained by taking an average of the field over the EIT probing region. We
relate this deviation between calculation and measurement to three possible causes. First,
the geometric accuracy of our model is limited. For example, the small filling stem on the
cylindrical vapor cell is not included. Second, the illuminated surface area on the cell wall
may be underestimated. In the model, this area is set to the aperture size of the magnetic-
field shielding package. However, diffraction and scattering of 453-nm-light may lead to an
increase of the actually illuminated area on the cell wall. Third, non-negligible free spatial
charges generated by the EIT probing beams may (partially) neutralize the field near the
center of the cell.
5.6 Summary
We have investigated DC electric fields generated by the photoelectric process on the inner
surfaces of a glass vapor cell by introducing a 453-nm beam. The field distributions are
mapped out using Rydberg-EIT spectroscopy. Although detailed characterization of the
photoelectric effects on the cell inner surface is non-trivial, we have developed a simple
phenomenological model that has reproduced the measured electric fields quite well.
The ability to understand and manipulate local electromagnetic fields is critical for
developing miniaturized vapor cell based devices. The characterization of spurious photo-
electric effects on the cell walls is important to avoid stray electric fields inside the cell. On
the other hand, the effect described in this paper can also be used to Stark-tune Rydberg
transitions in vapor cells without the use of electrodes inside the cell. This functionality
would allow to frequency-tune Rydberg-atom-based detectors and receivers using a laser
for electric-field and Stark shift control. In future work, one may also study the electric-
field response time to changes in illumination conditions.
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 x =  - 0 . 5  m m
 x =  0 . 0  m m
 x =  0 . 5  m m
 x =  1 . 0  m m
 x =  1 . 5  m m
 x =  2 . 0  m m
Figure 5.4: Measured rms values of the electric field averaged over the EIT field-probing
region as a function of estimated intensity of the 453 nm photoelectric excitation beam, for
single-sided illumination as in Fig 2 (a). In this configuration, we estimate that less than
10% of the total power of the 453-nm light entered into the magnetic-shielding package.
The majority of the beam is blocked at the entrance aperture of the magnetic-shielding
package. Different symbols represent different EIT probe positions along x direction. The
electric fields is obtained by matching measured and calculated Stark shifts of the peaks
in the EIT spectra. We attribute the slight decrease at high powers, seen for x ∼ 0, to
comparable line-width of EIT transmission peak and DC Stark shifts. To guide the eyes,
the data points are connected by lines.
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Figure 5.5: EIT probe traces for different saturation parameters (SP) of a second 780-nm
laser introduced into the system. The saturation parameters (SP) are indicated in the legend.
An EIT trace for zero electric field is shown for reference (black line). The second 780-nm
laser has a fixed power of 5.6 mW, a diameter of about 1 mm, and it is overlapped with the
453-nm beam, which also illuminates the cell walls. The saturation parameter is varied via
the detuning of the second 780-nm laser, by changing the frequency of this laser from the
red side to the blue side of the 85Rb5S1/2, F = 3→ 5P3/2, F = 4 transition. The power of
the EIT beams are fixed. The splitting of the D = 5/2 line, indicated by the black vertical
lines, is due to the Stark splitting of the m = 3/2 and m = 5/2 magnetic sub-levels. This
Stark splitting corresponds to about 0.4 V/cm.
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CHAPTER 6
Interaction Time & Cell-Wall Collision Effects
Investigation using Ground State Atoms
6.1 Introduction
The laser induced atomic coherence can be fragile, as it is affected by various decoher-
ence processes, including optical pumping, collision or diffusion, and power broadening.
For applications such as atomic frequency standards and precision magnetometers that uti-
lize vapor cells, atomic coherences arising from Coherent Population Trapping (CPT) have
been reported in detail in terms of line width and line shape [124, 125, 126]. In these sys-
tems, collisions between the probed atoms and buffer gas atoms in the vapor cell contribute
significantly to the homogenous line width. Depending on the buffer gas pressure and col-
lision conditions, this broadening can be larger than the Doppler width [127, 128], yet the
CPT resonances remain very narrow. Under such circumstances, the CPT line shape and
width are determined by atom diffusion and local light intensity [129, 130, 124].
EIT experiments in thermal vapor cells without buffer gas [13, 131, 132, 22, 133, 134,
135, 136, 137] also have received considerable attention, as Ref. [135] points out that the
EIT resonance is a unique product of the light-atom coherences that can be experimentally
measured and can provide us an opportunity to better understand the influence of different
decoherence processes.
In this chapter, instead of performing EIT experiments on a Rydberg state, we chose
two ground states of the Rb atoms to form the dark state. We perform the EIT measurements
for a Λ-type system on the 85Rb D2 transition in a buffer-gas-free vapor cell without anti-
relaxation coating. An illustration of the experimental setup can be found in Figure 6.1(a).
For our study of the EIT line width, we select a resonance with zero first-order Zee-
man shift and eliminate inhomogeneous line broadening and pulling effects by lifting the
Zeeman degeneracy with an in-situ calibrated spatially homogeneous magnetic field. We
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Figure 6.1: (a) Illustration of the experimental setup featuring co-propagating coupling
and probe beams in σ+-σ− polarization configuration passing through a Rb vapor cell of
25 mm in diameter and 70 mm in length. A variable uniform magnetic field can by applied
via a solenoid with inner diameter 33 mm, outer diameter 44 mm, and length 190 mm (not
shown). The spectroscopy cell is gently warmed up to 30◦C in the experiment. (b) Zeeman
level diagram of relevant states and transitions in the given polarization configuration in a
magnetic field for the EIT study. The blue and red arrows correspond to transitions driven
by the coupling and probe lasers. The scheme breaks up into four Λ systems that correspond
to individual, Zeeman-shifted EIT lines. The Λ system with zero first order Zeeman shift
has been highlighted with orange energy-level bars.
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Figure 6.2: (a) Series of probe transmission spectra with different coupling laser power
vs coupling laser frequency detuning for fixed probe laser power (70 µW) and fixed probe
frequency tuned to the transition |5S1/2, F = 3〉 −→ |5P3/2, F ′ = 3〉. The insert shows
a zoomed-in view on the EIT peak. (b) Analysis of the observed lines by atom velocity
groups resonant with probe and coupling lasers. Red lines with square symbols corre-
spond to atoms with zero velocity, green lines with circle symbols correspond to atoms
with 49 m/s velocity; and blue lines with triangle symbols represent atoms with -94 m/s
velocity.
function of the coupling-laser Rabi frequency. Our results confirm the theoretical predic-
tion outlined in Ref. [138, 139, 140] for a Doppler broadened sample. Further, a numerical
simulation in which we include the laser intensity profile shows improved fitting to our
data. This aspect is not fully accounted for in previous theoretical [138, 139, 140] and ex-
perimental [134, 135, 141] work. In the limit of vanishing laser power, our measurements
indicate that the EIT signal decreases exponentially as a function of detuning from the line
center. This special behavior was theoretically predicted [142] for room-temperature atoms
moving in Gaussian optical beams.
6.2 Velocity-selective Optical Pumping and EIT
We first demonstrate the reduced (saturated) and enhanced absorption lines caused by
velocity-selective optical pumping on the ground- and excited-state hyperfine structure,
as well as the location of the EIT resonance within the overall spectrum.
Velocity-selective effects occur in vapor cells because of the Doppler shift δω = k · v,
where k and v are optical wavenumber and atom velocity [143]. It gives rise to velocity
dependent “hole burning” (increased transmission peaks) and “optical pumping” (reduced
transmission dips) effects demonstrated in the probe transmission spectra in Figure 6.2(a).
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Table 6.1: Assignment table for the spectral features observed in Figure 6.2. The probe
laser is fixed at the (zero-velocity) |5S1/2, F = 3〉 −→ |5P3/2, F ′ = 3〉 transition frequency.
Left column: Resonant velocity groups for the indicated probe-laser transitions with lower-
and upper-state hyperfine quantum numbers [Fp, F ′]. Center block: Coupling-laser de-
tunings of the enhanced-transmission peaks relative to the probe laser for the indicated
coupling-laser transitions, with lower- and upper-state hyperfine quantum numbers Fc = 3
and F ′ and for the velocities shown in the left column. Right block: Coupling-laser detun-
ings of the reduced-transmission peaks relative to the probe laser for the indicated coupling-
laser transitions, with lower- and upper-state hyperfine quantum numbers Fc = 2 and F ′
and for the velocities shown in the left column.
Probe Transition Coupling Transition Detuning (MHz)
Velocity Group From |Fc = 3〉 to From |Fc = 2〉 to
(m/s) [Fp, F ′] |F ′ = 2〉 |F ′ = 3〉 |F ′ = 4〉 |F ′ = 1〉 |F ′ = 2〉 |F ′ = 3〉
49 [3, 2] 0 63 184 3007 3036a 3009
0 [3, 3] -63 0 121 2944 2973 3036a
-94 [3, 4] -184 -121 0 2823 2852 2915
a EIT Resonance
Both processes are highly velocity-selective due to the fact that the upper-state (|5P3/2〉)
scattering rate scales as s/[1 + s + 4(∆/Γ)2], where s is the saturation parameter defined
as the ratio between laser and saturation intensity, ∆ is the velocity-dependent optical de-
tuning in rad/s, and Γ is the natural decay rate, which is 2π × 6 MHz for Rb 5P3/2. Hence,
at low saturation (our case) the velocity bandwidth of the D2 transition in a vapor cell
is about 5 m/s. Figure 6.2 (b) and Table 6.2 relate the observed spectral lines to atomic
transitions and resonant velocities. The line strengths vary due to the variation of transi-
tion dipole matrix elements between the hyperfine states, and because the resonances cover
three velocity groups (with different values of the Maxwell probability distribution). Three
resonances, indicated by the bold black arrows in Figure 6.2(b), are too weak to become
visible in Figure 6.2(a). The line-strength ratios agree with a quantum Monte Carlo simu-
lation [90, 144, 145], in which we have included all magnetic sub-levels of the system. The
ratios are not a main topic in the present paper but may be discussed in future work.
The insert of Figure 6.2(a) shows the emergence of an EIT resonance on the optical-
pumping dip centered at the hyperfine splitting 3036 MHz. The EIT results from quan-
tum interference on two Raman-degenerate Λ systems involving the excitation pathways
|5S1/2, F = 3〉 ↔ |5P3/2, F ′〉, driven by the probe laser, and |5S1/2, F = 2〉 ↔ |5P3/2, F ′〉,
driven by the coupling laser, where F ′ = 2 or 3. These couplings are velocity-selective in
the Doppler-broadened medium; here, the respective resonant velocities are 0 and 49 m/s.
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The velocity difference is the smallest among Λ-EIT cases on the 85Rb and 87Rb D1 and
D2 lines, and it is smaller than the thermal atom velocity in the cell. We find in Section 4
that EIT on the 85Rb D2 line is affected by both Λ-EIT systems.
6.3 Zeeman Shifts of EIT Lines Excited by Phase Locked
Lasers
The line width of the EIT peak in Figure 6.2(a) is about 2 MHz. Power broadening, rel-
ative laser frequency jitters and Zeeman shifts of the involved magnetic sub-levels due to
stray magnetic fields are the dominant contributors to the line width. In the following ex-
periments we have mitigated the last two broadening mechanisms by implementation of an
Optical Phase Lock Loop (OPLL), and by application of a calibrated, longitudinal magnetic
field that lifts the Zeeman degeneracies, allowing us to selectively study a magnetic-field-
insensitive EIT resonance.
6.3.1 Optical Phase Lock Loop
Atomic decoherence caused by laser frequency jitter [146, 147] is significantly improved by
an OPLL [148]. In this section, I will describe and document the OPLL we built in order
to reduced the relative frequency and phase jitter between the coupling laser and probe
laser. I will refer to the coupler laser as the follower laser, where the frequency follows
the frequency of the probe laser (in this case, the master laser) with an offset frequency
provided by an RF synthesizer. A schematic diagram of the OPLL system is shown in
Fig. 6.3. The key element in this system is the digital phase frequency detector (PFD)
which detects and compares the frequency and phase of the inputs. An ultra low noise PFD
(HMC3176LP4E from Analog Devices) are needed for this type of application. A114413
evaluation board from Analog Devices is used to carry the supporting digital RF circuitry
for this PFD.
The functionality of the PFD HMC3176LP4E can be described as it compares the
rising edge of the two input signals (REF and VCO). This information is then used to pulse
the outputs signals (ND and NU). Depending on which inputs frequency is larger, one of the
outputs remains idle (approximately at 5V constant) and the other output is active (output
vary on average between 3 to 5 V). This device demonstrates the best noise performance
when Digital inputs (TTL) are used. It still functions if analog inputs signals are presented.
The outputs behavior allows us to derive a sign switching signal when the two outputs are
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Follower
Figure 6.3: OPLL diagram used in this experiment. Two external cavity diode lasers (Fol-
lower and Master) light are heterodyne detected using a fast photodetector (Fast PD). The
beat note signal is then amplified by a RF amplifier (RF Amp.) and fed into a digital phase
frequency detector (PFD). The output of the PDF are further processed by a difference
amplifier (Diff. Amp) also known as a loop filter which generate the error signal used in
a large bandwidth PID controller. In the lock condition, the frequency difference of the
two laser are locked to the RF Synthesizer output frequency and are phase of the beat note
signal are held at constant relative to the RF synthesizer output.
processed by a difference amplifier (loop filter). The sign switching signal can be used as
an error signal input of a fast PID (Toptica FALC 10MHz bandwidth).
Fig. 6.4 summarize the outputs (ND and NU) behavior of the PFD. In Fig. 6.4(a), the
master laser frequency is fixed and follower laser frequency is scanned using the exter-
nal cavity grating. This results in a frequency sweep of the beat note signal detected by
a fast GaAs Metal-Semiconductor-Metal(MSM) fast photodiode (Hamamatsu G4176-03).
The RF synthesizer output frequency is held at fixed 330 MHz. When the beat note sig-
nal frequency swept through the synthesizer frequency, the difference of the ND and NU
demonstrate a sharp sign switch (Lock points). This feature enable us to tightly lock the
frequency difference between the two lasers.
Fig. 6.4(b) shows the detailed behaviors of the ND and NU output when the signal
frequencies of the two inputs (REF and VCO) are close to each other (They are forced at a
difference of 11 Hz). In this case, ND output is idle at about 5 V constant and NU is active
and changing linearly and reset at a frequency of exact 11 Hz. This provides some hints
about how this device can be used to detect the phase difference between the REF and VCO.
In the limit that the periodic oscillations of the two inputs (REF and VCO) have exactly the
same frequency but only differ by a small amount in phase, the NU signal will be linearly
proportional to the accumulated phase differences. Therefore, in a lock condition, the sign
68
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Typical PLL Performance,  Vcc = 5.00V
REF = 100MHz Square Wave


















PFD Outputs ND,  NU,  LD,  Vcc = 5.00V
Forced PFD Difference ! 11Hz
High-Z Scope,  BW = 20MHz,  T = +25C
Notes:
       1.  All data shown is typical and actual performance may vary depending upon implementation.
       2.  Phase Noise data taken utilizing 2-unit PLL cancellation method with VCO " 2400MHz and healthy power level.
       3.  Only one PFD output will be active with a forced frequency difference, depending upon which input frequency is higher.
       4.  Without oscilloscope bandwidth limiting, there will be narrow pulses on NU, ND, & LD, at the input frequencies.
            These pulses may create spectral content, which is normally surpressed with the loop !lter and lock detect !lter.
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Typical Supply Current vs. Vcc
Reliability Information
Junction Temperature To Maintain 
1 Million Hour MTTF
135 °C
Nominal Junction Temperature
(T = +85 °C)
99.3 °C
Thermal Resistance
(junction to ground paddle)
24.9°C/W
Operating Temperature -40 to +85 °C
Absolute Maximum Ratings
RF Input (Vcc= +5V) +13 dBm
Supply Voltage (Vcc) +5.5V
Logic Inputs (INV) -0.5 to (0.5V + Vcc)
PFD Outputs (ND, NU) 2.5 to (0.5V + Vcc)
Storage Temperature -65 to +150 °C
ESD Sensitivity (HBM) Class 1B







Figure 6.4: The outputs (ND and NU) behavior of the PFD HMC3176LP4E when (a) one of
the inputs (REF and VCO) frequency is sweeping and (b) both of the inputs frequencies are
held at fix with a small difference. In (a), a sharp sign switching signal is visible when the
inputs (ND and NU) frequency differs at a large amount. This feature are used to tightly
lock the frequency of the two lasers. The middle peak is an artifact when the follower
frequency is swept right across the master laser frequency. This signal can be used as an
error signal to lock the two laser frequencies with a preset frequency difference at the lock
point. In (b), the blue LD signals can be used to control a LED to indicate the lock status.
This function is not implemented in this setup so far.
of the ND−NU tells us which input frequency is larger(or smaller) and the magnitude tells
us the phase difference.
When the two lasers are phase locked with frequency difference set by the RF synthe-
sizer, the residual phase noise of the two laser beam can be calculated by measuring the
frequency spectrum of the beat note signal [149]. This is done by using the directional cou-
pler (Dir. Cpl.) and a spectrum analyzer shown in Fig. 6.3. A typical spectrum is shown
in Fig. 6.5 where the offset frequency is adjust close to the 85Rb ground state hyperfine
splitting. A FWHM frequency width of less than 3 Hz is achieved. Using the data shown
in Fig. 6.5 and Weiner-Khintchine Theorem we conclude that a residual phase uncertainty
σφrms is less than 0.3 rad. This result is comparable to Ref. [148], where similar locking
electronics is used.
6.3.2 First and second order Zeeman shifts
The EIT line broadening caused by stray magnetic fields [150] is alleviated by apply-
ing a comparably large, homogeneous magnetic field which removes degeneracies be-
tween the magnetic sub-levels. The Zeeman level diagram is shown in Figure 6.1(b). In
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Figure 6.5: Frequency spectrum of the beat note signal of two phase locked lasers at a
fixed offset frequency of 334MHz with (a) a large frequency window and (b) a smaller
frequency window zoomed on to the center peak in (a). In (b), power line noise at 60Hz
and its harmonics are also visible. The source of a mysterious noise signal at 56.5Hz and
its harmonics are unknown.
Figure 6.6(a) we present the Zeeman shifts of the EIT signals. For the laser polariza-









where µB is the Bohr magneton, B is the magnetic field, and mF is the magnetic quan-
tum number of the state |5S1/2, F = 3,mF 〉. The three magnetic-field-sensitive EIT res-
onances (mF = {0, 2, 3}) allow an in-situ calibration of B, against the coil current, I .
The calibration factors for the field and the EIT line splittings are 61.7 ± 0.8Gauss/A and
57.6 ± 0.7 MHz/A, respectively. The uncertainty is obtained through a linear fitting pro-
cedure, which results in an R2 value of 0.99993. In currents (fields) below ∼ 10 mA
(0.6 Gauss), the effects of transverse stray magnetic fields (circled region in Figure 6.6(a))
become obvious.
The first order Zeeman shift vanishes for the EIT resonance involving the states
|5S1/2, F = 2,mF = −1〉 and |5S1/2, F = 3,mF = 1〉. The minuscule shift of this EIT
line due the second order Zeeman effect is plotted as red dots in Figure 6.6(b). The black
line is the expected second order Zeeman shift obtained through a direct diagonalization
of the Hamiltonian including all magnetic sub-levels in both ground and excited states. At
fields B & 3 Gauss the EIT resonances become well-separated, and the magnetic-field-
insensitive resonance becomes insensitive to line pulling and broadening effects. For the
remainder of the paper, we choose a longitudinal field of B = 6 Gauss. At this field
strength, field variations due to the finite length of the solenoid and transverse stray fields
are less than 1%. The resultant variation of the second-order Zeeman shift causes inhomo-
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Figure 6.6: (a) Series of Zeeman-split EIT spectra (black lines) for different magnetic-coil
currents. Fittings of individual peaks (Cyan lines) and entire traces (red lines) are shown
to guide the eye. The spectra are dominated by four Zeeman-split EIT lines, each of which
corresponds with an isolated Λ system (see insert). First-order Zeeman shifts (blue dashed
lines) can be utilized to perform an in-situ calibration of the magnetic field vs current.
In currents less than ∼ 25 mA the spectra are affected by stray magnetic fields (circled
region); this region is excluded from the field-calibration fit. (b) Measured (red dots) and
theoretical (black line) second-order Zeeman shifts of the EIT resonance involving the
|5S1/2, F = 2,mF = −1〉 and |5S1/2, F = 3,mF = 1〉 ground states.
geneo s line broadening of . 1.5 kHz for the magnetic-field-insensitive EIT line.
6.4 Doppler Narrowing and Beam Shape effects on EIT
linewidth
Taking advantage of the experimental techniques mentioned above, we are able to gain
further insight into the ground-state decoherence in a Λ system by studying the line width
of the magnetic-field-insensitive EIT resonance. In the limit of zero Rabi frequency, the
line width is limited by collision [128, 127, 53] and transit-time effects [142], in addition
to technical noise such as residual relative phase fluctuations of the lasers [128] and stray
magnetic fields caused by the coil current noises. For experiments using buffer-gas-free
room-temperature vapor cells, collisions between Rb atoms and other trace gas atoms are
less important. Therefore, power broadening, transverse laser intensity distribution, and
transit-time effects of the thermal atoms become the major factors, as we demonstrate in
the following. In addition, wall collisions are still present which deplete ground-state co-
herence [151].
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Figure 6.7: (a) EIT resonances for the indicated coupling-laser intensities at the beam
center. Experimental data, shown as dots, are fit very well by Lorentzians (solid curves).
(b) EIT line shape in the limit of very small coupling laser intensity. Several data sets
for intensities ranging from 0.03 to 0.04 mW/cm2 are overlapped (black dots) in order to
improve statistics. The red solid curve represents a symmetric exponential-decay fit on both
sides of the resonance. A log-scale representation of data and fits are shown as an insert.
The region shaded in orange represents the range of fit results for a 99.5%-confidence range.
A Lorentzian fit (blue dashed curve), plotted for comparison, clearly is less good.
Figure 6.7(a) shows a series of spectra of the magnetic-field-insensitive EIT resonance
vs coupling-laser intensity at B = 6 Gauss. At higher intensities power broadening dom-
inates, and the EIT lines have a Lorentzian shape (as opposed to Gaussian or symmetric
exponential). As the intensity drops below ∼ 0.1 mW/cm2, the line width drops dramat-
ically, and the line shape deviates from a Lorentzian profile. Figure 6.7(b) shows spectra
with intensities between 0.03 and 0.04 mW/cm2. These low-intensity signals show an ex-
ponential decay on both sides of the resonance. This special behavior has been predicted
theoretically in Ref. [142] as a consequence of thermal atoms traveling through Gaussian
optical beams. Due to limited signal to noise ratio, we are not able to resolve the exact
second derivative at the line center. It needs to be pointed out that this transit-time effect is
fundamentally different from CPT line shapes observed in buffer-gas-enriched vapor cells.
In the latter case, the diffusion [129, 130] of the alkali atoms among the buffer gas atoms
and the local intensity [124] of the driving laser beams play dominant roles.
In Figure 6.8, we plot the measured FWHM (black dots) as a function of the coupling
laser power and compare to various analytic and numeric models. We note first that the
measured line width is much lower than an opacity/density adjusted result [152, 35] (blue
and purple dashed lines) for a homogeneously broadened sample, such as cold atoms or
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Figure 6.8: Full widths at half maximum (FWHM) of EIT lines (black dots) as a function
of coupling laser power. The length along the x-axis is linear in square-root of power. Blue
and purple dashed lines represent results for stationary atoms. The blue and purple hatched
areas are analytic results following Ref. [138, 139] for 300-K thermal atoms, calculated for
single three-level Λ systems involving the excited states F ′ = 2 (blue, diagonally hatched)
or 3 (purple, vertically hatched). The ground state decoherence rate γg/2π is varied from
30 kHz to 40 kHz over the shaded hatched regions. The different trends are due to different
Rabi frequencies from the beam center for a given laser power and beam size (see text for
detail). The orange curve is a simulation result (see Appendix for details) in which both
Raman-degenerate Λ systems with F ′ = 2 and 3 are accounted for, as described in the text.
The variation of the Rabi frequencies transverse to the beam directions is included, and
γg/2π is 35 kHz. The orange-shaded, horizontally hatched region represents a sweep of
γg/2π, the only fitting parameter in the model, from 30 kHz to 40 kHz. The insert shows
a histogram of the “Beam Exposure Period (BEP)” defined in text; the bin size is 2 µs and
the most probable BEP is t∗ = 33 µs.
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thermal vapor cells with buffer gases [127, 128], which clearly does not apply to our case.
An analytic result for a single Λ system in a Doppler-broadened system, given in Ref. [138,
139, 140, 153], reproduces the general trends in our data (blue and purple hatched areas)
in terms of approximate line width values as well as the linear scaling of the width with
Rabi frequency (which is linear in distance along the x-axis in Figure 6.8). The remaining
mismatch between the analytic result and our measurements, together with the exponential-
decay-like line shape (Figure 6.7(b)), motivate us to investigate the effects caused by (1)
the presence of two Raman-degenerate Λ systems and (2) by the transverse inhomogeneity
of the laser intensities (thus the Rabi frequencies) away from the beam axes.
Before discussing the EIT line width in more detail, we recall that in theB = 0 analysis
two Raman-degenerate Λ configurations involving two different velocity classes contribute
to the EIT signal. This remains true at B = 6 Gauss, with the velocity groups resonantly
coupled to states |5P3/2, F ′,mF = 0〉 differing by about 50 m/s for F ′ = 2 and 3. Since
this velocity difference is much less than the RMS thermal velocity of 170 m/s in one
dimension (at our cell temperature of 303 K), both Λ configurations contribute to the EIT
line and its width. Further, angular matrix elements and Rabi frequencies depend strongly
on magnetic field due to the onset of hyperfine de-coupling in the excited state. At 6 Gauss
and for the given circular polarizations, the angular matrix elements, wi,F ′ , are 0.2630
and 0.5825 for probe and coupling laser transitions resonant with |5P3/2, F ′ = 2,mF = 0〉,
respectively. For probe and coupling laser resonant with |5P3/2, F ′ = 3,mF = 0〉, they are
0.4140 and 0.3323. It should be noted that these angular matrix elements are significantly
different from those at zero magnetic field due to magnetic-field-induced state mixing in
the excited-state manifold [154, 155]. The Rabi frequencies are then given by Ωi,F ′ =
Γ
√
Ii/(2Isat)× wi,F ′ ,with Γ = 2π × 6 MHz and Isat = 1.67 mW/cm2. Subscript i stands
for probe or coupling. These Rabi-frequency expressions are used in Figure 6.8, with the
given beam powers and widths.
In our numerical model, we integrate three-level Lindblad equations for an ensemble of
atom trajectories with random initial velocities, drawn from a 3D Maxwell distribution, and
random initial positions on the cell walls or windows. Since the two Raman-degenerate Λ
EIT resonances, mentioned above, are only a few m/s wide in velocity space, for any given
atom trajectory we select the upper-state F ′-level that is closer to resonance with the probe
laser, in the frame of reference of the moving atom, and solve the three-level Lindblad
equation with that F ′ level. In addition, the transverse laser intensity distributions are
accounted for via spatially dependent Rabi frequencies. Also, the vapor opacity in our
experiment is kept at a sufficiently low value that the longitudinal intensity variation of the
beams, caused by absorption, can be neglected. A more detailed description can be found in
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the Appendix. In this simulation, the ground-state decoherence rate, γg, is the only fitting
parameter. As shown in Figure 6.8, the numerical simulation (solid orange line) fits our
data very well for γg/2π = 35 kHz, with a confidence range of about 30 kHz to 40 kHz
(orange hatched area).
6.5 Discussions and Conclusions
We note that in Ref [138, 139] the decay of the coherence ρ12 is modeled via a bidirec-
tional symmetric population transfer rate between the two ground states, |1〉 and |2〉. This
mechanism is useful to describe open systems where atoms move in and out of an inter-
action region [139, 156], and it may also be used to describe the population decay due to
atom-wall collisions. In our work we adopt the model from Ref [35], where the decay of
the coherence ρ21 is modeled through dephasing only, while the ground-state population
exchange occurs exclusively via optical pumping through the excited state (for details see
Sec. 6.6).
In our next discussion point, we draw a distinction between dephasing of ρ21 and
interaction-time broadening. Both effects are ubiquitous in thermal-gas experiments. An
analytic approach can be found in Ref. [142]. Compared to experiments using atomic
beams or cold atoms, interaction time in the vapor cell can be thought of as the beam ex-
posure period (”BEP”) i.e. the time of flight of the atoms through the laser-beam core,
defined as the region with diameter 2wp and length of L, where wp = 6.5 mm is the usual
1/e-dropoff radius of the electric field in our Gaussian beams, and L = 70 mm is the
length of the vapor cell. The BEP is broadly distributed due to beam and cell geometry,
randomness in atom velocity, and randomness in trajectory orientation relative to cell and
beams. Here, the most probable value of the BEP t∗ = 33 µs (see insert of Figure 6.8).
Over a range of numerical tests we have seen that t∗ ≈ a × (2wp/u), with a numerical
constant a = 0.51 and the most probable speed for a 3D Maxwell velocity distribution
u =
√
2kBT/mRb. The tests have also shown that a depends somewhat on the geometric
ratios wp/R andR/L; it varies by about 20% from the quoted value for wp/R varying from
0.2 to 0.8 and R/L from 0.1 to 0.5. An analytic expression for a 2D scenario can be found
in Sec. 1.2.3. Our 3D numerical model includes effects caused by the end windows of the
cell. Our numerical survey indicates that the end windows modify the 2D analytic result
significantly when the R/L ratio becomes large.
According to our numerical model, the zero-power line width is about 2γg ≈ 2π ×
70 kHz. Interaction-time broadening, which is on the order of 1/t∗ ≈ 30 kHz, is included
in our simulation in Figure 6.8 and has a relatively minor effect on the simulated zero-
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power line width. The lowest line width experimentally measured, about 100 kHz, is still
slightly affected by power broadening. It is noted that the experimental uncertainty bars in
Figure 6.8 increase at low powers due to the decrease in photo-current. Even at the lowest
powers, experimental and simulated line widths agree within the experimental uncertainty.
The question arises where the decoherence γg comes from. Decoherence due to the
spin exchange collisions between Rb atoms is an unlikely cause, as it is only on the order
of tens of Hz [157] at our vapor density (about 1010cm−3). Also, differential phase noise
between coupling and probe lasers is an unlikely cause, because the residual phase noise of
the OPLL is only 0.3 rad, and the spectral width of the laser beat signal at 3 GHz has been
directly measured to be below about 3 Hz.
Looking at other causes, we note that recent spin noise measurements of Faraday ro-
tation signals [158, 131] carried out in buffer-gas free Rb vapor cells have revealed that
the ground state 1/T2 rate can vary from kHz to hundreds of kHz, depending on whether
the cell walls are coated with anti-relaxation layers or not. Models provided in Ref. [131]
also suggest that as low as a few mTorr background gas, which can either come from the
outgassing of the coating layer or an impurity introduced during cell manufacturing, can
reduce the mean free path of the Rb atoms from meters (much larger than practical cell
size) to millimeters (which is on the order of typical optical beam sizes). Since the effects
of collisional interactions on quasi-steady-state EIT spectra are not covered in our ballis-
tic model, while wall interactions are effectively included via the BEP time limitation and
a random initialization of the ground state population distribution before the atoms des-
orb from the wall/window, we speculate that the decoherence measured in our work may
originate in collisions with an impurity gas.
In conclusion, we have explored Λ EIT in a Rb vapor cell on the D2 line as a means
to study EIT line-width suppression in a Doppler-broadened medium. Lifting Zeeman
degeneracies by application of a homogeneous magnetic field of 6 Gauss has allowed us to
focus the study on a single, magnetic-field-insensitive EIT line, and to push our study of
EIT line width vs beam intensity into the 100-kHz regime. We have qualitatively explained
the EIT line width behavior using existing analytical models and achieved quantitative
agreement using a numerical approach in which we have included experimentally relevant
details. We have observed a remaining ground-level dephasing rate γg/2π ∼ 35 kHz that
could not be readily explained. We have discussed possible causes for γg. In this context,
one may explore the Λ EIT line width as a measure to analyze residual gases in closed cells,
where tools such as residual gas analyzers cannot be used. In future, improved models may
be developed to account for effects introduced by optical pumping and atomic decay [90,
159] among all magnetic sublevels in both |5S1/2〉 and |5P3/2〉 hyperfine manifolds. Effects
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induced by state mixing via transverse magnetic fields and impurities in laser polarization
states and frequency spectra may also be included.
6.6 Numeric Modeling
A three level Λ-type model is implemented with |5S1/2, F = 3,mF = 1〉 as state |1〉,
|5S1/2, F = 2,mF = −1〉 as state |2〉, and |5P3/2, F ′,mF = 0〉 as state |3〉. Atoms move
on trajectories r(t) = r0 + v0t with initial random velocities v0 from a 3D Maxwell
distribution, and initial positions r0 randomly chosen on cell walls/windows. States |1〉
and |3〉 are coupled by a position-dependent probe Rabi frequency Ωp(r(t)), and states
|2〉 and |3〉 by a coupling laser Rabi frequency Ωc(r(t)). The system has two sets of Λ
couplings, one for F ′ = 2 and another for F ′ = 3. For each atom of the ensemble, the
F ′-value in state |3〉 is picked such that the Doppler shift of the EIT lasers in the atom’s
rest frame is minimized for the atom’s v0-value. This is allowed because the internal-state
dynamics is usually dominated by the Λ system the atom is closer in resonance with.
The position-dependent Rabi frequencies Ωc,p are given by Ωc,p(r) = µij ·Ec,p(r)/~
where µij is the transition electric dipole moment between state |i〉 and |j〉, and Ec,p(r)
are electric fields with Gaussian transverse profiles. The dipole moments µij are obtained
by diagonlization of the atomic Hamiltonian with all Zeeman and hyperfine interactions
included. The dipole moments depend significantly on the magnetic field. At B = 6 Gauss
and for the laser polarizations used, for F ′ = 2 it is µ31 = 1.46ea0 and µ32 = 3.23ea0, and
for F ′ = 3 it is µ31 = 2.30ea0, µ32 = 1.84ea0.
In the two-color field picture (which is applicable to systems with fields of sufficiently
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Ωp(r) Ωc(r) −2∆1
 (6.1)
where ∆1 = ωp − ω31 − kp · v0 and ∆2 = ωc − ω32 − kc · v0 are the velocity-dependent
detunings of the fields relative to the atomic transition frequencies ωij .
The dynamics of the laser-driven atomic system is described by the Lindblad equation





















with atomic projection operators σ̂ij = |i〉 〈j|, dephasing rates γ1, γ2 and γ3, and partial
spontaneous decay rates Γ31 and Γ32. The latter, within the Weisskopf-Wigner approxima-

















where αFS is the fine structure constant, Fi and Ji are the F and J quantum numbers of
state |i〉, 〈5P3/2‖r‖5S1/2〉 =
√
2Ji + 1×4.23a0 is the reduced dipole matrix element of the
D2 transition of 85Rb [160], and {∗} represents the Wigner-6J symbol. Using this equation,
Γ31 = 2π× 1.35 MHz and Γ32 = 2π× 4.72 MHz for state |3〉 = |5P3/2, F ′ = 2,mF = 0〉,
and Γ31 = 2π × 3.37 MHz and Γ32 = 2π × 2.70 MHz for |3〉 = |5P3/2, F ′ = 3,mF = 0〉.
The total spontaneous decay rate Γ3 of state |3〉 is Γ3 = Γ31 + Γ32 = 2π × 6.07 MHz, the
natural decay rate of Rb 5P3/2.
The decoherence rate γ3 is dominated by laser-frequency noise. The lasers are locked
via standard saturation-absorption-spectroscopy, with an estimated γ3 ∼ 2π×200 kHz. The
exact value is not important because γ3 does not affect the line width of the EIT signal [35].
For simplicity, we set γ1 = γ2 = γg in our discussion. The decoherence rate γg
includes noise on the frequency difference of coupling and probe lasers and collisional
ground-state level dephasing. The former is very small, due to our use of an OPLL, while
the latter could be several tens of kHz due to collisions between Rb atoms and cells walls
or trace gases inside the cell. Here we find a fitted γg ≈ 2π × 35 kHz.
We numerically integrate the Lindblad equation for a large ensemble of trajectories
with randomly chosen velocities v0 and initial positions r0, as explained above. The initial
populations are set to be randomly distributed between states |1〉 and |2〉, with ρ11(t =
0) + ρ22(t = 0) = 1. The position-dependence of the Rabi frequencies, Ωc,p(r), enters
in the time integration via the atom trajectories, r(t) = r0 + v0t. The integration for a
given atom ends when its trajectory exits the cell volume (i.e., hits a wall/window). The









where j is a trajectory label, N the number of trajectories, and Tj the time of flight of atom
j through the cell.
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CHAPTER 7
Engineering Efforts toward Glass-Silicon
Spectroscopy Cells
7.1 Integration of Conductive Silicon as Control Electrodes
Due to charge accumulations inside the glass vapor cell, EIT signals are sensitive to local
fields generated by stray electric fields inside the cell. Tuning or zeroing these stray electric
fields using external electrodes outside the glass cell is difficult [3].
One approach to working around this is to integrate the electrodes into the cell body.
In this approach, the electrodes not only serve as the source/drain of the charges but also
as parts of the cell walls. Feedthrough structures are not necessary since these electrodes
can be directly accessed from outside the cell. Highly doped conductive silicon and anodic
bonding are the two technical pillars that make this idea a reality. This technique also
has great potential to minimize the overall device size by utilizing mature nanofabrication
technology in the silicon industry.
Fig. 7.1 shows a prototype cell with conductive silicon rings as integrated electrodes.
In the following sections, I document the design considerations, manufacturing procedures,
and preliminary testing data of this prototype cell.
7.1.1 Introduction to Anodic Bonding Process
In the late 1960s, G. Wallis and D. I. Pomerantz at P. R. Mallory & Co. Inc. in Burling-
ton, Massachusetts, demonstrated a new glass-metal sealing method with the assistance of
external static electric fields [161]. In their initial demonstration, various insulating glass
materials, such as soda lime, borosilicate, fused silica, and quartz, successfully bonded
with metals and alloys, such as tantalum, titanium, and Kovar, and semiconductors, such as
silicon, germanium, and gallium arsenide. Although the microscopic bonding mechanism







Figure 7.1: Multi-layered anodic bonded spectroscopy cell using conductive silicon rings
as electrodes for stray electric field control.
that were essential to the success of the bonding, some of which are summarized in the
following.
1) Temperature. Most of the bonding work has been done at temperatures range of
300 to 600 ◦C. These temperatures are well below the softening temperatures of the glass
materials used. Quartz (with a softening temperature of 1200 ◦C), for instance, successfully
bonds to silicon films at 800 ◦C.
2) Voltage. The voltages used to create the static electric fields are found in the range of
200 to 2000V. A practical upper limit was imposed to avoid sparking among the bonding
components. Estimation suggested that the initial local microscopic static electric fields
between the bonding surfaces were on the order of 106 V/cm.
3) Thermal expansions Close matches of the thermal-expansion coefficients are re-
quired between the bonding components. This requirement can be greatly relaxed, how-
ever, if one of the bonding parts is in the form of thin film or foil.




































































































































































































Figure 7.2: Schematic illustration of the anodic bonding between borosilicate glass and
silicons. Yellow lines represent copper wires through which the high voltages are applied.
idation layer at the interface of the two materials. Take the anodic bonding between the
borosilicate glass and semiconductor silicon, for example. As illustrated in Fig. 7.2, at a
temperature of 300 ◦C, the mobility of the sodium and oxygen ions in the borosilicate glass
increases in the presence of an external field. As the oxygen ions drift toward the inter-
face, they combine with the surface Si atoms to form a thin atomic layer of SiO2. Detailed
studies of the bonding mechanism can be found in [162, 163, 164].
7.1.2 Preparation of Glass and Silicon Components
The surfaces roughness requirement for successful anodic bonding is not stringent. For
application of making a spectroscopy cell, though, we require not only the glass and silicon
pieces to be bonded, but also the formation of an ultra-high vacuums seal such that Rb vapor
can be filled and sealed. A hermetic seal suitable for this vacuum requires completely
scratch-free bonding surfaces. Therefore, polishing and lapping processes are needed to
eliminate any microscopic scratches before the bonding process.
82
Figure 7.3: T-shaped glasses with filling stems. The longer, thinner stem is used as a Rb
filling channel. The shorter, thicker cylindrical part attached on top of the filling stem is
used for anodic bonding to silicon parts. These two parts are attached to each other using
traditional glass-blowing techniques.
Silicon wafers with high surface quality are commercially available; we only needed to
prepare the surfaces of the glass pieces. In this subsection, I document the lapping process
developed for this project.
A special glass piece needed for this devices is a T-shaped piece with a filling port.
See Fig. 7.3 for details. In order to lap the bonding surface on this piece, a special holding
jig is made. beeswax is used to hold the glass pieces to the jig as shown in Fig. 7.4.
Once the lapping glass pieces are securely mounted onto the lapping machine, the
lapping procedures can be started. This procedures are developed to suit the special lapper
(Fig. D.1) used in Lurie Nanofabrication Facility (LNF) at the University of Michigan. The
details are outlined in Appendix. D
7.1.3 Surface Quality Check
The images of the lapped surface are shown in Fig. 7.5 (a) to (e). These images are taken
using Olympus BX51 microscope with differential interference contrast (DIC) microscopy
capability at LNF. DIC is a technique that enhance the contrast in a semi-transparent sam-
ple. By slightly displacing (or shearing) two orthogonally polarized imaging beams, an
interference contrast can be detected when the two imaging beams are recombined at the
photo detector. This interference contrast is extremely sensitive to the optical path length
difference at the local imaging spot on the sample. After properly decoding of the photo
detector signals, the contrast of the microscopic images can be rendered to boost the local
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Figure 7.4: The T-shaped stem pieces hold the holding jig (the gray part) using beeswax.
They both hold onto a glass substrate that can be mounted onto the lapping machine.
can not measure the exact optical path length difference in the z-direction or the height
differences on the sample surface.
During the mechanical lapping stages (see details in Appendix D), the glass material
comes off unevenly due to the microscopic stress fluctuation that remain inside the glass.
This is responsible for the pit-like structures shown in Fig. 7.5. To remove these irregulari-
ties, a chemical-mechanical-polishing (CMP) stage is necessary. In this stage, the polishing
slurry contains not only a mechanical polishing compound (colloidal silicon dioxide micro
beads) but also an erosive chemical solution (KOH based).
The ultimate roughness of surfaces must be checked by AFM spectroscopy. The AFM
imaging is performed using the Bruker ICON AFM at the LNF. This commercial AFM
utilizes a cantilever modulated AFM tip to image the surface. The resonance frequency of
the cantilever tip depends on the force (or force spatial gradient) applied to the tip, while
the force (and thus its gradient) depends on the distance between the sample surface and
tip. The interaction can be van der Waals, electrostatic, etc. By monitoring the resonance
frequency using lock-in detection and PID controls, we can map the surface height infor-
mation. Fig. 7.6 shows typical results. The local roughness Ra defined by Eq. 7.1 is on the














Figure 7.5: Lapping surfaces images after (a) 9µm lapping stage (a), (b) 5µm stage,(c)
3µmstage, (d) 1µm and (e) Chemical-Mechanical-Process(CMP) stage. (f) Typical size of
the residual pits.
7.1.4 Setups for simultaneous multi-layer anodic bonding
Special anodic bonding jigs are necessary for making a multi-layer cell shown in Fig. 7.1.
In order to test out the anodic bonding process with the silicon rings sandwiched between
the glass pieces, a prototype bonding jig shown in Fig. 7.7 is implemented. This bonding
jig has a compact design such that the whole piece can be heated up evenly on the surface
of a hot plate to a bonding temperature of 300 ◦C
The bonding pieces lay on the top of two supporting ceramic rods. To ensure the
initial contact at the beginning of the bonding process, the bonding pieces are pre-clamped
by the setscrews on the side. The high voltage needed for the anodic bonding is fed through
conducting metal rails going through the center of the ceramic rods. Thin copper wires are
used to connect the silicon rings to the high voltage rail. These detalis are labeled in the
Fig. 7.7.
This prototype paved the way for a more general multi-layered design shown in Fig. 7.8.
This bonding jig enables us to make a multi-layered spectroscopy cell shown in Fig. 7.1.
Such a multi-layered design enables us to demonstrate the 1) local electric field tuning
ability and 2) microwave polarization filtering capability. Both of the two functionalities
play important roles in developing field-applicable electromagnetic field sensors. We will
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Figure 7.7: Anodic bonding test jig for bonding the T-shaped glass piece to the spec-
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Figure 7.8: Jig design for simultaneous multi-layer anodic bonding
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7.2 Prototype Functional Testing
7.2.1 DC Fields Injection and Local Fields Control
First, we tested our device for DC electric field injection capability using the setup shown in
Fig. 7.9. The strength of the DC field inside the cell can be monitored through the DC Stark
shift of the Rydberg EIT signal. In this test, 32S1/2 Rydberg state with a DC polarizability
α of 2.21353 MHz/(V/cm)2 is used. As indicated by Fig. 7.10, a relatively uniform DC
field of 1V/cm is easily achievable by applying a moderate 10 volts applied to silicon ring
electrodes.
Figure 7.9: Picture of the setup used for the DC field injection test. Individual voltages can
be applied to each highly conductive silicon ring electrode through the rainbow colored
ribbon cable. Thin copper wires are attached to the silicon ring outside the cell. Sliver
paste is used to increase the contact area between the out rim of the silicon ring and the
copper wire.
In addition to a uniform DC fields injection, by applying voltage to only one electrode,
the EIT spectrum demonstrates a new peak on the red side of the major signal as shown
in Fig. 7.11. This is the evidence that a quadratic electric potential fields can be created
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Figure 7.10: EIT signals show distinctive DC stark shifts for various configurations where
voltages are applied to the high conductive silicon rings. Note that the voltage difference
between the adjacent rings are kept constant in each configuration.
inside the cell, which shows that we can create local electromagnetic trap pockets inside
the cell for charged particles with additional external magnetic fields. This is helpful to
further investigate the charge particle generations during the EIT measurement.
7.2.2 RF/MW fields polarization filtering
In the past decade, researchers have been developing high-sensitivity RF/MW fields with
Rydberg-enabled sensors. Unlike DC electric fields, RF/MW fields travel through the glass
cell walls and interact strongly with Rydberg atoms. For sensitive RF/MW polarization
measurements, a certain amount of polarization selectivity is desired. Due to the multi-
layered structure and high conductivity of the silicon rings, this glass-silicon integrated
prototype cell itself can be used as an RF/MW polarization filter without any additional
add-on components.
Based on the separation between the two silicon rings, this device is sensitive to
RF/MW with frequency around 22 GHz. Driven by the applied fields oscillating along the
cell axis, these silicon rings produce additional fields that constructively add to the driving
fields inside the cell. When the silicon rings are driven by external fields polarized perpen-
dicular to the cell axis, the secondary fields destructively add to the external ones. Thus, the
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Data Simulation
Figure 7.11: EIT signals (left) and simulation data (right) for the configuration where only
the center conductive silicon ring is charged. As the voltage increases, a new peak emerges
on the red detuned side of the main EIT signal. This new resonance is created by a local
maximum of the electric fields. The detailed simulation indicates that a local quadratic
potential is responsible for this peak.
cell exhibits polarization-dependent transmission for RF/MW fields traveling from outside
to inside.
Fig. 7.12 shows a high-frequency MW simulation at 18.14 GHz that confirms this
polarization selectivity. In this simulation, the external MW fields was generated by a mi-
crowave horn. The polarization was set to align with the shorter edge of the horn openings
(the vertical direction in Fig. 7.12(a)). As shown in Fig. 7.12(c), most of the fields were
transmitted into the cell when the polarization of the fields in aligned with the cell longitu-
dinal axis.
We can measured the polarization selectivity of the this prototype cell by performing
a MW-Rydberg EIT experiments. MW at 18.14GHz couples the Rydberg state 49D5/2
to 50P3/2. This polarization selectivity can be verified by measuring the Autler-Townes
splittings of the EIT signal.
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Figure 7.12: High frequency simulation of the MW polarization selectivity of the glass-
silicon vapor cell. The colored map corresponds to the magnitude strength |EMW| of a
18.14GHz MW fields with polarization (a)–(b) perpendicular and (c)–(d) parallel to the
cell’s longitudinal axis. The microwave horn is also shown together with the cell. The
distance between the horn opening and cell is set to about 15cm such that the cell is in




In this thesis, I have summarized and reviewed all the major research activities during my
PhD trainings in the Physics Department at the University of Michigan. My research fo-
cuses on the topics of electromagnetic field sensing using Rydberg atoms in gaseous phase.
Electromagnetically induced transparency (EIT) spectroscopy has been implemented as a
major measurement technique; utilizing some of the unique properties of Rydberg atoms,
I have explored and demonstrated many novel ideas about the applications of this technol-
ogy.
In addition to the research activities documented in this dissertation, I also participated
in research projects led by my colleagues. One of the most exciting was the demonstra-
tion of a new experimental technique to construct a magneto-optical trap (MOT) using
millimeter-sized ball lenses [165]. This R&D shows new ways to reduce the physical size
of typical cold-atom apparatus significantly, an important first step toward realizing com-
pact, mobile cold-atom quantum machines.
After the discovery of quantum mechanics 100 years ago, we are now in the era of
quantum tools and machines. These new technologies will revolutionize industrial pro-
ductivity, just as steam machines and electricity did a few centuries ago. By the end of
my Ph.D. training, I was selected to participate in an internship program at ASML HMI,
a semiconductor industry company specializing in manufacturing industry-scale electron
microscopic inspection machines. In the business of electron beam spectroscopy, the pre-
cise control and monitoring of various electromagnetic fields is a key engineering element
that ensures cutting-edge machine capability. From an industrial perspective, the potential
applications of Rydberg-enabled electromagnetic field sensing are exciting and promising.
I have included some related discussions along this line in Appendix E.
My thesis concludes here, but the dream of utilizing quantum technologies never ends.
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APPENDIX A
Step Adjusting Integration Method for Radial
Schrodinger Equation
In general, let us consider a differential equation of the form
U ′′(x) = V (x)U(x) (A.1)
where x is the independent variable and U is the dependent variable. V (x) is known func-
tion for all x in the solution domain.
As shown in Fig. A.1, let us assign xm, x0 and xp (xm < x0 < xp) as three adjacent
points in the solution domain on which we’d like to seek for numerical approximations,
Um, U0 and Up, for dependent function valued at each points i.e. U(xm), U(x0) and U(xp).
Let us examine point x0, The spatial derivatives of U(x) at x0can be approximated by
U ′′(x0) ≈











≈ U0 − Um
x0 − xm
(A.2)
By inspecting Eq. A.2, Um, U0 and Up satisfy
Up ≈




U0 [V (x0) + fp + fm]− Upfp
fm
(A.4)












Figure A.1: At three discrete adjacent points xm, x0 and xp, the numerical approximations
forU(xm), U(x0) andU(xp)Um are found to beU0 andUp. Points xm0 and x0p are arbitrary
points located in between xm, xo and xp. The solution of Eq. A.1, U(x) (Solid Black) is




(xp − x0)(x0 − xm)(xp − xm)
=
2
(xp − x0)(xp − xm)
fm =
2(xp − x0)
(xp − x0)(x0 − xm)(xp − xm)
=
2
(x0 − xm)(xp − xm)
(A.5)
For a given xm, x0 and Um, U0, Eq. A.3 can be used to find Up. Repeating this proce-
dure, Ux can be integrated outward. Similarly, for a given xp, x0 and Up, U0, Eq. A.4 can be
used to find Um. Thus the Ux can be integrated inward. Note that the intermediate points
xm0 and x0p are not used to propagate U and the distances between xm, x0 and xp do not
need to be equal. Thus the step size is adjustable.
96
APPENDIX B
Rotating wave approximation and “dressed
atom” picture
We start with the total Hamiltonian Ĥ which consists of the atomic part Ĥa and the inter-
action Hamiltonian Ĥint for which the electric-dipole approximation is used





Ĥint = −d̂ ·E = −d̂ · ε Ereal
(B.1)
In the context of the EIT experiment, the electrical field E is usually an optical laser
field. In the Microwave-EIT experiment, this field can also be an RF or microwave field in
which the oscillation frequency is much slower. In either cases, we assume that this field
quasi-monochromatic in the sense that it consists of a dominated oscillation frequency ωf
and a slowly varying envelope Ẽ(t)ε; as in many cases, it is mathematically convenient to






Ẽ(t) e−iωf t + c.c.
]
(B.2)
Note that the field E defined above is a real quantity, while the envelope function Ẽ and
the polarization unit vector ε can generally be complex valued.
The basis state |j〉 satisfies the time-dependent Schrödinger equation with the atom
Hamiltonian Ĥa:
i~∂t |j〉 = Ĥa |j〉 (B.3)
It also rotates at an angular frequency ωj:
|j(t)〉 = |j(t = 0)〉 e−iωjt (B.4)
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In order to make things easier, we also label our the eigenstate with the lowest energy as
state |1〉 and so on
ω1 < ω2 < · · · < ωj < ωi < · · · (B.5)
We also define the notation ωij as the energy difference between |i〉 and |j〉
ωij = ωi − ωj (B.6)
Please note the order of the subscript i and j in the definition.




(dij |i〉 〈j|+ dji |j〉 〈i|) (B.7)










e−iωf t |i〉 〈j|+ dji · εẼ
∗
~
eiωf t |j〉 〈i|+
dij · εẼ∗
~
eiωf t |i〉 〈j|+ dji · εẼ
~
e−iωf t |j〉 〈i|
) (B.8)
Up to now, we have been describing our system in the Schrödinger picture. Next we
introduce the first unitary transformation ÛI which brings us from the Schrödinger picture




eiωjt |j′〉 〈j| (B.9)
The new quantum state |ψ′〉 and Hamiltonian Ĥ ′ in the interaction picture transforms
as follows
|ψ′〉 = ÛI |ψ〉













The Ĥ ′ in the interaction picture has 0 diagonal matrix elements and the off-diagonal
matrix elements are given by the interaction Hamiltonian Ĥ ′int in the interaction picture
98





















The last two terms in the bracket of Eq. B.11 are generally ignored due to the fast oscillation
ωf +ωij = ωf −ωji ≈ 2ωf when the electric fields couple resonantly with |i〉 and |j〉. This
approximation is called “rotating wave approximation” (RWA). Using RWA, the interaction
Hamiltonian is given by





















−iδijt |i′〉 〈j′|+ Ωjieiδijt |j′〉 〈i′|
)
(B.12)
where the field detuning δij is defined as
δij = ωf − ωij = ωf − (ωi − ωj) (B.13)
The complex Rabi frequency Ωij is defined as
Ωij =






dji · ε Ẽ∗
~
(B.14)
where dij = d∗ji is used for the Hermitian operator d̂. Comparing Eq. B.12 and Eq. B.11, we
see that in the interaction picture, the fast oscillations (at the field frequency) of the interac-
tion Hamiltonian matrix elements are reduced to a much slower frequency (at atomic-field
detuning frequency). Further, in the RWA the Hermitian property of the Hamiltonian is
maintained.
In the next few paragraphs, we will introduce a second unitary transformation Ûd that
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brings us from the interaction picture to a “dressed atom” picture. In this picture, the resid-
ual oscillation at the field-detuning frequency δij in the off-diagonal matrix element of the
Hamiltonian can be eliminated at the cost of introducing additional diagonal terms. It needs
to be pointed out that the “dressed atom” picture which we define in the following differs
in spirit from that of dressed-atom states which are frequently used together with a fully
quantized electromagnetic field. The dressed-atom states, in a quantized electromagnetic
field, are eigenstates of the atom plus field (i.e. representation of the linear combinations
of the products of atomic and quantized-field eigenstates).
In our “dressed atom” picture, the electromagnetic fields remain classical. Some au-
thors also refer to this picture as field-interaction picture [82]. The exact form of the
“dressed-atom” transformation Ûd depends on the specific structure of the system and, it
has a degree of freedom to choose a zero energy state.
In the Rydberg EIT system, the Rydberg atoms are excited in two steps. In the first,
the probe laser couples the ground state |1〉 to the intermediate state |2〉. In the second,
the coupling laser couples the state |2〉 to the Rydberg level |3〉. In this case, we have two
different laser fields with two distinctive frequencies. The interaction Hamiltonian in the
interaction picture is given by the following (using RWA)





−iδprb21 t |2′〉 〈1′|+ Ωcpl32 e−iδ
cpl
32 t |3′〉 〈2′|+ c.c.
]
(B.15)
We define the unitary transformation Ûd which brings us from the interaction picture
to the dress-state picture, as follows:
Ûd = |1̃〉 〈1′|+ eiδ
prb




21 )t |3̃〉 〈3′| (B.16)
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0 Ωcpl 2(δprb + δcpl)
 (B.17)
where the Rabi frequencies Ωprb/cpl are defined as
Ωprb =
d21 · (ε1 Ẽprb,1 + ε2 Ẽprb,2)
~
Ωcpl =
d32 · (ε1 Ẽcpl,1 + ε2 Ẽcpl,2)
~
(B.18)











Also, ε1 and ε2 are unit vectors representing the two orthogonal polarizations perpendicular
to the propagation direction k. The dipole matrix element dij is defined as
dij = 〈i| − er̂ |j〉 (B.20)
where e > 0 is the elementary charge of the electron.
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APPENDIX C
Transition Dipole Moments and Rabi
Frequencies
C.1 Sign conventions and Definitions
For the convenience of evaluating quantum mechanical operators, spherical tensors are
often used in conjunction with traditional vectors and Cartesian tensors. Unfortunately, the
sign convention and definitions are a little chaotic in the literatures and among text books.
In this section, I document the important sign conventions and definitions used in this work.
Let us start with an arbitrary 3D vectorA expressed in the Cartesian coordinate system
{ex, ey, ez}:
A = Axex + Ayey + Azez (C.1)
The Cartesian coordinate basis vectors ex,ey and ez are unit vectors and are orthogonal
to each other, so the inner product of any two vectorsA andB can be directly obtained as
A ·B = (Axex + Ayey + Azez) · (Bxex +Byey +Bzez)
= AxBx + AyBy + AzBz
(C.2)
Next, by using the Cartesian basis vectors {ex, ey, ez} let us define the ”spherical
basis” vectors {ε1, ε−1, ε0} as following:
ε+ = −(ex − iey)/
√
2





Just as in the Cartesian coordinate system, we can express any vectorA in the “spher-









Figure C.1: vector r in Cartesian Coordinate
A+ = −(Ax + iAy)/
√
2





Please note the sign differences when comparing Eq. C.3 and Eq. C.4.





where q = +,−, 0. The factor (−1)q is kept in Eq. C.5 for the convenience of generaliza-
tion to higher-rank tensors. A 3D vector is a rank-1 tensor. After a few lines of algebra,
Eq. C.5 is consistent with Eq. C.2.
As an example, let us consider a vector r = xex + yey + zez with amplitude r, as





(x+ iy) = − 1√
2








(x− iy) = 1√
2




rY −11 (θ, φ)




rY 01 (θ, φ)
(C.6)
The Euler identity and spherical harmonics (under Condon-Shortley phase conversion)[166]
are used.
C.2 Matrix elements of operator r̂
When calculating transition strength or Rabi frequencies, we ofter need to evaluate the
matrix elements of the quantum operator r̂ using the Rydberg states as basis functions.
Since the Rydberg state |n, `,m〉 is prepared in spatial representation as shown in Eq. 3.4,
it is convenient to write the r̂ in spherical basis using spherical harmonics as shown in
Eq. C.6. Thus, the evaluation of the matrix elements of r̂ boils down to evaluating the
quantity of the form:
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Recall the Wigner-Ekart Theorem











〈n, `| |r| |n′, `′〉
(C.9)
We find that
〈n, `| |r| |n′, `′〉
= (−1)`
√











D.1 Preparation: Glue to the workpiece to carrier glass
wafer
• beeswax is used as Glue
• EcoClear is used as a solvent for the wax to remove excess wax
· EcoClear is product by Logitech Ltd. it is a food grade distilled essential oil. See
Fig. D.3
• Acetone and then IPA can be used to remove the EcoClear.
• beeswax is heated above its melting temperature to ensure a low viscosity (80 ◦C to
100 ◦C is enough, at 150 ◦C the beeswax start to evaporate and has low viscosity).
• The workpiece (glass) is heated to about two 80 ◦C to 100 ◦C to ensure adequate wetting
of the beeswax.
• The substrate (on which the workpiece is glued) is recommended to be heated a little
below the melting temperate ( 65 ◦C) of the beeswax. 40◦C to 50 ◦C is good enough. A
warm substrate ensures a longer period of time for the wax and workpiece to settle. The
whole piece should then be cooled for a minute or two, and during this time, a force should
be applied to ensure a good contact between the workpiece and substrate; excess wax can
be squeezed out during this time. A sudden contact of hot wax and room temperature
substrate causes the wax to harden too quickly, making the bond brittle.
• Carefully remove excess beeswax on the surface that needs to be lapped later. A micro-
scope check is recommended. Small residual wax tends to attract lapping particles (calci-
fied aluminum oxide) which stick to the surface. These particles may result in scratches
across the surface.
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Figure D.1: Lapper at the LNF used for this project
D.2 Lapping procedures
•These lapping procedures were developed with special consideration for the Logitech
PM5 Lapper (See Fig. D.1) available at the LNF.
•Chemicals used for lapping and cleaning
· Start with 3 micron, then 1 micron, then CMP(Chemical Mechanical Polishing).
· The 3-micron and 1-micron slurry contains calcified aluminum oxide particles sus-
pended in DI water. (ingredient ratio unknown).
· CMP uses a mixture of potassium hydroxide (KOH), colloidal silicon oxide, and DI
water as a slurry (see Fig. D.3).
· 5% of ammonia hydroxide solution is recommended to remove residual lapping
particles stuck to the surfaces. Commercial chemicals are available for this purpose (see
Fig. D.4).
• Dummy Pieces
·Purpose: distributing weight evenly and ensureing a gentle initial start for the work-
piece
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·At least three dummy pieces are recommended. They should be a little bit higher than
the workpiece (0.1mm or more is enough) and be relatively flat to ensure a good starting
conditions for lapping. A height indicator check and visual check are recommended before
assembling the whole piece onto the lapper jig. The dummy pieces will start to be polished
first and when they reach the same height as the workpiece, all pieces start to be polished.
This ensures a gentle start on the workpieces and distributes the total weight which are
applied during the lapping process
• Lapping vertical force and lapping plate rotation speed and timing
· The larger vertical force and higher rotation speed of the lapping plate is, the faster
the lapping rate is. Higher lapping rate risks breaking the non-flat structure and chipping
off on the edges of the glass tubes.
· The lapping plate rotation speed is 5 15 rpm. The more slurry, the higher the speed
can be set and the more horizontal drag force is applied
· The lapping jig arm is recommended to be set in sweep mode for stages of 1micron
and CMP to remove excess or used slurry from the plate and ensures a flatter less scratched
finish.
· Three-micron slurry: start with 0.1kg/pieces. When the working pieces start to get
lapped together with the dummy pieces, adjust the vertical force so that the height reduces
at about 1micron per 5 10 seconds. The rate of taking material off should be low enough
in order to minimize the risk of chipping off on the edges of the tubes. Also, counter-
intuitively, the more forces applied, the finish surfaces tend to be more warped. This can be
checked after 1-micron stage using microscope with DIC mode (differential interference
contrast). See results in Fig. D.5. If the indicator reading does not change at this speed,
increase the vertical force or rotation speed of the lapping plate. Monitor the indicator
reading at this stage and record the final number. Check with height gauge measurement
after this stage. Once all the pieces start to get lapped and get close to the target length,
double check the pressure, a 10 gram/mm2 or less is recommended for finishing off.
· One-micron slurry: approximately 0.1 kg (or less)per lapping pieces for approxi-
mately 30 min.
· CMP (oxide slurry): At least 10 gram/mm2 pressure is required at this stage. 12 to
15 gram/mm2 is recommended for 10 to 20 min.
• Flipping the pieces over
·When the first surface is done by CMP, clean the surface well to get rid of the residual
slurries. The work pieces are then ready to be flipped over.
· Prepare and clean a new carrier glass wafer carefully, this plate will directly contact
the polished surface (with less than 10 micron thick of wax in between).
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·During the process, pay attention and keep track of what surfaces need to be polished.
Sometimes this can be confusing (e.g. when the glass is dipped into a clear solvent, the
refraction index blends them together, obscuring where the piece is in the solution).
· Use a plate on the top to distribute the force when the glue is hardening. Since the
the bottom surfaces has been lapped flat, as long as the viscosity of the wax is low enough,
all pieces can be pressed down and have a flat contact at the bottom even though the top
surfaces of the pieces may not be flat (when pressing on the top).
• Intermediate check and clean
· After the initial lapping of three-micron, a height gauge check is recommended to
establish the initial workpiece height (they all should be the same height within 10 microns,
including the dummy piece). The amount of material needs to be taken off should be
estimated at this point.
· After the 3-micron stage, a cleanning process is recommended to remove residual
lapping particles stuck on the surface by electrical static force. These residual particles
tend to cause scratches in the later lapping stage with finer particles. An approximately
5% of Ammonium Hydroxide solution is used. Ultra sonic bath is recommended or all
automatic wafer cleaning machine with a brush and ultrasonic bath (e.g. SSEC wafer and
Mask Cleaner) can be used too.
· Do not dry the work piece surface before the wash!
·A microscope check (10X to 50X) is recommended to ensure no residual lapping par-
ticle remains. The lapping particles appear shinier than the glass piece under a microscope.
Also, move the microscope objective to different spots on the sample surface, and record
how much z distance must be adjusted to refocus on the sample surface. This gives a sense
of how much tilt or warp exists on the surface macroscopically.
· After the 1-micron stage and before the CMP, a microscope check can be performed.
Residual blips appear on the surfaces (see Fig. D.6; the image is taken with an Olympus
BX51 microscope using DIC to show blips sticking out of the surface). These are glass
materials that have not been removed. Due to micro stress in the glass, the surface glass
comes off in chunks (a few microns large), so blips are left on the surface. Chemical lapping
is needed to remove them uniformly.
• Final clean and surface smoothness/roughness measure
· At the end of the CMP stage, before stopping the rotation of the lapping plate, stop
the slurry first and then pour DI water on the plate to reduce the lapping particle density.
This serves as a prewash while the work pieces are still rubbing against the lapping cloth.
· Bring the sample to ammonium hydroxide ultrasonic wash immediately after being
taken off the lapper. DONT LET IT DRY !
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· If the SSEC wafer and mask cleaner are used, then rinse the whole piece (carrier glass
wafer, mounting jigs, workplace, etc) with DI water. Make sure the residuals in the grooves
of the mounting jigs are washed.
· Use a nitrogen blowing gun to gently blowing away the DI water on top of the work-
piece surfaces. Try not to splash the water droplets from other places on the carrier glass
wafer on to the workpiece surfaces.
· TRY NOT to wipe the surface with any materials any more.
·A quick 100X microscope check can be done. It should look smooth under DIC mode
(i.e. when the prism is turned, the color of the imaged surface should change uniformly.)
· Now, the sample is ready for an AFM check.
D.3 De-bonding workpieces from the carrier glass disc and
cleanning off the wax
• ECO Clear solution is used (see Fig. D.3)
• Heat the glass carrier disc, workpieces, and beeswax to about 120 ◦C. The wax will start
to evaporate a little bit, and fumes will be visible. At this point, the viscosity of the wax is
very low, so use a tweezer to hold the workpiece and lift it off the glass plate. as the work
piece cools, the wax dips and stay at the hot glass disc. The surface tension of the wax will
help at this point.
• Dip the whole workpiece into the Ecoclear solvent, which can also be heated up to about
60 ◦C. Let it soak for a minute. Then, bring the workpiece with Ecoclear solvent on the
surface to an aluminum petri dish and heat them together. The oil-based Ecoclear will start
to evaporate, and wax or Ecoclear fluid will stick onto the aluminum petri dish. Use the
surface tension of the liquid to extract the wax from inside the tubes as much as possible.
Then, soak the workpiece again in the Ecoclear solvent (cold, never heated), reheat the
workpiece, and repeat the cleaning.
• When there is no visual residual wax left on the workpiece, it is ready for a rinse of
Acetone, IPA, and DI water.
• The work pieces are now ready to be stored in a gel box.
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Figure D.2: Ecolear De-Bonding Fluid for removing the beeswax.
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Figure D.3: Polishing slurry used in the CMP lapping stage.
Figure D.4: Cleaning chemicals used to remove the lapping slurry from the working pieces.
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Figure D.5: Microscopes with DIC capability can be used to check the potential warping
of the lapping surface after finishing the1micron lapping stage.
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Figure D.6: Residual glass pits are presents due to the uneven stress of the glass after




Application Potentials in the Electron
Microscopy Industry
In this chapter, I summarize the application potentials of Rydberg atoms as atomic sensors
for electromagnetic-field sensing in the context of manufacturing electron beam micro-
scopes for chip inspections in the semiconductor industry. Based on my internship experi-
ences at ASML HMI, I focus on the challenges and requirements in large-scale industrial
production.
As nanofabrication technologies advance, more resources are invested in the chip-
making and inspection sector of the semiconductor industry. One verification and inspec-
tion method common in this industry is electron beam micro-spectroscopy. Utilizing the
short de Broglie wavelength of high-energy electrons in a well-controlled electron beam,
engineers can detect defects and irregularities in the nanofabricated transistors on the sur-
faces of silicon wafers. The fundamentals of this imaging process are governed by the
physics of electron scattering. Just like a scanning electron microscope (SEM) in a labora-
tory environment, a prior for high-resolution spectroscopy images is a high-quality electron
beam. This level of beam-shaping and control is achieved using sophisticated electromag-
netic fields. A clear, detailed understanding of the electromagnetic environments where the
electron beam travels is thus important. The high sensitivity of Rydberg atoms to external
RF and static electromagnetic fields makes them good tools for such jobs.
Thanks to advanced computer simulation technologies, complex manipulation and
control fields can be designed and studied in detail during the R&D phases of products.
The challenges are design verification and real-time monitoring and feedback controls. In
many cases, an electron beam must be shaped and focused within a few microns by com-
pactly designed electrodes and coils. It is difficult to verify the field distributions in such a
small space using only man-made pickup coils or antennas.
Rydberg atoms come in handy in these scenarios. In addition, the optical-readout
method of EIT allows laser beams to be tightly focused, which ensures high spatial reso-
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lution. Another advantage people often neglect is that measurements and detections do not
need to be performed locally as long as the atoms can fly by. Modern industrial machines
are highly complicated equipment with many supporting and servo modules clustered to-
gether. A remote sensing capability (hundreds of cm away) using laser beams greatly sim-
plifies the verification procedures. Only peripheral modules (e.g., lasers and photo diodes)
are needed, and they do not compromise or alter the core design of the device under testing.
In addition to the verification needs of the R&D phases of new products, there is also
great demand for real-time monitoring and feedback control during the running phases of
machines. The best approaches are the so-called in situ methods, which utilize the elec-
tron beams themselves as sensors. However, a certain amount of independent, third-party
measurements are also valuable. By considering these types of applications, the shortcom-
ings of using Rydberg atoms as field sensors are clear. The first technical challenge is the
lack of fast, real-time methods of analyzing the atomic spectrum. In scientific and research
settings, this is done through ab initio calculations of underling quantum-mechanical in-
teraction Hamiltonians. Unless more advanced algorithms are developed, these scientific
calculations are too costly. In other words, some engineering simplifications (on the levels
of both software and hardware) or semi-classical approaches are needed to reduce the com-
plexity of the quantum physics of atoms while preserving accuracy and sensitivity. After
all, the point is that engineers do not need to understand the profound importance of the
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124–126
[48] Saffman M, Walker T G and Mølmer K 2010 Reviews of Modern Physics 82 2313–
2363
[49] Adams C, Pritchard J and Shaffer J 2020 J. Phys. B, At. Mol. Opt. Phys. 53 012002
[50] Pritchard J D, Maxwell D, Gauguet A, Weatherill K J, Jones M P A and Adams C S
2010 Phys. Rev. Lett. 105(19) 193603 URL https://link.aps.org/doi/
10.1103/PhysRevLett.105.193603
[51] Robicheaux F, Booth D W and Saffman M 2018 Phys. Rev. A 97(2) 022508 URL
https://link.aps.org/doi/10.1103/PhysRevA.97.022508
[52] Peyrot T, Sortais Y R P, Browaeys A, Sargsyan A, Sarkisyan D, Keaveney J, Hughes
I G and Adams C S 2018 Phys. Rev. Lett. 120(24) 243401 URL https://link.
aps.org/doi/10.1103/PhysRevLett.120.243401
[53] Knappe S, Wynands R, Kitching J, Robinson H G and Hollberg L 2001 J. Opt. Soc.
Am. B 18 1545–1553 URL http://josab.osa.org/abstract.cfm?URI=
josab-18-11-1545
[54] Cox K, Yudin V I, Taichenachev A V, Novikova I and Mikhailov E E 2011
Phys. Rev. A 83(1) 015801 URL https://link.aps.org/doi/10.1103/
PhysRevA.83.015801
[55] Yudin V I, Taichenachev A V, Dudin Y O, Velichansky V L, Zibrov A S and Zibrov
S A 2010 Phys. Rev. A 82(3) 033807 URL https://link.aps.org/doi/10.
1103/PhysRevA.82.033807
[56] Theodosiou C E 1984 Phys. Rev. A 30(6) 2881–2909 URL https://link.aps.
org/doi/10.1103/PhysRevA.30.2881
120
[57] Beterov I I, Ryabtsev I I, Tretyakov D B and Entin V M 2009 Phys. Rev. A
79(5) 052504 URL https://link.aps.org/doi/10.1103/PhysRevA.
79.052504
[58] Li W, Mourachko I, Noel M W and Gallagher T F 2003 Phys. Rev. A 67(5) 052502
URL https://link.aps.org/doi/10.1103/PhysRevA.67.052502
[59] Mack M, Karlewski F, Hattermann H, Höckh S, Jessen F, Cano D and Fortágh J 2011
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[118] Ritter R, Gruhler N, Dobbertin H, Kübler H, Scheel S, Pernice W, Pfau T and Löw
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