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Abstract
With the advent of free-electron lasers (FEL), such as the Free-electron LASer
in Hamburg (FLASH) in 2005 and the Linac Coherent Light Source (LCLS) in
2009, the research of matter under extreme conditions has experienced a substan-
tial boost. Using such large-scale facilities or others, it is now possible to generate
and investigate plasmas from liquid density up to solid density with unprecedented
accuracy. Such plasmas are found for example in Jupiter-like planets, the Earth’s
core or in brown dwarfs. Photons in the extreme ultraviolet (XUV) range are of
particular interest since they penetrate solid density and thereby contribute to the
exploration of the plasma interior. Thus, important information on energy transport
and exchange between electrons and ions in plasmas can be obtained. Furthermore,
predictions from simulations can be benchmarked experimentally and the applica-
bility of different fundamental models can be tested. Also, due to its spatial and
temporal coherence properties FEL radiation is well suited for scattering and diffrac-
tion experiments. The high degree of coherence suggests the use of interferometric
methods, which provide information on dielectric properties, such as the refractive
index of dense matter. Beyond the use of XUV radiation as a tool to create and
probe dense plasmas, it can also be observed in the self-emission of thermal plasmas,
for example after excitation of a solid-state sample with an optical laser. Here, the
spatially resolved analysis of spectral lines reveals information on density, temper-
ature and spatial extent of the free-electron plasma. The aim of this work is the
development and application of innovative instrumentation at free-electron lasers
for the research of dense matter under extreme conditions and its interaction with
intense laser fields. The instrumentation uses diffraction gratings, multilayer mir-
rors and multilayer beam splitters and is focused in particular on experiments at
FELs, regarding the source size and the expected signal and repetition rates. For
discovery-class experiments at large-scale facilities like synchrotrons or FELs, the
experimental setup and the procedure is individually adapted to the local conditions.
When using several devices simultaneously these are calibrated with respect to each
other. Optically relevant subcomponents of such custom-designed instruments are
properly characterized and extensively calibrated beforehand.
Zusammenfassung
Mit der Entwicklung Freier-Elektronen-Laser (FEL), wie FLASH (Freie Elektro-
nen LASer in Hamburg) seit 2005 oder LCLS (Linac Coherent Light Source) seit
2009, die im Ro¨ntgen und extrem ultravioletten Bereich (XUV) arbeiten, erlebte
die Erforschung von Materie unter extremen Bedingungen einen besonderen Schub.
Mit Hilfe solcher und anderer Großforschungsanlagen ist es nun mo¨glich, Plasmen
mit Flu¨ssigkeitsdichte beziehungsweise bis u¨ber Festko¨rperdichte hinaus zu erzeugen
und mit bisher unerreichter Genauigkeit zu untersuchen. Solche Plasmen kommen
beispielsweise in jupitera¨hnlichen Planeten, im Erdkern oder in brauen Zwergen vor.
Photonen im XUV kommt dabei eine besondere Bedeutung zu, da sie in der Lage
sind, dichte Plasmen zu durchdringen und so zur Erforschung des Plasmainneren
beitragen ko¨nnen. Somit werden wichtige Erkenntnisse u¨ber Energietransport und
-austausch zwischen Elektronen und Ionen in Plasmen gewonnen. Außerdem lassen
sich Voraussagen von Simulationen experimentell u¨berpru¨fen und die Anwendbarkeit
verschiedener Grundmodelle testen. Neben der Anwendung von XUV Strahlung zur
Erzeugung dichter Plasmen kann diese auch in Emission angeregter Plasmen beob-
achtet werden, beispielsweise nach Anregung eines Festko¨rpers mit einem optischen
Laser. Die ortsaufgelo¨ste Analyse der Spektrallinien gewa¨hrt Aufschluss u¨ber Dich-
te, Temperatur und ra¨umliche Ausdehnung des freien Elektronen Plasmas. Auch
aufgrund seiner ra¨umlichen und zeitlichen Koha¨renzeigenschaften ist FEL Strah-
lung gut geeignet fu¨r Streu- und Beugungsexperimente. Die hohe Koha¨renz erlaubt
zudem den Einsatz interferometrischer Methoden, welche Aufschluss u¨ber dielek-
trische Eigenschaften, wie beispielsweise den Brechungsindex dichter Materie geben
ko¨nnen.
Ziel dieser Arbeit ist die Entwicklung und Anwendung innovativer Instrumen-
tierung an FELs zur Erforschung von dichter Materie unter extremen Bedingungen
und ihre Wechselwirkung mit intensiven Laserfeldern. Die Instrumentierung mit
Beugungsgittern, Vielschicht-Spiegeln und Vielschicht-Strahlteilern wird dabei spe-
ziell auf Experimente an XUV FELs abgestimmt, insbesondere mit Ru¨cksicht auf
Quellgro¨ße und zu erwartende Signal- und Repetitionsraten. In dieser Arbeit wird
beschrieben, wie der experimentelle Aufbau und die Vorgehensweise fu¨r neuartige
Grundlagenexperimente an Großforschungsanlagen an die Gegebenheiten vor Ort
angepasst werden kann. Bei eventuellem Einsatz mehrerer Gera¨te werden diese mit-
einander abgeglichen. Die optisch relevanten Einzelteile solcher maßgeschneiderten
Aufbauten werden dafu¨r zuna¨chst umfassend charakterisiert und kalibriert.
Contents
1 Motivation and Structure 4
2 Fundamentals of XUV Optics 9
2.1 Refractive Index and Dispersion . . . . . . . . . . . . . . . . . . . . . 9
2.2 Sources of XUV Radiation . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Laboratory XUV Tube . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Laser-Plasma Sources . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Synchrotron and Undulator Radiation . . . . . . . . . . . . . 15
2.2.4 High-Gain FELs . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.5 High Harmonics of Lasers . . . . . . . . . . . . . . . . . . . . 18
3 Design and Characterization of an XUV Spectrometer 19
3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Overall Scheme and Spectrometer Design . . . . . . . . . . . . . . . . 20
3.3 The Variable Line Space Diffraction Grating . . . . . . . . . . . . . . 21
3.4 Collection Mirror Setup . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Design Parameters and Technical Implementation . . . . . . . . . . . 28
3.6 Focal Point and Virtual Source . . . . . . . . . . . . . . . . . . . . . 31
3.7 Measurement and Calibration . . . . . . . . . . . . . . . . . . . . . . 33
4 XUV Spectrometry of Plasmas 40
4.1 Multi Angle Spectroscopy of a Laser Generated Al Plasma . . . . . . 40
4.2 Simultaneous Multi-Angle XUV Spectroscopy . . . . . . . . . . . . . 45
1
24.2.1 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . 45
4.2.2 Summary of the Section . . . . . . . . . . . . . . . . . . . . . 54
4.3 Determination of Free Electron Temperature from XUV – Bremsstrahlung
Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.1 Setup and Experiment . . . . . . . . . . . . . . . . . . . . . . 57
4.3.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.3 Comparison to Simulations . . . . . . . . . . . . . . . . . . . . 61
4.4 Equilibration Dynamics and Conductivity of Warm Dense Hydrogen . 64
4.4.1 Setup and Experiment . . . . . . . . . . . . . . . . . . . . . . 64
4.4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.3 Interpretation of the Data . . . . . . . . . . . . . . . . . . . . 66
4.5 Summary of the Spectrometry Chapter . . . . . . . . . . . . . . . . . 68
5 A Multi-Angle XUV Diode Array 70
5.1 Description of Individual Parts and Geometry . . . . . . . . . . . . . 70
5.2 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 A Pump – Probe Experiment Using the Diode Array . . . . . . . . . 73
6 XUV Interferometry 75
6.1 An XUV Michelson Interferometer . . . . . . . . . . . . . . . . . . . 75
6.1.1 Basic Interferometer Concept . . . . . . . . . . . . . . . . . . 75
6.1.2 Interferometer Setup . . . . . . . . . . . . . . . . . . . . . . . 77
6.1.3 Experimental Proof of Principle . . . . . . . . . . . . . . . . . 79
6.1.4 Membrane Surface Curvature . . . . . . . . . . . . . . . . . . 81
6.1.5 Potential Applications at XUV FELs . . . . . . . . . . . . . . 82
6.2 Coherence of the Free Electron Laser FLASH . . . . . . . . . . . . . 86
6.2.1 Setup at the Free Electron Laser . . . . . . . . . . . . . . . . 87
6.2.2 Static Piezos – Correlation VIS-STD . . . . . . . . . . . . . . 88
6.2.3 Temporal and Spatial Coherence . . . . . . . . . . . . . . . . 90
6.3 Summary of the Interferometry Chapter . . . . . . . . . . . . . . . . 93
7 Conclusion and Outlook 95
3Bibliography 98
Ehrenwo¨rtliche Erkla¨rung 110
Danksagung 111
1. Motivation and Structure
The investigation of dense plasma is a diverse field of research which offers insight
into the physics of stars and planets [1; 2]. To study these astrophysical objects
theoretically, so-called ab initio methods were developed amongst others, that simu-
late the extreme conditions and processes at these distant objects [3]. Nevertheless,
there are still blank spots on this extraordinary field of science, which can only be
filled by combination of different fields of research such as laser plasma physics,
astrophysics, and high pressure physics. Simulations need benchmarking with ex-
perimental results. Besides the static equation of state, special attention is drawn
to dynamical properties like thermal and electrical conductivity, and ionization and
recombination dynamics, which are mostly known for some pure substances like hy-
drogen, helium, carbon, aluminum or water, but are also important for mixtures
when it comes to extraterrestrial objects or even the Earth’s core [4; 5].
Along with the advent of free-electron lasers (FELs) in the last decade a whole
new field of research emerged [6; 7] in the wavelength range of 4–40 nm, which is
called the extreme ultraviolet (XUV). In parallel, the development and improvement
of dedicated instruments which are sensitive to this wavelength range and are ap-
plicable at the specific beamlines was promoted [8; 9]. FEL pulses are ultra short in
time (. 300 fs) and can be provided at a comparatively high repetition rate, while
they bear an unprecedented ultrahigh brilliance [6].
Using FELs as diagnostic tools, x-ray scattering techniques can be used to ex-
amine warm dense matter (WDM) dynamics on nanosecond [10; 11] and picosecond
time scales [12]. To achieve this, pump-probe experiments are carried out, where
a first pulse excites matter into a plasma state, which is afterwards probed via a
4
5second pulse. The time delay between the pulses is well defined and can be as short
as a few ten femtoseconds [13]. Volumetric heating via XUV-photons allows for the
preparation of a homogeneously heated dense sample [14; 15]. A comparable uni-
formity and time resolution cannot be reached with an optical laser as the driving
source for the heating process, because solid density is optically thick for visible
light [16; 17]. Observation of scattering properties in time allows for determination
of plasma parameters and thus reveals insight into thermodynamic properties. This
is particularly interesting for matter under extreme conditions to model, for exam-
ple, the interior of planets and stars [18], as well as for inertial confinement fusion
experiments [19]. Currently, the modeling of those systems is hampered by the lim-
ited knowledge about transport properties and equilibration dynamics. To overcome
these problems, sub picosecond probing of a uniformly heated sample is necessary.
This allows for determination of equilibration and collision times between electrons
and ions, i.e. dynamic properties of matter which are closely connected to thermal
and electrical conductivity, as well as reflectivity. On a larger scale the depth of
mixing layers of Jovian planets are effected [20], and furthermore the assembly of
a stable thermonuclear fuel layer in ICF implosions [21; 22]. To determine these
parameters the response of a strongly pumped system needs to be probed with high
temporal resolution.
FEL experiments exploiting high energy density states can give valuable infor-
mation and help to determine the correct equation of states for hydrodynamic
simulations. They can provide reference points to validate ionization models for
WDM states. Comparing experimental results to results from hydrodynamic sim-
ulations allows for the determination of plasma temperatures with a single- and
two-temperature approach and consequently for the calculation of the structure fac-
tor for x-ray scattering. The combination of molecular dynamic simulation and
two-temperature density functional theory ultimately provides information about
conductivity models for partially ionized plasmas.
In order to perform scattering experiments at XUV wavelengths with a sufficiently
high signal level, spectrometers, optics, dispersive elements, and detectors with a
6typical collection efficiency > 10−6 and highly brilliant XUV sources such as FELs
are needed. The reason for this lies in the comparatively low scattering fraction
in the order of 10−6 in a typical solid density plasma sample of a few 103 µm3 and
in a small Thomson scattering cross section of the electrons. Thus, along with
the development of novel XUV sources during the last years, the field of efficient
XUV sensitive instrumentation has also prospered. Especially, the lithographically
relevant wavelength of λ = 13.5 nm has drawn the attraction of design engineers
and developers of XUV sources and optics [23]. In contrary to spectrometers in the
visible regime, XUV spectrometers have to be vacuum compatible, which poses an
extra challenge to the technical design. Moreover, the use of either total external
reflection optics, which will work only for low deflection angles or the application of
multilayer-coated substrates that support only a narrow bandwidth call for technical
solutions that adapt to the specific experimental conditions.
Another approach to access the parameter space of a dense plasma in the labo-
ratory is the heating of a liquid or solid state target via optical lasers. Nonetheless,
a detailed description of the interaction between laser and matter is complicated
since it is highly nonlinear. This particularly complicates the calculation of plasma
parameters such as density and temperature on short time scales < 10 ps, from a
laser-generated plasma. In these high intensity regimes, free electrons in the skin
depth are accelerated within the laser field. The inner part of the target is heated
via impact ionization [24; 25]. It is a challenging task to model the non linear ab-
sorption of optical lasers and solid or liquid targets in hydrodynamic simulations.
Benchmarking experiments that experimentally determine the temperature of the
plasma are desperately needed. In such experiments spectroscopic analysis of the
emission lines classically allows to determine both the plasma temperature and ion
abundance from the line ratios. In order not to be limited to surface diagnostics
of the partially ionized, degenerated plasma, spectroscopy in the XUV range is the
favorable choice. This relevant effect supports the understanding of laser gener-
ated plasmas on sub-picosecond time scales [26; 27], as well as the excitation of
clusters [28; 29].
7In addition to the high intensity and brilliance on ultrashort time scales FEL
radiation is coherent in time and space [30; 31; 32]. Consequently, it can be used
in interferometric experiments and for single particle coherent diffraction experi-
ments [33; 34]. In this content, diffraction experiments can help to examine the inner
structure of single particles and also non-crystalline matter. Valuable contributions
to the subjects of XUV-imaging, holography, and microscopy can be expected [35].
Interferometric methods applied at coherent XUV sources could shed light upon
dielectric properties of solid density matter [36]. Particularly, the determination of
the refractive index n is a challenging task since it is typically close to unity in the
XUV spectral range. Interferometric methods employing coherent XUV radiation
can for example be applied at dense plasmas for a time-resolved measurement of
the refractive index [33; 34]. Knowledge about the transport of radiation in warm
dense matter and plasmas would be increased by such experiments. Along with that
various fields like dense plasma, physics of planets, and inertial confinement fusion
could profit from the insights.
For an estimation of the coherence properties of FEL radiation it should be noted
that it is closely connected either to the self-amplified spontaneous emission (SASE)
or the seeding process, which may start the lasing process. A significant difference
between the spatio-temporal coherence properties of a monochromatized pulse and
a pulse at full SASE bandwidth is expected, because of its composition of mul-
tiple spectral modes [37]. In addition to the aforementioned high resolution high
throughput spectrometers, a Michelson interferometer can be attached routinely to
an experiment to determine the coherence properties of the radiation [38]. An-
other possible application is the determination of the coherence properties of high
harmonics, which serve frequently as an XUV source.
This work is structured as follows, chapter 2 serves as a theoretical introduction
where selected fundamentals of XUV optics are described. Namely, the specifics of
refractive index and dispersion in the XUV wavelength range are explained to achieve
a better understanding of the requirements for dedicated optical instruments.
In chapter 3 a concept of a multi-angle scattering spectrometer is presented. After
optimization of the design parameters in simulations and separate performance tests
8of some optical components, the XUV-sensitive spectrometer is built, calibrated, and
subject to spectral resolution tests.
The newly built spectrometer is then used in different configurations in various
experiments, which are discussed in chapter 4. In a proof-of-principle experiment
in chapter 4.1 the size of the laser generated plasma is determined employing the
multi-angle spectrometer. A method for the in-situ cross calibration of several XUV
spectrometers is presented in chapter 4.2. In chapter 4.3 I present results of an
experiment where XUV spectroscopy of laser generated bremsstrahlung was used to
determine the free electron temperature of the plasma. An XUV pump – XUV probe
scattering experiment employing a liquid hydrogen target at an FEL is discussed in
chapter 4.4.
Based on these findings the design of a multi angle diode array is presented in
chapter 5. After calibration of the diodes, the array is installed at an FEL in a
pump-probe experiment and its performance is reviewed.
In chapter 6 an XUV Michelson interferometer as a complementary diagnostic
to the XUV spectrometer from the preceding sections is introduced. Specific re-
quirements of the optical components and a comprehensive test at a synchrotron
source is discussed in chapter 6.1. Simulations concerning the applicability at a free
electron laser are carried out. In chapter 6.2 the interferometer is applied at an FEL
to determine its coherence. Results are compared to theoretical predictions.
An overview of the main results of this work and their impact on current fields
of research is concluded in chapter 7.
2. Fundamentals of XUV Optics
2.1 Refractive Index and Dispersion
This chapter follows the argumentation of references [39] and [40].
Extreme ultraviolet (XUV) radiation covers a broad wavelength range in the elec-
tromagnetic spectrum. There are various definitions of the exact energy range of
the corresponding photons and often the borders are seamless. This work follows
a commonly used definition of extreme ultraviolet light extending from photon en-
ergies of about 30 eV to 250 eV, or in wavelengths between 40 nm and 5 nm. XUV
radiation as all kinds of electromagnetic radiation consists of photons with the en-
ergy E = hc
λ
, with Planck’s constant h. The vacuum wavelength λ and the angular
frequency ω of such a photon are connected via c = λ ω
2π
, with c the speed of light
in vacuum. XUV wavelengths play a relevant role in large scale industrial research
since XUV lithography has become a candidate for the succession of photo lithogra-
phy in the semiconductor industry. The production of microelectronic devices using
wavelengths as short as 13.5 nm has taken place on the wish list of research and
development departments during the last years. Due to comparatively high photon
energies, XUV radiation is strongly absorbed by most of the solid state materials
and therefore yields the potential for structural analysis with nm-resolution.
A closer look at the interaction between XUV photons and matter is required
to understand the specific requirements for XUV optical devices such as mirrors,
detectors, beam splitters, and others. The refractive index n is apparently one of
the most important material properties when it comes to interaction between solid
state materials and photons. It is a dimensionless material dependent number, that
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Figure 2.1: A sketch of the real part of the refractive index depending on the light
frequency ω [39]. It shows that n ≈ 1 in the region of XUV wavelengths
can be written as a complex number n = n′ + i n′′. Figure 2.1 shows a sketch of the
real part n′ of the refractive index for different photon frequencies. The frequency
dependency of the refractive index shows that the real part is slightly smaller than
unity in the XUV regime. Hence, the refractive index in the XUV is commonly
written as
n(ω) = 1− δ + iβ. (2.1)
Both δ and β in equation 2.1 are positive dimensionless numbers, where the coeffi-
cient β as the imaginary part describes the attenuation of light traveling through a
medium. With this, the complex dispersion relation reads as
ω
k
=
c
n
=
c
1− δ + iβ (2.2)
where k denotes the wave number.
To account for the frequency dependence, the refractive index is typically approx-
imated as
n(ω) = 1− ω
2
p
2
∑
s
gs
(ω2 − ω2s) + iγω
(2.3)
with the different resonance frequencies ωs of the material, and a dissipative fac-
tor γ. The plasma frequency ωp represents the quantity ωp =
(
e2ne
ǫ0me
)1/2
with the
elementary charge e, the permittivity of the free space ǫ0, and the electron density
and mass, ne and me. In equation 2.3 the term gs denotes the so called oscillator
strength, which in the semi-classical model can simply be understood as the num-
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Figure 2.2: A sketch of the geometry for incident, refracted and reflected rays [39].
ber of electrons which are attributed to a certain resonance frequency ωs. Due to
its frequency dependency the refractive index is called dispersive, because waves of
different frequencies will propagate at different velocities through the medium and
disperse. For ω < ωs the term of normal or positive dispersion is used. We speak of
anomalous or negative dispersion if ω > ωs. In fig. 2.1 the characteristic steep slopes
of the refractive index and the strong variations at the infrared (IR), the ultraviolet
(UV), and the x-ray region mark different atomic resonances ωs. At ω ≈ ωs, the
dispersion changes from normal to anomalous dispersion. It should be mentioned
that photons in the range of the atomic resonance frequencies ωs are strongly ab-
sorbed by the material. In this spectral range, the photon energies are similar to
binding energies of the electrons and therefore likely absorbed by the material. As
a consequence, low penetration depths are stated.
In comparison to the visible wavelength range, reflection optics in the XUV ex-
hibit typically a much lower reflectivity. This problem can be encountered by the use
of multilayer optics or grazing incidence optics. In case of the latter, the mechanism
of total external reflection is used to achieve an adequate reflectivity. Figure 2.2
shows a scheme of an interface, where reflection and refraction takes place. The an-
gle of the incident wave Φ is measured from the z-axis, the surface normal. Snell’s
law describes the behavior of a wave at the interface of two isotropic media, each
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with a complex refractive index as follows
sin Φ′
nvac
=
sinΦ′′
nvac
=
sinΦ
n
. (2.4)
With the fact that nvac = 1 for all wavelengths, the first information from equa-
tion 2.4 is that incident and reflected angles Φ and Φ′′ are equal. Moreover, together
with equation 2.2 the absolute value of the wavevector k in vacuum amounts to
k = |k′| = |k′′| = ω
c
. (2.5)
For a closer look at the incidence angle of total external reflection, I will assume
that β in equation 2.1 is close to zero, i.e. absorption is neglected, and Snell’s law
simplifies to
sinΦ′ =
sin Φ
1− δ (2.6)
Since δ > 0, for Φ close to π/2, the refracted angle Φ′ approaches the value of 90 ◦
faster than the incidence angle. For the critical incidence angle Φc = Φ, where the
refraction angle reaches Φ′ = 90 ◦ and sin Φ′ = 1
sin Φc = 1− δ (2.7)
is obtained. In this case the refracted wave no longer propagates through the
medium, but rather along the surface. For an interpretation of equation 2.7, it
should be noted again that δ is very small and thus Φc is close to 90
◦. Introducing
the complimentary angle θ with Φ+θ = 90 ◦, the critical angle can also be expressed
by
cos θc = 1− δ . (2.8)
The small angle approximation now leads to 1− θ2c
2
+ . . . = 1− δ and finally to
θc =
√
2δ . (2.9)
Following the description in reference [39] the dependency of the critical angle for
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total external reflection on the real part of the index of refraction yields a propor-
tionality of
θc ∝ λ
√
Z (2.10)
with the atomic number Z. The interpretation of this relation is straight forward and
shows that for a desired large critical angle a longer wavelength or a material with
larger atomic number Z should be chosen. Substrates for XUV applications such as
mirrors or gratings are therefore often coated with heavier elements such as gold.
The need of low incidence angles for high reflectivity also results in comparably low
collection solid angles for possible XUV experiments, such as plasma diagnostics as
discussed in chapters 4.2, 4.3, 4.4.
Total external reflection optics reflect over a broad spectral range at moderate
reflectivities. In the XUV regime total external reflection R is still well below unity
due to strong absorption. For applications where high reflectivity under a desired
angle is needed, the choice of multilayer optics comes into play. Furthermore, the
spectral bandwidth can be well designed by the choice of suitable design parameters
of the multilayer stack. During the manufacturing process of such a multilayer
a periodical stack of layers is deposited on a substrate. If the substrate itself is
transparent in the XUV range, the choice of the suitable amount of layers results in
the construction of a beam splitter. The reflection of such a beam splitter depends
on the design of the multilayer stack, whereas the transmission also includes the
substrates or support foil transmission. For both mirrors and beam splitters an
optical flatness of a fraction of the wavelength is needed. This flatness has to be
maintained over the diameter of the beam. For the short XUV wavelengths this is
a challenging task in the manufacturing process. An experiment to determine the
optical flatness of an XUV beam splitter is described in chapter 6.1. Multilayer
optical elements are also successfully used in an experiment that determines the
coherence properties of an FEL in chapter 6.2.
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2.2 Sources of XUV Radiation
Dependent on the application there is a variety of XUV sources that largely differ
in photon flux, spectral bandwith, spatial and temporal coherence of the radiation,
and possible pulse characteristics, i.e. duration, repetition rate, shape. The choice
of a suitable XUV source for a specific purpose is governed by the experimental
demands of the application and of course also by financial limitations and space
constraints. Hereafter, I will present a few concepts of XUV sources that were also
used for this work.
2.2.1 Laboratory XUV Tube
Compared to large scale XUV sources, such as synchrotrons and FEL, the laboratory
XUV source is a compact sized instrument. It is basically a microfocus x-ray tube
with a Silicon anode, that can easily be operated by one person in the laboratory.
However, it provides only a small spectral bandwidth and low emittance compared
to synchrotron sources and FELs. XUV radiation is created from electron bombard-
ment of a solid target. In case of this work the target material is silicon, and thus
the emitted spectrum follows the spectrum of silicon L-shell radiation (L2,3) [41].
For Si L-shell radiation, the emission band reaches from 12.5 nm to 15 nm with a
peak at 13.5 nm. To optimize the XUV photon flux, the current and the acceleration
voltage for the electrons can be adjusted. Moreover, the electrons are focused via
an electron lens to a spot size of ≈ 20µm on the Si target, yielding a small source
size and homogeneous emission in a radiation opening angle of 12 ◦ and an emission
power in the XUV emission band of > 20µW (2π sr, 2% bw) [41].
A laboratory XUV tube as described here was used for the characterization of
the XUV spectrometer in chapter 3.
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2.2.2 Laser-Plasma Sources
To generate XUV radiation in a comparatively wide spectral window along with a
hands-on table top setup, laser generated XUV sources can be the method of choice.
For this approach, typically a high intensity ultra short pulse laser is focused onto a
solid or gas target. Nonlinear processes like multiphoton absorption create a plasma
state with moderate free electron densities. XUV radiation is then created from
recombination of the electrons into deeper atomic shells or from bremsstrahlung of
the free electrons. The emitted spectral shape strongly depends on the intensity and
the wavelength of the incoming laser and the target material [15]. A point source
will typically result in radiation emittance over a large solid angle. XUV radiation
is not limited to optical or IR-laser driven plasmas, but can also be emitted by FEL
generated plasmas [42].
Short-pulse IR-laser generated and FEL-generated XUV radiation is used to char-
acterize different XUV spectrometers in chapter 3 and 4.2. Additionally, in chap-
ter 4.1 the extend of a laser-generated aluminum plasma is determined from its XUV
emission. XUV bremsstrahlung spectroscopy from laser-generated dense hydrogen
plasma is used to determine the free-electron temperature in chapter 4.3.
2.2.3 Synchrotron and Undulator Radiation
If an electric charge is accelerated it will emit radiation. This fundamental effect
is used in synchrotrons, where electrons are accelerated to relativistic speeds and
then are slightly diverted from their path using single magnetic fields or periodically
alternating magnetic fields. To account for the relativistic speed of the electron the
relativistic factor γ is introduced
γ ≡ 1√
1− v2/c2 , (2.11)
with c the vacuum speed of light and v the speed of the electron. At relativistic
speed the radiation will be emitted in a cone with opening angle of 1/γ = θ. Thus,
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the faster the electron moves, the smaller will be the emission cone (emittance an-
gle) and radiation will be emitted strongly in forward direction. Different designs
of synchrotrons and their magnetic structures will result in different spectral and
temporal properties of the created radiation. Bending magnets will create a uniform
magnetic field and cause an electron movement on a sector of a circle. The emis-
sion can be compared in a simple way to a sweeping searchlight. Besides bending
magnets, there is also the possibility to use periodically inverted magnetic fields to
create synchrotron radiation. Two cases can be distinguished: A relatively weak
alternating magnetic field will cause a harmonic oscillation of the relativistic elec-
trons. The amplitude of the undulation of the electron is small. Due to coherent
superposition of on-axis emission, the radiation can be tuned to exhibit a moderately
low angular divergence and to be spectrally narrow. For strong magnetic fields, the
electron oscillates with a much bigger amplitude along the wigglers, as the magnetic
structures are called for this case, where there is no coherent superposition. Due to
the creation of higher harmonics in wigglers, the created radiation displays higher
photon energies than for an undulator. The radiation cone and the spectrum of a
wiggler is similar to that of a bending magnet, but with a higher photon flux, due
to the mentioned comb of high harmonics.
In contrast to wiggler radiation, the amplitude of the electron motion passing
the magnetic field in an undulator should be small. If the angular excursion θe of
the electrons meet the condition that θ < 1/2γ we speak of undulator radiation.
The emitted wavelength λ depends not only on the period length of the magnet
structure λu but also on the relativistic factor γ. In the reference frame of the
moving electron a Lorentz contraction of the period length λu of the undulator can
be stated as λ′ = λu/γ. The moving electron will then oscillate on its path along the
undulator and emit dipole radiation. Switching back to the laboratory frame the
emitted wavelength is further decreased by Doppler shifting. Since the Doppler shift
depends on relative velocities, it depends on the observation angle θ and the emitted
wavelength amounts in first order to λ = λu
2γ2
(1+ γ2θ2). Note that off-axis radiation
exhibits a slightly longer wavelength than the central parts of the radiation cone.
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To obtain a suitable approximation for the created wavelength, the influence of the
magnetically induced undulation has to be taken into account.
The influence of the magnetic field strength is characterized by the dimensionless
undulator parameter K
K =
eB0λu
2πmec
= 0.934 · B0[T ] · λu[cm] (2.12)
and in first order approximation the emitted wavelength λ amounts to
λ =
λu
2γ2
(
1 +
K2
2
+
γ2
θ2
)
(2.13)
in the laboratory system. As can be seen from the undulator equation 2.13, tuning
of the emitted wavelength can be achieved via change of the K value. When passing
the undulator, the electron path is slightly prolonged due to the excursions in the
magnetic field strength K. This results in a reduced mean axial velocity and conse-
quently in a reduced Doppler shift, i.e. longer wavelengths. Technically this is done
by adjustment of the gap between the undulator magnets to change the magnetic
field strength B0. Thus created radiation is linearly polarized in the plane of the
electron undulation, which is perpendicular to the magnetic field and to the electron
motion.
Radiation from an undulator is used to characterize an XUV Michelson interfer-
ometer in chapter 6.1.
2.2.4 High-Gain FELs
A special case of an undulator source is a free-electron laser (FEL). In this case
electron bunches are compressed to spatially short bunches and their density is
modulated along the bunch. This process appears in long undulators and is called
microbunching. If the modulation period matches the emission wavelength, coherent
radiation is created. In the following I will give a brief overview of the characteristics
of this kind of undulator radiation.
In contrary to XUV radiation emitted by wigglers and bending magnets, XUV-
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FEL radiation is characterized by a comparatively high coherence in space and time.
The coherence is caused by the interaction of the co-propagation of the optical field
with the relativistic electron bunch. The optical field acts back on the electron
beam and thereby microbunches are formed in the electron beam. Many electrons
radiate coherently which increases the intensity of the FEL drastically compared
to undulator radiation. For the intensity IN of the radiation field of N coherent
particles each radiating at I1 it can be stated that IN = N
2I1. For incoherent
particles the intensity only amounts to I = NI1. Since emission takes mainly place
in areas with high electron density and the size of the microbunches is of the order
of the radiation wavelength (before Doppler correction), this process leads to the
emission of coherent radiation [40].
XUV-FEL radiation is used to create a free electron plasma from liquid hydrogen
in chapter 4.4. In chapter 6.1 an XUV Michelson interferometer is described which
is used in chapter 6.2 to determine the coherence properties of XUV-FEL radiation.
2.2.5 High Harmonics of Lasers
Another possibility to create XUV radiation is via the generation of very high har-
monics of the fundamental optical laser radiation. For this purpose an intense ul-
trashort laser pulse is focused preferably into a noble gas and harmonics are created
from the non-linear interaction of the electrons in the atomic field and the electric
field of the laser [43]. The parameters of the laser are chosen, such that the atoms
of the gas are just about to be ionized. In this process a large number of atoms is
simultaneously involved and in phase with the laser field. Thus, the created har-
monics are in phase and coherent to the laser field and are emitted in a narrow cone
in the direction of the laser field. In this non-linear process only odd harmonics
are created and the resulting spectrum resembles a frequency comb with a typical
cut-off energy in the XUV, that is mostly below 13 nm.
3. Design and Characterization of
an XUV Spectrometer
A spectrometer for the XUV spectral range of λ = 4.1 nm− 17.1 nm is presented in
this chapter and the technical details of thisXUV-Multi-Angle scattering spectrometer
(XMAS) are summarized. First the design parameters are presented including sim-
ulations with the ray tracing program ZEMAX (Zemax, LLC, Kirkland, WA, USA).
Based on these simulations the components of the spectrometer are designed and
constructed and finally assembled. Toroidally curved mirrors focus the source onto
an intermediate plane acting as a virtual source for the flat-field grating. Introduc-
ing a variable slit into this plane allows for adjustment of the virtual source size and
control over aberration in the focal plane. This is a powerful tool to merge seam-
lessly between spectral resolution and optical throughput. The two configurations of
the spectrometer, with and without the collection mirrors are then operated at FEL
experiments and their performance is evaluated. Note that the XMAS represents
a complementary diagnostics to the multi angle diode array which is presented in
chapter 5.
3.1 Motivation
During recent XUV experiments a variety of XUV spectrometers has been used,
mostly one at a time [44; 45]. In these experiments intensity and spectroscopic mea-
surements were performed only under one observation angle due to the lack of several
XUV spectrometers that can be applied simultaneously during an FEL experiment.
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Figure 3.1: Schematics of the spectrometer in combination with construction design
that shows vacuum flanges and feedthroughs. The upper part shows a topview of the
spectrometer and the lower part displays a sideview.
Often the confined space at an FEL end station limits the amount of bulky vac-
uum compatible spectrometers. However, simulations show angle-dependent spec-
tra spanning over a broad spectral range. These considerations call for an im-
proved angle-dependent observation with high spectral resolution over a wide spec-
tral range [46]. Such a newly designed spectrometer has to fit in the setup of multiple
other diagnostics and safety precautions such as a laser safety tent enclosing the en-
tire experimental setup. The total length of the spectrometer can therefore not
exceed 1m.
3.2 Overall Scheme and Spectrometer Design
An overall scheme of the spectrometer including all optical components is displayed
in figure 3.1. Note that the upper part shows a topview and the lower part a sideview
of the same spectrometer scheme. Starting from left to the right, the source emits
photons in all directions. Two toroidal mirrors collect light which is emitted from the
source into different directions. Position and curvature of the mirrors are optimized
in such a way, that the 1-dimensional focal line in the sagittal plane serves as a
virtual source for the variable line spacing (VLS) grating. An adjustable slit is
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introduced in the plane of the sagittal focus to tune between spectral resolution
and throughput. The saggital focus acts as a virtual source which is dispersed by a
VLS grating and detected by a charge-coupled device (CCD). The source-grating-
CCD distances deviate from the parameters provided by the manufacturer due to
experimental and technical constraints. To account for the shift of the focus flat
field, the CCD is tilted. In the following I will give a detailed overview of the most
important spectrometer parts.
3.3 The Variable Line Space Diffraction Grating
In this chapter I will describe the VLS grating. At first emphasis is placed on a
simulation of the VLS that reproduces the parameters provided by the manufacturer
correctly. As a follow up efficiency measurements that are carried out at a tunable
XUV source are presented.
An aberration-corrected concave grating for flat-field spectrographs serves as the
dispersive element [47] in many spectrally resolving XUV apparatus. Specific design
parameters of the grating such as surface curvature, coating, blaze angle, and line
spacing are chosen in such a way that XUV radiation in the respective wavelength
range is focused along an almost flat plane. The typically flat XUV sensitive CCD
detectors can be set up along the focal plane of the VLS and detect the dispersed
radiation. For this experiment a VLS grating from HITACHI is chosen. The surface
is spherically curved with a radius of R = 5649mm. Light in the spectral range of
λ = 7nm − 22 nm impinging under 3◦ onto the grating can be spectrally resolved.
The 30mm×50mm surface is coated with a gold layer to achieve a high reflectivity.
See fig. 3.2 (left) for a simulation of the reflectivity of a flat gold surface and the
bare substrate. Across the length of the grating the line density varies from 1015
to 1449 lines/mm with a central groove spacing of 1200 lines/mm. Each groove has
a length of 30mm and a blaze angle of 3.2◦ ± 0.5◦. To obtain a flat-field focus in
the focal plane, the local groove spacing σ at the distance w from the center of the
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Figure 3.2: Left: Calculated reflectivities of a gold surface in the XUV range under low
incidence angles of 3 ◦ [48]. Right: Responsivity of the XUV-Diode
grating follows the equation:
σ(w) =
σ0
1 + 2b2w
R
+ 3b3w
2
R2
+ 4b4w
3
R3
(3.1)
where, σ0 = 1/1200mm, b2 = −20.0, b3 = 4.558× 102, b4 = −1.184× 104.
Precise knowledge of the grating efficiency is crucial for the characterization of
the spectrometer. The unknown efficiency of the VLS grating needs to be deter-
mined experimentally for different wavelengths. An XUV sensitive photo diode is
used to measure the photo current of incoming and diffracted light. In a first step
the sensitivity of the diode has been measured in the respective wavelength range.
Figure 3.2 (right) displays both responsivity (black) and the corresponding number
of photons per current (red). A very unsteady gradient can be stated from this
diagram, which is caused by the Si-L absorption edge at 12.3 nm. Thus, a measure-
ment method that rules out the strong wavelength dependence of the diode current
is suggested.
The grating efficiency was determined at the synchrotron source DORIS (DESY
Hamburg, Germany) at beamline BW3 [49], which is equipped with a monochro-
mator to pick the desired photon energy. Energies of 70 eV (17.71 nm), 100 eV
(12.40 nm), 130 eV (9.54 nm), 160 eV (7.75 nm), and 190 eV (6.53 nm) were picked
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to determine the grating efficiency in the specified range. Due to the constant de-
crease of the ring current in the synchrotron the initial condition, i.e. the incoming
XUV radiation on the grating changes continuously. Thus, during the experiment
both ring current and diode current are logged simultaneously. The grating itself is
placed on a high precision goniometer that enables rotation of the grating in steps of
(1/4000)◦. Since the synchrotron beam direction is fixed, this goniometer allows for
different incidence angles onto the grating. Incidence angles of 2◦, 3◦, 4◦ are chosen
for the experiment, where 3◦ is recommended by the manufacturer. In addition the
grating is placed on a motorized stage which moves perpendicular to the photon
beam, so that the grating can be moved out of the beam to measure the direct
beam current I0. To measure the XUV intensity in different diffraction orders, the
XUV diode is also placed on a goniometer that allows for the diode to be rotated
around the grating in steps with (1/4000)◦ precision. For this experiment intensities
in an angular range from 4◦ to 40◦ in steps of 1.75◦ were measured. To prevent
saturation of the diode in the direct beam an 800 nm Ti-foil was placed in front of
the diode during the entire experiment. For each photon energy and incidence angle
the grating efficiency was determined as follows. At first the grating was moved out
of the beam so that the diode measures the direct photon current I0, corresponding
to the ring current I0ring of the synchrotron. Then the grating was moved into the
beam and rotated such that the respective incidence angle was set. The diode was
then rotated around the grating and the photon current Iθ was measured, as well
as the corresponding ring current Iring. The efficiency was calculated as:
Efficiency =
(
Iθ − Idark
Iring
)
/
(
I0 − Idark
I0ring
)
(3.2)
Note that measurements of the diode are corrected by the dark current Idark, which
is measured with blocked synchrotron radiation.
Figure 3.3 displays the grating efficiency for different incidence angles of the
radiation. For each photon energy there are two peaks in the curve. In this case
the peak for lower angles represents the zeroth diffraction order and thus simply the
reflection of the grating. A comparison of this first peak to the simulated reflection
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Figure 3.3: Efficiency of the grating for different incidence angles 2◦, 3◦, 4◦. ν denotes the
observation angle with respect to the direction of the incoming light from the synchrotron
source.
in fig. 3.2 shows a lower value than expected for the zeroth order reflection, which
can be attributed to the blazing of the grating surface, which is intended to maximize
diffraction into the first order. The second peak in the efficiency curve represents
the first order diffraction.
Figure 3.4 displays the wavelength dependent peak efficiencies of the first order
diffraction for each incidence angle. For the manufacturer-recommended incidence
angle of 3◦ the highest efficiency of up to 28% is measured in the lower photon energy
range whereas for a very shallow incidence the efficiency drops down to about 22%.
For higher energetic photons the incidence angle is not affecting the efficiency which
is constantly about 11%. This shows, that the blaze angle is optimized for incidence
under 3◦, which is also stated by the manufacturer.
In reference [50] a different method was used to determine the absolute efficiency
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Figure 3.4: Measured grating efficiency for different incidence angles.
of a similar grating. An efficiency of 8.5% for 6.8 nm and 12% for 17 nm in first
order was published in 1984, which is lower than the newly measured values. The
remaining discrepancy can be attributed to an improved manufacturing process
over the last 20 years (as stated in a personal note by the manufacturer). A more
accurate control of the ruling process results in a lower noise level of the line spacing
and hence in an improved efficiency. This again underlines the importance of this
re-measurement of these values, to update previously published values.
3.4 Collection Mirror Setup
A detailed section of the source mirror setup is shown in fig. 3.5. The source (orange)
emits XUV light which is collected by the toroidally curved mirrors. The incident
angle of the XUV radiation onto the mirrors varies between 7.06 ◦ and 11.27 ◦ and
thus can be treated in the grazing incidence regime resulting in a moderate reflection
of about 60 − 80% (see fig. 3.6 (right)). In this setup the radiation emitted from
the source can be observed simultaneously under angles of 14.16 ◦ to 18.37 ◦ and
−14.16 ◦ to −18.37 ◦. Together with the lateral height of 5.6mm of the mirrors this
amounts to a total collection solid angle of 6.56×10−3 sr per mirror or 1.31×10−2 sr
in total. To determine the optimum curvature of the toroidal mirror the ray tracing
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Figure 3.5: Simplified scheme of the mirror setup. Light is emitted from the source
(orange) onto the mirrors A and B. Each mirror reflects onto a separate half of the detector,
which is shown in the blue inset. Spectra of Si-L-radiation collected by different mirrors
are separated along the grey dashed line. For clarification of this issue, all other optical
elements are left out in this scheme.
software ZEMAX is used. Fitting parameters are set in such a way that the vertical
focus in the meridional plane is as narrow as possible at the slit and that the width
of the beam in meridional plane covers half of the CCD. This way, a single detector
can cover the signal from both mirrors. In the simulation, the optimum curvature
of the mirrors is RM = −16.5mm in the meridional plane and RS = −950mm in
the saggital plane. The mirrors cover a length of 5.6mm in the saggital plane and
30mm in the meridional direction. The blue inset in fig. 3.5 shows the spectrum of
Si-L-shell radiation as a line on the chip, detected by both mirrors and illustrates
the separation on the detector along the grey dashed line.
To image the source onto the slit in the meridional plane and to converge the
beam onto the camera in the saggital plane the mirrors need to be shaped toroidally
which at the same time introduces a strong astigmatism. For this purpose multi-
layer reflection mirrors are not suitable, because of the required wide spectral range
of several nm. Instead, the reflectivity for different single layer coatings commonly
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Figure 3.6: Left: Calculated angle dependent reflectivity for different coatings at λ =
13.5 nm. Right: Calculated wavelength dependent reflectivity for different coatings at
8.2 ◦, RMS roughness 1 nm
used in high precision optics is calculated from the Henke tables [48]. In the left
part of fig. 3.6 the reflectivity depending on the incidence angle is calculated for
different materials. In the range of 6 ◦ to 12 ◦ these reflectivities reach from 95%
to 60% with a higher reflectivity for ruthenium and molybdenium as compared to
gold, silver, platinum, and carbon. In general the reflectivity decreases for larger
incidence angles by about 5% to 20%. In the right part of fig. 3.6 the wavelength
dependent reflectivity for a fixed incidence angle is calculated for different coatings.
All materials exhibit a reflectivity of less than 20% for wavelengths as short as 5 nm
with a steep increase of reflectivity towards wavelengths of 7 nm and longer. For
these wavelengths the reflectivity ranges from 60% to 95%. In this work ruthe-
nium is chosen as coating material due to its overall high reflectivity and its good
processability for the mirror coating procedure.
Such curved and coated mirrors were supplied by the Institute for Applied Physics
- University Jena/Germany.
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3.5 Design Parameters and Technical Implemen-
tation
The VLS in Matlab
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Figure 3.7: Simulated focal plane (red) with a source to grating distance of 150mm.
The black line marks the optimum position of the CCD. In this configuration the detector
is tilted by 37 ◦.
Given the design parameters, the grating performance is simulated with MATLAB
(The MathWorks, Inc.; Natick, MA, USA) to discover the optimal detector position
and tilt for a sufficiently short source-grating-CCD setup. Due to safety restric-
tions, that require a laser shielding tent, the experimental setup at FLASH has a
limited amount of space. The XUV spectrometer in question will be mounted to an
already existing experimental setup, whose geometry and size is mainly defined by
the FEL beam path and several measurement instruments. In combination, these
restrictions require the design of a spectrometer which is short in length. While the
optimal source to grating distance is given by rdes = 237mm resulting in a grating to
CCD distance of r′des = 235.3mm, here a source to grating distance of r = 150mm
is chosen. Such a shortened r leads to a slightly longer grating-CCD distance of
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Figure 3.8: Left: Photograph of the adjustable slit unit. The width of the slit is 20mm
and the height of the slit is adjustable between 0 and 1000µm with an accuracy of 15µm.
The slit is closed in this image. A blue circle marks the step motor to adjust the slit size.
Right: Relation between step motor counts and slit opening. A sin-function is fitted to
the data, which results from the fact that the slit is driven by an excenter wheel
r = 250mm and a tilt of the image plane by 37◦. Figure 3.7 displays the simulated
position of the focused XUV-wavelengths. The black line marks the position of the
CCD tilt by 37◦. Such a shortened source-grating-CCD setup saves about 70mm
in length or 15% of the original total length. Defocusing or possible decrease in
spectral resolution can be prevented by tilting the detector.
Important Optical Features
Figure 3.8 shows the adjustable slit, which is introduced in the plane of the vir-
tual source. Its size can be adjusted between 0µm and 1000µm with an accuracy
of 15µm. The diagram on the right side of fig. 3.8 shows the correlation between
stepper motor counts and slit opening, which has been measured with a microscope.
The reason for the sin-like function lies in the excenter drive of the opening mecha-
nism. Since the toroidal surface of the mirror exhibits a strong astigmatism, the slit
has to be introduced. By adjusting the source size, seen by the grating, the balance
between optical throughput and spectral resolution can be chosen. Behind the slit,
optical filters and a customized vacuum shutter are introduced.
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CCD
A cooled Andor iKon CCD with 2048 × 2048 pixels of 13.5 × 13.5 µm2 size and a
sensor size of 27.6 × 27.6 mm2 serves as a detector. To attach the CCD to XUV
in-vacuum experiments a CF100 flange is fixed to its front. Cooling of the back-
illuminated chip down to −90 ◦C is possible via 4-stage peltier elements. Choosing
suitable cooling temperature to minimize thermal noise is an important issue in
experiments with low signal rate. Depending on the vacuum conditions and the
presence of residual gases, the cooling temperature should be limited in order to
to prevent freezing onto the chip. To merge between fast readout and low readout
noise the pixel readout rate can be adjusted between 5MHz and 50 kHz. Binning
and region-of-interest readout mode can be applied to further increase the sampling
frequency of the detector. Since the chip is also sensitive to lower photon energies
it has to be protected from visible light, e.g. by thin film metal filters.
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3.6 Focal Point and Virtual Source
To determine the influence of the collection mirror aberration on the spectral reso-
lution, the source-mirror-slit configuration has been simulated using the ray tracing
software ZEMAX. In this configuration the mirror curvature radius in saggital plane
is optimized for smallest focus at the slit position. Figure 3.9 shows the simulated
focal spots for 13.5 nm behind the slit for different slit sizes. Note that the slit is
extended in meridional direction, so that the entire beam can pass the slit. Since
the slit acts as a virtual source for the VLS grating, the source extension in saggital
direction hampers the possible spectral resolution. As can be seen from fig. 3.9, an
increase of spectral resolution is traded in for a decreased optical throughput.
The left part of fig. 3.10 shows an image of the filter holder, which is attached
to a vacuum feedthrough. The thumb wheel allows for four different beam pass op-
tions. In closed position the lever on top of the thumb wheel allows for vacuum-tight
sealing of the rear part of the spectrometer. The rear part of the spectrometer con-
tains the VLS-grating and the CCD. Hence, the spectrometer can be attached to a
vacuum chamber which may be vented for various reasons, e.g. target replacement,
change of setup, while sensitive devices can be kept under vacuum conditions. In
Figure 3.9: Simulated spot sizes behind the slit. Depending on the slit size different
spectral resolution for an ideal grating can be estimated using the ray tracing software
ZEMAX. At the slit, the focus has a width of 8.5mm
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Figure 3.10: Left: Photograph of the vacuum feedthrough. The thumb wheel on top
allows for four different interceptions of the beam path. 1. beam is blocked, 2. unhindered
3. 250 nm Zr-foil, 4. 250 nm Al-foil. Right: Transmittance of a 250 nm Zr-foil and a
250 nm Al-foil. Both foils may shield the detector from visible light and are transparent
in complementary XUV spectra. [48]
the second position the filter holder is open and the beam passes without blocking
or attenuation. In the third position a Zr-foil of 250 nm thickness allows for block-
age of visible light, while XUV wavelengths are transmitted. An Al-foil of 250 nm
thickness can be inserted in the beam path via the fourth filter position. This Al-foil
shields visible light from the CCD and transmits XUV wavelengths. The right part
of fig. 3.10 displays the simulated transmittance of the foils in the relevant XUV
wavelength range. While the Zr-foil transmits XUV photons almost over the entire
wavelength range of the spectrometer, there is no transmission of the Al filter for
photon energies below 72.7 eV. Therefore, the Al-filter can be used to benchmark
the spectral resolution of the spectrometer by evaluation of the Al absorption edge
width. The position of the absorption edge is known to be at 17.2 nm.
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3.7 Measurement and Calibration
Calibration Source
To determine the dispersion of the spectrometer a source with well known spectral
properties over a broad wavelength range is needed. In this work the emission spec-
trum of an aluminum plasma with its numerous lines in the XUV wavelength range
is chosen. Wavelengths of the respective electron transitions are well known [48].
To generate a sufficiently hot plasma, a Titanium:Sapphire (Ti:Sa) laser at a
wavelength of 800 nm with a pulse energy of 2.5mJ and a pulse duration of 60 fs
is used. A gold coated off-axis parabola focuses the beam down to a spot size of
5µm (FWHM) onto a high purity Al foil (99.5%) with a thickness of 6.5µm. To
store the acquired spectra after each laser pulse, the laser is operated in single shot
mode. Target replacement is ensured via a three-axis positioning stage moving the
target both into the focus of the laser beam and orthogonal to the laser direction
to ensure that the laser hits an undamaged area of the foil at each shot. When the
laser pulse hits the Al-foil, a plasma is created at the surface of the foil. Depending
on existing ionization states, free electron temperature Te and free electron density
ne in the plasma, a spectrum with typical emission lines of electron transitions in
the Al electron shell can be observed. Due to the strong absorption of the XUV
light in the 6.5µm thick Al foil, only light in direct line of sight from the plasma
can be observed.
Dispersion
A typical single shot Al emission spectrum is depicted in fig. 3.11. Qualitatively,
the spectra from both mirrors A and B look alike. The spectrum shows a number
of distinct sharp emission lines in the observed spectral range that rise above a
bremsstrahlung pedestal. Lines that are marked with a black triangle in fig. 3.11,
were identified as Al emission lines and their tabulated transition energies [51] are
shown in table 3.1.
After identifying the most prominent emission lines in the measured spectrum,
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Figure 3.11: XUV intensity as a function of wavelength, emitted by the single shot laser-
irradiated Al-foil. The black triangles represent the lines used for fitting the dispersion
functions. Wavelengths of Al-spectral lines are also listed in table 3.1.
Table 3.1: The strongest observed XUV lines, as identified from the NIST atomic spectra
database (ASD) [51], for Al ions.
Observed NIST ASD Ion Transition
Wavelength Wavelength [51] Configurations
[nm] [nm]
10.50± 0.06 10.07 Mg VI 2s22p3 - 2s22p2(3P )3d
16.165± 0.06 16.17 Al IV 2s22p6 - 2s22p5(2P ◦)3s
16.00± 0.06 16.01 Al IV 2s22p6 - 2s22p5(2P ◦)3s
13.03± 0.05 13.04 Al V 2s22p5 - 2s22p4(3P )3s
13.07± 0.06 13.08 Al V 2s22p5 - 2s22p4(3P )3s
12.96± 0.05 12.97 Al IV 2s22p6 -2s22p5(2P ◦)3d
12.60± 0.05 12.61 Al V 2s22p5 - 2s22p4(1D)3s
12.54± 0.05 12.55 Al V 2s22p5 - 2s22p4(1D)3s
10.83± 0.05 10.81 Al V 2s22p5 - 2s22p4(3P )3d
10.79± 0.05 10.79 Al V 2s22p5 - 2s22p4(3P )3d
10.39± 0.05 10.39 Al V 2s22p5 - 2s22p4(1D)3d
9.38± 0.05 9.3955 Al V 2s22p5 - 2s22p4(3P )4d
9.27± 0.05 9.26 Al VI 2s22p4 - 2s22p3(4S)3d
9.09± 0.05 9.09 Al VI 2s22p4 - 2s22p3(2D)3d
8.82± 0.05 8.82 Al VI 2s22p4 - 2s22p3(2D)3d
8.76± 0.05 8.77 Al VI 2s22p4 - 2s22p3(2D)3d
8.56± 0.05 8.55 Al VI 2s22p4 - 2s22p3(2P )3d
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Figure 3.12: Left: Dispersion function of the spectrometer for both mirrors. The abscissa
shows the absolute CCD pixel position. The ordinate displays the nm (left) and eV
(right) of the identified transition lines. Tabulated values are taken from the atomic
spectra database of NIST [51]. Fitting parameters for the curves are: A:λ[nm] = (4.05 ±
0.14) + (4.17± 0.20)10−3x+(1.078± 0.071)10−6x2 and B: λ[nm] = (4.19± 0.10) + (3.85±
0.15)10−3x+(1.204±0.052)10−6x2 Right: From the Dispersion and the pixel size (13.5µm)
the energy spread per pixel is calculated.
their position on the CCD is plotted against the tabulated wavelengths. In the left
part of fig. 3.12 a second order polynomial is fitted to either data set. The second
order dispersion functions are thus:
λA[nm] = (4.05± 0.14) + (4.17± 0.20)× 10−3x + (1.078± 0.071)× 10−6x2
λB[nm] = (4.19± 0.10) + (3.85± 0.15)× 10−3x + (1.204± 0.052)× 10−6x2
where x is the pixel position on the CCD. According to the dispersion function, the
CCD spans over a wavelength range for each mirror as follows:
pixel A [nm] A [eV] B [nm] B [eV]
0 4.05 306 4.19 296
2048 17.19 72.5 17.12 72.4
Note that especially shorter wavelengths will be difficult to observe in this setup!
This is due to the fact that the transmission of the visible light blocking Zr foil
decreases significantly for wavelengths shorter than 7 nm.
Comparing the design values and the dispersion from the ray tracing simulation
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to the dispersion function from the experiment, there is a disagreement. While the
shape of the dispersion curve can be well approximated to a second order polyno-
mial, there is an offset which results in a shifted total wavelength range towards
shorter wavelengths. This deviation is likely caused by the fabrication process of
the spectrometer parts and during the assembly. Uncertainties can be introduced
in different ways, such as soldering of vacuum flanges and tubes and the mechanical
mounting of filters and grating. Especially the relative position of the virtual source,
i.e. the slit, and the grating has a major influence on the dispersion.
The right part of fig. 3.12 shows the energy spread per µm (left) in black and
the wavelength change in nm per pixel (right) in red depending on the position on
the CCD. Since this plot represents basically the first derivation of the dispersion
function, it shows that longer wavelengths will be separated further on the detector
than short wavelengths.
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Figure 3.13: Spectral resolution at the Al absorption edge of 17.055 nm Left: Si-
bremsstrahlung with a 250 nm Al foil in front of the CCD. Grey rectangles mark the
areas of either of the mirrors. Middle, Right: Normalized profile of Al L-absorption edge
for the mirrors B-(middle) and A-(right). The slit width is varied between 225µm and
1050µm
To determine the spectral resolution of the spectrometer depending on the differ-
ent slit sizes a source with a narrow spectral emission line is needed. Alternatively
the Al L-absorption edge at 17.055 nm (72.7 eV) of the 250 nm Al filter can be used.
Si-bremsstrahlung from a laboratory XUV tube described in chapter 2.2.1 serves as
the source of broadband XUV radiation while the Al-filter is introduced in the beam
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Figure 3.14: Width of the Al L-absorption edge at 17.055 nm for different slit widths.
The dashed line below 5 px marks the natural line width of ≈ 0.05 nm (0.2 eV) the Al-
absorption edge.
path. Due to the absorption in the L-shell of Al a step like decrease of intensity
can be observed in the spectrum as can be seen in the left part of fig. 3.13. The
edge width of the absorption edge is now analyzed for both mirrors and different
slit sizes between 225µm and 1050µm. To account for the decreased throughput
at smaller slit sizes the number of accumulations for each spectrum is adapted to
achieve a comparable count rate for the respective setting. Figure 3.13 (middle,
right) shows the steepening of the edge and thus the increase of spectral resolution
for a decreased slit size.
Figure 3.14 displays the width of the L-absorption edge for different slit widths for
both mirrors. At the expense of a relatively low throughput the spectral resolution
can be raised to 0.12 nm at 17.055 nm which leads to a spectral resolution ofE/∆E =
144.
To analyze the spectral resolution at other XUV wavelengths the emission of
a laser generated Al plasma was observed with a 250 nm Zr foil as a visible light
block in front of the detector. Different slit sizes between 510µm and 1330µm
where adjusted. Spectrally resolved images of different Al plasma emission lines
were evaluated. Figure 3.15 shows profiles of the doublet at 16.0 nm (77.4 eV) and
of 4 separate emission lines at 13.1 nm (94.6 eV) for different slit sizes. While the
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Figure 3.15: Spectral resolution of different Al plasma emission lines for different slit
sizes. The dashed grey line marks the FLYCHK [52] simulation for a free electron density
ne = 10
23 cm−3 and a free electron temperature of Te = 10 eV.
lines are not resolved for a wide opened slit, they can be discriminated for slit widths
of 630µm and smaller. No spectral lines can be detected for slit sizes smaller than
510µm, since the transmission through the slit is too low.
Throughput
Figure 3.16 shows the wavelength dependent photon transmission of the different
spectrometer components. Note that the term “transmission” can also be under-
stood as reflectivity in this context. The black line marks the reflectivity of a
ruthenium coated mirror for an incidence angle of 8.2 ◦ and zero surface roughness
(see also fig. 3.6). A red line marks the measured grating efficiency from fig. 3.4.
The transmission of the visible light shielding Zr foil from fig. 3.10 is marked in
green here. Manufacturer information about the quantum efficiency of the CCD is
reproduced in the dark blue line, while the light blue line shows the transmission
of a 50 nm Si dead layer on the CCD. It can be understood by means of photo
absorption of silicon inside the CCD chip. The distinct edge at 12.3 nm marks the
absorption edge of the Si L-shell.
All transmission and reflectivity effects are included in the dashed line. For
wavelengths shorter than 7 nm the total efficiency drops by one order of magnitude
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which is mainly caused by the decreased grating efficiency and transmission of the
Zr foil. Removing the Zr foil would require careful shielding of the experimental
setup from scattered visible light and is not always possible, since visible light can
also originate from the XUV source point, e.g. at laser plasma experiments. In the
central wavelength range the trend of the total efficiency is mainly determined by
the transmission of the Si dead layer with an effective thickness of 50 nm on the
CCD. In the long-wavelength limit there is no limitation from optical components.
The limited size of the CCD is the reason why the spectrometer range does not
extend further into that wavelength range.
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Figure 3.16: Displayed are the different efficiencies and transmissions of optical elements
in the beam path. Not included is the slit and its influence on the edge of the focus.
4. XUV Spectrometry of Plasmas
4.1 Multi Angle Spectroscopy of a Laser Gener-
ated Al Plasma
A proof of principle experiment that uses the two collecting mirrors of the XMAS
simultaneously is presented in this chapter.
For the multi angle spectroscopy experiment the same setup as for the determi-
nation of the dispersion, which is described in chapter 3.7 was used. An ultra short
(≈ 50 fs) Ti:Sa laser pulse with a pulse length of 60 fs, a pulse energy of 2.5mJ, and
a wavelength of 800 nm is focused onto an Al foil of 6.5µm thickness. At moderate
laser intensities an Al plasma is created at the foil surface. Depending on existing
ionization states, free electron temperature Te and free electron density ne in the
plasma, a spectrum with typical emission lines of electron transitions in the Al elec-
tron shell can be observed. Only the mirror facing the front side of the foil observes
plasma emission, if the laser pulse impinges well below the edge of the foil. Since the
plasma extends over a certain area across the foil surface, a spectrum can also be
observed by the mirror facing the rear side of the foil under certain circumstances.
As shown in the left part of fig. 4.1, emission from the edge of the plasma will reach
over the edge of the foil, and thus can be detected by the rear side mirror, if the
laser is focused in the vicinity of the Al foil edge. To observe also emission from
the central parts of the plasma, the laser focus needs to be pointed further to the
edge of the Al foil as can be seen in the middle and right parts of fig. 4.1. Since the
wavelength range of the spectrometer extends over emission lines of several ioniza-
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Figure 4.1: Plasma emission scheme of the experiment. The laser coming from the
left side creates an extended plasma at the surface of the 6.5µm foil. Left: Due to the
absorption of the Al foil plasma emission will mainly be observed by the front side mirror.
Middle: If the laser focus hits the foil close to edge, the plasma will extend over the edge
of the foil and emission will be observed by the rear side mirror. Right: Both mirrors will
observe the same spectra, if the laser pulse hits the foil directly at the edge of the foil. No
shadowing by the foil itself is observed in this case.
tion states of Al, the plasma in fig. 4.1 is split into three different ionization zones,
IV, V, and VI. The temperature and density profile is expected to be smooth and
with Te and ne decreasing from the center to the edge. The inner zones contain
mixtures of all kinds of ionization states, and thus will emit photons of different Al
transitions. The rear side mirror will observe plasma that heats up, as the laser
focus moves closer to the edge, in contrast to the front side mirror which observes
the entire plasma for each shot and thus an integrated signal over all temperatures.
Since a profile of the respective detector images is used to determine the spectral
emission, there is no spatial resolution of the plasma temperature within a single
mirror image.
Figure 4.2 (top left) shows typical spectra of front and rear side mirror for the
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Figure 4.2: Top Left: Typical spectra from front and rear side mirrors for the same shot.
The emission lines at 16.17 nm and 13.04 nm and their respective intensity relation are
marked. Top Right: Normalized intensity relation of the different emission lines and the
Al IV emission line at 16.17 nm for the rear side mirror. Normalization is carried out with
respect to the corresponding front side relation. X-axis shows the distance of the laser
focal spot to the edge of the foil. Bottom: Observation of most energetic Al emission lines
at distances to the foil edge.
same shot. While the front side mirror shows a spectrum with many Al emission
lines also from higher ionization states, the rear side mirror observes only a few
emission lines for lower ionization states, indicating a plasma with lower Te. To make
this observation accessible to a detailed analysis, the intensity ratio of the emission
line at 16.1 nm and other emission lines are calculated. This ratio is normalized
by the respective ratio of the same emission lines from the front side mirror to
compare the data to other laser shots on the Al foil. Normalizing the data rules
out shot to shot fluctuations caused by different laser pulse intensities or differing
focal conditions of the laser. This data processing is now done for different emission
lines over the full wavelength range of the spectrometer and for different distances
between the laser focus and the edge of the foil, as shown in fig. 4.2 (top right).
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Figure 4.3: To estimate the free electron density ne the measured spectrum (black solid
line) is compared to simulated emission spectra of different free electron temperatures (blue
dashed lines). Especially for higher photon energies the simulation for ne = 10
21 cm−3
(left) does not reproduce the characteristic bumps. For ne = 10
23 cm−3 (right) the simu-
lated spectra superelevate these bumps to a plateau that contains a less structured shape.
For ne = 10
22 cm−3 (middle) both emission lines and the underlying shape are well repro-
duced by the simulation. Simulations were done with FLYCHK [52].
It can be noted that short wavelengths, ergo emission from higher charged ions,
can only be observed by the rear side mirror if the laser hits close enough to the
edge of the foil. This is equivalent to the fact, that the hot regions of the plasma
emerge only close to the center of the laser focus. The half width of the curve
for each emission line of fig. 4.2 (top right) is determined. Results are depicted in
fig. 4.2 (bottom). A fast decrease of emission intensity for higher energy photons
with energies above 120 eV can be stated. These photons stemming from ionization
states Al IV and Al V are only emitted up to a distance of 60µm from the laser
focus center. Lower energy photons are emitted at distances between 100µm (Eph <
120 eV) and 450µm. The spectra are now compared to simulated emission spectra
obtained by the simulation software FLYCHK [52], which calculates ionization states
and emission spectra of an element for a given Te and ne. A free-electron density
of ne = 1 · 1022 cm−3 is estimated from the general composition of the emission
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Figure 4.4: Simplified scheme of the free electron temperature Te distribution in the
plasma.
spectrum. Further explanation of this estimation can be found in fig. 4.3. Emission
of photons with energies above 120 eV can only be expected for plasmas with a free-
electron temperature exceeding 25 − 30 eV. Emission of photon energies between
110−120 eV is expected to be observed for a plasma at Te ≈ 20 eV and hotter. The
lowest observed photon energies between 78 − 100 eV will be emitted by a plasma
of temperature Te ≈ 15 eV, according to the simulation.
Figure 4.4 displays a simplified scheme of the sizes of the measured temperature
zones. An even higher free-electron temperature is expected for the center of the
plasma. Since the focus of the laser spot is by two orders of magnitude smaller
than the centroid of the 25 eV temperature zone, most of the laser pulse energy
will be deposited in a small area around the focus. To gain more knowledge of the
hot central part of the plasma a spectrometer that extends further into the short
wavelength range would be necessary.
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4.2 Simultaneous Multi-Angle XUV Spectroscopy
In this chapter an experiment to determine the non-linear dispersion function si-
multaneously for three different spectrometers is described. The experiment was
carried out at the FLASH facility at DESY (Hamburg) in preparation of an XUV
pump probe experiment. All spectrometers are equipped with an XUV flat field
grating similar to the one described in chapter 3.3. Data and results in the follow-
ing chapter have been basis for the publication “In-situ determination of dispersion
and resolving power in simultaneous multiple-angle XUV spectroscopy” in Journal of
Instrumentation [53]. A thus calibrated spectrometer can be used for experiments
described in chapters 4.3 and 4.4.
In the experiment a commonly present material such as technical aluminum is
used to create plasma emission lines from Al and Mg. Therefore an ultra short
laser pulse at 800 nm is focused onto the aluminum block. Consequently spectral
calibration of the spectrometers in the wavelength range from 10 − 19 nm is possi-
ble. The µm sized plasma is observed simultaneously under different viewing angles
by the spectrometers, enabling an in-situ cross-calibration of dispersion and spec-
tral resolution. Subsequent laser plasma experiments do not require a change of
the experimental setup. A comparison of the measured dispersion to ray tracing
simulations is given at the end of the chapter.
4.2.1 Experimental Procedure
Dispersive Elements
Total external reflection gratings serve as a suitable dispersive element for the XUV
wavelength range. In comparison to free-standing transmission gratings they do not
imprint additional structures from a periodic support grid on the spectrum [42; 54].
In addition, the blazing of the gratings significantly increase the efficiency and a
variable line spacing (VLS) leads to focusing of the spectral lines on a flat field [47;
55]. The efficiency of such a VLS grating for different incidence angles has been
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Figure 4.5: Left: Different schemes of XUV spectrometers that use a flat-field grating
(RG): (Top) No further optical elements between the plasma source and the spectrometer,
(Middle) A virtual source is introduced via an adjustable slit (S), (Bottom) A toroidal
mirror (TM) in front of the grating images the source onto a CCD. Right: Scheme of
the experimental setup. The laser pulse coming from the right is focused on the edge
of a piece of technical aluminum. The plasma emission is observed under three different
viewing angles by the XUV spectrometers [53].
measured and is further discussed in chapter 3.3.
Grating Spectrometers
In the following the three different spectrometer setups that have been used for the
experiment discussed in this chapter will be described. All of them employ flat field
VLS reflection gratings.
In the upper left part of fig. 4.5 the most simple scheme of a spectrometer is
realized. In this case the plasma itself serves as the real source point. As a dispersive
element serves the concave VLS grating (RG) [55], which properties are extensively
discussed in chapter 3.3. It is commercially available. As described in chapter 3.3,
the ideal source to grating distance is about 25 cm combined with an incidence
angle of 3◦. Due to mechanical limitations at the experimental station at FLASH
the source to grating distance was set to 237mm and the accompanying incidence
angle on the grating was set to 3.4◦. This way the flat field could be maintained.
An Andor DO420 CCD was used as a detector for this spectrometer. The chip size
is 1024×255 pixels and the pixel size is 26×26 µm2. In the non-dispersive direction
the detector read-out was set to full vertical binning. For an improved signal to
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noise ratio, an optical light filter in form of a 880 nm thick Zr-foil was mounted in
front of the CCD.
The advantage of such a spectrometer setup is the large collection solid angle.
In turn, the position of the source directly impacts the incidence angle on the VLS
grating and thereby the dispersion and efficiency. I will refer to this spectrometer
as the Direct Hitachi.
In the middle left in fig. 4.5 a simplified version of the spectrometer from chapter 3
is shown. Due to spatial restrictions of the experiment at FLASH the toroidal
collection mirrors before the slit have been unmounted. Thus, the spectromter
setup consists of the adjustable slit (S), the VLS grating (RG) [55] and a detector.
A detailed description of distances and angles of the optical components from the
slit to the CCD can be found in chapter 4.5. In comparison to the Direct Hitachi the
detection solid angle is reduced due to the limited opening of the slit. In turn the
spectral resolution can be increased when reducing the slit size. This also reduces
the sensitivity towards source instabilities and extended source sizes. Long-time
accumulations with a stable resolution can be achieved with a fixed slit size. In
this experiment the slit size was set to 100µm. A Zr-filter of 200 nm thickness
is introduced in front of the VLS grating to block visible light. The detector, an
Andor iKon CCD with with 2048× 2048 pixels and a pixel size of 13.5× 13.5 µm2
was set to full vertical binning. As a consequence an asymmetric line profile could
reduce spectral resolution and influence the dispersion if a plasma emission line is
not perfectly straight on the CCD. To exclude such an influence, the straightness of
a plasma emission line was observed in imaging mode of the detector and was found
to be better than 3 pixels over the entire height of the camera. I will refer to this
spectrometer as the Slit Hitachi.
In the bottom left of fig. 4.5 another spectrometer scheme is shown. This setup
combines a toroidal mirror (TM) with a flat field grating and has been extensively
discussed in reference [8]. An incidence angle of 7.5◦ on the grating and the proximity
of the mirror to the source ensure a large solid detection angle. For the supression of
optical light a Zr-filter of 250 nm thickness can be introduced in front of the detector.
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An 800 l/mm grating (HORIBA) serves as a dispersive element. In combination with
the toroidal mirror it is possible to observe both 0th order and dispersed diffraction
orders on the detector, which makes it also a suitable XUV imaging system. A
Princeton Instrument PIXIS CCD with 2048× 512 pixels and a pixel size of 13.5×
13.5 µm2 serves as a detector. To reduce the read-out time, the detector is set to
region-of-interest read-out mode. I will refer to this spectrometer as Hitrax.
To minimize thermal noise for all detectors, the CCDs were cooled to −50◦C by
air-cooled, fan-assisted, multi-staged Peltier elements.
Setup for Multi Spectrometer Characterization
A crucial part for the design and manufacturing of spectrometers is the performance
of the dispersive element. In the case of XUV reflection gratings the parameters, such
as line spacing, curvature [47; 55] or reflection efficiency, as measured in chapter 3.3
are typically well known. Hence, a detailed simulation and ray tracing analysis is
feasible to determine possible spectrometer parameters such as distances and angles
of optical elements. The performance of parameters that differ from standard values
can also be evaluated.
Nevertheless, a detailed experimental performance check has to be conducted for
every spectrometer built in the mechanical workshop. As can be seen from the
results in chapter 3.3, careful adjustment of the incidence angle is needed for a
reliable dispersion function. Along with that comes a detailed test of the detectable
spectral window and the resolving power.
For the plasma spectroscopy experiments that will be discussed in chapters 4.3
and 4.4 strict time constraints applied at the user facility FLASH. In such a case
the spectrometer is typically assembled right before the actual experiment, which
bears the risk of mechanical uncertainties and consequently in uncertainties of the
spectrometer performance.
As explained in chapter 3 a suitable calibration source for an XUV spectrome-
ter should emit spectrally narrow lines at tabulated wavelengths. In addition, the
source size needs to be fairly small in the range of a few ten-µm, in order to de-
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termine the spectral resolution. The emittance of such an ideal calibration source
should be isotropic in order to illuminate the entire toroidal mirror in case of the
Hitrax spectrometer or the whole grating aperture in case of the Direct Hitachi and
the Slit Hitachi. Conventional noble gas discharge sources exhibit typically a lim-
ited divergence and large source sizes and are therefore not suited for simultaneous
determination of spectral dispersion. In the setup described here, the XUV source
is present at the experiment and thereby accounts for the specific modifications at
the experimental setup. The spectrometers are mounted to the experimental tar-
get chamber to observe the target chamber center (TCC) under different viewing
angles of 20◦, 90◦, and 160◦ with respect to the incoming laser as shown in the
right part of fig. 4.5. At TCC an edge of a target stage, which is made of tech-
nical aluminum serves as target material. An alloy of AlMgSi0.5 typical serves as
material for drilling, turning and milling in mechanical workshops. Therefore this
kind of technical aluminum is typically present close to the focal area, serving as
target holder or part of the experimental setup. In contrast to gold and copper it
does emit a high number of narrow spectral lines when irradiated with an optical
laser of moderate intensity around 1014 W/cm2. These ionic lines in the XUV range
originate from Al and Mg [56].
To create the plasma a Ti:Sa laser [57] is focused onto the edge of the Al:Mg
target holder. The focal spot has a diameter of approximately 60 µm. At a pulse
duration of 70 fs and a pulse energy of 1mJ an intensity of about 5 × 1014W/cm2
is reached at the target surface, where the plasma is created. A plasma plume is
formed and expands after the surface plasma is created. Similar to considerations in
chapter 3 the visibility of the emission lines is different for different viewing angles
of the three spectrometers. Especially the Slit Hitachi will only observe weaker
emission from the expanded outer parts of the plasma which are colder than the
central parts. Due to the plasma expansion and the extended laser spot size the
spectral resolution of Hitrax is limited.
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Figure 4.6: Left: Normalized intensity of the emission spectra observed under the dif-
ferent viewing angles by the respective spectrometers. To fit the dispersion function the
lines marked with a black triangle were used. Right: Shown is the dispersion function
for each of the spectrometers. Note that the lower x-axis holds for the direct Hitachi
with the 1024 pixels, whereas the upper x-axis represents the 2048 pixels CCD for the
two other spectrometers. Identified emission lines from the NIST database are marked
accordingly [53].
XUV Emission Spectra and Dispersion Functions
XUV plasma emission spectra for the three spectrometers are displayed in fig. 4.6.
The spectra comprise of 100 exposures each for a sufficient signal to noise ratio.
Since the efficiency of Hitrax decreases below 9 nm and the transmission of the Zr
filters decreases for wavelengths longer than 19 nm the spectra are only shown in a
wavelength range from 10 nm to 19 nm.
While the Direct Hitachi and Hitrax observe a variety of emission lines from the
hot plasma center, the Slit Hitachi detects only a few lines from the colder parts
of the plasma plume. This can be explained by the shadowing effect of the target
holder for a viewing angle of 20◦. In this case also the continuum background is
absent. Nevertheless, the doublet at 16 nm [56] is present in all spectra and can be
used to estimate the spectral resolution.
To identify the tabulated emission lines and match them with the observed ones,
the previously characterized Hitrax was used. Tabulated values are taken from the
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atomic spectra database of NIST [51], their position is marked with black triangles
in the left part of fig. 4.6. In the right part of fig. 4.6 the pixel position of these
identified lines is marked for each spectrometer and a second order polynomial is
fitted accordingly to match the observed emission lines. Thus determined dispersion
functions are displayed in fig. 4.6, their first and second order coefficients, A1 and
A2 are:
Direct Hitachi : A1 = (−2.49± 0.02)× 10−2 and A2 = (6.3± 0.8)× 10−6.
Slit Hitachi : A1 = (5.4± 0.7)× 10−3 and A2 = (0.8± 0.2)× 10−6.
HiTRaX : A1 = (9.7± 1.5)× 10−3 and A2 = (3.1± 0.7)× 10−6.
Using the respective dispersion functions allows to identify the observed emission
lines in the spectral range between 10 nm and 19 nm. Note that within this spectral
range there are mainly transitions from Al IV-VI and for Mg I-IV, VII present.
Optimization of Ray Tracing Parameters
a mismatch is found comparing the measured dispersion functions of the Direct
Hitachi and the Slit Hitachi to the expected dispersion from ray tracing simulations.
The discrepancy is likely introduced by mechanical deviations, which can occur in
the fabrication process, i.e. during soldering of tubes and flanges or during the
assembly of the spectrometer, i.e. when screwing together support parts for grating
and filter. In total, these uncertainties may add up to the order of 1mm and thereby
also influence the dispersion function. As can be seen from the scheme of the Direct
Hitachi in fig. 4.5 also the Y-position of the grating should be considered important.
The Hitachi grating was implemented in the ray tracing software ZEMAX [58] and
both the Direct and the Slit Hitachi were modeled. Best match between measured
and ray traced dispersion can be found if the brightest Al emission lines are used to
modify mechanical values in the software as follows.
Starting with the Slit Hitachi, at first the distance between maximum and min-
imum wavelength λmax = 18nm and λmax = 13nm was adjusted in the simulation
by tilting the grating. The best match was found for an incidence angle of 3.085◦.
Compared to the design value of 3◦ there is only a difference of 3%. After match-
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Figure 4.7: Left: Simulation of the Direct Hitachi with the ray tracing software ZEMAX.
Right: Depending on the Y-position of the source also the 13.5 nm position shifts (left axis).
The linear dispersion changes accordingly (right axis) [53].
ing the linear dispersion, the relative distances of the strong emission lines where
compared and found to be in good agreement with the measured values. Thus, the
optimization of the dispersion is complete.
To match the position of the spectrum on the CCD, in a next step the position
of the detector itself was moved in the ray tracing software. Using the coordinate
system introduced in fig. 4.5, the optimum focal distance is Z = 256.5mm and the
optimum translation in dispersion direction is Y = 59.27mm. Compared to the
design parameters of Z = 250mm and Y = 58mm there is a notable discrepancy
of 6.5mm in Z. The reason lies in the assembly of the spectrometer, when a spacer
was introduced under the grating. The spacer was used for fine adjustment of
the rotation angle to match the incidence angle of 3◦. Along with that comes a
small displacement of the grating in Y-direction causing the beam to hit the grating
slightly decentered. This leads to a longer beam path between grating center and
detector. In this case a lift of only ∆Y = 0.35mm is needed to achieve the observed
effect.
As mentioned, the Y-position of grating for the Direct Hitachi is a crucial param-
eter. CCD and grating were at fixed positions relative to each other, since no further
XYZ-manipulator could be attached to the experimental chamber. Similar as in the
aforementioned case, parameters of the simulation are adjusted. The dependency of
the Y-parameter of the grating is shown in fig. 4.7. In the right part of fig. 4.7 the
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Figure 4.8: Left: Spectral resolution of the Al IV doublet at 16 nm (left) and of a
single Mg V emission line at 12.2 nm (right). The FWHM is marked with a dashed
line. Right: Simulation of the spot width as a function of source shift of monochromatic
radiation at 13.5 nm for the Direct Hitachi. [53]
shift of the position of 13.5 nm on the CCD is shown for the corresponding Y-shift
on the left axis. The right axis displays the change in linear dispersion, respectively.
For 13.5 nm a Y-shift of the grating of ±2mm results in a ±617µm shift at the
detector, while the dispersion changes only slightly by ±1.25%.
For an estimation of the spectral resolution of the Direct Hitachi, the spot size of
the 13.5 nm was determined using the ray tracing software. The right part of fig. 4.8
shows the linewidth of the 13.5 nm dependent on the Y-decenter of the source. At
Y = 0.5mm the narrowest line can be found, whereas for Y between ±2mm the
line width varies from 230µm to 44µm and back to 422µm. Since the flat field
spectrometer is optimized for numerous wavelengths, the optimum line width for
13.5 nm is not found at Y = 0.
Spectral Resolution
For a benchmark of the spectral resolution of all three spectrometers two plasma
lines are used as shown in the left in fig. 4.8. The doublet emission line of Al IV
at 16 nm is used to determine the Full-Width-Half-Maximum (FWHM) of the Slit
Hitachi δSHλ = 0.05 nm and the Direct Hitachi δDHλ = 0.06 nm, while the Hitrax
spectrometer cannot resolve the doublet. Therefore, a Mg V emission line at 12.2 nm
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is used to estimate a spectral resolution for Hitrax of δHiλ = 0.09 nm. The Direct
Hitachi has a spectral resolution of δDHλ = 0.06 nm for this line, whereas the line is
to weak to be seen by the Slit Hitachi in forward direction.
For the Direct Hitachi both lines at 12.2 nm and at 16 nm exhibit the same spectral
resolution of δDHλ = 0.06 nm. The same increment of spectral resolution is therefore
estimated for the Direct Hitachi. In case of the Hitrax spectrometer the determined
resolution at the single 12.2 nm line should be in favor of the unresolved doublet.
Since the spectrum is folded with an image of the source, the spectral resolution
is reduced due to the source size of 50µm and an expanded plasma. To achieve a
higher resolution a decreased source size, i.e. by a smaller laser focus (≤ 10µm) is
needed.
Finally, for the evaluation of the spectral resolution it should be noted that line
broadening mechanisms should be considered. The Mg line and the Al doublet lower
levels are ground states. A possible broadening could therefore be introduced by the
opacity effect. Another contribution the line broadening could be Stark effect at the
present electron densities. The measured spectral resolution of the spectrometers
can thus be understood as a lower limit.
4.2.2 Summary of the Section
In this chapter an in-situ and simultaneous method for the cross-calibration of three
spectrometers is presented. Resolution and non-linear dispersion of the different
XUV spectrometers are determined at experimental conditions.
As an XUV source a laser created plasma from technical aluminum is used. The
Al:Mg alloy is typically present at experimental setups in form of target holders,
support stations, and others. In this case a moderate intense Ti:Sa laser was used.
It should be noted, that the choice of the laser and certain parameters such as highest
intensities or ultrashort pulses is not crucial for the presented method. A moderate
intensity of 1014W/cm2 to create the plasma can be generated by most of the lasers
present at experiments such as FEL experiments with optical probe, high-harmonic
generation and plasma experiments. The plasma emission covers a wide spectral
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range in the XUV. However, in this case the spectrometers are sensitive to 13.5 nm
and around, which is a well explored range for lithographic applications.
The non-linear dispersion function of three different VLS grating spectrometers
was determined in the wavelength range between 10 nm and 19 nm. For the Hitrax
spectrometer with a toroidal mirror and a reflection grating with 800 l/mm a first
order dispersion of 7.2×10−4 nm/µm was found. For the Direct Hitachi spectrometer
with a curved VLS grating with 1200 l/mm the first order dispersion was measured to
be 9.6×10−4 nm/µm, and for the Slit Hitachi 4.0×10−4 nm/µm was measured. The
respective second order terms of the dispersion are more than 1000 times smaller.
Furthermore, the spectral resolution was determined for different emission lines and
an upper limit of δλ = 0.06 nm was found for the HITACHI gratings and δλ =
0.09 nm for the Hitrax spectrometer with a HORIBA grating.
Such on-site calibrated spectrometers can now directly be used for subsequent
laser plasma experiments, without changing the experimental setup.
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Table 4.1: The strongest observed XUV lines, as identified from the NIST atomic spectra
database (ASD), for Al and Mg ions.
Observed Wavelength NIST ASD Wavelength Ion Transition Configurations
[nm] [nm]
10.50± 0.06 10.07 Mg VI 2s22p3 - 2s22p2(3P )3d
10.88± 0.06 10.85 Al IV 2s22p6 -2s22p5(2P ◦
1/2)6d
10.89 Al IV 2s22p6 -2s22p5(2P ◦
3/2)6d
11.19± 0.08 11.15 Mg V 2s22p4 -2s22p3(2P ◦)3d
11.17 Mg VI 2s22p3 -2s22p2(3P )3s
11.45± 0.05 11.48 Mg V 2s22p4 -2s22p3(2D◦)3d
11.54± 0.05 11.54 Mg V 2s22p4 -2s22p3(2P ◦)3d
11.71± 0.05 11.70 Mg VI 2s22p3 - 2s22p2(3P )3s
11.72 Mg VI 2s22p3 - 2s22p2(3P )3s
12.20± 0.05 12.20 Mg V 2s22p4 - 2s22p3(4S◦)3d
12.43± 0.05 12.40 Al IV 2s22p6 -2s22p5(2P ◦
1/2)4s
12.46 Al IV 2s22p6 -2s22p5(2P ◦
3/2)4s
12.55± 0.05 12.55 Al V 2s22p5 - 2s22p4(1D)3s
12.61 Al V 2s22p5 - 2s22p4(1D)3s
12.56 Mg V 2s22p4 - 2s22p3(2D◦)3d
12.95± 0.05 12.97 Al IV 2s22p6 -2s22p5(2P ◦)3d
13.05± 0.05 13.04 Al V 2s22p5 - 2s22p4(3P )3s
13.08 Al V 2s22p5 - 2s22p4(3P )3s
13.73± 0.05 13.72 Mg V 2s22p4 - 2s22p3(2D◦)3s
13.74 Mg V 2s22p4 - 2s22p3(2D◦)3s
14.04± 0.05 14.04 Mg IV 2s22p5 - 2s22p4(1D)3d
14.70± 0.05 14.06 Mg IV 2s22p5 - 2s22p4(1D)3d
16.00± 0.05 16.01 Al IV 2s22p6 - 2s22p5(2P ◦)3s
16.14± 0.05 16.17 Al IV 2s22p6 - 2s22p5(2P ◦)3s
17.15± 0.08 17.14 Mg III 2s22p6 - 2s22p5(1P ◦
3/2)4d
17.17 Mg IV 2s22p5 - 2s22p4(1D)3s
18.02± 0.08 18.01 Al IV 2s22p5 - 2s22p4(3P )3s
18.06 Al IV 2s22p5 - 2s22p4(3P )3s
18.62± 0.10 18.65 Mg III 2s22p6 - 2s22p53d
18.72 Mg III 2s22p6 - 2s22p53d
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4.3 Determination of Free Electron Temperature
from XUV – Bremsstrahlung Spectroscopy
Data and results in the following chapter have been reported in the publication
“Ultrafast electron kinetics in short pulse laser-driven dense hydrogen” [59]. The
experiment was carried out at the FLASH FEL at DESY (Hamburg).
To evaluate the heating of a cryogenic dense hydrogen target by an intense ultra-
short infrared laser pulse, XUV bremsstrahlung spectroscopy can be a useful tool.
The following part will report on an experiment that employs XUV spectrosocopy
in the spectral range of 8− 18 nm. Best fit of the corrected spectra can be found by
comparison to a simulated two temperature model, with free electron temperatures
of ∼ 13 eV and ∼ 30 eV. The measured temperatures in the dense hydrogen plasma
are compared to simulations.
4.3.1 Setup and Experiment
The Hydrogen Target
One of the most demanding tasks in vacuum high repetition rate laser plasma ex-
periments is the supply of a pristine free standing target for every laser pulse. In
this experiment a jet of cryogenic liquid hydrogen is used for that purpose. The
liquid jet is generated by pressing hydrogen gas at ∼ 2 bar through a nozzle of 5µm
diameter. A helium flow cryostat is attached to the nozzle to cool down the hydro-
gen to ∼ 20K and thereby liquefy the gas. Surface tension and small fluctuations
at the liquid jet will cause an unstable flow. After a certain propagation length the
Rayleigh breakup will destroy the jet [60] and the remaining droplets will eventually
freeze after a few millimeters by evaporational cooling. For control over the position
of the hydrogen jet in the vacuum chamber, the cryostat is attached to a three di-
mensional manipulator. In this experiment the position of the nozzle is chosen such
that the interaction point is about 1 − 2mm in front of the nozzle. A residual gas
pressure of the order of 10−6mbar is measured in the vacuum chamber.
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Figure 4.9: Scheme of the setup. The horizontally polarized laser is focused under an
angle of 110◦ onto the hydrogen jet. The XUV spectrometer is fixed at an angle of 90◦ to
the Ti:Sa laser [59].
The Ti:Sa Laser
To create a sufficiently high free electron density and free electron temperature
the FLASH pump probe laser system and in particular the Ti:Sa system is used
[57]. Laser parameters, relevant for the experiment are as follows. In a first step
ultrashort pulses are produced by a Ti:Sa laser oscillator. In a second step these
pulses are amplified up to 20mJ by a chirped pulse amplifier system, consisting of a
regenerative and a two-pass amplifier. To compensate for the break up of the beam
into filaments due to the propagation in air, the laser pulse is re-compressed using
a transmission grating setup after transportation to the experimental chamber. To
generate a plasma from the cryogenic droplets, the laser pulses at 800 nm and a
repetition rate of 10Hz are focused with a lens to a spot size of ∼ 30µm FWHM.
After recompression the laser energy is measured to be ∼ 12mJ and a pulse duration
of (80±20) fs is determined by using an auto-correlator setup. The resulting energy
on the target can thus be estimated to be I = 2 · 1016Wcm−2. Figure 4.9 displays
the experimental setup. Optical laser and liquid hydrogen jet merge under an angle
of about 110◦, where the laser is linearly polarized in the plane of the hydrogen jet.
The XUV Spectrometer
For the detection of soft x-ray radiation the spectrograph HiTRaX [8] was attached
to the vacuum chamber under an angle of 90◦ with respect to the optical laser and the
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Figure 4.10: Left: Background corrected XUV bremsstrahlung emission spectrum (solid
black). Coloured lines mark the efficiency of single optical components included in the
spectrometer Right: The black, blue and red points mark the measured spectral flux of
the emitted XUV-bremsstrahlung from the hydrogen target. Solid and dotted lines are
bremsstrahlung fits to the data. [59]
hydrogen jet as depicted in fig. 4.9. The spectrometer covers a wavelength range of
5−35 nm and comprises a toroidal mirror and a variable line space reflection grating.
A Princeton Instruments back-illuminated CCD camera with a 2048×512 pixel chip
and a pixel size of 13.5 × 13.5µm2 serves as a detector. A spectral resolution of
λ/∆λ = 330 has been measured for this spectrometer [8]. For a detailed description
of the determination of the dispersion function see chapter 4.2.
4.3.2 Experimental Results
As mentioned above the optical laser was operated at a repetition rate of 10Hz.
Acquisition time of the detector was set to 60 s to accumulate over 600 spectra.
Throughout the experiment the laser was operated in three different modi which
were full intensity, i.e. 2 · 1016Wcm−2, as well as 30% and 10% intensity. The
black line in fig. 4.10 (left) shows a background corrected profile for a run with full
laser intensity. The left part of fig. 4.10 also shows the wavelength dependence of
the different optical components of the spectrometer. A Zr-foil of 200 nm thick-
ness which is introduced in the beam path to block residual optical light from the
detector exhibits a transmission range between 6 and 22 nm. The steep step in
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the recorded spectra at 12.3 nm can be attributed to a Si L absorption edge which
stems from absorption of the silicon CCD chip. A layer thickness of 50 nm Si is
deduced from the step size of the Si L edge. After correction for the different optical
components of the spectrometer a smoothened spectrum as in fig. 4.10 (right) is ob-
tained. The experimental data for full (black squares) and 30% laser intensity (red
circles) from fig. 4.10 still show a small peak in spectral flux around 12 nm, which
can be explained as residual feature from the correction of the measured spectra
with finite resolution compared to the infinitely sharp edge of the tabulated absorp-
tion data. A single temperature bremsstrahlung spectrum is now fitted to the full
intensity spectrum and a temperature of kBT = 4.9 eV is determined for the best
fit. As can be seen from the dashed line fig. 4.10 (right) the single temperature
fit cannot reproduce the characteristics of the measured spectrum in the observed
spectral range, especially for low and high photon energies. Using two different
independent temperatures T1 and T2 to fit the measured data yields an improved
agreement between measurements and fit. For the fit of the data both tempera-
tures weighted as T2/T1. In fig. 4.10 (right) the resulting spectra are displayed as
solid lines. The following temperatures and their respective weight were determined:
Intensity kBT1 kBT2 weight T2/T1
10% 14.5 eV 26.5 eV 0.540
30% 12.4 eV 31.9 eV 0.179
100% 14.1 eV 33.3 eV 0.418
These fitted parameters can be interpreted as the superposition of two bremsstrahlung
spectra emitted by a free electron plasma at a temperature of 12.4− 14.5 eV and a
second plasma with electrons at a temperature of 26.5− 33.3 eV.
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Figure 4.11: Top: Shown in red is the probability for an electron to be allocated to a
certain temperatue in the histogram. Refer to the text for the weighted probabilities in
green and blue. These simulations are calculated for a delay of ∆t = +50 fs. Bottom:
Simulation of a n2e/
√
Te-weighted temperature distribution in the droplet for time delays
∆t = 0 fs, ∆t = +50 fs, and ∆t = +70 fs [59].
4.3.3 Comparison to Simulations
For a qualified interpretation of the two temperature fit particle-in-cell (PIC) simu-
lations which model the experimental parameters have been carried out [59]. These
simulations show that in the beginning of the heating process, when the leading edge
of laser pulse hits the hydrogen droplet, only the surface of the droplet is ionized and
heated. Due to this surface heating of the electrons within a skin depth of a few tens
of nm, ionization and therefore free electron density and free electron temperature
is strongly elevated in the outer shell of the droplet yielding a strong free electron
temperature and density gradient. With times > 50 fs after the laser pulse, heat is
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transported towards the center of the droplet by free electrons. Bremsstrahlung is
emitted when free electrons collide with protons and electrons. The probability to
find electrons of a certain temperature in the droplet at a delay of 50 fs is shown
in a histogram with 1 eV bins as the red curve in fig. 4.11 (top). For a tempera-
ture of ∼ 43 eV the highest probability can be found. The free-free emissivity of
the bremsstrahlung scales as Jff ∝ n2e/
√
Te [61]. Hence regions with elevated free
electron density contribute stronger to the spectrum when weighted with respect to
these as can be seen from the green line in fig. 4.11 (top). Also regions with lower
temperatures contribute stronger to the bremsstrahlung spectrum when weighted in
addition as can be seen in the blue curve in fig. 4.11 (top). A thus weighted emission
spectrum exhibits two major peaks at 25 eV and 43 eV and a decreased contribu-
tion of high temperature electrons > 80 eV and low temperature electrons < 20 eV.
Interpreting the PIC simulations it can be assumed that the dominant temperature
of 40 eV stems from the surface heated electrons within the skin depth, whereas
the colder temperature of 25 eV represents an average temperature of equilibrated
electrons in the dense regions of the target. In the lower part of fig. 4.11 the free
electron density and temperature weighted probabilities of electrons in the droplet
are shown for three different time delays. In the simulation the peak intensity of
the pulse irradiates the surface of the droplet at ∆t = 0 fs, corresponding to the red
curve. With progressing time, the peak of the higher temperature rises by a factor
of 5, while the temperature shifts to slightly lower value of 39 eV as in the green
curve of fig. 4.11 (bottom). For times > 70 fs there is no further energy transfer
from the laser pulse to hydrogen droplet.
Even though the experimental observation of two pronounced temperatures is in
agreement with the results from the PIC simulations, the overall temperatures are
25-50% higher in the case of the simulation. In the calculation of the electron tem-
perature from the PIC results, all electrons have been accounted for, including the
hot ones which do not contribute to a physically relevant temperature in the sense of
a Maxwell distribution. These yield an overestimation of the plasma temperature.
Also, the PIC simulations do not account for Coulomb collisions, which alter the
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energy partition towards higher free-electron densities and lower electron tempera-
tures. Effects like laser pre-pulses on the few-nanosecond time scale potentially alter
the heating mechanism. In the experiment, pre-pulses at 1 − 2 ns before the main
pulse have a measured intensity contrast ratio of a few 10−4, but were neglected
in the PIC simulations. The good agreement between experiment and simulation
indicates that in this case pre-pulse heating does not seem to play a relevant role
for XUV bremsstrahlung spectroscopy as a reliable plasma diagnostics.
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4.4 Equilibration Dynamics and Conductivity of
Warm Dense Hydrogen
Data and results in the following chapter have been basis for the publications “Equi-
libration dynamics and conductivity of warm dense hydrogen” [62] and “Resolving
Ultrafast Heating of Dense Cryogenic Hydrogen” [44]. The experiment has been
carried out at the FLASH FEL at DESY (Hamburg).
4.4.1 Setup and Experiment
SASE undulators
residual gas
ionization detector
beamline
focusing
mirror
liquid hydrogen jet
split-and-delay unit
scattering
angle 90°
Dt = -1ps ... +5ps
t = 300 fs
Dt
HiTRaX XUV
spectrometer
92 eV
13.5 nm
FLASH
GeV electron
bunch
Af Av
38% 62%
fixed branch variable branch
Figure 4.12: Left: The experimental setup at the split-and-delay beamline at
FLASH [44]. Before focused onto a cryogenic hydrogen jet, the FEL pulse is split in
a wavefront division setup. Both parts of the beam can be delayed with respect to each
other. Scattering at 90◦ is observed with an XUV spectrometer. Right: The split ratio of
the fixed and the variable arm can be determined from the geometrical areas Af and Av
of the split-and-delay unit [62].
To investigate the evolution of a warm and dense matter state plasma in time,
a pump-probe x-ray scattering experiment serves as a versatile tool. Especially the
unique properties of FELs, such as ultra short pulse lengths and high repetition rate
along with high peak brightness are suitable to create the warm dense matter state
via volumetric heating of a cryogenic target. Such an excited state is then probed
with a second pulse at a well defined delay time. A schematic of the experimental
setup is shown in fig. 4.12 (left). Before focused onto the cryogenic target, the XUV
FEL pulses are split and delayed with respect to each other in a split-and-delay
unit implemented at the FLASH beamline [63]. The focusing mirror at the end of
the split and delay unit focuses both beams to a focal spot area of 20 × 30µm2
at the target. Throughout the experiment the FEL was operated at a repetition
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rate of 10Hz and a photon energy of E = 92 eV. The spectral bandwidth was
measured to be ∆E/E = 1.6% and a pulse length of ≤ 300 fs is estimated from
the electron bunch duration. To measure the XUV pulse energies a residual gas
detector is implemented at the beamline upstream the split-and-delay unit. An
average pulse energy of (200 ± 50)µJ was measured there. Between pump and
probe pulse a time delay of few fs-precision is introduced. The relative geometrical
areas Af and Av of fixed and variable branches as shown in fig. 4.12 (right) give rise
to different intensities at the target. Depending on the tabulated transmission of
the beamline components, intensities of (27± 0.6)TW/cm2 for the variable branch
and (19 ± 0.4)TW/cm2 for the fixed branch are estimated [9; 63]. As mentioned
above cryogenic hydrogen droplets with a radius of (9±2)µm serve as homogeneous
targets with a mass density of 0.08 g/cm3 (5 × 1022 cm−3) and a temperature of
20K. Hydrogen streams out of the cryostat with a velocity of 60m/s. Therefore,
each XUV pulse scatters from a different and thus unperturbed target. The target
chamber is at a pressure of 10−5 mbar during the experiment. For a more detailed
description of the cryogenic hydrogen source refer to section 4.3.1. The scattering
signal is collected with an XUV sensitive spectrometer [8] at a scattering angle of
(90 ± 2.2)◦. For a detailed description of the in-situ calibration of the spectral
dispersion refer to chapter 4.2.
4.4.2 Experimental Results
To obtain a sufficiently strong signal at the spectrometer detector, spectra for each
delay are accumulated over 300 consecutive shots. Since the FEL is horizontally po-
larized, scattering is observed at a 90◦ angle in the vertical plane. Scattering spectra
are collected for different time delays up to 5 ps. Figure 4.13 shows spectra for differ-
ent time delays. A significant increase of the total scattered intensity between 0 ps
and 5 ps is found. The change of the spectral shape in the higher and lower energy
range can be attributed to fluctuations of the incident FEL spectrum. In this case
the use of a spectrometer is preferable to distinguish between scattered XUV light
and self emission of the plasma which spans over a broader spectral range.
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Figure 4.13: Pump-probe scattering spectra in dependence of the time delay. Two 16-bit
raw spectra of 25× 50 pixels of (13.5 µm)2 size are shown in the inset. The spectral axis
is oriented horizontally as in the graph. The spectra in the inset are integrated along the
vertical axis to obtain spectral profiles [62].
4.4.3 Interpretation of the Data
Figure 4.14 displays the number of scattered photons per solid angle which was de-
duced from the estimated incoming photons and the solid angle of the spectrometer
including the spectrometer throughput [44; 8]. Each data point represents the mean
value of 300 exposures, with the root mean square deviations as their error bars. A
strong pump-probe delay dependence for both cases (19 TW/cm2 pump intensity
and 27 TW/cm2 probe intensity and vice versa) can be observed. For times shorter
than 1 ps, the scattered photon fraction rises. For the lower pump intensity time de-
lays up to 5 ps were realized. In this case, the scattering amplitude stopped growing
between 1 ps and 2 ps and then decreases between 2 ps and 5 ps.
Photons with an energy of 92 eV arrive with the FEL. Since the ionization energy
of hydrogen is 14 eV, photo ionized electrons will have an initial kinetic energy of
78 eV. Already during the pulse duration these electrons will ionize other atoms by
impact ionization and thereby lead to a homogeneously heated sample [26]. With
progressing time these electrons will transfer their kinetic energy to other particles
like atoms, molecules, and ions in the sample. Consequently, depending on the delay,
the probe pulse will hit either of the two different regimes. At earlier times a well
ordered cryogenic system is present. This system exhibits a predominant particle
distance of the intermolecular distance between the two hydrogen atoms. At longer
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Figure 4.14: Blue points represent measured pump-probe data for a pump intensity of
27 TW/cm2 and a probe intensity of 19 TW/cm2, whereas the red points represent the
inverse case with less intense pump. The lines compare predictions from simulations. The
grey line is based on a quotidian equation of state (QEOS), while the red and blue lines
are based on a Saha-like ionization model [62; 44].
delays a rather dissociated system similar to an ideal plasma with uncorrelated
randomly distributed particles is probed. For an ideal gas-like plasma the scattered
fraction will be larger than for a correlated system as the cryogenic hydrogen [13].
The measured dynamics of scattered photons can be used to benchmark different
models of ionization. In this case simulations using a quotidian equation of state
(QEOS) including a Thomas-Fermi model, gives rise to a much faster increase of
the scattered fraction, which happens during the FEL pulse duration. Simulated
results from the QEOS model are represented by the grey line in fig. 4.14. Since
the Thomas-Fermi model yields a high ionization rate even at low temperatures, the
energy transfer between electrons and ions is drastically increased and thus cannot
be applied to cryogenic hydrogen in order to predict the dynamic scattering behavior.
Using a Saha-like equation of state to model the ionization of cryogenic hydrogen
leads to a slower increase of scattered photons. Simulations for two different pump
intensities Ip are shown as red (Ip =19 TW/cm
2) and blue (Ip =27 TW/cm
2) lines in
fig. 4.14. The underlying mechanism for the slower decrease is the weaker ionization
of the hydrogen due to the Saha model, yielding only a weak transfer of energy
between electrons and ions. Consequently, the signal of scattered photons increases
slower and resembles the experimental observation.
68
4.5 Summary of the Spectrometry Chapter
A proof of principle experiment is discussed in chapter 4.1 to demonstrate the appli-
cability of the multi angle spectrometer. The two collection mirrors observe forward
and backward emission from a laser generated Al plasma. Numerous Al emission
lines can be used to cross calibrate the spectra from either mirrors. Moving the Al-
foil, further resolves the interdependency between forward and backward emission.
Comparing the spectra to simulated emission spectra obtained by the collisional-
radiative code FLYCHK, the spatial extension of different temperature zones in the
plasma can be estimated. A central zone of d = 120µm diameter with a free elec-
tron temperature of Te > 25 eV, an intermediate zone of d = 120 . . . 200µm with
Te = 15 . . . 25 eV and an outer zone of d = 200 . . . 900µm with Te < 15 eV can be
identified.
An experiment to simultaneously cross calibrate three different XUV spectrome-
ters is described in chapter 4.2. Using emission lines from a laser generated plasma
from a Al:Mg alloy, the non-linear dispersion function of all spectrometers is de-
termined in-situ. The three spectrometers, which are all equipped with a flat-field
grating, observe the plasma under angles of 20◦, 90◦, and 160◦, compared to the
incidence direction of the optical laser. Due to the shadowing effect of the solid
target, the relative intensity of the emission lines varies between the different spec-
trometers and their observation angles. Emission lines between 10 nm and 19 nm
can be identified.
A focusing flat-field XUV spectrometer was used to measure bremsstrahlung from
a hydrogen plasma in chapter 4.3. The plasma is created by Ti:Sa Laser at 800 nm
that is focused onto cryogenic hydrogen droplets. Characteristics of the optical
components are accounted for in the analysis of the spectra. Best fit to the corrected
spectra is achieved by a two temperature fit at free-electron temperatures of T1 ∼
13 eV and T2 ∼ 30 eV. This can be explained by PIC simulations, showing that
heating of the electrons is constrained to the droplet skin, leaving a relatively cold
core. Weighting the simulated temperature distribution within the droplet with
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Te shows two dominant temperatures at ∼ 25 eV and ∼ 40 eV at delay times
of 70 fs after the laser maximum. Both simulation and experiment show indication
for different zones with different free-electron temperatures within the plasma. The
remaining discrepancy that shows higher temperatures in the simulation can be
explained by hot, non-Maxwellian electrons in the calculation, as well as missing
energy-loss channels in the simulations.
In chapter 4.4 an XUV FEL pump – XUV FEL probe experiment is described
where cryogenic hydrogen with a solid density of 0.08 g/cm3 is heated isochorically
via XUV FEL pulses. The free electron plasma is created by a soft x-ray burst
of duration ≤ 300 fs and probed at variable delays between 0 ps and 5 ps. The
sample structure of the plasma causes different total scattered fractions of the probe
pulse. Depending on the time delay the probe pulse will mainly be scattered by
undissociated molecular hydrogen with a fixed distance between the atoms, or by an
uncorrelated randomly distributed plasma. The latter case causes a larger diffusely
scattered fraction of the incoming probe beam. The rise time of the scattering signal
can be used to benchmark different ionization models. In the case of cryogenic
hydrogen, a Saha-like equation of state to model the ionization is in favor of a
quotidian equation of state (QEOS) that is based on a Thomas-Fermi model. The
rise time of the scattered signal predicted by QEOS is much faster than observed in
the experiment. Since the Saha model predicts a lower ionization degree, less free
electrons are created in this model. As a consequence there are less collisions and
a weaker transfer of energy between electrons and ions. Thus, a more precise rise
time is predicted by the Saha model.
5. A Multi-Angle XUV Diode Ar-
ray
A summary of a diode array (DA) is given in this chapter. With the results and in-
sight from measurements described in chapter 4.4 and in the references [44] and [45]
the complementary use of a multi angle diode array and the XMAS is motivated.
Besides Thomson scattering from the free-electron plasma also Mie scattering can
occur in scattering experiments. Since Mie scattering is a strongly decaying func-
tion for larger scattering angles, an angularly resolved measurement of the total
scattered fraction is needed to distinguish between the scattering regimes. With the
described diode array the scattered XUV-intensity can be measured simultaneously
as a function of scattering angle.
5.1 Description of Individual Parts and Geometry
The active area of the diodes is a 10mm × 10mm square with a shunt resistance
of 10MΩ and a capacity of 20 nF at 0V. To block visible wavelengths and prevent
mismeasurement the nitrided metal silicide front window of the diode is coated
with a 100 nm Si and a 200 nm Zr layer on top. According to [48] for λ = 800 nm
a transmission of T ≈ 10−8 and for λ = 13.5 nm a transmission of T ≈ 0.42 is
expected and thus significantly improves the signal-to-noise ratio. A response time
of 10µs for gating between 10% and 90% is stated. The diode array comprises 8
diodes arranged on an arc with radius r = 62.5mm. The angular distance between
each diode is α = 18.1 ◦, so that the DA covers a total angular range of 126.7 ◦ (see
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Figure 5.1: A scheme of the diode array. 8 Diodes are arranged on a segment of a circle.
each with an angular distance of 18.1 ◦ to the neighboring diode. The array thus covers
total angular range of 126.7 ◦.
fig.5.1). Two steel meshes are mounted 3.5mm and 8.5mm in front of the diodes to
repel charged particles, such as electrons emerging from the interaction point. To
create an electric field between the meshes, they are connected to a high voltage
power supply, that provides a voltage between −1 kV and +1 kV. Depending on the
relative position of the meshes with respect to each other there is a shadowing effect.
The maximum shadowing amounts up to 36%, but smaller values are possible. In
addition all high voltage cables are electrically shielded to prevent an influence on
the diode currents. For a simultaneous readout of the respective voltage over the
diodes a multi function data acquisition (DAQ) system for USB is used. The 16
analog inputs each with a resolution of 16 bits and a maximum readout rate of
250 kS/s aggregated for all channels, exhibit an absolute accuracy of 2.69µV at
full scale (-10V . . .+10V). Upstream of the DAQ a sample and hold (S/H) circuit
maintains the diode voltage long enough for the data acquisition to read out. The
shunt resistance of the S/H can be changed via jumpers (50Ω, 1.1 kΩ, 1MΩ). If the
diodes are used in pulsed laser experiments a trigger from the laser source is needed
to control the S/H mechanism.
A clamping arm at the diode array can be directly attached to an already existing
spectrometer. Spectrometer and DA are aligned towards the same interaction point.
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5.2 Calibration
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Figure 5.2: Left: A comparison of the sensitivity of the XUV diodes with and without
the mesh in front of it. Diodes are numbered 1 to 8. Between 50% and 80% of the XUV
radiation is blocked by the meshes. Right: Comparison of Imax with and without mesh to
evaluate the shadowing of the mesh. The mean transmission of the mesh over all diodes
amounts to (29± 9)%.
To analyze the influence of the mesh on the measurement a comprehensive cali-
bration experiment was carried out using a microfocus XUV tube at 13.5 nm which
is described in section 2.2.1. Due to the continuous emission of the XUV tube, the
diode voltage can be read out directly via an oscilloscope. For the experiment the
DA was mounted on a rotation stage in such a way, that during rotation each diode
faces the XUV source consecutively. Figure 5.2 shows the photovoltage for each
diode with and without mesh in front of the diode array. Shadowing of the diodes
between 50% and 80% due to the two overlaying meshes can be stated. This value
lies well above the calculated value of 36% and can be explained by an inevitable
offset of both meshes with respect to each other due to the slightly different radii of
the surface curvature.
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5.3 A Pump – Probe Experiment Using the Diode
Array
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Figure 5.3: Left: Comparison of the delay dependent scattered intensity towards the
spectrometer and diodes 7 and 8 looking in back scattered direction. Right: Correlation
of the diode signals. The diode signal for each single diode is plotted against the mean
value for all diodes of the corresponding shot.
The DA was applied during a pump-probe experiment at FLASH. Both optical-
pump-FEL-probe and FEL-pump-FEL-probe data was taken. The setup of the
experiment consisted of a cryogenic copper nozzle, that inserted a stream of liquid
hydrogen (lH2) droplets into a vacuum chamber. Perpendicular to the hydrogen
beam, the copropagating pump and probe beams were inserted into the chamber.
Due to place issues and other diagnostics in the vacuum chamber the DA is rotated
out of the perpendicular plane by 27 ◦. According to fig. 5.1 the diodes are placed
along the FEL direction. The left part of fig. 5.3 shows a comparison of integrated
spectrometer intensity and two of the diodes signals. Displayed is delay depen-
dent data for the optical-pump-FEL-probe experiment. Despite of the Zr-coating
a strong influence of the optical pulse on the diode signal can be observed. The
powerful optical pump pulse of 20µJ at 120 fs at a wavelength of 800 nm scatters
from the hydrogen droplet onto the diodes. At this wavelength the responsivity of
the diode is about 1.8 times higher than at the XUV wavelength [64]. Especially for
longer delays (> 8 ps) of the XUV-probe pulse the decreased scattering signal from
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the spectrometer cannot be reproduced by the DA. However, the steep increase of
spectrometer intensity for zero pump-probe delay can also be traced in the diode
signal. Therefore the diode may serve as a simple tool to determine the zero point of
temporal overlap of pump and probe pulse. There is also a significant diode intensity
for FEL-first shots (delay> 0 ps) which stems from the scattered FEL pulse.
In a second experiment the sole influence of the FEL on the DA intensities is
observed. Therefore a series of intensity measurements is taken for fixed FEL and
lH2 conditions. Figure 5.3 (right) shows the respective diode signals vs. the mean
voltage over all diodes for the same FEL pulse. When the FEL pulse hits the lH2
droplet, photons are scattered in all directions towards the diodes. Fluctuation of
the mean values can be caused by fluctuations of the FEL intensity and by different
impact angles on the slightly fluctuating droplet trajectories. As can be seen in
the right part of fig. 5.3, there is a clear linear correlation between the single diode
voltage and mean voltage over all diodes. This linear correlation holds up for all 8
diodes.
In future experiments the DA can be used for further studies of the scatter-
ing process of XUV-FEL radiation at plasmas. Since it enables the measurement
over a wide angular range, scattering experiments which extend over several XUV
wavelengths are of interest. Rayleigh scattering exhibits different wavelength de-
pendencies over the scattering angles for different target geometries. For Rayleigh
scattering the scattered intensity follows a I ∼ λ−4 dependency for scattering off a
sphere whereas a I ∼ λ−3 dependency for scattering of a tube or cylindrical object
applies. Hence, the DA is a versatile tool to determine an unknown target geometry
in experiments.
6. XUV Interferometry
6.1 An XUV Michelson Interferometer
The setup of a Michelson interferometer (MI) designed for 13.5 nm is described in
this chapter. This is a wavelength commonly used for stable and efficient operation
of the Free-electron LASer inHamburg (FLASH) and in extreme ultraviolet (EUV)
lithography. The performance of the MI is tested at a synchrotron source, due to
its specific requirements in this wavelengths range. Furthermore, the possibility
to apply the MI at XUV FELs for potential investigation of excited solid density
matter is investigated and in particular its dielectric properties. Data and results
in this chapter have been basis for the publication “An extreme ultraviolet Michel-
son interferometer for experiments at free-electron lasers” in Review of Scientific
Instruments [65].
6.1.1 Basic Interferometer Concept
The most crucial component of an interferometer is typically the beam splitter,
which divides the beam so that both parts can propagate separately and lastly
be overlapped on a detector. Note that mainly two different methods of beam
splitting can be identified. Wavefront division geometrically splits the profile of the
beam in two halves, while amplitude division induces a superposition of the entire
beam profile [66]. To achieve wavefront division, total external reflection optics
such as Fresnel bi-mirrors [67; 68] can be used in the XUV wavelength regime.
The use of total external reflection optics also enables an operation over a wide
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Figure 6.1: (a) Layer composition scheme of the beam splitter. Bilayer thickness:
(9.890 ± 0.020) nm (Mo 3.46 nm, Si 6.43 nm) (b) The interferometer setup at the syn-
chrotron source. S1 - monochromator exit slit, TM - toroidal mirror, FP - focal point,
I1 - intensity from arm with initial forward reflection, I2 - intensity from arm with initial
transmission and rear side reflection, M - multilayer mirrors - not to scale. [65]
spectral range. Alternatively, phase-shifting point diffraction [69] or zone plates [70]
are suitable approaches. Wavefront division techniques require a certain spatial
coherence for interference, since different parts of the beam profile are overlapped.
Amplitude division interferometers instead, create two identical wavefront replica,
which is a significant advantage compared to wavefront division techniques [71],
since it enables a complete disentanglement of temporal and spatial coherence. To
realize amplitude division separate diffraction orders of a grating [71] or thin-film
beam splitters as in Mach-Zehnder [72] or Michelson [73] interferometers can be
used. Separate adjustment of the respective arm lengths is in particular achieved
by the compact Michelson scheme. So far XUV Fourier-transform spectroscopy [74;
75] measurements of the longitudinal coherence of x-ray lasers [76; 77] have been
demonstrated based on this concept.
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6.1.2 Interferometer Setup
The Beam Splitter
Several difficulties arise when designing an XUV interferometer. An XUV beam
splitter in particular will exhibit comparatively low reflectivity and strong absorption
in transmission. For this purpose a multilayer beam splitter is favorable and was
used here. It consists of a silicon frame of 10 mm×10 mm. The center comprises
a free standing membrane of silicon nitride (Si3N4) of 4 mm×4 mm. The thickness
was measured via x-ray reflectometry by the manufacturer to be (142.0± 0.5) nm.
In a next step a stack of 4 molybdenum-silicon (Mo/Si) bilayers are coated onto
the membrane to achieve equal splitting of the beam at 45◦ incidence. A scheme
of the beam splitter is shown in fig. 6.1a. Since the favorable incidence angle is
also close to the Brewster angle for this wavelength, the reflection of p-polarized
light is strongly suppressed. Thus operation of the beam splitter in s-polarization is
inevitable at a linearly polarized FEL. I will refer to the multilayer side as the front
side and to the membrane as the rear side in the following. Using tabulated values
for reflection and absorption [48], the reflection in s-polarization can be calculated
for 45◦ incidence and is depicted as a black line and a red asterisk in fig. 6.2. At
13.5 nm a front side reflectivity of 21.1 % and a rear side reflectivity of 1.1 % is found.
Figure 6.2 shows also measurements carried out by the “Physikalisch Technische
Bundesanstalt” in magenta and blue. Compared to the theoretical values, these
measurements show a lower reflectivity of Rs−pol = (16.7 ± 0.3)% at 13.5 nm. A
transmission of Ts−pol = (17.2 ± 0.5)%, which is in the order of the reflection, is
measured. In contrary to front side reflection, where light is impinging directly onto
the multilayer stack, light that is reflected from the rear side passes the membrane
twice. Therefore, absorption is accumulated over two paths through the membrane
and rear side reflectivity is lower than front side reflectivity. Considering a MI
the intensity from one of the arms would be much lower, due to this asymmetric
reflection of the beam splitter. A reduced contrast of the interference fringes would
be the result. To overcome this problem an additional absorbing foil of 250 nm Zr is
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Figure 6.2: Blue and magenta data show reflectivity measurements for two beam splitters
both with incoming light from the multilayer side (front side illumination). The spectral
reflectivity varies due to deviations in the layer thickness. A calculated reflectivity curve
for front side illumination is shown in black. Rear side reflectivity is calculated only for
one point (red) at 13.5 nm. The absorption of the membrane causes a decrease by roughly
one order of magnitude for the rear side reflection. [65]
inserted in the brighter arm. A scheme of this is shown in fig. 6.1b. Insertion of the
foil yields an improved intensity ratio of I1/I2 ≈ 1.2. From the well known thickness
of the membrane and the Zr foil and the measured intensity of either interferometer
arm, the density of the membrane can be estimated to ̺ = (2.76 ± 0.1) g/cm3.
Compared to tabulated values [48], this amounts to (80± 3)% of the value for bulk
material. Similar results have also been reported in [78].
Interferometer Components
To achieve high stability and sufficient alignment accuracy of a fraction of the wave-
length, a few-nm precision positioning system with good thermal and vibrational
stability is needed. In particular for this MI the optical components are attached
to short posts which are fixed to the same solid base plate as shown in fig. 6.3. A
combination of a translation piezo stage and a tip-tilt stage from Piezosystem Jena
enables positioning of the variable arm at high precision. The travel range of the
translation stage covers 400 µm and the angular tilting range of the tip-tilt stage
covers ±1 mrad. In fig. 6.3 M1 and M2 mark the position of the multilayer mirrors
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Figure 6.3: Setup of the interferometer. A filter revolver is placed in front of one mirror
(M1), which allows blocking of this path, to distinguish between both arms. Not shown
in this photograph is the CCD detector on the top. [65]
at the end of the interferometer arms. Under perpendicular incidence the mirrors
exhibit a reflectivity of R > 65% at a bandwith of (13.50 ± 0.05) nm. An Andor
iKon CCD is used as a detector. Its sensitive area contains 2048 × 2048 pixels of
13.5× 13.5 µm2 size.
6.1.3 Experimental Proof of Principle
For a first proof of principle experiment the MI is set up at a the synchrotron source
DORIS at DESY (Hamburg) [49]. Beamline BW3 is chosen for the experiment,
because it comprises a plane grating monochromator and a variable exit slit. A
wavelength of 13.5 nm ((92± 0.2) eV) is chosen. For this wavelength a photon flux
of 1010 photons/s is estimated from the beamline parameters. Since the incoming
radiation is s-polarized, a vertical orientation is chosen for the interferometer, where
the detector is pointing upwards. As indicated in fig. 6.1b the interferometer is
placed downstream of the beamline focus. The position of the beam splitter is
approximately 60 cm behind the focus and thus it is illuminated entirely in vertical
direction and 1.3mm in horizontal direction. A typical interference pattern is shown
in fig. 6.6.
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Figure 6.4: Measured visibility in dependence of delay time between the two interferom-
eter arms. To guide the eye, the red line enclose values of maximum visibility. During the
acquisition of an interferogram (17ms), the position drift of the piezo actuated mirror in
one arm causes a relatively low overall visibility. [65]
Temporal Coherence Measurement
A detailed analysis of the visibility within the interference pattern gives information
about the temporal coherence of the radiation [30]. The visibility is therefore mea-
sured in dependence of the relative arm lengths of the interferometer. The visibility
is measured as
V =
Imax − Imin
Imax + Imin
, (6.1)
with the maximum and the minimum intensity Imax and Imin of the pattern.
A measurement of the temporal coherence is shown in fig. 6.4. Interferograms are
recorded with the minimum acquisition time of the detector of 17ms. Synchrotron
radiation constantly impinges onto the detector during the acquisition and thereby
a drift of the piezo-actuated mirror may also decrease the fringe contrast of the
interferograms. In a potential application of the MI at an FEL this problem can be
overcome by single shot mode, where the drift can be neglected for ultra short pulses.
To increase the performance of the MI for cw-sources, the use of feedback stabilized
actuators could prevent the drift of the mirror position. The red line in fig. 6.4 marks
an envelope of the measured visibility. From this envelope a coherence time of 13 fs is
determined. This amounts to 65% of the bandwidth-limited coherence time of 20 fs,
which is expected from ∆E/E = 0.02 % behind the beamline monochromator.
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6.1.4 Membrane Surface Curvature
Figure 6.5: Interference comparator image to study the surface curvature of the beam
splitter. The pattern results from interference between the beam splitter and an optical
flat. It is observed at a wavelength of λ = 541.6 nm. A pink square marks the position
of the membrane. A flat interference pattern is observed across the multilayer area. The
flatness can thus be estimated to be better than about λ/4 ≈ 150 nm which is the detection
limit in this case. [65]
To estimate the surface curvature of the beam splitter, the interference between
the beam splitter and an optical flat is measured. Figure 6.5 shows no distinct
curvature in the fringe pattern, which suggests an upper limit of ≈ 150 nm for the
flatness. An interference pattern at equal arm lengths is shown in fig. 6.6a. The
tip-tilt station of one of the mirrors is adjusted to minimize the amount of fringes
at maximum fringe contrast. Thus, the observed pattern stems from the surface
curvature of the membrane. Interfering wavefronts in a MI are reflected on opposing
sides of the beam splitter. Consequently, they are reflected at surfaces with inverted
curvature signs. In a next step a simulation using the experimental parameters was
performed in a ray tracing program. The observed fringe pattern can be adequately
reproduced when assuming a quadratic function of the membrane surface curvature.
The best matched simulated pattern is shown in fig. 6.6b. For such a pattern a 3D
surface curvature as shown in fig. 6.6c is calculated. Figure 6.6c shows a maximum
amplitude of the curvature of 150 nm (peak-to-valley). This is in agreement with
the estimation from fig. 6.5 and also with the number of observed fringes.
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Figure 6.6: (a) Captured interference pattern at a size of of 2.4 mm×1.4 mm. To obtain
an image that does not depend on a possible inhomogeneous illumination the captured
signal is corrected by a reference (REF) taken at unequal arm lengths. REF is background
(BGR) subtracted (T = 100% × (Signal − BGR) / REF). A thus determined Transmit-
tance T (in %) deviating from 100% corresponds to decreased (blue) and increased (red)
intensity due to interference. (b) Simulated fringe pattern, inferring a wave front curvature
from the curved beam splitter. (c) Surface profile of the best matched beam splitter. [65]
6.1.5 Potential Applications at XUV FELs
Damage Threshold
In preparation for a possible application of the MI at a free electron laser, it has to be
taken into account that high intensities of the FEL may locally ionize the solid ma-
terial and generate a plasma [14; 42]. Permanent changes of the material properties
should be excluded beforehand the experiment to avoid damage of the fragile beam
splitter. For this purpose one-dimensional radiation hydrodynamics simulations are
carried out using the HELIOS-CR code [79; 80]. Since the beam splitter is the first
optical component struck by the FEL pulse it will be the object of inquiry for this
simulation. Both the membrane and the overlaying Mo/Si stack are modeled. The
starting temperature is set to an ambient value of 25meV. The melting point for Si
is at 1683K (0.145 eV) and for Mo at 2896K (0.25 eV), respectively. For lower ion
temperatures the hydrodynamic motion is suppressed. For Si3N4 the sublimation
point is at ≈ 2200K. To simulate a typical scenario at a FEL, the parameters of
irradiation are chosen as follows: 1m behind the focus, a spot size 1.5 × 1.5mm2
is expected. Using typical pulse parameters such as 50 fs, 100µJ, λ = 13.5 nm the
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Figure 6.7: Hydrodynamic simulation with HELIOS-CR. In this setup a pulse impinges
from the left onto the multilayer stack. The pulse duration is 50 fs, the wavelength 13.5 nm,
pulse energy 100µJ, intensity 0.1TW/cm2. The abscissa marks space and is linear scaled,
whereas the ordinate marks the time and is scaled logarithmic. The free electron density
ne is shown on the left. ne rises mostly on the surface during a few ten picoseconds. The
center part shows the electron temperature Te. Te is increased over a few ten picoseconds.
Afterwards the electrons thermalize with the ions, which is shown on the right, where the
ion temperature is shown. It rises with a delay of a few ten to hundred picoseconds. [65]
beam splitter will be irradiated with an intensity of 0.1TW/cm2. Results of the sim-
ulation are shown in fig. 6.7. Space is marked on a linear scale on the abscissa, where
the FEL impinges at the time of 100 fs from the left onto the Mo/Si stack. Time is
marked on a logarithmic scale on the ordinate and reaches from 1 fs to 0.1 s, which
is the time between two FEL pulses at the common FLASH repetition rate of 10Hz.
The left part of fig. 6.7 shows how the free-electron density ne rises within the pulse
duration mainly in the upper two Mo layers up to a few 1019 cm−3. In the center
part of the figure it is evident that during the same time the electron temperature
Te rises mainly in the upper Mo layers up to 0.5 eV. Meanwhile the Si layers and the
Si3N4 membrane remain at electron temperatures around 0.1 eV, since they absorb
less energy. The right part of fig. 6.7 shows that the energy transfer between ions
and atoms is completed after a few tens of picoseconds. Approximately 1 ns after
illumination, a maximum ion temperature of 70meV is reached at the boundary of
the upper Mo/Si transition, which corresponds to a temperature of less than 800K
and hence is below the melting temperature. 1ms after irradiation the temperature
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profile is smoothly distributed over the entire beam splitter and is almost cooled
down to the initial temperature. It can be claimed that the energy introduced by a
moderate-intense defocused FEL pulse is not sufficient to melt or even destroy the
beam splitter. Considering back reflection by the mirrors in the MI arms which will
be delayed by 100 ps due to the propagation distance of 2×15mm along the MI arm,
it can be concluded that at this time ne has already decreased to the initial value (see
fig. 6.7 (left)). Simulations infer a damage threshold of approximately 18mJ/cm2,
which corresponds to 0.35TW/cm2 at a 350mJ, 50 fs pulse. For conditions above
the threshold, the melting point of Si is exceeded and the Mo/Si stack is likely to
be destroyed. For illumination at > (45± 7)mJ/cm2 and similar experimental con-
ditions, deterioration of the multilayer was observed elsewhere [81]. Note that those
simulations generally apply for the multilayer optics in the described interferometer
and apart from that for any Mo/Si multilayer mirror applied at a similar FEL beam
of any experiment. Due to the increased ion temperature during and after the FEL
pulse, diffusion rates at the interfaces of the Si and Mo layers are increased. This
may hamper the performance of any multilayer optical element, after extensive use
in FEL experiments.
Pseudo-Nomarski XUV Interferometry
In the following a setup to use the MI as a pseudo-Nomarski interferometer is pre-
sented. If employed downstream of the target it can possibly be used in strongly-
driven dense matter experiments to uncover phase changes. The method which is
similar to visible light Nomarski interferometry [83] relies on sufficiently high spa-
tial coherence of the incoming light. Optical Nomarski interferometry was used to
observe plasma plumes expanding from laser irradiated solids with temporal reso-
lution [82; 84]. Note that for the high laser frequencies ω of XUV radiation, the
critical density nc = ω
2ǫ0m/e
2, with ǫ0 the vacuum permittivity, and e the electron
charge is much higher than for optical laser frequencies. This allows deeper pene-
tration and study of solid-density matter with nc > 10
24 cm−3, whereas optical light
is limited to densities of nc < 10
21 cm−3.
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Figure 6.8: Two Nomarski-schemes to determine the free-electron density of a plasma. A
standard scheme of optical Nomarski interferometry was proposed in Ref. [82] and is shown
on the top. An XUV pseudo-Nomarski interferometry scheme is shown in comparison in
the lower part. Laser beams are displayed in blue, while red lines represent optical imaging
properties. [65]
The upper part of fig. 6.8 shows an interferometer of the Nomarksi-type. Shown
in blue is the collimated laser pulse in the optical wavelength range, transmitted
through a laser driven target. A configuration of lens 1 and lens 2 magnifies an
image of the target plane onto a detector. In between both lenses a Wollaston prism
separates both extra-ordinary and ordinary components and introduces an angular
offset between them. The perpendicular polarized beams overlap on the detector
since their angular offset is small. Interference of both beams can be achieved by
the use of a polarizer. To adapt this setup for the XUV regime, the lenses 1 and 2
can be replaced by an imaging mirror. The lower part of fig. 6.8 shows a scheme of
the XUV pseudo-Nomarski interferometer where the blue beam marks the unfocused
FEL probe. Similar to the Wollaston prism, the MI is now used to separate the beam
and overlap an undisturbed part of the profile with a distorted one. No polarizer is
needed in the setup, since the beams are polarized identically. Phase shifts caused
by the observed solid density matter will alter the fringe pattern in the image plane.
Interference fringes are expected to be observed for wavefront separation < 1mm,
since the expected spatial coherence of FLASH is well above this value [32].
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6.2 Coherence of the Free Electron Laser FLASH
The Michelson interferometer (MI) described in chapter 6.1 is now used to determine
temporal and spatial coherence properties of an XUV free electron laser. Data and
results in this chapter have been basis for the publication “Spatio-temporal coherence
of free-electron laser radiation in the extreme ultraviolet determined by a Michelson
interferometer” in Applied Physics Letters [85].
To measure the temporal coherence of a free electron laser the arm length of one
interferometer arm is scanned, while at the same time interferograms are recorded.
To determine the coherence length, the visibility of the fringes is analyzed as a func-
tion of time delay, i.e. arm length. A similar procedure is applied in the field of
Fourier transform spectroscopy. Here, the autocorrelation function (AC) is mea-
sured and the spectrum of a light source is derived from the Fourier transformed
signal. If the bandwidth of a given radiation source is very narrow, the correspond-
ing AC or the fringe visibility will decay very slow, since they are Fourier pairs.
Correspondingly, a high spectral resolution can be achieved if the slope of the AC
is measured very accurately with the Fourier transform spectrometer. Measuring
the temporal AC using a Michelson interferometer is thus of high importance for
experiments making use of high precision XUV spectroscopy. These can involve
FELs, high harmonic sources, and plasma line emissions.
A lateral shear between the interferometer arms needs to be introduced, to mea-
sure the spatial coherence of a free electron laser. Hence, at the detector two different
points of the same wavefront are overlapped. Analyzing the fringe visibility and its
successive decay for larger offset of the wavefronts, leads to the spatial coherence of
the beam. Comparing the MI to previous interferometric techniques, there are some
advantages of the MI over these techniques.
A so called wavefront division approach was used in past investigations of XUV
free electron laser coherence. Therefore, the beam is split into two halfs, which are
delayed in time with respect to each other. Lastly, both beams are overlapped on
a detector [86]. This approach requires a certain spatial coherence of the analyzed
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beam, since non identical parts of the beam profile are overlapped to create the
fringe pattern. As a consequence for a full analysis of the temporal coherence, a
relatively high spatial coherence is needed. Generally, a MI avoids this limitation,
by applying transmissive optics. Hence, each of the MI arms contains the identical
entire beam profile. The amplitude divided beam is recombined at the detector.
Consequently, spatial and temporal coherence can be measured independently. Es-
pecially for beams with a low spatial coherence, the temporal coherence can still be
determined.
6.2.1 Setup at the Free Electron Laser
Figure 6.9: Setup of the MI at the beamline PG2 at the free electron laser. The
monochromator comprises: MC - collimating mirror, PM - plane mirror, PG - plane grat-
ing, MF1 - focusing mirror, S1 - adjustable slit, MF2 - focusing mirror. The MI consists of a
beam splitter (BS) and multilayer mirrors (M1, M2) at the end of each interferometer arm.
To compensate different intensities (I1, I2) in each arm, a 250 nm thick Zr foil is inserted
in the brighter arm. The inset shows a typical interferogram with an x-shaped pattern.
The pattern is formed by the aberrated wavefront of the FEL and by the curvature of the
beam splitters membrane surface [65; 85; 73].
The coherence measurements are carried out at PG2 [87; 88; 89], the monochro-
mator beamline at FLASH [6; 90]. A setup of the experiment is shown in fig. 6.9.
PG2 comprises a collimating mirror, a plane mirror which is followed by a plane
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grating and a focusing mirror. A variable slit in the end allows for precise adjust-
ment of the bandwidth via the slit width [91]. The plane grating is operated in
first order diffraction and has a line density of 200 l/mm. The variable slit is set
to a width of 200µm which corresponds to a spectral bandwidth of (92± 0.058) eV
(E/∆E ≈ 1590). Note that the reduced slit size also restricts the energy of the
pulse to ≈ 1µJ. The exit slit is then imaged by the toroidal mirror to a focal spot
of ≈ 200 µm× 50 µm spot size. The divergence amounts to (0.18 ± 0.02) mrad.
The quality factor of the given beam can now be compared to a diffraction limited
Gaussian beam. The resulting M2 of ≈ 11 is comparably high and therefore a lim-
ited spatial coherence can be expected, which does not extend over the full beam
profile.
The Michelson interferometer which is used to determine the coherence properties
is described in detail in chapter 6.1. For the experiment the MI is placed ≈ 1.5m
downstream the focal plane. A profile of the beam at the detector is shown in the
inset of fig. 6.9. At the detector the beam size amounts to 2.5mm× 1.5mm. The
asymmetry of the two respective beam sizes is caused by influence of the monochro-
mator exit on the wavefront and the beam shape. Prealignement of the MI at the
beamline is done with an optical laser.
6.2.2 Static Piezos – Correlation VIS-STD
The free electron laser was set to a repetition rate of 10Hz and a pulse length of
about 100 − 150 fs. In a first step interferograms of single exposures were recorded
for 100 consecutive FEL pulses. Therefore, the MI arm lengths were set to equal
lengths and best overlap. A typical interferogram for this zero delay setup is shown
in the inset of fig. 6.9. Now the visibility of the fringe pattern can be calculated as:
V =
Imax − Imin
Imax + Imin
, (6.2)
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Figure 6.10: At equal interferometer arm lengths the visibility of the FEL is determined
for 100 consecutive pulses. The mean visibility (Vmean = (0.68± 0.07)) is indicated by the
dashed black line. The correlation of standard deviation σrms and visibility of the analyzed
area is shown in the inset. A linear fit with V = −(0.035 ± 0.026) + σrms(2.80 ± 0.10) of
this correlation is shown as a red line in the inset. [85]
with Imax and Imin being the maximum and minimum intensity, respectively. The
degree of coherence γ12(τ, ~r) is directly related to the visibility via
V = |γ12(τ, ~r)| 2
√
I1I2
(I1 + I2)
, (6.3)
where I1 and I2 are the intensities in the respective arms, τ denotes the temporal
separation, and ~r is the transverse spatial separation of the beams [66].
A series of 100 consecutive laser pulses was acquired for equal MI arm lengths,
i.e. zero delay and their visibility is shown in fig. 6.10. For data analysis a region
of interest (ROI) is defined and marked in yellow in fig. 6.9. As shown in fig. 6.10,
there is a jitter of 10% in visibility V, when analyzing a profile along the curved
fringe pattern for consecutive measurements at fixed delay. In turn, a comparatively
stable measure of the overall fringe contrast yields the evaluation of the standard
deviation σrms within the designated ROI. The inset of fig. 6.10 shows the linear
correlation between visibility V and standard deviation σrms. Henceforth, σrms
will be used in this work to determine coherence properties from a curved fringe
pattern. Thereby improved statistics minimize intensity fluctuations. Note that
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using σrms instead of V still leaves some fluctuations which can be attributed to the
stochastic nature of the SASE radiation [37]. Through the 58 meV bandpass of the
monochromator, typically only a single spectral (longitudinal) mode is transmitted.
Hence the statistical coherence of single modes is probed, which show an average
visibility of 0.68± 0.07 with maximum values reaching 0.8.
6.2.3 Temporal and Spatial Coherence
Temporal coherence
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Figure 6.11: Temporal coherence measurement at PG2 at FLASH. Each data point of
a standard deviation σrms represents an average over ten measurements. A sinc-fit for
a spectral window of 55 meV of the measured data is added in blue. Spectral windows
of (55 ± 5) meV and their corresponding sinc-fits are marked in grey. The curve width
is measured to be (118 ± 18) fs, corresponding to a temporal coherence of τcoh = (59 ±
9) fs. [85]
To determine the temporal coherence, the variable arm of the MI is scanned, while
single shot interferograms are recorded correspondingly. The optical path length is
changed in steps of 0.54µm (1.8 fs) and a total range of 814µm (2713 fs) can be cov-
ered by the translation stage of the piezo. Results of this measurement are presented
in fig. 6.11. The temporal autocorrelation corresponds to the Fourier transform of
the spectral distribution of the FEL pulse. Consequently, the sinc-like structure
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of the measured autocorrelation in 6.11 is transformed into a rectangular spectral
distribution. Such a distribution can also be expected from the monochromator exit
slit of the beamline. To achieve the best fit to the acquired data, a sinc-function with
an rms half-width of τcoh = 59 fs is introduced. The corresponding coherence length
lcoh = τcoh · c is then lcoh = 17.7µm or about 1300 optical cycles. Note that an inter-
ference pattern encloses ≈ 26 fringes, which gives rise to a time lapse of τlap = 1.2 fs
along the image. Compared to the coherence length this is only τlap/τcoh ∼ 0.02
and the influence on the measurement is neglected. Furthermore, the periodicity of
the sinc-function can be used to determine the bandwidth of the rectangular shaped
spectrum of (55±5)meV. This is in very good agreement with the spectral width of
the radiation which should pass through the monochromator exit slit for the applied
settings. The MI has thus been proven to be a suitable scanning Fourier transform
spectrometer. The resolving power is E/∆E = 92 eV/10 meV ≈ 9000.
Spatial Coherence
Figure 6.12: Spatial coherence measurement of the FEL pulses. Shown is σrms as a
function of displacement relative to the beam size. The horizontal coherence is shown in
black and the vertical coherence in red. Each data point represents an average over ten
FEL pulses. Both measurements are fit to a Gaussian (solid lines). The arrows indicate
the half width at half maximum. A coherence of lhcoh = (11.6±0.4)% of the beam diameter
is determined in horizontal direction and lvcoh = (14.9 ± 0.5)% in vertical direction. [85]
To measure the spatial coherence, the beam profiles are displaced in lateral di-
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rection on the detector. This is achieved by tilting one of the mirrors of the MI,
while both arms are kept at equal arm lengths. Using the minimum step size of the
tip-tilt piezo a displacement of (1.86±0.06) µm per step is achieved on the detector.
The maximum displacement is 558 µm or 22 % of the beam diameter. Similar as
described above, single shot interferograms are captured for different displacements
and their respective standard deviation is determined as a measure of the visibil-
ity. Results are presented in fig. 6.12, where the standard deviation depending on
the relative beam displacement is shown. Both curves are fitted with a Gaussian
function and the respective transversal coherence is determined to be (290±10) µm
in the horizontal and (224 ± 8) µm in the vertical direction. This corresponds to
(11.6 ± 0.4)% (horizontal) and (14.9 ± 0.5)% (vertical) of the beam diameter. An
extra longitudinal shift is introduced by the lateral displacement of the profiles,
which amounts to 1.6 µm at maximum. Compared to the longitudinal coherence
this is a relatively small value and thus can be neglected for the determination of
the spatial coherence. A wave front error is also introduced by the Zr foil in one
of the interferometer arms. It is related to the figure error and extimated to be
< 4 nm. Thereby a maximum phase shift of λ/40 (refractive index n = 1− 0.0408)
is introduced. Thus, the Zr foil is considered to have a negligible influence on the
spatial coherence.
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6.3 Summary of the Interferometry Chapter
The spatial and temporal coherence of XUV radiation from FELs is a unique and
significant property, which can be measured via autocorrelation using a Michelson
interferometer. The possibility to measure the coherence properties gives rise to
improved machine operation of the FEL and thereby pushes experimental studies
decisively.
In chapter 6.1 a Michelson interferometer setup which is optimized for a wave-
length of 13.5 nm is described. A comprehensive test of this interferometer was
carried out at a synchrotron source. Analysis of the fringe pattern yields a temporal
coherence of 13 fs. Furthermore, the thin film beam splitters curvature is deter-
mined to be 150 nm in the peak-to-valley amplitude. 1D-hydrodynamics simulations
were performed to estimate a possible damage of the multilayer optical components
by intensive XUV radiation from FELs. Considering a typical irradiation flux of
0.1TW/cm2, the obtained ion temperature does not reach the melting point. Fur-
ther simulations infer a damage threshold of about 18mJ/cm2. Excluding possible
damage in a FEL experiment increases the potential use of the Michelson interferom-
eter alongside solid density plasma experiments. A pseudo-Nomarski-interferometry
setup is proposed. This technique could be applied at FELs to determine transient
dielectric properties of opaque matter that is optically driven.
The Michelson interferometer was subsequently applied at the PG2 beamline of
FLASH to determine the temporal and spatial coherence. This experiment is de-
scribed in chapter 6.2. Using the monochromator of the beamline, the bandwidth
was decreased to ∆E/E = 0.063%, corresponding to a coherence time of τcoh =70 fs.
A coherence time of τcoh = (59± 9) fs was measured in the experiment, which is in
good agreement to the expected value from the bandwidth given by the monochro-
mator. A Fourier transformation of the autocorrelation reveals a spectral resolution
of approximately 9000 in Fourier-transform spectroscopy.
A spatial coherence of lcoh ≈ 15% in vertical and lcoh ≈ 12% in horizontal direc-
tion was measured. These values agree with previously reported values. According
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to theoretical considerations, the spatial coherence depends on the electron bunch
currents of the FEL. During this experiment, bunch currents exceeding 2 kA were
present to achieve high pulse energies. Hence, the spatial coherence is decreased
with respect to its potential maximum [92]. This can be explained by a short
gain length of the fundamental transverse mode TEM00 compared to the undula-
tor length. Consequently, competing higher order modes are growing within the
undulator and thereby reduce the spatial coherence.
7. Conclusion and Outlook
This thesis presents design, characterization and various applications of unique, in-
novative XUV sensitive diagnostics. Initially the specific demands towards optical
components in this wavelength range are framed and their applicability and perfor-
mance is tested in experiments or simulations. Subsequently the diagnostic tools
are designed, built, calibrated and finally applied at both FELs and optical laser
plasma experiments, where they provide valuable insight into liquid up to solid
density plasmas.
In order to investigate solid-density plasmas, in a first step an XUV sensitive
spectrometer was built and its optical components were characterized extensively.
To optimize the positions of the optical components, ray tracing simulations were
carried out to predict spectral resolution and performance. In a proof of principle
experiment, XUV emission from a laser generated Al plasma was analyzed under
different angles simultaneously. Relative intensities of characteristic spectral lines
were compared to hydrodynamic simulations. Thus different temperature zones and
their respective expansion of a few 10µm to a few 100µm could be identified. Con-
tinuing these spectrometer studies, a method for the simultaneous cross calibration
of three different XUV sensitive spectrometers is presented. The interaction point,
which is in this case a laser generated plasma, is observed by the spectrometers
under different viewing angles. The presented method of in-situ simultaneous deter-
mination of dispersion can be transferred to any laser plasma experiment offering
moderate laser intensities.
In earlier experiments on dense hydrogen plasma, the free-electron temperature
could only be simulated by hydrodynamic codes, since experimental temperature
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measurements belong to the most challenging tasks. In this work the tempera-
ture of a laser generated plasma is determined experimentally via time-integrated
bremsstrahlung spectroscopy of a plasma in self emission. To achieve this, dense
cryogenic hydrogen is heated by ultrashort intense infrared laser pulses. XUV
bremsstrahlung is spectrally resolved and compared to predictions from simulations.
Since the method is most sensitive to sections with a high free electron density, it
is strongly weighted towards time scales shorter than hydrodynamic expansion. In
future experiments this technique may be used complementary to well established
x-ray absorption near edge spectroscopy or collective x-ray scattering techniques.
In contrast to heating via optical laser radiation, which creates a critical free
electron density at the droplet surface and thus limits the penetration depth to
a few 10 nm, isochoric heating can be achieved via XUV laser pulses. Such an
experiment was conducted at the FLASH FEL in Hamburg. Ultrashort XUV pulses
isochorically heated a cryogenic hydrogen target on timescales which are shorter than
the hydrodynamic expansion. Consequently, the properties of the transient plasma
can be probed by a delayed second XUV pulse, and a time resolved observation of the
ultrafast phase transition becomes possible. The investigation of the change from
molecular liquid hydrogen to a dense free-electron plasma sheds light on transport
properties of dense plasmas, such as electron heating, plasma conductivity, and
equilibration dynamics. From this perspective, the experiment provides a valuable
contribution to the validation of different ionization models.
Moreover, a diode array consisting of eight XUV sensitive diodes, which are
arranged on a semicircle at an angular pitch of 18.1◦ is presented. The applicability
of the diode array is proven in an optical-pump-FEL-probe experiment. Since it
enables the measurement over a wide angular range the diode array can be applied
in future experiments to further study the scattering process of FEL radiation at
plasmas.
This work also covers the development of an XUV Michelson interferometer (MI)
which is specifically designed for plasma physics experiments at XUV FELs. A
comprehensive test was carried out at a 13.5 nm synchrotron source. A temporal
coherence of 13 fs was determined from the fringe visibility. Furthermore, the fringe
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pattern was analyzed and yielded a beam splitter membrane curvature of 150 nm
in peak-to-valley only. To explore the possible application of the MI at FELs, 1D-
hydrodynamics simulations with typical values of FEL pulse energies were carried
out. Thus, possible damage can be excluded due to an expected ion temperature
below the melting point. A damage threshold of ≈ 18mJ/cm2 was determined.
Eventually, the possible application of the MI in plasma investigations is highlighted.
A setup for pseudo-Nomarski-interferometry at XUV FELs is proposed. Develop-
ment if this technique in the XUV wavelength range opens new perspectives for the
determination of transient dielectric properties of strongly driven optically opaque
matter.
In a next step the XUV-MI is used to perform an experiment at the FLASH
facility at DESY, Hamburg. The issue of spatial and temporal coherence properties
of the FEL is addressed in this experiment. Spectral properties can be controlled
by the experimenter, via instrumental adjustments of the monochromator beamline
PG2. A prediction of the temporal coherence properties is possible from the well
known spectral distribution of the FEL pulse and can thus be compared to the
measurements. Intensity fluctuations and noise in the recorded interferograms pose
a challenge in the interpretation of the data. Therefore, in this work data analysis is
carried out via evaluation of the standard deviation instead of the visibility, which
gives rise to improved statistics. The measured spatial coherence lies well within
the range of reported values and can be explained via recently published theoretical
conclusions. In this framework this work represents an important contribution to
the understanding of the self-amplified spontaneous emission (SASE) nature of FEL
radiation and its impact on the spatio-temporal coherence properties.
With respect to future experiments, the high spectral resolution of 9000 of the
MI in Fourier transformation spectroscopy could be further exploited. High preci-
sion spectroscopy of high harmonics in gases or at plasma mirrors could be fields of
research. Those harmonics reveal a substructure in the spectrum, which contains
information about the generation process and the underlying ultrafast electron dy-
namics. Fourier transform spectroscopy could promote high precision measurements
of the spectral substructure of high harmonic radiation.
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