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a b s t r a c t
An inverse problem for the determination of an unknown spacewise-dependent coefficient
in a parabolic equation is considered. The problem is reformulated as a nonclassical
parabolic equation along with the initial and boundary conditions. The iterative fixed
point projection method is applied to solve the reformulated problem. The comparison
analysis of proposed method with a least square method and some numerical examples
are presented.
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1. Introduction
In this work, we consider the inverse problem of finding (u(x, t), a(x)) in the parabolic equation
∂u
∂t
= ∂
∂x
(
a(x)
∂u
∂x
)
+ f (x, t) 0 < x < l, 0 ≤ t ≤ T , (1)
with the initial condition
u(x, 0) = u0(x), 0 < x < l (2)
boundary conditions
∂u
∂x
∣∣∣∣
x=0
= 0, u(l, t) = g(t) 0 ≤ t ≤ T (3)
and subject to the additional specification
u(x, T ) = u1(x), 0 < x < l. (4)
Physically speaking, this model describes the heat conduction procedure in a given inhomogeneous medium with some
input source f (x, t). The coefficient a(x) represents a heat conduction property, namely the heat capacity.
Due to the practical requirements, much attention has been devoted to the investigation of the parabolic inverse
coefficient problems. For when the unknown coefficient in the equation depends only on the time variable, a number of
papers can be found; see e.g. [1,2]. Nonlinear inverse problems where the unknown coefficient depends on the solution of
the direct problem have been considered carefully; see e.g. [3] and the references therein. Much attention has been paid
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recently to the situation where the unknown coefficient depends on the space variable as in the problem considered. Some
recent results concerning such problems can be found in [4–8].
The aim of considering the inverse problem (1)–(4) is the detection of a heat conduction property of the medium from
some information concerning the solution, i.e. the determination of the unknown coefficient a(x) from the additional
information about u(x, t) given at some final time t = T .
Suppose that g, ∂tg ∈ C1+λ/2([0, T ]), ∂tg ≥ 0, ∂2t g ≥ 0 on (0, T ) and that g(0) = ∂tg(0) = ∂2t g(0) = 0. Then the
solution (u, a), a = a(x) ∈ Cλ([0, 1]), of the inverse problem (1)–(4) with f = 0 is unique.
This uniqueness result was obtained in [9] and for more background of the problem we refer the reader to the
work [10,11].
The well known approach for solving the present inverse problem is the least squares method. In this approach it is
assumed that the unknown function is of a specific functional form depending on some parameters and then, one seeks to
determine the optimal parameter values so as to minimize an error functional based on the overspecified data. However,
this approach has some drawbacks. For example, it is usually not evident that the solution to the optimization problem
solves the original inverse problem and the error functional may be based on data which do not uniquely determine the
unknown function. In [12–15] the authors considered the problem under an optimization control framework. In this work,
by introducing a new variable, we reformulate problem (1)–(4) as a nonlinear parabolic equation with the involvement of a
trace-type functional. After that we apply the iterative fixed point projection method to solve the reformulated problem.
Let v(x, t) = ut(x, t). Then the additional specification (4) and the left boundary condition in (3) imply that
a(x) =
∫ x
0 (v(y, T )− f (y, T ))dy
u1x(x)
,
provided u1x(x) 6= 0.
Now we differentiate (1) with respect to t; then v(x, t) satisfies
vt = ∂
∂x
(∫ x
0 (v(y, T )− f (y, T ))dy
u1x(x)
vx
)
+ ft(x, t), (x, t) ∈ QT = (0, l)× (0, T ] (5)
vx(0, t) = 0, v(l, t) = gt(t) t ∈ (0, T ) (6)
v(x, 0) = ∂
∂x
(∫ x
0
(v(y, T )− f (y, T ))dyu0x(x)
u1x(x)
)
+ f (x, 0) x ∈ (0, l). (7)
The nonlocal term v(x, T ) ensures that Eq. (5) is nonclassical. Moreover, the initial condition (7) is unknown.
We integrate with respect to t Eq. (5) on the segment (T − τ , T ) for some given τ .
Hence we obtain
v(x, T ) = v(x, T − τ)+
∫ T
T−τ
∂
∂x
(∫ x
0 (v(y, T )− f (y, T ))dy
u1x(x)
vx
)
dt + f (x, T )− f (x, T − τ). (8)
If we denote byM the operator on the right-hand side of (8), then this equation becomes
v(x, T ) = M(v(x, T )). (9)
It can be shown that (u, a(x)) is a solution to the inverse problem if and only if it is a solution of (8), i.e. a fixed point in
the sense of (9).
An algorithm for determining the fixed point can therefore be as follows:
vs(x, T ) = M(vs−1(x, T )).
Each iteration step requires that one can solve the primary problem (5)–(7) with the given vs−1(x, T ) in order to obtain
the value of vs(x, T ).
The implicit finite-difference scheme for (5)–(7) can be written as follows:
Let τ = 1t > 0 and h = 1x > 0 be step-lengths in time and space coordinates, 0 = t0 < t1 < · · · < tM = T and
0 = x0 < x1 < · · · < xN = 1, where tj = jτ , xi = ih, denote partitions of the [0, T ] and [0, 1], respectively. Let also vji be
the approximation to v(xi, tj). Then the implicit finite-difference scheme for (5)–(7) can be written as follows:
v
j
i − vj−1i
τ
= Ai v
j
i+1 − vji
h2
− Ai−1 v
j
i − vji−1
h2
+ f ji j = 1,M, i = 1,N − 1 (10)
v
j
1 − vj0
h
= 0 vjN = gt(tj), j = 0,M (11)
v0i =
(
I(xi)
u0x(xi)
u1x(xi)
− I(xi−1)u0x(xi−1)u1x(xi−1)
)/
h+ f 0i , i = 1,N − 1 (12)
where Ai = I(xi+h/2)u1x(xi) , and I(xi) is an approximation to
∫ xi
0 (v(y, T )− f (y, T ))dy.
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At the initial time step we take vM,0i = gt(tM), i = 1, 2, . . . ,N − 1. To find the next values vM,si we solve the following
system for s = 1, 2, 3, . . .:
v
j,s
i − vj−1,si
τ
= As−1i
v
j,s
i+1 − vj,si
h2
− As−1i−1
v
j,s
i − vj,si−1
h2
+ f ji , j = 1,M, i = 1,N − 1
v
j,s
0 − vj,s1
h
= 0, vj,sN = gt(tj), j = 0,M
v
0,s
i =
(
Is−1(xi)
u0x(xi)
u1x(xi)
− Is−1(xi−1)u0x(xi−1)u1x(xi−1)
)/
h+ f 0i , i = 1,N − 1
where Asi = I
s(xi+h/2)
u1x(xi)
and Is(xi) is an approximation to
∫ xi
0 (v
s(y, T )− f (y, T ))dy.
If for some s
max
i
|vM,si − vM,s−1i | ≤ ε
for a given ε, then we stop the iteration and obtain the approximation vM,si . After that we find
ah(xi) = I
s(xi + h/2)
u1x(xi)
.
2. Least square algorithm
In the space A of the admissible function a(x) the bounded space An with basis ei(x) (i = 1, 2, . . . , n) is selected. Then
the unknown coefficient in (1)–(4) is presented in the form
an(x) =
n∑
j=1
αjej(x) (13)
where
ej(x) =

0, x < xj−1
x− xj−1
xj − xj−1 , xj−1 < x < xj
xj+1 − x
xj+1 − xj , xj < x < xj+1
0, x > xj+1
(j = 2, 3, . . . , n − 1) is a piecewise linear finite function. The algorithm consists in determining the coefficients αj so
that the sequence {an(x)} converges to a(x). In this case, regularization of the approximate solution (13) can be realized by
minimization of the Tikhonov smoothing functional for the vector e = {e1, e2, . . . , en}:
Jα(e) =
∫ l
0
(u(x, T , e)− u1(x))2dx+ α
n∑
j=1
e2j
where α = h is a parameter of regularization. The theoretical aspects of this method and its application to a problem similar
to the problem considered, (1)–(4), are given in [15].
3. Numerical results
In this section we report some results of our numerical calculations.
Example 1. This example illustrates the comparison of proposed method with a least square method described in the
previous section and the convergence of the numerical solution with respect to the number of nodal points. We take the
boundary conditions, initial condition, additional specification functions as
g(t) = u(1, t) = et , u0(x) = u(x, 0) = x3, u1(x) = u(x, T ) = eT x3, f (x, t) = 0
and the exact solution as
u(x, t) = etx3
and the identifying coefficient as
a(x) = 1
12
x2.
Fig. 1 shows the results of numerical calculations for the exact solution a(x) and the numerically identified solution ah(x)
with T = 1, l = 1 and grids N ×M = 10× 50, 20× 50, ε = 0.00005. It is seen from the figure that the approximation of
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Fig. 1.
Fig. 2.
a(x) is improved by increasing the number of nodes and that for sufficiently large number of nodes the agreement between
exact and approximated solutions becomes uniformly good. As seen also from Fig. 1, the results for the proposed method
are better than the results from the least square method.
Example 2. This example illustrates the applicability of proposed method when the unknown coefficient a(x) is a
monotonically decreasing function. We take the boundary conditions, initial condition, additional specification functions as
g(t) = u(1, t) = et cos(0.5), u0(x) = u(x, 0) = cos(x/2),
u1(x) = u(x, T ) = eT cos(x/2), f (x, t) = 0
and the exact solution as
u(x, t) = et cos(x/2)
and the identifying coefficient as
a(x) = 4
sin( x2 )
− 4.
Fig. 2 shows the results of numerical calculations for the exact solution a(x) and the numerically identified solution ah(x)
with T = 1, l = 1 and grids N ×M = 20× 10, 100× 40, ε = 0.00005. It is seen from the figure that the approximation of
a(x) is improved by increasing the number of nodes, and hence there is convergence of the proposed method.
Example 3. In the next example input data were used from the Example 1. The stability of the methods is investigated by
perturbing the additional specification data u1(x) as
u∗1(xi) = u1(xi)(1+ δ(xi, d)), i = 1, 2, . . . ,N.
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Fig. 3.
Here δ(x, d) is a random function of x uniformly distributed on (−d, d) (the function of random errors represents the level
of relative error in the corresponding data set).
Calculation results with grid N ×M = 20× 50, ε = 0.00005, with the random error δ(x, 0.05) are presented in Fig. 3.
As seen from the Fig. 3, the proposed method is sensitive to random errors. Hence the performance of the method
degrades in the presence of errors in the additional specification. In contrast, it is seen from this figure that the random
errors in such levels almost never affect the results of the least square method.
Both algorithmswere tried on different tests and the results that we observed indicated that themethod presented gives
a better approximation to the solution than the least square method. On the other hand, the least square method is less
sensitive to artificial errors than the method presented.
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