Asymptotic stability of solitons for the Benjamin-Ono equation by Kenig, C. E. & Martel, Y.
ar
X
iv
:0
80
3.
36
83
v2
  [
ma
th.
AP
]  
26
 M
ar 
20
08
Asymptotic stability of solitons for the Benjamin-Ono equation
C.E. Kenig(1) and Y. Martel(2)
(1) Department of Mathematics, University of Chicago,
5734 University ave., Chicago, Illinois 60637-1514,
cek@math.uchicago.edu
(2) Universite´ de Versailles Saint-Quentin-en-Yvelines, Mathe´matiques,
45, av. des Etats-Unis, 78035 Versailles cedex, France
martel@math.uvsq.fr
Abstract
In this paper, we prove the asymptotic stability of the family of solitons of the
Benjamin-Ono equation in the energy space. The proof is based on a Liouville prop-
erty for solutions close to the solitons for this equation, in the spirit of [16], [18]. As a
corollary of the proofs, we obtain the asymptotic stability of exact multi-solitons.
1 Introduction
We consider the Benjamin-Ono equation (BO)
ut +Huxx + uux = 0, (t, x) ∈ R×R, (1)
where H denotes the Hilbert transform
Hu(x) = 1
π
p.v.
∫ +∞
−∞
u(y)
y − xdy =
1
π
lim
ε→0
∫
|y−x|>ε
u(y)
y − xdy. (2)
Note that with this notation,
∫
uxHu =
∫ |D 12u|2 = ‖u‖2
H˙
1
2
.
The Cauchy problem for (1) is globally well-posed in Hs, for any s ≥ 0 (see Tao [25] for
s ≥ 1 and Ionescu and Kenig [11] for the case s ≥ 0, see also Burq and Planchon [5] for
the case s > 14 ). Moreover, for solutions in the energy space H
1
2 the following quantities are
invariant ∫
u2(t, x)dx =
∫
u2(0, x)dx, E(t) =
∫ (
uxHu− 13u3
)
(t, x)dx = E(0). (3)
Recall the scaling and translation invariances of equation (1)
if u(t, x) is solution then ∀c > 0, x0 ∈ R, v(t, x) = c u(c2t, c(x− x0)) is solution. (4)
We call soliton any travelling wave solution u(t, x) = Qc(x−x0−ct), where c > 0, x0 ∈ R,
and Qc(x) = cQ(cx) solves:
−HQ′ +Q− 12Q2 = 0, Q ∈ H
1
2 , Q > 0. (5)
1
It is known that there is a unique (up to translations) solution of (5), which is
Q(x) =
4
1 + x2
. (6)
(see Benjamin [2] and Amick and Toland [1] for the uniqueness statement). This solution is
stable (see Bennet et al. [3] and Weinstein [29]) in the following sense.
Stability of soliton in the energy space ([3], [29]). There exist C,α0 > 0 such that if
u0 ∈ H 12 satisfies ‖u0−Q‖
H
1
2
= α ≤ α0 then the solution u(t) of (1) with u(0) = u0 satisfies
sup
t∈R
inf
y∈R
‖u(t)−Q(.− y)‖
H
1
2
≤ Cα.
See a sketch of proof of this result in Section 5.1.
The main result of this paper is the asymptotic stability of the family of solitons of (1).
Then, we consider the multisoliton case (see Section 5).
Theorem 1 (Asymptotic stability of solitons in the energy space).
There exist C,α0 > 0 such that if u0 ∈ H 12 satisfies ‖u0 −Q‖
H
1
2
= α ≤ α0, then there exists
c+ > 0 with |c+ − 1| ≤ Cα and a C1 function ρ(t) such that the solution u(t) of (1) with
u(0) = u0 satisfies
u(t, .+ ρ(t))⇀ Qc+ in H
1
2 weak, ‖u(t) −Qc+(.− ρ(t))‖L2(x> t
10
) → 0, (7)
ρ′(t)→ c+ as t→ +∞. (8)
The proof of Theorem 1 is based on the following rigidity result.
Theorem 2 (Nonlinear Liouville property).
There exist C,α0 > 0 such that if u0 ∈ H 12 satisfies ‖u0−Q‖
H
1
2
= α ≤ α0 and if the solution
u(t) of (1) with u(0) = u0 satisfies for some function ρ(t)
∀ε > 0,∃Aε > 0, s.t. ∀t ∈ R,
∫
|x|>Aε
u2(t, x+ ρ(t))dx < ε, (9)
then there exist c1 > 0, x1 ∈ R, such that
u(t, x) = Qc1(x− x1 − c1t), |c1 − 1|+ |x1| ≤ Cα. (10)
Remark 1. In Theorem 1, the convergence of u(t) to Qc+ as t→ +∞ is obtained strongly in
L2 in the region x > t10 . The value
1
10 is somewhat arbitrary, the result holds for x > εt, for
any ε > 0, provided α0 = α0(ε) > 0 is small enough. Note that this result is optimal in L
2
since u(t) could contain other small (and then slow) solitons and since in general u(t) does
not go to 0 in L2 for x < 0. For example, if ‖u(t) − Qc+(. − ρ(t))‖
H
1
2 (R)
→ 0 as t → +∞,
then E(u) = E(Qc+) and
∫
u2 =
∫
Q2
c+
and so by the variational characterization of Q(x)
(see [29]), u(t) = Qc+(x− x0 − c+t) is exactly a soliton.
Under the assumptions of Theorem 1, we expect strong convergence in H
1
2 to be true as
well in the same local sense (x > εt). This could require some more analysis.
By the methods of this paper, we are able to obtain the following weaker result (Section 4.3)
lim
t→+∞
∫ t+1
t
‖u(s, . + ρ(s))−Qc+‖2
H
1
2
loc
ds = 0. (11)
2
The proof of Theorem 1 follows the approach of [15], [16], concerning the case of the
generalized KdV equations, where the asymptotic stability of the family of solitons is deduced
from a Liouville type theorem such as Theorem 2. Moreover, similarly as in [16], the proof
of Theorem 2 follows from a Liouville property on the linearized equation around Q, see
Theorem 3 in Section 3.
With respect to the gKdV case, there are two main difficulties : (1) L2 monotonicity type
results, which are similar to the ones for the gKdV equations ([16]), but whose proof are more
subtle due to the nonlocal nature of the (BO) operator (see Section 2). For this part, we use
a Kato type identity for (1) (see [9] and [23]).
(2) The proof of the linear Liouville theorem, which requires the analysis of some linear
operators related to Q. Note that for this part, we use the fact that Q(x) is explicit, and
some known results about the linearized equation around Q ([3], [29]). We point out that
except for this part of the analysis, all the arguments are quite flexible and could be applied
to generalized versions of the (BO)) equation. In particular, we do not use the integrability
property of the equation.
As a corollary of the proof of Theorem 1 and of Theorem 2, we obtain stability and asymp-
totic stability of multisoliton solutions. See Theorem 4 in Section 5 for a precise statement.
After the paper was finished and submitted, we learned that S. Gustafson, H. Takaoka, and
T-P. Tsai [10] have obtained independently the stability part of Theorem 4. Note that the
main result of the present paper, i.e. asymptotic stability of (single or multi-) solitons is not
addressed in [10].
The rest of the paper is organized as follows. In Section 2, we prove L2 monotonicity type
results in the context of Theorem 1. In Section 3, we state and prove the linear Liouville
Theorem, which is the main ingredient of the proof of Theorem 2. In Section 4, we prove
Theorems 1 and 2 using Sections 2 and 3. Section 5 is devoted to the multisoliton case. In
Section 6, we prove some weak convergence and well-posedness results used in the proofs.
Finally, Appendix A contains the proof of some technical points.
Acknowledgments. The first author is partly supported by the NSF grant DMS-0456583.
This work was initiated when the second author was visiting the University of Chicago. He
would like to thank the Department of Mathematics for its hospitality. The second author is
partly supported by the Agence Nationale de la Recherche (ANR ONDENONLIN).
2 Monotonicity arguments for solutions close to Q
2.1 Modulation
Lemma 1 (Choice of translation parameter). There exist C,α0 > 0 such that for any 0 <
α < α0, if u(t) is an H
1
2 solution of (1) such that
∀t ∈ R, inf
r∈R
‖u(t)−Q(.− r)‖
H
1
2
< α, (12)
then there exists ρ(t) ∈ C1(R) such that
η(t, x) = u(t, x+ ρ(t))−Q(x)
3
satisfies
∀t ∈ R,
∫
Q′(x)η(t, x)dx = 0, ‖η(t)‖
H
1
2
≤ Cα,
|ρ′(t)− 1| ≤ C
(∫
η2(t, x)
1 + x2
dx
) 1
2
≤ C‖η(t)‖L2 .
(13)
Proof of Lemma 1. This follows from standard arguments (see e.g. [4], Lemma 4.1, [14],
Proposition 1 and Lemma 4).
Time independent arguments. For u ∈ H 12 and y ∈ R, set
Iy(u) =
∫
Q′(x)(u(x+ y)−Q(x))dx so that ∂Iy
∂y |y=0,u=Q
=
∫
(Q′)2 > 0.
Thus, by the implicit function theorem, there exists α1 > 0, V a neighborhood of 0 in R and
a unique C1 map:
y : {u ∈ H 12 , ‖u−Q‖
H
1
2
≤ α1} → V such that Iy(u)(u) = 0, |y(u)| ≤ C‖u−Q‖
H
1
2
.
We uniquely extend the C1 map y(u) to Uα1 = {u ∈ H
1
2 , infr ‖u(. + r) − Q‖
H
1
2
≤ α1} so
that for all u and r, y(u) = y(u(.+ r)) + r. Then, we set ηu(x) = u(x+ y(u))−Q(x), so that∫
ηuQ
′ = 0 and ‖ηu‖
H
1
2
≤ C‖u−Q‖
H
1
2
.
Estimates depending on t. For all t, we define ρ(t) = y(u(t)) and η(t) = ηu(t). To conclude
the proof of the lemma, we just have to prove the estimate on ρ′(t)− 1.
We perform formal computations which can be justified for H
1
2 solutions by density and
continuous dependence arguments. The function η(t, x) satisfies the following equation:
ηt = (Lη − 12η2)x + (ρ′ − 1)(Q+ η)x where Lη = −Hηx + η −Qη. (14)
Thus, multiplying the equation of η by Q′ and using
∫
ηQ′ = 0, we obtain
(ρ′ − 1)
[∫
(Q′)2 −
∫
ηQ′′
]
=
∫
ηL(Q′′)− 12
∫
η2Q′′, (15)
which finishes the proof for α0 small enough.
Remark 2. By the proof of Lemma 1, ρ(t) depends continuously on u(t) in H
1
2 . In particular,
let u(t) satisfy the assumptions of Lemma 1 with u(0) = u0. If un(0)→ u0 in H 12 as n→ +∞,
then by continuous dependence (see [11]), we obtain for all t ∈ R, ρn(t)→ ρ(t) as n→ +∞,
where ρn(t) is defined from un(t) (un(t) is the solution of (1) corresponding to un(0) = u0n).
Note also that in the proof of Lemma 1, we can replace the space H
1
2 by L2, so that in the
same context if un(0) → u0 in L2 as n → +∞ then for all t ∈ R, ρn(t) → ρ(t) as n → +∞
(see continuous dependence in L2 also in [11]).
Finally, for future reference, we justify that if un ⇀ u in H
1
2 weak, then y(un) → y(u),
where y(u) is defined in the proof of Lemma 1. Indeed, in this proof, by the decay of Q′(x),
we can also replace H
1
2 by the weighted space L2( 11+|x|dx), so that if un → u in L2loc and
‖un‖L2 + ‖u‖L2 ≤ C, then y(un)→ y(u) as n→ +∞.
In the rest of this section, we present monotonicity arguments on L2 quantities for both
u(t) and η(t), in the context of Lemma 1. These results are reminiscent of similar results for
the gKdV equation in [16] and [19], but due to the nonlocal nature of the operator H, the
proofs are more involved.
4
2.2 Monotonicity results for u(t)
Let A > 1 to be chosen later and set
ϕ(x) = ϕA(x) =
π
2
+ arctan
( x
A
)
so that ϕ′(x) =
1
A
1 + ( x
A
)2
> 0. (16)
Proposition 1. Let 0 < λ < 1. Under the assumptions of Lemma 1, for α0 small enough
and A large enough, there exists C > 0 such that for all x0 > 1, t1 ≤ t2,
1. Monotonicity on the right of the soliton:∫
u2(t2, x)ϕ(x−ρ(t2)−x0)dx ≤
∫
u2(t1, x)ϕ(x−ρ(t1)−λ(t2− t1)−x0)dx+ C
x0
. (17)
2. Monotonicity on the left of the soliton:∫
u2(t2, x)ϕ(x−ρ(t2)+λ(t2− t1)+x0)dx ≤
∫
u2(t1, x)ϕ(x−ρ(t1)+x0)dx+ C
x0
. (18)
Proof of Proposition 1. First, we note that (18) is a consequence of (17) and the L2 norm
conservation. Indeed, let v(t, x) = u(−t,−x). Then v(t) is a solution of (1) satisfying the
assumptions of Lemma 1 and ρv(t) = −ρ(−t). Thus, from (17) applied on v(t, x), we deduce∫
u2(−t2, x)ϕ(−x+ ρ(−t2)− x0)dx ≤
∫
u2(−t1, x)ϕ(−x+ ρ(−t1)− λ(t2 − t1)− x0)dx+ C
x0
.
Since ϕ(x) = π − ϕ(−x), from ∫ u2(−t2) = ∫ u2(−t1), we obtain∫
u2(−t2, x)ϕ(x − ρ(−t2) + x0)dx+ C
x0
≥
∫
u2(−t1, x)ϕ(x − ρ(−t1) + λ(t2 − t1) + x0)dx,
which is exactly formula (18) for t′2 = −t1, t′1 = −t2.
We are reduced to prove (17). We perform calculations on regular solutions and then
use density arguments and continuous dependence to obtain the result in the framework of
Lemma 1.
First, we recall a Kato type identity for solutions of the BO equation. By direct compu-
tations, we have
1
2
d
dt
∫
u2(t, x)ϕ(x)dx =
∫
utuϕ(x)dx = −
∫
(Huxx + uux)uϕ(x)dx
=
∫
(Hux)(uϕ′(x) + uxϕ(x))dx + 1
3
∫
u3ϕ′(x)dx.
(19)
For the first term in (19), we prove the following result.
Lemma 2. For all u ∈ H1(R),∫
(Hux)uϕ′(x)dx ≤ C
A
∫
u2ϕ′(x)dx. (20)
5
Proof of Lemma 2. For f ∈ L2(R), we define the harmonic extension of f on R× R+ = R2+,
∀x ∈ R, F (x, 0) = f(x) and F (x, y) = 1
π
∫ ∞
−∞
y
(x− x′)2 + y2 f(x
′) dx′, if y > 0. (21)
In particular, recall that Hf ′(x) = ∂yF (x, 0) (see Stein [24] Chapter III, and the Introduction
of Toland [26]).
We denote by Φ(x, y) the harmonic extension of ϕ′(x) and U(x, y) the harmonic extension
of u(x) on R× R+. Note that Φ(x, y) is explicitly given by
Φ(x, y) =
1
A
1 + y
A
( x
A
)2 + (1 + y
A
)2
. (22)
Then, by the Green Formula on R2+ (using decay properties of Φ(x, y) and ∆U
2 = 2|∇U |2),
we obtain formally∫
(Hux)uϕ′ =
∫
∂yU(t, x, 0)U(t, x, 0)Φ(x, 0)dx =
1
2
∫
y=0
∂y(U
2)Φdx
= −1
2
∫∫
R2+
(∆U2)Φ +
1
2
∫∫
R2+
U2∆Φ+
1
2
∫
y=0
U2∂yΦ
= −
∫∫
R
2
+
|∇U |2Φ+ 1
2
∫
u2(Hϕ′′)dx.
(23)
See Appendix A.1 for a rigorous proof of (23). Since Φ ≥ 0 on R2+, we obtain∫
(Hux)uϕ′ ≤ 1
2
∫
u2(Hϕ′′). (24)
By explicit computations, since H( 1
1+x2
)
= − x
1+x2
, we have
Hϕ′ = − 1
A2
x
1 + ( x
A
)2
, Hϕ′′ = 1
A
ϕ′ − 2(ϕ′)2 and Hϕ′′ ≤ 1
A
ϕ′. (25)
Lemma 2 follows.
For the second term in (19), we have the following.
Lemma 3. For all u ∈ H1(R),∣∣∣∣∫ (Hux)uxϕdx∣∣∣∣ ≤ CA
∫
u2ϕ′(x)dx. (26)
Proof of Lemma 3. We prove (26) for u smooth and compactly supported in R, the general
case will follow by a density argument.
Since the limit in (2) holds in L2 (see Stein [24], Chapter II), we have∫
(Hux)uxϕdx = 1
π
∫
p.v.
(∫
ux(y)
y − xdy
)
ux(x)ϕ(x)dx
=
1
π
lim
ε→0
∫∫
|y−x|>ε
ux(y)ux(x)
ϕ(x)
y − xdydx
=
1
2π
∫∫
ux(y)ux(x)
ϕ(x)− ϕ(y)
y − x dxdy =
1
2π
∫∫
u(y)u(x)Kϕ(x, y)dxdy,
(27)
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by symmetry and then integration by parts, where
Kϕ(x, y) = − ∂
2
∂x∂y
(
ϕ(x)− ϕ(y)
x− y
)
=
2(ϕ(x) − ϕ(y)) − (ϕ′(x) + ϕ′(y))(x − y)
(x− y)3 . (28)
Note that all the integrals in (27) make sense since u(x) is compactly supported, (ϕ(x) −
ϕ(y))/(x − y) is bounded and moreover, by subtracting the following two Taylor formulas:
ϕ(x) = ϕ(y) + (x− y)ϕ′(y) + 1
2
(x− y)2ϕ′′(y) + 1
6
(x− y)3ϕ′′′(x1),
ϕ(y) = ϕ(x) + (y − x)ϕ′(x) + 1
2
(y − x)2ϕ′′(x) + 1
6
(y − x)3ϕ′′′(x2),
where x1, x2 ∈ (y, x), we find:
Kϕ(x, y) =
1
2
ϕ′′(y)− ϕ′′(x)
x− y +
1
6
(ϕ′′′(x1) + ϕ′′′(x2)), (29)
which is also bounded on R2. Note also that by explicit computations, we have
ϕ′′′(x) =
ϕ′(x)
A2
(
−2
1 +
(
x
A
)2 + 8
(
x
A
)2(
1 +
(
x
A
)2)2
)
=
ϕ′(x)
A
(
−2ϕ′(x) + 8
A
x2(ϕ′)2
)
. (30)
We are reduced to prove the following estimate∣∣∣∣∫∫ u(y)u(x)Kϕ(x, y)dxdy∣∣∣∣ ≤ CA
∫
u2ϕ′(x)dx. (31)
We consider only the case |y| < |x| (by symmetry), and we divide {(x, y), : |y| < |x|} into
the following regions:
• Σ1 = {(x, y) : x > A, 0 < y < x2}. For (x, y) ∈ Σ1, by (28) and the fact that ϕ′ is
decreasing on R+, we have
|Kϕ(x, y)| ≤ 4
(x− y)2 sup[y,x]
ϕ′ ≤ 16
x2
ϕ′(y) =
16
A2
1
( x
A
)2
ϕ′(y) ≤ 32
A
ϕ′(x)ϕ′(y).
Thus, by Cauchy-Schwarz inequality, since
∫
ϕ′(x) = π, we obtain∣∣∣∣∫∫
Σ1
u(y)u(x)Kϕ(x, y)dxdy
∣∣∣∣ ≤ CA
∫
|u(x)|ϕ′(x)dx
∫
|u(y)|ϕ′(y)dy
≤ Cπ
A
∫
u2(x)ϕ′(x)dx.
The case of the region Σ−1 = {(x, y) : x < −A, x2 < y < 0} is similar.
• Σ2 = {(x, y) : x > A, −x < y < 0}. For (x, y) ∈ Σ2, we have by (28), |x− y| = x− y >
x > 12(x+A), ϕ
′(y) > ϕ′(x) and so by (28) and ϕ bounded, we obtain
|Kϕ(x, y)| ≤ C
(x+A)3
+
Cϕ′(y)
x2
.
7
For the term Cϕ
′(y)
x2
, we argue as for Σ1. For the other term, by Cauchy-Schwarz’ inequality
and the expression of ϕ′, we have∫∫
Σ2
|u(y)||u(x)| 1
(x +A)3
dxdy ≤ C
(∫∫
Σ2
u2(x)
(x+A)3
dxdy
) 1
2
(∫∫
Σ2
u2(y)
(x+A)3
dxdy
) 1
2
≤ C
(
1
2
∫
x>A
u2(x)
(x+A)2
dx
) 1
2
(
1
2
∫
y<0
u2(y)
(−y +A)2 dy
) 1
2
≤ C
′
A
∫
u2(x)ϕ′(x)dx.
The case of Σ−2 = {(x, y) : x < −A, 0 < y < −x} is similar to Σ2.
• Σ3 = {(x, y) : |x| < A, |y| < |x|}. For (x, y) ∈ Σ3, and |s| < |x|, we have 12A ≤ ϕ′(s) ≤ 1A
and thus, from (29) and (30), we obtain |Kϕ(x, y)| ≤ C sup|s|<|x| |ϕ′′′(s)| ≤ CA3 ≤ CAϕ′(x)ϕ′(y).
We finish as for Σ1.
• Σ4 = {(x, y) : x > A, 12x < y < x}. For (x, y) ∈ Σ4, and y < s < x, we have from (30):
|ϕ′′′(s)| ≤ 10
A
(ϕ′(s))2 ≤ 10
A
ϕ′(y)ϕ′(s) ≤ 40
A
ϕ′(y)ϕ′(x)
thus |Kϕ(x, y)| ≤ CAϕ′(x)ϕ′(y), and we conclude as for Σ1. The case of Σ−4 = {(x, y) : x <
−A, x < y < x2} is similar
In conclusion, we have obtained (31) and Lemma 3 is proved.
From (19), Lemmas 2 and 3, there exists C0 > 0 such that
1
2
d
dt
∫
u2(t, x)ϕ(x)dx ≤ C0
A
∫
u2(t, x)ϕ′(x)dx+
1
3
∫
|u3(t, x)|ϕ′(x)dx. (32)
Now, let u(t) be a solution of (1) satisfying the assumptions of Lemma 1 on R. Let η(t),
ρ(t) be associated to the decomposition of u(t) on I as in Lemma 1.
Let 0 < λ < 1, t0 ∈ [t1, t2] and x0 ≥ 1. For any t ∈ [t1, t0], x ∈ R, we set
x˜ = x− x0 − ρ(t)− λ(t0 − t), Mϕ(t) = 1
2
∫
u2(t, x)ϕ(x˜)dx. (33)
Then, by (32), we find
M ′ϕ(t) ≤ −
1
2
(
ρ′(t)− λ− 2C0
A
)∫
u2(t)ϕ′(x˜) +
1
3
∫
|u(t)|3ϕ′(x˜). (34)
Fix now A > 0 large enough so that 2C0
A
≤ 14 (1− λ). Then, by (13), we choose α0 > 0 small
enough so that ∀t ∈ I, ρ′(t)− λ > 12(1− λ). Therefore, we obtain
M ′ϕ(t) ≤ −
1
8
(1− λ)
∫
u2(t)ϕ′(x˜) +
1
3
∫
|u(t)|3ϕ′(x˜). (35)
Finally, we estimate the nonlinear term
∫ |u(t)|3ϕ′(x˜). We first observe:∫
|u(t)|3ϕ′(x˜) ≤ C
∫
Q3(x−ρ(t))ϕ′(x˜)dx+ C
∫
|η(t, x)|3ϕ′(x˜)dx. (36)
For the first term, we distinguish two regions in x:
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• Ω1 = {x : x < ρ(t) + 12x0 + 12λ(t0 − t)}. For x ∈ Ω1, we have x˜ < −12x0 − 12λ(t0 − t),
and thus
ϕ′(x˜) ≤ C
(x0 + λ(t0 − t))2 .
This implies ∫
Ω1
Q3(x−ρ(t))ϕ′(x˜) ≤ C
(x0 + λ(t0 − t))2
∫
Q3 ≤ C
(x0 + λ(t0 − t))2 . (37)
• Ω2 = {x > ρ(t) + 12x0 + 12λ(t0 − t)}. For x ∈ Ω2, we have x − ρ(t) > 12x0 + 12λ(t0 − t)
and thus
Q3(x−ρ(t)) ≤ C
(x0 + λ(t0 − t))6 ,
∫
Ω2
Q3(x−ρ(t))ϕ′(x˜)dx ≤ C
(x0 + λ(t0 − t))6 .
Now, we claim ∫
|η(t, x − ρ(t))|3ϕ′(x˜)dx ≤ Cα0
∫
η2(t, x− ρ(t))ϕ′(x˜)dx, (38)
where C is independent of A. See proof of (38) in Appendix A.2. Moreover, as before, we
find ∫
η2(t, x− ρ(t))ϕ′(x˜)dx ≤ C
∫
(u2(t, x) +Q2(x−ρ(t)))ϕ′(x˜)dx
≤ C
∫
u2(t, x)ϕ′(x˜)dx+
C
(x0 + λ(t0 − t))2 .
Thus, it follows from (35)–(38) that for α0 > 0 small enough, ∀t ∈ [t1, t0],
M ′ϕ(t) ≤ −
1
8
(1− λ)
∫
u2(t)ϕ′(x˜) + Cα0
∫
u2(t)ϕ′(x˜) +
C
(x0 + λ(t0 − t))2
≤ − 1
16
(1− λ)
∫
u2(t)ϕ′(x˜) +
C
(x0 + λ(t0 − t))2 .
(39)
Let t ∈ [t1, t0]. By integration of (39) on [t, t0], since∫ t0
t
dt′
(x0 + λ(t0 − t′))2 =
1
λx0
∫ λ(t0−t)
x0
0
dt′′
(1 + t′′)2
≤ C
x0
, (t′′ =
λ
x0
(t0 − t′))
we find:∫
u2(t0, x)ϕ(x − x0 − ρ(t0))dx+ 1
C
∫ t0
t
∫
u2(t′, x)ϕ′(x− x0 − ρ(t′)− λ(t− t′))dxdt′
≤
∫
u2(t, x)ϕ(x − x0 − ρ(t)− λ(t0 − t))dx+ C
x0
.
(40)
By density and continuous dependence ([11]) estimate (40) also holds for H
1
2 solutions.
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2.3 Monotonicity results for η(t)
Here, we present similar monotonicity arguments for η(t). See [19] for similar results in the
case of the gKdV equations.
Proposition 2. Let 0 < λ < 1. Under the assumptions of Lemma 1, for α0 small enough
and A large enough, there exists C > 0 such that for all x0 > 1, t1 ≤ t2,∫
η2(t2, x)(ϕ(x − x0)− ϕ(−x0)) dx
≤
∫
η2(t1, x)(ϕ(x − λ(t2 − t1)− x0)− ϕ(−x0 − λ(t2 − t1)))dx+ C
∫ t2
t1
‖η(t)‖2
L2
(x0 + λ(t2 − t))2 dt.
Remark 3. With respect to Proposition 1, we need to modify slighty the function in the
integral (ϕ(x − x0) − ϕ(−x0) instead of ϕ(x − x0)) to remove some terms in the second
member, see comments in the proof. This estimate is clearly improving Proposition 1 since
the remainder term can now be controlled by C
x0
supt ‖η(t)‖2L2 .
As for u(t) in the proof of Proposition 1, we have by direct computations using (14),
1
2
d
dt
∫
η2(t, x)ϕ(x)dx =
∫
ηtηϕ(x)dx
= −
∫
(Lη)(ηϕ′ + ηxϕ) + 1
3
∫
η3ϕ′ + (ρ′ − 1)
(∫
Q′ηϕ− 12
∫
η2ϕ′
)
=
∫
(Hηx)ηϕ′ +
∫
(Hηx)ηxϕ− 1
2
∫
η2ϕ′ +
1
2
∫
η2(Qϕ′ −Q′ϕ) + 1
3
∫
η3ϕ′
+ (ρ′ − 1)
(∫
Q′ηϕ− 12
∫
η2ϕ′
)
. (41)
Let 0 < λ < 1 and x = x− x0 − λ(t0 − t). Then, by Lemmas 2 and 3, we get
d
dt
∫
η2ϕ(x) ≤ −
(
ρ′(t)− λ− 2C0
A
)∫
η2ϕ′(x) +
∫
η2(Qϕ′(x)−Q′ϕ(x)) + 2
3
∫
|η|3ϕ′(x)
+ 2(ρ′ − 1)
∫
Q′ηϕ(x).
Now, as in the proof of Proposition 1, we fix A > 1 such that 2C0
A
≤ 14(1 − λ) and α0 small
enough so that ρ′ − λ > 12(1 − λ) by (13). Then, by (38) and (13), we can choose α0 > 0
small enough so that
2
3
∫
|η|3ϕ′(x) ≤ 1
8
(1− λ)
∫
η2ϕ′(x).
Thus, we obtain
d
dt
∫
η2ϕ(x) ≤ −1
8
(1− λ)
∫
η2ϕ′(x) +
∫
η2(Qϕ′(x)−Q′ϕ(x)) + 2(ρ′ − 1)
∫
Q′ηϕ(x).
At this point, note that the term
∫
η2Q′ϕ(x) has no sign, and since ϕ(y) ∼ C|y| as y → −∞,
this term can only be controlled by C(x0+λ(t0−t))
∫
η2, which is not sufficient for our purposes.
We modify slightly the functional to cancel the main order of this term.
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Indeed, since
∫
ηQ′ = 0, using (14), we have
d
dt
∫
η2 = 2
∫
Qηηx = −
∫
Q′η2.
Therefore, using also
∫
Q′η = 0, we get
d
dt
∫
η2 (ϕ(x)− ϕ(−x0 − λ(t0 − t))) ≤ −1
8
(1− λ)
∫
η2ϕ′(x)
+
∫
η2
(
Qϕ′(x)−Q′(ϕ(x)− ϕ(−x0 − λ(t0 − t)))
)
+ 2(ρ′ − 1)
∫
ηQ′(ϕ(x)− ϕ(−x0 − λ(t0 − t)))− λϕ′(−(x0 + λ(t0 − t)))
∫
η2.
Now, we claim the following estimate
∀x ∈ R, Q(x)ϕ′(x) + |Q(x) (ϕ(x)− ϕ(−(x0 + λ(t0 − t))))| ≤ C
(x0 + λ(t0 − t))2 . (42)
Since
Q(x)ϕ′(x) ≤ C
(1 + x2)(1 + (x− x0 − λ(t0 − t))2)
(recall that the value of A has been fixed) estimate (42) is clear for Q(x)ϕ′(x) by considering
the two regions |x| > 12(x0 + λ(t0 − t)) and |x| < 12(x0 + λ(t0 − t)).
For the other term, we first note that since |Q(x)| ≤ C
1+x2
and ϕ is bounded, the estimate
is clear for |x| > 12(x0 + λ(t0 − t)). For |x| < 12 (x0 + λ(t0 − t)), we have
|ϕ(x)− ϕ(−x0 − λ(t0 − t))| ≤ |x| sup
[ 1
2
(x0+λ(t0−t), 32 (x0+λ(t0−t)]
ϕ′ ≤ C|x|
(x0 + λ(t0 − t))2 ;
thus, for such x, we obtain the following estimate which finishes the proof of (42):
|Q(x) (ϕ(x)− ϕ(−x0 − λ(t0 − t)))| ≤ C
(x0 + λ(t0 − t))2 .
By (13) and (42), and since |Q′(x)| ≤ C1+|x|Q(x), we obtain∣∣∣∣∫ η2(Qϕ′(x)−Q′(ϕ(x)− ϕ(−x0 − λ(t0 − t))))∣∣∣∣ ≤ C‖η(t)‖2L2(x0 + λ(t0 − t))2 , (43)∣∣∣∣(ρ′ − 1)∫ Q′η(ϕ(x)− ϕ(−x0 − λ(t0 − t)))∣∣∣∣ ≤ C‖η(t)‖L2(x0 + λ(t0 − t))2
∫ |η|
1 + |x|
≤ C‖η(t)‖
2
L2
(x0 + λ(t0 − t))2 .
(44)
The conclusion is thus:
d
dt
∫
η2 (ϕ(x)− ϕ(−(x0 + λ(t0 − t)))) ≤ −1
8
(1− λ)
∫
η2ϕ′(x) +
C‖η(t)‖2
L2
(x0 + λ(t0 − t))2 .
By integration on [t, t0], we get∫
η2(t0, x) (ϕ(x− x0)− ϕ(−x0)) dx+ 1
C
∫ t0
t
∫
η2(t′, x)ϕ′(x− x0 − λ(t0 − t′))dxdt′
≤
∫
η2(t, x) (ϕ(x− x0 − λ(t0 − t))− ϕ(−x0 − λ(t0 − t))) dx+ C
∫ t0
t
‖η(t′)‖2
L2
dt′
(x0 + λ(t0 − t′))2 .
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3 Linear Liouville property
In this section, we prove the following result.
Theorem 3. Let w ∈ C(R, L2(R)) ∩ L∞(R, L2(R)) be a solution of
wt = (Lw)x + β(t)Q′, (t, x) ∈ R2, where β is continuous, (45)
satisfying
∀t ∈ R,
∫
w(t, x)Q(x)dx =
∫
w(t, x)Q′(x)dx = 0, (46)
∀t ∈ R, ∀x0 > 1,
∫
|x|>x0
w2(t, x)dx ≤ C
x0
. (47)
Then
w ≡ 0 on R2. (48)
This result is similar to Theorem 3 in [15]. For the proof, we follow the strategy of [13],
[18], introducing a dual problem whose operator has better spectral properties. Since w(t) is
only L2 and has a weak decay at infinity in space, we will need to regularize and localize the
dual solution.
For the sake of clarity, we now present the formal argument. The complete justification
will be presented in Sections 3.1 and 3.2.
Multiplying the equation of w(t) by xw(t), we get
d
dt
∫
xw2 = −2
∫
(Hw)wx −
∫
w2 +
∫
w2(Q− xQ′) + 2β(t)
∫
xQ′w,
where (
∫
(Q′)2)β(t) =
∫
wL(Q′′) (multiply the equation of w by Q′ and use ∫ wQ′ = 0). But
it is not clear how to study the spectral properties of the operator
2
∫
(Hw)wx +
∫
w2 −
∫
w2(Q− xQ′) + 2∫
(Q′)2
(∫
wLQ′′
)(∫
xQ′w
)
.
Moreover, the decay estimate (47) is not quite enough to control
∫
xw2.
Therefore, we instead rely on the dual problem, setting v = Lw. Since LQ′ = 0 (direct
calculation), we obtain the following equation for v(t): vt = L(vx). Multiplying the equation
by xv, we obtain
− d
dt
∫
xv2 = 2
∫
(Hv)vx +
∫
v2 −
∫
v2(Q+ xQ′).
Note that the operator in v is much easier to study since now the potential xQ′ has a positive
contribution (xQ′ ≤ 0), moreover, there is no scalar product. In fact, we will obtain (see
Proposition 4) the positivity of this operator under the orthogonality condition
∫
v(xQ)′ = 0.
Observe that
∫
v(xQ)′ =
∫
(Lw)(xQ)′ = − ∫ wQ = 0 since L((xQ)′) = −Q (see (78)).
Provided that
∫ |x|v2(t) ≤ C, we would obtain from the above identity∫ +∞
−∞
‖v(t)‖2
H
1
2
dt ≤ C,
which says that for a subsequence tn → +∞, v(tn) → 0, w(tn) → 0. Combined with energy
conservation ((Lw(t), w(t)) = C) and Lemma 15 below, this gives w ≡ 0. But (47) is not
enough to obtain the estimate
∫ |x|v2(t) ≤ C In fact, since w(t) is only in L2, we both need
to localize and regularize the dual problem.
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3.1 Proof of Theorem 3 assuming positivity of a quadratic form
Lemma 4 (Regularized dual problem). There exists γ0 > 0 such that for any 0 < γ < γ0,
the following is true. Let v = (1− γ∂2x)−1(Lw). Then, v ∈ C(R,H1(R))∩L∞(R,H1(R)) and
1. Equation of v.
vt = L(vx)− γ(1− γ∂2x)−1(2vxxQ′ + vxQ′′). (49)
2. Decay of v.
∀t ∈ R, x0 > 1,
∫
|x|>x0
(v2x(t, x) + v
2(t, x))dx ≤ Cγ
x
3
4
0
. (50)
3. Virial type estimate. ∫ +∞
−∞
1
(1 + t2)
2
5
‖v(t)‖2H1dt < C. (51)
Proof of Lemma 4. First, since supt ‖w(t)‖L2 ≤ C, we obtain supt ‖v(t)‖H1 ≤ Cγ (see Claim 1
below).
1. Equation of v. Let v˜ = Lw so that wt = v˜x + βQ′. Since LQ′ = 0, the function v˜ satisfies
v˜t = Lwt = L(v˜x). Now, we introduce a regularization of the function v˜. For 0 < γ < 12 to
be chosen later small enough, we set:
v(t, x) = (1− γ∂2x)−1v˜(t, x) or equivalently v − γvxx = v˜ = Lw. (52)
Then, v(t, x) satisfies the following equation
vt = (1− γ∂2x)−1v˜t = (1− γ∂2x)−1L(v˜x) = L(vx)− (1− γ∂2x)−1(v˜xQ) + vxQ.
But −(1− γ∂2x)−1(v˜xQ) + vxQ = (1− γ∂2x)−1(−2γvxxQ′ − γvxQ′′), and so
vt = L(vx)− γ(1− γ∂2x)−1(2vxxQ′ + vxQ′′). (53)
2. Decay estimate on v. By using the decay on w(t), we claim
∀x0 > 1,∀t,
∫
|x|≥x0
(v2x(t, x) + v
2(t, x))dx ≤ Cγ
x
3
4
0
. (54)
Indeed, let (x0 > 1)
h(x) = hx0(x) = ϕ
2√
x0
(x− x0) =
(
π
2
+ arctan
(x− x0√
x0
))2
.
Note that 0 ≤ |h′|+ |h′′| ≤ Ch. Since v − γvxx = Lw, multiplying by vh, we have∫
v2h+ γ
∫
v2xh−
1
2
γ
∫
v2h′′ =
∫
wL(vh) =
∫
wD(vh) +
∫
wvh−
∫
Qwvh. (55)
First, from ∣∣∣∣∫ wvh∣∣∣∣ + ∣∣∣∣∫ Qwvh∣∣∣∣ ≤ C‖w√h‖L2‖v√h‖L2
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and
∫
w2h ≤ ∫
x<
x0
2
w2h+
∫
x>
x0
2
w2 ≤ C 1
x0
(using the definition of h and (47)) it follows that∣∣∣∣∫ wvh∣∣∣∣ + ∣∣∣∣∫ Qwvh∣∣∣∣ ≤ C
x
1
2
0
‖v
√
h‖L2 .
Second, by Lemma 14, we have∣∣∣∣∫ wD(vh) − ∫ D(v√h)√hw∣∣∣∣ ≤ ‖w‖L2‖v√h‖L4‖D(√h)‖L4 ≤ C
x
3
8
0
‖v
√
h‖H1 .
Since
∣∣∣∫ D(v√h)√hw∣∣∣ ≤ ‖w√h‖L2‖v√h‖H1 and ‖v√h‖2H1 = ∫ (v2x + v2)h + O( 1x0 ), we
obtain from (55) ∫
x>x0
(v2x + v
2) ≤
∫
(v2x + v
2)h ≤ Cγ
x
3
4
0
.
3. Virial type estimate on v(t). Let 13 < θ <
1
2 , B > 1 to be chosen later and set
I(t) =
1
2
∫
g
(
x
(B + t2)θ
)
v2(t, x)dx, z = v
√
g′
(
x
(B + t2)θ
)
where g(x) = arctan(x),
(L˜z, z) = −2(L(zx), xz) = 2
∫
|D 12 z|2 +
∫
z2 −
∫
(xQ′ +Q)z2. (56)
For any 0 < σ0 < 1, we claim∣∣∣∣2I ′(t) + 1(B + t2)θ (L˜z, z)
∣∣∣∣ ≤ σ0(B + t2)θ ‖z‖2L2 + Cσ0(B + t2)1−θ ‖v‖2L2
+
C
(B + t2)
7
4
θ
‖z‖
H
1
2
‖v‖L2 +
C
(B + t2)θ
γ
1
4 ‖z‖
H
1
2
‖v‖L2 +
C
(B + t2)2θ
‖z‖2L2 .
(57)
Proof of (57). We compute I ′(t):
I ′(t) = − θt
(B + t2)θ+1
∫
xg′
(
x
(B + t2)θ
)
v2 +
∫
g
(
x
(B + t2)θ
)
vvt.
First, note that by Cauchy-Schwarz’ inequality, for any σ0 > 0,∣∣∣∣ θt(B + t2)θ+1
∫
xg′
(
x
(B + t2)θ
)
v2
∣∣∣∣ ≤ σ0(B + t2)θ
∫
g′
(
x
(B + t2)θ
)
v2
+
θ2t2
4σ0(B + t2)2−θ
∫ (
x
(B + t2)θ
)2
g′
(
x
(B + t2)θ
)
v2.
Since s2g′(s) ≤ 1, we obtain∣∣∣∣ θt(B + t2)θ+1
∫
xg′
(
x
(B + t2)θ
)
v2
∣∣∣∣ ≤ σ0(B + t2)θ
∫
z2 +
Cθ2
σ0(B + t2)1−θ
∫
v2.
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Second, we use the equation of v to compute the term
∫
g
(
x
(B+t2)θ
)
vvt.∫
g
(
x
(B + t2)θ
)
vvt
=
∫
g
(
x
(B + t2)θ
)
vLvx − γ
∫
g
(
x
(B + t2)θ
)
v(1− γ∂2x)−1(2vxxQ′ + vxQ′′) = A+B.
Estimate on A.
A =
∫
g
(
x
(B + t2)θ
)
v(−Hvxx + vx)−
∫
g
(
x
(B + t2)θ
)
Qvvx
= −
∫ (
1
(B + t2)θ
g′
(
x
(B + t2)θ
)
v + g
(
x
(B + t2)θ
)
vx
)
(−Hvx + v)
+
1
2
∫ (
1
(B + t2)θ
g′
(
x
(B + t2)θ
)
Q+ g
(
x
(B + t2)θ
)
Q′
)
v2.
Next,
A = − 1
(B + t2)θ
∫
|D 12 z|2 + v
(
D
(
vg′
(
x
(B+t2)θ
)−D(v√g′( x
(B+t2)θ
))√
g′
(
x
(B+t2)θ
))
+
∫
(Hvx)vxg
(
x
(B + t2)θ
)
− 1
2
1
(B + t2)θ
∫
z2
+
1
2
1
(B + t2)θ
∫
(xQ′ +Q)z2 +
1
2
∫ (
g
(
x
(B + t2)θ
)
− x
(B + t2)θ
g′
(
x
(B + t2)θ
))
Q′v2
= −1
2
1
(B + t2)θ
(L˜z, z) +A1 +A2 +A3,
where
A1 = − 1
(B + t2)θ
∫
v
(
D
(
z
√
g′
(
x
(B+t2)θ
))− (Dz)√g′( x
(B+t2)θ
))
,
A2 =
∫
(Hvx)vxg
(
x
(B + t2)θ
)
,
A3 =
1
2
∫ (
g
(
x
(B + t2)θ
)
− x
(B + t2)θ
g′
(
x
(B + t2)θ
))
Q′v2.
Estimate on A1. By Lemma 14, we have
|A1| ≤ C
(B + t2)θ
‖v‖L2‖z‖L4
∥∥D√g′( x
(B+t2)θ
)∥∥
L4
≤ C
(B + t2)
7θ
4
‖v‖L2‖z‖
H
1
2
.
Estimate on A2. Since
∫
(Hvx)vx = 0, Lemma 3, applied to A = (B + t2)θ gives
|A2| ≤ C
(B + t2)2θ
‖z‖2L2 .
Estimate on A3. Since for all y ∈ R, | arctan y − y1+y2 | ≤ Cy2, we have, for all x ∈ R,∣∣∣∣(g( x(B + t2)θ
)
− x
(B + t2)θ
g′
(
x
(B + t2)θ
))
Q′(x)
∣∣∣∣ ≤ x2|Q′(x)|(B + t2)2θ ≤ C(B + t2)2θ 11 + |x| .
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Thus,
|A3| ≤ C
(B + t2)2θ
‖v‖L2‖z‖L2 .
Estimate on B. First, we claim the following.
Claim 1. (i) x(1− γ∂2x)−1f = (1− γ∂2x)−1(xf)− 2γ(1− γ∂2x)−2(f ′).
(ii) ‖(1 − γ∂2x)−1f‖L2 + γ
1
2‖(1 − γ∂2x)−1(f ′)‖L2 + γ‖(1− γ∂2x)−1(f ′′)‖L2 ≤ C‖f‖L2 ,
‖(1 − γ∂2x)−1(f ′′)‖L2 ≤ Cγ−
3
4 ‖f‖
H˙
1
2
.
Proof of Claim 1. (i) Let h = (1 − γ∂2x)−1f . Then, xh − γ(xh)′′ = xf − 2γh′ and so
xh = (1− γ∂2x)−1(xf − 2γ(1− γ∂2x)−1f ′).
(ii)
∫ |f |2 = ∫ |h− γh′′|2 = ∫ h2 + 2γ ∫ (h′)2 + γ2 ∫ (h′′)2, which proves the first estimate.
Next, ‖(1 − γ∂2x)−1f ′′‖L2 ≤ C‖( ξ
2
1+γξ2
)fˆ‖L2 ≤ Cγ−
3
4‖|ξ| 12 fˆ‖L2 , since ∀ξ ∈ R, ∀γ > 0,
ξ2
1+γξ2
≤ γ− 34 |ξ| 12 . The claim is proved.
Using (i) of Claim 1, we obtain
B = −γ
∫
1
x
g
( x
(B + t2)θ
)
v (1− γ∂2x)−1H,
where
H = 2xvxxQ
′ + xvxQ′′ − 2γ(1 − γ∂2x)−1(2vxxQ′ + vxQ′′)x.
Since |g(y)| ≤ C|y|, for all y, we have |B| ≤ Cγ
(B+t2)θ
‖v‖L2‖(1 − γ∂2x)−1H‖L2 . Now, we use
Claim 1 (ii) to estimate ‖(1 − γ∂2x)−1H‖L2 . We can rewrite H under the form:
H = (2vxQ′)′′ + (vF1)′ + vF2 − 2γ(1 − γ∂2x)−1((2vQ′)′′ + (vF3)′ + vF4)x,
where for j = 1, . . . , 4, |Fj(x)| ≤ C 11+x2 . Thus,
‖(1− γ∂2)−1H‖L2
≤ Cγ− 34‖vxQ′‖
H˙
1
2
+ Cγ−
1
2‖v 1
1+x2
‖L2 + γ
1
2‖(1 − γ∂2x)−1((2vQ′)′′ + (vF3)′ + vF4)‖L2
≤ Cγ− 34‖vxQ′‖
H˙
1
2
+ Cγ−
1
2‖v 11+x2 ‖L2 .
Now, we claim
‖v 1
1+x2
‖L2 ≤ C‖z‖L2 , ‖vxQ′‖
H˙
1
2
≤ C‖z‖
H
1
2
. (58)
The first estimate is clear since 1
1+x2
≤ C√g′. Let f(x) = xQ′(x)q
g′( x
(B+t2)θ
)
. Then, by Lemma 14,
‖D 12 (vxQ′)‖L2 = ‖D
1
2 (zf)‖L2 ≤ ‖(D
1
2 z)f‖L2 + C‖z‖L4‖D
1
2 f‖L4 ≤ C‖z‖
H
1
2
,
since ‖f‖L∞ + ‖D 12 f‖L4 ≤ ‖f‖H1 ≤ C.
Thus, ‖(1− γ∂2)−1H‖L2 ≤ Cγ−
3
4 ‖z‖
H
1
2
and in conclusion for the term B:
|B| ≤ Cγ
1
4
(B + t2)θ
‖z‖
H
1
2
‖v‖L2 .
Putting together the above estimates, we obtain (57).
We now claim the following (see proof in Section 3.2):
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Proposition 3. There exist λ > 0, γ0 > 0 and B0 > 1 such that, for 0 < γ < γ0, B ≥ B0,
∀t, (L˜z(t), z(t)) ≥ λ‖z(t)‖2
H
1
2
, where z is as above.
Remark 4. The operator L˜ does not depend on γ and B, but the orthogonality conditions on
w imply almost orthogonality conditions on z that depend on γ, B, see proof of Proposition 3.
Choose θ = 25 and fix σ0 =
λ
4 . Then,
−2I ′(t) ≥ λ
2(B + t2)θ
‖z(t)‖2
H
1
2
− C
(B + t2)θ
(
1
(B + t2)
1
5
+ γ
1
2
)
‖v‖2L2 .
By the decay property (50),∫
v2(t) ≤
∫
|x|≤ 1
2
(B+t2)θ
v2(t) +
Cγ
(B + t2)
3
4
θ
≤ C
∫
z2(t) +
Cγ
(B + t2)
3
10
.
For γ > 0 small enough and B large enough, and by ‖v‖
H
1
2
≤ C, we get
−2I ′(t) ≥ λ
4(B + t2)θ
‖z(t)‖2
H
1
2
− Cγ
(B + t2)
3
5
.
Since I(t) is bounded, we obtain by integration∫ +∞
−∞
1
(B + t2)θ
‖z(t)‖2
H
1
2
dt < Cγ . (59)
We claim that (59) and (50) imply∫ +∞
−∞
1
(B + t2)θ
‖v(t)‖2
H
1
2
dt < C. (60)
Indeed, by (50) and the expression of g′, and considering the two regions x > 1
(B+t2)
θ
2
,
x < 1
(B+t2)
θ
2
, we have
‖v − z‖2H1 = ‖v(1 −
√
g′)‖2H1 ≤
C
(B + t2)
3
8
θ
=
C
(B + t2)
3
20
. (61)
Thus, by ‖v‖
H
1
2
≤ ‖z‖
H
1
2
+ ‖v − z‖
H
1
2
, and (59)∫ +∞
−∞
1
(B + t2)θ
‖v(t)‖2
H
1
2
dt ≤ 2Cγ +
∫ +∞
−∞
1
(B + t2)
11
20
dt ≤ C.
Using another virial argument, we claim∫ +∞
−∞
1
(B + t2)θ
‖z(t)‖2
H
3
2
dt < C. (62)
Proof of (62). We set
J(t) =
1
2
∫
g
(
x
(B + t2)θ
)
v2x(t).
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Proceeding as in the proof of (57) (the equation for vx is very similar to the one for v), we
obtain ∣∣∣∣J ′(t) + 1(B + t2)θ
∫
(D
3
2 z)2
∣∣∣∣ ≤ C(B + t2)θ ‖v‖H1(‖v‖H1 + ‖z‖H 32 ).
Using ‖v‖H1 ≤ ‖z‖H1 + ‖v − z‖H1 , (61) and the following estimate
‖z‖H1 ≤ ε‖D
3
2 z‖L2 + Cε‖z‖L2 ,
we obtain, for ε > 0 small enough,
−J ′(t) ≥ 1
2
1
(B + t2)θ
‖D 32 z‖2L2 +C
1
(B + t2)θ
‖z‖2L2 .
Since J(t) is bounded and using (59), we obtain (62).
Finally, by (59), (61) and (62), we get (51). Lemma 4 is proved.
Lemma 5 (Decay estimate on w(t)). The following hold∫ +∞
−∞
1
(1 + t2)
2
5
‖w(t)‖2L2dt < C, (63)
sup
t∈R
∫
|x|w2(t, x)dx ≤ C. (64)
Proof of Lemma 5. Estimate (63) is a consequence of Lemma 4 by comparing v and w. Let
γ > 0 small. We have by the definition of v: (1− γ∂2x)v = Lw. Let w˜ = (1− γ∂2x)−
1
4w. Then,∫
w(1− γ∂2x)
1
2 v =
∫
w˜(1− γ∂2x)−
1
4 (Lw).
On the one hand, we have ∣∣∣∣∫ w(1 − γ∂2x) 12 v∣∣∣∣ ≤ C‖w‖L2‖v‖H1 .
On the other hand, as in the proof of Claim 1
‖(1 − γ∂2x)−
1
4 (Lw) −Lw˜‖L2 ≤ ‖(1 − γ∂2x)−
1
4 (Qw)−Qw‖L2 + ‖Q(w − w˜)‖L2 ≤ γ
1
4‖w‖L2 .
Thus, ∣∣∣∣∫ w˜(1− γ∂2x)− 14 (Lw)− (Lw˜, w˜)∣∣∣∣ ≤ Cγ 14 ‖w‖2L2
and since (Lw˜, w˜) ≥ 12λ‖w˜‖H 12 for γ > 0 small enough (this is a consequence of Lemma 15 and
the orthogonality conditions on w – see Section 3.2, in particular the proof of Proposition 3),
we obtain ∫
w˜(1− γ∂2x)−
1
4 (Lw) ≥ λ
2
‖w˜‖2
H
1
2
− Cγ 14 ‖w‖2L2 ≥ λ1‖w‖2L2 .
In conclusion, we have obtained
‖w‖L2 ≤ C‖v‖H1 ,
and Lemma 4 then implies (63).
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Now, we prove (64). Indeed, the integrability property (63) allows us to obtain the decay
on w(t, x) by monotonicity properties.
By the proof of Proposition 2, we have, for any λ ∈ (0, 1), for any t0, t ∈ (−∞, t0], x0 > 1,∫
w2(t0, x) (ϕ(x−x0)− ϕ(−x0)) dx
≤
∫
w2(t, x) (ϕ(x−x0−λ(t0−t))− ϕ(−x0 − λ(t0−t))) dx+ C
∫ t0
t
‖w(t′)‖2
L2
dt′
(x0 + λ(t0 − t′))2 .
(65)
The last term in (65) is treated as follows (x0 > 1)∫ t0
t
‖w(t′)‖2
L2
dt′
(x0 + λ(t0 − t′))2 ≤ Cx
− 6
5
0
∫ +∞
−∞
‖w(t′)‖2
L2
dt′
(1 + (t0 − t′)) 45
Thus, by (63) (applied to w(t+ t0)) and (47), letting t→ −∞ in (65), we obtain∫
w2(t0) (ϕ(x− x0)− ϕ(−x0)) dx ≤ Cx−
6
5
0 .
By the change of variable x→ −x, t→ −t, which leaves the equation invariant, we get:∫
w2(t0) (ϕ(x0)− ϕ(x+ x0)) dx ≤ Cx−
6
5
0 ,
and thus, summing up the two estimates,∫
w2(t0) (ϕ(x− x0)− ϕ(x+ x0) + ϕ(x0)− ϕ(−x0)) dx ≤ Cx−
6
5
0 .
We verify easily that for all |x| > x0 ≥ 1,
ϕ(x− x0)− ϕ(x+ x0) + ϕ(x0)− ϕ(−x0) ≥ ϕ(0) − ϕ(2x0) + ϕ(x0)− ϕ(−x0)
≥ pi2 − arctan(2) > 0.
(66)
Thus, for all x0 > 1, ∫
|x|≥x0
w2(t0) ≤ Cx−
6
5
0 . (67)
By integrating in x0, we obtain the following estimate
∀t ∈ R,
∫
|x|w2(t) ≤ C. (68)
Thus Lemma 5 is proved.
Now, we claim that estimate (64) implies a gain of regularity on w(t).
Lemma 6 (Gain of regularity on w(t)). Let w ∈ C(R, L2(R)) ∩ L∞(R, L2(R)) be a solution
of (45) satisfying (64). Then, w(t) ∈ C(R,H 12 (R)) and the following identity holds∫
xw2(t2)−
∫
xw2(t1) = −
∫ t2
t1
∫ (
2|D 12w|2+w2+w2(xQ′−Q))+2∫ t2
t1
β(t)
∫
xQ′w. (69)
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End of the proof of Theorem 3 assuming Lemma 6. Note first that multiplying the equation
of w(t) by Q′ and using
∫
wQ′ = 0, we find
(∫
(Q′)2
)
β(t) =
∫
wL(Q′′), so that
|β(t)| ≤ C‖w‖L2 . (70)
Multiplying the equation of w(t) by Lw and using LQ′ = 0, we also have
∀t ∈ R, (Lw(t), w(t)) = (Lw(0), w(0)).
By (69), the estimates on
∫ |x|w2(t) and on β(t), and Lemma 5, we have∫ +∞
−∞
1
(1 + t2)
2
5
‖w(t)‖2
H
1
2
dt < C.
This implies that for a sequence tn → +∞, we have ‖w(tn)‖
H
1
2
→ 0 as n→ +∞.
Since (Lw(t), w(t)) = limtn→∞(Lw(tn), w(tn)), we obtain (Lw(t), w(t)) = 0 and so by the
orthogonality conditions on w(t) and Lemma 15, we finally obtain ∀t, w(t) = 0.
Proof of Lemma 6. Formally, identity (69) follows from multiplying equation (45) by xw,
integration by parts and properties of the Hilbert transform. To justify (69), we use a regu-
larization of w(t).
We set wn = (1 − 1n∂2x)−1w, so that for all t, wn(t) → w(t) in L2(R) as n → +∞. Then,
wn satisfies the following equation
wnt = (Lwn)x − 1n(1− 1n∂2x)−1(2Q′wnx + wnQ′′)x + β(1− 1n∂2x)−1Q′. (71)
Let h : R→ R be a smooth nondecreasing function such that h(x) = x if x > 1 and h(x) = 0
if x < 0. Then,∫
h(x)w2 =
∫
h(x)(wn − 1nwnxx)2 =
∫
h(x)w2n − 2n
∫
wnxxwnh(x) +
1
n2
∫
w2nxxh(x)
=
∫
h(x)w2n +
2
n
∫
w2nxh(x) − 1n
∫
w2nh
′′(x) +
1
n2
∫
w2nxxh(x)
implies that ∫
x>0
xw2n ≤ C and
∫
x>0
x(w − wn)2 → 0 as n→ +∞. (72)
The same holds true in the region x < 0.
For the functions wn, we have the following identity, for any t1 < t2:∫
xw2n(t2)−
∫
xw2n(t1) = −
∫ t2
t1
∫ (
2|D 12wn|2 + w2n + w2n(xQ′ −Q)
)
dxdt
+
∫ t2
t1
∫ (− 2
n
x(1− 1
n
∂2x)
−1(2Q′wnx + wnQ′′)xwn
)
+ 2
∫ t2
t1
β
∫
x((1 − 1
n
∂2x)
−1Q′)wndxdt.
(73)
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Indeed, multiplying the equation of wn by Ag(
x
A
)wn where g(x) = arctan(x), we find∫
Ag( x
A
)w2n(t2)−
∫
Ag( x
A
)w2n(t1)
= −
∫ t2
t1
∫ (
2|D 12wn|2g′( xA) + 2D
1
2wn(D
1
2 (wng
′( x
A
))−D 12 (wn)g′( xA)) + 2DwnwnxAg( xA )
+ w2ng
′( x
A
) + w2n(Ag(
x
A
)Q′ − g′( x
A
)Q)
)
dxdt− 2
∫ t2
t1
β(t)
∫
x((1− 1
n
∂2x)
−1Q)Ag( x
A
)wn
− 2
n
∫ t2
t1
∫
((1− 1
n
∂2x)
−1Q)(2Q′wnx +wnQ′′)xAg( xA )wn.
Then, (73) is proved using Lemmas 3 and 14 (see the proof of Lemma 4 for similar arguments)
and then passing to the limit as A→ +∞ applying the Lebesgue convergence theorem.
From (73), we claim that for any t1, t2,
lim sup
n→+∞
∫ t2
t1
‖wn(t)‖2
H
1
2
dt < +∞. (74)
Proof of (74). By Claim 1 (i), we have
1
n
∫
x(1− 1
n
∂2x)
−1(2Q′wnx + wnQ′′)xwn
= 1
n
∫
wn(1− 1n∂2x)−1(2xQ′wnxx + 3xQ′′wnx + xQ(3)wn)
− 2
n2
∫
wn(1− 1n∂2x)−2(2Q′wnx + wnQ′′)xx = I+ II.
As in the proof of Lemma 4 (control of B), we have
|I| ≤ C
n
1
4
‖wn‖
H
1
2
‖wn‖L2 , |II| ≤
C
n
1
2
‖wn‖2L2 . (75)
From (73), (70), the L2 bounds on w(t) and wn(t) and (75) we obtain∫ t2
t1
‖wn(t)‖2
H
1
2
dt ≤ C|t2 − t1|+ sup
t
∫
|x|w2n(t) +
C
n
1
4
∫ t2
t1
‖wn‖2
H
1
2
dt.
For n large enough, we get
∫ t2
t1
‖wn(t)‖2
H
1
2
dt ≤ C. Thus (74) is proved.
By the well-posedness of the equation of w(t) in H
1
2 , we obtain ∀t, w(t) ∈ H 12 and wn → w
in H
1
2 . Finally, from (72) and (75), we obtain (69) by passing to the limit as n→∞ in (73).
3.2 Positivity of a quadratic form related to the dual problem
In this section, we prove Proposition 3. The main ingredient is the following result.
Proposition 4. There exists λ0 > 0 such that for all z ∈ H 12 ,∫
z(xQ)′ = 0 ⇒ (L˜z, z) = 2
∫
|D 12 z|2 +
∫
z2 −
∫
(xQ′ +Q)z2 ≥ λ0‖z‖2
H
1
2
. (76)
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Proof of Proposition 4. First, we introduce some notation. Recall that
Lf = −Hf ′ + f −Qf. (77)
We define S = (xQ)′. Note that S = d
dc
Qc|c=1 and thus by differentiating the equation of Qc
with respect to c, and taking c = 1, we find LS = −Q. Observe also that LQ = −HQ′+Q−
Q2 = −12Q2, by the equation of Q. Now, we set T = S−Q. Then, LT = −Q+ 12Q2 = (xQ)′ =
S, by using the explicit expression Q(x) = 4
1+x2
. We compute
∫
TS =
∫
S2 − ∫ QS. Since
S = HQ′ = 12Q2 − Q (explicit computation), we have
∫
S2 =
∫
(Q′)2 and (Q′)2 = 64x
2
(1+x2)4 =
Q3 − 14Q4, thus
∫
(Q′)2 =
∫
Q3 − 14
∫
Q4 =
∫
S2 =
∫
(12Q
2 − Q)2 = 14
∫
Q4 − ∫ Q3 + ∫ Q2,
we find
∫
S2 = 12
∫
Q2. Moreover,
∫
SQ = − ∫ xQQ′ = 12 ∫ Q2, and so ∫ TS = 0. Finally,∫
TQ = − ∫ TLS = − ∫ S2.
In conclusion, we have proved ((., .) denotes the L2 scalar product):
S = 12Q
2 −Q = (xQ)′, T = S −Q, LQ = −12Q2, LS = −Q, LT = S,
(S,Q) = 12
∫
Q2, (S, T ) = 0, (T,Q) = −
∫
S2.
(78)
Now, we claim the following.
Lemma 7. There exists λ > 0 such that, for all ε > 0, if
∫
wSε = 0, where Sε = S + εQ,
then (Lw,w) ≥ 0 and (L˜w,w) ≥ λ‖w‖2
H
1
2
.
Proof of Lemma 7. Let Tε = T − εS and Sε = S + εQ, then by (78) : LTε = Sε and
(LTε, Tε) = (Sε, Tε) = (S, T ) + ε(−(S, S) + (T,Q))− ε2(S,Q) ≤ −2ε(S, S) < 0.
Moreover, it is clear that if f0, λ0 denote respectively the first eigenfunction and first eigen-
value of L (see Lemma 15) we have (S, f0) = (LT, f0) = (T,Lf0) = λ0(xQ′, f0) 6= 0, since
f0 > 0. Thus, by Lemma E.1 in [27], we obtain the first part of Lemma 7.
Now, we note that since xQ′ > 0,
(L˜w,w) = 2
∫
|D 12w|2 +
∫
w2 −
∫
(xQ′ +Q)w2
≥ 2
∫
|D 12w|2 +
∫
w2 −
∫
Qw2 =
∫
|D 12w|2 + (Lw,w).
(79)
Using the inequality ‖w‖2
L4
≤ C‖w‖L2‖D
1
2w‖L2 (see (133)) and Cauchy-Schwarz’ inequality,
we have, for some constant C0 > 0,∫
Qw2 ≤ C‖w2‖L2 ≤ C0
∫
|D 12w|2 + 1
2
∫
w2.
Thus, for δ0 > 0 such that 2− C0δ0 > 1− δ02 , we have
(L˜w,w) ≥ (2− C0δ0)
∫
|D 12w|2 + (1− 12δ0)
∫
w2 − (1− δ0)
∫
Qw2
≥ (1− δ0)(Lw,w) + δ02 ‖w‖2H 12 ≥
δ0
2 ‖w‖2H 12 ,
provided
∫
wSε = 0.
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Now, we finish the proof of Proposition 4. Let z ∈ H 12 be such that ∫ zS = ∫ z(xQ)′ = 0.
Let w = z + aQ, where
∫
wSε = 0, 0 < ε < ε0, where ε0 is to be chosen small enough. In
particular, we have∫
wSε =
∫
zSε + a
∫
QSε = ε
∫
zQ+ a
∫
SQ+ aε
∫
Q2 = ε
∫
zQ+ a
(
1
2 + ε
) ∫
Q2 = 0,
and so |a| ≤ 2‖Q‖
L2
ε‖z‖L2 , and ‖w‖L2 ≤ 2‖z‖L2 for ε0 small enough. Similarly, we have
‖z‖L2 ≤ 2‖w‖L2 , by possibly choosing a smaller ε0. By Lemma 7, we obtain
λ
2
‖z‖2
H
1
2
≤ λ‖w‖2
H
1
2
≤ (L˜w,w) = (L˜z, z) + a2(L˜Q,Q) + 2a(L˜Q, z).
For ε0 small, we get (L˜z, z) ≥ λ4‖z‖2
H
1
2
.
Now, we are in a position to prove Proposition 3.
Proof of Proposition 3. In Proposition 3, we want to prove that for B large and γ small, and
for some λ1 > 0, for all t, (L˜z(t), z(t)) ≥ λ1‖z(t)‖2
H
1
2
, for z(t) = v(t)
√
g′( x
(B+t2)α
) , where
v = (1 − γ∂2x)−1(Lw). Formally, if B = +∞ and γ = 0, we have z(t) = v(t) = Lw and
0 =
∫
wQ = − ∫ wLS = − ∫ zS, and the result follows from Proposition 4. Now, we justify
that the result persists for large values of B and small values of γ.
Let SB,γ(t) = (g
′( x
(B+t2)α
))−
1
2 (S−γS′′). Then, L((1−γ∂2x)−1(
√
g′( x
(B+t2)α
)SB,γ(t)) = −Q
and so
∫
SB,γ(t)z = −
∫
wQ = 0. Now, we control SB,γ(t)− S:
SB,γ(t)− S =
√
1+ x
2
(B+t2)α
(S − γS′′)− S =
(√
1+ x
2
(B+t2)α
− 1
)
S − γ
√
1+ x
2
(B+t2)α
S′′.
Thus, by elementary estimates and the expression of S, we obtain:
|SB,γ(t, x)− S(x)| ≤
(
B−
α
2 + γ
) 1
1 + |x| .
It follows that ∣∣∣∣∫ Sz(t)∣∣∣∣ = ∣∣∣∣∫ (S − SB,γ(t))z(t)∣∣∣∣ ≤ (B−α2 + γ)‖z‖L2 .
Setting z = z1 + aQ, where
∫
z1S = 0 and |a| ≤
(
B−
α
2 + γ
)‖z‖L2 , we conclude the proof of
Proposition 3 as at the end of the proof of Proposition 4, for B large enough and γ small
enough.
4 Proof of asymptotic stability - Theorem 1
In this section, we first prove that Theorem 2 implies Theorem 1. Then, we prove that
Theorem 3 (proved in Section 3) implies Theorem 2.
4.1 Proof of Theorem 1 assuming Theorem 2
We follow the strategy of [15], [16], the main idea being to use monotonicity type arguments
(such as Proposition 1) to prove that a limiting solution of (1) has uniform decay in space.
See also [17] for similar use of monotonicity arguments.
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We consider a solution u(t) of (1) in H
1
2 which satisfies ‖u0−Q‖
H
1
2
= α < α0, for α0 > 0
small enough. By the stability property, for all t ∈ R, infy ‖u(t)−Q(.− y)‖
H
1
2
≤ Cα.
1. Decomposition of u(t) around the asymptotic soliton. First, we determine the parameter
c+ > 0. It is given by the amount of L2 norm that remains on the region x > t10 asymptotically
as t→ +∞. Let ϕ be as in (16), with A > 1 so that Proposition 1 holds. Let
c+ =
1
π
∫
Q2
lim sup
t→+∞
∫
u2(t, x)ϕ(x − t10 )dx. (80)
From the stability property, |c+ − 1| ≤ Cα0 (lim+∞ ϕ = π). Using Lemma 1 to decompose
u(t) around Qc+ , we consider the following decomposition of u(t)
u(t, x) = Qc+(x− ρ(t)) + η(t, x− ρ(t)),∫
Q′c+η(t, x)dx = 0, sup
t
‖η(t)‖
H
1
2
≤ Kα0.
(81)
In what follows, we consider α0 > 0 small enough, so that the following holds (by (13)):
∀t, 99
100
≤ ρ′(t) ≤ 101
100
,
99
100
≤ c+ ≤ 101
100
. (82)
2. Monotonicity arguments. We claim the following estimates:
Lemma 8 (Asymptotics on u(t)).
∀y0 > 1, lim sup
t→+∞
∫
u2(t, x)ϕ(x − y0 − ρ(t))dx ≤ C
y0
, (83)
∀y0 > 1, lim sup
t→+∞
∫
u2(t, x)(ϕ(x − ρ(t) + t10 )− ϕ(x− ρ(t) + y0))dx ≤
C
y0
, (84)
lim
t→+∞
∫
u2(t, x)(ϕ(x − ρ(t) + 1920t)− ϕ(x− ρ(t) + t10 ))dx = 0, (85)
lim
t→+∞
∫
u2(t, x)ϕ(x − ρ(t) + t10 )dx = c+π
∫
Q2. (86)
Proof of Lemma 8. Monotonicity property on the right of the soliton. By (17), with λ = 12 ,
we have, for all y0 > 1,∫
u2(t, x)ϕ(x − y0 − ρ(t))dx ≤
∫
u2(0, x)ϕ(x − y0 − ρ(0)− 12t)dx+
C
y0
.
Since limt→+∞
∫
u2(0, x)ϕ(x − y0 − ρ(0) − 12 t)dx = 0, we obtain (83).
Monotonicity property on the left of the soliton. By (18), with λ = 1920 and x0 =
19
20 t
′, we
have for all 0 ≤ t′ ≤ t,∫
u2(t, x)ϕ(x − ρ(t) + 1920 t)dx ≤
∫
u2(t′, x)ϕ(x − ρ(t′) + 1920t′)dx+
C
t′
.
It follows that
∫
u2(t, x)ϕ(x − ρ(t) + 1920t)dx has a limit as t→ +∞. Set
ℓ = lim
t→+∞
∫
u2(t, x)ϕ(x − ρ(t) + 1920t)dx, ℓ ≥ c+π
∫
Q2.
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Applying (18) with λ = 10099 (
19
20 − 11000 ) < 1 and x0 = t1000 , we find∫
u2(t, x)ϕ(x − ρ(t) + 1920 t)dx ≤
∫
u2( t100 , x)ϕ(x − ρ( t100 ) + t1000 )dx+
C
t
.
Since
lim sup
t→+∞
∫
u2( t100 , x)ϕ(x− ρ( t100 ) + 110 t100 )dx ≤ c+π
∫
Q2,
we obtain c+π
∫
Q2 = ℓ and (85).
Fix y0 > 1, pick λ =
1
2 . Consider t2 > t and define t1 =
4
5t2 + 2y0, so that for t large,
t1 < t2. But then, by (18),∫
u2(t2, x)ϕ(x − ρ(t2) + t210)dx =
∫
u2(t2, x)ϕ(x − ρ(t2) + λ(t2 − t2) + y0)dx
≤
∫
u2(t1, x)ϕ(x − ρ(t1) + y0)dx+ C
y0
.
In light of (85) and the existence of ℓ, (84) follows. Thus Lemma 8 is proved.
3. Construction of a compact limit object. Let tn → +∞. By the uniform bound on u(t) in
H
1
2 , there exist u˜0 ∈ H 12 and a subsequence, still denoted by (tn), such that
u(tn, .+ ρ(tn))⇀ u˜0 in H
1
2 weak as n→ +∞.
Consider u˜(t) the global H
1
2 solution of (1) such that u˜(0) = u˜0. By (81), ‖u˜0−Qc+‖ ≤ Cα0
and thus by the stability property, supt infy ‖u˜(t) − Q(. − y)‖H 12 ≤ Cα0. Let ρ˜(t), η˜(t)
correspond to the decomposition of u˜(t) around Qc+ given by Lemma 1.
By Theorem 5 below and Remark 2, for all t ∈ R, we have
u(tn + t, .+ ρ(tn))⇀ u˜(t) in H
1
2 weak,
ρ(tn + t)− ρ(tn)→ ρ˜(t) as n→ +∞.
From weak convergence and Lemma 8, we claim the following decay estimate on u˜(t):
∀y0 > 1,∀t ∈ R,
∫
|x|>y0
u˜2(t, x+ ρ˜(t))dx ≤ C
y0
. (87)
Indeed, first, from (83), for any fixed y0 > 1, t ∈ R, we have
lim sup
n→+∞
∫
u2(t+ tn, x+ ρ(tn))ϕ(x − ρ(tn + t) + ρ(tn)− y0)dx ≤ C
y0
,
and so by weak convergence ∫
u˜2(t, x)ϕ(x − ρ˜(t)− y0)dx ≤ C
y0
.
Second, from (84), for fixed t ∈ R,
lim sup
n→+∞
∫
u2(t+tn, x+ρ(tn))(ϕ(x−ρ(tn+t)+ρ(tn)+ t+tn10 )−ϕ(x−ρ(tn+t)+ρ(tn)+y0))dx ≤
C
y0
.
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Note that for fixed t, y0, we have
lim
n→+∞ϕ(x− ρ(tn + t) + ρ(tn) +
t+tn
10 )− ϕ(x− ρ(tn + t) + ρ(tn) + y0) = π − ϕ(x− ρ˜(t) + y0)
= ϕ(−x+ ρ˜(t)− y0).
Thus, we obtain ∫
u˜2(t, x)ϕ(−x+ ρ˜(t)− y0)dx ≤ C
y0
.
Finally, from (83)–(86), for any y0 > 1, we have
lim
n→+∞
∣∣∣∣ ∫ u2(tn, x)(ϕ(x − ρ(tn) + y0)− ϕ(x− ρ(tn)− y0))dx− c+π ∫ Q2∣∣∣∣ ≤ Cy0 .
Thus, by L2loc convergence, for any y0 > 1,∣∣∣∣ ∫ u˜20(x)(ϕ(x + y0)− ϕ(x− y0))dx− c+π ∫ Q2∣∣∣∣ ≤ Cy0 .
Passing to the limit y0 → +∞, we obtain ‖u˜0‖L2 = ‖u˜(t)‖L2 =
√
c+‖Q‖L2 = ‖Qc+‖L2 .
4. Conclusion by Theorem 2. From Theorem 2, it follows that for some c1 close to c
+ and x1
close to 0, we have
u˜(t, x) ≡ Qc1(x− x1 − c1t).
But ‖u˜(t)‖L2 = ‖Qc+‖L2 implies that c1 = c+. Moreover, ρ˜(0) = 0 and u˜(0) = Qc+(x−x1) =
Qc+(x)+ η˜(0, x) where x1 is small and
∫
η˜(0)Q′
c+
= 0 imply x1 = 0. In conclusion, u˜0 = Qc+ .
By a standard argument and (83), (86), we have obtained
u(t, .+ ρ(t))⇀ Qc+ in H
1
2 weak as t→ +∞,
lim
t→+∞
∫
x> t
10
|u(t, x) −Qc+(x− ρ(t))|2dx = 0. (88)
Thus Theorem 1 is a consequence of Theorem 2.
4.2 Proof of Theorem 2
First, we note that it is sufficient to prove Theorem 2 in the case
∫
u20 =
∫
Q2. Indeed, for u0
satisfying the assumptions of Theorem 2, set c1 =
∫
u20/
∫
Q2 and u˜(t) = 1
c1
u( 1
c21
t, 1
c1
x). Then,
|c1−1| ≤ Cα0 and u˜ satisfies (1),
∫
u˜2 =
∫
Q2 and ‖u˜0−Q‖
H
1
2
≤ Cα0. Thus, by the stability
property – see Introduction – for all t, there exists y(t) such that supt ‖u˜(t)−Q(.−y(t))‖H 12 ≤
C ′α0. Moreover, u˜(t) also satisfies (9). If we prove u˜(t, x) = Q(x− t− x0), with |x0| ≤ Cα0,
the result follows for u(t).
The proof of Theorem 2 is by contradiction. Assume that there exists a sequence un(t) of
H
1
2 solutions of (1) such that
sup
t∈R
‖un(t)−Q(.− ρn(t))‖L2 → 0 as n→ +∞, (89)∫
u2n(0) =
∫
Q2, ηn 6≡ 0, (90)
∀n,∀ε > 0,∃An,ε > 0, s.t. ∀t ∈ R,
∫
|x|>An,ε
u2n(t, x+ ρn(t))dx < ε, (91)
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where ρn(t) and ηn(t) are defined from un(t) by Lemma 1. Note that
∫
u2n(0) =
∫
Q2 implies
∀n,∀t,
∫
η2n(t) = −2
∫
ηn(t)Q. (92)
Define
0 6≡ bn = sup
t
‖ηn(t)‖L2 → 0 as n→ +∞. (93)
Then, there exists tn such that ‖ηn(tn)‖L2 ≥ 12bn. We set
wn(t, x) =
ηn(tn + t, x)
bn
.
For such a sequence wn, we claim the following result.
Proposition 5 (Weak convergence of the sequence of renormalized solutions).
There exists (wn′) a subsequence of (wn) and w ∈ C(R, L2(R)) ∩ L∞(R, L2(R)) such that
∀t ∈ R, wn′(t)⇀ w(t) in L2 weak as n→ +∞.
Moreover, w(t) satisfies for some continuous function β(t):
wt = (Lw)x + β(t)Q′ on R× R,
w(0) 6= 0,
∫
wQ =
∫
wQ′ = 0,
∀t ∈ R,∀x0 > 1,
∫
|x|>x0
w2(t, x)dx ≤ C
x0
.
Proposition 5 is in contradiction with Theorem 3. Thus, for α0 > 0 small, for u(t)
satisfying the assumptions of Theorem 2, we have η ≡ 0 so that ρ′(t) = 1 (by Lemma 1) and
u(t, x) = Q(x− ρ(0) − t), with |ρ(0)| ≤ Cα0.
Therefore, we are reduced to prove Proposition 5.
Proof of Proposition 5. One can actually prove a strong L2 convergence result. See the end
of the proof.
Note that the main point in Proposition 5 is the fact w 6= 0. For this, we need to obtain
a strong convergence in L2 for some suitable t.
Decay estimate. From Proposition 2, we have∫
η2n(t0, x)(ϕ(x − x0)− ϕ(−x0))dx
≤
∫
η2n(t, x)(ϕ(x − x0 − λ(t0 − t))− ϕ(−x0 − λ(t0 − t)))dx +
Cb2n
x0
.
Letting t→ −∞ and using (91), we obtain, for any x0 > 1,∫
η2n(t0, x)(ϕ(x − x0)− ϕ(−x0))dx ≤
Cb2n
x0
.
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Similarly, arguing on ηn(−t,−x), for any x0 > 1,∫
η2n(t0, x)(ϕ(x0)− ϕ(x+ x0))dx ≤
Cb2n
x0
,
which gives, by (66), similarly as in the proof of (67):
∀x0 > 1,
∫
|x|>x0
η2n(t, x)dx ≤
Cb2n
x0
and
∫
|x|>x0
w2n(t, x)dx ≤
C
x0
. (94)
Local smoothing estimate on wn. Let ϕ be defined in (16) for a fixed value of A (A = 1 for
example). Then, ∫ 1
0
∫
|D 12 (wn(t, x)
√
ϕ′(x))|2dxdt ≤ C. (95)
Proof of (95). First, we claim the following estimate:
1
2
d
dt
∫
η2nϕ ≤ −
1
2
∫
|D 12 (ηn
√
ϕ′)|2 + C
∫
η2n ≤ −
1
2
∫
|D 12 (ηn
√
ϕ′)|2 + Cb2n. (96)
Thus, by integration,
∀t ∈ R,
∫ t+1
t
∫
|D 12 (ηn
√
ϕ′)|2dxdt ≤ Cb2n and
∫ t+1
t
∫
|D 12 (wn
√
ϕ′)|2dxdt ≤ C. (97)
Now, we justify (96). Using direct computations, Lemma 3, (13) and then | ∫ η3nϕ′| ≤
C
∫ |η|3 ≤ C ∫ η2 (by (133)), we get
1
2
d
dt
∫
η2nϕ = −
∫
(Lηn − 12η2n)(ηnxϕ+ ηnϕ′) + (ρ′n − 1)
∫
Q′ηnϕ− 1
2
(ρ′n − 1)
∫
η2nϕ
′
=
∫ (
(Hηnx)ηnxϕ+ (Hηnx)ηnϕ′
)− 1
2
∫
η2nϕ
′ +
1
2
∫
η2n(−Q′ϕ+Qϕ′)
+
1
3
∫
η3nϕ
′ + (ρ′n − 1)
∫
Q′ηnϕ− 1
2
(ρ′n − 1)
∫
η2nϕ
′
≤
∫
(Hηnx)ηnϕ′ + C
∫
η2n.
Using (135) and then (133), we have
−
∫
(Hηnx)ηnϕ′ =
∫
ηnD(ηnϕ
′) =
∫
ηn
√
ϕ′D(ηn
√
ϕ′) +
∫
ηn
(
D(ηnϕ
′)−
√
ϕ′D(ηn
√
ϕ′)
)
≥
∫
|D 12 (ηn
√
ϕ′)|2 − C‖ηn‖L2‖D(ηnϕ′)−
√
ϕ′D(ηn
√
ϕ′)‖L2
≥
∫
|D 12 (ηn
√
ϕ′)|2 − C‖ηn‖L2‖ηn
√
ϕ′‖L4‖D
√
ϕ′‖L4 ≥
1
2
∫
|D 12 (ηn
√
ϕ′)|2 − C‖ηn‖2L2 .
(98)
(Note that we have used ‖D√ϕ′‖L4 < +∞.) Thus (96) is proved.
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Compactness in L2 for some time. From the equation of ηn and (13), it follows that
d
dt
∫
η2n = −
1
2
∫
Q′η2n + (ρ
′
n − 1)
∫
Q′ηn and so
∣∣∣∣ ddt
∫
η2n
∣∣∣∣ ≤ C0 ∫ η2n.
In particular, by the definition of tn, ∀t ∈ [0, 1],
∫
η2n(t+ tn) ≥ e−C0b2n and so
∀t ∈ [0, 1], ‖wn(t)‖L2 ≥ e−
1
2
C0 = δ > 0. (99)
It follows from (95) that for all n, there exists τn ∈ [0, 1] such that
∫ |D 12 (wn(τn)√ϕ′)|2 ≤
C. Thus, there exists a subsequence of (wn) (still denoted by (wn)) and s0 ∈ [0, 1], W ∈ H 12
such that
wn(τn)
√
ϕ′ ⇀W in H
1
2 weak, τn → s0 as n→ +∞.
But (by possibly extracting a further subsequence), there exists ws0 ∈ L2 such that
τn → s0, wn(τn)⇀ ws0 in L2 weak as n→ +∞.
It follows that W = ws0
√
ϕ′. Since
√
ϕ′ > 0 on R, we get
wn(τn)→ ws0 in L2loc as n→ +∞.
By (94) and (99), we finally get
wn(τn)→ ws0 in L2 as n→ +∞,
∫
ws0Q
′ = 0, ws0 6= 0. (100)
Note also that from (92) and
∫
ηnQ
′ = 0, we have∫
ws0Q =
∫
ws0Q
′ = 0. (101)
Weak convergence for all time. Consider w˜(t) ∈ C(R, L2(R)) the unique solution of
w˜t = (Lw˜)x on R× R, w˜(s0) = ws0 , on R.
(It is clear by a standard energy estimate and regularization arguments that the corresponding
Cauchy problem is well-posed in L2).
Now, to obtain weak convergence, we need to remove some terms from the equation of
wn, following some arguments in [15], Lemma 8 and beginning of proof of Lemma 11. We
write
wnt = (Lwn − bn2 w2n)x +
1
b n
(ρ′n − 1)(Q+ bnwn)x
= (Lwn)x − bn2 (w2n)x + βnQ′ + bnF ′n + bnβ˜n(wn)x,
where
βn =
1∫
(Q′)2
∫
wnL(Q′′), β˜n = 1
bn
(ρ′n − 1), Fn =
1
bn
(β˜n − βn)Q.
Set w˜n(t) = wn(t)−Q′
∫ t
τn
βn(s)ds. Then, the equation of w˜n(t) writes
w˜nt = (Lw˜n)x − bn2 (w2n)x + bnF ′n + bnβ˜n(w˜n)x + bnβ˜nQ′′
∫ t
τn
βn(s)ds.
We claim the following weak convergence result.
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Lemma 9. For all t ∈ R,
w˜n(t)⇀ w˜(t) in L
2 weak.
Assuming this lemma, from (15), we have, for all t,
β˜n(t)→ β˜(t) = 1∫
(Q′)2
∫
w˜L(Q′′),
∫ t
τn
β˜n(s)ds→
∫ t
s0
β˜(s)ds.
Set w(t) = w˜(t) +Q′
∫ t
s0
β˜(s)ds. Then, w(t) solves
wt = (Lw)x + β˜Q′,
and w(s0) = ws0 6= 0. Moreover, for all t ∈ R,
wn(t)⇀ w(t) in L
2 weak.
Finally, from (92) and
∫
ηnQ
′ = 0, we have
∫
w(t)Q =
∫
w(t)Q′ = 0, and by weak convergence
and (94), we have
∀x0 > 1,∀t,
∫
|x|>x0
w2(t, x)dx ≤ C
x0
.
Thus, we are reduced to prove Lemma 9.
Proof of Lemma 9. Set
G1,n = −1
2
w2n, G2,n = Fn + β˜nw˜n + β˜nQ
′
∫ t
τn
βn(s)ds, Gn = G1,n +G2,n.
Observe that
‖G1,n‖L1 + ‖G2,n‖L2 ≤ C(t), with C(t) bounded on bounded intervals.
Let T ∈ R. By supt ‖wn(t)‖L2 ≤ C and the expression of w˜n, we have sup[−T,T ] ‖w˜n(t)‖L2 ≤
CT .
Let g ∈ C∞0 (R) and let v solve the problem{
∂tv = L(vx)
v|t=T = g.
Then∫
(w˜n − w˜)(T )g(x)dx −
∫
(wn(τn)− w(τn))v(τn)dx =
∫ T
τn
∫
∂t((w˜n − w˜)(t)v(t, x))dxdt∫ T
τn
∫
((Lw˜n)x − (Lw˜)x + bn(Gn)x)v(t, x) + (w˜n − w˜)(Lv)xdxdt
= −bn
∫ T
τn
∫
Gnvx(t, x)dxdt.
The energy method gives
‖v‖L∞([τn,T ],L2(R)) + ‖vx‖L∞([τn,T ]×R) + ‖vx‖L∞([τn,T ],L2(R)) ≤ C.
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Moreover, by continuity of t 7→ w(t) in L2,
lim
n→+∞
∫
(wn(τn)− w(τn))v(τn)dx
= lim
n→+∞
∫
(wn(τn)− w(s0))v(τn)dx+ lim
n→+∞
∫
(w(s0)− w(τn))v(τn)dx = 0.
Thus,
w˜n(T )⇀ w˜(T ) as n→ +∞.
and the proof of Lemma 9 is concluded.
Alternate proof by strong L2 convergence for all time. Now, we use Theorem 6 in Section 6
to prove strong L2 convergence of the sequence (wn(t)) for all t.
Let T > 0. Set
ζn(t, x) = wn(t, x− ρn(t) + ρn(0)) + 1
bn
[Q(x− (ρn(t)− ρn(0))) −Q(x− t)], (102)
so that
un(t, x+ ρn(0)) = Q(x− ρn(t) + ρn(0)) + bnwn(t, x− ρn(t) + ρn(0)) = Q(x− t) + bnζn(t, x),
and ζn satisfies
(ζn)t = (−H(ζn)x −Q(x−t)ζn)x − bn
2
(ζ2n)x,
‖ζn(t)‖L2 ≤ CT , ∀t ∈ [−T, T ].
Indeed, since |ρ′n(t)− 1| ≤ C‖ηn‖L2 ≤ Cbn, we have
|ρn(t)− ρn(0)− t| ≤ Cbn|t|, (103)
and the estimate on ζn follows.
On the one hand, Theorem 6 applied to 1
CT
ζn for n large enough (so that bn is small
enough) implies that t ∈ [−T, T ] 7→ ζn(t) ∈ L2 is equicontinuous in n.
On the other hand, from (95), we have∫
[−T,T ]
∫ ∣∣∣D 12 (ζn(t, x)√ϕ′(x))∣∣∣2 dxdt ≤ CT ,
and the decay property (94) also holds for ζ(t) on [−T, T ] with constant depending on T . In
particular, there exists N ⊂ [−T, T ] of zero Lebesgue measure such that for all t ∈ [−T, T ]\N ,∫ |D 12 (ζn(t, x)√ϕ′(x))|2dxdt < +∞. Now, we choose a dense and countable subset I of [−T, T ]
such that for all t ∈ I, ∫ |D 12 (ζn(t, x)√ϕ′(x))|2dxdt < +∞. Arguing as in the proof of (100),
and using a diagonal argument, there exists a subsequence of (ζn) which we will still denote by
(ζn) such that for any t ∈ I, ζn(t)→ ζ(t) in L2 strong as n→ +∞. Using the equicontinuity,
we obtain
∀t ∈ [−T, T ], ζn(t)→ ζ(t) in L2 strong as n→ +∞. (104)
By (103) and |ρ′n − 1| ≤ Cbn, we may also assume that for the same subsequence
∀t ∈ [−T, T ], 1
bn
(ρn(t)− ρn(0) − t)→ κ(t). (105)
Now, we deduce from (102), (104) and (105) that
∀t ∈ [−T, T ], wn(t)→ w(t) = η(t, . + t) + κ(t)Q′ in L2 strong as n→ +∞.
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4.3 Proof of Remark 1
Let u(t) be a solution satisfying the assumptions of Theorem 1. Let c+, ρ(t) and η(t) be
defined as in the proof of Theorem 1. In particular, by (88), we have
lim
t→+∞
∫
x> t
10
−ρ(t)
|η(t, x)|2dx = 0. (106)
To prove (11), we use the identity (41) on η, where ϕ = pi2 + arctan(
x
A
), A > 1 large enough
be to defined later:
1
2
d
dt
∫
η2ϕ =
∫
(Hηx)ηϕ′ +
∫
(Hηx)ηxϕ− 1
2
∫
η2ϕ′ +
1
2
∫
η2(−Q′ϕ+Qϕ′)
+
1
3
∫
η3ϕ′ + (ρ′ − 1)
∫
Q′ηϕ− 1
2
(ρ′ − 1)
∫
η2ϕ′.
We claim that for A large enough and α0 small enough, for C > 0 independent of A,
1
2
d
dt
∫
η2ϕ ≤
∫
(Hηx)ηϕ′ +C
∫
η2
1 + x2
. (107)
Indeed, by Lemma 3, we have
∫
(Hηx)ηxϕ ≤ CA
∫
η2ϕ′. By the definition of Q,
∫
η2(−Q′ϕ +
Qϕ′) ≤ C ∫ η2
1+x2
. By (38) (note that the constant in (38) is independent of A) | ∫ η3ϕ′| ≤
Cα0
∫
η2ϕ′. Finally, the last two terms are controlled using (13), so that (107) is proved for
A large enough, α0 small enough.
Now, we use (98) on η. We obtain
1
2
d
dt
∫
η2ϕ ≤ −
∫
|D 12 (η
√
ϕ′)|2 + C‖η‖L2‖η
√
ϕ′‖L4‖D
√
ϕ′‖L4 + C
∫
η2
1 + x2
. (108)
Note that for A > 1, we have 11+x2 ≤ Cϕ on R. Let t0 > 0. Integrating the above estimate
on [t0, t0 + 1], we get∫ t0+1
t0
∫
|D 12 (η
√
ϕ′)|2dt ≤ C sup
t∈[t0,t0+1]
(∫
η2(t)ϕ+ C‖η
√
ϕ′‖L4‖D
√
ϕ′‖L4
)
.
On the other hand, by (135), we have∫
|D 12 η|2ϕ′ ≤ 2
∫
|D 12 (η
√
ϕ′)|2 + 2
∫
|(D 12 η)
√
ϕ′ −D 12 (η
√
ϕ′)|2
≤ 2
∫
|D 12 (η
√
ϕ′)|2 +C‖η‖2L4‖D
1
2
√
ϕ′‖2L4 ≤ 2
∫
|D 12 (η
√
ϕ′)|2 + C‖D 12
√
ϕ′‖2L4 .
Thus, we obtain∫ t0+1
t0
∫
|D 12 η|2ϕ′dt ≤ C sup
t∈[t0,t0+1]
(∫
η2(t)ϕ+ C‖η
√
ϕ′‖L4‖D
√
ϕ′‖L4
)
+ C‖D 12
√
ϕ′‖2L4 .
We have ‖D 12√ϕ′‖2
L4
≤ CA− 32 , ‖D√ϕ′‖L4 ≤ CA−
5
4 and ‖η√ϕ′‖L4 ≤ ‖η‖L8‖
√
ϕ′‖L8 ≤ CA−
3
8 .
Therefore, ∫ t0+1
t0
∫
|D 12 η(t, x)|2 dxdt
1 + ( x
A
)2
≤ A sup
t∈[t0,t0+1]
(∫
η2(t)ϕ
)
+ CA−
1
2 .
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We now choose A depending on t0:
A = At0 = min
√t0
2
,
(
sup
t∈[t0,t0+1]
∫
x≥ t
10
−ρ(t)
η2(t, x)dx
)− 1
2
 .
For this choice of At0 , we have limt0→+∞At0 = +∞ and, since t10 − ρ(t) ≤ − t2 ,
A sup
t∈[t0,t0+1]
(∫
η2(t)ϕ
)
≤ CA sup
t∈[t0,t0+1]
(∫
x≥ t
10
−ρ(t)
η2(t)
)
+
CA
t0
≤ CA−1.
so that limt0→+∞A supt∈[t0,t0+1]
(∫
η2(t)ϕ
)
= 0. It follows that
lim
t0→+∞
∫ t0+1
t0
∫
|D 12 η(t, x)|2 dxdt
1 + x2
= 0.
5 Multi-soliton case
Using the previous arguments and the strategy of [20] for the gKdV equation, we obtain the
following result concerning multi-soliton solutions of (1).
Theorem 4 (Asymptotic stability of a sum of decoupled solitons).
Let N ≥ 1 and 0 < c01 < . . . < c0N . There exist L0 > 0, A0 > 0 and α0 > 0 such that if
u0 ∈ H 12 satisfies for some 0 ≤ α < α0, L ≥ L0,∥∥∥∥u0 − N∑
j=1
Qc0j
(.− y0j )
∥∥∥∥
H
1
2
≤ α where ∀j ∈ {2, . . . , N}, y0j − y0j−1 ≥ L, (109)
and if u(t) is the solution of (1) corresponding to u(0) = u0, then there exist ρ1(t), . . . , ρN (t)
such that the following hold
(a) Stability of the sum of N decoupled solitons.
∀t ≥ 0,
∥∥∥∥u(t)− N∑
j=1
Qc0j
(x− ρj(t))
∥∥∥∥
H
1
2
≤ A0
(
α+
1
L
)
. (110)
(b) Asymptotic stability of the sum of N solitons. There exist c+1 , . . . , c
+
N , with |c+j − c0j | ≤
A0
(
α+ 1
L
)
, such that
∀j, u(t, .+ ρj(t))⇀ Qc+j in H
1
2 weak as t→ +∞, (111)
∥∥∥∥u(t)− N∑
j=1
Q
c+j
(.− ρj(t))
∥∥∥∥
L2(x≥ 1
10
c01t)
→ 0, ρ′j(t)→ c+j as t→ +∞. (112)
33
Recall that the Benjamin-Ono equation admits explicit multi-soliton solution. We denote
by UN (x; cj , yj) the explicit family of N -soliton profiles, see e.g. [21] formula (1.7) and
Appendix A (see also references in [21]). We obtain the following corollary of the above
Theorem and the continuous dependence of the solution in H
1
2 .
Let N ≥ 1, 0 < c01 < . . . < c0N and set
dN (u) = inf
{‖u− UN (.; c0j , yj)‖H 12 , yj ∈ R}.
Corollary 1 (Asymptotic stability in H
1
2 of multi-solitons).
For all δ > 0, there exists α > 0 such that if dN (u0) ≤ α then for all t ∈ R, dN (u(t)) ≤ δ.
Recall that a result of stability in H1 of double solitons for the BO equation was proved
by variational methods in [22]. See also [21] for stability related results.
5.1 Sketch of the stability argument [29]
For the reader’s convenience, we now sketch the proof of the stability argument for one soliton
(see statement in the Introduction). Let u(t) be an H
1
2 solution of (1) such that u(0) is close
to Q in H
1
2 . Let c+ > 0 be close to 1 such that
∫
u2(0) = c+
∫
Q2. We use Lemma 1 on
u(t) around Qc+ so that η(t, x) = u(t, x + ρ(t)) − Qc+(x) satisfies
∫
η(t)Q′
c+
= 0 and by L2
conservation
∫
η(t)Qc+ = −12
∫
η2(t).
We define the functional
G(u(t)) = E(u(t)) + c+
∫
u2(t). (113)
Observing that G(u(t)) = G(u(0)) and so expanding u(t) in G(u(t)), we obtain
(Lc+η(t), η(t)) +O(η3(t)) = (Lc+η(0), η(0)) +O(η3(0))
where Lc+η = −Hηx + c+η −Qc+η. By the positivity property of Lc+ , (property (142) of L
and a scaling argument), we then obtain
‖η(t)‖
H
1
2
≤ C‖η(0)‖
H
1
2
.
Note that
∣∣∫ ηQc+∣∣ ≤ C‖η‖2L2 replaces the orthogonality condition ∫ ηQc+ = 0.
5.2 Sketch of the proof of Theorem 4
The proof is the same as the proof of Theorem 1 in [20].
First, we recall four lemmas (corresponding to Lemmas 1–4 in [20]) which are the main
tools in proving Theorem 4.
Lemma 10 (Decomposition of the solution). There exist L1, α1,K1 > 0 such that the follow-
ing is true. If for L > L1, 0 < α < α1, t0 > 0,
sup
0≤t≤t0
(
inf
yj>yj−1+L
{∥∥∥u(t, .)− N∑
j=1
Qc0j
(.− yj)
∥∥∥
H
1
2
})
< α,
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then there exist unique C1 functions cj : [0, t0]→ (0,+∞), ρj : [0, t0]→ R, such that
η(t, x) = u(t, x)−R(t, x) where R(t, x) =
N∑
j=1
Rj(t, x), Rj(t, x) = Qcj(t)(x− ρj(t)),
satisfies the following orthogonality conditions
∀j,∀t ∈ [0, t0],
∫
Rj(t)η(t) =
∫
(Rj(t))xη(t) = 0.
Moreover, there exists C > 0 such that ∀t ∈ [0, t0],
‖η(t)‖
H
1
2
+
N∑
j=1
|cj(t)− c0j | ≤ Cα, ∀j,
∣∣c′j(t)∣∣+ ∣∣ρ′j(t)− cj(t)∣∣ ≤ C (‖η(t)‖L2 + 1L
)
.
Remark 5. In the rest of the argument, the modulation in the scaling parameter for all
time (i.e. the introduction of cj(t)) is not necessary. Indeed, modulation at t = 0 would be
sufficient since we deal with the subcritical case. However, we have preferred to introduce this
modulation to match the strategy of [20].
Expanding u(t) in the energy conservation and using E(Qc) = c
2E(Q), we have
Lemma 11. There exists C > 0 such that in the context of Lemma 10, ∀t ∈ [0, t0],∣∣∣∣E(Q) N∑
j=1
[
c2j (t))− c2j (0)
]
+
1
2
∫
(ηxHη −Rη2)(t)
∣∣∣∣ ≤ C (‖η(0)‖2H 12 + ‖η(t)‖3H 12 + 1L
)
.
We consider ϕ defined as in (16), with A large enough, and we set
∀j ∈ {2, . . . , N}, Ij(t) =
∫
u2(t, x)ϕ(x −mj(t))dx, mj(t) = 1
2
(ρj−1(t) + ρj(t)).
Then, proceeding as in the proof of Proposition 1, we obtain the following.
Lemma 12. There exists C > 0 such that in the context of Lemma 10,
∀j ∈ {2, . . . , N}, ∀t ∈ [0, t0], Ij(t)− Ij(0) ≤ C
L
.
Finally, setting c(t, x) = c1(t) +
∑N
j=2(cj(t)− cj−1(t))ϕ(x −mj(t)), and proceeding as in
the proof of Propositions 3 and 4, we have
Lemma 13. There exists λ > 0 such that in the context of Lemma 10,
∀t ∈ [0, t0], GN (t) :=
∫
ηxHη + c(t, x)η2 −Qη2 ≥ λ‖η(t)‖2
H
1
2
.
Recall that the introduction of the functional GN (t) for the problem of stability of multi-
soliton solutions is justified as follows. For the stability of one soliton, the suitable functional
is G(u(t)) defined in (113). For the case of N solitons, we introduce the functional GN (t) which
is approximately E(u(t)) + cj(0)
∫
u2(t) around the soliton Qcj . Then, we observe (using the
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energy conservation and Lemma 11) that this quantity is almost decreasing. This is sufficient
to conclude the stability argument for several solitons. We now sketch the argument. We
refer to [20], Section 3 for more details in the stability proof.
Sketch of the proof of the stability. Let
VA0(L,α) =
{
u ∈ H 12 ; inf
yj−yj−1≥L
∥∥∥∥u− N∑
j=1
Qc0j
(.− yj)
∥∥∥∥
H
1
2
≤ A0
(
α+
1
L
)}
.
Part (a) of Theorem 4 is a consequence of the following proposition and continuity arguments.
Proposition 6. There exist A0 > 0, L0 > 0 and α0 > 0 such that, for all u0 ∈ H 12 , if∥∥∥∥u0 − N∑
j=1
Qc0j
(.− y0j )
∥∥∥∥
H
1
2
≤ α,
where L ≥ L0, 0 < α < α0, y0j − y0j−1 + L, and if for t∗ > 0,
∀t ∈ [0, T ∗], u(t) ∈ VA0(L,α),
where u(t) is the solution of (1), then
∀t ∈ [0, T ∗], u(t) ∈ V 1
2
A0
(L,α).
The proof of Proposition 6 is exactly the same as the proof of Proposition 1 in [20], using
Lemmas 10–13. In particular, we first prove
∀t ∈ [0, t∗],
N∑
j=1
|cj(t)− cj(0)| ≤ C1
(
‖η(t)‖2
H
1
2
+ ‖η(0)‖2
H
1
2
+
1
L
)
, (114)
and then
‖η(t)‖2
H
1
2
≤ C2
(
‖η(0)‖2
H
1
2
+
1
L
)
, (115)
where C1, C2 > 0 are independent of A0, and we then conclude by using the decomposition
of u(t) is terms of η(t) and R(t).
Note that in proving (114), we make use of the following algebraic fact:
E(Qc) = c
2E(Q),
∫
Q2c = c
∫
Q2, E(Q) = −1
2
∫
Q2.
The last formula is easily obtained from the equation of Q multiplying by Q and then by xQ′
and using
∫
(HQ′)(xQ′) = 0. This allows us to prove the following estimate∣∣∣∣E(Q) N∑
j=1
(cj(t)− cj(0)) +
∫
Q2
N∑
j=1
{cj(0) (cj(t)− cj(0))}
∣∣∣∣ ≤ C N∑
j=1
|cj(t)− cj(0)|2 .
which is the analogue of (44) in [20].
The proof of part (b) of Theorem 4 is exactly the same as in [20], Section 4, using
Theorem 2, the monotonicity arguments (Proposition 1) and Theorem 5. It follows closely
the proof of Theorem 1 in the present paper.
The proof of Corollary 1 is omitted since it is the same as the proof of Corollary 1 in [20].
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6 Weak convergence and well-posedness results
6.1 Weak convergence
Theorem 5 (Weak continuity of the BO flow map). Let (un) be a sequence of global H
1
2
solutions of equation (1). Assume that un(0) ⇀ u0 in H
1
2 weak and let u(t) be the solution
of (1) corresponding to u(0) = u0. Then, for all t ∈ R, un(t)⇀ u(t) in H 12 weak.
Proof of Theorem 5. Let u0,n = un(0). It is sufficient to prove the result for T ∈ [0, 1].
Step 1. H2case. Here, we assume u0,n ⇀ u0 in H
2. Let wn = un − u. The equation for wn is{
wnt +H(wn)xx + unwnx + uxwn = 0
wn(0) = ψn, ψn = u0,n − u0.
(116)
Fix t = T , g ∈ C∞0 (R). For a function u˜ to be determined, we consider the solution v(t) of{
vt +Hvxx + (u˜v)x − uxv = 0,
v(T ) = g.
Then∫
wn(T, x)g(x)dx −
∫
ψn(x)v(0, x)dx =
∫ T
0
∫
wnt(t)v(t) +
∫ T
0
∫
wn(t)vt = I+ II.
I =
∫ T
0
∫
wn(Hvxx + (unv)x − uxv), II = −
∫ T
0
∫
wn(Hvxx + (u˜v)x − uxv)
so that∫
wn(T, x)g(x)dx −
∫
ψn(x)v(0, x)dx =
∫ T
0
∫
wn((un − u˜)v)x = −
∫ T
0
∫
wnx(un − u˜)v.
We can assume, after passing to a subsequence, that un− u˜→ 0 in L2loc(R× [0, T ]). Next, we
will show that given ε > 0, there exists R > 0 such that∣∣∣∣ ∫ T
0
∫
|x|>R
wnx(un − u˜)v
∣∣∣∣ ≤ ε, uniformly in n.
In fact, since ‖wnx‖L∞ ≤ C, supt ‖v‖L2 ≤ C and supt ‖un − u˜‖L2 ≤ C, the claim is clear.
But then, I+ II→ 0 as n→ +∞. We only needed supt ‖v‖L2 ≤ C, which needs u˜x ∈ L∞,
ux ∈ L∞, which are both clear. (We use the energy method to bound v.)
Step 2. General case. Fix N large, define uN0,n such that û
N
0,n(ξ) = 1[−N,N ](ξ)û0,n(ξ), where
1I is the characteristic function of I. Note that
‖uN0,n − u0,n‖2L2 =
∫
|ξ|≥N
∣∣ûN0,n(ξ)∣∣2 ≤ 1N ‖u0,n‖2H 12 ≤ CN ,
so that uN0,n → u0,n in L2 as N → +∞, uniformly in n.
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Fix g ∈ C∞0 , T ∈ R, ε > 0. The proof of the L2 continuity of the flow map (see [11])
shows that
sup
t∈[0,1]
‖uN (t)− u(t)‖L2 ≤ C‖uN0 − u0‖L2 , sup
t∈[0,1]
‖uNn (t)− un(t)‖L2 ≤ C‖uN0,n − u0,n‖L2
for some universal constant C > 0. We fix N such that∣∣∣∣ ∫ (un(T )− u(T ))g − ∫ (uNn (T )− uN (T ))g∣∣∣∣ ≤ ε2 , uniformly in n.
But, for fixed N , we let n→ +∞, and use step 1 and the proof is concluded.
6.2 Well-posedness result for the nonlinear BO equation with potential
In this subsection, for 0 < b < b0, b0 small, we consider the IVP{
vt = (−Hvx)x − (Q(x−t)v)x − b2 (v2)x = 0 on [−T, T ]× R,
v(t = 0, x) = v0(x) on R.
(117)
The well-posedness of the Cauchy problem in L2 for this equation is clear from [11] since
u(t, x) = Q(x−t)+bv(t, x) satisfies the BO equation. Our main concern is a result of equicon-
tinuity of the map t 7→ v(t) in L2 with respect to b. To establish such a result we follow the
strategy of [11] on equation (117), using the special form of Q and keeping track of the
dependency in b.
Theorem 6. (a) Assume v0 ∈ H∞. Then, there exists T = T (Q) > 0 and a unique solution
v = S∞b (v0) of (117) in [−T, T ], v ∈ C([−T, T ],H∞).
(b) There exists a constant C, independent of b such that
sup
t∈[−T,T ]
‖v(t)‖H2 ≤ C‖v0‖H2 . (118)
(c) The mapping S∞b extends uniquely to a continuous mapping S
0
b : L
2 → C([−T, T ], L2),
and there exists C, independent of b such that
sup
t∈[−T,T ]
‖v(t)‖L2 ≤ C‖v0‖L2 . (119)
Moreover, given v0 ∈ L2, ‖v0‖L2 ≤ 2, for any ε > 0, there exits δ = δ(v0, ε) > 0 (δ
independent of b) such that for any v1 ∈ L2, ‖v1‖L2 ≤ 2,
‖v0 − v1‖L2 ≤ δ ⇒ sup
t∈[−T,T ]
‖S0b (v0)(t)− S0b (v1)(t)‖L2 ≤ ε. (120)
Finally, there exists δ˜ = δ˜(v0, ε) > 0 (independent of b) such that for any t, t
′ ∈ [−T, T ],
|t− t′| ≤ δ˜ ⇒ ‖S0b (v0)(t)− S0b (v0)(t′)‖L2 ≤ ε. (121)
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Reduction of the proof. For 0 < λ≪ 1, consider vλ(t, x) = λv(λ2t, λx). Then vλ solves{
(vλ)t = (−H(vλ)x)x − (λQ(λx−λ2t)vλ)x − b2(v2λ)x = 0 on [−T, T ]× R,
vλ(t = 0, x) = v0,λ(x) on R, v0,λ(x) = λv0(λx).
(122)
Define
Qλ(t, x) = λQ(λx−λ2t).
Then the proof of Theorem 6 reduces to prove that for the following (IVP){
vt = (−Hvx)x − (Qλ(t, x)v)x − b2(v2)x = 0 on [−1, 1] × R,
v(t = 0, x) = v0(x) on R, ‖v0‖L2 ≤ λ
1
2 ,
(123)
we have
Theorem 7. There exists b0, λ > 0 small enough such that if 0 < b < b0, the following hold
(a) Assume v0 ∈ H∞. Then, there exists a unique solution v = S∞b (v0) of (123) in [−1, 1],
v ∈ C([−1, 1],H∞).
(b) There exists a constant C, independent of b such that
sup
t∈[−1,1]
‖v(t)‖H2 ≤ C‖v0‖H2 . (124)
(c) The mapping S∞b extends uniquely to a continuous mapping S
0
b : L
2 → C([−1, 1], L2),
and there exists C, independent of b such that
sup
t∈[−1,1]
‖v(t)‖L2 ≤ C‖v0‖L2 . (125)
Moreover, given v0 ∈ L2, ‖v0‖L2 ≤ λ
1
2 , for any ε > 0, there exits δ = δ(v0, ε) > 0 (δ
independent of b) such that for any v1 ∈ L2, ‖v1‖L2 ≤ λ
1
2 ,
‖v0 − v1‖L2 ≤ δ ⇒ sup
t∈[−1,1]
‖S0b (v0)(t)− S0b (v1)(t)‖L2 ≤ ε. (126)
Finally, there exists δ˜ = δ˜(v0, ε) > 0 (independent of b) such that for any t, t
′ ∈ [−1, 1],
|t− t′| ≤ δ˜ ⇒ ‖S0b (v0)(t)− S0b (v0)(t′)‖L2 ≤ ε. (127)
The proof of Theorem 7 is based on the following three propositions.
Proposition 7. Assume v0 ∈ H∞, then there exists T = T (‖v0‖H2) and a unique solution v
of (123) in (−T, T ). Also, for any σ ≥ 2,
sup
t∈(−T,T )
‖u(t)‖Hσ ≤ C(σ, ‖v0‖σ, sup
t∈(−T,T )
‖v(t)‖H2). (128)
In particular, the constant C is independent of b, (0 < b < b0) and λ < 1.
39
Proposition 7 is a consequence of the energy method, taking into account that
‖∂xQλ‖L1((−1,1),L∞x ) ≤ C.
Proposition 8. For λ small enough, we have that if T ∈ (0, 1], ‖v0‖L2 ≤ λ
1
2 , v = S∞(v0) ∈
C((−T, T ),H∞) is a solution, then
sup
t∈[−T,T ]
‖v(t)‖H2 ≤ C‖v0‖H2 ,
where C is independent of b (0 < b < b0).
Proposition 9. For v0 ∈ H∞, N ∈ [1,∞), ‖v0‖L2 ≤ λ
1
2 , let v̂N0 (ξ) = 1[−N,N ](ξ)vˆ0(ξ),
vN0 ∈ H∞. Then,
sup
t∈(−1,1)
‖S∞b (v0)(t)− S∞b (vN0 )(t)‖L2 ≤ C‖v0 − vN0 ‖L2 , sup
t∈(−1,1)
‖S∞b (v0)(t)‖L2 ≤ C‖v0‖L2 .
where C is independent of b (0 < b < b0).
Proof of Theorem 7 from Propositions 7, 8 and 9. First, note that Propositions 7 and 8 clearly
give (a) and (b) in Theorem 7. Let us turn to the proof of (c): it suffices to show first that if
v0,n ∈ H∞, limn→+∞ v0,n = v0 in L2, the sequence S∞b (v0,n) is Cauchy in C([−1, 1], L2). Let
ε > 0 be given. We want to show that there exists Mε (independent of b) such that
m, n ≥Mε ⇒ sup
t∈[−1,1]
‖S∞b (v0,n)(t)− S∞b (v0,m)(t)‖L2 ≤ ε.
Observe that
‖v0,n − vN0,n‖L2 ≤ ‖v0 − vN0 ‖L2 + ‖v0 − v0,n‖L2 .
Hence, we can fix N = N(ε, v0) large and M
1
ε large such that ‖v0,n − vN0,n‖L2 ≤ ε4C , for
n ≥M1ε , where C is the constant in Proposition 9 (‖v0,n‖L2 ≤ λ
1
2 ). Then, by Proposition 9,
for n ≥M1ε , supt∈[−1,1] ‖S∞b (v0,n)(t) − S∞b (vN0,n)(t)‖L2 ≤ ε4 .
It remains to estimate supt∈[−1,1] ‖S∞b (vN0,n)(t)−S∞b (vN0,m)(t)‖L2 . But energy estimates for
the difference equation give
sup
t∈[−1,1]
‖S∞b (vN0,n)(t)− S∞b (vN0,m)(t)‖L2
≤ ‖vN0,n − vN0,m‖L2 exp
(
C
∫ 1
−1
‖∂x(S∞b (vN0,n)(t)‖L∞x + C‖∂x(S∞b (vN0,m)(t)‖L∞x
)
≤ ‖v0,n − v0,m‖L2 exp
(
C sup
t∈(−1,1)
‖S∞b (vN0,n(t)‖H2 ++C sup
t∈(−1,1)
‖S∞b (vN0,m(t)‖H2
)
≤ ‖v0,n − v0,m‖L2 exp
(
CN2‖v0,n‖L2 +CN2‖v0,n‖L2
) ≤ ‖v0,n − v0,m‖L2 exp(CN2) ≤ ε2 ,
for n, m large (we have used the estimate of Proposition 8). Also, by Proposition 9, we have
supt∈(−1,1) ‖S∞b (v0,n)(t)‖L2 ≤ C. Thus, we obtain the unique extension S0b and (125) holds.
40
To check (126), fix v0, ‖v0‖L2 ≤ λ
1
2 , let ε > 0 be given. With C as in Proposition 9, find
N (N = N(ε, v0)) so large that ‖v0 − vN0 ‖L2 ≤ ε8C . Now find δ1 = δ1(ε, v0) so small that if
‖v0 − v1‖L2 ≤ δ1, then ‖v1 − vN1 ‖L2 ≤ ε4C . We have
sup
t∈[−1,1]
‖S0b (v0)(t)− S0b (v1)(t)‖L2 ≤ sup
t∈[−1,1]
‖S0b (v0)(t)− S0b (vN0 )(t)‖L2
+ sup
t∈[−1,1]
‖S0b (v1)(t)− S0b (vN1 )(t)‖L2 + sup
t∈[−1,1]
‖S0b (vN1 )(t)− S0b (vN0 )(t)‖L2 .
By Proposition 9, the first two terms are smaller than ε2 . For the last one, we again use the
energy estimate and get, as before
sup
t∈[−1,1]
‖S0b (vN1 )(t)− S0b (vN0 )(t)‖L2 ≤ C‖v1 − v0‖L2 exp(CN2),
using Propositions 8 and 9 and (126) follows.
For (127), first find N = N(ε, v0) so large that ‖v0 − vN0 ‖L2 ≤ ε4C , where C is as in
Proposition 9. Then, supt∈[−1,1] ‖S0b (v0)(t)−S0b (vN0 )(t)‖L2 ≤ ε4 and we are reduced to showing,
for N fixed that if |t− t′| ≤ δ˜, then ‖S0b (vN0 )(t) − S0b (vN0 )(t′)‖L2 ≤ ε2 .
Let f(t) = ‖S0b (vN0 )(t)‖2L2 . The energy method, combined with Proposition 8 shows that
|f ′(t)| ≤ f(0) exp(CN2). But then, for |t− t′| ≤ δ˜1, |f(t)− f(t′)| ≤ ε4 . But
‖S0b (vN0 )(t)− S0b (vN0 )(t′)‖2L2 = f(t) + f(t′)− 2
∫
S0b (v
N
0 )(t).S
0
b (v
N
0 )(t
′)dx
= f(t′)− f(t) + 2
∫
S0b (v
N
0 )(t)[S
0
b (v
N
0 )(t) − S0b (vN0 )(t′)]dx.
Let vN (t) = S0b (v
N
0 )(t). The second term equals
2
∫
vN (t)
∫ t
t′
∂sv
N (s)dsdx = 2
∫ t
t′
∫
vN (t)[−H∂2xvN (s)− (QλvN )x −
b
2
((vN )2)x(s)]dxds.
But by Proposition 8, supt∈[−1,1] ‖vN (t)‖H2 ≤ C‖vN0 ‖H2 ≤ CN2. Thus, the second term is
controlled by C|t− t′|N , and the proof is complete, provided we prove Propositions 8 and 9.
Proof of Propositions 8 and 9. Step 1. Assume v0 ∈ H∞, ‖v0‖H2 ≤ M and 0 < T ≤ 2,
v = S∞b (t) exists in [−T, T ]. Then, there exist λ0 = λ0(M), b0 = b0(M) such that for
0 < λ < λ0, 0 ≤ b < b0, we have
sup
t∈[−T,T ]
‖v(t)‖H2 ≤ 2‖v0‖H2 . (129)
Proof of (129). Note that ‖∂kxQλ‖L∞ ≤ Ckλk+1. Let f(t) = ‖v(t)‖2H2 . The standard energy
method shows that
|f ′(t)| ≤ C(λ20 + b0‖∂xv(t)‖L∞x )f(t) ≤ (λ20 + b0(f(t))
1
2 )f(t).
Integrating the ODE gives the result.
As a corollary, we obtain under the circumstances of Step 1 that v exists in (−1, 1) and
sup
t∈[−2,2]
‖v(t)‖H2 ≤ 2‖v0‖H2 .
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Step 2. From now on, we will follow closely [11]. Some of the ideas used before were
developed in a forthcoming paper [8]. We have now reduced everything to a priori estimates.
We will change notation slightly to match [11]. We then study the problem{
ut +Huxx + (Qλu)x + b(12u2)x = 0 (t, x) ∈ (−1, 1) × R,
u|t=0 = φ, ‖φ‖L2 ≤ λ
1
2 ,
(130)
We use the notation Plow, P±high as in [11]:
Plow defined by the Fourier multiplier ξ → 1[−210,210](ξ);
P±high defined by the Fourier multiplier ξ → 1[210,∞)(±ξ);
P± defined by the Fourier multiplier ξ → 1[0,∞)(±ξ).
Let φ0 = Plowφ ∈ H∞, real-valued, ‖φ0‖H2 ≤ 220 =M . We choose λ0, b0 as in Step 1 and its
corollary, so that Proposition 7 and these results gives, with u
(1)
0 = S
∞
b (φ0)(t) that
sup
t∈[−2,2]
‖∂σ1t ∂σ2x u(1)0 ‖L2x ≤ Cσ1,σ2‖φ‖L2 , σi ≥ 0.
Let u˜ = u− u(1)0 . The equation for u˜ is{
u˜t +Hu˜xx + (Qλu˜)x + b(u(1)0 u˜)x + b(12 u˜2)x = 0,
u˜|t=0 = P+highφ+ P−highφ.
(131)
Let now u0(t, x) = Qλ(t, x) + bu
(1)
0 (t, x). Then supt∈[−2,2] ‖∂σ1t ∂σ2x u0‖L2x ≤ Cσ1,σ2(λ
1
2
0 + b0).
We now want to construct U0 similarly to [11], with the following properties ∂xU0(t, x) =
1
2u0(t, x), U0(0, 0) = 0 and supt∈[−2,2] ‖∂σ1t ∂σ2x U0(t, .)‖L2x ≤ Cσ1,σ2(λ
1
2
0 + b0) where σ1, σ2 ≥ 0,
(σ1, σ2) 6= (0, 0).
Since Qλ(t, x) =
4λ
1+(λx−λ2t)2 , we set U
(2)
0 (t, x) = 2 arctan(λx − λ2t). We next recall the
equation u
(1)
0 (t, x) verifies:
∂t(
1
2u
(1)
0 ) +H∂2x(12u
(1)
0 ) + ∂x(Qλ
1
2u
(1)
0 ) + b∂x((
1
2u
(1)
0 )
2) = 0.
We then define first U
(1)
0 (t, 0) by the formula
∂U
(1)
0 (t, 0) +H∂x(12u
(1)
0 (t, 0)) +Qλ(t, 0)
1
2u
(1)
0 (t, 0) + b(
1
2u
(1)
0 (t, 0))
2 = 0, U
(1)
0 (0, 0) = 0.
We then construct U
(1)
0 (t, x) by ∂xU
(1)
0 (t, x) =
1
2u
(1)
0 (t, x). Notice that U
(1)
0 is real-valued.
Using the equation for u
(1)
0 , we have
∂x
(
∂tU
(1)
0 +H∂2xU (1)0 +Qλ∂xU (1)0 + b(∂xU (1)0 )2
)
= 0 on R× [−2, 2].
But then, on R× [−2, 2], we have
∂tU
(1)
0 (t, x) +
1
2
H∂xu(1)0 (t, x) +Qλ(t, x)
1
2
u
(1)
0 (t, x) +
b
4
(u
(1)
0 (t, x))
2.
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We then define U0(t, x) = bU
(1)
0 (t, x) + U
(2)
0 (t, x), and all our properties hold. We recall that{
u˜t +Hu˜xx + (u0u˜)x + b(12 u˜2)x = 0,
u˜|t=0 = P+highφ+ P−highφ.
(132)
We now proceed as in Section 2 of [11]. We define P+highu˜ = e
−iU0w+, P−highu˜ = eiU0w− and
Plowu˜ = w0. Applying P+high, P−high, Plow to the above equation and using the definitions
above, we have (we write the equation for w+, the one for w− is analoguous, the one for w0
will be written later). Following the argument in [11], one gets:
(w+)t +H∂2xw+ = −
b
2
eiU0P+high∂x((e
−iU0w+ + eiU0w− + w0)2)
− e−iU0P+high∂x(u0(eiU0w− + w0)) + eiU0(P−high + Plow)(eiU0u0∂xw+) + 2iP−∂2xw+
− eiU0P+high(∂x(u0e−iU0w+)) + iw+
[
(U0)t − i(U0)xx − ((U0)x)2
]
,
and so after more calculations, we get
(w+)t +H∂2xw+ = −
b
2
eiU0P+high∂x((e
−iU0w+ + eiU0w− + w0)2)
− e−iU0P+high
[
∂x(u0P−high(eiU0w−) + u0Plow(w0))
]
+ eiU0(P−high + Plow)
[
∂x(u0P+high(e
−iU0w+))
]
+ 2iP−
[
∂2x(e
iu0P+high(e
−iU0w+))
]
+ iw+
[
(U0)t +H∂2xU0 + (∂xU0)2 + iP+∂xU0
]
,
We recall ∂xU
(2)
0 =
1
2Qλ and that Qλ solves ∂tQλ + H∂2xQλ + ∂x(12Q2λ) = 0 or ∂tU
(2)
0 +
H∂2xU (2)0 = −14Q2λ and ∂tU
(1)
0 +H∂2xU (1)0 = −Qλ∂U (1)0 − b(∂xU (1)0 )2. Hence, ∂tU0 +H∂2xU0 +
(∂xU0)
2 = 0 and we get ∂w+ + Hw+ = E+(w+, w−, w0), where E+ is defined as in [11], p.
756, except that the first term is multiplied now by b. The equation for w− and E− is similar.
The equation for w0 writes
∂t(Plowu˜) +H∂2xPlowu˜+ Plow∂x(u0u˜) + b2Plow∂x((u˜)2) = 0,
where u˜ = e−iU0w+ + eiU0w− + w0. Next, we note that, with δ = (λ
1
2
0 + b0), the estimates
(10.19) in [11] hold. Because of this and the form of E+, E−, E0, just as in Proposition 10.5
in [11], we have
‖ψ(t)(E(w) −E(w′))‖Nσ ≤ Cb0‖w −w′‖Fσ(‖w‖F 0 + ‖w′‖F 0)
+ Cb0‖w −w′‖F 0(‖w‖Fσ + ‖w′‖Fσ) + Cδ‖w −w′‖Fσ .
Note that w = (w+, w−, w0) and E(w) = (E+(w+, w−, w0), E−(w+, w−, w0), E0(w+, w−, w0))
as in [11]. The rest of the notation (the norm ‖.‖Nσ and the function ψ) is also taken from
[11]. We have a slightly different formula for E0, but (10.27) in [11] gives the estimate in our
case also.
We then construct a solution to{
vt +Hvxx = E(v) on R× [−54 , 54 ],
v(0) = Φ,
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as in (10.32)-(10.37) in [11]. Note that (10.35) and ‖v(Φ) − v(Φ′)‖F 0([− 5
4
, 5
4
]) ≤ C‖Φ − Φ′‖ eH0
hold here too. Next, with Φ = (φ+, φ−, φ0) = (eiU0(0,.)P+highφ, e−iU0(0,.)P−highφ, 0), Φ ∈ H˜20,
by Lemma 10.1 in [11].
We next show (w+, w−, w0) = v(Φ) in R × [−1, 1]. This is as in [11]. Proposition 8,
and the second estimate in Proposition 9 now follow from the bounds on v(Φ) i.e. (10.35).
For Proposition 9, note that for N large, U0 corresponding to φ and to φN defined by φˆN =
1[−N,N ](ξ)φˆ(ξ) are the same. We then have u(t, x) = u
(1)
0 +u−u(1)0 = u(1)0 +u˜ = u(1)0 +e−iU0w++
eiU0w− + w0 and similarly, uN (t, x) = u
(1)
0 + u
N − u(1)0 = u(1)0 + e−iU0wN+ + eiU0wN− + wN0 .
Hence,
sup
t∈[−1,1]
‖u(t, .) − uN (t, .)‖L2 ≤ sup
t∈[−1,1]
‖w(t) − wN (t)‖L2
≤ C‖ψ(t)[w − wN ]‖F 0 ≤ C‖φ− φN‖L2
as desired, giving Proposition 9.
A Appendix
First, we recall the following inequalities:
Lemma 14.
∀2 ≤ p < +∞, ‖f‖Lp ≤ Cp‖f‖
2
p
L2
‖D 12 f‖
p−2
p
L2
, (133)
‖D(fg)− gDf‖L2 ≤ C‖f‖L4‖Dg‖L4 , (134)
‖D 12 (fg)− gD 12 f‖L2 ≤ C‖f‖L4‖D
1
2 g‖L4 . (135)
Recall that (133) is the Gagliardo-Nirenberg inequality, which follows from complex in-
terpolation and Sobolev embedding.
Estimate (134) is due to Caldero´n [6], see also Coifman and Meyer [7], formula (1.1).
Estimate (135) is a consequence of Theorem A.8 in [12] for functions depending only on
x, with the following choice of parameters: α = 12 , α1 = 0, α2 =
1
2 , p = 2, p1 = p2 = 4.
A.1 Proof of (23)
We claim that for a function u(x) fixed in H2(R)∫
y=0
∂y(U
2)Φ = −2
∫∫
R
2
+
|∇U |2Φ+
∫
y=0
U2∂yΦ (136)
where U(x, y) is the harmonic extension of u(x) in R2+ and Φ(x, y) is defined in (22).
First, we observe that
U,∇U ∈ L∞(R2+) and sup
y>0
|U(x, y)| → 0 as |x| → +∞. (137)
Indeed, from [24], Theorem 1, p. 62, we have supy>0 |U(x, y)| ≤ Mu(x), where Mu(x) is
the maximal function of u (see [24] Chapter 1), and similarly, supy>0 |∂xU(x, y)| ≤ Mux(x),
supy>0 |∂yU(x, y)| ≤ M(Hux)(x). Moreover, from [24] Theorem 1, p. 5, since u, ux,Hux ∈
44
H1 ⊂ L∞, we obtain Mu,Mux,M(Hux) ∈ L∞. Finally, since u ∈ H1, we have |u(x)| → 0
as |x| → +∞, which implies by the definition of the maximal function (see [24], page 4) that
Mu(x)→ 0 as |x| → +∞. Thus (137) is proved.
Let R > 0. We use the Green formula on D+R = {(x, y) ∈ R2+ | x2 + y2 < R2}. Let
Γ+R = {(x, y) ∈ R2+ | x2 + y2 = R2} and IR = (x, 0) | x ∈ [−R,R]. Then:∫
Γ+
R
∪IR
∂n(U
2)Φ = −
∫∫
D+
R
(∆U2)Φ +
∫∫
D+
R
U2∆Φ+
∫
Γ+
R
∪IR
U2∂nΦ
= −2
∫∫
D+
R
|∇U |2Φ+
∫
Γ+
R
∪IR
U2∂nΦ,
(138)
where ∂n denotes the inward normal derivative since ∆Φ = 0 and ∆U
2 = 2|∇U |2. Therefore,
we only have to prove the following convergence results:
lim
R→+∞
∫
Γ+
R
∂n(U
2)Φ = 0, lim
R→+∞
∫
IR
∂n(U
2)Φ =
∫
y=0
∂y(U
2)Φ = 2
∫
(Hux)uϕ′ (139)
lim
R→+∞
∫
Γ+
R
U2∂nΦ = 0, lim
R→+∞
∫
IR
U2∂nΦ =
∫
y=0
U2∂yΦ =
∫
u2(Hϕ′′). (140)
The limits limR→+∞
∫ R
−R(Hux)uϕ′ =
∫
(Hux)uϕ′ and limR→+∞
∫ R
−R u
2(Hϕ′′) = ∫ u2(Hϕ′′)
are clear since u ∈ H1. Next, from the expression of Φ(x, y) in (22), we have Φ(x, y) ≤
C(1 + y)R−2 on Γ+R. Therefore, from (137), (dσ denotes the unit lenght element on Γ
+
R)∫
Γ+
R
|∂n(U2)Φ| ≤ 1
R2
∫
Γ+
R
|∇U ||U |(1 + y)dσ
≤ C
R2
∫
Γ+
R
∩{|x|≤√R}
(1 + y)dσ + C sup
|x|>
√
R,y>0
|U(x, y)|
≤ C√
R
+ C sup
|x|>√R,y>0
|U(x, y)|
and so (139) is proved. Estimate (140) is proved similarly and is easier since ∂yΦ has more
decay than Φ.
A.2 Proof of (38)
In the proof of (38), the time t is fixed, so we set y0 = x0 + λ(t0 − t).
Let χ : R→ R be a C∞ function such that χ = 1 on [0, 1], χ = 0 on (−∞,−1] ∩ [2,+∞)
and χ ≤ 1 on R. Let χn(x) = χ(x− n). Then, by the Gagliardo Nirenberg inequality (133),
we obtain∫
|η|3ϕ′(x− y0) ≤
∑
n∈Z
∫ n+1
n
|η|3ϕ′(x− y0) ≤
∑
n∈Z
(∫
|η|3χ3n
)
sup
[n−y0,n+1−y0]
ϕ′
≤
∑
n∈Z
(∫
|D 12 (ηχn)|2
) 1
2
(∫
(ηχn)
2
)
sup
[n−y0,n+1−y0]
ϕ′.
By Lemma 14 and (13), we get
‖D 12 (ηχn)‖L2 ≤ C‖(D
1
2 η)χn‖L2 + C‖η‖L4‖D
1
2χn‖L4 ≤ C‖η‖
H
1
2
≤ Cα0.
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Thus, ∫
|η|3ϕ′(x− y0) ≤ Cα0
∑
n∈Z
(∫
(ηχn)
2
)
sup
[n−y0,n+1−y0]
ϕ′ ≤ Cα0
∫
η2ϕ′(x− y0)
by the properties of χ and the following elementary remark:
∀y ∈ R, sup
[y,y+4]
ϕ′ ≤ C inf
[y,y+4]
ϕ′. (141)
Note that the constant C is independent of A, for A > 1.
A.3 Properties of the operator L
We recall from [27]–[29] and [3] the following properties of L (recall Lη = −Hηx + η −Qη).
Lemma 15. The operator L is self-adjoint on L2 and satisfies the following properties.
(i) The operator L has exactly one negative eigenvalue λ0 of multiplicity 1 with corresponding
eigenfunction f0, which can be chosen so that f0 > 0.
(ii) KerL = span{Q′}.
(iii) There exists λ > 0 such that, for all z ∈ H 12 ,
(z,Q) = (z,Q′) = 0 ⇒ (Lz, z) ≥ λ(z, z). (142)
Remark 6. Recall from Bennett et al. ([3], Appendix B) that the spectrum of L is completely
understood. Indeed, the operator L has exactly four eigenvalues, λ0 = −12(1+
√
5), 0, 12 (−1+√
5), 1 and a continuous spectrum [1,+∞).
Now, we sketch a proof of Lemma 15 using general arguments from [27]–[29].
Sketch of proof. One easily checks that LQ′ = 0 (differentiate the equation of Q(x + x0)
with respect to x0 and take x0 = 0), and that Lf0 = −λ0f0, where f0 = Q + 14(1 +
√
5)Q2
(by (78)). Moreover, the proof of (i) follows from the variational characterization of Q,
see Proposition 4.2 of [29]. Recall that d
dc
∫
Q2c =
∫
Q2 > 0 (subcriticality) implies that
inf{(Lf, f); (f,Q) = 0, ‖f‖L2 = 1} = 0 (see proof of Proposition 5.1 in [29] and Proposition
3.1 in [28]).
Now, we give a new proof for (ii). Let f ∈ L2 be such that Lf = 0. First, we remark
that f ∈ Hs, for all s ≥ 0. Moreover, by similar estimates as in [1], we have |f(x)| ≤ C
1+x2
.
Integrating Lf = 0 on R, we obtain ∫ (f − fQ) = 0. But, we also have (f,Q) = −(f,LS) =
−(Lf, S) = 0 (see (78)). Thus, ∫ f = 0 and we can define g(x) = ∫ x−∞ f(s)ds ∈ L2, which
satisfies L(g′) = 0. Let now g˜ = g − aQ be such that (g˜, Q) = 0 and L(g˜′) = 0. From (56)
and (79), we obtain
∫ |D 12 g˜|2+(Lg˜, g˜) ≤ 0. But, since (g˜, Q) = 0, we have (Lg˜, g˜) ≥ 0. Thus,∫ |D 12 g˜|2 = 0 and g˜ ≡ 0, so that g = aQ and f = aQ′.
Finally, we sketch the proof of (iii), which follows from the arguments of the proof of
Proposition 2.9 in [27] (see also Section 6, example 4 in [29]). By contradiction, assuming
that
inf{(Lf, f); (f,Q) = (f,Q′) = 0, ‖f‖L2 = 1} = 0,
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and using compactness arguments as in Proposition 2.9 in [27], we obtain the existence of
f ∈ H 12 , λ, β, γ ∈ R (Lagrange multipliers) such that
(Lf, f) = 0, (L − λ)f = βQ+ γQ′, (f,Q) = (f,Q′) = 0, ‖f‖L2 = 1.
But, taking the scalar product by f , we find λ = 0. Then, taking the scalar product by Q′,
we find γ = 0. Taking the scalar product with S (see (78)), using (S,Q) = 12(Q,Q) and
L(S) = −Q, we find β = 0, so that Lf = 0 and (f,Q′) = 0. This implies f = 0 by (ii), a
contradiction.
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