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Cap´ıtulo 1
Introduccio´n
La teor´ıa de cuerdas como una teor´ıa de unificacio´n ha sido exitosa en
su formalismo, aunque es bien sabido que tal teor´ıa no tiene aun verificacio´n
experimental, adema´s no son claros que´ experimentos puedan llevarse a cabo
para verificar o falsear la teor´ıa de cuerdas. Las principales razones de este
inconveniente son las dimensiones extras, la escala de energ´ıa tan alta en la
que las constantes de acople gauge encuentran un valor comu´n y las escalas
de sus para´metros que son del orden de la masa y de la longitud de planck,
por otro lado una ventaja de la teor´ıa es el hecho de que surge de manera
natural un campo sin masa de esp´ın dos, el cual representa perfectamente a
la part´ıcula mediadora de la gravitacio´n, el ”gravito´n”, en este sentido puede
y debe considerarse tal teor´ıa como una teor´ıa cua´ntica de la gravitacio´n.
Con el objetivo de hacer fenomenolog´ıa, recientes estudios se han enfocado
en el problema de bajar las dimensiones y la escala de energ´ıa para obtener
un lagrangiano efectivo en cuatro dimensiones [1].
En supercuerdas las constantes de acople se unifican a nivel a´rbol a una
escala de energ´ıa del orden de 1018GeV y la unificacio´n observada sumin-
istrada por el modelo esta´ndar adoptando supersimetr´ıa es de alrededor de
1016GeV. Para hacer esto consistente se requiere hacer correcciones de um-
bral a un loop a las ecuaciones del grupo de renormalizacio´n para bajar la
escala de energ´ıa de unificacio´n [2]. Por otro lado el problema extradimen-
sional se resuelve compactificando las dimensiones extras sobre una variedad
adecuada, que en el caso que nos compete sera´n variedades de Ka¨hler, aunque
idealmente la compactificacio´n debe hacerse sobre una variedad de Calabi-
Yau, su me´trica en su forma general no es conocida, por lo cual se realiza
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el estudio sobre variedades Ka¨hler las cuales son ma´s manejables y adema´s
comparten muchas propiedades con las Calabi-Yau.
Mediante este proceso de bajar la escala de energ´ıa y las dimensiones
extras, la constante de acople gauge ga se modifica como:
16pi2
g2a(µ)
= ka
16pi2
g2GUT
+ ba log
M2GUT
µ2
+ ∆a, (1.1)
donde ∆a es la correccio´n de umbral a un loop la cual recibe contribuciones
del espectro de los estados masivos de la teor´ıa de cuerdas [1]. ∆a depende
fuertemente del proceso de compactificacio´n y consecuentemente del espacio
de mo´dulos, adema´s de estar definida en un espacio de topolog´ıa no trivial,
con grupos de cohomolog´ıa complejos, es una funcio´n multi-perio´dica, en
el caso que nos compete es una funcio´n doble-perio´dica y en este sentido
es una funcio´n automo´rfica, que en principio diverge. Es precisamente el
proceso de regularizacio´n, de eliminar este infinito para casos donde el espacio
de mo´dulos tiene geometr´ıa especial de Ka¨hler el objeto de estudio de este
trabajo.
Las funciones automo´rficas y las series de Eisenstein que describiremos
posteriormente juegan tambie´n un papel importante en el ca´lculo de la en-
erg´ıa libre de compactificacio´n de la cuerda hetero´tica [3], debido a que tal
energ´ıa debe ser regularizada obtenie´ndose una expresio´n similar a la expre-
sio´n obtenida para nuestra funcio´n automo´rfica, tambie´n son importantes los
ca´lculos realizados en correcciones de umbral R4 en teor´ıas de cuerdas del
tipo IIB [4].
En el Cap´ıtulo 2 se presentaran los elementos ba´sicos de geometr´ıa difer-
encial como parte de la base fundamental matema´tica que sostiene la teor´ıa,
en el Cap´ıtulo 3 se introduce al lector en la teor´ıa de formas modulares con
especial atencio´n a la funcio´n zeta de Riemann y las series de Eisenstein,
el ca´ıtulo 4 da una introduccio´n a los elementos importantes de teor´ıa de
cuerdas y que sera´n utilizados mas adelante, y finalmente en el Cap´ıtulo 5
se presenta la funcio´n automo´rfica a regularizar utilizando como espacio de
mo´dulos el espacio cociente SU(1, 2)/SU(2)× U(1).
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Cap´ıtulo 2
Elementos de Geometr´ıa
Diferencial
2.1. formas diferenciales
Las formas diferenciales ofrecen una manera simple y pra´ctica de llevar a
cabo ca´lculos con tensores antisime´tricos evitando el excesivo uso de ı´ndices,
adema´s la forma de integracio´n junto con el operador de Hodge permite ver
mas claramente integrales espaciales, y teoremas tan importantes como el de
Green o el de Sotckes quedan escritos de una forma unificada y sencilla.
Se sabe que dada una variedad M de dimensio´n m, el diferencial dxµ
provee una base para el espacio cotangente T ∗P (M) en el punto P , y en con-
secuencia para los tensores del tipo (0,1) es decir, el espacio expandido por
dxµ esta compuesto por mapeos que toman vectores tangentes en el espacio
TP (M) y los llevan a los reales, entonces sobre la base de los tensores de
rango (0,1) se hace la siguiente definicio´n.
Definicio´n 2.1. El producto cun˜a ∧ entre diferenciales se define como un
producto tensorial totalmente antisime´trico.
dxµ1 ∧ dxµ2 ∧ ... ∧ dxµr =
∑
P∈Sr
Sgn(P )dxµP (1) ⊗ dxµP (2) ⊗ ...⊗ dxµP (r) , (2.1)
donde P es un elemento del grupo sime´trico Sr.
Debido a la antisimetr´ıa del producto cun˜a, se obtiene que la cantidad
dxµ1 ∧ dxµ2 ∧ ... ∧ dxµr se anula si uno de los ı´ndices se repite al menos una
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vez.
Este producto forma la base para las r-formas segun la siguiente definicio´n
Definicio´n 2.2. Una r-forma ω es un tensor de orden r totalmente anti-
sime´trico, el cual se puede expandir como,
ω =
1
r!
ωµ1µ2...µrdx
µ1 ∧ dxµ2 ∧ ... ∧ dxµr , (2.2)
donde los coeficientes ωµ1µ2...µr son tomados totalmente antisime´tricos.
Por ejemplo, una cero-forma es un escalar
α0 = φ, (2.3)
una 1-forma es un co-vector
A = Aµdx
µ, (2.4)
y una 2-forma es entonces un tensor de segundo orden totalmente antisime´tri-
co
B =
1
2
Bµνdx
µ ∧ dxν . (2.5)
A partir de dos formas diferenciales es posible construir una forma difer-
encial de mayor orden, digamos a partir de la p-forma αp y la q-forma βq
podemos obtener la (p+q)-forma
γp+q = αp ∧ βq = (−1)pqβq ∧ αp. (2.6)
El espacio de las p-formas en una variedad M sobre un campo A se denota
como Ωp(M,A) donde el campo A puede ser por ejemplo los reales o los
complejos, en el caso de campo real se denota simplemente como Ωp(M). La
dimensio´n del espacio Ωp(M) es
(
m
r
)
,
se introduce entonces naturalmente un operador diferenciacial,
Definicio´n 2.3. la derivada exterior es un mapa d : Ωr(M)→ Ωr+1(M) de
la forma:
d = dxµ∂µ. (2.7)
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Por ejemplo la derivada exterior actuando sobre una cero-forma φ y la
uno-forma A = Aµdx
µ produce
dφ = ∂µφdx
µ,
dA = dAµdx
µ = ∂νAµdx
ν ∧ dxµ = 1
2
Fνµdx
ν ∧ dxµ,
donde
Fνµ = ∂νAµ − ∂µAν ,
es reconocible como el tensor antisime´trico de un campo gauge. No es dif´ıcil
demostrar que la derivada exterior de un producto de formas puede escribirse
as´ı
d(αp ∧ βq) = dαp ∧ βq + (−1)pαp ∧ dβq, (2.8)
y debido a la antisimetr´ıa de tal operador, satisface la propiedad d2 = 0.
2.2. Teor´ıa de Hodge
Si una variedad M esta equipada con una me´trica Riemanniana g, en-
tonces existe un operador conocido como estrella de Hodge.
Definicio´n 2.4. Dada una me´trica Riemanniana sobre una variedad M ,
existe una accio´n estrella de Hodge ∗ sobre la base de formas dada por.
∗ (dxµ1 ∧ ... ∧ dxµp) =
√
g
(n− p)!
µ1,...µp
µp+1,...,µn
dxµp+1 ∧ ... ∧ dxµn . (2.9)
As´ı por ejemplo dada la p-forma
αp =
1
p!
αµ1,...,µpdx
µ1 ∧ ... ∧ dxµp ,
el operador estrella de hodge actu´a como
∗α =
√
g
(n− p)!p!
µ1,...µp
µp+1,...,µn
αµ1,...,µpdx
µp+1 ∧ ... ∧ dxµn ,
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este operador ∗ es un mapa entre espacios de formas diferenciales de diferentes
ordenes, entonces
∗ : Ωp(M)→ Ωn−p(M),
por lo cual se obtiene
∗2 : Ωp(M)→ Ωp(M).
Definicio´n 2.5. La forma diferencial que define el volumen sobre una varie-
dad Riemanniana es
dV = ∗1 = 1
n!
√
gµ1...µndx
µ1 ∧ ... ∧ dxµn ≡ √gdnx. (2.10)
Definicio´n 2.6. El producto interno me´trico entre dos formas diferenciales
es.
(α, β) =
∫
M
α ∧ ∗β. (2.11)
Con lo anterior es posible definir ya una derivada adjunta de la siguiente
manera
Definicio´n 2.7. El operador δ, adjunto a d, con respecto al producto interno
Riemanniano se define como:
(dα, β) = (α, δβ). (2.12)
Definicio´n 2.8. El laplaciano ∆ sobre formas de cualquier grado es,
∆ ≡ dδ + δd. (2.13)
Definicio´n 2.9. Una forma ω se dice ser armo´nica si satisface ∆ω = 0.
A partir de estas definiciones es posible demostrar el siguiente teorema.
Teorema 2.10. Una forma armo´nica ω sobre una variedad Riemanniana
compacta satisface
dω = 0, δω = 0, (2.14)
y se le llama forma cerrada y co-cerrada respectivamente.
Existe adema´s otro tipo especial de formas diferenciales, y son aquellas
que provienen del diferencial de otra forma de menor grado, a este tipo de
formas se les conoce como formas exactas. Entonces definimos los dos con-
juntos de formas diferenciales que nos permitira´n construir mas adelante el
grupo de Co-homolog´ıa.
Definicio´n 2.11. Sea Zp = {ωp|dω = 0} el conjunto de p-formas cerradas,
y Bp = {ωp|ωp = dωp−1} el conjunto de p-formas exactas.
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2.3. Grupo de Homolog´ıa y Co-homolog´ıa
En esta seccio´n se resumen las definiciones importantes del grupo de
Homolog´ıa y Co-homolog´ıa, que son de gran importancia para el manejo de
invariantes topolo´gicos y productos internos que simplifican mucho teoremas
tan reconocidos como el Teorema de Stokes como se vera´ ma´s adelante.
Definicio´n 2.12. Sean p0, ...pr puntos geome´tricamente independientes en
Rm donde r ≤ m. Se define el r-simplejo σr =< p0, ...pr > como,
σr = {x ∈ Rm | x =
r∑
i=0
cipi, ci ≥ 0,
r∑
i=0
ci = 1}. (2.15)
Geome´tricamente los r-simplejos son poliedros elementales en el espacio eu-
cl´ıdeo, as´ı por ejemplo σ0 =< p0 > es un punto o un ve´rtice, σ1 =< p0p1 >
es una l´ınea o una arista, σ2 =< p0p1p2 > es un tria´ngulo con su interior
incluido, y e´sto se generaliza. Estos elementos tienen orientacio´n, en cuyo
caso se cambia la notacio´n de 〈...〉 para un r-simplejo desorientado a (...)
para uno orientado, por ejemplo (p0p1) = −(p1p0) y en general se tiene que
(pi0 , ...pir) = sgn(P )(pi0 , ...pr) donde P es la permutacio´n
P =
(
0 1 . . . r
i0 i1 . . . ir
)
.
Definicio´n 2.13. Se define en el espacio euclideo el r-simplejo esta´ndar σ¯r
como,
σ¯r = {(x1, ..., xr) ∈ Rr | xµ ≥ 0,
r∑
µ=1
xµ ≤ 1}, (2.16)
se define adema´s la integracio´n de la r-forma ω = a(x)dx1∧...∧dxr (elemento
de volumen en Rr) sobre σ¯r por la siguiente expresio´n∫
σ¯r
ω ≡
∫
σ¯r
a(x)dx1dx2...dxr. (2.17)
Sea σr un r-simplejo en Rr y f : σr →M un mapa suave sobre una variedad
m-dimensio´nal M , f puede no tener inversa ve´ase figura (2.3). Se denota la
imagen de σr en M como sr y se le llama r-simplejo singular. Sea {sr,i} el
conjunto de r-simplejos en M , entonces se define la r-cadena c en M por una
suma formal de elementos en {sr,i} con coeficientes reales,
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Figura 2.1: Esquemas de posibles embebimientos de r-simplejos en una va-
riedad M
c =
∑
i
aisr,i ai ∈ R. (2.18)
Las r-cadenas en M , forman el grupo cadena Cr(M). Adema´s “f” mapea
la frontera ∂σr a un subconjunto de M , es decir ∂sr ≡ f(∂σr) es un conjunto
de (r − 1)-simplejos en M y representa la frontera de sr. ∂sr representa la
frontera geome´trica de sr y la orientacio´n es heredada de los r-simplejos en
los reales como se mostro´ anteriormente. En este sentido se trabaja con el
operador ∂ : Cr(M) → Cr−1(M) . Es claro que este operador es nilpotente
pues ∂2 = 0 es decir, las fronteras no tienen fronteras. Con este operador
se definen dos subconjuntos de Cr(M). Una r-cadena cr es un r-ciclo si no
tiene frontera, o sea ∂cr = 0 y es una r-frontera si es frontera de otra, es
decir si existe alguna r+1-cadena cr+1(M) tal que cr = ∂cr+1. El conjunto
de los r-ciclos forma el grupo ciclo Zr(M) y el conjunto de las r-fronteras
forman el grupo frontera Br(M). es claro que Br(M) ⊂ Zr(M) pues como se
sugirio´ antes las fronteras no tienen fronteras. Con esto se define el grupo de
Homolog´ıa Hr(M)[5] como un espacio cociente as´ı,
Hr(M) ≡ Zr(M)/Br(M). (2.19)
En pocas palabras el grupo de homolog´ıa lo conforman aquellos ciclos que no
son fronteras ni se pueden reducir a un punto. Recue´rdese que un invariante
topolo´gico es aquella cantidad que no cambia bajo difeomorfismos. Los grupos
frontera y ciclos no son invariantes topolo´gicos pero el grupo de homolog´ıa
si lo es.
Ana´logo al grupo de Homolog´ıa se estudiara´ lo ma´s relevante para el
grupo de Co-homolog´ıa, e´ste definido sobre la teor´ıa de formas diferenciales.
Una r-forma ω ∈ Ωr(M) es cerrada si dω = 0 y es exacta si ω = dη para
algu´n η ∈ Ωr−1(M).
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Definicio´n 2.14. Sea M una variedad diferenciable de dimensio´n m. El con-
junto de r-formas cerradas es llamado el r-esimo grupo co-ciclo y se denota
como Zr(M). El conjunto de r-formas exactas es llamado el r-esimo grupo
co-frontera y se denota por Br(M). Debido a que d2 = 0 las formas exactas
son tambie´n cerradas, por lo cual Br(M) ⊂ Zr(M).
Definicio´n 2.15. El r-e´simo grupo de co-homolog´ıa de De Rham es definido
por:
Hr(M ;R) ≡ Zr(M)/Br(M). (2.20)
Recue´rdese que un espacio cociente puede verse como una clase de equiva-
lencia, en este caso sea ω ∈ Zr(M). Entonces [ω] ∈ Hr(M) es la clase de
equivalencia {η ∈ Zr(M) | η = ω + dψ, ψ ∈ Ωr−1(M)}. Es decir dos formas
son co-homologas si difieren por una forma exacta.
Se habra´ notado ya la semejanza entre los grupos de homolog´ıa y co-
homolog´ıa, pues como sus nombres lo sugieren son espacios duales el uno del
otro y tales que dimHr(M) = dimHr(M), de tal manera que se define un
producto interno entre sus elementos de la siguiente manera.
Definicio´n 2.16. Sea M una variedad m-dimensio´nal, c ∈ Cr(M) ; ω ∈
Ωr(M) 1 ≤ r ≤ m. Se define el producto interno ( , ) : Cr(M)×Ωr(M)→
R por el mapa,
c, ω → Λ(c, ω) = (c, ω) ≡
∫
c
ω, (2.21)
este producto es lineal en las dos entradas, y el teorema de Stokes toma la
simple forma
(c, dω) = (∂c, ω),
lo anterior queda resumido en el siguiente teorema,
Teorema 2.17 (Teorema de De Rham). Si M es una variedad compacta,
Hr(M) y H
r(M) son de dimensio´n finita, y el mapa
Λ : Hr(M)×Hr(M)→ R
Es bilineal y no degenerado. As´ı Hr(M) es el espacio vectorial dual de Hr(M).
Como se menciono´ antes, una forma exacta es siempre cerrada, pero una
forma cerrada no necesariamente es exacta. El siguiente teorema provee las
condiciones bajo las cuales la anterior relacio´n es reciproca.
Teorema 2.18 (Lema de Poincare). Si una vecindad coordenada U de una
variedad M es contra´ıble a un punto p0 ∈ M , entonces cualquier r-forma
cerrada sobre U es tambie´n exacta
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2.4. Variedades complejas
Las variedades de Calabi-yau son el mejor tipo de variedad sobre la cual
se realiza compactificacio´n en teor´ıa de supercuerdas, y tales variedades son
esencialmente variedades de Ka¨hler, adema´s, en el proceso de regularizacio´n
de funcio´nes automo´rficas se utilizara una geometr´ıa especial de kahler.
las variedades de Ka¨hler son un tipo muy especial de variedades complejas,
por lo cual se dedica esta seccio´n a las definiciones y teoremas importantes
acerca de las variedades complejas.
Para empezar recue´rdese de la teor´ıa de variable compleja, que una funcio´n
o mapa f = f1 + if2 : Cm → C se dice ser holomorfo (o anal´ıtico) sobre Cm
si satisface las relaciones de Cauchy-Riemann para zµ = xµ + iyµ asi,
∂f1
∂xµ
=
∂f2
∂yµ
∂f2
∂xµ
= −∂f1
∂yµ
. (2.22)
Definicio´n 2.19. M es una variedad compleja si
1. M es un espacio topolo´gico
2. M esta provisto con un atlas {(Ui, ϕi)}, donde {Ui} es una familia de
conjuntos abiertos que cubren M y ϕi es un homeomorfismo de Ui a
un subconjunto U ′i de Cm
3. Dada una interseccio´n no vacia de dos abiertos Ui y Uj, el mapa ψij =
ϕjϕ
−1
i de ϕi(UiUj) a ϕj(UiUj) es anal´ıtico.
En la anterior definicion ”m” es la dimensio´n compleja de la variedad
denotada como dimCM = m. La diferencia crucial entre variedades complejas
y reales es que la funcio´n transicio´n mas que ser C∞ son holomorfas. Se puede
pensar en Cn como R2n, por ello una variedad compleja n-dimensio´nal puede
verse como una variedad real 2n-dimensio´nal.
Definicio´n 2.20. Sea f : M → N un mapa entre las variedades complejas
M ,N de dimensio´nes m y n respectivamente. Sean las cartas {(U,ϕ)} de M
y {(V, ψ)} de N, p ∈ U , f(p) ∈ V . Se escriben las coordenadas de cada
carta como {zµ} = ϕ(p) y {wν} = ψ(f(p)), con esto se obtiene el mapa
ψfϕ−1 : Cm → Cn
1. Si cada funcio´n wν es una funcio´n holomorfa de zµ, entonces se dice
que f es un mapa holomorfo.
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2. M es biholomorfo a N si existe un difeomorfismo g : M → N el cual
es tambie´n un holomorfismo.
3. Una funcio´n holomorfa es un mapa holomorfo f : M → C
Teorema 2.21. Cualquier funcio´n holomorfa sobre una variedad compleja
compacta es constante.
Recue´rdese de la teor´ıa de variedades reales que TpM denota el espacio
tangente a la variedad M en el punto p ∈ M y T ∗pM denota el espacio
cotangente (dual de TpM) a la variedad M en el punto p ∈ M , el conjunto
de todas las funciones reales sobre una variedad diferenciable M se denota
como F (M) y el conjunto de todos los campos vectoriales sobre una variedad
diferenciable M se denota como X (M). Con el objetivo de aprovechar la
teor´ıa de variedades reales es posible pasar de lo real a lo complejo por un
me´todo sencillo conocido como complexificacio´n as´ı.
Sean g, h ∈ F(M), entonces f = g + ih es una funcio´n suave compleja-
valuada f : M → C, el conjunto de todas las funcio´nes suaves compleja-
valuadas sobre M es conocido como la complexificacio´n de F (M) y se
denota como F(M)C
Sean X, Y ∈ TpM , entonces Z = X + iY es un vector complejo en
TpM
C, y denota la complexificacio´n de TpM . Z actua sobre una funcio´n
f = f1 + if2 ∈ F (M)C como:
Z[f ] = X[f1]− Y [f2] + i{X[f2] + Y [f1]}
Sean ω, η ∈ T ∗pM , entonces ζ = ω + iη es un covector en (T ∗pM)C, y
denota la complexificacio´n de T ∗pM .
Sean X, Y ∈ X(M), entonces Z = X + iY es un campo vectorial
complejo el conjunto de todos los campos vectoriales complejos es la
complexificacio´n de X (M) y se denota como X(M)C.
Esto se generaliza para cualquier estructura sobre M , tal como campos
tensoriales o formas diferenciales. De lo anterior se muestra que (T ∗pM)
C =
(TCp M)
∗, por lo cual se hara referencia a este como T ∗pM
C.
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Sea M una variedad compleja con dimCM = m y con coordenadas z
µ =
xµ + iyµ, entonces una base para TpM y T
∗
pM la forman respectivamente los
2-m vectores,
{∂/∂x1, ..., ∂/∂xm; ∂/∂y1, ..., ∂/∂ym}, (2.23)
{dx1, ...dxm; dy1, ...dym}. (2.24)
Sin embargo es conveniente trabajar con los 2-m vectores:
∂/∂zµ ≡ 1
2
{∂/∂xµ − i∂/∂yµ}, (2.25)
∂/∂z¯µ ≡ 1
2
{∂/∂xµ + i∂/∂yµ}, (2.26)
Como una base para TpM
C. Y correspondientemente la base para T ∗pM
C esta
dada por las 2-m formas,
dzµ ≡ dxµ + idyµ dz¯µ ≡ dxµ − idyµ. (2.27)
Definicio´n 2.22. Sea M una variedad compleja. Def´ınase sobre el punto
p ∈M el mapa lineal Jp : TpM → TpM por,
Jp∂/∂x
µ = ∂/∂yµ Jp∂/∂y
µ = −∂/∂xµ, (2.28)
notese que J2p = −I, donde I es la identidad sobre TpM . Se verifica que las
componentes de Jp en la base (2.23) esta´n dadas por
Jp =
(
0 −I
I 0
)
. (2.29)
Definicio´n 2.23. Se define la estructura cuasicompleja J sobre M como un
campo tensorial cuyas componentes en p esta´n dadas por 2.29.
Es fa´cil ver que en las bases 2.25 y 2.26 Jp toma la siguiente forma,
Jp =
(
iI 0
0 −iI
)
. (2.30)
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Sea Z ∈ TpMC, si Z = Zµ∂/∂Zµ entonces JpZ = iZ, y si Z = Zµ∂/∂Z¯µ
entonces JpZ = −iZ. en este sentido Jp divide a TpMC y en general a todas
las estructuras sobre M en dos espacios disjuntos asi:
TpM
C = TpM
+ ⊕ TpM−
Donde TpM
± = {Z ∈ TpMC | JpZ = ±iZ}. Si el vector Z ∈ TpM+ entonces
se dice que Z es un vector holomo´rfico, y si el vector Z ∈ TpM− entonces
se le llama antiholomo´rfico. Similar al espacio tangente, X(M) se divide en
dos.
X(M) = X(M)+ ⊕X(M)−
donde un campo vectorial Z se puede escribir como, Z = Z+ + Z−.
Se M una variedad diferenciable, sobre la cual se definen dos q-formas
ω, η ∈ Ωqp(M), con esto def´ınase la q-forma compleja ζ = ω + iη, el espacio
vectorial de las q-formas complejas en p ∈M se denota como Ωqp(M)C.
Propiedades 2.24. Sean ζ = ω + iη ∈ Ωq(M)C y ξ = ϕ + iψ ∈ Ωr(M)C,
entonces se cumple que:
1. ζ ∧ ξ = (ω ∧ ϕ− η ∧ ψ) + i(ω ∧ ψ + η ∧ ϕ)
2. dζ = dω + idη
3. ζ ∧ ξ = (−1)qrξ ∧ ζ
4. d(ζ ∧ ξ) = dζ ∧ ξ + (−1)qζ ∧ dξ
Definicio´n 2.25. Sea M una variedad compleja de dimensio´n m, ω ∈ ΩqpMC
tal que q ≤ 2m, r y s dos enteros positivos tales que r + s = q y Vi ∈
TpM
C, (1 ≤ i ≤ q), entonces se dice que ω es de bigrado (r,s), o simplemente
que es una (r,s)-forma, si ω(V1, ..., Vq) = 0 a menos que r de los Vi vectores
esta´n en TpM
+ y s de los Vi vectores esta´n en TpM
−. El conjunto de las
(r,s)-formas en p es denotado como Ωr,sp (M), y cuando se define sobre toda
M se denota como Ωr,s(M).
Una (r,s)-forma se escribe en la base de Ωr,sp (M) como
ω =
1
r!s!
ωµ1...µr ν¯1...ν¯sdz
µ1 ∧ ... ∧ dzµr ∧ dz¯ν1 ∧ ... ∧ dz¯νr . (2.31)
Propiedades 2.26. Se M una variedad compleja con dimCM = m, y ω, η
formas diferenciales complejas.
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1. Si ω ∈ Ωq,r(M), entonces ω¯ ∈ Ωr,q(M).
2. Si ω ∈ Ωq,r(M) y η ∈ Ωq′,r′(M), entonces ω ∧ η ∈ Ωq+q′,r+r′(M).
3. Una q-forma ω se escribe un´ıvocamente como:
ω =
∑
r+s=q
ωr,s
Donde ωr,s ∈ Ωr,s(M).
4. De lo anterior se obtiene la descomposicio´n
Ωq(M)C =
⊕
r+s=q
Ωr,s(M)
.
Segun lo anterior una q forma ω se escribe como
ω =
∑
r+s=q
1
r!s!
ωµ1...µr ν¯1...ν¯sdz
µ1 ∧ ... ∧ dzµr ∧ dz¯ν1 ∧ ... ∧ dz¯νr . (2.32)
Definicio´n 2.27. Se definen los operadores Dolbeault ∂ : Ωr,s(M)→ Ωr+1,s(M)
y ∂¯ : Ωr,s(M) → Ωr,s+1(M) tales que la derivada exterior de una q-forma
compleja de la forma (2.32), esta dada por
dω =
1
r!s!
(
∂
∂zλ
ωµ1...µr ν¯1...ν¯sdz
λ+
∂
∂z¯λ
ωµ1...µr ν¯1...ν¯sdz¯
λ)dzµ1∧...∧dzµr∧dz¯ν1∧...∧dz¯νr
≡ ∂ω + ∂¯ω
Propiedades 2.28. Sean ω y ξ dos q-formas complejas, entonces se cumple
que:
1. ∂∂ω = (∂∂¯ + ∂¯∂)ω = ∂¯∂¯ = 0
2. ∂ω¯ = ∂¯ω ∂¯ω¯ = ∂¯ω
3. ∂(ω ∧ ξ) = ∂ω ∧ ξ + (−1)qω ∧ ∂ξ
4. ∂¯(ω ∧ ξ) = ∂¯ω ∧ ξ + (−1)qω ∧ ∂¯ξ
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No´tese que estos operadores cumplen los requisitos para formar un grupo
de cohomolog´ıa como el que se menciono´ en la seccio´n anterior. Por ejemplo
Zr,s
∂¯
(M) es el conjunto de las (r,s)-formas ∂¯-cerradas y se llama el grupo
(r,s)-cociclo, Br,s
∂¯
(M) es el conjunto de las (r,s)-formas ∂¯-exactas y se llama
el grupo (r,s)-cofrontera. El (r,s)-e´simo grupo de ∂¯-cohomolog´ıa se define
como:
Hr,s
∂¯
(M) ≡ Zr,s
∂¯
(M)/Br,s
∂¯
(M)
.
Definicio´n 2.29. Una me´trica Riemanniana g de una variedad compleja M
es hermı´tica si cumple gp(JpX, JpY ) = gp(X, Y ) en cada punto p sobre M .
En este caso (M,g) es una variedad hermı´tica.
No´tese que con esta me´trica JpX es ortogonal a X
gp(JpX,X) = gp(J
2
pX, JpX) = −gp(JpX,X) = 0.
Teorema 2.30. Una variedad compleja siempre admite una me´trica hermı´tica.
Definicio´n 2.31. Sea (M,g) una variedad hermı´tica. Def´ınase el campo ten-
sorial Ω cuya accio´n sobre X, Y ∈ TpM es
Ωp(X, Y ) = gp(JpX, Y ),
Se verifica que Ω es antisime´trico, por lo cual define una dos-forma cono-
cida como la forma de Ka¨hler.
Propiedades 2.32. Sea Ω la forma de Ka¨hler de una variedad hermı´tica
con dimCM = m, entonces se cumple.
1. Ω es invariante bajo la accion de J.
Ω(JX, JY ) = Ω(X, Y )
2. Si el dominio se extiende de TpM a TpM
C, Entonces Ω es una dos-
forma de bigrado (1,1).
3.
Ω ∧ ... ∧ Ω︸ ︷︷ ︸
m
Es una 2m-forma que no se anula en ningu´n punto sobre M .
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La u´ltima propiedad nos permite definir un elemento de volumen y obten-
er el siguiente teorema.
Teorema 2.33. Una variedad compleja es orientable.
Es natural querer sobre una variedad hermı´tica una coneccio´n que sea
compatible con la estructura compleja, es decir que un vector holomo´rfico
continu´e sie´ndolo bajo transporte paralelo. Con esto en mente se construye
la llamada coneccio´n hermı´tica cuyos coeficientes distintos de cero son
Γλκµ = g
ν¯λ∂κgµν¯ Γ
λ¯
κ¯µ¯ = g
λ¯µ∂κ¯gµν¯ , (2.33)
con la coneccio´n ya lista se definen los tensores de torsio´n y curvatura cuyas
componentes no nulas esta´n dadas por
T λµν = Γ
λ
µν − Γλνµ T λ¯µ¯ν¯ = Γλ¯µ¯ν¯ − Γλ¯ν¯µ¯, (2.34)
Rκλµ¯ν = ∂µ¯Γ
κ
νλ, R
κ¯
λ¯µν¯ = ∂µΓ
κ¯
ν¯λ¯. (2.35)
Definicio´n 2.34. Una variedad de Ka¨hler es una variedad hermı´tica (M,g)
cuya forma de Ka¨hler es cerrada. La me´trica g es llamada la me´trica de
Ka¨hler de M .
Teorema 2.35. Una variedad hermı´tica (M,g) es una variedad de Ka¨hler si
y solo si la estructura cuasicompleja J satisface:
∇µJ = 0
Donde ∇µ es la coneccio´n de Levi-Civita asociada a g.
Definicio´n 2.36. Sea M una variedad hermı´tica con dimCM = m, se define
el producto interno entre α, β ∈ Ωr,s(M) (0 ≤ r, s ≤ m) como:
(α, β) ≡
∫
M
α ∧ ∗¯β (2.36)
Donde ∗ es el operador estrella de Hodge y ∗¯ : Ωr,s(M) → Ωm−s,m−r(M)
es el operador estrella de Hodge conjugado definido por:
∗¯β ≡ ∗β = ∗β¯
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Definicio´n 2.37. Se definen los operadores adjuntos ∂† y ∂¯† de ∂ y ∂¯ por
(α, ∂β) = (∂†α, β) (α, ∂¯β) = (∂¯†α, β). (2.37)
Teorema 2.38. Los operadores de Dolbeault cumplen las siguientes rela-
ciones
∂† = − ∗ ∂¯ ∗ ∂¯† = − ∗ ∂∗, (2.38)
(∂†)2 = (∂¯†)2 = 0. (2.39)
Definicio´n 2.39. Ademas del operador Laplaciano usual 4 = (dd†+d†d) se
definen los laplacianos sobre variedades hermı´ticas como
4∂ ≡ (∂ + ∂†)2 = ∂∂† + ∂†∂, (2.40)
4∂¯ ≡ (∂¯ + ∂¯†)2 = ∂¯∂¯† + ∂¯†∂¯. (2.41)
Una (r,s)-forma que satisface 4∂ω = 0 (4∂ω = 0) se dice ser ∂-armo´nica
(∂¯-armo´nica).
Con esto se obtiene la version compleja de la descomposicio´n de Hodge. sea
Harmr,s
∂¯
(M) el conjunto de (r,s)-formas ∂¯-armo´nicas, entonces se concluye
con el siguiente teorema.
Teorema 2.40 (Teorema de Hodge). Ωr,s(M) tiene una u´nica descomposi-
cio´n ortogonal.
Ωr,s(M) = ∂¯Ωr,s−1(M)⊕ ∂¯†Ωr,s+1(M)⊕Harmr,s
∂¯
(M). (2.42)
Es decir una (r,s)-forma ω se expresa un´ıvocamente como:
ω = ∂¯α + ∂¯†β + γ
Donde α ∈ Ωr,s−1(M), β ∈ Ωr,s+1(M) y γ ∈ Harmr,s
∂¯
(M).
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Cap´ıtulo 3
Funciones modulares y
automorficas
3.1. Funcio´n Zeta de Riemann
La funcio´n Zeta de Riemann y sus generalizaciones sera´n de gran utilidad
en los procesos de regularizacio´n utilizados ma´s adelante. En esta seccio´n
se define primero la funcio´n Zeta de Riemann restringida y luego mediante
los nu´meros de Bernoulli se procede a hacer su extensio´n anal´ıtica sobre los
complejos.
Definicio´n 3.1. Se define la funcio´n Zeta de Riemann para Re(s) > 1 como:
ζ(s) =
∞∑
n=1
n−s (3.1)
O equivalentemente.
ζ(s) =
∏
p
1
1− p−s (3.2)
Siendo p un nu´mero primo.
Estas dos definiciones son equivalentes [6]. Esta funcio´n esta´ restringida a que
la parte real del argumento sea mayor que uno, lobernoulli que se pretende
ahora es extender la funcio´n ζ(s) a una funcio´n meromo´rfica sobre todo el
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plano complejo, con una u´nica singularidad ubicada en un polo de orden 1
para s = 1 de residuo igual a 1. Para ello es necesario construir antes los
nu´meros de Bernoulli,
La serie generatriz de los polinomios de Bernoulli es.
zexz
ez − 1 =
∞∑
n=0
Bn(x)
zn
n!
, (3.3)
y se define el n-e´simo nu´mero de Bernoulli como Bn ≡ Bn(0), por lo cual los
nu´meros de Bernoulli tienen la serie generatriz
z
ez − 1 =
∞∑
n=0
Bnz
n
n!
, (3.4)
es posible reescribir el lado izquierdo de la ecuacio´n (3.4) obtenie´ndose
z
ez − 1 = −
z
2
+
z
2
(ez/2 + e−z/2
ez/2 − e−z/2
)
=
∞∑
n=0
Bnz
n
n!
. (3.5)
De la ecuacio´n (3.5) podemos observar dos cosas importantes, la primera es
que B1 = −12 , y la segunda es que Bn = 0 si n es impar y (n > 1), pues
el segundo te´rmino de la ecuacio´n es una funcio´n par. Es posible construir
una fo´rmula inductiva por medio de la cual se pueden obtener los nu´meros
de Bernoulli de la siguiente manera
m∑
k=0
(
m+ 1
k
)
Bk = 0 m ≥ 1, (3.6)
tomando m = 1 y B1 = −12 se obtiene la condicio´n inicial de B0 = 1. Y
a partir de esta ecuacio´n es posible hallar todos los nu´meros de Bernoulli y
construir as´ı los polinomios de la siguiente manera
Bn(x) ≡
n∑
k=0
(
n
k
)
Bn−kx. (3.7)
Def´ınase la funcio´n B¯n(x) como una funcio´n de variable real x con periodo 1 y
que coincide con Bn(x) en el intervalo [0, 1], es decir B¯n(x) = Bn(x−[x]). Para
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establecer la continuacio´n anal´ıtica de la funcio´n zeta, se utiliza la fo´rmula
de suma de Euler-Maclaurin [6],
b−1∑
r=a
f(r) =
∫ b
a
f(x)dx+
n∑
k=1
Bk
k!
[
f (k−1)(b)− f (k−1)(a)]
+
(−1)n−1
n!
∫ b
a
B¯n(x)f
(n)(x)dx a, b, n ∈ Z, (3.8)
donde a ≤ x ≤ b y n ≥ 1.
Aplicada a la funcio´n f(r) = r−s siendo s un nu´mero complejo, a = 1 y
b = N ≥ 2, entonces se obtiene
N∑
r=1
r−s =
1−N1−s
s− 1 +
1 +N−s
2
+
n∑
k=2
Bk
k!
s(s+1)(s+2)...(s+k−2)(1−N−s−k+1)
− 1
n!
s(s+ 1)...(s+ n− 1)
∫ N
1
B¯n(x)x
−s−ndx. (3.9)
No´tese que en el caso particular en el que Re(s) > 1 y si N → ∞ el lado
izquierdo es la funcio´n Zetade Riemann, por lo cual esta expresio´n es per-
fecta para realizar una extensio´n anal´ıtica para todo el plano complejo de la
funcio´n zeta de Riemann. Es necesario ahora establecer un criterio de con-
vergencia para la integral que aparece en la funcio´n. Al ser B¯n(x) periodica
en [1,∞], entonces la serie es convergente para Re(s) > 1 − n, es decir el
u´nico ı´ndice que quedaba libre (n) en la ecuacio´n sirve para fijar el semiplano
de convergencia de la serie, entonces la funcio´n Zetase encuentra tomando
N → ∞ en la ecuacio´n (3.9). Dicho esto la exencio´n anal´ıtica de la funcio´n
Zeta de Riemann tiene la siguiente forma
ζ(s) =
1
s− 1 +
1
2
+
n∑
k=2
Bk
k!
s(s+ 1)...(s+ k − 2) (3.10)
− 1
n!
s(s+ 1)...(s+ n− 1)
∫ ∞
1
B¯n(x)x
−s−ndx
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para Re(s) > 1− n.
En el caso particular en el que n = 2 se obtiene
ζ(s) =
1
s− 1 +
1
2
+
s
12
− 1
2
s(s+ 1)
∫ ∞
1
B¯2(x)x
−s−2dx, (3.11)
convergente para Re(s) > −1, donde se encuentra el conocido resultado
ζ(0) = −1
2
,
tomando el caso n = m+ 2 para m ≥ 1 se obtiene
ζ(−m) = −Bm+1
m+ 1
, (3.12)
y conociendo el comportamiento de los nu´meros de Bernoulli se puede es-
tablecer que para r = 1, 2, 3...
ζ(−2r) = 0 ζ(−2r + 1) = −B2r
2r
, (3.13)
de donde se pueden obtener algunos valores nume´ricos para la funcio´n zeta
ζ(0) = −1
2
ζ(−1) = − 1
12
ζ(−3) = 1
120
...
ζ(−2) = ζ(−4) = ζ(−6) = ... = 0.
3.2. Enteros Gaussianos y Funcio´n Theta
Dados dos nu´meros complejos ω1 y ω2 diferentes de cero cuyo radio ω1/ω2
es no real, se denota como Γ el conjunto de complejos z = m1ω1+m2ω2 donde
(m1,m2) ∈ Z2, se dice que Γ es una red con base (ω1, ω2). La misma red Γ
tiene otras infinitas bases dadas por ω′1 = aω1 +bω2 y ω
′
2 = cω1 +dω2, siempre
que a,b,c,d sean enteros tales que ad − bc = 1 esta condicio´n es equivalente
a exigir que τ ≡ ω2/ω1 ∈ h donde h = {z ∈ C|Im(z) > 0} es el plano de
Siegel.
En particular la red generada con (1, i) se denota como Λ4 y es conocida co-
mo la red de Gauss. Sus elementos son llamados enteros gaussianos y son de
la forma z = m+ in (m,n ∈ Z). Como toda red, Λ4 es un grupo conmutativo
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y mas aun tambie´n es un anillo.
Λ4 es un subanillo de C, y se denota tambie´n como Z[i] especificando que
se obtiene al adjuntar i al anillo Z.
Definicio´n 3.2. Sean z y z′ dos enteros gaussianos diferentes de cero, se
dice que z divide a z′ (z|z′), o que z′ es mu´ltiplo de z, si existe un elemento
u ∈ Z[i] tal que z′ = uz o sea si z′/z es un entero gaussiano.
Es posible verificar que esta relacio´n es transitiva, es decir si z|z′ y z′|z′′
entonces z|z′′
Definicio´n 3.3. Se dice que u es un entero Gaussiano unidad, si 1/u es
tambie´n un entero Gaussiano.
De la anterior definicio´n resulta que los enteros gaussianos unidad del
anillo Z[i] son las ra´ıces cuartas de la unidad (1,−1, i,−i)
Sin querer entrar en detalle, el concepto de ideal es el de invarianza de
un subgrupo bajo la multiplicacio´n de un elemento del grupo, es decir, esto
generaliza el concepto de divisibilidad. Dado un grupo G y un subgrupo H,
se dice que H es un ideal de G si H es estable bajo la multiplicacio´n por
cualquier elemento en G.
Definicio´n 3.4. El ideal principal (z) en Z[i], es el conjunto de multiplos de
z. Y el cual cumple las siguientes propiedades.
1. Todo ideal diferente de cero en Z[i] es un ideal principal
2. Sean z y z′ enteros Gaussianos diferentes de cero, entonces z divide a
z′ sii el ideal principal (z) contiene al ideal principal (z′)
3. dos ideales principales (z) y (z′) son iguales sii z′/z es una unidad en
el anillo Z[i]
4. Un ideal principal (z) es igual al ideal (1) = Z[i] sii z es una unidad.
En el anillo Z las unidades son ±1, todo ideal no nulo es principal, con
dos generadores, n, −n
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Definicio´n 3.5. Un primo Gaussiano, es cualquier entero gaussiano difer-
ente de cero , el cual no es una unidad en Z[i], y tal que para cada factor-
izacio´n ω¯ = λλ′ en enteros gaussianos, entonces λ o λ′ es una unidad en
Z[i].
Una definicio´n alternativa sera´.
Definicio´n 3.6. ω es un primo Gaussiano sii I(ω) es diferente de Z[i], y
donde I(ω) y Z[i] son los u´nicos ideales que contienen a I.
Teorema 3.7. 1. Sea ω un primo gaussiano, z un entero gaussiano, si
z no es divisible por ω, existen dos enteros gaussianos u, v tal que
uz + vω = 1
2. sea z un entero gaussiano diferente de cero y de la unidad ne Z[i],
entonces z es un primo gaussiano si se satisface lo siguiente:
si z divide a un producto de dos enteros gaussianos este divide a uno
de ellos.
Un entero gaussiano de la forma z = m + ni con m > 0 y n ≥ 0 se
llama un entero gaussiano normalizado. Todo entero gaussiano z admite una
u´nica factorizacio´n de la forma z = uω¯1...ω¯N donde u es una unidad y ω¯j son
primos gaussianos.
Todo primo ordinario se puede descomponer como el producto de primos
gaussianos de la forma p = uω¯1...ω¯N siendo N(x + iy) = x
2 + y2 la norma,
entonces se obtiene
N(p) = p2 = N(ω¯1)...N(ω¯N) ∧ N(ω¯j > 1) j = 1, ..., N
Se tienen las tres clasificaciones segu´n las tres opciones,
1. p = uω¯2 y N(ω¯) = p entonces se dice que p es ramificado
2. p = ω¯ω¯′ con ω¯ 6= ω¯′ y donde (N(ω¯) = N(ω¯′) = p), se dice que p es
dividido en Z[i]
3. P es un primo gaussiano normalizado y si p = zz′ entonces z o z′ son
la unidad en Z[i], en tal caso se dice que p es inerte.
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Con estas tres clasificaciones se obtienen los resultados en forma de teo-
rema.
Teorema 3.8. 1. El u´nico primo ramificado es el nu´mero 2.
2. los primos divididos son 1mod(4) es decir se escriben de la forma 4r+1
para (r ≥ 1).
3. Los primos inertes son 3mod(4) es decir se pueden escribir como 4r+3
con (r ≥ 1).
En cuanto a la suma de cuadrados se tienen tres resultados importantes.
1. Fermat Un entero n ≥ 1 es una suma de dos cuadrados sii cada primo
divisor de n congruente con 3 mod 4 aparece con un exponente par en
la descomposicio´n en factores primos de n.
2. Gauss Un entero se representa en te´rminos de nu´meros triangulares
de la forma,
n =
a2 + a
2
+
b2 + b
2
+
c2 + c
2
.
3. Lagrange Todo entero n ≥ 1 es una suma de cuatro cuadrados.
Para terminar esta subseccio´n se establecera´ la importante fo´rmula de la
suma de Poisson.
Sea F (x) una funcio´n real continua e integrable, entonces su transformada
de Fourier es F¯ (u) tal que,
F¯ (u) =
∫ ∞
−∞
F (x)e−2piixudx. (3.14)
La fo´rmula de suma de Poisson establece que.∑
n∈Z
F (n) =
∑
m∈Z
F¯ (m), (3.15)
y ademas que ∑
n∈Z
F (n+ v) =
∑
m∈Z
F¯ (m)e2piimv. (3.16)
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Para F (t−1x) su transformada es |t|F¯ (tu) y se obtiene∑
n∈Z
F (v + n/t) =
∑
m∈Z
|t|F¯ (mt)e2piimtv. (3.17)
Si F es pequen˜o en el infinito, entonces en t→ 0 el miembro izquierdo de la
ecuacio´n es F (v) y el derecho es una suma de Riemann,
F (v) =
∫ ∞
−∞
F¯ (u)e2piiuvdu, (3.18)
lo cual es como se esperaba la transformada inversa de Fourier.
Se define el semi-espacio superior de Siegel hg como:
hg ≡
{
F ∈Mgg(C) = M(g,C)| M = M t ∧ ImM > 0
}
, (3.19)
sobre el cual se define la funcio´n Θ de Riemann
Θ(z,Ω) =
∑
n∈Zg
exp
(
piintΩn+ 2piintz
)
, (3.20)
y donde z ∈ Cg; Ω ∈ hg.
Esta funcio´n tiene las siguientes propiedades de periodicidad para m ∈ Zg,
Θ(z +m,Ω) = Θ(z,Ω).
Θ(z + Ωm,Ω) = e−(piim
tΩm+2piimtz)Θ(z,Ω).
Una generalizacio´n es la funcio´n Θ de Riemann de caracter´ıstica a, b ∈ Qg,
Θ
[
a
b
]
(z,Ω) = epiia
tΩa+2piiat(z+b))Θ(z + Ωa+ b,Ω). (3.21)
Adicional a esto se pueden definir tres funciones θ relacionadas a la primera
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θ1(v, τ) =
∞∑
n=−∞
q(
n+1
2 )
2
e(2n+1)piiv
θ2(v, τ) =
∞∑
n=−∞
(−1)nqn2e2npiiv
θ3(v, τ) =
∞∑
n=−∞
qn
2
e2npiiv (3.22)
Para q = epiiτ . De particular intere´s en este trabajo sera la funcio´n θ3 para la
cual se cumplen las siguientes propiedades.
1. θ3(v + 1, τ) = θ3(v, τ).
2. θ3(v + τ, τ) = q
−1e−2piivθ3(v, τ).
3. θ3(v, τ) =
1√−iτ e
−piiv2/τθ3( vτ ,− 1τ ).
En ocasiones es u´til definir θ(q) ≡ θ3(0, τ) y utilizar la identidad,
θ(epiiτ ) =
1√−iτ θ(e
−pii/τ ) Imτ > 0. (3.23)
3.3. Transformada de Mellin
La transformada de Mellin de una funcio´n f(x) esta dada por la siguiente
forma integral,
M(s) =
∫ ∞
0
f(x)xs−1dx. (3.24)
Si se supone que para un x cercano a cero f(x) = O(x−a) y para valores de x
muy grandes f(x) = O(x−b), entonces la integral que define la transformada
de Mellines convergente para a < Re(s) < b. La transformada inversa es
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
M(s)x−sds, (3.25)
supongase que la funcio´n φ(τ), convergente en τ →∞, satisfiace la ecuacio´n
funcional,
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φ(
1
τ
) =
K∑
k=1
bk τ
λk + α τh φ(τ), (3.26)
para τ > 0 and α 6= 0, λk, h, bk nu´meros complejos. Entonces la transfor-
mada de Mellin de φ(τ) puede ser escrita como la suma
∫∞
0
=
∫ 1
0
+
∫∞
1
, y
bajo el cambio de variable (τ → 1
τ
) se obtiene,
M [φ(α, s)] =
∫ ∞
1
[∑
k
bkτ
λk+α τh φ(τ)
]
τ−s−1 dτ+
∫ ∞
1
φ(τ)τ s−1 dτ, (3.27)
donde se ha utilizado la ecuacio´n funcional nuevamente en el primer te´rmino.
Integrando con Re(λk − s) < 0) se obtiene.
M [φ(α, s)] =
∑
k
bk
s− λk +
∫ ∞
1
φ(τ)τ s−1 dτ + α
∫ ∞
1
φ(τ)τh−s−1 dτ. (3.28)
El primer te´rmino suministra los polos de la transformada de Mellinen λk
con residuos bk. El segundo te´rmino es convergente para todos los valores
de s. Si se utiliza dos veces la ecuacio´n funcional se encuentra la siguiente
ecuacio´n,
φ(
1
τ
) =
1
α
τh φ(τ)− 1
α
K∑
k=1
bkt
h−λk , (3.29)
que integrando con antes da como resultado
M [φ(α, s)] =
∑
k
−bk/α
s− h+ λk +
∫ ∞
1
φ(τ)τ s−1 dτ +
1
α
∫ ∞
1
φ(τ)τh−s−1 dτ.
(3.30)
Entonces se concluye que la transformada de Mellin de φ como se ha
definido, es invariante (hasta un factor de α) bajo s→ h− s, α→ 1
α
,
M [φ(α, s) ] = αM [φ(
1
α
, h− s) ]; (3.31)
Con polos en λk y residuos bk. Este importante resultado sera utilizado mas
adelante en el proceso de regularizacio´n de la funcio´n θ de Riemann.
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3.4. Curvas El´ıpticas y Funciones Modulares
Una integral el´ıptica es de la forma:∫
R(x, y)dx, (3.32)
donde R(x, y) es una funcio´n racional en x e y, y adema´s y2 es un polinomial
en x de grado 3 o 4 sin ra´ıces mu´ltiples.
Definicio´n 3.9. Una funcio´n el´ıptica es una funcio´n meromo´rfica f(x) sobre
C, la cual es doblemente perio´dica , es decir, es tal que existen dos nu´meros
complejos ω1 y ω2 con su cociente diferente de un real, y se cumple que
f(x+ ω1) = f(x+ ω2) = f(x)
Sea L = {mω1+nω2|m,n ∈ Z} una red, entonces f es el´ıptica si f(x+ω) =
f(x) para (x ∈ C y ω ∈ L) L es llamado el periodo de red de f. Por la
periodicidad de la funcio´n, debe definirse una regio´n fundamental de C/L
como F = {xω1 + yω2|0 ≤ x, y < 1}.
Antes de proseguir es conveniente establecer algunas definiciones impor-
tantes para el buen desarrollo de la teor´ıa subsecuente.
Definicio´n 3.10 (Variedad algebraica). Una variedad algebraica es el con-
junto de soluciones de un sistema de ecuaciones polinomiales.
Definicio´n 3.11 (Curva algebraica). Una curva algebraica sobre un campo
F es la unio´n de puntos en F n+1 determinada por al menos n− 1 funciones
polinomiales g(x1, ...xn) independientes en n variables con coeficientes en F
donde la curva es definida con gi = 0 para (i = 1, 2, ...n− 1).
En particular se obtiene que una curva algebraica, es una variedad alge-
braica de dimensio´n uno, si adema´s el campo es R se obtiene entonces una
curva ordinaria
Definicio´n 3.12 (Espacio Proyectivo). El espacio proyectivo n-dimensional
sobre un campo k se denota como P nk o P
n y es el conjunto de clases de
equivalencia de (n + 1)-tuplas (a0, ..., an) de elementos de k, no todos cero,
bajo la relacio´n de equivalencia dada por (a0, ...an) ∼ (λa0, ...λan) para λ ∈ k,
y λ 6= 0.
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Entonces una curva proyectiva es la curva que se considera sobre el espacio
proyectivo.
Definicio´n 3.13 (Curva el´ıptica). Una curva eliptica es un curva algebraica
proyectiva suave de genus uno, donde existe un punto especifico 0.
Teorema 3.14. Una curva el´ıptica sobre C tiene la forma C/L donde L es
una red.
Entonces para una red Λ, se tiene que la superficie Riemanniana C/Λ es
una curva compleja de genus uno.
Se procede ahora a definir la funciones y formas modulares.
Una funcio´n modular asigna a cada red Λ un nu´mero complejo F (Λ) tal que
F (Λ1) = F (Λ2) si y solo si Λ2 = λΛ1 pues Λ1 y Λ2 dan lugar a la misma
curva compleja de genus uno.
Como se hab´ıa mencionado, la red Zω1 + Zω2 es equivalente a la red
Zτ + Z siempre que τ = ω1
ω2
/∈ R, asi la funcio´n modular queda especificada
con un solo para´metro,
f(τ) ≡ F (Zτ + Z). (3.33)
Elegir la regio´n fundamental sobre la base (ω1, ω2) se refleja en una eleccio´n
de la regio´n fundamental sobre el para´metro τ como lo sugiere el siguiente
teorema [7].
Teorema 3.15. Dada cualquier funcio´n el´ıptica no constante f, existe un
par de bases ((ω1, ω2) de f, tal que el cociente τ =
ω2
ω1
satisface la condicio´n:
Im(τ) > 0 |τ | ≥ 1 −1
2
≥ Re(τ) < 1
2
(3.34)
Con Re(τ) ≤ 0 si |τ | = 1
La regio´n fundamental queda entonces especificada como se muestra en
la siguiente figura.
Recue´rdese que el grupo SL(2,Z) es el grupo de transformaciones lineales
simple´cticas con entradas enteras
SL(2,Z) =
{( a b
c d
)
|a, b, c, d ∈ Z ∧ ad− bc = 1
}
. (3.35)
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Figura 3.1: Region fundamental en el plano τ
Cuando una matriz que pertenece a este grupo se identifica con su negativa,
se obtiene el grupo PSL2(Z) ≡ SL(2,Z)/Z2.
Las funciones modulares son invariantes bajo accio´n de este grupo
f
(aτ + b
cτ + d
)
= f(τ)
(
a b
c d
)
∈ PSL2(Z) (3.36)
tal propiedad es conocida como propiedad de invarianza modular, pues notese
que bajo PSL2(Z la base (ω1, ω2) cambia como (aω1 + bω2, cω1 + dω2) =
ω2(aτ + b, cτ + d).
El grupo PSL2(Z) ≡ Γ1 es conocido como el grupo modular total.
Para definir la funciones automo´rficas es necesario ba´sicamente establecer
dos condiciones, una de generalizacio´n y otra condicio´n asinto´tica. La gener-
alizacio´n se obtiene al relajar la condicio´n de invarianza modular, ahora se
exige que la funcio´n sea invariante modular incluyendo un peso as´ı.
f
(aτ + b
cτ + d
)
= (cτ + d)kf(τ). (3.37)
Las funciones holomo´rficas f : h → C (h es el plano de Siegel) que satis-
facen 3.37 con una condicio´n en el infinito, son conocidas como funciones
automo´rficas de peso k [8].
Como ejemplo de funcio´n automr´fica esta la serie de Eisenstein.
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Gk(τ) =
(k − 1)!
2(2pii)k
∑
m,n
1
(mτ + n)k
, (3.38)
donde los enteros k,m, n cumplen las siguientes condiciones.
k = 2l l = 2, 3, ... (m,n) ∈ R2 − (0, 0)
veamos que Gk(τ) es una funcio´n automr´fica de peso k,
(cτ + d)−kGk
(aτ + b
cτ + d
)
=
(cτ + d)−k(k − 1)!
2(2pii)k
∑
m,n
(cτ + d)k
(maτ +mb+ ncτ + nd)k
,
(cτ + d)−kGk
(aτ + b
cτ + d
)
=
(k − 1)!
2(2pii)k
∑
m′,n′
1
(m′τ + n′)k
(3.39)
Gk
(aτ + b
cτ + d
)
= (cτ + d)kGk(τ).
No´tese que se ha reorganizado la suma con m′ ≡ ma + nc y n′ ≡ mb + nd.
Entonces cumple la condicio´n 3.37 y claramente esta funcio´n es asinto´tica
en el infinito, por lo cual podemos afirmar con toda confianza que es una
funcio´n automo´rfica de peso k.
Se ha mostrado intere´s en la serie de Eisenstein pues sera´ de gran im-
portancia en el desarrollo central de los resultados de este trabajo que se
mostrara´n en el cap´ıtulo final.
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Cap´ıtulo 4
Breve Presentacio´n En Teor´ıa
de Cuerdas
Este cap´ıtulo no pretende ser un texto gu´ıa para el estudio de teor´ıa de
cuerdas, para ello se recomiendan los textos citados aqu´ı. El objetivo de este
cap´ıtulo es establecer de forma clara, coherente y auto contenida las bases
fundamentales de la teor´ıa de cuerdas, pues el resultado principal de esta
tesis tiene aplicacio´n directa sobre tal teor´ıa.
La teor´ıa de cuerdas es un modelo que describe la materia y sus interacciones,
donde se una teor´ıa cua´ntica de campos y esta incluye de una manera natu-
ral la relatividad general, es en este sentido en el cual se le conoce tambie´n
como una teor´ıa de unificacio´n, pues a pesar de que en su planteamiento se
pretend´ıa describir el micro-mundo cua´nticamente, surgio´ de manera natural
la gravitacio´n con el descubrimiento de un campo sin masa de esp´ın 2 que
encajaba perfectamente con la part´ıcula mediadora del campo gravitacional
conocida como gravito´n.
Dicho de manera sencilla la teor´ıa de cuerdas supone que la materia y las
interacciones no son descritas por part´ıculas si no mas bien por pequen˜as
cuerdas vibrantes que yacen en un espacio de varias dimensiones llamado el
bulto “Bulk“, y cuyos modos de vibracio´n determinan que tipo de campo
describen. En principio existen 6 teor´ıas de cuerdas, la primera de ellas de-
scribe solo bosones y las cinco teor´ıas restantes describen bosones y fermiones
(Teor´ıa de supercuerdas), a mediados de los 90’s se demostro´ que las cinco
teor´ıas de supercuerdas son proyecciones en 10 dimensiones de una teor´ıa
mas general en 11 dimensiones conocida como teor´ıa M.
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4.1. Cuerda boso´nica
El primer modelo en teor´ıa de cuerdas a considerar debe ser la cuer-
da boso´nica, este modelo es por supuesto irreal debido a que no considera
fermiones, sin embargo su estudio es importante porque de el surgen muchos
conceptos importantes que se extienden a modelos supersime´tricos.
Las cuerdas requieren dos para´metro para quedar bien definidas, uno espacial
(σ) y el otro temporal (τ), con esto, los grados de libertad de la cuerda
dependen de estos dos para´metros
Xµ(τ, σ) µ = 0, 1, ..., D − 1,
la cuerda es descrita al mantener τ fijo y variar σ, y cuando se varia τ sobre
la cuerda se obtiene una superficie conocida como la hoja de mundo, la cual
yace en un espacio de dimensio´n d+ 1 el bulto, (4.1).
Figura 4.1: Construccio´n de la hoja de mundo
La hoja de mundo se construye como un mapeo a trave´s de las coorde-
nadas de los para´metros (τ, σ), se tiene entonces,
Xµ(τ, σ) : Coordenadas de la hoja de mundo µ = 0, 1, ...d,
ξα, ξβ : para´metrosα, β = 0, 1 donde ξ0 = τ y ξ1 = σ,
la me´trica sobre el bulto ηµ,ν induce una me´trica sobre la hoja de mundo γα,β
dada por la transformacio´n entre los para´metros y las coordenadas as´ı
ds2 = −ηµνdXµdXν = −ηµν ∂X
µ
∂ξα
∂Xν
∂ξβ
dξαdξβ, (4.1)
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con esto encontramos que la me´trica inducida esta dada por
γαβ ≡ ηµν ∂X
µ
∂ξα
∂Xν
∂ξβ
. (4.2)
Recue´rdese que en el caso de part´ıcula puntual, la accio´n es proporcional
a la longitud invariante de la trayectoria de la part´ıcula, con esto en mente la
accio´n de la cuerda puede construirse como proporcional al a´rea (en general
al volumen [9]) de la hoja de mundo
S = −T
∫
dA, dA =
√−detγαβd2ξ,
donde T es la tensio´n de la cuerda. Muchas veces se escribira´ un producto
del tipo XµXµ como X · X y las derivadas en σ y τ como X˙µ = ∂Xµ/∂τ
y X ′µ = ∂Xµ/∂σ. con esta notacio´n y despue´s de un calculo relativamente
sencillo se obtiene para la accio´n el siguiente resultado
S = −T
∫ τf
τi
dτ
∫ l
0
dσ
√−γ
S = −T
∫ τf
τi
dτ
∫ l
0
dσ
√
X˙2X ′2 − (X˙ ·X ′)2, (4.3)
esta es la accio´n de Nambu-Goto. No´tese que se han elegido dos tiempos
propios de integracio´n y la longitud de la cuerda como l, donde usualmente tal
longitud se puede considerar en unidades de Planck como pi. El paso siguiente
es naturalmente encontrar a partir de la accio´n construida, las ecuaciones de
movimiento, sin embargo la accio´n de Nambu-Goto tiene el inconveniente de
tener una ra´ız cuadrada en su argumento, lo cual hace dif´ıcil su manipulacio´n
en el momento de cuantizar, este inconveniente se resuelve por medio de la
inclusio´n de una me´trica auxiliar hαβ sobre la hoja de mundo, la accio´n
obtenida se conoce como la accio´n de Polyakov,
Sp = −T
2
∫
d2σ
√−hhαβ∂αXµ∂βXνηµν , (4.4)
y es por supuesto coherente con la accio´n de Nambu-Goto en el sentido de
que se obtienen las mismas ecuaciones de movimiento. La accio´n de Polyakov
tiene tres simetr´ıas importantes que le permiten fijar la me´trica y las cuales
enumeramos a continuacio´n
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1. Invarianza de Poincare ISO(3, 1). Estas son simetr´ıas globales en los
campos,
δXµ = aµνX
ν + bµ δhαβ = 0. (4.5)
2. Reparametrizacio´n de la hoja de mundo. Esta simetr´ıa se refiere a in-
varianza bajo transformacio´n de los para´metros (τ, σ),
ξα → fα(ξ) = ξ′α hαβ(ξ) = ∂f
γ
∂ξα
∂f δ
∂ξβ
hγδ(σ
′). (4.6)
3. Transformacio´nes de Weyl. La accio´n es invariante bajo reescalamiento,
hαβ → eφ(σ,τ)hαβ δXµ = 0. (4.7)
Definicio´n 4.1. Sea X un subconjunto de R3, el cual es homeomorfo a un
poliedro K. entonces la caracter´ıstica de Euler χ(X) es definida como:
χ(X)=(nu´mero de ve´rtices en K)-(Numero de aristas en K)+(nu´mero de
caras en K)
Y se define χ(punto) = χ(.) = 0.
Por ejemplo para una curva, χ(linea) = χ(−) = 2− 1. para una esfera S2 es
homeomorfo a la superficie de un tetraedro, entonces χ(S2) = 4− 6 + 4 = 2
y por u´ltimo se encuentra que χ(T 2) = 16 − 32 + 16 = 0. Este concepto es
importante porque si la hoja de mundo tiene caracter´ıstica de Euler nula,
entonces la me´trica puede llevarse a una me´trica plana [10], esto se hace
fijando un gauge para la me´trica con la ayuda de las simetr´ıas de la accio´n
de Polyakov [9]. En este caso omitiendo el coeficiente global el lagrangiano
es
L =
√−hhαβ∂αXµ∂βXνηµν
L = −∂τX · ∂τX + ∂σX · ∂σX, (4.8)
y utilizando las ecuaciones de Euler-Lagrange se obtienen finalmente las ecua-
ciones de movimiento para los grados de libertad de la cuerda.
∂2Xµ
∂2τ 2
− ∂
2Xµ
∂2σ2
= 0, (4.9)
e´sta es claramente una ecuacio´n de onda, y su solucio´n requiere de establecer
si la cuerda es cerrada o abierta, y de ser abierta hay que establecer si sus
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extremos son libres o fijos. Paralelo a esto existe un sistema de coordenadas
diferente en el cual la ecuacio´n de la cuerda toma una forma sencilla, tal
sistema se conoce como coordenadas del cono de luz, y se define como
σ+ ≡ τ + σ σ− ≡ τ − σ, (4.10)
Con esta definicio´n se encuentra que:
∂+ ≡ ∂
∂σ+
=
1
2
(∂τ + ∂σ) (4.11)
y
∂− ≡ ∂
∂σ−
=
1
2
(∂τ − ∂σ). (4.12)
en este sistema la ecuacio´n de la hoja de mundo es.
∂+∂−Xµ = 0. (4.13)
Fa´cilmente se verifica que la solucio´n que satisface tal ecuacio´n es de la forma
Xµ(τ, σ) = XµL(τ + σ) +X
µ
R(τ − σ), (4.14)
donde se ha descompuesto los grados de libertad en una parte derecha e
izquierda definidos as´ı:
XµL(τ + σ) =
xµ
2
+
l2s
2
pµ(τ + σ) +
ils
2
∑
k 6=0
αµk
k
e−ik(τ+σ)
y
XµR(τ − σ) =
xµ
2
+
l2s
2
p¯µ(τ − σ) + ils
2
∑
k 6=0
α¯µk
k
e−ik(τ−σ), (4.15)
ls es la longitud caracter´ıstica de la cuerda la cual esta relacionada con la
tensio´n de la cuerda a trave´s del para´metro de Regge α′ como:
T =
1
2piα′
l2s = 2α
′, (4.16)
xµ: Coordenadas del centro de masa de la cuerda
pµ: Momentum total de la cuerda.
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La solucio´n 4.14,se pueden entender como una cuerda que se mueve como
un todo con coordenadas xµ y momentum pµ a trave´s del bulto, pero que
adema´s de eso tambie´n vibra con modos de vibracio´n descritos por αµk y α¯
µ
k ,
tales que:
αµ−k = (α
µ
k)
∗ α¯µ−k = (α¯
µ
k)
∗. (4.17)
4.1.1. Cuerda abierta con extremos libres
En este caso se establece una condicio´n de frontera de Neumann.
∂Xµ
∂σ
= 0 σ = 0, pi. (4.18)
Aplicando la derivada a la solucio´n 4.14 se obtienen las tres condiciones:
1. αµk = α¯
µ
k los modos izquierdos y derechos son iguales.
2. pµ = p¯µ La cuerda no gira sobre si misma.
3. k ∈ N− {0} El valor de k es un entero.
La solucio´n toma la forma,
Xµ = xµ + l2sp
µτ + ils
∑
n6=0
αµn
n
e−inτcos(nσ). (4.19)
4.1.2. Cuerda abierta con extremos fijos
En este caso se establece una condicio´n de frontera de Dirichlet:
X˙µ|σ=0 = 0 X˙µ|σ=pi = 0. (4.20)
Aplicando la derivada a la solucio´n 4.14 es fa´cil obtener las tres condiciones.
1. αµk = −α¯µk los modos izquierdos y derechos esta´n en contrafase.
2. pµ = p¯µ = 0 La cuerda no se desplaza.
3. k ∈ N− {0} El valor de k es un entero.
La solucio´n toma la forma.
Xµ = xµ + l2sp
µτ − ls
∑
n∈N
αµn
n
e−inτsen(nσ). (4.21)
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4.1.3. Cuerda cerrada
En este caso se establece una condicio´n de frontera perio´ica.
Xµ(τ, σ + 2pi) = Xµ(τ, σ) + 2piRW. (4.22)
Que al reemplazar se obtiene fa´cilmente la condicio´n
2piRW = pils(p
µ − p¯µ), (4.23)
donde W son conocidos como los modos de enrrollamiento ”Winding”, los
cuales son nu´meros enteros, y si se admiten dimensiones compactificadas
entonces W representa el nu´mero de veces que la cuerda se enrolla sobre
tal dimensio´n. Si por ejemplo la compactificacio´n es circular, R representa
el radio de curvatura de la dimensio´n compactificada, esto se vera´ con mas
detalle ma´s adelante.
Figura 4.2: El nu´mero de enrrollamiento sobre el punto p es +2
Utilizando la accio´n de Polyakov, el tensor de momento energ´ıa Tαβ es,
Tαβ ≡ − 2
T
√−h
δLp
δhαβ
, (4.24)
Obtenie´ndose:
Tαβ = ∂αX
µ∂βX
νηµν − 1
2
hαβh
ρσ∂ρX
µ∂σX
νηµν , (4.25)
con el cual pueden hallarse las corrientes conservadas de la manera usual.
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4.2. Cuantizacio´n de la cuerda boso´nica
Ya se han establecido las bases fundamentales de la teor´ıa de cuerdas
boso´nica cla´sica, el siguiente paso es naturalmente cuantizar, y existen princi-
palmente tres me´todos para hacerlo, “cuantizacio´n cano´nica”, “cuantizacio´n
en el gauge del cono de luz” y “cuantizacio´n BRST”. En este trabajo nos
concentraremos solo en la primera, los otros dos me´todos pueden encontrarse
de una manera muy completa en [9], [10].
Se considerara´n los grados de libertad Xµ(σ, τ) como coordenadas espacio-
temporales, se construye un momento cano´nico conjugado y sobre estos se
imponen relaciones de conmutacio´n.
Definicio´n 4.2 (Momento). El momento que lleva la cuerda es
piµ(σ, τ) =
∂L
∂(∂τXµ)
. (4.26)
Utilizando el lagrangiano de Polyakov so obtiene:
piµ = TX˙µ.
Ana´logo al caso de part´ıcula, las coordenadas y los momentos previamente
definidos satisfacen relaciones en los coorchetes de Poisson, la primera cuan-
tizacio´n se obtiene al reemplazar los corchetes de Poisson por conmutadores,
y las coordenadas y momentos por operadores [9], el resultado que se obtiene
es: [
Xµ(σ, τ), piν(σ′, τ)
]
= iηµνδ(σ − σ′),
[
Xµ(σ, τ), Xν(σ′, τ)
]
=
[
piµ(σ, τ), piν(σ′, τ)
]
= 0,
reemplazando las coordenadas y los momentos en terminos de los modos en
los anteriores conmutadores se obtiene de manera directa las relaciones de
conmutacio´n sobre los modos de vibracio´n 1.
[
αµm, α
ν
n
]
= mηµνδm+n,0
[
αµm, α¯
ν
n
]
= 0[
α¯µm, α¯
ν
n
]
= mηµνδm+n,0
[
xµm, p
ν
n
]
= iηµν . (4.27)
1una manera fa´cil de lograrlo es utilizando coordenadas del cono de luz [10]
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Es claro en este punto que los modos de vibracio´n de la cuerda se parecen
mucho a los operadores del oscilador armo´nico, es decir pueden considerarse
como operadores de creacio´n y destruccio´n, entonces es pertinente definir a
partir de ellos un operador nu´mero as´ı 2.
N =
∞∑
m=1
Nm =
∞∑
m=1
α−m · αm. (4.28)
4.2.1. Espectro de la cuerda abierta
Los modos, las coordenadas y los momentos son ahora operadores, para
conocer la forma del espacio en el cual operan es necesario entender sus
autovalores y autoestados. Los conmutadores 4.27 pueden escribirse como[
αµm, α
ν
−m
]
= mηµν . (4.29)
A diferencia del oscilador armo´nico, la me´trica Minkowskiana permite val-
ores negativos para los conmutadores, lo cual nos llevara mas adelante a
estados fantasmas. El operador nu´mero definido previamente tiene autoes-
tados que llamaremos |im >, y autovalores que denotaremos como im tales
que Nm|im >= im|im >. Aplicando Nm al estado αm|im > y utilizando las
relaciones de conmutacio´n se obtiene
Nmαm|im >= α−mαmαm|im >=
(
αmα−m −m
)
αm|im >,
Nmαm|im >=
(
αmim −mαm
)|im >,
Nm
(
αm|im >
)
=
(
im −m
)
αm|im > . (4.30)
De manera similar se obtiene
Nm
(
α−m|im >
)
=
(
im +m
)
α−m|im > . (4.31)
Entonces es claro que.
αm|im >∝ |im −m >, (4.32)
De manera similar se obtiene
α−m|im >∝ |im +m >, (4.33)
2En ocasiones se omitira´ el punto teniendo en cuenta siempre que hay un producto
interno
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es decir, αm es un operador que baja estados y α−m es un operador que sube
estados. El estado vac´ıo (im = 0) es destruido por el operador αm,
αm|0 >= 0. (4.34)
Los estados tambie´n llevan momentum por lo cual es le agrega una etiqueta
|im, k > tales que
P µ|0, k >= Kµ|0, k > . (4.35)
Consideremos el primer estado excitado α0−1|0, k >, la norma de este estado
viene dada por. ∣∣∣α0−1|0, k > ∣∣∣2 =< 0, k|α01α0−1|0, k >,∣∣∣α0−1|0, k > ∣∣∣2 =< 0, k|([α01, α0−1]− α0−1α01)|0, k >,∣∣∣α0−1|0, k > ∣∣∣2 =< 0, k|(−1)|0, k >= −1. (4.36)
Estos estados con norma negativa son conocidos como estados fantasmas, un
me´todo de eliminar estos estados no f´ısicos es atrave´s de los operadores de
Virasoro los cuales se definen a continuacio´n.
Definicio´n 4.3. Los operadores de Virasoro se definen como,
Lm =
1
2
∞∑
n=−∞
: αm−nαn : L¯m =
1
2
∞∑
n=−∞
: α¯m−nα¯n : (4.37)
donde :: denota orden normal.
Para m = 0 se obtiene
L0 =
1
2
∞∑
n=−∞
: α−nαn :=
1
2
α20 +
1
2
∞∑
n=1
α−nαn +
1
2
∞∑
n=1
αnα−n,
L0 =
1
2
α20 +
1
2
∞∑
n=1
α−nαn +
1
2
∞∑
n=1
nηµµ +
1
2
∞∑
n=1
α−nαn,
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L0 =
1
2
α20 +
∞∑
n=1
α−nαn +
1
2
(− 1 + 1 + 1...+ 1︸ ︷︷ ︸
D−1
) ∞∑
n=1
n︸ ︷︷ ︸
ζ(−1)=−1/12
,
L0 =
1
2
α20 +
∞∑
n=1
α−nαn − D − 2
24
. (4.38)
el operador L0 ordenado normalmente tiene la forma
: L0 :=
1
2
α20 +
∞∑
n=1
α−nαn.
Con el objetivo de eliminar estados no f´ısicos (Norma negativa) es necesario
introducir una constante “a” definida como
a =: L0 : −L0 = D − 2
24
. (4.39)
Estos operadores cumplen un a´lgebra conocida como a´lgebra de Virasoro, la
cual se deduce teniendo en cuenta dos casos, m+n = 0 y m+n 6= 0 [2, 9, 10].[
Lm, Ln
]
= (m− n)Lm+n + D
12
(m3 −m)δm+n,0. (4.40)
Los estados f´ısicos |ψ > son aquellos para los cuales el valor esperado de
(L0 − a) es cero, es decir un estado |ψ > es f´ısico si satisface
< ψ|Lm − aδm,0|ψ >= 0, (4.41)
Se demuestra que a = 1 (ver[9]), con lo cual la dimensio´n critica 4.39 en la
teor´ıa de cuerdas Boso´nica es D = 26.
Definicio´n 4.4. Se define el operador de masa como.
M2 =
1
α′
(N − a), (4.42)
Donde N es el operador nu´mero y α = 1
2piT
.
Aplicando este operador a los dos primeros estados se obtiene.
M2|0 >= −D − 2
24α′
|0 >, (4.43)
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el estado |0 > tiene masa imaginaria (Takion),
M2|1 >= M2α−1|0 >= 1
α′
(
1− D − 2
24
)
α−1|0 >= 0, (4.44)
estado de masa cero.
4.2.2. Espectro de la cuerda cerrada
Notese que para la cuerda abierta fue suficiente utilizar los modos α y
los operadores de virasoro Lm. En el caso de la cuerda cerrada se consideran
adicionalmente los modos α¯ y los operadores L¯m adema´s se hace necesario la
definicio´n de dos operadores nu´meros NR y NL.
NR =
∞∑
m=1
α¯−mα¯m NL =
∞∑
m=1
α−mαm, (4.45)
en este caso, αm y α¯m bajan estados, α−m y α¯−m suben estados. y de manera
similar el vac´ıo es destruido por los operadores de destruccio´n. Un estado
general se construye entonces como:
|i(µ,m)¯i(µ,m) >=
∞∏
m≥1
D−1∏
µ=0
(αµ−m)
i(α¯µ−m)
i¯|0, k >,
sobre el cual los operadores nu´mero actu´an como:
NL | i(µ,m)¯i(µ,m), k >=
∑
µ,m
mi(µ,m) | i(µ,m)¯i(µ,m), k >,
NL | i(µ,m)¯i(µ,m), k >=
∑
µ,m
mi¯(µ,m) | i(µ,m)¯i(µ,m), k >,
y naturalmente se obtiene una nueva relacio´n de conmutacio´n para los oper-
adores de virasoro,[
Lm, Ln
]
= (m− n)Lm+n + D
12
(m3 −m)δm+n,0,
[
L¯m, L¯n
]
= (m− n)L¯m+n + D
12
(m3 −m)δm+n,0. (4.46)
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La condicio´n para que un estado sea f´ısico es,
(Lm − aδm,0) | ψ >= 0 (L¯m − aδm,0) | ψ >= 0. (4.47)
La condicio´n de capa de masa, permite obtener el operador
M2 = −pµpµ = 2
α′
(NL +NR − 2), (4.48)
y la ligadura (
L0 − L¯0
)|ψ >= 0, (4.49)
se conoce como la condicio´n de empalme“Level Matching Condition”
4.3. Teor´ıa de campos conformes
Una transformacio´n conforme es aquella que mapea una regio´n del plano
complejo en una nueva regio´n, tal que se preservan los a´ngulos, mas no nece-
sariamente las longitudes. Si bajo cierta transformacio´n la me´trica cambia
como
g′µν(x
′) = Ω(x)gµν(x),
entonces la transformacio´n es conforme, pues el a´ngulo entre dos vectores no
cambia,
cos′ θ =
g′(u · v)√
g′(u · u)g′(v · v) =
Ω(x)g(u · v)√
Ω(x)g(u · u)Ω(x)g(v · v) = cos θ
La teor´ıa conforme de campos es una teor´ıa cua´ntica de campos que es
invariante bajo transformacio´nes conformes, esta teor´ıa sera importante en el
estudio de los modos vibracionales de la hoja de mundo. Para utilizarla ade-
cuadamente, es necesario hacer una rotacio´n de Wick, la cual es un rotacio´n
de la coordenada temporal en el plano complejo, tal que se pase de un espacio
de Minkowsky a un espacio Euclideo
τ → −iτ
ds2 = −dτ 2 + dσ2 → dτ 2 + dσ2,
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η =
( −1 0
0 1
)
→ δ =
(
1 0
0 1
)
.
Con esta rotacio´n las coordenadas del cono de luz transforman como:
σ+ = τ + σ σ− = τ − σ
↓ Rotacio´n de Wick ↓
σ+ = −iτ + σ σ− = −iτ − σ = −σ¯+.
En pocas palabras lo que se ha hecho con las coordenadas es complexificar,
debido a que la hoja de mundo es un sistema bidimensional se trabajara
entonces en el plano complejo, aprovechando asi todo el calculo que se conoce
de la variable compleja, se definen entonces las coordenadas:
z = τ + iσ z¯ = τ − iσ,
τ =
z + z¯
2
σ =
z − z¯
2i
,
y as´ı los operadores derivada toman ahora la forma
∂
∂z
=
1
2
(∂τ − i∂σ) = ∂z ≡ ∂,
∂
∂z¯
=
1
2
(∂τ + i∂σ) = ∂z¯ ≡ ∂¯.
En el sistema rotado, la me´trica tiene la forma simple:
g =
(
0 1/2
1/2 0
)
=
(
gzz gzz¯
gz¯z gz¯z¯
)
.
La ventaja de este formalismo es que la accio´n de Polyakov queda descrita
de una manera mas elegante
Sp =
1
2piα′
∫
d2z∂Xµ∂¯Xµ. (4.50)
Para la cual las ecuaciones de movimiento del sistema son:
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∂∂¯Xµ(z, z¯) = 0, (4.51)
es decir, ∂Xµ es una funcio´n holomo´rfica y ∂¯Xµ es antiholomo´rfica.
Para una transformacio´n en las coordenadas
xµ → x′µ = xµ + µ,
los generadores son.
µ =

aµ → Traslacio´n
λxµ → Dilatacio´n
λωµ νx
ν → Rotacio´n
bµx2 − 2xµbνxν → SCT
Las transformaciones conformes esta´n estrechamente ligadas a las fun-
ciones anal´ıticas. Una transformacio´n del estilo, z → f(z) z¯ → f(z¯) es
conforme.
Definicio´n 4.5. Sean los generadores
ln = −zn+1∂z, l¯n = −z¯n+1∂z¯, (4.52)
estos operadores satisfacen el a´lgebra de Virasoro que se discutio´ anterior-
mente,
[lm, ln] = (m− n)lm+n [l¯m, l¯n] = (m− n)l¯m+n [lm, l¯n] = 0 (4.53)
Como caso particular es tiene que los operadores l0, l1 y l−1 forman un
subalgebra:
[l0, l1] = −l1 [l¯0, l¯1] = −l¯1
[l0, l−1] = l−1 [l¯0, l¯−1] = l¯−1
[l0, l−1] = 2l0 [l¯1, l¯−1] = 2l¯0. (4.54)
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4.3.1. Teor´ıa conforme de campos en la cuerda cerrada
Considerese la cuerda cerrada con coordenadas (τ, σ), con la condicio´n
perio´dica σ = σ+ 2pi y −∞ < τ <∞, la hoja de mundo se puede considerar
como un cilindro infinito y es descrita utilizando teor´ıa conforme de campos
as´ı. Sea la transformacio´n conforme:
z = eτ+iσ z¯ = eτ−iσ, (4.55)
esta transformacio´n es un mapeo del cilindro en el plano complejo (z, z¯).
Figura 4.3: Transformacio´n conforme de la hoja de mundo en la cuerda cer-
rada.
Esta transformacio´n representa en el plano complejo para un τ dado y
0 < σ < 2pi c´ırculos de radio eτ . El presente τ = 0 se mapea en el c´ırculo
unitario |e±iσ|, el pasado τ < 0 se proyecta dentro del c´ırculo y el futuro
se proyecta fuera de este c´ırculo. En estas nuevas variables complexificadas
τ + iσ = ln z y τ − iσ = ln z¯ y considerando los modos izquierdos y derechos
para los grados de libertad, se obtienen las ecuaciones de movimiento.
XµL(z¯) =
xµ
2
− i l
2
s
2
pµ ln z¯ + i
l2s√
2
∑
n6=0
α¯µn
n
z¯−n
XµR(z) =
xµ
2
− i l
2
s
2
pµ ln z + i
l2s√
2
∑
n6=0
αµn
n
z−n. (4.56)
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Definicio´n 4.6. El tensor momento energ´ıa es: [10].
T (z) =: ∂X · ∂X : T¯ (z¯) =: ∂¯X · ∂¯X : (4.57)
y se demuestra que este tensor describe una corriente conservada.
∂µTµν = 0 g
µνTµν = 0, (4.58)
o en coordenadas complejas:
∂z¯Tzz = 0 ∂zTz¯z¯ = 0,
es decir Tzz es holomo´rfico y Tz¯z¯ es antiholomo´rfico, y por el teorema de
Laurent es posible hacer una expansio´n en |z| > 0 con los coeficientes dados
por los operadores de virasoro.
Tzz(z) =
∞∑
m=−∞
Lm
zm+2
Tz¯z¯(z¯) =
∞∑
m=−∞
L¯m
z¯m+2
, (4.59)
y por teorema de residuos es posible obtener los operadores de virasoro en
te´rminos de una integral de contorno.
Lm =
1
2pii
∮
c
zm+2Tzz(z)dz
z
L¯m =
1
2pii
∮
c
z¯m+2Tz¯z¯(z¯)dz¯
z¯
. (4.60)
El teorema de deformacio´n de contornos asegura que estos operadores son
invariantes si el contorno se expande o se contrae y como este contorno en el
plano complejo esta´ relacionado a la evolucio´n temporal τ , entonces llegamos
a la importante conclusio´n de que los operadores de virasoro son invariantes
en el tiempo.
4.4. Supercuerdas
La teor´ıa de supercuerdas es la generalizacio´n de la cuerda boso´nica al
incluir campos fermio´nicos, este proceso se realiza incluyendo supersimetr´ıa
(SUSY) en la teor´ıa, existen dos acercamientos para tal objetivo.
1. Formalismo de Ramond-Neveu-Schwarz (RNS): Supersimetr´ıa
en la hoja de mundo
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2. Formalismo de Green-Schwarz: Supersimetr´ıa en el espacio tiempo
En este trabajo se optara por el formalismo RNS. Se utiliza el lagrangiano
de una teor´ıa de campo libre supersime´trica [2].
L = −T
2
(
∂αX
µ∂αXµ − iψ¯µρα∂αψµ
)
, (4.61)
donde
ρ0 =
(
o −i
i 0
)
ρ1 =
(
o i
i 0
)
ηαβ =
( −1 0
0 1
)
,
y los campos fermio´nicos se han introducido a trave´s de los espinores de
majorana de dos componentes ψ, tales que.
ψ¯µ = (ψµ)†ρ0 =
(
ψµ− , ψ
µ
+
)( o −i
i 0
)
= i
(
ψµ+ ,−ψµ−
)
.
Con esto, la accio´n de Polyakov toma la forma.
S = T
∫
d2σ
(
∂+X · ∂−X + iψ− · ∂+ψ− + iψ+ · ∂−ψ+
)
,
y las ecuaciones de movimiento son:
∂−ψ
µ
+ = 0 ∂+ψ
µ
− = 0 ∂+∂−X
µ = 0. (4.62)
4.4.1. Transformaciones supersime´tricas en la hoja de
mundo
Se introduce un para´metro supersime´trico de transformacio´n , el cual es
un espinor de majorana de dos componentes,
 =
(
−
+
)
,
tal que las transformacio´nes sobre los campos son
δXµ = ¯ψµ δψµ = −iρα∂αXµ δψ¯µ = i¯ρα∂αXµ. (4.63)
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Entonces la variacio´n de la accio´n es de la forma
δS =
−T
2
∫
d2σ∂α¯
(1
2
ρβραψµ∂βXµ
)
, (4.64)
de donde se puede hallar la corriente conservada:
Jα =
1
2
ρβραψ
µ∂βXµ. (4.65)
El tensor de momento energ´ıa esta asociado a una simetr´ıa de traslacio´n en
la hoja de mundo
σα → σα + α α = 0, 1 σα = (τ, σ),
entonces los campos cambian como.
Xµ → Xµ + α∂αXµ ψµ → ψµ + α∂αψµ. (4.66)
Tomando la variacio´n de la accio´n con esta transformacio´n se obtiene para
el tensor de Momento-Energ´ıa la expresion:
Tαβ = ∂αX
µ∂βXµ +
i
4
ψ¯µ(ρα∂β − ρβ∂α)ψµ
− ηαβ
2
(∂γXµ∂γXµ +
i
2
ψ¯µργ∂γψµ). (4.67)
En coordenadas del cono de luz se obtiene para el tensor momento-Energ´ıa
T++ = ∂+X
µ∂+Xµ +
i
2
ψµ+∂+ψ+µ
T−− = ∂−Xµ∂−Xµ +
i
2
ψµ−∂−ψ−µ, (4.68)
y para la corriente conservada
J+ = ψ
µ
+∂+Xµ J− = ψ
µ
−∂−Xµ. (4.69)
Entonces las leyes de conservacio´n son:
∂−T++ = 0 ∂+T−− = 0. (4.70)
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La solucio´n de las ecuaciones 4.62 para la parte boso´nica ya se conoce,
para los campos fermio´nicos la solucion esta sujeta a las condiciones de fron-
tera, veamos. Para la accio´n fermio´nica
SF = iT
∫
d2σ
(
ψ− · ∂+ψ− + ψ+ · ∂−ψ+
)
, (4.71)
tomamos la variacion
δSF ∝
∫
dτ
[(
ψ+δψ+ − ψ−δψ−
) |σ=pi −(ψ+δψ+ − ψ−δψ−) |σ=0 ]. (4.72)
Para la cuerda abierta hay en general dos formas de exigir que la accio´n sea
invariante, y es cancelando los dos te´rminos del integrando en los dos puntos
extremos sin embargo uno de ellos se fija a mano y se deja libertad en el otro
extremo, por convencio´n se toma
ψ+µ (0, τ) = ψ
−
µ (0, τ).
En el otro punto la eleccio´n tiene entonces dos posibilidades,
1. ψ+µ (pi, τ) = ψ
−
µ (pi, τ) Sector de Ramond
2. ψ+µ (pi, τ) = −ψ−µ (pi, τ) Sector de Neveu-Schwarz
4.4.2. Cuerda abierta-Sector R
La solucio´n de las ecuaciones 4.62 para la parte fermio´nica viene dada
por [2]
ψ−µ (σ, τ) =
1√
2
∑
n
dµne
−in(τ−σ)
ψ+µ (σ, τ) =
1√
2
∑
n
dµne
−in(τ+σ). (4.73)
Implementemos entonces la condicio´n de Ramond
ψ−µ (pi, τ) =
einpi√
2
∑
n
dµne
−inτ =
e−inpi√
2
∑
n
dµne
−inτ = ψ+µ (pi, τ), (4.74)
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entonces los nu´meros n, han de ser enteros
e2inpi = 1→ n = 0,±1,±2, ...,
y utilizando la condicio´n de majorana, se obtiene una condicio´n sobre los
coeficientes de expans´ıon
ψµ∗ = ψµ → dµ†n = dµ−n. (4.75)
4.4.3. Cuerda abierta-Sector N-S
La solucio´n de las ecuaciones 4.62 para la parte fermio´nica viene dada
por [2]
ψ−µ (σ, τ) =
1√
2
∑
r
bµr e
−ir(τ−σ)
ψ+µ (σ, τ) =
1√
2
∑
r
bµr e
−ir(τ+σ). (4.76)
Implementemos entonces la condicio´n de Neveu-Schwarz.
ψ−µ (pi, τ) =
eirpi√
2
∑
r
bµr e
−irτ = −e
−irpi
√
2
∑
r
bµr e
−irτ = −ψ+µ (pi, τ), (4.77)
y encontramos en este caso que los nu´meros r, han de ser semienteros
e2irpi = −1→ r = ±1
2
,±3
2
, ...,
y utilizando la condicio´n de majorana, se obtiene una condicio´n sobre los
coeficientes de expans´ıon
ψµ∗ = ψµ → bµ†r = bµ−r. (4.78)
4.4.4. Cuerda cerrada
Ana´logo al caso anterior, es posible tomar dos condiciones de frontera, una
perio´dica y la otra antiperio´dica. La expans´ıon de los modos de vibracio´n de
la cuerda es
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ψ−µ (σ, τ) =
1√
2
∑
r
bµr e
−ir(τ−σ)
ψ+µ (σ, τ) =
1√
2
∑
r
bµr e
−ir(τ+σ),
ψµ±(σ, τ) = ψµ±(σ + pi, τ) Sector-R (Periodica), (4.79)
e2irpi = 1→ r = 0,±1,±2, ...,
ψµ±(σ, τ) = −ψµ±(σ + pi, τ) Sector-N-S (Antiperio´dica), (4.80)
e2irpi = −1→ r = ±1
2
,±3
2
, ....
4.4.5. Cuantizacio´n cano´nica
Para los campos fermio´nicos la condicio´n que ha de ser impuesta para
realizar la cuantizacio´n cano´nica es
{ψµA(σ, τ), ψνB(σ′, τ)} = piηµνδABδ(σ − σ′) A,B = ±. (4.81)
Reemplazando los campos fermio´nicos se obtiene relaciones de anti-conmutacio´n
para los modos 4.75 y 4.78
{dµn, dνm} = δm+n,0ηµν {bµr , bνs} = δr+s,0ηµν , (4.82)
que junto con las relaciones de conmutacio´n 4.27 forman el a´lgebra de los
modos de oscilacio´n de la cuerda.El estado base de oscilacio´n en los dos
sectores es definido como
αµm|0 >R = dµm|0 >R= 0 m > 0
αµm|0 >NS = bµr |0 >NS= 0 m, r > 0. (4.83)
Los estados excitados se construyen con los modos negativos de los os-
ciladores. En el sector NS hay un u´nico estado base que corresponde a
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un estado de esp´ın cero en el espacio-tiempo, y como todos los osciladores
transforman como vectores espacio-temporales, entonces los estados excita-
dos tambien son bosones. En el espectro NS como no hay modo r = 0,
entonces se define el estado vac´ıo como el anulado por todo r > 1
bµr |0 >NS= 0 r > 0, (4.84)
y los modos con r < 0 son operadores de creacio´n. En el sector R el estado
base es degenerado, pues los operadores dµ0 pueden actuar si cambiar la masa
del estado, pues conmuta con el operador nu´mero N (4.90) cuyos autovalores
determinan la masa al cuadrado. Los modos cero satisfacen
{dµ0 , dν0} = ηµν , (4.85)
relacio´n ana´loga al a´lgebra de Dirac {Γµ,Γν} = 2ηµν entonces hay un con-
junto degenerado de estados base, los cuales pueden ser escritos como |a >
donde “a” es un indice de espinor tal que
dµ0 |a >=
1√
2
Γµba|b > . (4.86)
Entonces el estado base es un fermio´n espacio-temporal y en consecuencia
todos los estados en el sector R son fermiones espacio-temporales.
4.4.6. Estados F´ısicos
Como en el caso boso´nico, se construyen los operadores de Super-Virasoro
como los modos del tensor de momento energ´ıa (4.59),
Lm =
1
pi
∫ pi
−pi
dσeimσT++ = L
(b)
m + L
(f)
m . (4.87)
Adicional a esto con el objetivo en definir los estados f´ısicos tambien deben
tenerse en cuenta los modos de la supercorriente.
1. Sector NS
Gr =
√
2
pi
∫ pi
−pi
dσeirσJ+ r ∈ Z+ 1/2
2. Sector R
Fm =
√
2
pi
∫ pi
−pi
dσeimσJ+ m ∈ Z
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Donde la contribucio´n boso´nica viene dada por,
L(b)m =
1
2
∑
n∈Z
: α−n · αm+n : m ∈ Z. (4.88)
Ahora, para los estados fermio´nicos como siempre debe separarse para cada
sector.
En el sector NS se tiene para los operadores de super-Virasoro y de super-
corriente respectivamente:
L(f)m =
1
2
∑
r∈Z+1/2
(
r +
m
2
)
: b−r · bm+r : m ∈ Z
Gr =
∑
n∈Z
: α−n · br+n : r ∈ Z+ 1/2. (4.89)
Definiendo el operador nu´mero como
N =
∞∑
n=1
α−n · αn +
∞∑
r=1/2
rb−r · br, (4.90)
el operador L0 puede ser escrito como,
L0 =
1
2
α20 +N.
En el sector R se tiene para los operadores de super-Virasoro y de super-
corriente respectivamente:
L(f)m =
1
2
∑
n∈Z
(
n+
m
2
)
: d−n · bm+n : m ∈ Z
Fm =
∑
n∈Z
: α−n · dm+n : m ∈ Z, (4.91)
Los anteriores operadores cumplen la siguiente a´lgebra de Super-Virasoro.
Sector R
[Lm, Ln] = (m− n)Lm+n + D8 m3δm+n,0
[Lm, Fn] = (
m
2
− n)Fm+n
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{Fm, Fn} = 2Lm+n + D2 m2δm+n,0
Sector NS
[Lm, Ln] = (m− n)Lm+n + D8 m(m2 − 1)δm+n,0
[Lm, Gr] = (
m
2
− r)Gm+r
{Gr, Gs} = 2Lr+s + D2
(
r2 − 1
4
)
δr+s,0.
Se puede afirmar que un estado |φ > es f´ısico si satisface las siguientes condi-
ciones.
Sector R Sector NS
Fn|φ >= 0 n ≥ 0 Gr|φ >= 0 r ≥ 0
Lm|φ >= 0 m > 0 Lm|φ >= 0 m > 0
(L0 − ar) |φ >= 0 (L0 − aNS) |φ >= 0
Existen diferentes tipos de teor´ıas de supercuerdas, las cuales varian ba-
sicamente dependiendo del grupo gauge de simetr´ıa que se utilize, acontin-
uacio´n se da una breve descripcio´n de las cinco teor´ıas de supercuerdas exis-
tentes.
Teor´ıa de supercuerdas del tipo I
Su grupo gauge de simetr´ıa es SO(32), incluye cuerdas abiertas y cerradas
no orientadas3, tiene SUSY N = 1
Teor´ıa de supercuerdas del tipo IIA
Su grupo gauge de simetr´ıa es U(1), describe solo cuerdas cerradas orientadas,
tiene SUSY N = 2
Teor´ıa de supercuerdas del tipo IIB
no posee grupo gauge se simetr´ıa, describe cuerdas cerradas orientadas, tiene
SUSY N = 2
3El termino “cuerda orientada” significa que la direccio´n en que se recorra la cuerda es
relevante
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Teor´ıa de supercuerdas Heterotica SO(32)
Su grupo gauge de simetr´ıa es SO(32), describe cuerdas cerradas orientadas,
utiliza la teor´ıa de cuerdas boso´nica para describir los movimientos en una
direccio´n y SUSY N = 1 para describir la otra direccio´n
Teor´ıa de supercuerdas Heterotica E8 × E8
Su grupo gauge de simetr´ıa es E8×E8, describe cuerdas cerradas orientadas,
utiliza la teor´ıa de cuerdas boso´nica para describir los movimientos en una
direccio´n y SUSY N = 1 para describir la otra direccio´n
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Cap´ıtulo 5
Geometr´ıa especial
Este cap´ıtulo es de vital importancia en el desarrollo de la teor´ıa central
de este trabajo, pues el proceso de regularizacio´n zeta tiene aplicacio´n directa
en el calculo de correcciones de umbral en teor´ıas de cuerdas efectivas a baja
dimensiones, y este es un fenomeno que resulta de la compactificacio´n y
otros efectos geome´tricos, adema´s aqu´ı se explicara el concepto de espacio
de mo´dulos sobre variedades de compactificacio´n particularmente variedades
Calabi-Yau.
5.1. Compactificacio´n
Compactificacio´n de Kaluza-Klein
La compactificacio´n es el proceso por el cual se puede tomar la teor´ıa de
cuerdas de 10 dimensiones y hacer una coneccio´n con nuestro espacio-tiempo
cotidiano de 4 dimensiones, el proceso de compactificacio´n general mas uti-
lizado es el formalismo de Kaluza-Klein.
Cuando un espacio total X se parte como la suma de una variedad no com-
pacta M (nuestro universo) y una variedad compacta K muy pequen˜a, en-
tonces la derivada covariante se divide en dos sectores, ∇m = (∇µ,∇i) con
la notacio´n indicial m = (µ, i) para µ = 0, 1, ..., 4 e i = 5, 6, ..,10 analizamos
entonces los campos, los cuales se pueden representar por medio de p-formas
Bp, la ecuacio´n de movimiento para un campo sin masa es
(∆µ + ∆i)Bp = 0. (5.1)
62
El teorema de escala afirma que si K es muy pequen˜o, entonces los autovalores
de ∆i tienden a infinito, es decir bajo K → tK si t→ 0 entonces ∆k → t−1∆k
[11]. Para solucionar esta divergencia, se exige que los campos satisfagan la
condicio´n
∆kBp = 0. (5.2)
5.1.1. Compactificacio´n y dualidad T
Primero veamos la dualidad T y el proceso de compactificacio´n sencillo
sobre un c´ırculo de radio R y sobre un toro para la cuerda boso´nica.
En el caso circular, una de las coordenadas del espacio-tiempo de 26 dimen-
siones, forma un c´ırculo de radio R, entonces la geometr´ıa del espacio-tiempo
tiene estructura (R24+1×S1) por convencio´n X0(σ, τ) es la coordenada tem-
poral y X25(σ, τ) es la coordenada compactificada. Esta condicio´n puede
imponerse as´ı
X25(σ + pi, τ) = X25(σ, τ) + 2piRW. (5.3)
Esta ecuacio´n perio´dica sugiere que la cuerda se enrolla W veces sobre la
dimensio´n compacta, donde W debe ser un entero y es conocido como el
nu´mero de Winding, este nu´mero puede ser positivo o negativo, indicando
el sentido de enrollamiento, el resto de las coordenadas quedan inalteradas,
solo la expansio´n de X25(σ, τ) debe modificarse agregando un te´rmino lineal
en σ para las soluciones 4.14
X25(σ, τ) = x25 + 2α′p25τ + 2RWσ + · · · , (5.4)
donde (· · · ) representa de ahora en adelante la parte armo´nica. No´tese que
5.3 se satisface con esta eleccion. En meca´nicacuantica, la coordenada X25
aparece junto al momento P 25 en una funcio´n de onda del tipo exp (iP 25X25),
entonces si X25 aumenta en 2piR, es decir da una vuelta sobre el c´ırculo, la
funcio´n de onda deber´ıa quedar invariante, por lo cual si
exp
[
iP 25
(
X25 + 2piR
)]
= exp
(
iP 25X25
)
,
entonces 2piRP 25 = 2piK donde K es algu´n entero, el momento se cuantiza
P 25 =
K
R
K ∈ Z, (5.5)
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El entero K se conoce como los modos de Kaluza-Klein. Entonces la solucio´n
5.8 puede reescribirse como
X25R (τ − σ) =
1
2
(
x25 − x¯25)+ (α′K
R
−WR
)
(τ − σ) + · · · (5.6)
X25L (τ + σ) =
1
2
(
x25 + x¯25
)
+
(
α′
K
R
+WR
)
(τ + σ) + · · ·
No´tese que se ha tenido en cuenta 5.4, por otro lado, sabiendo que el mo-
mento se relaciona con los modos cero como αµ0 = α¯
µ
0 =
1
2
lsp
µ. Entonces las
ecuaciones 5.8 tambie´n pueden escribirse como
X25R (τ − σ) =
1
2
(
x25 − x¯25)+√2α′α250 (τ − σ) + · · · (5.7)
X25L (τ + σ) =
1
2
(
x25 + x¯25
)
+
√
2α′α¯250 (τ + σ) + · · ·
De donde se puede concluir que:
√
2α′α250 = α
′K
R
−WR (5.8)
√
2α′α¯250 = α
′K
R
+WR.
La formula de masa 4.48 puede escribirse para estados f´ısicos 4.4.6 como.
1
2
α′M2 =
(
α¯250
)2
+ 2NL − 2 =
(
α250
)2
+ 2NR − 2,
Tomando la suma y la diferencia en la anterior ecuacio´n se obtiene.
α′M2 = α′
[(
K
R
)2
+
(
WR
α′
)2]
+ 2NL + 2NR − 4 (5.9)
NR −NL = KW.
Los enteros W y K se refieren a dos conceptos geome´tricos diferentes, pero
matema´ticamente equivalentes. No´tese que la ecuacio´n (5.10) es invariante
bajo W ↔ K siempre que R ↔ R¯ = α′
R
esta simetr´ıa es conocida como
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dualidad T, y relaciona dos teor´ıas equivalentes, una con dimensio´n compacta
circular de radio R y la otra con dimensio´n compacta circular de radio α
′
R
.
Ahora, de las ecuaciones (5.9) se requiere que bajo dualidad T se intercambie
α0 → −α0 y α¯0 → α¯0, en consecuancia la dualidad T es equivalente a XR →
−XR y XL → XL, o teniendo en cuenta toda la expansio´n se obtiene.
X(σ, τ) = XL +XR → X¯(σ, τ) = XL −XR,
donde la expansio´n de los modos izquierdos es:
X¯(σ, τ) = x¯+ 2α′
K
R
σ + 2RWτ + · · · (5.10)
Para el caso de las cuerdas abiertas, la dualidad T da lugar al surgimiento
de las D-Branas, aunque este to´pico no se estudiara´ en este trabajo.
5.1.2. Compactificacio´n sobre Toros
El siguiente nivel en complejidad hablando de compactificacio´n es tomar
como espacio compacto, toros T n, los cuales son esencialmente productos de
c´ırculos, nuevamente el espacio se parte en una componente minkowskiana
d-dimensional y un toro T n tal que d+n = 26 y viene descrito por la me´trica
ds2 =
d−1∑
µ,ν=0
ηµνdx
µdxν +
n∑
I,J=1
GIJdy
IdyJ . (5.11)
La me´trica interna del toro GIJ contiene la informacio´n sobre la geometr´ıa
del toro, en el caso particular de un toro generado por el producto or-
togonal de c´ırculos, la me´trica es FIJ = RIδIJ , siendo RI el radio del I-
e´simo toro. En estos te´rminos, la cuerda cerrada es descrita por el mapeo
(σ, τ) → (X(σ, τ), Y (σ, τ)) para (0 ≤ σ ≤ pi), con la condicio´n de periodici-
dad:
Xµ(σ + pi, τ) = Xµ(σ, τ) (5.12)
Y I(σ + pi, τ) = Y I(σ, τ) + 2piW I , W I ∈ Z.
Ana´logo al caso circular, W I son los modos de Winding que representan el
nu´mero de veces que la cuerda se enrolla sobre la dimension I. La expansio´n
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de los grados de libertad de la cuerda esta´ dada de la manera usual, con
ls = 1,
Xµ(σ, τ) = XµL(τ + σ) +X
µ
R(τ − σ) (5.13)
Y µ(σ, τ) = Y IL (τ + σ) + Y
I
R(τ − σ),
donde
XµL(τ + σ) =
1
2
XµL + p
µ
L(τ + σ) +
i
2
∑
n6=0
1
n
α¯µne
−2in(τ+σ) (5.14)
XµR(τ − σ) =
1
2
XµL + p
µ
R(τ − σ) +
i
2
∑
n 6=0
1
n
αµne
−2in(τ−σ)
Y IL (τ + σ) =
1
2
yIL + p
I
L(τ + σ) +
i
2
∑
n6=0
1
n
α¯Ine
−2in(τ+σ)
Y IR(τ − σ) =
1
2
Y IR + p
I
R(τ − σ) +
i
2
∑
n6=0
1
n
αIne
−2in(τ−σ),
y en este caso
P µL = P
µ
R =
1
2
pµ P IL − P IR = 2W I W I ∈ Z. (5.15)
De tal manera que Xµ tiene momentum pµ pero no tiene te´rminos lineales en
σ, y Y I tiene modos de Winding. Si adema´sel toro es rectangular, entonces
P IL+P
I
R = KI ∈ Z, es decir surgen modos de Kaluza debido a la cuantizacio´n
del momento. Cuando se incluyen campos constantes en termino de p-formas,
BIJ y una me´trica interna mas general GIJ se obtienen para los modos de
Kaluza KI
KI = GIJ
(
P IL + P
I
R
)
+BIJ
(
P IL − P IR
)
. (5.16)
Que junto con la ecuacio´n (5.15) nos permiten encontrar los momentos.
P IL = W
I +GIJ
(
1
2
KJ −BJKWK
)
(5.17)
P IR = −W I +GIJ
(
1
2
KJ −BJKWK
)
.
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Como en el caso circular, se impone la condicio´n de estado f´ısico,
(L0 − 1)|φ >= (L¯0 − 1)|φ >= 0
Para encontrar,
1
8
M2 =
1
2
GIJP
I
LP
J
L +NL − 1 =
1
2
GIJP
I
RP
J
R +NR − 1. (5.18)
La condicio´n de nivelacio´n de empalme (Level matching condition) se
representa como:
NR −NL = 1
2
GIJ
(
P ILP
J
L − P IRP JR
)
= W IKI .
El operador suma en este caso toma la forma
M2 = M20 + 4 (NR +NL − 2) ,
Con
1
2
M20 = (W K)G−1
(
W
K
)
G =
 12G−1 −G−1B
−G−1B 2(G−BG−1B)

2n×2n
(5.19)
La simetria de dualidad T para compactificar sobre c´ırculos, se generaliza
en este caso para un toro como.
W I ↔ KI G ↔ G−1,
Como lo sugiere la ecuacio´n 5.19.
Considerese la simetr´ıa discreta
BIJ → BIJ + 1
2
NIJ KI → KI +NIJW J ,
donde NIJ es una matriz de enteros antisime´trica que deja P
I
L y P
I
R invari-
antes, las dos anteriores simetr´ıas forman el grupo ortogonal O(n, n,Z) el
cual puede generarse por medio de SL(n,Z), es en este sentido, que el grupo
dual puede ser embebido en el grupo especial SL(n,Z).
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El espacio de mo´dulos en un proceso de compactificacion, es un espacio
formado por los para´metros de la variedad compacta, y que permiten diferen-
ciar entre variedades inequivalentes. en este caso el espacio de mo´dulos esta
formado por todas las posibles deformaciones en los para´metros GIJ , BIJ y
GIJ +BIJ , y tiene representacio´n por medio de un espacio cociente,
Mn,n = M
0
n,n/O(n, n;Z),
donde,
M0n,n = 0(n, n;R)/ [0(n;R× 0(n;R)] . (5.20)
No´tese que en el caso de un toro 2-dimensional T 2 la simetria es SL(2,Z)
cuyo espacio de mo´dulos esta formado por el parametro τ que se mueve en
la regio´n fundamental mostrada en la figura (3.1).
La compactificacio´n utilizada en este trabajo usa el formalismo de Kaluza-
Klein, en este caso el espacio 10-dimensional (en el caso de supercuerdas) se
divide en dos espacios uno infinito de 4 dimensiones y otro de 6 dimensiones
compacto y muy pequen˜o, del orden de la longitud de Planck lc, por lo cual
estas dimensiones son invisibles a escalas ordinarias (E << 1/lc).
De la topolog´ıa del espacio compacto depende el espectro de la teor´ıa y sus
resultados f´ısicos. La variedad compacta que mejor se ajusta a las necesidades
de la teor´ıa, es una Calabi-Yau de 6 dimensiones complejas, principalmente
porque admite campos fermionicos, sin embargo son tambie´n de gran intere´s
utilizar orbifolds y conifolds. Compactificar 6 de las 10 dimensiones en una
teor´ıa de supercuerdas utilizando un 6-Toro es topologicamente aceptable,
el problema es que es irreal desde el punto de vista fenomenolo´gico, pues
no hay ruptura de SUSY, es decir, existe N = 4 o´ N = 8 SUSY en D=4,
por otro lado, Calabi-Yau y orbifolds son mas realistas, admiten menos su-
persimetrias (N = 1paraC − Y ). El inconveniente de las Calabi-Yau es que
en general no se conoce una me´trica interna, los orbifolds y las variedades
Ka¨hler comparte algunas propiedades interesantes con las Calabi-Yau, por lo
cual es interesante su estudio, adema´s de que para estas u´ltimas es posible
conocer una me´trica interna.
5.1.3. Orbifolds
Un orbifold es basicamente el espacio cociente de una variedad M y un
grupo discreto G, M/G, un elemento en este espacio corresponde un orbit de
puntos en M los cuales son identificados bajo G, los puntos en M , que son
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invariantes bajo G son singularidades (Cusps points), y representan singular-
idades sobre el espacio reducido. Un ejemplo es el espacio cociente C/Z2, en
el cual se identifican puntos en el plano complejo, con su negativo, z ↔ −z.
Figura 5.1: Orbifold C/Z2
No´tese que el punto singular es el origen, pues este no es afectado por el
grupo Z2, Si por ejemplo un loop cerrado se encuentra ubicado de tal manera
que no encierra el origen. Como generalizacio´n puede tomarse el grupo dis-
creto Zm el cual enrolla el plano complejo m-veces sobre s´ı mismo, y adema´s
se puede considerar el espacio complejo n-dimensional Cn, obtenie´ndose un
orbifold de la forma Cn/Zm. Los orbifold no son en general variedades, pues
al admitir singularidades no son suaves.
En una teor´ıa de cuerdas con geometr´ıa de orbifold M/G, existen dos clases
de estados f´ısicos, aquellos que son invariantes bajo G llamados estados no
retorcidos ψ, para los cuales se cumple que si ψ ∈ M entonces gψ = ψ
∀g ∈ G.
Por otro lado si se consideran cuerdas cerradas, entonces deber´ıa cumplirse
que Xµ(σ+ 2pi) = Xµ(σ), sin embargo puede suceder que sobre M la cuerda
no cierre pero bajo G, la cuerda s´ı cierre en M/G, estos estado entonces
cumplen la condicion
Xµ(σ + 2pi) = gXµ(σ) g ∈ G, (5.21)
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estos son conocidos como estados retorcidos, no´tese que para g = 1 se obtiene
un estado no retorcido, y que pueden existir varios sectores retorcidos, segun
el grupo discreto que se utilize.
5.2. Calabi-Yau n-fold
Una n-Calabi-Yau “Calabi-Yau n-fold”(C-Y-n) compacta es una variedad
de Ka¨hler n dimensional compleja, y tal que su primera clase de Chern es
nula
C1 =
1
2pi
[R] = 0, (5.22)
donde R es el escalar de curvatura, adema´s una variedad C-Y compacta tiene
como grupo de holonomia SU(n), debido a esto admite un campo espinorial
covariantemente constante, luego es “Ricci-Flat”.
Los nu´meros de Betti bp(M) representan la dimensio´n de la p-e´sima coho-
mologia de De Rham de una variedad M. Se cumplen las siguientes dos
relaciones
1. χ(M) =
∑n
p=0(−1)pbp(M)
2. bk =
∑k
p=0 h
p,k−p,
Donde χ(M) es la caracter´ıstica de Euler sobre M, hp,q son los nu´meros de
Hodge, los cuales cuentan el nu´mero de (p, q)-formas que admite la varie-
dad y sirven para caracterizarla. Para una variedad de Ka¨hler compacta y
conectada se cumple lo siguiente.
hp,0 = hn−p,0 hp,q = hn−q,n−p
hp,q = hq,p h1,0 = h0,1 = 0.
Con estas condiciones se reduce significativamente los nu´meros de hodge
independientes, para una 3-Calabi-Yau, por ejemplo la caracter´ıstica de Euler
es
χ =
6∑
p=0
(−1)pbp = 2(h11 − h21). (5.23)
Algunos ejemplos son:
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1. C→n=1-Calabi-Yau no compacta
2. T 2 →n=1-Calabi-Yau compacta
3. C2,C× T 2 →n=2-Calabi-Yau no compacto
4. T 4, K3→n=2-Calabi-Yau compacto.
K3 puede llevarse en lo que se conoce como el limite orbifold a la forma T 4/Z2.
Para n ≥ 2 la clasificacio´n de Calabi-Yau es un problema abierto, pues para
n = 3 no es claro si existen finitos o infinitos C-Y. Las C-Y pueden construirse
como subvariedades de espacios complejos proyectivos CP n+1 (n > 1). Sea
G un polinomial homogeneo de grado k, en las coordenadas za ∈ Cn+2, con
G(λz1, ..., λzn+2) = λG(z1, ...zn+2) La subvariedad de CP n+1 definida por,
G(z1, ..., zn+2) = 0, (5.24)
es una variedad Ka¨hler compacta de dimensio´n compleja n, cuya primera
clase de Chern es nula para k = n + 2. En otras palabras bajo las condi-
ciones adecuadas “Una Calabi-Yau puede pensarse como una curva
algebraica en un espacio complejo proyectivo”.
La compactificacio´n de la cuerda hetero´tica sobre C-Y 6-dimensional da lu-
gar a teor´ıas con SUSY N = 1 en el espacio no compacto 4-dimensional,
adema´spermite mas facilmente embeber el grupo del modelo estn´dar en cada
uno de los grupos E8 del grupo gauge E8 × E8 de la cuerda hetero´tica. Se
considera el espacio 10 dimensional, M10 dividido en el espacio M4 (universo
observable) no compacto, y M el cual es una variedad interna no compacta
y muy pequen¨a (Del orden de la escala de Planck) as´ı:
M10 = M4 ×M (5.25)
↓ ↓
Xµ = (xµ, ym) .
La existencia de alguna supersimetria se expresa por medio de la siguiente
ecuacion.
∇µξ = 0. Ecuacio´n Espinorial de Killing (5.26)
Se exige adema´s sobre M4 que sea una variedad de Minkowski (R = 0) y
ma´ximamente sime´trica. Para la variedad interna M, la condicio´n de Killing
71
∇mη = 0 implica que M es “Ricci-Flat” aunque no necesariamente plana.
Entonces M debe ser una variedad de spin (Variedad que admite campos
espinoriales). Se sabe que una 3-Calabi-Yau satisface tales condiciones. En
una variedad C-Y un espinor transportado paralelamente sobre un loop es
covariantemente constante y da lugar a una rotacio´n SU(4), aunque el grupo
de Holonomia puede reducirse a SU(3) debido a la descomposicio´n 4 = 3⊕1.
5.3. Espacio de mo´dulos sobre Calabi-Yau
Una variedad M es Ka¨hler si dΩ = 0 donde Ω = igµν¯dz
µ ∧ dz¯ν¯ es la
forma de Ka¨hler, en tal caso se dice que la me´trica sobre M es Ka¨hler, se
puede demostrar que una me´trica es Ka¨hler si existe una funcio´n potencial
K (potencial de Ka¨hler) tal que. gµν¯ = ∂µ∂ν¯Ki.
Ya se hab´ıa mencionado antes que la geometr´ıa de una C-Y podia ser especi-
ficada por medio de los nu´meros de Hodge, sin embargo esto no es suficiente
para definir univocamente una C-Y, es decir existen C-Y distintas con iguales
nu´meros de Hodge que se relacionan por medio de deformaciones continuas
de los para´metros que definen su forma y su taman˜o, estos para´metros son
conocidos como los mo´dulos, y los valores posibles que pueden tomar definen
el “espacio de mo´dulos”.
En el caso de 3-C-Y, el espacio de mo´dulos es el producto de dos espacios,
uno que describe los mo´dulos de la estructura compleja y el otro que describe
los mo´dulos de la estructura de Ka¨hler. Este epacio de mo´dulos se estudia a
travez de fluctuaciones de una C-Y dada con nu´meros de Hodge fijos, estas
fluctuaciones reciben contribuciones de deformaciones de la me´trica y de los
campos tensoriales antisimetricos.
5.3.1. Deformacio´n de los campos antisime´tricos
Cuando se compactifica sobre un 3-C-Y M el laplaciano tambie´n se parte
en dos piezas ∇ = ∇4 +∇6, surgen entonces bp (Numero de Betti) campos sin
masa 4-dimensionales, dados por el nu´mero de modos cero de ∇6 ([11]). Asi
entonces el campo B2 (10-dimensional) da lugar a b0 = 1 2-formas, b1 = 0
vectores y b2 = h
1,1 escalares en el espacio 4-dimensional, b2 = h
1,1 es el
nu´mero de mo´dulos originados por el campo.
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5.3.2. Deformacio´n de la me´trica
Los modos cero de la me´trica en 10-dimensiones generan la me´trica en
4-dimensiones gµν , varios campos escalares sin masa pero ningu´n campo vec-
torial, pues b1 = 0
Las fluctuaciones en la me´trica se representan con:
gmn → gmn + δgmn. (5.27)
A esta me´trica en el espacio compacto, se le exige que satisfaga la condicio´n
de C-Y,
Rmn(g + δg) = 0, (5.28)
la cual da lugar a una ecuacio´n diferencial para δg y que tiene varias solu-
ciones que preservan SUSY y la topolog´ıa. Los coeficientes de estas soluciones
independientes son los mo´dulos, y representan los valores esperados de los
campos escalares sin masa. Estos mo´dulos cambian el taman¨o y la forma de
la variedad, pero no su topolog´ıa.
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Cap´ıtulo 6
Regularizacio´n de funciones
Automo´rficas
Este es el cap´ıtulo central de este trabajo, aqu´ı se establecen de forma
clara, los objetivos, resultados y conclusiones.
6.1. Motivacio´n y planteamiento del proble-
ma
Vimos en el cap´ıtulo anterior que las variedades ka¨hler juegan un pa-
pel importante en procesos de compactificacio´n y en teor´ıas efectivas a bajas
energ´ıas derivadas de supercuerdas [12, 13]. Por ejemplo, el espacio de mo´du-
los en teor´ıas de supercuerdas compactificadas sobre variedades Calabi-Yau
tiene geometr´ıa especial de ka¨hler [14, 15, 16], esta es tambie´n el tipo de
variedad parametrizada por las componentes escalares de multipletes vecto-
riales en supergravedad N = 2 D = 4 [17]. Se sabe que supergravedad puede
escribirse en te´rminos del superpotencial W y el potencial de Ka¨hler K [2].
G = exp(K) |W|2. (6.1)
De una teor´ıa efectiva a bajas energ´ıas derivada de supercuerdas, se espera
que sea invariante dual, y como se sabe que el grupo dual esta embebido en el
grupo simple´ctico, entonces es razonable pensar en una funcio´n automo´rfica,
las cuales son generalizacio´nes de las funcio´nes modulares. En el caso en
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que el espacio de mo´dulos tiene geometr´ıa especial de Ka¨hler se propone
el“ansatz”[18, 19],
G =
∑
pi,qi
′
log i
|piti + qiFi|2
tiF¯i − t¯iFi ; (6.2)
Esta propuesta se justifica un poco mejor en la siguiente seccio´n, con
~p = {pi}, ~q = {qi} ∈ Zn, ~p 6= ~0 6= ~q y la prima, indica que la suma debe
llevarse acabo sobre orbits de alguna red invariante dual Γ, una eleccio´n que se
tomara mas tarde, ti son los mo´dulos, y Fi son las derivadas del prepotencial
F , (Fi = ∂iF). Podemos reescribir la ecuacio´n (6.1) como:
eG = eK |∆(ti)|2. (6.3)
En principio ∆ es infinito, y el objetivo principal de este trabajo es regularizar
esta cantidad por medio de funciones zeta [18, 20], para cuando el espacio de
mo´dulos tiene una geometr´ıa especial de Ka¨hler. comparando las anteriores
ecuaciones se obtiene:
eK =
i
tif¯i − t¯ifi
∆(ti) =
∏
~p,~q∈Γ
(pit
i + qiFi), (6.4)
∆(ti) tiene la misma forma que la correccio´n de umbral a un loop a la con-
stante de acople gauge ga [21, 22, 23], de una teor´ıa de supercuerdas efectiva
en bajas dimensiones [24], la cual tiene la forma,
T (τ, τ¯) = 1
16pi2
Ca log
(
2 Im(τ) |η(τ)|4
)
, (6.5)
ca son las constantes de acople gauge las cuales pueden ser calculadas a par-
tir del espectro de estados sin masa, en este caso nuestra funcio´n |∆|2 es el
ana´logo a esta funcio´n. La funciones automo´rficas son utilizadas en muchos
otros aspectos en teor´ıas de cuerdas [29, 30, 31, 32], como por ejemplo en cor-
recciones de umbral R4 en compactificacio´n en teor´ıa de cuerdas [4], aunque
su uso se hace en su mayor´ıa para compactificacio´n sobre toros. En estre
trabajo se estudia las funciones automo´rficas con la propiedad de invarianza
adecuada para el caso de compactificacio´n sobre variedades Calabi-Yau.
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6.2. Fo´rmula de Masa
En teor´ıa de campos, la energ´ıa libre a un loop, para campos boso´nicos
es de la forma:
Z ≡ eFB =
∫
[Dφ] exp(−φ†M2φφ) + · · · , (6.6)
generalizando esto para supergravedad N = 1 se obtiene [3]
F = log(detM †M), (6.7)
donde
Mij = e
G/2 G−1/2im¯ [Gmn + GmGn − Gmnk¯G−1k¯l Gl]G
−1/2
n¯j ; (6.8)
y
Gi ≡ ∂G
∂φi
Gi ≡ ∂G
∂φ¯i
Gji ≡
∂G
∂φj∂φ¯i
.
Los sub´ındices suben y bajan con:
(G−1)ijGjk = δik.
Al exigir que se preserve la supersimetr´ıa N = 1 se obtiene para la masa [3]
det(M †M) = det
|W|2
Y
, (6.9)
K = −log Y es el potencial de Ka¨hler y W es el superpotencial. Para com-
pactificacio´n sobre o´rbifolds, el espacio de mo´dulos es de la forma
M = SO(2, 2)
SO(2)× SO(2) , (6.10)
para el cual los momentos satisfacen la ecuacio´n [3],
(piL)2 − (piR)2 = 2Z (6.11)
Con estas condiciones, la energ´ıa libre satisface,
F =
∑
n,n′,m,m′
′
log
|m+ nTU + i(m′U + n′T )|2
(T + T¯ )(U + U¯)
, (6.12)
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donde (0, 0, 0, 0) 6= (n, n′,m,m′) ∈ Z4 satisfacen una condicio´n mas restricti-
va que 6.11
(piL)2 − (piR)2 = mn+m′n′ = 0. (6.13)
la cual puede ser interpretada como la condicio´n de nivel de empalme “level
matching condition”, el proceso de regularizacio´n para la funcio´n F da como
resultado [3]
F |reg = log
(
|η(T )|4|η(T )|4(T + T¯ )(U + U¯)
)
. (6.14)
La formula de masa para otros espacios de mo´dulos es tambie´n de la forma
6.2, por ejemplo para un espacio de mo´dulos isomorfo a SU(1,2)
SU(2)×U(1) la formula
de masa es:
M2 = 2
|mA− nτ + p|2
1− τ τ¯ −AA¯ , (6.15)
donde τ y A son dos mo´dulos complejos y m,n, p son enteros gausianos
que satisfacen:
|m|2 − |n|2 − |p|2 = 0.. (6.16)
6.3. Regularizacio´n zeta
En esta seccio´n se introduce el mecanismo de regularizacio´n zeta, el cual es
un me´todo de extraer infinitos mediante el uso de funciones zeta de Riemann.
Dado un operador Λ con autovalores λn tal que se cumple la ecuacio´n de
autovalores Λfn(x) = λnfn(x), se define la funcio´n zeta de Riemann asociada
al operador Λ.
ζΛ(s) =
∞∑
n=1
( 1
λn
)s
. (6.17)
Notese si Λ = 1 entonces esta funcio´n coincide con la funcio´n zeta de Rieman
ζ(s) en s = 0, adema´s se puede demostrar que [33].
det Λ ≡
∏
n
λn = e
−ζ′(0). (6.18)
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Para encontrar ζΛ(s), utilizamos la funcio´n Gamma, asi,
Γ(s) =
∫ ∞
0
e−xxs−1dx x→ λnt
Γ(s) = λsn
∫ ∞
0
e−λntts−1dt
λ−sn =
1
Γ(s)
∫ ∞
0
e−λntts−1dt
ζ(s) =
∑
n
λ−sn =
1
Γ(s)
∫ ∞
0
ts−1
∑
n
e−λntdt. (6.19)
Esta forma de la funcio´n zeta de Riemann es la que se utilizara para regula-
rizar el producto infinito que se ha propuesto como anzats en 6.2, utilizando
la formula limite:
G = log ( |∆|2 eK ) =
∑
(pi,qi)∈LΓ
log i
|piti + qiFi|2
(tiF¯i − t¯iFi) , (6.20)
donde se ha definido,
λpq ≡ piti + qiFi λ0 ≡ tiF¯i − t¯iFi α ≡ iλpqλ¯pq
λ0
,
entonces,
G =
∑
(pi,qi)∈LΓ
log α = lims→0
∑
(pi,qi)∈LΓ
α−s log α
G = −lims→0
∑
(pi,qi)∈LΓ
d
ds
α−s = −lims→0 d
ds
∑
(pi,qi)∈LΓ
α−s,
G = −lims→0 d
ds
ζ(s). (6.21)
Utlizando la ecuacio´n (6.18) se obtiene:
eG = eζ‘(0) =
∏
pq
λpq =
∏
pq
iλpqλ¯pq
λ0
. (6.22)
como se menciono antes, esta funcio´n asociada a un operador trae tambie´n
asociados unos autovalores que en este caso identificamos como (iλpq, iλ¯pq,−iλ−10 )
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los cuales deben incluirse en la ecuacio´n (6.19), para obtener finalmente la
expresio´n que asocia la funcio´n zeta de Riemann con los para´metros de la
funcio´n automo´rfica,
ζ(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1
∑
(p,q)∈LΓ
[
exp
(
−iτ(piti+qiFi)
)
+exp
(
−iτ(p¯it¯i+q¯iF¯i)
)
+ exp
(
iτ(tiF¯i − t¯iFi)−1
)]
; (6.23)
Los enteros (p, q) satisfacen ligaduras similares a las dadas por la formula
de masa, segu´n la variedad que se este considerando, adema´s deben trans-
formar como vectores bajo el grupo simple´ctico, lo cual se ve directamente
debido a que el argumento del primer exponencial puede escribirse como:(
~¯q
i~¯p
)†(
0 1
−1 0
)(
~t
i ~F
)
; (6.24)
Lo cual nos recuerda la ecuacio´n (5.19). Como (t,F) es un vector bajo
Sp(2n,R) entonces G debe ser invariante bajo transformaciones de duali-
dad, y consecuentemente (p¯, q¯) debe transformar tambie´n como una vector
symplectico. de hecho, si G(R) es el grupo de dualidad entonces, dada la for-
ma en que el grupo de dualidad esta contenido en el grupo simplectico, (p¯, q¯)
deber´ıa transformar como un vector de G(Z) tambie´n.
En conclucio´n, la tecnica de regularizacio´n que utilizaremos se resume
as´ı: Segu´n la variedad que se tome para el espacio de mo´dulos, se debe tomar
el orbit sobre la red Γ donde toman valores los enteros (p, q), bajo alguna
ligadura dada por la variedad sobre los para´metros, se calcula los argumen-
tos de los exponenciales en la ecuacio´n (6.23) despue´s de tomar el limite, se
hallan los infinitos y se sustraen para as´ı encontrar la funcio´n zeta regular-
izada, la cual finalmente se reemplaza en (6.21) para as´ı encontrar la funcio´n
automo´rfica.
6.4. Coset SU(1, 1)/U(1)
Si el espacio de mo´dulos es de la forma SU(1, 1)/U(1) entonces se obtiene
para los mo´dulos [18]: xi = ti y para el prepotencial Fi = ixi, se tiene entonces
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(pit
i + qiFi) = (p0x0 + p1x1 + iq0x0 + iq1x1)
= P0x0 + P1x1 para Pi = pi + iqi
tiF¯i − t¯iFi = −2i(1− tt¯). (6.25)
Donde se utiliza la parametrizacio´n de SU(1, 1)/U(1) dada por las coorde-
nadas f´ısicas inhomogeneas t = x1 y x0 = 1. La eleccio´n particular del coset
establece sobre los para´metros la ligadura:
(p0)
2 + (q0)
2 − (p1)2 − (q1)2 = 0; (6.26)
La solucio´n que se propone es:
q1 = 2nm
p1 = n
2 −m2
p0 = n
2 +m2 para (n,m) ∈ Z2. (6.27)
En te´rminos de estos nuevos enteros, el primer te´rmino de la funcio´n ζ en la
ecuacio´n (6.23) viene dado por:
ζ(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1
∑
(m,n)∈Z2
e−iτ(n
2(1+t)+m2(1−t)+2inmt), (6.28)
y teniendo en cuenta la condicio´n (n,m) 6= (0, 0). Despue´s de esto la funcio´n
ζ puede ser escrita como
ζ(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1
∑
(m,n)∈Z2
exp[−iτQ(n,m, t)], (6.29)
donde
Q(n,m, t) = (n , m) ·
(
1 + t it
it 1− t
)
·
(
n
m
)
≡ ~nt Ω ~n. (6.30)
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La matriz Ω satisface
det Ω = 1
Ω−1 =
(
1− t −it
−it 1 + t
)
. (6.31)
La suma sobre enteros en (6.29) es un ejemplo de la funcio´n Theta de
Riemann que se estudio en el cap´ıtulo 3 ecuacio´n (3.20), en te´rminos de esta
funcio´n se reescribe la funcio´n ζ:
ζ(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1
(
θτ (0,Ω
′)− 1
)
, (6.32)
donde θτ (0,Ω
′) ≡ Θ(0,−τ Ω/pi). En otras palabras, nuestra funcio´n ζ es la
transformada de Mellin de una funcio´n Theta de Riemann. el factor 1 corre-
sponde al modo 0 que no esta presente en la original (6.29).
Ahora se identificara´n las singularidades de la funcio´n automo´rfica, es
bien sabido que la funcion zeta tiene un polo simple en s = 0 con residuo −1
[6], para ello definimos las dos siguientes cantidades
Ψ ( Ω(t)) ≡ l´ım
s→0
d
ds
ζ(s) (6.33)
ζ(s) =
1
Γ(s)
I(s).
En este caso Ψ es la cantidad que nos interesa calcular, I(s) es la integral
que aparece en (6.32). Hacemos uso de las siguientes identidades [34]
I() ≈ −1

+ C0 +O()
Γ() =
1

− γ +O(2)
ψ() = −γ − 1

+O(2) con ψ(s) ≡ d lnΓ(s)
ds
=
Γ′(s)
Γ(s)
, (6.34)
donde γ = 0,5772157... es la constante de Euler-Mascheroni, C0 es una con-
stante, y  es un valor del argumento muy pequen˜o. Procedemos entonces a
realizar el calculo:
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Ψ ( Ω(t)) ≡ l´ım
s→0
d
ds
ζ(s)
= l´ım
s→0
[
I(s)
d
ds
(Γ(s))−1 +
1
Γ(s)
d
ds
I(s)
]
. (6.35)
Calculamos el primer te´rmino.
d
ds
(Γ(s))−1 = −ψ(s)
Γ(s)
l´ım
s→0
d
ds
(Γ(s))−1 =
γ+ 1
1− γ = 1
I(s)
d
ds
(Γ(s))−1 = I(s) (6.36)
Calculamos el segundo te´rmino. Lo primero que se observa es que segun las
identidades (6.34) 1/Γ() ≈ . Y en consecuencia para s pequen˜o:
1
Γ(s)
d
ds
I(s) ≈ 1
Γ(s)
d
ds
(−1
s
+ C0 +O(s)
)
≈ s
(
1
s2
+ C1 +O(s)
)
≈
(
1
s
+ sC1 +O(s2)
)
≈ 1
s
. (6.37)
Entonces finalmente:
Ψ ( Ω(t)) = l´ım
s→0
[ ∫ ∞
0
dτ τ s−1
(
θτ (0,Ω
′)− 1
)
+
1
s
]
; (6.38)
Luego la funcio´n Ψ(Ω) es bien comportada y finita una vez se ha sustraido el
polo. El primer te´rmino de la ecuacio´n (6.23), se puede escribir en te´rminos
de una serie de Eisenstein [6]
∑
n,m 6=0
(Q(n,m))−s ≡ 1
Γ(s)
∫ ∞
0
dττ s−1
∑
n
e−iτQ(n,m)
=
1
Γ(s)
∫ ∞
0
dττ s−1 (θτ (0,Ω′)− 1) , (6.39)
82
donde Q, es la forma cuadra´tica definida en 7.8, antes de proseguir es nece-
sario hacer un cambio de variable,
t→ T = 1− t
t+ 1
and t =
1− T
T + 1
. (6.40)
Lo que lleva a,
Ω → Ω =
(
1 i
2
(1− T )
i
2
(1− T ) T
)
(1− tt¯) → 1
2
(T + T¯ ). (6.41)
En lo que sigue nos sera de gran utilidad la forma general de la suma de
Poisson [8], ∑
n∈Z
g(x+ n) =
∑
m∈Z
[ ∫
R
g(τ) e−2ipimτ dτ
]
e2ipimx. (6.42)
Y tambie´n la integral [35]∫ ∞
−∞
e−ivu (u2 + 1)−s du =
 1Γ(s) 2pi1/2
(
|v|
2
)s− 1
2
Ks− 1
2
(|v|) si v 6= 0
1
Γ(s)
pi1/2Γ(s− 1
2
) si v = 0
(6.43)
Bajo este cambio de variable, la serie de Eisenstein puede factorizarse como:
∑
m,n 6=(0,0)
1
(m2 +mni(1− T ) + n2T )s = (6.44)∑
(m,n) 6=(0,0)
1
(m+ n(z + iα))s (m+ n(z − iα))s ,
donde se ha definido
z =
i
2
(1− T ) and α = 1
2
(T + 1), (6.45)
y ademas se parte la suma segun los siguientes casos,∑
(m,n)6=(0,0)
= (2
∑
n=0,m>0
+2
∑
n>0,m∈Z
).
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Conside´rese la funcio´n:
∑
m
g(x+m) =
∑
m
(m+ x+ iy + iδ)−s (m+ x+ iy − iδ)−s. (6.46)
Entonces aplicando (6.42) se obtiene:
∑
m
g(x+m) =
∑
r
(∫
R
e−2ipirw
(w + iy + iδ)s (w + iy − iδ)s dw
)
e2ipirx . (6.47)
Con σ ≡ x+ iy se obtiene
∑
m
g(x+m) =
∫
R
dw
(σ2 + δ2)s
+
∑
r 6=0
[∫
R
e−2ipirwdw
(σ2 + δ2)s
]
e2ipirx . (6.48)
Cada te´rmino se calcula con la ayuda de (6.43) y se obtiene:
∑
m
g(x+m) =
1
Γ(s)
pi1/2 Γ(s− 1
2
) δ1−2s
+
2pis
Γ(s)
∑
r 6=0
e2ipirσ δ
1
2
−s |r|s− 12 Ks− 1
2
(2pi|r|δ). (6.49)
Haciendo σ = nz y δ = nα y comparando con (6.45) se obtiene:
∑
m,n 6=0
(Q(T,m, n))−s = 2 ζ(2s) +
2pi
1
2 Γ(s− 1/2)
Γ(s)
α1−2s ζ(2s− 1)
+
4pis
Γ(s)
α1/2−s
∑
n>0, r 6=0
e2piirnzn1/2−s|r|s−1/2Ks−1/2(2pi|r|nα).
Definase la funcio´n G∗(s), la cual es una funcio´n meromo´rfica bien compor-
tada una vez se ha eliminado los polos
G∗(s) ≡ Γ(s)
∑
(m,n) 6=(0,0)
(Q(m,n, z))−s, (6.50)
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entonces comparando con (6.38, 6.39) se obtiene:
l´ım
s→0
d
ds
ζ(s) = l´ım
s→0
(
G∗(s) +
1
s
)
. (6.51)
De la serie de Eisenstein encontramos que,
G∗(s) = 2Γ(s) ζ(2s) + 2 pi1/2 Γ(s− 1/2) α1−2sζ(2s− 1)
+ 4α1/2−spis
∑
n>0,r 6=0
e2ipirnzn1/2−s|r|s−1/2Ks−1/2(2pi|r|nα).(6.52)
Para valores de s pequen˜os 2Γ(s) ζ(2s) ≈ C0 − 1/s y utilizando la
identidad K1/2(x) =
√
pi/2x e−x junto con los valores para la funcio´n ze-
ta ζ(−1/2) = −2√pi y ζ(−1) = −1/12 encontramos,
l´ım
s→0
( G∗(s) +
1
s
) = C0 +
1
3
piα
+ 2
∑
n,r>0
1
r
(e2ipirn(z+iα) + e−2ipirn(z−iα)), (6.53)
Reemplazando (6.45) y utilizando la formula [7],
ln η(z) =
ipiz
12
−
∑
m,k>0
1
k
e2ipikmz; (6.54)
donde η es la funcio´n eta de Dedekind entonces:
l´ım
s→0
( G∗(s) +
1
s
) = −2 ln η(z + iα)− 2ln η(−z + iα) + C0. (6.55)
Habiendo encontrado la forma del primer te´rmino en la expresio´n (6.23)
es ahora facil calcular la funcio´n automo´rfica de SU(1,1)
U(1)
, el segundo te´rmi-
no es el complejo conjugado del primero Ψ(Ω(t¯)), por ello los dos primeros
te´rminos seleccionan la parte real de esta funcio´n. El tercer te´rmino se puede
calcular utilizando la funcio´n ζ.
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Para calcular el tercer te´rmino, se utiliza la funcio´n ζ3 asociada a el, as´ı:
ζ3(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1
∑
06=m,n∈Z
exp [−2−1τ (1− tt¯)−1]. (6.56)
La contribucio´n de este te´rmino esta naturalmente dada por la derivada
en el limite s→ 0, entonces con τ = 2(1− tt¯)τ ′:
− l´ım
s→0
d
ds
ζ3(s) = − l´ım
s→0
d
ds
[ 1
Γ(s)
∫ ∞
0
dτ ′ τ ′s−1e−τ
′ ∑
0 6=m,n∈Z
2s[1− tt¯]s
]
,
(6.57)
la integral es la funcio´n Gamma, la cual se cancela
− l´ım
s→0
d
ds
ζ3(s) = − l´ım
s→0
d
ds
[
2(1− tt¯)
]s (
4
∑
n>0 m>0
1
)
; (6.58)
se utiliza ζ(0) = −1/2, para finalmente obtener:
− l´ım
s→0
d
ds
ζ3(s) = 2ln |2(1− tt¯)|. (6.59)
Entonces recopilando los tres te´rminos de la ecuacio´n (6.23) se obtiene con
(1− tt¯) = (T + T¯ )/2, z = i(1− T )/2 y α = (1 + T )/2,
G ≡ −lims→0 d
ds
ζ(s)
= 2
[
ipi
12
(z + iα) +
ipi
12
(−z + iα)−
∑
n,r>0
1
r
(
e2ipinr(z+iα + e2ipinr(−z+iα
)]
+ 2
[
ipi
12
(−z + iα) + ipi
12
(z + iα)−
∑
n,r>0
1
r
(
e2ipinr(−z+iα + e2ipinr(z+iα
)]
+ 2ln|2(1− tt¯)|+ cte
= 4 ln η(iT ′) + 4 ln η(i) + 2ln (T ′ + T¯ ′) + cte, (6.60)
donde se ha definido iT ′ ≡ T . Finalmente la funcio´n automorfica para el
coset SU(1,1)
U(1)
es:
eG = |∆|2 eK = cte | η(T ) |4 |T − T¯ |2 , (6.61)
resultado que esta de acuerdo con los valores encontrados en la literatura [1],
[3].
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6.5. Coset SU(1, 2)/SU(2)× U(1)
La forma que tienen los argumentos de la funcio´n automo´rfica en (6.20),
para este caso es:
(pix
i + qiFi) = p0x0 + p1x1 + iq1x1 + p2x2 + iq2x2, (6.62)
donde se ha definido q0 = 0 y el prepotencial tiene la forma:
F = i
2
ηIJXIXJ =
i
2
(
X0X0 −X1X1
)
(6.63)
Fi = ∂iF = iXi.
El grupo gauge SU(1, n,Z) impone una condicio´n de invarianza sobre los
elementos de la red:
(p0)
2 = (p1)
2 + (q1)
2 + (p2)
2 + (q2)
2. (6.64)
Esta es una ecuacio´n diofantina, pues sus elementos son enteros. Se propone
como solucio´n a 6.64 el conjunto:
p0 = (n1)
2 + (n2)
2 + (n3)
2 + (n4)
2
p1 = −(n1)2 + (n2)2 + (n3)2 + (n4)2
q1 = 2n1n2
q2 = 2n1n3
p2 = 2n1n4, (6.65)
donde ~n ≡ (n1, n2, n3, n4) ∈ Z4. Este conjunto de enteros satisfacen la
ecuacio´n 6.64, sin embargo, no abarca todas las posibles soluciones. pues
el cuadrado de un entero siempre es 0 o 1 mo´dulo 4, entonces el miembro
izquierdo de 6.64 es 0 mod 4 o bien 1 mod 4, mientras que el miembro dere-
cho puede ser cualquier entero, pues todo entero se puede escribir como la
suma de cuatro cuadrados (Lagrange), y como hay una igualdad en el medio,
entonces solo ciertas combinaciones son aceptables. en la tabla 6.1 se escriben
las soluciones posibles segu´nsi los elementos son pares o impares, cualquier
otra eleccio´n de los elementos pi, qi (i = 1, 2) resulta en un p0 = 2, 3 (mod 4).
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Solution p20 p1 q1 p2 q2
I 0 (mo´d 4) p p p p
II 1 (mo´d 4) i p p p
III 0 (mo´d 4) i i i i
Cuadro 6.1: Solucio´n a la ligadura (6.64) segu´nsi pi, qi son p par o i impar.
No es dif´ıcil ver que la solucio´n I y II son generadas por el conjunto (6.65),
la solucio´n III se genera tomando todos los elementos en ~n impares y luego en
(6.65) se divide la parte derecha por dos, el resultado es el conjunto solucio´n
para III, este proceso se hara´ expl´ıcitamente mas adelante, se trabajaran
estas dos contribuciones de manera individual.
6.5.1. Primera contribucio´n a la funcio´n automo´rfica.
Nos concentramos por ahora en la primera contribucio´n (solucio´n I y II).
Se utiliza el conjunto solucio´n (6.65) para el primer te´rmino en la expresio´n
(6.23)
ζ1(s) =
pis
Γ(s)
∫ ∞
0
dτ τ s−1
∑
(p,q)∈LΓ
exp
[−τpi (pixi + qiFi)] .1 (6.66)
Entonces en este caso ζ1(s) representa la parte de la funcio´n zeta asociada
al primer autovalor, recue´rdese que la segunda parte resulta ser el complejo
conjugado de la primera (aparte de un factor de i), y la tercera parte es
independiente del orbit Γ, y se ha reemplazado los mo´dulos ti por xi por
conveniencia en la notacio´n. Entonces el argumento de esta funcio´n toma la
forma,
pix
i + qiFi = p0x0 + p1x1 + iq1x1 + p2x2 + iq2x2. (6.67)
Es posible reducir los grados de libertad haciendo uso de coordenadas ho-
moge´neas en los mo´dulos as´ı x0 = 1, x1 = t y x2 = A, y si adema´s se
1No´tese que en la expresio´n original 6.23 hay diferencia con los coeficientes por un
factor de i y de pi, sin embargo esto no afecta los ca´lculos debido a que la integral puede
reabsorverlos, y adema´s en la definicio´n de los autovalores asociados puede multiplicarse
y dividirse por algun factor siempre y cuando se haga cuidadosamente
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reemplaza el conjunto solucio´n 6.65 se obtiene para el argumento la siguiente
expresio´n
pix
i + qiFi = n21 + n22 + n23 + n24 − n21t+ n22t+ n23t+ n24t (6.68)
+ 2in1n2t+ 2n1n4A+ 2in1n3A.
Notese que este resultado puede llevarse a una forma matricial as´ı
pix
i + qiFi = (n1, n2, n3, n4)

1− t it iA A
it 1 + t 0 0
iA 0 1 + t 0
A 0 0 1 + t


n1
n2
n3
n4
 .
(6.69)
Se hacen las siguientes definiciones 2:
~n ≡

n1
n2
n3
n4
 Ω2 ≡

1− t it iA A
it 1 + t 0 0
iA 0 1 + t 0
A 0 0 1 + t
 . (6.70)
De tal manera que,
detΩ2 = (1 + t)
2
En decir, es invertible, redefinimos el argumento del exponencial comoQ(~n, t, A) ≡
~nTΩ2~n tal que:
ζ(s) =
pis
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~06=~n∈Z4
exp[−τpiQ(~n, t, A)]
=
pis
Γ(s)
∫ ∞
0
dτ τ s−1(Θ(τ, t, A)− 1), (6.71)
donde
2El sub´ındice en la matriz Ω hace referencia al nu´mero de para´metros (mo´dulos)
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Θ =
∑
~n∈Z4
exp[−τpiQ(~n, t, A)].
Es la funcio´n Theta de Riemann, el te´rmino uno, representa los modos ceros
que no esta´n incluidos en la suma original, en este punto es importante
introducir una simetr´ıa existente en la forma cuadra´tica Q(~n, t, A) a travez
de una transformacio´n en los mo´dulos,
t→ T = 1− t
1 + t
A→ A′ =
√
2A
1 + t
.
Bajo esta transformacio´n se obtiene una forma ma´s sime´trica para Ω2 =
2
1+t
Ω′2
Ω′2 =

T 1
2
i(1− T ) 1√
2
iA′ 1√
2
A′
1
2
i(1− T ) 1 0 0
1√
2
iA′ 0 1 0
1√
2
A′ 0 0 1

El potencial de Ka¨hler transforma como:
1− tt¯− AA¯→ 2(T + T¯ − A′A¯′), (6.72)
y definiendo α ≡ 2pi
1+t
, entonces la funcio´n zeta toma la forma
ζΩ′2(s) =
αs
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~0 6=~n∈Z4
exp[−τpiQ(~n, T,A′)]
=
αs
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~0 6=~n∈Z4
exp
[
− τpi (T (n1)2
+
4∑
j=2
(nj)
2 + n1n2i(1− T ) + n1n3i
√
2A′ + n1n4
√
2A′
)]
.(6.73)
Completando cuadrados para cada nj se obtiene:
ζΩ′2(s) =
αs
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~06=~n∈Z4
exp
[
− τpi (1
4
(1 + T )2(n1)
2
+ (n2 +
in1
2
(1− T ))2 + (n3 + in1√
2
A′)2 + (n4 +
n1√
2
A′)2
)]
.(6.74)
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Se define el vector de enteros ~N ≡ (n2, n3, n4), para partir la suma en te´rmino
de dos contribuciones∑
~06=~n∈Z4
=
∑
~0 6= ~N∈Z3,n1=0
+
∑
n1 6=0, ~N∈Z3
≡ ζI + ζII ,
el primer te´rmino puede analizarse haciendo uso de las propiedades de la
transformada de Mellin [6], para el cual se obtiene
ζI =
αs
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~N 6=~0
e−piτ [(n2)
2+(n3)2+(n4)2]. (6.75)
En te´rminos de transformadas, se encuentra que esta contribucio´n es la trans-
formada de Mellin de una de las funciones theta de Jacobi,
M [φ(s)] =
∫ ∞
0
dτ τ s−1φ(τ), (6.76)
donde
φ(τ) = [θ3(τ)]
3 − 1 θ3(τ) =
∑
n
e−piτn
2
. (6.77)
Haciendo uso de la ecuacio´n funcional suministrada en la seccio´n 3.4 donde
se estudio la transformada de Mellin, es posible encontrar los polos y resid-
uos de esta contribucio´n, la funcio´n θ3(τ) de Jacobi satisface [θ3(τ)]
3 =
τ−3/2 [θ3(τ−1)]3. Entonces se obtiene la ecuacio´n funcional
φ(τ−1) = τ 3/2φ(τ) + τ 3/2 − 1. (6.78)
Asi pues se encuentran polos simples en s = 0 and s = 3/2 con residuos −1
y +1 respectivamente [6].
La segunda parte debe analizarse mediante el uso de la formula de suma
de Poisson ∑
n∈Z
e−piτ(n+xm)
2
=
1√
τ
∑
n∈Z
e2piixmne−pin
2/τ , (6.79)
sobre cada entero (n2, n3, n4), definiendo
m = n1 x2 =
i(1− T )
2
x3 =
iA′√
2
x4 =
A′√
2
,
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despue´s de este proceso se obtiene:
ζII =
αs
Γ(s)
∑
n1 6=0, ~N∈Z3
eipin1[n2i(1−T )+n3
√
2iA′+n4
√
2A′]
×
∫ ∞
0
dτ τ (s−3/2)−1e−(n1)
2piτ( 1+T
2
)2−pi
τ
((n2)2+(n3)2+(n4)2) .(6.80)
En este punto debe considerarse nuevamente dos casos, ~N = 0 y ~N 6= 0,
el primero es ana´logo a la primera contribucio´n, y despue´s de un cambio de
variable da como resultado:
ζ ′II =
(
1 + T
2
)−2s+3
αs
Γ(s)
∫ ∞
0
dττ (s−3/2)−1[θ3(τ)− 1]. (6.81)
El segundo caso, puede hacerse con ayuda de la siguiente identidad ([35]):∫ ∞
0
dx xν−1 e−
β
x
−αx = 2
(β
α
)ν/2
Kν(2
√
βα), (6.82)
para β, α 6= 0, y donde Kν son la funciones de Bessel modificadas de segunda
especie, en este caso se identifica
ν = s− 3/2 β = pi(n22 + n23 + n24) α = pin21
(
1 + T
2
)2
Se observa que debido a las condiciones impuestas se satisface que α y β
son distintas de cero, por lo cual se puede utilizar la identidad sin ningun
problema para obtener el resultado:
ζ ′′II =
αs
Γ(s)
∑
06=n1∈Z, ~N 6=~0
exp
[
ipin1
(
n2i(1− T ) + n3
√
2iA′ + n4
√
2A′
)]
,
×2s−1/2| ~N |s−3/2n−s+3/21 (1 + T )−s+3/2Ks−3/2 (pin1| ~N |(1 + T )),
entonces juntando todos los casos se obtiene para la primera contribucio´n en
la funcio´n zeta,
92
ζΩ′2(s) = ζI +
(
1 + T
2
)−2s+3
αs
Γ(s)
∫ ∞
0
dττ (s−3/2)−1[θ3(τ)− 1]
+
αs
Γ(s)
∑
06=n1∈Z, ~N 6=~0
exp
[
ipin1
(
n2i(1− T ) + n3
√
2iA′ + n4
√
2A′
)]
× 2s−1/2| ~N |s−3/2n−s+3/21 (1 + T )−s+3/2Ks−3/2 (pin1| ~N |(1 + T )).(6.83)
De lo aprendido en la seccio´n anterior, debe tomarse el limite en s → 0
entonces para cancelar singularidades debe multiplicarse por la funcio´n Γ(s)
y considerar la funcio´n. 3
G(s) ≡ Γ(s)
pis
∑
n∈Z4
(Q(n, t, A′))−s =
Γ(s)
pis
ζΩ′2(s).
Esta funcio´n aun tiene una singularidad que nos interesa remover, es un polo
simple en s = 0 con residuo −1, entonces removiendo estas singularidades se
obtiene en el limite:
lims→0(G(s) +
1
s
) = C0 +
pi2
45
(
1 + T
2
)3
+
(1 + T )3/2√
2
∑
06=n1∈Z, ~N 6=~0
[
eipin1[n2i(1−T )+n3
√
2iA′+n4
√
2A′]
× | ~N |−3/2n3/21 K−3/2(pin1| ~N |(1 + T ))
]
, (6.84)
donde C0 es constante en el sentido de que no depende de los mo´dulos (T,A
′),
esta expresio´n puede simplificarse un poco si se utiliza las relaciones para las
funciones de Bessel [35]
K3/2(z) = K−3/2(z)
K1/2(x) =
√
pi/2xe−x K3/2(z) = z−1K1/2(z) +K1/2(z)
3Q juega el papel de autovalor en la ecuacio´n 6.17
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Se obtiene entonces,
K−3/2(pin1| ~N |(1+T )) = 1 + pin1|
~N |(1 + T )
pin1| ~N |(1 + T )
(2n1| ~N |(1+T )))−12 e−pin1| ~N |(1+T ),
(6.85)
estos resultado en la ecuacio´n (6.84) nos dan finalmente la forma de la funcio´n
zeta regularizada:
Ψ(Ω2(T,A
′)) ≡ lims→0(G(s) + 1
s
) = C0 +
pi2
45
(
1 + T
2
)3
+
∑
06=n1∈Z, ~N 6=~0
[
eipin1[n2i(1−T )+n3
√
2iA′+n4
√
2A′+i| ~N |(1+T )]
× 1
2
( 1
pi| ~N |3 +
n1(1 + T )
| ~N |2
)]
. (6.86)
Con esto obtenemos la funcio´n zeta regularizada asociada a los dos primeros
autovalores en la ecuacio´n (6.23), pues los dos primeros son complejos coju-
gados uno del otro, para hallar la funcio´n zeta asociada al tercer autovalor,
analizamos el te´rmino:
λ0 = t
iF¯i − t¯iFi = −2i
(
1− tt¯− AA¯) ,
que bajo la transformacio´n de los para´metros y utilizando las propiedades
de invarianza en los mo´dulos transforma como (6.72) mo´dulo factores con-
stantes. Entonces se obtiene.
ζ3(s) =
1
Γ(s)
∫ ∞
0
dττ s−1
∑
m,n 6=0
exp
[ −τ
T + T¯ − A′A¯′
]
. (6.87)
Definimos J ≡ |T + T¯ − A′A¯′|, entonces el te´rmino que nos interesa es de la
forma:
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− lims→0 d
ds
ζ3(s) = −lims→0 d
ds
[
1
2Γ(s)
∫ ∞
0
dττ s−1
∑
m,n 6=0
e−τ/J
]
(6.88)
= −lims→0 d
ds
[
1
2Γ(s)
∫ ∞
0
dττ s−1e−τ
∑
m,n 6=0
Js
]
=
−1
2
lims→0Js ln J 4
∑
n>0
1
=
−1
2
ln J 4 ζ(0) = ln J
−lims→0 d
ds
ζ3(s) = ln |T + T¯ − A′A¯′|.
Tomando los dos resultados anteriores en la ecuacio´n (6.22) se obtiene para
la primera contribucio´n de la funcio´n automo´rfica la expresio´n
eG = e2 ReΨ(Ω2(T,A
′)) |T + T¯ − A′A¯′|2. (6.89)
Para construir la funcio´n automo´rfica para un coset de la forma SU(1, n)/SU(n)×
U(1) se utiliza lo aprendido en esta seccio´n, con el uso recursivo de la formula
(6.65) y la generalizacio´n del resto del procedimiento. La inclusion de mas
mo´dulos Ai en la formulas solo incrementara la dimensio´n de la matriz Ω
′
2
pero su estructura general se mantendra´ constante de la forma,
Ω′n =

T 1
2
i(1− T ) 1√
2
iA′ 1√
2
A′ · · · 1√
2
iA′n
1√
2
A′n
1
2
i(1− T ) 1 0 · · · 0
1√
2
iA′ 0 1 0 · · · 0
1√
2
A′ 0 0 1 0 · · · 0
...
... · · · ...
1√
2
A′n 0 · · · 1

.
(6.90)
Entonces la funcio´n ζ a calcular es la transformada de Mellin,
ζgen(s) =
1
Γ(s)
∫ ∞
0
dτ τ s−1 [ΘΩ′n(τ)− 1]. (6.91)
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La posicio´n de los polos en la expancio´n de fourier Γ(s)ζgen(s) son afec-
tados, sin embargo se mantiene un polo en s = 0 el cual despue´s de ser
removido da lugar a una expresio´n regular para la funcio´n automo´rfica. la
forma general depende tambie´n del uso recursivo de las relaciones para las
funciones de Bessel pero la estructura general de la solucio´n es similar a la
expresio´n (6.80).
6.5.2. Segunda contribucio´n a la funcio´n automo´rfica
Como se menciono´ al principio de esta seccio´n, la solucio´n a la ecuacio´n
diofantina 6.64 se divide en dos contribuciones segu´n la tabla 6.1, ya se
estudio la primera contribucio´n, ahora veamos la funcio´n zeta de Rieman para
la segunda contribucio´n. en este caso como se puede corroborar directamente
y siguiendo la sugerencia que se dio al principio de la seccio´n, la solucio´n
propuesta tiene la siguiente forma:
p0 = 2 [ (n1)
2 + (n2)
2 + (n3)
2 + (n4)
2] + 2 [ n1 + n2 + n3 + n4] + 2
p1 = 2 [−(n1)2 + (n2)2 + (n3)2 + (n4)2] + 2 [−n1 + n2 + n3 + n4] + 1
q1 = 4n1n2 + 2(n1 + n2) + 1
p2 = 4n1n4 + 2(n1 + n4) + 1
q2 = 4n1n3 + 2(n1 + n3) + 1, (6.92)
donde ~n ≡ (n1, n2, n3, n4) ∈ Z4, procediendo de manera similar al anterior
caso, y con la misma eleccio´n para los mo´dulos se hallan los autovalores as´ı,
pix
i + qiFi = p0x0 + p1x1 + iq1x1 + p2x2 + iq2x2 (6.93)
= p0 + p1t+ iq1t+ p2A+ iq2A.
Que reemplazando la solucio´n propuesta con la misma definicio´n para los
mo´dulos A y t se obtiene:
Q(T,A′) ≡ pixi + qiFi = 2~n·Ω2~n+ 2~n· ~Z + 2B, (6.94)
donde Ω2 y ~n se han definido en 6.70 y se define:
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~Z ≡

1− (1− i)t+ (1 + i)A
1 + (1 + i)t
1 + t+ iA
1 + t+ A
 2B ≡ 2 + (t+ A)(1 + i). (6.95)
Se a introducido entonces un te´rmino vectorial y uno escalar en relacio´n al
caso anterior, lo cual promueve la funcio´n theta de Riemann utilizada a una
forma mas general. Nuevamente debe realizarse una transformacio´n en los
mo´dulos con el objetivo de encontrar simetr´ıas utiles que nos permitan una
mejor manipulacio´n algebraica de estos te´rminos,
t→ T = 1− t
1 + t
A→ A′ =
√
2A
1 + t
,
lo cual transforma el argumento como,
~Z(t, A) → ~Z ′(T,A′) (6.96)
~B(t, A) → ~B′(T,A′)
Ω2(t, A) → Ω′2(T,A′).
Mas expl´ıcitamente se obtiene
~Z =
2
1 + T
~Z ′ ~B =
2
1 + T
~B′ Ω2 =
2
1 + T
Ω′2,
donde los te´rminos transformados tienen la forma,
Ω′2 =

T i
2
(1− T ) iA′√
2
A′√
2
i
2
(1− T ) 1 0 0
iA′√
2
0 1 0
A′√
2
0 0 1
 (6.97)
~Z ′ =

T + i
2
(1− T ) + iA′√
2
+ A
′√
2
i
2
(1− T ) + 1
iA′√
2
+ 1
A′√
2
+ 1
 ≡
(
Z1
~z
)
B′ =
3 + i
4
+
(1− i)T
4
+
(1 + i)A′
2
√
2
.
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Entonces el argumento central Q(T,A′) en la ecuacio´n (6.94) toma la forma:
Q(T,A′) =
4
1 + T
(
~n·Ω′2~n+ ~n· ~Z ′ +B′
)
. (6.98)
Esta expresio´n puede reducirse aun mas si se definen las siguientes cantidades,
~ρ ≡

i
2
(1− T )
iA′√
2
A′√
2
 =
 ρ1ρ2
ρ3
 ~N ≡
 n2n3
n4
 ~γ ≡
 11
1
 ,
(6.99)
entonces Q(T,A′) se puede reescribir as´ı,
Q(T,A′) =
4
1 + T
Q′(T,A′),
Q′(T,A′) =
[(
n1, ~N
T
)( T ~ρT
~ρ 1
)(
n1
~N
)
+
(
n1, ~N
T
)( T + ~γ· ~ρ
~γ + ~ρ
)
+B′
]
.
(6.100)
El valor de Q(T,A′) encontrado aqu´ı debe introducirse entonces en la funcio´n
zeta dada en la ecuacio´n 6.23 para as´ı encontrar el primer te´rmino de la
funcio´n zeta, recue´rdese que el segundo te´rmino es el complejo conjugado del
primero y el tercero se halla casi completamente igual al caso anterior.
ζ(s) =
pis
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~n6=~0
exp
[−4piτ
1 + T
(
~n·Ω′2~n+ ~n· ~Z ′ +B′
)]
(6.101)
Bajo un cambio de variable se obtiene:
ζ(s) =
κs
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~n6=~0
e−piτ(~n·Ω
′
2~n+~n· ~Z′+B′), (6.102)
donde κ = pi(1 + T )/4, existe entonces una similitud entre este y el caso
anterior, as´ı es que se puede aplicar lo aprendido, lo primero es que la suma
se parte en tres re´gimenes asi,
∑
~n6=~0
=
∑
n1=0, ~N 6=~0
+
∑
n1 6=0, ~N 6=~0
+
∑
n1=0, ~N=~0
(6.103)
ζ = ζI + ζII + ζIII .
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En el calculo a realizar sera´n de mucha utilidad las dos siguientes identidades:∑
n
e−τpi(n+xm)
2
=
1√
τ
∑
n
e2piixmne−pin
2/τ , (6.104)
∫ ∞
0
dxxν−1exp(
−β
x
− αx) = 2(β
α
)ν/2
Kν(2
√
βα) α, β 6= 0, (6.105)
Primer re´gimen ζI caso n1 = 0, ~N 6= ~0
En este caso la funcio´n zeta toma la forma,
ζI(s) =
κs
Γ(s)
∫ ∞
0
dτ τ s−1
∑
~N 6=~0
e−piτQ
′
I . (6.106)
Y segu´n la ecuacio´n (6.100) se obtiene para Q′I ,
Q′I = (0, ~N
T )
(
T ~ρT
~ρ I3
)(
0
~N
)
+ (0, ~NT )
(
z1
~Z
)
+B′ (6.107)
= | ~N |2 + ~N · ~z +B′,
entonces se obtiene:
ζI(s) =
κs
Γ(s)
∫ ∞
0
dτ τ s−1e−τpiB
′
4∏
j=2
∑
nj
e−piτn
2
j−τpinjZj . (6.108)
Manipulamos la sumatoria completando el trinomio para obtener,∑
nj
e−piτn
2
j−τpinjZj = eτpiZ
2
j /4
∑
nj
e−piτ(nj+Zj/2)
2
, (6.109)
y se hace uso de la identidad (6.104),∑
nj
e−piτn
2
j−τpinjZj = eτpiZ
2
j /4
1√
τ
∑
nj
e−pi
n2j
τ
+2piinjZj/2, (6.110)
la funcio´n zeta queda asi,
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ζI(s) =
κs
Γ(s)
∑
~N 6=~0
(∫ ∞
0
dτ τ s−
3
2
−1e−
piN2
τ
−(piB′−piz2/4)τ
)
epii
~N ·~z. (6.111)
La integral entre pare´ntesis puede llevarse acabo utilizando la identidad
(6.105), no´tese que se cumple la condicio´n sobre los para´metros, pues en
este caso ~N 6= 0, el resultado es:
ζI(s) =
2κs
Γ(s)
∑
~N 6=0
eipi
~N ·~z
( | ~N |2
B′ − 1
4
|~z|2
)s/2−3/4
Ks− 3
2
(
2pi|N |
√
B′ − z2/4
)
.
(6.112)
Tercer re´gimen ζIII caso n1 6= 0, ~N = ~0
En este caso Q′III con n1 ≡ n y z1 ≡ z es,
Q′III = (n,~0
T )
(
T ~ρT
~ρ I3
)(
n
~0
)
+ (n,~0T )
(
z1
~Z
)
+B′ (6.113)
= n2T + nz +B′,
entonces se obtiene para la funcio´n zeta,
ζI(s) =
κs
Γ(s)
∫ ∞
0
dτ τ s−1e−τpiB
′∑
n6=0
e−piτ(n
2T+nz+B′), (6.114)
si utilizamos (6.104) se obtiene,
ζIII(s) =
κs
Γ(s)
√
T
∑
n 6=0
[∫ ∞
0
dτ τ s−
1
2
−1e−
pin2
Tτ
−(piB′−piz2/(4T ))τ
]
epiinz/T .
(6.115)
Que en analogia con el caso anterior se utiliza la identidad (6.105), para
resolver la integral obteniendose,
ζIII(s) =
2κs
Γ(s)
√
T
∑
n1 6=0
epiin1z1/T
n
s−1/2
1(
TB′ − z2
4
)s/2−1/4Ks− 12
(
2pin1
√
B′
T
− z
2
4T
)
.
(6.116)
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Segundo re´gimen ζII caso n1 6= 0, ~N 6= ~0
En este caso Q′III adquiere la forma,
Q′III = (n1, ~N
T )
(
T ~ρT
~ρ I3
)(
n1
~N
)
+ (n1, ~N
T )
(
z1
~Z
)
+B′(6.117)
= Tn21 +
4∑
j=2
(nj + σj)
2 − σ2j + n1z1 +B′,
donde se ha definido σj ≡ n1ρj + zj2 , entonces la funcio´n Theta de Riemann
que aparece en la funcio´n zeta es,∑
n1, ~N
e−piτn
2
j−τpinjZj = eτpiZ
2
j /4
∑
nj
e−piτ(nj+Zj/2)
2
, (6.118)
y se hace uso de la identidad (6.104),
∑
nj
e−piτQ
′
= e−τpi(B
′−σ2j )
∑
n1 6=0
e−piτ(Tn
2
1+n1z1)
4∏
j=2
∑
nj 6=0
e−τpi(nj+σj)
2
(6.119)
= e−τpi(B
′−σ2j )τ−3/2
∑
n1 6=0
e−piτ(Tn
2
1+n1z1)
4∏
j=2
∑
nj 6=0
e2piiσjnj−pin
2
j/τ .
Entonces la funcio´n zeta puede llevarse a la siguiente expresio´n,
ζII(s) =
κs
Γ(s)
∑
n1 6=0 ~N 6=0
exp
[
pii
4∑
j=2
nj(2n1ρj + zj)
]
(6.120)
∫ ∞
0
dτ τ s−
3
2
−1e−
pi|N|2
τ
−pi(B′+Tn21+n1z1−σ2j )τ .
Si nuevamente se hace uso de la identidad (6.105) se obtiene,
ζII(s) =
∑
n1 6=0 ~N 6=0
exp
[
pii
∑4
j=2 nj(2n1ρj + zj)
]
pi−s(1 + T )−s22s−1Γ(s)
| ~N |s− 32γ−
s
2
+ 3
4
n1 Ks− 3
2
(
2pi| ~N |√γn1
)
,
(6.121)
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donde se ha utilizado κ = (1 + T )pi/4 y se ha definido:
γn1 ≡ n1z1 + n21T +B′ − σ2j λ =
4TB′ + Z21
4T 2
. (6.122)
Analogo al caso anterior se toma entonces el limite s → 0 y se remueve la
singularidad en s = 0 para obtener,
Ψ(Ω2(T,A
′)) = lims→0
[
Γ(s)pi−s (ζI + ζII + ζIII) +
1
s
]
, (6.123)
que juntando con la solucio´n a la primera contribucio´n se obtiene finalmente,
eg = e2ReΨ(Ω2(T,A
′))|T + T¯ − AA′|,
donde Ψ(Ω2(T,A
′)) viene dado por:
Ψ(Ω2(T,A
′)) = C0 +
pi2
45
(1 + T
2
)3
+
(1 + T )
3
2
2
1
2
∑
n1, ~N 6=0
e2piin1
~N ·~ρ| ~N |− 32n
3
2
1K− 3
2
(
pin1| ~N |(1 + T )
)
+ 2
∑
~N 6=0
eipi
~N ·~z| ~N |−3/2
[
B′ −
∣∣∣∣~z2
∣∣∣∣2
]3/4
K− 3
2
[
2pi|N |
√
B′ − |~z|
2
4
]
+ 2
∑
n1 6=0 ~N 6=0
eipi(2n1
~N ·~ρ+ ~N ·~z)| ~N |−3/2γ3/4n1 K− 32
(
2pi| ~N |√γn1
)
+ 2
∑
n1 6=0
eipin1z1/Tn
−1/2
1 λ
1/4K− 1
2
(
2pin1
√
λ
)
.. (6.124)
Esta expresio´n puede estudiarse en dos limites asinto´ticos, segu´n el argu-
mento de las funciones de Bessel. Para tal objetivo utilizamos las siguientes
identidades,
Kν(z) = K−ν(z) (6.125)
limz→0Kν(z) =
(ν − 1)!2ν−1
zν
ν > 0
Kν(z) =
√
pi
2z
e−z z  4ν
2 − 1
8
.
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Entonces para los dos limites se obtiene,
Caso z  1,
Ψ(Ω2(T,A
′))z1 = C0 +
pi2
45
(
1 + T
2
)3
+ (1 + T )
∑
06=n1, ~N 6=~0
n1e
2piin1 ~N ·~ρ
2| ~N |2
+
(
4B′ − |~Z|2
)1/2 ∑
~N 6=~0
epii
~N ·~Z
4| ~N |2 +
∑
n6=0
epiinZ1/T
n
+
∑
0 6=n1∈Z, ~N 6=~0
√
γn1
2| ~N |2 e
pii(2n1 ~N ·~ρ+ ~N ·~Z). (6.126)
Caso z  1,
Ψ(Ω2(T,A
′))z1 = C0 +
pi2
45
(
1 + T
2
)3
+
∑
n6=0
epiinZ1/T−2pin
√
λ
n
+ (1 + T )
∑
06=n1∈Z, ~N 6=~0
n1e
2piin1 ~N ·~ρ−pin1| ~N |(1+T )
2| ~N |2
+ (4B − |~Z|2)1/2
∑
~N 6=~0
epii
~N ·~Z−pi| ~N |
√
4B−|~Z|2
2| ~N |2
+
∑
06=n1, ~N 6=~0
epiin1(
~N ·~Z+ ~N ·~ρ)+2pii| ~N |√γn
| ~N |2
√
γn1 ; (6.127)
Las ecuaciones (6.124, 6.126, 6.127) son el resultado principal de este traba-
jo, representan el argumento del exponencial en la funcio´n automo´rfica con
geometr´ıa SU(1, 2)/SU(2)× U(1).
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Cap´ıtulo 7
Aplicacio´n: Ecuacio´n de
Wheeler-De Witt
El proceso de regularizacio´n utilizado en este trabajo hasta ahora, difiere
apare´ntemente del me´todo utilizado en la literatura convencional [36]. Si el
proceso es el mismo o no, lo veremos segun los resultados de esta seccio´n. Co-
mo aplicacio´n de nuestro me´todo de regularizacio´n, se hallara´ el determinante
del operador resultante en la gravedad cua´ntica por medio de la ecuacio´n de
Wheeler-De Witt, el cual es un resultado interesante en la literatura [39].
Uno de los posibles acercamientos al a gravedad cua´ntica en (2+1)-dimensiones
es a trave´s de la cuantizacio´n por medio de la ecuacio´n de Wheeler-De Witt
[37], en este desarrollo aparece un problema, que se reduce ba´sicamente a en-
contrar el determinante del operador D0 que define la ecuacio´n Wheeler-De
Witt [37].
7.1. Planteamineto del problema
En esta teor´ıa, el espacio tiene geometr´ıa R×Σ donde Σ es una variedad
compacta 2−dimensional, usualmente un toro T 2, los autoestados y autoval-
ores del operador son de la forma:
|mn〉 = e2pii(mx+ny) lmn = 4pi
2
τ2
|n−mτ |2 + V0, (7.1)
donde m,n son enteros, y, x son coordenadas angulares, V0 esta asociado a
la funcio´n potencial y τ = τ1 + iτ2 es el mo´dulo complejo correspondiente a
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una me´trica,
ds¯2 =
1
τ2
|dx+ τdy|2. (7.2)
La funcio´n zeta asociada al operador D0 es;
ζ(s) =
∑
n,m
(lnm)
−s. (7.3)
Entonces como sabemos el determinante del operador es de la forma,
det D0 =
∏
n,m
lnm =
∏
n,m
eln(lnm)
= exp
[
− l´ım
s→0
d
ds
∑
nm
l−snm
]
= e−ζ
′(0). (7.4)
Por otro lado, de la ecuacio´n (6.19) encontramos que:
ζ(s) =
∑
n
l−snm =
1
Γ(s)
∫ ∞
0
ts−1
∑
nm
e−lnmtdt, (7.5)
con,
e−lnmt = eV0te−
4pi2
τ2
|n−mτ |2t
, (7.6)
entonces;
|n−mτ |2 = (n−m(τ1 − iτ2)) (n−m(τ1 + iτ2))
= n2 − 2nmτ1 +m2(τ 21 + τ 22 ). (7.7)
Esto puede llevarse convenientemente a una matriz de la forma:
|n−mτ |2 = (n , m) ·
(
1 −τ1
−τ1 τ 21 + τ 22
)
·
(
n
m
)
,
≡ ~nt Ω′ ~n, (7.8)
donde la matriz satisface la condicio´n:
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det Ω′ = τ 22 . (7.9)
Si se redefine la matriz como Ω = Ω′/τ2 entonces se obtiene det Ω = 1 con
esto la funcio´n zeta es:
ζ(s) =
1
Γ(s)
∫ ∞
0
dt ts−1
∑
~n
e−4pi
2~nTΩ~nt−V0t
=
1
Γ(s)
∫ ∞
0
dt ts−1e−V0t
∑
nm
e
−4pi2t
τ2
Anm . (7.10)
Donde se ha definido,
Anm ≡ n2 − 2nmτ1 +m2(τ 21 + τ 22 )
=
(
n2 −mτ1
)2
+m2τ 22 . (7.11)
7.2. Algunos resultados interesantes
Siguiendo el mismo procedimiento desarrollado para el caso SU(1, 1)/U(1)
y para SU(1, 2)/SU(2)×U(1) y segun la ecuacio´n (6.50), lo que nos interesa
es,
Ψ ≡ l´ım
s→0
d
ds
ζ(s) = l´ım s→ 0
(
Γ(s)ζ(s) +
1
s
)
. (7.12)
La cual es una funcio´n con un polo simple en s = 0 el cual se ha removido
(6.38).
Por otro lado, definiendo θ(iλτ) ≡ θ3(0, iλτ) segu´n la ecuacio´n 3.22, y uti-
lizando la propiedad 3, que all´ı se define, para nuestro caso con τ = it, se
obtiene el resultado que utilizaremos mas adelante,∑
n∈Z
e−piλtn
2
=
1√
λt
∑
n∈Z
e
−pin2
λt λt > 0. (7.13)
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7.3. Cuatro Contribuciones
En este punto es necesario partir el problema en cuatro regimenes,
ζ(s) = ζ1(s)︸︷︷︸
n=m=0
+ ζ2(s)︸︷︷︸
n=0,m 6=0
+ ζ3(s)︸︷︷︸
m=0,n6=0
+ ζ4(s)︸︷︷︸
m6=0,n6=0
.
El primer caso se resuelve efectuando la integral que se encuentra despues de
hacer (n = m = 0), en la ecuacio´n (7.10), y observando que bajo el cambio
de variable x = V0t aparece una funcio´n gamma que se cancela con la que
aparece en el denominador, el resultado es el siguiente,
ζ1(s) =
1
Γ(s)
∫ ∞
0
dt ts−1e−V0t
= V −s0 , (7.14)
entonces
l´ım
s→0
ζ ′1(s) = −lnV0. (7.15)
El segundo caso, haciendo (n = 0) en (7.10) obtenemos:
ζ2(s) =
1
Γ(s)
∫ ∞
0
dt ts−1e−V0t
∑
m 6=0
e−αpim
2t α ≡ 4piτ
2
τ2
. (7.16)
Si consideramos que τ2 > 0 podemos utilizar entonces (7.13),
ζ2(s) =
1
Γ(s)
∑
m6=0
∫ ∞
0
dt
ts−1√
αt
e−V0te−
pim2
αt
=
1
Γ(s)
√
α
∑
m 6=0
∫ ∞
0
dt t(s−1/2)−1e−
pim2
αt
−V0t. (7.17)
Con la ayuda de la fo´rmula integral (6.82) siempre que V0 > 0 se encuentra
que,
ζ2(s) =
2
Γ(s)
√
α
∑
m6=0
(
pim2
V0α
)(s/2−1/4)
Ks−1/2
(
2
√
pim2V0
α
)
. (7.18)
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Para la tercera contribucio´n, haciendo (m = 0) en (7.10) obtenemos:
ζ3(s) =
1
Γ(s)
∫ ∞
0
dt ts−1e−V0t
∑
n 6=0
e−γpin
2t γ ≡ 4pi
τ2
. (7.19)
Si consideramos nuevamente que τ2 > 0 y utilizamos otra vez (7.13) junto
con (6.82) se obtiene:
ζ3(s) =
1
Γ(s)
√
γ
∑
n6=0
∫ ∞
0
dt t(s−1/2)−1e−
pin2
γt
−V0t
=
2
Γ(s)
√
γ
∑
n6=0
(
pin2
V0γ
)(s/2−1/4)
Ks−1/2
(
2
√
pin2V0
γ
)
. (7.20)
La cuarta contribucio´n, con (m,n 6= 0) en (7.10) y siguiendo el mismo pro-
cedimiento se obtiene:
ζ4(s) =
√
τ2√
piΓ(s)
∑
n,m 6=0
(
τ2n
2
4V0 + 16pi2m2τ2
)s/2−1/4
Ks−1/2
(√
pi2τ2n2(V0 + 4pi2m2τ2)
pi2
)
.
(7.21)
7.4. Resultado Final
Juntando las cuatro contribuciones encontradas en la anterior seccio´n,
reemplazando los para´metros auxiliares y tomando el l´ımite segu´n (7.12), se
encuentra para la funcio´n solicitada la siguiente expresio´n:
Ψ =
√
τ2
pi
1
|τ |
∑
n6=0
(
4|τ |2V0
n2τ2
)1/4
K−1/2
(√
τ2V0
∣∣∣n
τ
∣∣∣)
+
√
τ2
pi
∑
n6=0
(
4|V0
n2τ2
)1/4
K−1/2
(√
τ2V0|n|
)
+
√
τ2
pi
∑
n,m 6=0
(
4(V0 + 4pi
2m2τ2)
n2τ2
)1/4
K−1/2
(√
τ2V0 + 4pi2m2τ 22 |n|
)
− lnV0. (7.22)
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No´tese, que los contadores “n,m“ aparecen en valor absoluto y son diferentes
de cero, por lo cual se puede hacer el cambio
∑
n 6=0
f(|n|) = 2
∞∑
n=1
f(n).
∑
n,m 6=0
f(|n|, |m|) = 4
∞∑
n,m=1
f(n,m). (7.23)
Despues de algo de a´lgebra y usando algunas identidades de las funciones de
Bessel, para organizar te´rminos, se obtiene la expresio´n final,
Ψ = 2|τ2|1/4
√
2
pi
∞∑
n=1
[√|τ |V 1/40√
n
K1/2
(
n
√
V0τ2
|τ |
)
+
V
1/4
0√
n
K1/2
(
n
√
V0τ2
)
+ 2
∞∑
m=1
(V0 + 4pi
2m2τ2)
1/4
√
n
K1/2
(
n
√
V0τ2 + 4pi2m2τ 22
)]
− lnV0, (7.24)
en te´rminos del determinante se obtiene:
det D0 = V0 exp
{
− 2|τ2|1/4
√
2
pi
∞∑
n=1
[√|τ |V 1/40√
n
K1/2
(
n
√
V0τ2
|τ |
)
+
V
1/4
0√
n
K1/2
(
n
√
V0τ2
)
+ 2
∞∑
m=1
(V0 + 4pi
2m2τ2)
1/4
√
n
K1/2
(
n
√
V0τ2 + 4pi2m2τ 22
)]}
.(7.25)
Es importante resaltar que la anterior expresio´n esta´ bien estructurada,
en el sentido de que debido al comportamiento asinto´tico de las funciones de
Bessel y al suavizado que tiene por el factor de 1/
√
n, los te´rmnios relevantes
son los primeros de la serie, por ello es razonable estudiar el caso l´ımite para
valores pequen˜os de los enteros con ayuda de la identidad [38]:
limz→0Kν(z) =
(ν − 1)!2ν−1
zν
ν > 0. (7.26)
Para los primeros valores de m, y n << 1/
√
V0τ2 se obtiene:
Ψz<<1 ≈ 2|τ |+ 6
n
− lnV0, (7.27)
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Esto no quiere decir que la serie converga a este valor, si no que puede ser
escrita como una suma de sus prime´ros termino los cuales tienen esta forma.
En este caso el determinante es,
detD0 ≈ V0
∑
primeros n’s
exp
[−2|τ | − 6
n
]
. (7.28)
El resultado final sin aproximar (7.25) es ligeramente diferente que al-
gunos resultados encontrados en la literatura, vease por ejemplo la ecuacio´n
(33) en la referencia [40], o la seccio´n (6.4) en la referencia [36], esto sugiere
que el me´todo nuestro debe tener diferencias con el proceso de regularizacio´n
zeta convencional.
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Cap´ıtulo 8
Conclusiones y Perspectivas
El resultado principal de este trabajo es la construccio´n de funciones au-
tomo´rficas de variedades con geometr´ıa especial de Ka¨hler, estas geometr´ıas
son importantes porque aparecen como espacios de mo´dulos en procesos de
compactificacio´n sobre variedades Calabi-Yau, el me´todo utilizado es propon-
er una solucio´n a la funcio´n automo´rfica en te´rminos de unos para´metros que
dependen de la geometr´ıa a utilizar, se regulariza esta expresio´n con ayuda de
la funcio´n zeta de Riemann evitando algunos puntos sobre el orbit en el cual se
mueven los para´metros, en el caso que nos compete SU(1, 2)/SU(2)×U(1) se
ha obtenido para la funcio´n automo´rfica la expresio´n (6.124), que ha quedado
en te´rminos de la matriz perio´dica Ω2, la cual en el proceso de construccio´n
mostro´ algunas simetr´ıas interesantes que nos permitio simplificar los ca´lcu-
los, y las cuales pueden de alguna manera generalizar simetr´ıas duales. Se
puede interpretar esta matriz como la matriz de periodos de alguna variedad
abeliana, aunque en este punto solo se puede especular acerca de esto, ser´ıa
interesante hacer una extencio´n sobre la relacio´n que existe entre las matrices
perio´dicas abelianas y nuestra matriz. En cuanto a la regualrizacio´n del op-
erador de Wheeler De Witt, encontramos que nuestro resultado tiene ligeras
diferencias con los ca´lculos hechos en la literatura ([36], [37]), aunque talvez
sea posible expresar en algu´n l´ımite adecuado la equivalencia entre los resul-
tados. Como perspectiva a un trabajo posterior, podria pensarse en estudiar
las consecuencias f´ısicas de los resultados obtenidos para el determinante del
operador de Wheeler De Witt, para los dos casos limites que se estudiaron
en este trabajo.
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