Abstract. The Monte Carlo pathwise sensitivities approach is well established for smooth payoff functions. In this work, we present a new Monte Carlo algorithm that is able to calculate the pathwise sensitivities for discontinuous payoff functions. Our main tool is to combine the one-step survival idea of Glasserman and Staum [8] with the stable differentiation approach of Alm, Harrach, Harrach and Keller [1] . As an application we use the derived results for a two-dimensional calibration of a CoCo-Bond, which we model with different types of discretely monitored barrier options.
1. Introduction. Consider Monte Carlo algorithms (see, e.g., Glasserman [7] ) for the pricing and the sensitivities for different types of options with discontinuous payoffs, specially discretely monitored barrier options. Depending on whether or not an underlying crosses a predefined barrier, the payoff of a barrier option may be zero. For this kind of options, there are two substantial types: These which pay zero when there was no barrier crossing -so called 'knock-in' options, and these which pay zero when the barrier was crossed -the 'knock-out' options. It is obvious that barrier options are cheaper than the standard option without a barrier, since it is worthless in more circumstances. For an overview over other exotic options, particularly with discontinuous payoff, we refer to e.g. Zhang [13] . Many models and algorithms assume continuous monitoring for barrier options, mainly because this leads to analytical solutions. In practice however, many barrier options traded are discretely monitored, not only since practical implementation issues, but also there are some legal and financial reasons, see e.g. [2] .
The price of an option is evaluated by the integral of its expected discounted payoff under a risk-neutral probability measure. At barrier options however, the payoff is discontinuous over the space of all paths. If we look at simple cases, there are analytical formulas for the option price. But if we want to use a more complex stochastic process or a high dimensional model, there won't be useful formulas. As a result of this, it is often useful to use Monte Carlo simulations, which are easy adapted to these models. However, for Monte Carlo algorithms the discontinuous payoff leads to the problem, that the option's sensitivities such as Delta and Vega can't be stably determined from the numerically calculated prices of the standard Monte Carlo algorithm, since even the smallest numerical errors in the price may have arbitrarily large effects on the differentiations, see e.g. [1, 10] .
Within this work, we derive a Monte Carlo algorithm that allows to calculate the pathwise sensitivities of knock-out barrier and additionally digital knock-in and -out barrier options as well. The main part of this paper is based on Glasserman and Staum's [8] one-step survival strategy and the results of Alm et al. [1] , of which we know that with the approach we can stably determine the option's sensitivities such as Delta and Vega by simple finite differences. The basic idea of Glasserman and Staum [8] is to use a truncated normal distribution, which excludes the values above the barrier (e.g. for knock-up-out options), instead of sampling from the full normal distribution. This approach avoids the discontinuity generated by any Monte Carlo path crossing the barrier, which yields to a Lipschitz continuous payoff function [1] . Furthermore, the output allows stable numerical differentiation and leads to a variance reduction.
The new part will be to develop an extended algorithm that estimates the sensitivities for the one-step survival technique directly, without the need of simulation at multiple parameter values as in finite difference. This is an advantage, since the choice for the step-width of the finite difference varies with the input parameters to balance stability and accuracy. The extended algorithm will be based on the idea of the pathwise sensitivity approach, as in [7] . While the one-step survival smooths the indicator of the payoff function, we can differentiate the expectation to get an estimator for the Greek. While we pay e.g. with loss of linearity, the differentiation creates new terms in every monitoring date. Nevertheless, we found a way to efficiently calculate these terms while simulating the path.
As an final example, we want to calibrate contingent convertibles as an application of the developed theory. These are debt instruments, which convert debt into equity upon a trigger event. Contingent convertibles made their entry in the financial world in December 2009. Llodys banking group offered them, by giving their holders the possibility to swap their bonds into this new one. In early February 2011, Credit Suisse managed to attract $ 2 bn in new capital by this new asset class. In [12] an in-depth analysis of pricing and structuring of these CoCos is given. Spiegeleer and Schoutens show, that a CoCo-Bond can be priced by a Corporate Bond, a knockin forward and several binary down-in options. We will compare the usage of the standard Monte Carlo, the one-step survival with numerical differentiation and the one-step survival with pathwise sensitivities for the calibration process.
If someone is interested in the calculation of greeks for continuously monitored barrier options we refer to [4] , whereas these are handled for general stochastic differential equations. Another idea for pricing greeks for discretely observed barrier options, which is based on a multidimensional version of vibrato Monte Carlo by Giles [6] , can be found in [3] .
The structure of this work is as follows. In section 2 we derive our Monte Carlo pricing algorithms for the above mentioned barrier options and their pathwise sensitivities. Then, we study our algorithms properties and compare the results of the pathwise sensitivities with the finite difference approach in section 3. Furthermore, we will present the case study of a CoCo-Bond in this section. Section 4 contains some concluding marks.
2. Monte Carlo one-step survival pathwise sensitivities for discretely observed barrier options. In this section we will derive our Monte Carlo pathwise sensitivities algorithm for different types of discretely observed barrier options. For this, we will stick to Alm et al. [1] and use a slightly modified construction of their first algorithm.
We focus on the case, where the options depend on only one underlying asset. Furthermore we focus on call options, but the conversion to put options is straightforward. Let S t describe the evolution of the underlying spot price and let (S 1 , . . . , S T ) be the vector containing the evaluations at fixed, chronologically sorted, observation dates (t 1 , . . . , t T ). We will focus on the Black-Scholes model, where S t is assumed to follow a geometric Brownian motion dS t = µS t dt + σS t dW t , with µ := r − b, where r is the risk-free interest rate and b the dividend yield. σ > 0 is the volatility and W t the standard Brownian motion. This model yields to
with j = 0, . . . , T and Z j independent standard normally distributed, with t 0 and S 0 = s 0 the current time and underlying price and step width ∆t, see e.g. Hull [9] .
2.1. One-step survival pathwise sensitivities for knock-up-out options. While in this subsection we study the knock-up-out case in depth, we will present other cases less extensive in the following sections.
The payoff of a discretely observed knock-up-out barrier call option is given by
with barrier value B, strike price K and observations j = 1, . . . , T at the observation dates (t 1 , . . . , t T ).
Definition 2.1. The present value of an option with payoff (2.2) is given by the discounted expected payoff
at the current time t 0 and at the time of the final observation t T .
We use the following definition for an unbiased Monte Varlo estimator, see e.g. [7] . Definition 2.2. For any N ≥ 1, an Monte Carlo estimator PV N is unbiased if
Starting with the current underlying price s 0 = S 0 and using (2.1) the path is generated from s 1 to s T , by sampling with independent and identically standard normal distributed random variables
By sampling a sequence of possible realizations (s 1,n , . . . , s T,n ), n = 1, . . . , N , of the random variables (S 1 , . . . , S T ), we can calculate the unbiased standard Monte Carlo estimator for P V t0 , which we will formulate in the following theorem.
Theorem 2.3. The standard Monte Carlo estimator for the present value of a knock-up-out barrier option given by the average discounted payoff
is unbiased.
Proof. Since we know that the path simulation with (2.1) is unbiased the unbiasedness of the estimator follows with
We see, that if already s j > B it is not necessary to calculate the path any further. Now we will derive an alternative unbiased Monte Carlo estimator, based on one-step survival, which allows for pathwise sensitivities. The idea of Alm et al. [1] using the one-step survival technique of Glasserman and Staum [8] to obtain stable differentiability can be intepreted in different ways. One is that the one-step survival enforces the paths to stay below the barrier by changing the distribution. For a summary of this approach and the resulting algorithm, we refer to Alm et al. [1] .
Another interpretation, which we will study further, is to view one-step survival as an integral splitting, also mentioned in [1] .
For the expectation of a payoff function P V t0 , we have
with the standard normal distribution φ, the time increment ∆t := (t 1 − t 0 ) and S 1 (z) the value of S at the first observation with (2.1) given by
In the following work we will assume an equidistant time increment ∆t = (t 1 − t 0 ) = · · · = (t T − t T −1 ) between the monitoring dates, whereas a generalization would be straightforward. With this assumption we follow (t T − t 0 ) = T ∆t. By splitting the integral at the first observation, see e.g. [1] , we receive
because the payoff of the barrier option is zero if S 1 (z) ≥ B. We receive analogue formulas for P V t1 (S 1 ), . . . , P V tT −2 (S T −2 ) whereas for the last observation step we receive
with the payoff q(S T ) defined in (2.2), which is lipschitz and only depends on the end value since no barrier hit was allowed. We determine that φ(z) is no longer a probability density on the integration domain. Therefore we normalize the integral with the factor
to get e.g.
and again analogue formulas for P V t1 (S 1 ), . . . , P V tT −1 (S T −1 ). Note that in practice no p t will become zero. This method can be interpreted as a special case of importance sampling, see e.g. [7] . Now, by iteratively splitting the new expressions we would receive the Monte Carlo estimator similar to Algorithm 1 of [1] or as in [8] . In this work, before iteratively splitting we will do an integral substitution to get an easier access to the pathwise sensitivities later. From [1] we know that S 1 (z) < B is equivalent to
Using (2.6), the integration domain of (2.5) can be rewritten:
Now we substitute the integral with
with a slight abuse of notation, namely with
If we now want to simulate more time-steps and therefore replace P V t1 (S 1 (u)) in (2.8) with its expectation, we can go on iteratively with splitting and substituting of the integral and receive e.g. the following expression for two time-steps:
and
Finally if we go on till the time of maturity and by resorting we receive the following theorem as an equivalent formula to the present value of Definition 2.1.
Theorem 2.4. The present value of a knock-up-out barrier option with payoff (2.2) is given by
(2.11)
and the recursion base function S 0 (u (0) ) = S 0 .
Proof. The proof follows from the above considerations, going on iteratively with splitting and substituting till the last observation date by
Starting with the current underlying price s 0 = S 0 and using (2.12) and (2.13) the path can be generated from s 1 to s T , by sampling with independent and identically distributed random variables
By sampling a sequence of possible realizations (s 1,n , . . . , s T,n ), n = 1, . . . , N , of the random variables (S 1 , . . . , S T ) and their survival probabilities (p 0,n , . . . , p T −1,n ), n = 1, . . . , N , we can calculate the unbiased one-step survival Monte Carlo estimator for P V t0 , as an alternative of the standard Monte Carlo estimator of Theorem 2.3.
Fig. 2.1. rescursion formula for S and p Theorem 2.5. The one-step survival Monte Carlo estimator for the present value of a knock-up-out barrier option given by the average discounted one-step survival payoff
Proof. The average discounted one-step survival payoff is an unbiased estimator for the present value of Theorem 2.4 and therefore an unbiased estimator for the present value of Definition 2.1.
We see that we received a recursion formula, illustrated in Figure 2 .1, for the modified asset price process S and a recursion formula for their probabilities p for hitting the barrier.
Furthermore we see that the integral domains now are compact and the integrand is a composition of lipschitz continuous functions, since (2.12), (2.13) and q(S T ) are lipschitz. Therefore the differentiation could be drawn into the integral. In exchange for this, the new asset price S t+1 has an extra term depending on p t , which in turn again depends on S t etc.
Glasserman and Staum demonstrate in [8] that one-step survival possesses a significantly reduced variance, compared to the standard estimator (at the price of only slightly increased computational effort). For more information on the stability of numerical differentiation for the algorithm, we refer to [1] .
At this point we now want to study the new pathwise sensitivities, for which we will use the derived formulas of Theorem 2.4. Since the new payoff function q(S T ) and the survival values p j smoothly depend on the variables, they can be differentiated. We can differentiate after all variables, whereas we will use Θ as the variable of differentiation.
In the following we rewrite the recursion and base functions for an easier study of how the differentiation of the paths can be calculated recursively. Hence we write them in a more general notation. Let Θ := (Θ 1 , . . . , Θ 5 ) = (S 0 , B, µ, σ, ∆t), than (2.12) and (2.13) can be written as
with u = (u (1) , . . . , u (T ) ) and the recursion base function S 0 (Θ, u) = Θ 1 .
For (2.12) and (2.13) this leads to
With this notation and since we assumed (t T − t 0 ) = T ∆t the present value of the option (2.11) can be written as
whereas q * (Θ, u) is the one-step survival payoff defined by
The present value now can be differentiated after any Θ j and since we have compact domains and a lipschitz continuous integrand we receive:
Obviously we need the differentiation of the one-step survival payoff q * (Θ, u) to calculate the differentiation of the present value and therefore we will need the differentiations of p t (Θ, u) and S t+1 (Θ, u). Regarding this issue we formulate the following theorem. Theorem 2.6. The partial differentiations of the present value of a knock-up-out barrier option with payoff (2.2) with respect to Θ 1 , . . . , Θ 4 are given by
whereas ∂q * ∂Θj (Θ, u) are the differentiations of the one-step survival payoff (2.19) given by
. . . The differentiations of p t (Θ, u) and S T (Θ, u) are recursively given by
, whereas ∂St ∂Θj (Θ, u) is the differentiation of the previous recursion step, with
and with the initial differentiation functions:
Proof. (2.21) follows from (2.20) since the differentiations are not with respect to r, T or ∆t. (2.22) to (2.24) are calculated through product rule of (2.19), (2.14) and (2.15).
We receive the expressions (A.1) and (A.2) for D (ϑ1,...,ϑ4,s) (f (s, ϑ)) and D (ϑ1,...,ϑ4,s,π) (g (π, u, s, ϑ)) for our previously introduced model, which can be viewed in the appendix.
Starting with the current underlying price s 0 = S 0 and using (2.25) and (2.26) the path can be generated as in Theorem 2.5. By using (2.23) and (2.24) the differentiations of the paths and the survival values can be calculated. Theorem 2.6 leads to the following unbiased one-step survival pathwise sensitivities Monte Carlo estimator:
Theorem 2.7. The one-step survival pathwise sensitivities Monte Carlo estimator with respect to (Θ 1 , . . . , Θ 4 ) of the present value of a knock-up-out barrier option given by the average
Proof. The result is a direct consequence of Theorem 2.6 and the previous considerations.
We want to remark, that if one is interested in second order Greeks the indicator function can be smoothed out, since in the last timestep we can force the path to stay between B and K. This can be done with the results we will see in the following section or with other methods, see e.g. [7] .
While in (A.1) and (A.2) we gave the results of the needed differentiations for the pathwise sensitivities estimator of Theorem 2.7, these can be calculated automated by e.g. a MATLAB [11] script. To explain this idea in more detail we present Algorithm 1, which uses the Symbolic Math Toolbox™ of MATLAB for the differentiation. The algorithm calculates the needed differentiations for (2.23) and (2.24) and inserts these into the Monte Carlo simulation.
For a better understanding, since Algorithm 1 uses the syntax and some functions of MATLAB, we will explain the code line by line in the following paragraph.
In the rows 3 and 4 we define the functions (2.16) and (2.17), whereas all variables are handled in the symbolic way. To generate the symbolic expressions, we use the MATLAB function syms. From row 7 to 13 the algorithm calculates the symbolic differentiations of f with respect to ϑ 1 , . . . , ϑ 4 and s and of g with respect to ϑ 1 , . . . , ϑ 4 , s and π, with the symbolic MATLAB function jacobian. Remember that in this script these are equal to the matrices (A.1) and (A.2) of the appendix. After calculating the symbolic differentiations the algorithm converts the symbolic expressions to function handles with matlabFunction(). After this predefining of the functions, the algorithm starts with the Monte Carlo simulation at row 17. In addition to the asset price and survival value simulation in lines 23 to 25, the algorithm calculates the differentiations of these in the lines 27 and 38 as in the formulas derived in (2.23) and (2.24). After the simulation of the paths the algorithm first calculates the one-step survival payoff as in Theorem 2.5 in line 35 and the pathwise sensitivities of the option (Delta, Beta, Rho, Vega) from line 37 to 48 as in Theorem 2.7.
Finally for this section we will give some remarks to the algorithm. In the used MATLAB version the function matlabFunction() sets the input parameters in alphabetic order, which we therefore considered in the algorithm.
To implement the algorithm, the normal distribution and the inverse normal distribution should be replaced by the formulas
since MATLAB is not able to differentiate symbolically the norminv function at this time.
Algorithm 1 One-step survival pathwise sensitivities estimator with respect to S 0 , B, µ, σ (Delta, Beta, Rho, Vega) of a knock-up-out barrier option.
1: % symbolic definition of (2.16) and (2.17) 2: syms ϑ 1 , . . . , ϑ 5 , u, π,
6: % symbolic partial differentiations of f and g, resulting in (A.1) to (A.2) and the conversion of the symbolic expressions to function handles % simulate paths as in (2.14) and (2.15) 23:
Sample u ∼ U (0, 1)
25:
S j+1 := g(p j , S j , Θ, u)
26:
% simulate differentiations of paths as in (2.23) and (2.24) 27:
end for
31:
% calculate price as in Theorem 2.5 32:
% calculate the pathwise sensitivities as in Theorem 2.7 34:
for i = 1, . . . , T do 36:
end for 38: end for 39: return P V t0 := e
Last we want to remark, that the options, we will explain in the next sections, can be implemented straightforward with some minor changes which we will explain at the end of these sections.
2.2. One-step survival for knock-down-out options. In the last section we substituted the integral with z = Φ −1 (pu). Resulting of that, the path always survived while staying below the barrier. For knock-down-out options the path survives if it stays ahead of the barrier. Therefore we have to modify the substitution, which we shortly explain in this section. Hereafter, we will derive the needed changes to use Algorithm 1 for the pathwise sensitivities for these type of options. The payoff of a discretely observed knock-down-out barrier call option is given by
For the present value P V t0 we have an analogue definition as in Definition 2.1.
If we split the integral at the first observation date as above, we see that in this case the right part of the integral will become zero:
Here we have to normalize the remaining left integral with a similar survival probability:
Thus, we receive
and again analogue formulas for P V t1 (S 1 ), . . . , P V tT −1 (S T −1 ), with P V tT (S T (z)) = q(S T (z)). Again, using (2.6), the integration domain of (2.29) now can be rewritten to
Here, we use a modified substitution for the integral part of (2.30), as we substitute it with
We see that only z(u) differs from (2.9) and (2.10) and we have (1 − p 0 ) instead of p 0 . For multiple time steps the way is again analog and leads to the following theorem.
Theorem 2.8. The present value of a knock-down-out barrier option with payoff (2.28) is given by
32)
Proof. The proof is analogue to the proof of Theorem 2.4 by iteratively splitting and substituting with the modified substitution (2.31).
To derive the partial differentiations and an estimator for the pathwise sensitivities the way is analogue to the knock-up-out case and one could formulate an unbiased one-step Monte Carlo estimator analogue to Theorem 2.5. For simplicity we will only present the changes for Theorem 2.6, Theorem 2.7 and Algorithm 1 which would result in new theorems and a new algorithm for knock-down-out barrier options.
First we see that we receive a modified one-step survival payoff
which results in a modified differentiation given by:
This result leads to a straightforward formula for the pathwise sensitivities Monte Carlo estimator out of Theorem 2.7. Last we see, that instead of g (π, u, s, ϑ) of Theorem 2.7 we have to use
for the path simulation, whereas f (s, ϑ) doesn't change at all.
All in all, to receive the one-step survival Monta Carlo estimator for the pathwise sensitivites and the payoff of a knock-down-out barrier option Algorithm 1 only has to be modified at line 4 with the new g(π, s, ϑ, ω) of (2.37) and at the lines 31 to 37 with the new payoff and its differentiations as in (2.35) and (2.36).
2.3. One-step survival for digital options. In the last two sections, we saw how to receive the price and the pathwise sensitivities of knock-up-out and knockdown-out barrier options. The introduced techniques can't be easily applied to knockin options, since none of the split integrals become zero.
For digital knock-in barrier options however, we can apply one-step survival similar as before, since one side of the split integrals becomes constant and doesn't need to be simulated any further.
Hence, we now want to study the following payoff of a digital knock-up-in barrier option:
with c ∈ R. For the present value P V t0 we have an analogue definition as in Definition 2.1.
By splitting and substituting the integral at the first observation date, with (2.7) for the first summand and (2.31) for the second, we receive
with (2.12) for p 0 , (2.13) for S
1 (u) and (2.34) for S
1 (u) and since the payoff will be c ∈ R if the underlying hits the barrier. Again by going on till the time of maturity and by resorting we receive the following theorem.
Theorem 2.9. The present value of a digital knock-up-in barrier option with payoff (2.38) is given by
with p t and S t+1 (u (t+1) ) from (2.12) and (2.13) and the recursion base function
Proof. The proof is analogue to the proof of Theorem 2.4 by iteratively splitting and substituting with the substitution (2.7).
All in all we see that the recursion formulas from section 2.1. hold here and a theorem for the partial differentiations can be formulated analogue to Theorem 2.6 with the one-step survival payoff Table 3 .1 Parameters of the up-and-out barrier option.
and its straightforward calculated differentiation. Furthermore a theorem an unbiased pathwise sensitivities Monte Carlo estimator could be formulated which would result in a modification of Algorithm 1, whereas the payoff and the differentiations of the payoff from line 31 to 37 have to be customized.
We remark that the digital knock-out digital options are as in the previous section but instead of the payoff q(S T ) with a constant payoff c ∈ R.
Finally we remark that the theory and Algorithm 1 can be adjusted straightforward for knock-down-in digital option with the results of section 2.2 and similar to the ideas of this section.
Knock-in options.
As mentioned before, it is not straightforward to use the presented techniques for general (non digital) knock-in barrier options. But with the algorithm it is possible to calculate the price and the pathwise differentiations with respect to any variable Θ j , since the in-out parity leads to the following in-out parity for the differentiations:
whereas for the differentiation of the non-barrier option we can use e.g. the standard pathwise sensitivities approach from [7] . As a little remark, we want to mention that if the variable Θ j is the barrier B the differentiation of the plain option
will become zero.
3. Numerical results. In this section, we will provide some numerical results for the new introduced algorithm. Therefore, we consider a simple discretely observed up-and-out barrier option with 50 observations before maturity. We will use the parameters of Table 3 .1, whereas the example is fictitious.
In the first column of price S 0 (the Delta) calculated by applying forward finite differences
both with the standard Monte Carlo estimator and the one-step survival estimator with a slightly enlarged scale. The third column shows the comparison again of the one-step survival finite difference and of our one-step survival pathwise estimator. The plots clearly demonstrate the instability of the standard Monte Carlo estimator with respect to numerical differentiation and the stability of the one-step survival MC estimator as already mentioned in [1] . In the third column, we also see that the new pathwise sensitivity approach leads to the correct differentiations. This is an advantage, considering that the pathwise estimator doesn't need to simulate multiple paths and no further choice of δ s is needed. Nevertheless, we want take a deeper look at the comparison of these two methods for sensitivity calculation. We know, that we only have to simulate one path for the pathwise sensitivities, but the generation of that path is more complex, since the differentiations of the paths have to be calculated, as developed in (2.23) and (2.24). The following comparison will be presented in dependence of the Monte Carlo samples in the first plot and the needed time in the second plot of Figure 3. 2. In the plots we use some different choices for δ s for the finite differences and compare the estimation with respect to the underlying price S 0 (the Delta), whereas the pathwise estimator with a huge amount of simulations was used as the benchmark.
We see that the new pathwise estimator is independent of a discretization error. In contrast to this result the finite difference estimator won't improve after a certain error accuracy is reached. Moreover, we see that in this setting our pathwise estimator needs slightly less time than two paths of the one-step survival estimator for the difference quotient.
Finally we want to remark, that if we additionally want to calculate a second or more Greeks even more time can be saved, since some of the expressions in the recursions (2.23) and (2.24) already have been calculated for e.g. Delta, since some expressions only have to be calculated once independent of the Greek.
3.1. Calibration of a CoCo-Bond. In this section, we want to show the advantages of the stability of the differentiations and therefore one-step survival for a Monte Carlo calibration process. For this purpose, we will compare the standard Monte Carlo estimator, the one-step survival estimator, and the new pathwise sensitivity estimator in a two-dimensional calibration. Not only that, with stable differentiations, we can use higher order optimization tools, we also detected an advantage in differentiation free optimization, e.g. nelder-mead, with one-step survival. This effect is based on the idea that unstable differentiation influence even gradient free algorithms. For a better understanding, we want to illustrate some numerical results of a two-dimensional calibration with respect to the barrier and volatility of a CoCoBond. The forward problem, the price and sensitivity calculations of the calibration, will be implemented on a GPU, using the Parallel Computing Toolbox of MATLAB to speedup the calculations [5] .
We generated the synthetic CoCo-Bond based on the structure derived in [12] . CoCo-Bonds are dept instruments, which automatically convert into equity or suffer a write down, when the bank gets into a state of a possible non-viability. In this situation the future of the bank is questioned by the bondholders, depositors and regulators. This threatening situation is quantified by a conversion or the write down which is triggered by a predefined event. Hence, the bank ends up with a stronger capital structure. In our studies we will use the equity differentiation approach from [12] , where the holder receive coupons as long as the trigger event is not a fact. The trigger event is simulated with a knock-in forward, which is observed discretely at the dates of coupon payments, on which in our model the regulators would intervene. While the coupons will end when the trigger event is fact, the value of the CoCoBond is reduced compared to a straight corporate bond of the same issuer. This is valued as a short position in a binary down-and-in barrier option monitored at the same dates. We notice, that for every coupon, there is indeed a corresponding short position in binary option that is knocked in on the same barrier. All in all the price of the CoCo-Bond can be calculated as:
While we can simulate the price and sensitivities of the binary down-in options with our introduced algorithm from section 2, we will simulate a knock-out forward and a forward for the price and the sensitivities of the knock-in forward, as described in section 2.4. In Table 3 .2 we see the considered synthetic parameters for two different maturities of the CoCo-Bond.
We calculated the benchmark price of the CoCo-Bond with a high amount of Monte Carlo simulations, the searched values B = 0.4 and σ = 0.4 as in Table 3 .2 and with the initial values B = 0.5 and σ = 0.5. We will use all MATLAB optimization algorithms as black boxes, without any modification. Firstly, we use the gradient-free MATLAB function fminsearch, which uses a nelder-mead simplex method, for the calibration process. In Table 3 .3 and 3.4 we show the results both for the standard Monte Carlo and the one-step survival estimators for the CoCo-Bond.
For a huge amount of simulations (#MC = 10 7 ), the standard Monte Carlo estimator delivers viable results (data fit = 2 · 10 −4 ), but the data fit decreases fast for less simulations and the results become unstable. On the contrary, for the one-step survival estimator even with a small amount of simulations we receive a good data fit. Hence, we can conclude that even if using gradient-free algorithm, the instability of the standard Monte Carlo estimator is crucial.
To go further we will use the optimization tool lsqnonlin of MATLAB , which is based on a trust-region-reflective method, for the same calibration. Table 3 handed over. The results are presented in Table 3 .5 and 3.6.
Here, we obviously see the expected strength of one-step survival. Since it has stable numerical differentiation, the calibration is much faster and delivers a better data fit. Even with a huge amount of simulations, the standard Monte Carlo estimator doesn't work well in this scenario. Since we showed in the previous sections, that we are now able to calculate the pathwise sensitivities of the options and the forwards we can make use of them and hand over the Jacobian to lsqnonlin. We use the ideas of the sections 2.2, 2.3 and 2.4 to calculate the price and the pathwise sensitivities of (3.1) and use them in the calibration process. The results can be viewed in Table 3 .7 and we see, that we received the fastest calibration with our new pathwise sensitivity one-step survival estimator.
Conclusions.
We adjusted the idea of pathwise sensitivities to the idea of the one-step survival Monte Carlo method suggested by Glasserman and Staum [8] . It followed, that we were able to calculate the pathwise sensitivities of options with discontinuous payoffs, namely barrier options. In the numerical results, we saw that these differentiations behave stable and can be calculated efficient related to finite differences, without evaluating a second path. It followed, that there appears no problem in choosing a discretization step width for balancing accuracy and stability, which would depend on the input parameters and the underlying Greek. Since we already received a time saving for only one Greek, we expect it to be even better for higher dimensional calibrations, particularly because many calculations of the recursion formula for another Greek can be saved.
Furthermore, we expect that the algorithm can be expended for second order Greeks, while we can smooth out the discontinuity at the last time-step.
For a simplified presentation, we derived the algorithm within the classical BlackScholes model. But, as we used a more general notation for the recursions of the paths and the recursions of the differentiations of the path, the extension to other models, e.g. with more complicated survival zones (e.g. for stochastic parameters), should be applicable as well. Furthermore, the extension to non-constant parameters will work as follows: Using smaller time steps, it is assumable that the parameters are constant in these steps. Then, at the observation dates, our algorithm can be applied, with constant parameters and a smaller step width.
Stochastic parameters will lead to more complicated survival zones (where now also the stochastic parameters play a role), but the ideas presented herein should be applicable as well. We also believe, that the method of pathwise sensitivities can be adapted to other kinds of options with path-dependent, discontinuous payoffs.
In the case study, we calibrated a Coco-Bond, which we modeled with discretely monitored barrier options and saw that the standard Monte Carlo estimator only worked viable for a huge amount of simulations. With the one-step survival pathwise sensitivities estimator on the other hand, we detected a fast and stable estimator for the calibration of the Coco-Bond.
