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摘要 
向量優化中的一個重要問題是尋找集合的正真有效點在有效點中稠密的充分 




介紹Arrow, Barankin和Blackwell的結果在Banach (或賦範向量）空間 
幾個重要推廣。 
en 的 
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Abstract 
One important topic in vector optimization is to find sufficient conditions to 
guarantee that the efficient (minimal) points can be approximated by the special 
elements that can be scalarized, that is one seeks to ensure that the set of positive 
proper efficient points of a set is dense in the set of efficient points. In 1953， 
Arrow, Baraiikin and Blackwell [1] stated a celebrated density theorem of this 
kind in Euclidean spaces. In particular, they proved that the set of positive 
proper efficient points of a compact convex subset of a Euclidean space (under 
the natural order) is dense in the set of efficient points. Another important 
topic in vector optimization is the study of the topological structure such as the 
connectedness of various kinds of Pareto (minimal) solution sets. In this thesis, 
we study some important generalizations of Arrow, Barankin and Blackwell's 
results in the setting of Banach (or normed vector) spaces. 
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In 1953, Arrow, Barankin and Blackwell [1] stated a celebrated density theorem 
in Euclidean spaces. They proved that the set of positive proper efficient points 
of a compact convex subset Xq of a Euclidean space X is dense in the set of 
efficient points (if the Euclidean space is equipped with its natural ordering), that 
is for each "minimal" point Xq in Xq and for each e > 0 there exists a "strictly 
positive" element x* (with positive components) of X such that the corresponding 
linear functional restricting to Xq attains its minimum at some point within the 
neighbourhood of a:�. After that, many authors established some more general 
density results. Petschke [13] proved this density result in general nornied spaces 
if A is weakly compact and the ordering cone is an abstract cone with a bounded 
base. Noting that a cone with a bounded base is a quasi-Bishop-Phelps cone, Ng 
and Zheng [12] generalized Petschke's result by proving the density result for a 
general normed space provided that the ordering cone is a quasi-Bishop-Phelps 
cone with a base. Without any compactness assumptions on the objective set, 
they also proved that if ^ is a closed convex complete set and the ordering cone is 
a closed convex cone with a weakly compact base, then the set of positive proper 
efficient points of A is dense in the set of efficient points of A. This study relates 
to the well-known Phelps Theorem, which stated that every weakly compact 
5 
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convex subset of a Banach space is the closed convex hull of its strongly exposed 
points. Since the completion of a normed space is a Banach space, the Phelps 
Theorem can easily be extended to the general normed spaces setting. Zheng, 
Yang and Teo [23] studied efficient point sets in general normed spaces where the 
ordering cone has a bounded base and established a parallel result as the Phelps 
Theorem. Theorem 3.2.4 gives a unified treatment of their results as well as the 
Phelps Theorem. Although the proof is basically modified from the literature 
(especially [23]), the presentation of Theorem 3.2.4 is new and encompasses the 
Phelps Theorem as well as the corresponding results in [23]. 
Another important theorem in [1] concerns the topological structure of Pareto 
solution sets and weak Pareto solution sets. Arrow, Barankin and Blackwell stud-
ied a vector optimization problem on a Euclidean space with its natural ordering. 
They proved that if the objective is a continuous affine mapping (a mapping is 
affine if it is a translation of a linear mapping) between two Euclidean spaces 
then Pareto solution sets and weak Pareto solution sets are the union of finitely 
many polyhedra and are pathwise connected. Zheng and Yang [22] generalized 
this theorem to piecewise linear case. They proved that if the objective is a cone-
convex piecewise linear mapping (affine mappings are piecewise linear) between 
two general normed spaces, the constraint set is polyhedral, and the ordering 
cone is a polyhedral cone with nonempty interior, then the set of all weak Pareto 
solutions is the union of finitely many polyhedra and is pathwise connected. Very 
recently, in Banach spaces, Zheng [21] studied a vector optimization problem with 
a set-valued mapping as the objective whose graph is the union of finitely many 
polyhedra. He proved that if the ordering cone has nonempty interior and the 
objective is cone-convex or the ordering cone is polyhedral with nonempty inte-
rior, then the weak Pareto solution set and weak Pareto optimal value set are the 
union of finitely many polyhedra. Moreover, if the ordering cone has a weakly 
compact base, then the Pareto solution set and Pareto optimal value set are the 
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union of finitely many polyhedra. Under the convexity assumptions of objective, 
he proved that the weak Pareto solution set is pathwise connected; moreover, the 
Pareto solution set and Pareto optimal value set are pathwise connected if the 





In this chapter, we introduce some notations and fundamental properties. They 
are mainly concerned with functional analysis and vector optimization. 
2.2 Notations and fundamental properties 
The following definitions are standard in vector optimization, see for instance [23, 
Chapter 1]. Throughout this subsection let X denote a (real) vector space (or a 
topological vector space if the topological consideration is needed). 
Definition 2.2.1. Let A be a subset of X. The set A is said to be convex, if for 
every x, y £ A, 
Arc + (1 - X)y G A, for all A G [0,1]. 
Remark 2.2.1. 
(a) The intersection of arbitrarily many convex sets in X is convex. 
(b) If S and T are nonempty convex subset of X, then aS + (3T is convex for 
all eR. Consequently, for every x e X, the translated set x + S is convex 
8 
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too. Here and throughout aS + l3T denotes the algebraic operation of sets, that 
is, aS + (3T := {ax + f3y : V‘t G 5, ^yeT}. 
For a subset 5 of a topological vector space X, the intersection of all convex 
subsets of X containing S is called the convex hull of S and is denoted by co(S). 
We use to denote the closure of the convex hull of S. 
Definition 2.2.2. Let C be a nonempty subset of X. 
(a) The set C is called a cone, if 
x£C,X>0=^XxeC. 
(b) A cone C is said to be pointed, if 
Cn{-C) = {0}. 
(c) A cone C is called a convex cone if it is also convex. 
(d) A nonempty convex subset Q of a convex cone C is called a base of C, if 
0 车 cl(e) and C = coneG := {t^ : t > and^ G 0 } 
where cl(9) denotes the closure of Q. 
Definition 2.2.3. 
(a) A nonempty subset R of the product X x X is called a binary relation on X 
(we write xRy for {x, y) G R). 
(b) A binary relation •< on X is called a partial ordering on X, if the following 
axioms are satisfied (for arbitrary w, x,y,z e X): 
1. X ：< X； 
2. x-<y,ij<z=^x<z; 
3. X < y, w ^ z X w ：< y + z] 
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4. X ：< y, a e R+ ^ ax ：< ay (where R+ = [0，+00)). 
(c) A partial ordering < on X is said to be antisymmetric, if the following im-
plication holds for arbitrary x,y € X: 
(d) A (real) vector space equipped with a partial ordering is called a partially 
ordered vector space. 
It is important to note that in a partially ordered vector space two arbitrary 
elements may not be comparable. The relationship between a convex cone and a 
partial ordering in a real vector space is given by the following theorem, see for 
example [8, Theorem 1.18]. 
Theorem 2.2.1. 
(a) If ：< is a partial ordering on X, then the set 
C := {x e X \ 0 x} 
is a convex cone. I f , in addition, ：< is antisymmetric, then C is pointed. 
(b) If C is a convex cone in X, then the binary relation 
^c-={{x,y)eXxX\y-xeC} 
is a partial ordering onX. If，in addition, C is pointed, then -<0 is antisymmetric. 
A convex cone characterizing a partial ordering in a vector space is called an 
ordering cone. We denote :<c as a partial ordering induced by a convex cone C. 
Definition 2.2.4. Let A be a subset of X and C be a convex cone in X. We say 
that a e A is an efficient point of A, written as a e E{A, C), if 
X e A and x :<c a a :<c x. 
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Clearly, if C is a pointed cone, 
a e E{A, C) ^ An{a-C) = {a}. 
Let Abe a, subset of a normed space X. The distance of a; G X to A is defined 
by 
d(x,A) inf{||x - a|| : a G A). 
Sometimes, we use dA(x) to denote d[x,A) for convenience. 
Definition 2.2.5. (see [23j) Suppose that X is a normed space. Let C be a 
convex cone in X, and let A he a closed subset of X. A point a G A is a stable 
efficient point of A, written as a € Stab(A, C), if the following implication holds: 
anEA and a - C) 0 ^ ||a„ - a\\ 0. (2.1) 
Note that (2.1) entails 
a' e A, a' £ a-C a' = a. (2.2) 
Thus, 
Stab(A, C) C E{A,C). 
Recall that a function / from a normed space X to R is Lipschitz (of rank K) 
near x e X,\i there exist � 0 and e > 0 such that 
\fixi) - /(工2)| < K\\xi — .T2II Vx,,x2 e B抓 
where Be(x) denotes the open ball center at x with radius £. 
Definition 2.2.6. (see [4]) (a) Let f be a function from a normed space X to 
R. The generalized directional derivative of f at x e X in the direction v £ X, 
denoted by f°(x; v), is defined as follows: 
nx;v) : = l i m s u p & + ‘ A " ) 
y-^x UO i 
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(b) Let A be a nonempty closed set in X. The tangent cone of A at a £ A, 
denoted by Ta^o), is the collection of such vector v: v) = 0. 
(c) Let A be a nonempty closed set in X. The normal cone of A at a ^ A is 
defined by 
N从a) = {x* e X* : {x\v) < 0 forallvinT^(a)}. 
Remark 2.2.2. Equivalently (see [4, Theorem 2.4-5]), 
A - X 
Ta{o) = lim inf 
0+ t •• 
where x a means that x a with x E A. Thus, v G T^(a) if and only if for each 
sequence {an} w A converging to a and each sequence {tn} in (0, +oo) decreasing 
to 0, there exists a sequence {vn} in X converging to v such that a„ + tnVn € A 
for all n. 
The following definition is standard, see for instance [23] and [17 . 
Definition 2.2.7. Let A be a closed and convex subset of a topological vector 
space X. 
(a) A point a e A is called an extreme point of A, written as a e Ext (A), if 
1；1,0；2 6 0 < A < 1 and a =入工！ + (1 — X)x2 a = xi = X2. (2.3) 
(h) A nonempty set S C A is called an extreme set of A if 
xi,a:2 e A, 0 < A < 1 and Xxi + (1 - X)x2 e S Xi,X2 G S. (2.4) 
In particular, an extreme point a of A simply means that {a} is an extreme set 
of A. 
(c) A point a e A is called a support point of A if there exists an x* e X*\{0} 
such that 
(x\a) = min{(a;*,a:) : z G (2.5) 
where X* denotes the topological dual space of X. 
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(d) I f , in addition, X is a normed space, then a point a ^ A is called a strongly 
exposed point of A, written as a e Sexp(^), if there exists x* e X*\{0} such that 
(2.5) holds and 
Xn e A, {x\xn) — {x%a) - a l l - ^ 0 (2 .6 ) 
In this case, we say that x* strongly exposes A at a. 
Note that 
S e x p � c E x t � . • (2.7) 
Indeed, for any a G Sexp(.4), if a = Xxi-\-(l-X)x2 with Xi, X2 e A and 0 < A < 1, 
then (2.5) implies that {x*, xi) = {x*,X2) = {x*,a). This and (2.6) imply that 
xi = 0：2 二 a and so a G Ext(i4). Hence, (2.7) holds. 
Let C be a closed convex cone in a topological vector space X. Let (7+ denote 
the dual cone of C, that is, 
:= {；r* G X* : {x\ x) > 0 for all x e C}. 
Let C+i denote the set of all strictly positive continuous linear functionals of C, 
that is, 
C+i := {x* G X* : {x\x) > 0 for all X € C\{0}}. 
For any nonempty subset A of X, we define 
Supp(>l，C"+) := {aeA: there exists x* e C+\{0}such that (2.5) holds}, (2.8) 
Supp( A C+” := {aeA: there exists x* € such that (2.5) holds}, (2.9) 
Suppg (A :={aeA: n -N从a) # 0}. (2.10) 
Moreover, 
Sexp(A, :={aeA: there exists x* e such that (2.5) and (2.6) holds}, 
(2.11) 
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provided that X is a normed vector space. We say that a point in Supp(^,C'^) 
is a positive support point of A and that a point in Sexp(A, C7+” is a positive 
strongly exposed point of A. We say that a point in Siipp(u4, is a positive 
proper efficient point of A and that a point in is a generalized 
strictly positive support point of A. In some literature, Supp(^, C"*"') is written 
as Pos(.4,C). Note that 
Supp(A,C+Oc£;(A,C) . (2.12) 
Indeed, suppose a G Supp(i4, C"^'). Then there exists x* G G+达 such that (2.5) 
holds. For any a - c G A with c G C, x* € C7+龙 implies that {x*,a - c) < {x*, a). 
This and (2.5) imply that {x\a- c) = {x\a). So {x*,c> = 0 and c = 0. Thus, 
门（a — C) = {a} and so a G E{A, C). Therefore, (2.12) holds. 
2.3 Properties of polyhedra 
In this section, let A" and Y be normed spaces and let C C y be a convex cone 
with int(C) + 0. If additional conditions are imposed, they will be explicitly 
specified. 
Let L(X, y ) denote the family of all continuous linear operators from X to 
y； thus, X* = L(X, V) with V = R. A subset P of X is called a polyhedron if 
there exist xj, • • • ,x* e X* and n , • • • ,r„ G M such that 
P 二 {工 e ；^：:〈工,*’ 工〉“，li = 1，…，n}. 
A nonempty subset F of a polyhedron P is called a face of P if F is an extremal 
subset. A polyhedron has finitely many faces (see [2] and [16] for instance). 
Remark 2.3.1. It follows from, the definition that an intersection of finitely many 
polyhedra is a polyhedron. 
The following lemma (called Minkowski-Weyl Representation in some litera-
ture) is well known (see [2，Proposition 3.2.2] and [16, Theorem 19. 
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Lemma 2.3.1. Let P be a subset of a finite dimensional space Y. Then P is a 
polyhedron if and only if there exist I'l,.. • ’ Vp’ Vp+i,... ’ in Y such that 
P = ML^TIVI: fi > 0, I,-- - + and Ef^^f^ = 1} 
The following Corollaries are immediate consequences of Lemma 2.3.1. 
Corollary 2.3.2. Let Fi, F2 be polyhedra of a finite dimensional space Y. Then 
Pi P2 is a polyhedra. 
Corollary 2.3.3. Let Yi be a sub space of a finite dimensional space Y. Then Yi 
is a polyhedron. 
Theorem 2.3.4. ([22，Lemma 3.21) Let P and Q be polyhedra in X and Y, 
respectively. Let T G L(X, Y) and suppose that Y is finite dimensional. Then 
T{P) and are polyhedra in Y and X, respectively. 
Proof. Take x^ • • • , xl £ X* and h,--- J^eR such that P = {x e X : {x^x) < 
li, i = V - Let Xl = n ; i i k e r « ) , where ker(a;*) = {x e X : {xlx)= 
0}. Then, there exists a finite dimensional subspace X2 of X such that X = 
X1 + X2 and Xl 门；5：2 = {0}. Let P2 = {x G X2 : {xlx) < h,i = 1,-. . ,k}. 
Then,尸2 is a polyhedron in X2 and P = + P2. By Lemma 2.3.1 there exist 
hi,-- -，hp, hp+i,…，hp+q e X2 such that 
尸2 = { m ? t i h i : Q 0 " = 1’ ….’p + ” n d Sj^iti = 1}. 
Hence 
T{P) = {i:t!UT{hi) : i i > 0 , z = l , - . - , p + gand Sf^^^, = 1} + T{X,). 
Noting that T{Xi) is a subspace of finite dimensional space Y, one has that T{Xi) 
is a polyhedron by Corollary 2.3.3. This and Corollary 2.3.2 imply that T{P) is 
a polyhedron in Y. 
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To prove that is a polyhedron in X, take yl,-- • ,y* G Y* and 
ri’ • . . ， G ]R such that Q 二 {y e V^  : (?/；,?/) S n , ?: = 1，…，r?}. Then, 
T- i (Q) = {xeX: (y：, T(x) < = 1, • • • ,n} 
= { : r e X : C n y ; )， a ; > � i = l，〃.，n}， 
where T* denotes the conjugate operator of T (so each T*{y*) G X*). Hence 
T-\Q) is a polyhedron in X. • 
Lemma 2.3.5. Let Xi and X2 be closed subspaces of X with dim(A2) < + 0 0 
such that X = Xi + X2 and A 义2 = {0}. Then there exists M > 0 such that 
\\xi\\ + \\X2\\<M\\X,+X2\\ (2.13) 
for all xi e Xi and for all X2 G X2. 
Proof. Suppose to the contrary that (2.13) does not hold. Then there exit ^ 
Xi and 4" ) G X2 such that 丨丨 + |丨4")|丨 > 广 ） + 4")丨丨 for all n G N. 
Without loss of generality, we assume that ||a:(i")|| + = 1 for all n. Then 
||:r(i")+a4")|| 一 0. Since {：4")} is a bounded sequence of a finite dimensional space 
A,2’ there exists a convergent subsequence of {：4")}. With out loss of generality, 
we suppose that 一 4 � ) ^ X2. Then a;(广)—-4�) G Xi . Since XiA i^：? = {0}, 
one has xf == 0’ contradicting ||:r(i")|| + = 1. 口 
Theorem 2.3.6. {21，Lemmu 2.1] A subset P of X xY is a polyhedron if and 
only if there exist closed subspaces Xi and X2 of X, closed subspaces Yi and Y2 
ofY and a polyhedron P2 of X2 x Y2 such that 
X X 二 Xi X Yi + X y2’ {Xi X Yi) n {X2 X Y2) = {(0’ 0)}， （2.14) 
max{dim(X2)，dim(yy} < + 0 0 and P = x Yi + P2. (2.15) 
Proof. Suppose that P is a polyhedron of X x Y. Since {X x Y)* = X* x 
there exist x* e X\y* e Y* and ^ G = 1, • • • ,m, such that 
P 二 {Or，y) e X x y : {x*,x) + {yly) = ,m}. 
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Let 
= {x e X : (x;,x) = 0，i = 1，…,m} and y^ i = {2/ e y ^ (y;,y} = 0’ i = 1’ •..，m}. 
Then, Xi and Yi are closed subspaces of X and Y of codimensioiis less or equal 
to m, respectively. Hence, there exist finite dimensional subspaces X2 and Y2 of 
X and y , respectively, such that 
X 二 + ； 2^’ = + Y2, X i f \ X 2 = {0} and n 二 {0}, 
(and so (2.14) holds). Let • 
P2 = {(工，y) e X ： x) + {y^y)化’ i = 1 , . . . ’ m}. 
It follows that P = Xi xYi + P2 and P‘i is a polyhedron in X2 x Therefore, 
the necessity holds. 
Conversely, suppose that there exist closed subspaces A'l and X2 of A', closed 
subspaces Y： and Y2 of Y and a polyhedron P2 in X2 x Y2 such that (2.14) and 
(2.15) hold. Take z* e X； x and n G R, z = 1, • • • ,/:, such that 
P2 = {(工，y) e X2 X y2 ： (z;, ( x , y ) ) � i 二 1’ ….，k}. 
Since X2 and ¥2 are finite dimensional, (2.14) and Lemma 2.3.5 imply that for any 
(x,y) e X X V there exists a unique element (xi, 0:2,2/1,2/2) of Xi x X2 x Vi x >2 
such that 
{x,y) = (0:1,2/1)+ (2-2,2/2) and ||(xi,2/i)|| + \\{x2,y2)\\ < M\\{x,y)l 
where M is a constant independent on {x,y)] let Q{x,y) = (0:2,2/2). Then Q is a 
well-defined continuous linear operator from X x y to X2 x Y2. Let 
{zl{x,y)) = {zlQ{x,y)) for all(x,y) G X x y. 
Then z* e ( X X Y)* and 
Q-\P2) 二 {GT，y) G X x y ： {<, {x,y))化，i = 1，…，/c}; 
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thus, is a polyhedron in X xY. Noting that Xi-\-Yi + P2 = (?一1(尸2)’ 
it follows form (2.15) that P is a polyhedron o f X x Y . • 
Taking Y = {0} in Theorem 2.3.6, we have the following result. 
Corollary 2.3.7. ([21, Corollary 2.1]) A subset P of X is a polyhedron if and 
only if there exist closed subspaces Xi, X2 of X and a polyhedron P2 in X2 such 
that 
X = Xi+ X2, XinX2 = {0} and dim(X2) < +00 
and 
P = X, + P2. 
The following two lemmas are taken from [21, Lemmas 2.2 and 2.3], and are 
the infinite dimensional extensions of the well known results in finite dimensional 
spaces, see Corollary 2.3.2. 
Lemma 2.3.8. Suppose that Pi and P2 are two polyhedra of X. Then Pi + P2 
is a polyhedron and so is closed. 
Proof. By Corollary 2.3.7, there exist closed subspaces Xi,X2 and Xi,X2 of X 
and polyhedra A of X2 and A of X2 such that 
X = X1+X2 二 X1+X2, XiDXi =文 1(1X2 = {0} and max{dim(X2), dim(為)} < +oo 
and 
Pi = X i + A and P2=Xi + A. 
Then 
Pi + P2 = Xi + Xi + Pi + P2. (2.16) 
A A 一 
By Corollary 2.3.2，F\ + P2 is a polyhedron of finite dimensional space X2 + X2. 
This and Corollary 2.3.7 imply that Xi + Xi + A + A is a polyhedron. By (2.16), 
we complete the proof. • 
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Let be a subset of X x Y. We define 
= {x e X : there exist y G Y such that (a:, y) E A), 
and 
ny(>l) = {y eY there exist x G X such that (x, y) G A}. 
Lemma 2.3.9. Let P be a polyhedron of X x Y. Then n^(F) is a polyhedron of 
X. 
Proof. By Theorem 2.3.6, there exist closed subspaces Xi and X2 of X�closed 
subspaces Y\ and Y2 of Y and a polyhedron P2 of X2 x Y2 such that 
max{dim(X2), dim(>y} < +00 and P = x Yi + P2- (2.17) 
Hence 
Ux(P) = X, + Ux,{P2). (2.18) 
By Lemma 2.3.1，there exist (•/:“ lu) £ X2 x ¥2 {i = 1, • - • ^p q) such that 
P2 = {^'lUixuVi) : ii 2 0，i = 1’ …，p + g，and = 1}. 
Hence 
nx,{P2) = {^=!tiXi : ti 2 0，i = 1,. . . ’p + g，and El.U = 1}. (2.19) 
By Lemma 2.3.1, 
{mftiXi :U>0, i = + and = 1} 
is a polyhedron in X2 and so is 11x2(^2)- This and Corollary 2.3.7 imply that 
Xi + 11x2(^2) is a polyhedron. By (2.18) , we complete the proof. • 
Remark 2.3.2. Similar to the proof of Lemma 2.3.9, we can show that ny(_P) 
is a polyhedron of Y if P is a polyhedron of X x Y. 
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Corollary 2.3.10. [21, Corollary 2.2] Let G : X ^ Y be a set-valued mapping 
whose graph is a convex polyhedron of X x Y. Let P and Q be polyhedra of X and 
Y, respectively. Then G{P) and G~^{Q) are polyhedra oJY and X, respectively. 
Proof. Since P is a polyhedron in X, there exist x^, ‘ • ‘ , xl G X* and Ci，…，c". G 
R such that 
P = {xeX : {x*,x) <Ci, i = l’ . . .’A;}. 
For each integer i e [1,/c], define z* : X xY -^Rhy {z*, {x, y)) 二〈工：*，x) for all 
{x,y) eX xY. Then each z* e {X x Y)*. It follows from . 
P xY = {{x,y) e X xY : {zl{x,y)) < a, 2 = 1,••• ,k} 
that P X y is a polyhedron. Similarly, we can show that X x Q is a polyhedron. 
Noting that Gr(G) is a polyhedron, Remark 2.3.1 implies that Gr(G) n ( P x Y ) 
and GR(G) n (X x Q) are polyhedra. By Lemma 2.3.9, Uy{Gv{G) n (P X Y)) 
and nY(Gr(G')门(X x Q)) are polyhedra of Y and X , respectively. Noting that 
G{P) = n y ( G r ( G ) n ( P X Y)) and G-'(Q) = UX{GIIG)N{X x Q)), we complete 
the proof. • 
Lemma 2.3.11. [22, Lemma 2.1] Suppose that Pi, i = I, - • • are polyhedra 
o f X . Letl = {1’ …，M} and k = {i £ I : int(PI) + 0}. If X = LU j 戶“仇en 
Proof. Let i be an arbitrary element in I\Iq. Let a e X and r € (0’ +oo). Since 
int(Pi) = 0, one has B(a,r)名 Pi, where B{a,r) denotes the open ball with 
center a and radius r. Hence there exists a G B{a, r) such that d 矣 Pi. This 
and the closedness of Pi imply that there exist f G (0,r - \\a - a||) such that 
5(5’ f)门 Pi = 0. It follows from the finiteness of I\Iq that for any x e X and 
6 >0, there exist x G B(x, e) and i e (0,6： - \\x - i | | ) such that 
U Pi) = 0. (2.20) 
i€/\/o 
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Suppose to the contrary that X + Since Ui^j^Pi is closed, there exist 
.To e X and Sq G (0, + 0 0 ) such that B{xo,eo) A (UieAjP!) = 0. Take x e B{xo,£o) 
and i e (0,eo 一 Iko _ 到I) such that (2.20) holds. Then, 
B{x, e)n{[j Pi) = ili, 
i€l 
contradicting X = IJ-^； Pi. Therefore we must have X = (Jie/o Pi. • 
A mapping f : X Y is said to be piecewise linear if there exist polyhedra 
Pi，...，P爪 in X’ {Ti，...，Tm} C L(X, Y) and { 6 i . . . . ， C F such that 
771 
X = [ j Pi and f{x) = Ti{x) + k \/x G Pi and l < i < m. (2.21) 
1=1 
Hence, for all i,j = 1, ••‘ ’ 爪， 
Ti(x) + bi = Tj{x) + bj, "iccGPiCiPj. 
Let C be a convex cone in Y and let <0 be a partial ordering induced by C. We 
say that a mapping f : X -^Y is C-convex if 
f{txi + (1 - t)x2) :<c tf{xi) + (1 - t)f{x2) Vi G [0,1) a n d A ， G X. 
It is clear that f is C-convex if and only if epic(/) is a convex subset of X x 7 , 
where 
epic( / ) := {(工，y) : a; e and f{x) :<c y} 
is the epigraph of / with respect to the ordering cone C. 
Theorem 2.3.12. [22, Lemma 2.2] Let f be a piecewise linear mapping defined 
by (2.21). Then, f is C—convex if and only if 
Ti{x) + bi die fix) for all a; G X and 1 < i < 771. (2.22) 
Proof. Suppose that (2.22) holds. Let Qi = {{x,y) eX xY ： Ti{x) + bi <c y}. 
Then, (2.22) implies that ep ' idf ) = AgiQi. Thus, epic(/) is convex and so / is 
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C-convex. Conversely, let Iq = {i 6 I : int(/^) ^ 0}. Then X = Uie/„Pi. This 
and 
Ti(x) + bi = Tj(x) + bj, for allx e Pi n Pj 
imply that it is sufficient to prove that 
Tiix) + bi :<c f(x) for all x e X e^ndi e Iq. (2.23) 
Let X e X and i G Iq. Take z G int(Pi). Then there exists t e (0,1) such that 
z-\-t{x - z) e Pi, that is, tx + (1 - t)z G Pi. It follows from the C-convexity of 
/ that 
T , 如 = f{tx-\-{l-t)z) :<c t f � + ( l - t ) f ( z ) = tf(x)+il-t)(T,(z)-hbi). 
(2.24) 
Since Tt is linear, it follows that (2.23) holds. • 
Chapter 3 
Results on Efficient Point Sets 
3.1 Introduction 
One important problem in vector optimization theory is to find sufficient condi-
tions to guarantee that the set of positive proper efficient points is dense in the set 
of efficient points. In 1953, Arrow, Barankin and Blackwell [1] stated a celebrated 
density theorem in a Euclidean space R" (called Arrow-Barankin-Blackwell den-
sity theorem in some literature). They proved that the set of positive proper 
efficient points of a compact convex subset ^ of a Euclidean space R" is dense in 
the set of efficient points of A if R" is equipped with its natural ordering. Over 
the past decades, several authors have generalized the Arrow-Barankin-Blackwell 
density theorem in many different ways. In 1990，Petschke [13] proved this den-
sity result in general normed spaces if A is weakly compact and the ordering cone 
is an abstract cone with a bounded base. Note that a cone with a bounded base 
is a quasi-Bishop-Phelps cone (see page 34). In 2003，Ng and Zheng [12] studied 
density theorem in general normed spaces. They generalized Petschke's result 
and proved this density result if the ordering cone is a quasi-Bishop-Phelps cone 
with a base. Without any compactness assumptions on the objective set, Ng and 
Zheng [12] also established another important density theorem. They proved that 
23 
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if A is a closed convex complete set and the ordering cone is a closed convex cone 
with a weakly compact base, then the set of positive proper efficient points of A 
is dense in the set of efficient points of A. In 1999, Ferro [5] proved this density 
result in Banach spaces if i4 is a closed convex set and the ordering cone is a 
closed convex cone with a weakly compact base. Many authors studied the well-
known Phelps theorem, which stated that every weakly compact convex subset of 
a Banach space is the closed convex hull of its strongly exposed points. Since the 
completion of a normed space is a Banach space, the Phelps theorem is still valid 
in general normed spaces. In 2007, Zheng, Yang and Teo [23] studied efficient 
point sets in general normed spaces where the ordering cone has a bounded base 
and established a parallel result as the Phelps theorem. They proved that if A is 
a weakly compact convex subset of a normed space, then the set of all efficient 
points of i4 is a subset of the closed convex hull of its positively strongly exposed 
points (see Theorem 3.2.4). Although the proof is basically modified from the lit-
erature (especially [23]), the presentation of Theorem 3.2.4 is new where we give a 
unification encompassing the Phelps theorem as well as the corresponding results 
in [23]. In this chapter, we will give a survey on some important generalizations 
of Arrow-Barankin-Blackwell density theorem. 
3.2 Geometric results on efficient point sets 
In this section, we present some characterization of the efficient point sets. The 
known Krein-Milman theorem in functional analysis tells us how to characterize 
a compact convex set in a topological vector space. In 1974, Phelps [14] got a 
sharper result under Banach space. Let X be a topological vector space, recall 
that the dual space X* of X separates points of X if for any x,y £ X with x^y, 
there exists x* e X* such that {x*,x) {x*,y). 
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Krein-Milman Theorem (see [17, Theorem 3.23]) Suppose X is a topolog-
ical vector space such that X* separates points of X. If A is a compact convex 
set in X, then A is the closed convex hull of its extreme points; that is, 
A = 萌 E x t � ) . 
Phelps Theorem (see [6, p.215, Theorem 10]) Suppose A is a weakly compact 
convex subset of a Banach space X. Then A is the closed convex hull of its 
strongly exposed points; that is, .. 
A = ^(Sexp(yl)). 
Moreover, the set of continuous linear functionals on X which strongly expose A 
is dense in X*. 
Remark 3.2.1. Noting that the completion of a nomied space is a Banach space, 
the Phelps Theorem still holds in a normed space. 
We recall the following separation theorem, which can be found in [17, Theo-
rem 3.4]. 
Separation Theorem Suppose that A and B are disjoint nonempty convex sets 
in a topological vector space X. 
1. If A is open, then there exist x* G X* and r € R such that 
{x\x)<r<{x\y), 
for every x G A and for every y e B. 
2. If A is compact, B is closed, and X is locally convex, then there exist 
X* e X\ri,r2 G R such that 
〈工）〉<n<r2< {x\y), 
for every x ^ A and for every y e B. 
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The following result is also well known (see [17, Theorem 3.12] for instance). 
Theorem 3.2.1. Let A be a convex subset of a locally convex topological space 
X. Then the weak closure A^j of A is equal to its original closure A. 
The following lemma is useful for us. 
Lemma 3.2.2. Let X be a topological vector space and suppose that X* separates 
points of X. Let A be a weakly compact subset of X and let C be a weakly closed 
convex cone in X. Then, “ 
E(A,C)nExt(A) 7^0. (3.1) 
Moreover, if C is pointed, then for any subset Q, of A, the following equivalence 
holds: 
E{A, E{A, C)cQ + C. (3.2) 
Proof. The assertion (3.1) is due to [3). To establish (3.2)，it is sufficient to prove 
the part “<J=”. To do this, let x G E{A, C). Then there exist uj e Q. and ceC 
such that 二 cj + c. Hence to = x and so x G • 
The following lemma was presented in [23, Lemma 2.1] when A' is a normed 
space and C is a closed convex pointed cone. 
Lemma 3.2.3. Let A be a weakly compact convex nonempty subset of a locally 
convex topological vector space X. Let C be a closed convex cone in X. Suppose 
that X* e C+\{0}，a := mm{{x\x) : a; G and 
Aa：- {ae A: (x*,a) = a}. 
Then, The following assertions holds: 
(i) Aa C Supp(A(7+)，and also Aa C Supp(^, C+0 if 工* e C+\ 
(a) Aa is an extremal subset subset of A and, in particular Ext(Aa) C Ext(y4). 
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(iiij A n (a — C") C Aa whenever a E A, and 
E{Aa,C)cE{A,C) (3.3) 
M 
E { A c , , C ) n E x t ( A a ) ^ t (3.4) 
In particular, x*\a (the restriction ofx* to A) attains its minimum at some point 
of E{A, C) n Ext(^) n Supp(^, C+) (of E{A, C) n Ext(^) n Supp(A C+0 if 工* 
is assumed to belong to C*+�. 
Proof. Let x E Aa- Since x* G C+\{0} and {x*,x) = mm{{x*,a) : a G one 
has X e S u p p ( 乂 H e n c e Aa C Supp(^,C+). Similarly, one can prove that 
Aa C Supp(A, C+0 if 工* G This complete the proof of (i). 
To prove (ii), let x € 4>，XuX2 G A and A e (0，1) such that a； = Aa：! + (1 -
\)x2. Then 
a = � ; r V � = {x\Xxi + (1 - A)a-2> = \{x\x,) + (1 - X){x%x2) 
It follows form the linearity of x* and the definition of a that {x*, xi) = {x*, X2)= 
a , which means that X\,X2 G A^. Therefore, A^ is an extremal subset subset of 
A. 
To prove (iii), let a G E{Aa,C). Then { x \ a ) = a. This and G C+ imply 
that 
{x*,x) < a, for all X e a - C. 
It follows from the definition of a that 
{x*, x) = a for all a: e n (a - C). 
Hence X 门(a _ C) C 4 � a n d so A n (a - (7) = 4 � f t (a — C). Let x e A and 
X <0 a. Then x e A 0 {a - C) = A^ 0 {a - C) and so a: G A^. Noting that 
a e E{Aa,C), X e Aa and x :<c a imply that a :<c x. Hence a e E(A, C). This 
complete the proof of (iii). 
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Finally, we prove (iv). Since ^ is a nonempty weakly compact convex set, so 
is Aa- It follows from Lemma 3.2.2 that. (3.4) holds. • 
The following (3.5) is taken from [23’ Theorem 2.1]. 
Theorem 3.2.4. Let C be a closed convex pointed cone in a locally convex topo-
logical vector space X and let A be a nonempty weakly compact convex subset of 
X. Then the following assertions are valid. 
(i) It holds that 
E{A, C) C C) n Ext(A) n S u M A C+))， 




A + C = C) n Ext(.4) n Siipp(A, C+))) + C. (3.7) 
(ii) Suppose, in addition, that X is a normed space and that there exists a closed 
convex subset Q of C such that 
c \{0} c {A6' ： A > 0, e e e } 
and 
0 < de{0). 
Then (3.5”，(3.6*) and (3.7*) hold, where (3.5*)，（3.6*) and (3. 
same as (3.5), (3.6) and (3.7) but (7+ is replaced by (7+《. 





E{A, C) C m(Sexp(A, C+0) + C 
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R e m a r k 3.2.2. The set on the right-hand side of (3.5), (3.5*) and (3.10) are 
obviously contained in A. Moreover, if C = {0}, then E{A, C) = A, (7+ = X* 
and Ext(^) C Supp(4, C"+); thus, (3.5) reduces to the Krein-Milman theorem. 
R e m a r k 3.2.3. 7 / 0 in (ii) is empty, then C = {0} (so = X*\{0}； and (in) 
reduces to the generalization of the Phelps Theorem (note Remark 3.2.1). If 0 in 
(ii) is nonempty, then (3.5*) is the result of [23，Theorem 2.2]. 
R e m a r k 3.2.4. A nonempty closed convex subset Q of C satisfies (3.8) and (3.9) 
if and only if Q is a base of C. In this case one can use the Separation Theorem 
(applied to {0} and OJ to get e* € X* of norm 1 and rj > 0 such that 
r / < ^ { � e *， 0 � } (3.13) 
(in particular e* 6 C+”. I f , in addition, 0 is assumed to be bounded, say ||x|| < 
M < +00 for all 6^0, then 
0 < - M i l 刊 + 賊{�e*’刚 < inf{(n^ + e\9)} 
for all u* e B{0,r]/M). Thus 
B{e\rj/M) C (3.14) 
(3.10) is the result of [23, Theorem 2.3] ifO ^ 0. 
Remark 3.2.5. It is easy to verify that Supp(A，C+” C E{A,C). Thus, (3.5*)， 
(3.6") and (3.7*) strengthen (3.5)，(3.6) and (3.7) respectively. Similarly, it is 
easy to verify that Sexp(^, C+0 C E{A, C) n Ext(yl) n Supp(A’C7+”，therefore 
(3.10)，（3.11) and (3.12) strengthen (3.5*)，（3.6*) and (3.7*) respectively. 
Proof. We first prove the following implications: 
(3.5) ^ (3.6) (3.7). (3.15) 
Suppose (3.6) holds, and denote 
n := c) n Ext(^) n Supp(>i, c+) ) . (3.16) 
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Let X G E(A, C). Then, by (3.6)，.t = a; + c for some uj e Q and c e C. Then 
u e A, ij :<c ^ ^ E(A, C). This implies that uj = x and c = 0. Therefore x e Q 
and so (3.5) holds. For (3.7), we only need to verify that 
A - ^ C c n + C (3.17) 
(the inverse inclusion trivially holds as A D Ct). 
To do this, let a e A. By Lemma 3.2.2，there exists some y e E(A n (a —（7)， 
Then y e E{A, C) (note that ii u e A and u <0 y then u e y - C C {a -
C) - C = a - C and hence u = y as y is an efficient point of 
A n ( a - C ) ) . Since y € a - C , it follows that a G y + C C E{A, C ) + C and therefore 
A C E{A, C) + C and (3.17) follows.We have just shown that (3.6) implies (3.5) 
and (3.7). Since it is trivial that (3.5)冷(3.6) , (3.15) is shown. Similarly, one 
can show that (3.5*)分(3.6*)令 3.7*) and that (3.10) (3.11)玲(3.12). Thus, 
to complete the proof of (i), we need only show (3.6). Suppose to the contrary 
that there exists some a G E{A, C) but a ^ fi + C, where Q is defined as in (3.16). 
Noting that fi + C is convex and weakly closed (thanks to the given assumptions 
on A and C), one can apply the Separation Theorem to get some x* G X* of 
norm 1 such that 
〈工、>< 〈工 *’工〉}. 
Since C is a cone, it follows that infcec{(a；*, c)} = 0 (so x* G and so 
� a ^ a � < mf{(a:%u;)}, (3.18) 
contradicting Lemma 3.2.3. This complete the proof of (i). 
To prove (ii), we assume that 9 0 and proceed as in (i) but, instead of 
(3.16), let Q be defined by 
n = W{Ext{A) n S u p p ( y l ， ( 3 . 1 9 ) 
Suppose there exists a e + C). Then, take x* e X* of norm 1 
Topics ill Optiniiztion 31 
satisfying (3.18). Take r eR,S>0 such that 
{x\a) < r < r + 45 < i n f { � a ; > � } . (3.20) 
Since A is weakly compact (so norm bounded, say with a bound ( > 0), pick 
y* e with \\y*\\ < 6/C (see (3.13)). Then \(y\x)\ < 6 for each x e A; in 
particular | � y * ’ a � | < 6 and < 5 for all uj e Q. Let 2* := x* + y\ then 
z* e C+ + C and 
{z\a)-\-36 <r + AS < mi{{x*,x)} < M(z*,x)-\-6. 
x€tL； X€CL 
Thus (2*, a) < and a e A. This implies that the set of minimum 
points of z*\a is disjoint from Q, contradicting Lemma 3.2.3. This proves (2.8*) 
and complete the proof of (ii). 
Finally, we prove (3.11) in (iii). We proceed as in (ii) but let Q be defined by 
Let a, X*, 7 � 5 and ( be as in the above proof for (iii). Since G is bounded, suppose 
\\e\\ < M < +00 for all e e Q. Pick y* e and e € (0, such that 
B{yl,£) C C^' (see (3.14)). By Remark 3.2.1, there exists yl € B(y;,£) such 
that X* + 2/2 strongly expose A at some z G A. Hence 
(x* + 2/2, = min{(x* + y2,x}} and z e Q. (3.21) 
It follows from < j j and (3.20) that 
{x* + y;, a)-^26 <r + iS < mi{x\ x) < inf�x* + y;, x) + & 
i €n XEFI 
Thus (rr* + < inf^ refi〈工* + Vh^)： contradicting (3.21). This complete the 
proof of (iii). • 
Let yl be a closed convex subset of X and a e A. Recall [23], we say 
a e PC{A) if a net in A converges to a whenever it is weakly convergent to 
a. Moreover, the point a is a sequential PC point of A, written as a G PCs (A), 
if a sequence in A converges to a whenever it is weakly convergent to a. 
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Proposition 3.2.5. [23’ Proposition 2.Ij Let a ^ A. Then the following state-
ments are equivalent. 
(a)aeSexp{A,C+'). 
(b) a e PCs(A) and there exists an x* G C"*"^  such that {x*,a) < {x*, x) for any 
X G A\{a} 
Proof, (a) =4> (b) is trivial, 
(b) (a). Since 
X* e C * + � n d � : r � a � < for any x G A\{a}, 
we need only to prove that 
Xn G A with (x*,xn} — {x*a} =4> ||a:„ - a\\ — 0. (3.22) 
Suppose {zrifc} is an arbitrary subsequence of {工„}. The weak compactness of A 
implies that has a weak convergent subsequence, say {xn^^} convergence to 
a in weak topology, a G P C s � implies that -a\\ —^  0 and so | | x„ -a | | 一 0. 
The statement (a) holds. • 
Proposition 3.2.6. [23, Proposition 3.2] Let A be a weak compact subset of 
normed space X, and C C X be a closed convex cone. Then, 门_E(i4’ C) C 
Stab(^ ,C) . In particular, if A is compact, then Stab(A, C) = E{A,C). 
Proof. Suppose a e P C s ( � n E(A,C) and {xn} C A with d(rc„，a - C) — 0. 
Then, there exist c„ G C such that |丨工„ 一 (d - c„)|| — 0. The weak compactness 
of A implies that, there exists an subsequence of {x^}, say { x ^ J , satisfying 
Xn^  — :ro G in weak topology. Hence, 长一 a — .tq G C. It follows from 
a € E(A,C) that a = Xq and so —> a G A in weak topology. This and 
a e PC5(A) imply - a\\ — 0. Therefore, 一 a|| — 0 and a e Stab(乂，C). 
If A is compact, then PCs(A) 二 乂，and so Stab(A, C) = E(A, C). • 
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Proposition 3.2.7. [23, Proposition 3.3] Let A be a weak compact subset of 
normed space X, and C C X be a closed convex cone. Suppose that 0 is a 
sequential PC point ofC. Then Stab(A, C) = E{A,C). 
Proof. It is obviously that Stab(^, C) C E{A,C). For any a € E{A,C) and 
c A with d(xn, a-C) —^  0, there exists Cn G C such that | |x„-(a-Cn) | | —>• 0. 
The weak compactness of A implies that, there exists an subsequence of {x„}，say 
{x'nj, satisfying Xn^, xq e A in weak topology. Hence, Cn^ a - XQeC. It 
follows from a G E{A, C) that a = xq and so Cn；^  0 in weak topology. This and 
0 e PC5(C) imply | |cnj| — 0. Therefore, ||:r„ - a\\ 一 0 and a e Stab(^,C). • 
3.3 Density of positive proper efficient point sets 
To present the main theorem of this section, we need the following lemma, which 
can be found in [4，p.52, Corollary'. 
Lemma 3.3.1. Let C be a closed subset of Banach space X and f be a function 
from X to R. Suppose f attains a minimum, over C at x and f is Lipschitz near 
X. Then 
Oedf{x)-\-Nc{x). 
Theorem 3.3.2. [23, Theorem 3. I j Let A be a weakly compact subset of normed 
space X. Suppose that C is a convex cone in X with a basis O. Then, 
Stab{A,C) C c1(Suppg(^,C+0)-
Proof. Suppose to the contrary that there exists a G Stab(i4, C) such that a 朱 
c1(SupPg(AC+⑴，then 
D{A,SUPPG{AC^')) > 0 . (3.23) 
We claim that 
d{a, S u p p g ( A C+0 + C) > 0. (3.24) 
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In fact, if (3.24) does not hold, then there exists a sequence {工、} in Suppc(i4, (7+” 
such that 
d{xn, a - C) = d{a, a; + C) —> 0. 
Since a e Stab(^,C) and Xn G S u p p c (乂， C A, - a|| —»• 0, contradicting 
(3.23). So (3.24) holds. Since 9 is a basis of C, 6 := inf{||^|| : 6' G 9 } > 0. 
Without loss of generality, we can assume (J > 1. Take cq G C\{0} such that 
4||co|| < d{a, Suppg(A, C^') + C), (3.25) 
and for any n e N, let Cn •= cl(cone(0 + ^Bx) . We claim that 
A n (a - Co - C'n) ^ 0, for all n large enough. (3.26) 
In fact, if (3.26) does not hold, then 4 n (d — Co - (：：„) = 0 for all n € N. Hence 
there exists Xn ^ A such that A- Cq- XN ^  CN, that is, there exist in > 0 , G 0 
and bn E Bx such that 
Ik - C o - - t 具 + -bn)\\ — 0. (3.27) 
TX 
By the weak compactness of A, we may assume a;„ —^  xq G ^ in weak topology 
(passing to a subsequence if necessary). This and + > - 1 > 0 imply 
that {tn} is a bounded sequence and so — 0. By (3.27), one has t J u 
a - C o - X o e C i n weak topology and so Xq G a - Cq - C C a - C. It follows from 
a € Stab(乂，C) C E{A, C) that Xq = a and so tnOn a-a^-xo = -Cq G C. This 
contradicts to cq G C\{0}. Hence (3.26) holds. Let Xq denote the completion 
space of X. Then XQ = X* and so A is a weakly compact subset of Banach space 
XQ. Let f[x) := d[x, a - Co - Cn), for all x e XQ. Then / is a convex continuous 
function on XQ and so is weakly lower semicontinuous. It follows from the weak 
compactness of A, there exists an E A such that 
/ K ) = min{/(:r) : x e A } . (3.28) 
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By Lemma 3.3.1， 
Oedf(an) + N(A,an). (3 29) 
For any x* G df(an), noting that f is convex, one has 
〈工*，X - a„) < f{x) - /(an), Vx G Xq. 
Hence for any c G C, 
{x*,a - cq - c - an) < f{a - Co - c) - / (a„) ：二 a - cq - Cn) < 0. (3.30) 
(The last inequality holds by (3.26) and a„ G A.) 
Since C„ is a cone, (3.30) implies x* G C+\{0}. Hence, for any 0 G 0 , 
{x\ 9 - • ! ( ^ � = inf{�:r*，9 + h):beBx}>0, 
Tl 71' 
and so {x\e) > 0 and G The arbitrary of a：* implies df{an) C and 
so an e Suppg(^,C+0- This and (3.29) imply a„ G Supp^(式 C7+”. By (3.28), 
we have 
d(an, a-Co-Cn) = / K ) < f(a) < ||co||. 
Hence, there exist tn > 0, On ^ 0 and 6„ G Bx such that 
hn -{a-Co- iniOn + -6„)) | | < 2||co||. 
TX 
The weak compactness of A and + > 5 -1 > 0 imply that {in} is a 
bounded sequence and 
in 
n 
Noting that an G Suppg(/1, 
•’SUPPG04，C+0 + C)< 3||CO|| + 
n 
Letting n —>• oo, by the boundedness of {f„} and (3.25)， 
d(a, Suppg(A, C+” + C) < 3||co|| < Supp�(或 + C), 
contradiction. • 
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Recall [12] that a closed convex cone C in a riormed space X is called a 
quasi-Bishop-Phelps cone if there exists a compact subset G of X* such that 
Cc{xeX: 11x11 < max{� :r*’a;� : i;* G G}}. (3.31) 
Remark 3.3.1. The following implications are known: 
C has a hounded base C is a quasi-Bishop-Phelps cone 0 G PCs{C). 
Indeed, let 0 be a bounded base of C. Then there exist ri,r2, M 6 (0, oo) 
and X* e X* such that 
n < {x*,x) <�2， for any x G G, 
and 
||.x|| < i\/, for any x G 9 . 
So, 
� . r *， : ! :〉 � n � n f … 
II II > TTT ^ 77 ' loranyx e 0 . 
IWI M M 
Let / = ^x*. Then 
Cc{xeX: W < /Or)}, 
that is, C is a quasi-Bishop-Phelps cone. 
If C is a quasi-Bishop-Phelps cone, then there exists 
X* such that 
C C { X £ X : M < SUP{〈A:V> :工 * € 
The compactness of G implies that there exist x\,X2, • • • 
G C [j{x* + i ^ i ) . (3.32) 
i=i ^ 
Let X 6 C\{0}. Then, (3.31) and (3.32) imply that 
|WSmax{�:r*,:r〉：i = l，...，n}+ll|ll, 
and so 
||a;|| < max{(2a;*, x) : i = 1’ . . . , n}. 
Thus, 0 G PCs(C). 
a compact subset G of 
G}}. 
,x* £ G such that 
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Corollary 3.3.3. [12, Theorem 4-2] Let A be a weakly compact convex set in a 
normed space X, and let C C X be a closed convex cone with a base. Then, 
E{A, C) C cl(Supp(yl, C+i)) (3.33) 
if C is a quasi-Bishop-Phelps cone. 
Proof. Since A is convex, SuppG(i4’ C"+” = Siipp(i4, (7+:). It follows from Remark 
3.3.1’ Proposition 3.2.7 and Theorem 3.3.2 that (3.33) holds. • 
Let C be a closed convex cone of a normed space X. Recall [20] that a 
nonempty set A C X has the domonation property with respect to C if for each 
X e A, there exists x G E{A, C) such that x <c x. If the convex cone C has a 
base 0 , let inte(C+) = { / € C+ | mi{f{e) I ^ g G } > 0 } for convenience. 
Lemma 3.3.4. [20, Lemma 3.1] Let X be a locally convex topological space, and 
C C X a convex cone with a bounded base 6. Then, 
(a) If Xn+i '^c 工n for all n G N，and there exists f G inte(C^+) such that the 
scalar sequence {/(工n)} is lower bounded, then {xn} is a Cauchy sequence. 
(b) If { :„} C C and there exists f G inte(C+) such that /(:r„) —»• 0，then x-„ — 0. 
Proof, (a) Let a := inf{/((9) |(9€ 0} . Then a > 0. Since 9 is bounded, for each 
neighborhood V of 0，there exists > 0 such that 
tecV for a l H e (3.34) 
It is easy to verify that {/(a;„)} is a nonincreasing bounded sequence and so 
is convergent. Hence, there exists no G N such that F{XN 一 X^) < A6 for all 
m>n>no. Noting that X n - X m ^ C for all m > n > no, there exists A^^ > 0 
and dnm e G such that Xn-Xm = KmOmn- Thus, 
OcS > f{Xn - X,n) = KynfiOnm) > KmO!, 
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and so Xnm < ^ for all m > n > uq. By , whenever m > n > no, Xn - x,n = 
XnrnOnm € V. Therefore, {x^} is a Cauchy sequence. 
(b)Since Xn G C, there exist A > 0 and 0 such that Xn = A„没Hence, 
0 < < Xnf(On) = f(Xn). 
This and /(a;„) —> 0 imply that A„ — 0. Noting that 0 is bounded, one has 
Xn = An^n — 0. • 
To present a main result of this section, we need the following theorem, which 
is a central result in [20 . 
Theorem 3.3.5. Let X be a locally convex topological vector space, C C X a 
closed convex cone, and A C X a sequentially complete set. Suppose that C has 
a bounded base 0 and there exists f G inte(C+) such that f is lower bounded 
on A. Then A has the domination property with respect to C. Consequently, 
Proof. For any xq G A, 
- o o < i n f { / ( a : ) \ x e A } < mi{f{x) | x e A n (;ro - C)}. 
Hence, for any £ > 0, there exists G A fl (xq - C) such that 
/ � < inf{/(;r) j 工 e A n (rro - C)} + (3.35) 
It is easy to verify that 
^e die (3.36) 
Hence, by (3.35) and (3.36), we can choose a sequence {xn} C A such that 
OCn :<C Xn-l (3.37) 
and 
f{xn) < mi{f{x) I ;r e 乂 n (工 - C)} + for all n G N. (3.38) 
n 
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By (a) of Lemma 3.3.4，{.!：„} is a Cauchy sequence in A. Since A is sequentially 
complete, there exists x £ A such that, — For each n � G N, we have 
Xno - Xn € C for all n > Uq. The closediiess of C implies that - —»• 
工„。一 X G C. Hence x <c for all n G N. We claim that x G E{A, C). 
Otherwise, there exists y ^ A such that x - y G C and x ^ y. By f e inte(C+) 
and X <c Xn for all n G N, one has f[x - 豆 ) � 0 and y <c Xn for all n. Hence 
m > m a n d i / G ^ n (xn - C). By (3.38), 
f{xn) - i < inf{/Or) I 工 e n (工„_1 - C)} < f(y). f t 
Letting n —> +oo one has f{x) < f{y), which contradicts to /(.r) > f{y). • 
Lemma 3.3.6. [9, Section 3.8.3] Let X be a Hausdorff topological vector space 
and let C be a cone in X with a bounded closed base. Then C is closed. 
Lemma 3.3.7. [12, Lemma 4-i] Let C and K be closed convex pointed cones of 
a normed space X such that C\{0} C mt(A'), and let A be a closed convex subset 
o f X . Then E{AJ<) C Supp{A,C+'). 
Proof. Let a： € E{A, K). Then, (x — K) n 4 = {a:} and so (x - iiit(A')) n = 0. 
By the Separation Theorem, there exists f e \{0} such that 
f{x -y)< f{z) Vy € mt{K) and Vz G A -
This implies that f{y) > 0 for all y e mt{K) and f{x) < f{z) for all z e A. 
Noting that C\{0} C mt{K), one has f e and so x e Supp(A,C+'). Hence, 
E(A,K)cSupp(A,C-^'). • 
Theorem 3.3.8. [12，Theorem 4-3] Let A be a closed convex subset of a normed 
space X and let C C X be a closed convex cone with a weakly compact base 0 . 
Suppose X G E[A, C), If there exists r � 0 such that 4n_B(:z;，r) is complete, then 
X e cl(Supp(A, C"""^ )), where B{x,r) denotes the closed ball of X with center x 
and radius r • Consequently, E{A, C) C cl(Supp(^, C"*"')) if A itself is complete. 
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Proof. Since 0 is a base, without loss of generality, we can assume that 
in聊丨I 丨 6> G e } � 1 
Let := A 门 B(:c，r) and let ：二 cone(6 + for each n e N, where Bx 
denotes the closed unit ball of X. The convexity of 0 + ^Bx implies that C„ is 
convex. Then, by Lemma 3.3.6，each C„ is a closed convex cone with a bounded 
closed base 0 + ^Bx- This and the completeness of Ar imply that A•门 (工 -Q i ) 
is complete. By Theorem 3.3.5, E(Ar A (工一C„),C„) + 0. For each n, take an 
e n (a^  - C„)’ Then, there exist G 6, G Bx and tn>0 such 
that 
an = X-tn{en + —). (3.39) 
n 
Since Ar and 6 + y^Bx are bounded, {tn} is a bounded sequence. Noting that 
0 is a weakly compact set, without loss of generality, we can assume that 
t n - ^ t > 0 and e O i n weak topology. (3.40) 
This and (3.3) imply that 
X - tnOn X - to and — x - in weak topology. (3.41) 
Since A and x - C are weakly closed, x - tO e 4 n (工一C). Noting that 
X e E(A,C), one has that t = 0. Hence a„ — x. Therefore, it is sufficient to 
show that an G Supp(A, C+” for sufficiently large n. Without loss of generality, 
we can assume that \\an - x\\ < ^ for each n. Hence A 门 B ( a „ ， c 人 .B y 
Lemma 3.3.7, a„ G E{Ar n (a: - C；)’ C„) C •，C„) C S u p p ( ^ , C+0- Hence, 
there exists /„ G C"*"' such that 
/ n K ) = min{/„(a:)丨 a; G Ar}. (3.42) 
On the other hand, if 2 G A\Ar, 11: — > This and the convexity of A imply 
that 
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an + 777] n{z — an) e 4 门 Bf^du, - ) C A,. 
一 anil 丄 
By (3.42), /„(a„) < /„(a„ + 2\\z-a„\\i^ 一 “")）and so /„(a„) < fn{z). Therefore, 
/nK) < fn{y) for aWye A and so G Supp(A, • 
The following corollary, which is a main result in [5], is an immediate conse-
quence of Theorem 3.3.8. 
Corollary 3.3.9. [5, Theorem 3.1 (Hi)] Let A be a closed convex subset of a 
Banach space X and let C be a closed convex cone of X having a weakly compact 
base. Then, 
Supp(^,C+0 C ^(.4, C) C cl(Supp(yl,C+0)-
Chapter 4 




In 1953, Arrow, Barankin and Blackwell [1] studied a vector optimization prob-
lem on a Euclidean space with its natural ordering. They proved that if the 
objective is a continuous affirie mapping (a mapping is affine if it is a translation 
of a linear mapping) between two Euclidean spaces then the Pareto solution sets 
and the weak Pareto solution sets are the union of finitely many polyhedra and 
are pathwise connected. In 2008’ Zheng and Yang [22] generalized this theorem 
to piecewise linear case. They proved that if the objective is a cone-convex piece-
wise linear mapping (affine mappings are piecewise linear) between two general 
normed spaces, the constraint set is polyhedral, and the ordering cone is a polyhe-
dral cone with nonempty interior, then the set of all weak Pareto solutions is the 
union of finitely many polyhedra and is pathwise connected. Very recently, in Ba-
nach spaces, Zheng [21] studied a vector optimization problem with a set-valued 
42 
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mapping as the objective whose graph is the union of finitely many polyhedra. 
He proved that if the objective is cone-convex (the interior of the ordering cone 
is nonempty) or the ordering cone is polyhedral with nonempty interior, then 
the weak Pareto solution set and weak Pareto optimal value set are the union of 
finitely many polyhedra. Moreover, if the ordering cone has a weakly compact 
base, then the Pareto solution set and Pareto optimal value set are the union 
of finitely many polyhedra. Under the convexity assumptions of objective, he 
proved that the weak Pareto solution set is pathwise connected; moreover, the 
Pareto solution set and Pareto optimal value set are pathwise connected if the 
ordering cone has a weakly compact base. In this chapter, we will give a survey 
of some results on structure and connectedness of the weak Pareto solution set, 
Pareto solution set, weak Pareto optimal value set and Pareto optimal value set. 
4.2 The structure of weak Pareto solution sets 
III this section, let X, Y be normed spaces and let C C y be a closed convex 
cone with nonempty interior, which specifies a preorder :<C in Y: for 广 
yi -<0 2/2 y2- y\ ^ C. By yi -<c 於，we mean that y2 - yi G int(C). If 
additional conditions are imposed, they will be explicitly specified. 
For a subset A of Y, recall that a € is a weak Pareto efficient point of A if 
there is no element y £ A such that y -<c a. We denote by WE {A, C) the set of 
all weak Pareto efficient points of A. It is clear that 
a e WE{A, C)^ae A and (a - int(C)) n 4 = 0. 
Recall that a set A of a topological space is said to be path (pathwise) connected 
if, for every two points x, y 6 A, there exists a continuous function 0 : [0,1] —^  
such that 0(0) = x and 0(1) = y. Let F : A" ^ be a set-valued mapping, 
at, • • • , ,a* G X* and n，…，r„ G R. Consider the following set-valued vector 
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optimization problem: 
C — min F(x) subject to (a*, x) <ri,j = 1, • • • , n. (4.1) 
For convenience, let T denote the feasible set of (4.1), that is, 
r:={xeX : {a*,x) < rjJ = 1’.. •’ n}. 
A vector x e T is called a Pareto (resp. weak Pareto) solution of (4.1) if there 
exists y G F(x) such that y G E{F(T), C) (resp. y e \VE{F{r), C)); in this case, 
y is called a Pareto (resp. weak Pareto) optimal value of (4.1). We denote by S 
(resp. Sw) and V (resp. Vy the set of all Pareto (resp. weak Pareto) solutions 
of (4.1) and the set of all Pareto (resp. weak Pareto ) optimal values of (4.1), 
respectively. It is clear that 
S = a n d s 山 二 ( 4 . 2 ) 
where F'^V) = {.r G X : there exists y ^V such that y G F{x)}. 
The following equation is useful for us. 
叫= n x ( G r ( F ) n ( r x v y ) . (4.3) 
Indeed, let x G 5^；. Then x e T and there exists y G F{x) such that y £ 
WE{F{T),C) = 14. Thus, {x,y) e Gr(F)门（r x Vy and so x G nx(Gr(F) n 
( r X v g ) . Hence s叨 c nx (Gr (F) n ( r x v g ) . 
Conversely, for any x G rU(Gr (F) n ( r x K；)), there exists y eY such that 
{x,y) e Gr (F )门 ( r x Vy. Hence x e T md y e F{x) n K；. By (4.2), x G S^. 
Hence Ux{Gi{F)门(r x V^)) C Therefore (4.3) holds. 
In 1953, Arrow, Barankin and Blackwell [1] studied the vector optimization 
problem (4.1) under some restrictive assumptions. In particular, they established 
the following celebrated theorem. 
Theorem A. Let X = R爪,y = and C = R^. Let T : X Y he 
a bounded linear operator and b E Y. Suppose that the objective mapping 
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F{x) = { T ( . T ) + b} for all x G X. Then, the following statements hold, 
(z) Syj and Vw are the union of finitely many polyhedra of X if is nonempty, 
(n) S and V are the union of finitely many polyhedra of V if 5 is nonempty. 
(Hi) Suj, Vw： S and V are pathwise connected if S is nonempty. 
The following lemma, which are taken from [22] and [21], is a characterization 
of the set of weak Pareto efficient points. 
Lemma 4.2.1. Let A be a nonempty closed subset ofY. Then 
WE{A, C) = An bd(乂 + C) = + int(C)). (4.4) 
Proof. Pick e e int(C). Let y G WE(A,C). Then ^ - £e ^ A + C for a l U > 0 
(since e + C C int(C)), so y i int(A + C). Since y e A C A + C,\i follows 
that ij e A^ bd (4 + C). Thus, WE(A, C) C An bd(.4 + C). The inclusion 
Anbd(yl+C) C A\(A+mt{C)) follows from the fact that A+int(C) C in t (^+C) . 
Finally, the equivalence of WE{A, C) = + int(C)) is evident from the 
definition of weak efficient points. • 
Let X, Y be riormed spaces and let C C be a convex cone. For a set-valued 
mapping <l> : X y , we denote by Gr(^>) and epic($) the graph and C-epigraph 
of 4>, respectively, that is, 
Gr(<^) := {(x,?/) :xeX and y G ^x)} 
and 
epic(少)：={(工，y):x£X Sind ye ^(x) + C}. 
We say that $ is C-convex if epic($) is convex. Note that $ is C-convex if 
and only if 
+ (工2) C + + C Vxi,a;2 G X and Vt G [0，1]. (4.5) 
Indeed, suppose that epi�(少)is convex. Take Xi,X2 e X, t e [0,1] and let 
yi e ^(xi) and 1/2 € $(2:2). Since epi�(少）is convex, one has t{xi,yi) + (1 -
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t){2:2,1/2) 二 + ( 1 - t)x2,Uji + (1 - t)y2) e epic•(少).Hence, tyi + (1 - t)y2) € 
^{txi + (1 - t)x2) + C, and so (4.5) holds. 
Conversely, suppose that (4.5) holds. For any t G [0,1] and (xi, 2/1+Ci), (.T2, y2+ 
C2) G epic(少)with yi G 巾(a^i), ？/2 ^ ^(.^2) and c!’ C2 € C, (4.5) implies that 
tyi + (1 - t)y2 e ^{txi + (1 — t)x2) + C, and so 
t{yi + ci) + (1 - t){y2 + C2) G + (1 - t)x2) + C. 
Thus, t(xi,yi + ci) + (1 - t)(x2,y2 + C2) G epic(少)’ which means that $ is 
C—convex. 
In the remainder of this chapter, we always assume that the graph of the 
objective mapping F in (4.1) is the union of finitely many polyhedra in X x Y. 
4.2.1 The general ordering cone case 
In this subsection, we consider the optimization problem (4.1) under the assump-
tion that C is a general closed convex cone with nonempty interior and F is 
C-convex. 
For y* G Y* and AcY, let 
Xy^{A) := 'mUy\a) and Ly.(A) := {a e A : {y\a) = Ay.}. (4.6) 
The following lemmas are useful for us. 
Lemma 4.2.2. [21, Lemma 3.2] Let Y be a normed space, A be the union of 
finitely many polyhedra ofY and let A be a subset ofY*. Then, is 
the union of finitely many polyhedra ofY and, more precisely, there exists a finite 
subset Ao of A such that 
U V(^) = U V � . (4.7) 
y'eA y*€Ao 
Proof. Take finitely many polyhedra Pi, • •• , of such that A = U�=i_Pi. Then 
n n 
U Ly,{A) = [j{Pin U Ly,{A)) = \ J ( [ j P,nLy.{A)) (4.8) 
y'eA 1 = 1 y*eA t = l y ' e A 
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By (4.6), it is easy to verify that Pi A Ly (A) is a face of Pi whenever Pj n "^ ^y'tX) 
is nonempty. That is {P, n ： y* G A}\{0} is a family of faces of Pi and 
hence must be a finite family because Pi is a polyhedron and so has only finitely 
many faces (see [2]). Therefore there exists a finite subset Aj of A such that 
{Pi n V⑷：y* e A}\{0} = {P, n ： y* e a,}, 
and it follows from (4.8) that 
U V ( ^ ) = U ( U ^^  ^ - U ( U Pi^Ly.{A))c \ j { [ j LyM))-
y'6A i=l y'eA i=l y'EAi i=l y*€Ai 
Let Ao = U^LjAj, we see that Uy^eA V ( ^ ) C UyeAo W and (4.7) is shown 
as the reverse inclusion is trivial. • 
Lemma 4.2.3. Let Z be a closed subset of a normed space V. Suppose that 
C CY is a closed convex cone with nonempty interior and that Z -\-C is convex. 
Then, 
WE[Z^C,C)= U Ly.(Z + C). (4.9) 
yec+\{o} 
Consequently, 
WE{Z,C)= U Ly,(Z). (4.10) 
y'€C+\{0} 
Proof. For any y + c € WE{Z + C, C) with ?/ € Z and c G C, 
(y + c - ( Z + C ) ) n i n t ( C ) = 0. 
Since Z+C and int(C) are convex nonempty sets, the Separation Theorem implies 
that there exist y* G such that 
{y\ y-\-c-z-c') < {y\c") for any 2 € Z, c' G C and c" G int(C). 
Since int(C) = C and C is a cone, it follows that 
{y*^y + c-z-c!) < inf {y\c) = 0 for any z e Z,c' e C 
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and so 1/ e C+\{0}. Thus ij + c e Ly.{Z + C). 
Conversely, let y* £ C+\{0} and y G Ly八Z + C). Let c G int(C). Then there 
exists e: > 0 such that c + EBY C C, where BY denotes the unit open ball in Y. 
Since y* + 0, there exists b G B such that (y*, b) < 0. It follows from c-\- sb e C 
and y* G C7+ that {y*，c>�0. Since y G Ly.(Z + C), one has {y*,y-z-c) < 0 for 
all 2 G Z and c G C. Hence, (y-Z-C)nint(C) = 0 and so y G WE(Z + C,C). 
Thus (4.9) holds. • 
Theorem 4.2.4. [21, Theorem 3.1] Let X, Y be normed spaces and let the or-
dering cone C have nonempty interior. Suppose that Gr(F) is the union of 
finitely many polyhedra and that F{r) C is convex. Then, V^, is the union 
of finitely many polyhedra of Y and, more precisely, there exist y* £ (7+ with 
= 1 (I < i < q) such that 
V^=:[jLy;{F{r)). (4.11) 
1=1 
Moreover, Syj is also the union of finitely many polyhedra of X. 
Proof. The convexity of F{T) + C and Lemma 4.2.3 imply that 
WE{F[T)^C,C)= U Ly.(F{T) + C). (4.12) 
It follows from WE{F(r), C) = F{r) n WE(F(T) + C, C) and (4.6) that 
WE{F(r),c)= U F(r)nv(F(r) + c)= IJ v(F(r)). (4.13) 
reC+\{o} y'eC+\{o} 
Since the feasible set r is a polyhedron of X and Gr(F) is the union of finitely 
many polyhedra oiXxY, Gr(^F)门(r x Y) is the union of finitely many polyhedra. 
Noting that F ( r ) = Uy{Gi(F) n (F x r))，Corollary 2.3.10 implies that F ( r ) 
is the union of finitely many polyhedra of Y. Noting that V^； = WE(F(r),C), 
it follows from (4.13) and Lemma 4.2.2 that V^ , is the union of finitely many 
polyhedra of V and there exist y* G with ||y*|| = 1 (1 < i < q) such that 
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(4.11) holds. This and Corollary 2.3.10 imply that is the union of finitely 
many polyhedra. Hence, Su, = Fni^—i (Vy is the union of finitely many polyhedra 
o f X . • 
Similar to Su> and V^j, S and V are the union of finitely many polyhedra when 
the ordering cone C has a weakly compact base. 
Theorem 4.2.5. [21, Theorem 3.2] Let X and Y be normed spaces and let the 
ordering cone C have a weakly compact base. Suppose that F ( r ) C is convex. 
Then, S and V are the union of finitely many polyhedra of X and Y, respectively, 
and, more precisely, there exist y* G C"*"' with ||y*|| = 1{1 <i < q) such that 
V = [jLy.^{F{T)). (4.14) 
i=l 
Proof. Since the feasible set F is a polyhedron of X and Gr(F) is the union of 
finitely many polyhedra of X x y , Gr(F) fl (P x y ) is the union of finitely many 
polyhedra. Noting that F{T) = UY{GV{F) n (r X y)), Corollary 2.3.10 implies 
that F{r) is the union of finitely many polyhedra of Y. By Corollary 2.3.7, there 
exist closed subspaces Yi, >2 of Y such that 
Y = Yi + Y2, n Y2 = {0} and dim(V^2) < +00 
and 
i=l 
where Hi {I <i < m) are polyhedra of Y2. Hence, 
m 
co(F(r)) = yi + co ( | J / f , ) . 
1=1 
By Lemma 2.3.1, co (U: i 丑i) is a polyhedron of Y2. This and corollary 2.3.7 
imply that co(F(r)) is a polyhedron. It follows from theorem 3.3.8 that 
^(co(F(r)), C) C cl(Supp(co(F(r)), (4.15) 
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Noting that Siipp(co(F(r)), C+0 = W (co(F(r))), it follows from Lemma 
4.2.2 that Supp(co(F(r)), (7+” is the union of finitel}^ many polyhedra and so is 
closed. Since Supp(co(F(r)), C+0 is a subset of E[co{F{V)),C), (4.15) implies 
that 
^(co(F(r)) , C) = Supp(co(F(r)), C+0. (4.16) 
On the other hand, the convexity of F( r ) + C implies that F ( r ) C co(F(r)) C 
F(T) + C. Thus, 
EiF{T),C) = E{coiF(T)),C) and Supp(F(r), = Supp(co(F(r)),C^^ . 
This and (4.16) imply that E{F{r), C) = Siipp(F(r), C+0 = (Jy.ec+i Ly^{F{T),C). 
By Lemma 4.2.2，V = E{F{r), C) is the union of finitely many polyhedra of Y 
and there exist y; e C+ with \\y*\\ = l{l <i < q) such that (4.14) holds. Since 
F-'{Ly;{F(T)) = nv(Gr(F) n (X x L,.(F(r)))) and Gr(F) n {X x L, . (F(r)) is 
the union of finitely many polyhedra of X x y , it follows from Lemma 2.3.9 that 
s = r n 广 i s the union of finitely many polyhedra of X. • 
The following lemma is well known, see [11, Theorem 2.8.2 . 
Lemma 4.2.6. A normed space is reflexive if and only if its closed unit ball is 
weakly compact. 
Noting that a closed convex subset of a normed space is weakly closed, lemma 
4.2.6 implies that every bounded closed convex subset of a reflexive space is 
weakly compact, hence, the following corollary is immediate from theorem 4.2.5. 
Corollary 4.2.7. [21, Corollary 3.1] Let X be normed space and Y he a reflexive 
space. Let the ordering cone C have a bounded base and suppose that F ( r ) + C 
is convex. Then, S and V are the union of finitely many polyhedra of X and Y, 
respectively, and, more precisely, there exist y* e C"*"' with ||y*|| = 1 (1 < z < 
such that 
V = [JLY;{F(R)Y 
i=l 
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We notice that in a finite dimensional space, every closed convex and pointed 
cone has a convex and bounded base. The following corollary is a consequence of 
Corollary 4.2.7 
Corollary 4.2.8. [21, Corollary 3.2] Let X, Y be normed spaces and let the 
ordering cone C be pointed. Suppose that Y is finite dimensional and that F{r) + 
C is convex. Then, S and V are the union of finitely many polyhedra of X and Y, 
respectively, and, more precisely, there exist y* G with = 1 (1 < i < g) 
such that ‘ 
i=l 
Corollary 4.2.9. [21, Corollary 3.3j Let X, Y be normed spaces and let the 
ordering cone C have a weakly compact base. Let A be the union of finitely many 
polyhedra of Y. Suppose that A + C is convex and that E{A, C) is nonempty. 
Then there exist finitely many polyhedra Ei, • •. ,Ep ofY such thai 
p 
E{A, C) = Supp(A = I J Ei. (4.17) 
i=l 
Proof. Define the set-valued mapping F : X Y hy F{x) = A for all x e X. 
Let the feasible set T = X. Then, Gr(F) = X x A is the union of finitely 
many polyhedra of X x Y and V = E{A,C). By Theorem 4.2.5，there exist 
y* eC+'{l<i< p) such that E(A,C) = [j^WM)- Since Supp(A,C+^) C 
E{A, C) and U�=i W i W � Supp(>l, (4.17) holds with Ei = Ly.(A). • 
In the proofs of Theorems 4.2.4 and 4.2.5, the convexity of F ( r ) + C plays 
an key role. The following example shows that Theorems 4.2.4 and 4.2.5 are not 
necessarily true without the convexity assumption on F{T) + C. 
Example 4.2.1. [21] Let X = = and 
C = {(ti山，亡3) e 股3 ： (^2 + < 2(3}. 
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Let r 二 股2 and define the set-valued mapping F : R^ as 
G r � = {(ti’t2，,i"2’0 e R 5 ： 1^ 2! < t i a n d f = mm{ti , l}}. 
Let 
乂 1 := {(力 1，<2) e ： 1^ 2! < ti (xndtl + > 4} 
and 
A2 ： = {{TU 亡2) G R ^ : 1^ 2! < H MDTL + ^2 > 4 } . 
Then, • 
S叫 二 {(0,0)} U Ai, = {(0,0,0)} U {⑷，,2，1) ： {tut2) € Ai}, 
S 二 {(0，0)} U A2, and V = {(0,0,0)} U {(^1,^2,1)：(。山）G A2}. 
Proof. By the definition of F , it is clear that Gr(F) is the union of finitely many 
polyhedra of and 
F(r) = {(^1,^2,0 e 股3 ： < f iand力=min{ti , l}} . (4.18) 
Note that 
S切=广104；)，S = F-\Vl V^ = WE{F(T),C) and V = E(F{T),C). 
It is sufficient to show that 
WE{F{T),C) = {(0,0,0)}U{(t i , i2, l ) ： {tut2) G A,} (4.19) 
and 
E{F{T\C) = {(0,0,0)} U{(t i , f2 , l ) ： {U,t2) e A2}. (4.20) 
Let e F{T) but {tut2,t) i {(0,0,0)} U{(fi,f2,l)：(亡 1’亡2) G A,}, 
that is, ti > 0 and t] + tl < 4. Then, (4.18) implies that (t? + tl)2 < 2t. 
Hence € int(C). Thus, (0,0,0) G ((ti,t2，t) — int(C)) n F (r ) , and so 
(ti,t2,t)朱 WEiF{T),C), Therefore, 
WE{F(r),c) c {(0,0,0)}u {(<1,^2,1) ： ( t l山）e Ai} (4.21) 
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Similarly, let G F(r) but (ti,t2,t) i {(0,0,0)} U {⑷山，工）：{hM) e 
A2], that is, > 0 and t\ + tl < 4. Then, (4.18) implies that (0,0,0) G 
(tiM^) - C, and so (亡1’亡2，亡）• E{F(r),C). Hence, 
E{F{T),C) C {(0，0’0)}U{(ti’f2，l) ： {ti,t2) e A2}. (4.22) 
Noting that (0,0,0) G E{F{T),C) C WE[F{T),C), by (4.21) and (4.22), to 
prove (4.19) and (4.20), we need show that 
{{tuk,!) ： {tut,)eA,} C WE{F{r),C) • (4.23) 
and 
{(^ 1,^ 2,1) ： {tut2) G A2} C £;(F(r),C). (4.24) 
To prove (4.23), suppose to the contrary that there exists (化 <2) € Ai such that 
⑷ ’ 亡 2 ’ 1 ) t WE{F(r),C). Then, there exists (fij。,^) e F ( r ) such that 
Gint(C), (4.25) 
that is, ((“-fi)2+(力2-力-2)2” < 2(l-i). This and (4.18) imply that f < 1，\t2\ < h 
and Hence, ( t ? + 亡？)圣 < 2i and so (fi,t~2,r) G C. This and (4.25) imply 
that (<1,^2,1) e int(C) + C = int(C) and so t j + t ^ < 4, contradicting (ti,t2) G 
Thus, (4.23) holds. 
To prove (4.24), suppose to the contrary that there exist (^1,^2) € A2 and 
it[,t'2,t} G F(r) such that (ti，t2，l) - (t{,t'2^t) G C and (#1,^2,1) ("i’"2>0. 
Then, 
{{tl 一 "1)2 + {t2 - <'2)2)圣 < 2(1 - t), \Q < t[ and t = min{f'i，1}. 
This and (^1,^2,!) + (i'i，"2’0 imply that t = t[ < 1. Noting that |t'2| < it 
follows that {t[,t'2,t) e C. Noting that (ti,t2,1) - (t\,t'2,t) G C, it follows that 
(ti,t2,1) € C, that is, t j + t^ < 4, contradicting ⑷山）€ 成.Therefore, (4.24) 
holds. 
• 
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4.2.2 The polyhedral ordering cone case 
In this subsection, we assume that the ordering cone C is polyhedral. 
Theorem 4.2.10. [21’ Theorem. 3.3] Let X, Y be normed spaces and let the 
ordering cone C be polyhedral and have nonempty interior. Suppose that Gr(F) 
is the union of finitely many polyhedra of X x Y. Then, Syj and Vyj are the union 
of finitely many polyhedra of X and Y, respectively. 
Proof. Since Gr(F) is the union of finitely many polyhedra of X x Y, one has 
that Gr(F) n ( r x is the union of finitely many polyhedra too. Note that 
F{T) = IV(Gr(F)n( rx :K)) . By lemma 2.3.9, there exist finitely many polyhedra 
P i , . . . of y such that F ( r ) = U^LiP^. It follows from lemma 4.2.1 that 
V；. = lVE{F{r), C) = F ( r ) \ ( F ( r ) + int(C)) 
{Pj+int(C))) 
Thus, to prove that Vw is the union of finitely many polyhedra of Y, it is sufficient 
to show that each Pi\(Pj + mt{C)) is the union of finitely many polyhedra. Since 
the ordering cone C is a polyhedron, 2.3.8 implies that P j + C is a polyhedron. 
Take y l ,y*pe 7*\{0} and ti，…，〜e K such that 
= {yl y) < /c = V •.，p}. 
Then 
int(巧 + C) = {2/Gy： {yl y) < fc = 1，... ’”}. 
We claim that 
int (巧 + C) = Pj + int(C). (4.26) 
Granting this, one has 
Pj + int(C) 二 e y ： {yly) < h}. 
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Hence, 
m P j + int(C)) = 6 ^ ： {yly) < h } ) 
= ^l=i{Pin{yeY:{-yly)<-t,}) 
This shows that Pi\{Pj + int(C)) is the union of finitely many polyhedra and 
so is V^. By (4.3), S^ = rU(Gr(F) D (F x Vy) . This and lemma 2.3.9 imply 
that Su) is the union of finitely many polyhedra. Now we show that (4.26) holds. 
Since Pj + int(C) is open, it is clear that Pj + int(C) C int(Pj + C). Conversely, 
suppose to the contrary that there exist y + c G int(尸j + C) with y G Pj,c e C 
such that y + c ^ Pj + int(C). Since Pj + int(C) is a nonempty convex set, the 
Separation Theorem implies that there exists y* E y*\{0} such that 
{y*, y + c)> {y\z-\- c') for all z € Pj and c' G int(C). 
It follows that {y\c) = max{(i/,c'> : c' G C} = 0 and {tj\y) = max{{ij\z): 
2； e Pj}. Hence, {y*,y + c) = max{{y*,x) : x G Pj + C}, contradicting y c e 
int(Pj + C). Therefore, (4.26) holds. • 
4.3 Connectedness of solution sets and optimal 
value sets 
In this section, let X , Y be normed spaces and let C C K be a closed convex 
cone with nonempty interior, we present some connectedness results on the weak 
Pareto solution set, Pareto solution set and Pareto optimal value set of (4.1) 
under the assumption that F is C-convex. To do this, we need the following 
notion: let the set-valued mapping F': X he such that 
Gr(F') = co(Gr(F)) (4.27) 
and consider the following vector optimization problem: 
C — min F' subject to a; G T, (4.28) 
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where F is the same feasible set as in (4.1). Let S' (resp. S'^) and V' (resp. V^) 
denote the set of all Pareto (resp. weak Pareto) solutions of (4.28) and the set of 
all Pareto (resp. weak Pareto ) optimal values of (4.28)，respectively. 
Lemma 4.3.1. [21, Lemma 4-^1 Let X, Y be normed spaces and C C Y be 
closed convex cone with nonempty interior. Suppose that F is C—convex. Then, 
= = S and V' = V. 
Proof. Since F is C-convex, one has that Gr(F) is a convex set, where F{x)= 
F{x) + C for all x G X. Thus, Gr(F) C Gr(F') C Gr(F), that is, 
F{x) C F\x) C F(x) + C V x g X (4.29) 
It follows that dom(F) = dom(F') and F ( r ) C F'(r) C F ( r ) + C. Hence, 
£;(F(r) ,C) = E(F ' ( r ) ,C) , that is, K = V . By the definition of F , one has 
F-'{V) C F'-\V'). Thus, 
s = r n c r n F'-i(v') = s'. 
On the other hand, let x G S', Then, .t G T and F'(x) n £;(fXr)’（7) ^ 0. 
By (F{x) + C)n E{F{T),C) = F{x) D E ( F ( r ) , C ) and (4.29), one has F(x) n 
E{F{r),C) = F'ix)nE{F{T),C) ^ 0. Hence, x G T n F-\E{F{r),C)) and so 
xeS. This shows that S' C S. Therefore, S' = S. 
Now we prove that S'^ = S^. Let x e S:. Then, x e T and F'{x)门 
WE{F'(T), C) ^ 0. By (4.29)，there exist y G F{x) and c G C such that y + ce 
WE{F'(T), C) and so F'(r)n{y-\-c-mt{C)) = 0. Noting that int(C) = C+int(C) 
one has F'(r)n(2/ + c - i n t ( C ) - C ) = 0. Hence (F ' ( r ) + (::)n(y + c - in t (C) ) = 0. 
Since F ( r ) + c C F ' ( r ) + C, it follows that F{T) n - int(C) = 0，that is 
y e WE{F{T),C). So xeSn, and S'^ C S^,. Conversely, let a; G S’ Then, there 
exists y e F{x) such that y e WE{F{T), C). Hence F ( r ) int(C) = 0. This 
and C + int(C) = int(C) imply that (F( r ) + C) n (y - int(C) = 0. It follows 
from (4.29) that F ' ( r ) n (y - int(C)) = 0 and so y e WE{F'{r), C). So x e 5；. 
Therefore Syj = S'^. • 
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To present the main results of this section, we need the following lemma. 
Lemma 4.3.2. [21’ Lemma 4-2] Let Y be a normed space and A be a polyhedron 
in Y. Let A be a convex subset ofY*. Then, Uy.eA ^y'i^) is pathwise connected. 
Proof. By Corollary 2.3.7, there exist two closed subspaces Yi and Y2 of Y and a 
polyhedron A2 in >2 such that 
y = yi + 7 2 , Vi n = {O}, dim(y^ 2) < + 0 0 a n d a = Vi + (4.30) 
Let y* in A such that Ly'{A) ^ 0. The definition of Ly.(A) and (4.30) imply that 
{y\yi) = 0 for all G Yi and Ly^{A) = Yi + Z/y (乂 2). 
Hence Uy'eA ^ y ( ^ ) = + UyeA [y•(乂2). So it is sufficient to show that 
Uy.eA "^ y*(成）is pathwise connected. By Lemma 4.2.2，there exist yj, • • • , y* G A 
such that 
n 
U Ly.{A2) = [jL.y^(A2). (4.31) 
yeA i=i 
Without loss of generality, we assume that each Ly^{A2) is nonempty. Let T : 
Y2 一 � b e defined by 
T{y) Ay:.y)) for all y e Y2. 
Then, T is a bounded linear operator. Let S : denote the set of all weak Pareto 
solutions of the following vector optimization problem: 
Rl 一 mmT{y) subject to y G A2. 
We claim that 
U (4.32) 
y'€A 
Granting this, (iii) of Theorem A (see page 45) implies that Uy'eA ^y'i^^) ^^  
pathwise connected. Now we show that (4.32) holds. Let y G Then, T[y) G 
WE{T{A2),RI)- By lemma 4.2.3，there exists ( f i , . . . , � „ ) € ]R5.\{0} such that 
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that is, 
n n 
YlUivly) = mm{Y2ii{l/hz) : z G A2}. 
1=1 i=l 
Let V* : = 登 ” T h e convexity of 八 implies that v* G A. Hence y G 
and so y e Therefore S^ C UyeA W (^2)- Conversely, let y G 
Uy*^ALy'(A2). By (4.31)，y G i^y:(成）for some integer i G [l,n]. Hence {y*,y)= 
mina:e七�2AVt> and so {yi,y) - e 朱 { ( y ^ x ) : x € A2} for all e > 0. Thus, 
(r(y)-int.(R:;:))n7Xyl2) = 0. Hence T{y) E WE(T{A2),Wl) and so y e S^. So 
Uy.eA C S i . Therefore, (4.34) holds. • 
Theorem 4.3.3. [21，Theorem 4-^1 Let X, Y he normed spaces and let the or-
deiing cone C have a weakly compact base. Suppose that the set-valued objective 
mapping F is C—convex. Then, S and V are pathwise connected. 
Proof. Let F ' : X =4 V be the mapping defined by (4.27). Noting that in a finite 
cliiiiensional space, the convex hull of the union of finitely many polyhedra is a 
polyhedron. Lemma 2.3.1 and Theorem 2.3.6 imply that Gr(F') is a polyhedron 
of X X Y. It follows from Corollary 2.3.10 that F ( r ) is a polyhedron of Y. By 
Corollary 4.2.9, 
y*€C+« 
It follows from (4.6) that 
G r C F ' ) 门 ( r x n = U W ) ( G r ( F ' ) x (F x 7)) . 
This and Lemma 4.2.2 imply that Gr(F') n ( r x V ) is pathwise connected. Hence 
S' = IlY(Gr(F') n ( r X V')) and V' = ny(Gr(F ' ) n ( r x V')) are pathwise 
connected. It follows from Lemma 4.3.1 that S and V are pathwise connected. • 
Since every closed convex pointed cone in a finite dimensional dpace has a 
weakly compact base, the following corollary is immediate from Theorem 4.3.3. 
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Corollary 4.3.4. [21’ Corollary J^.l] Let X, Y be noTmed spaces with diin(y') < 
+00 and let the ordering cone C be pointed. Let A be the union of finitely many 
polyhedra of Y. Suppose that A + C is convex. Then, E{A, C) is pathwise con-
nected. 
Theorem 4.3.5. [21, Theorem 4-2] Let X, Y be normed spaces and let the order-
ing cone C have nonempty interior. Suppose that the objective set-valued mapping 
F is C—convex. Then S^ is pathwise connected. 
Proof. Let F' be as in the proof of Theorem 4.3.3. Then, Gr(F') is a polyhedron 
of X X y and F'{T) is a polyhedron of Y. We claim that 
U MF'(r)). (4.33) 
y*ec+\{o} 
Granting this, one has 
G r ( r ) n (r X K ) = U L(o’,)(Gr(F)门(T x Y)). 
y'€C+\{o} 
It follows from Lemma 4.3.2 that Gr(F') fl (F x V^) is pathwise connected. Hence 
= n x ( G r ( F ' ) n ( r X V；^)) is pathwise connected. By Lemma 4.3.1, S^, = S'也 
is pathwise connected. Now we show that (4.33) holds. Let y* G C+\{0} and 
yeLy^{F'{T)). Then, 
{y - int(C)) n F'(r) = 0. 
This and (4.6) imply that (y-mt{C))nF'{T) = 0, and soy e WE{F(r), C) = V^. 
Conversely, let y e V^ = WE{F{r),C). Then, {y — int(C)) n F'{T) = 0. 
Noting that y - int(C) and F ' ( r ) are convex, by the Separation Theorem, there 
exists if 6 y*\{0} such that 
{y\y - c'�> {y\z) for any c' G int(C) and z G F'(r). 
This implies that y* G C+\{0} and y G Ly.(F '(r)) . Hence C Uyec•十\{o} 
and (4.33) holds. • 
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4.4 Optimality conditions of piecewise linear map-
pings 
In this subsection, let X, V be normed spaces and let C C K be a closed convex 
pointed cone with nonempty interior, which specifies a preorder <c in Y: for 
yi,y2 e y, yi <c 於弁 2/2 - yi G C. By yi <c 2/2’ we mean that 2/2 - 2/1 ^  int(C). 
If additional conditions are imposed, they will be explicitly specified. 
Recall that a mapping / : X —>• y is said to be piecewise linear if there exist 
polyhedra Pi,-- - in X, {Tj,--- , T^} C L{X, Y) and - ,bm} CY such 
that 
m 
X = IJ Pi and f{x) = Ti{x) + bi V:r G Piemdl < i < m. (4.34) 
1=1 
Let aj , • • • , ,a* G and ri, • • • G M. Considering the following multiobjec-
tive (not necessary convex) piecewise linear optimization problem: 
C - mill f{x) subject to x E T, (4.35) 
where the feasible set F := {a; G X : (a*, a;) < r j J = !,••• ,n}. 
A vector G T is called a weak Pareto solution of (4.35) if f{x) G WE{f(r), C); 
in this case, f(x) is called a weak Pareto value of (4.35). We denote by Syj and 
V^ the set of all weak Pareto solutions (4.35) and the set of all weak Pareto values 
of (4.35)，respectively. It is clear that 
Su^ = rn / - i (K；) and = WE{f{r),C). 
In sections 4.2 and 4.3, we presented some results on the structure of S^ if 
Suj i=- 0. In this section, we study the optimality conditions of (4.35) and present 
a condition such that S^ 0. We introduce some well-known definitions and 
properties in convex analysis, see [4] and [18] for instance. 
Let / be a convex function from a normed space X to MU{+oo}. The domain 
of / is defined by 
dom(/) := {x e X : f{x) < +00}. 
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We say that f is proper if dom(/) / 0. For a convex proper functional /，the 
subdifferential of f at XQ € dom(/) is defined by 
df(xo) ：二 {x* e X* : {x\x- xo) < f{x) - /(.To) Vx G dom(/)}. 
We denote df{x) = 0 if o:雀 dom(/). 
Remark 4.4.1. Let / : X —> E U {+00} be convex, x* G X* and XQ G dom{/). 
If there exists r > 0 such that， 
X — Xo) < f{x) - f{xo) Vx € dom(/) fl B{xo, r), (4.36) 
then X* G df{xo), where B{xo, r) denotes the open ball of X with center XQ and 
radius r. Consequently, two convex functions have the same subdifferential at a 
given point if they have the same value in a neighborhood of that point. 
Indeed, let x* G X* such that (4.36) holds. For any y G dom(/), there exists 
A G (0’ 1) such that Ar r�+ (1 - X)y E B(.TO, r) A doni(/). Hence 
{x\ + (1 - X)y — Xo) < f{Xxo + ( 1 - X)y) - f{xo) 
< 入 / � + (1 - 勒 ) - f ( x o ) . 
Since 1 — A�0，d iv ide I — \ on both sides of above inequality, 
{x\y-xo) < f{y)-f{xo). 
Thus, X* e df{xo). 
For a closed convex subset A of a normed space X, the normal cone of A at 
a eAis defined by 
N{A, a) := {x* e x * : {x%x-a)<0 Vx G A}. 
Proposition 4.4.1. [18, Propositions 4-5.1 and 4-5.2] Let /j (i = 1, • • • , n) be a 
collection of proper convex functions from a normed space X to IRU{+oo}. Then 
the following statements hold. 
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(a) If f{x) 二 max{/i(:c) : i G {1, • • •，n}} for all x € X, then 
df{x) = y dfiix)), Vx G dom(/) 
i 6 / ( i ) 
where co* denotes the weak star closed convex hull and I{x) = {z G {1, • • • , n } : 
f ⑷ 二 fi(:r)} for all X e x . 
(b) If there exists x G (dom/i) A (intdom/2) A • •.门（intdom/„) such that 人 is 
continuous at x for i = 2,…,n, then 
i=l i=l 
for all X e nr=i dom(/i). 
Proposition 4.4.2. [19, Theorem 2.4-14 (vii)} Let X, Y be norrned spaces and 
T G L{X, Y). Suppose that h : Y R is a sublinear and continuous function. 
Then, �:r)(0) = w* - c\{T*{dh(0))). 
Let / := {1，…，m} and IQ ：= {i e I : int(Pi) 0}，where m is as in (4.35). 
By Lemma 2.3.11，X = IJie/�Pi- Let I{x) := {i e IQ ： x e P J for all xeX. 
Lemma 4.4.3. [22, Lemma 4.1j Let X,Y be normed spaces and f be defined by 
(4.34). Suppose that f is C-convex. Let x eT and y* e , Then, the following 
statements hold. 
(i) {y*J{x)) = + ^i) for all x e B{x,5) and some 5 > 0. 
(ii) Define 二 ( f ( / ( x ) - f{x), -C) for all x e X. Then, 
d(f)(x)= [tiT*(c*) : ti = l,ti>0 and c* G Bx-门 ^ ’ 
tG/(i) i6/(x) 
where T* denotes the conjugate operator of T] and Bx. denotes the closed unit 
ball of X\ 
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Proof. Since each polyhedron is closed, there exists 5 > 0 such that B{x,S) n 
Uie/o\/(x) Pi — This and Lemma 2.3.11 imply that 
B{X,6) C U PI. (4.37) 
ie/(x) 
Hence, for any x G B{x^5) there exists i G i{x) such that f(x) 二 Ti(:r) + 6“ and 
so 
{y\f{x))<m^{y\Ti{x)+bi). 
It follows from y* G and Theorem 2.3.12 that ‘ 
{y\f{x)) = m_ax�y.，7;(:c) + 6 i�Vx G B{x,6). 
ie/(x) 
Hence (i) holds. 
To prove (ii), let i £ i{x). Then f(x) = T,{x) + � F o r any .t G X�noting 
that f is C-convex, Theorem 2.3.12 implies that Ti{x) + bi <c f{x) and so 
Ti{x - x) <c f{x) - fix). Hence 
d(Ti{x-x), -C) < d{Ti{x-x), -{C-\-f{x)-f{x)-Ti{x-x))) 二 工）for any x G X. 
Let ip(x) := maXi€/(i) diTi{x - x), -C) for all x e X. Then 7p{x) < 0(;r) for all 
X e X. On the other hand, by (4.37), for each x e B{x,6), there exists i e /(x) 
such that a; G Pi and so f{x) = T^{x) + bi. Noting that f(x) = Ti(x) + 6“ one has 
(^(x) = d(Ti(x 一 x), -C) < m a x i e / � d{Ti{x - x), - C ) . Therefore, (f>{x) = ^(x) 
for all X e B{x, 6). By Remark 4.4.1, d(l){x) = dip{x). It follows from Proposition 
4.4.1 and 4.4.2 that (ii) holds. • 
Let X G r , recall that x is a sharp Pareto solution of multiobjective piecewise 
linear optimizarion problem (4.35) if there exists a constant r G (0，+oo) such 
that 
||x- - 5; II < T{d{f{x) - f{x), -C) + d{x, r ) ) for all a; G X. (4.38) 
It is clear that 5 is a Pareto solution of (4.35) if (4.38) holds. 
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Indeed, for any f{y) G (/(.r) - C) with y G F, f[y) - / � G -C. By (4.38), 
\\y - J：I = 0 and so a： = y. Therefore, {f{x) - 0 ) 0 / ( r ) = {/(^^}. This means 
X is a Pareto solution of (4.35). 
For any u G F, let 
J{u) ：= {1 < i < n : {aj,u) = Cj}， 
where a � a n d Cj are as in (4.35)，and let 
F 
A+(u) := [ UT:{y*) + ^ Sja; : y* e C+\{0}, U > 0, s,- > Oand = 
The following theorem is a main result of this section. 
Theorem 4.4.4. [22, Theorem 4.1] Let X, Y be normed spaces, T he the feasible 
set of (4.35), and f be defined as (4.34). Suppose that f is C—convex and 5 € F. 
Then the following statements hold. 
(i) X is a weak Pareto solution of (4.35) if and only if 0 ^ A十(旬. 
(ii) X is a sharp Pareto solution of (4.35) if and only ifO is an interior point of 
A+{x). 
Proof. By Lemma 4.2.3’ 
U M 劇 . 
rec+\{o} 
Hence, 
xeSy,^ {y\ f(x)) = inf 0/*, fix)) for some y* e C+\{0}. (4.39) 
For each y* E C+\{0}，let (丄’）=max这,��y*’ 1；(工）+ bi) for all a; G X. Then, 
by (i) of Lemma 4.4.3 and the convexity of /， 
•(旬=M(l>r{x) ^ 〈2/*，/(旬〉=M{y\fix)). (4.40) 
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By Lemma 3.3.1, 
(f)y*{x) = inf <py*(x) d(f)y^{x)+N(T,x), 
xsr 
where iV(r, x) denotes the normal cone of r at x in the sense of convex analysis. 
Since ^ � 




(4.42) iV( r，和 SjX； : s,- > 0, j G J{x) 
by (4.39), (i) holds. 
To prove (ii), let 
h{x) := d(f{x) - f{x), -C) + d{x, r ) for allx- G X. 
Suppose thai x is a sharp Pareto solution of (4.35). Noting that h(x) = 0 and 
||a; - < Th(x), one has 
( x \ X - x) < \\x - x\\ < T{h{x) — h(x)) f o r a l l G Bx-. 
Hence 浙.C dh{x). Since dh{x) = d(f>{x) dd(-,r){x) and a d ( - , r ) ( x ) = 
Bx'门 A (^r,： )^，by (ii) of Lemma 4.4.3, dh{x) C A+(5) and so 0 is an interior 
point of A+(x). To prove the sufficient part of (ii), suppose that there exists r > 0 
such that rBx* C A+(旬’ that is, rBx- C d4>{x) + N(r,x). By (ii) of Lemma 
4.4.3，d(f){x) is bounded, let M = sup{||a;*|| : € d(f){x)}. Hence 
rBx. C + (M + r)Bx* D iV(r,) C (M + r + l){d(f){) + dd{-, T){x)). 
Let X e X. Then there exist x" G Bx-, x； € d(l){x) and G dd{-,r){x) such 
that \\x 一 a;II = {x\ x - x) and rx* = (A/ + r + l){x\ + x^). Hence, 
工 - 到 = 〈工 T ’ x - x ) + {x*2, X - x) 
< (f)(x) - + d{x, r ) - d{x, r ) 
=(p{x) + d{x,T). 
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Hence (4.38) holds with r =糾;+1，and so x is a sharp Pareto solution of (4.35). 
Therefore (ii) holds. • 
Corollary 4.4.5. [22’ Corollary 4.I] Let X,Y be normed spaces, T e L{X, F) 
and b e Y. Suppose that f (.7;) = T{x) + b for all x e X. Then, Su, / 0 z/ and 
only if there exist y* G C7+\{0} and Sj > 0 ( j = 1, • • • , n) such that 
n 
+ = 0 (4.43) 
j=i 
Proof. The necessity is an immediate consequence of Theorem 4.3.3. To prove 
the sufficiency part, suppose that there exist i/Q G C+\{0} and Sj > 0 such that 
n 
+ = (4.44) 
j=i 
Let Xq := plj^i ker(a)). Then there exists a finite dimensional subspace XI of X 
such that X = XO + XI and X � n = {0}. Let 
Fi {;i- e A'l : {aj,x} < r j J = 1，…’n}. 
Then T = TI + Xq. Noting that dim(Xi) < +00, Lemma 2.3.1 implies that there 
exist e i , … , e ^ , ep+i, • • • , Cp+g in Xi such that 
Pi = :ti>Oi = l,--- ,p-hq, and = 1}. 
It is easy to verify that {a*,ei} < 0 for all j e {!,••• ,n} and for all i G { p + 
1，.. •，P + 9}. Hence there exists an integer iq e [1, k] such that 
E � ¥ ； ’ O =协。Ig二，ep)�E ¥；’ 尤〉 = f ^ f ^ i Y . ¥；，^ = ¥；’ x) 
j=l ’，p j=l j=l j=l 
This and (4.44) imply that e j = m i n c e r x ) . Hence,�2/5，T(eJ�= 
min工er�2/5，T(工)�and s o � 2 / 5， / ( e j � = min工erfe^ /(工)� .By (4.39), e i � G S如 and 
so S 如 寺 t • 
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