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Abstract 
We introduce here an algebraic characterization of fixed singularities of a complex polynomial 
quasi-linear differential-algebraic system A(t, y)y’ - b(t, y) = 0. We begin with explaining how 
to represent it by using a finite number of saturated modules, defined over irreducible varieties, 
named their constraint varieties. A projection-elimination process, inspired from Reich (1991), 
yields those modules, whose main property is to be invariant under the adding of the derivatives 
of the equations of their constraint variety. We call them differentially stable systems. Each has 
a proper index, the number of derivations needed to get it. 
For one of those modules, we define the fixed singular points as those points of the constraint 
variety which reduce the rank of the matrix of the differential part. Our definition is shown to be 
more intrinsic than the one based on differential algebra, based on characteristic sets to represent 
the solutions: the singular sets we obtain are included in these provided by differential algebra 
methods. 
The second part deals with the geometry of singular points, which are divided into three 
subsets. We show in particular that the points where the constraint variety is not a manifold 
can be investigated by the introduction of their tangent cone, consisting of the vectors that are 
tangent to the variety. 
We eventually give some examples proving that the set of singular points is not always the 
vanishing set of a single polynomial, unlike in the case without constraint, where the determinant 
plays this role. 
Keywords: Quasi-linear DAE; Index; Fixed singularities; Impasse-points; Determinant 
1. Introduction 
Differential-algebraic equations (DAE) were introduced in a numerical context by 
Gear [15] in the early 197Os, as a limit case of stiff ODES. Such mixed equations 
typically arise from constrained mechanical systems [29] or electrical networks [l 11. 
Many definitions concerning the index of DAE! have been given [8], using several points 
of view, from differential geometry to regular perturbation of differential equations. 
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The integer k indicates how hard the numerical integration of a DAE will be. Reliable 
methods are known for low-index problems (k G3) only [2]. 
Using differential geometry, Rabier and Rheinboldt [24] gave theorems for the exis- 
tence of solutions in the general case, which reads 
F is a differentiable (as far as needed) mapping from an open subset of Iw x Iw” x R” 
to a set of W. Their method consists in differentiating the equations in the sys- 
tem that do not involve Y’, named the constraints ones, until no new constraint is 
found: the last system is said to be inuolutive (for a formal theory approach, see [20]). 
It has thus solutions, which are power series of t if F is smooth. The final system, say 
H(t, y, y’) = 0, splits into several implicit systems 
F&,Y,Y’)=O, 
each of which being defined on the tangent bundle of an open connected submanifold 
0i of R x L’P. Each has the property that any constraint resulting from Fi = 0 vanishes 
on 0i and that the rank of aFi/ay’ cannot be increased, by adding the derivatives 
of the constraints defining 4. Moreover, each subsystem Fi = 0 has a proper index, 
the number of derivations of the initial set of equations performed before discovering 
it during the differentiations stages. This number is lower or equal to the number of 
derivations performed to get the equation H = 0. 
The singular points, from which some are often called impasse-points [9,25], are 
those points lying on 0i where the rank of the latter jacobian matrix is not maximal. 
For example, if 
rank(aF/i3y’) = n, 
and if there is only one submanifold, namely 0 = W+i (no constraint), the singular 
points form exactly the set 
{(t, y, y’) E C x C” x C”/det(aF/8y’)(t, y, y’) = 0). 
This definition is extended to what are called non-singular quasi-linear DAR in [23], 
which, after the reduction process of constraint computation, can be written 
where A(t,Y) is a (n x n)-matrix of rank r<n for almost every points (t, y) in the 
constraining submanifold 0 of R ‘+l The singular points form the set . 
These definitions are not very satisfactory for symbolic computations, since such sets 
are not easy to describe this way. Considering that constraints equations, index of DAR 
or singular points are structural informations, we shall present how to get them in 
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a purely algebraic way. This will give global definitions, unlike what is done in 
a numerical context. 
We take here @ as the base field to avoid problems due to the use of real algebraic 
geometry, in relation with the existence of solutions to polynomial systems. 
To simplify the study, we shall consider polynomial quasi-linear DAJ? 
A(& Y)Y’ = wt, Y). (1) 
A and b are, respectively, an (n x n)-matrix and an n-vector with coefficients in 
W,Yl,..., Y,] (n is a non-zero integer). If A is not a matrix of rank n, as a function, 
there are hidden algebraic equations, involving t and y only in (1). 
We shall focus on the associated linear system 
W, Up = b(T, Y), (2) 
where we use capitals for indeterminates. Lower case letters will denote specializa- 
tions of the indeterminates into particular values. Y is the symbolic indeterminate 
Y=(Y1,..., Y,), n E N*, T is the indeterminate for time and p = (PI,. . . , p,,) represents 
the first derivative vector. 
In Section 2, we give a translation in algebraic geometry of the results of Reich 
[26], Rabier and Rheinboldt [24]. It will deal with a definition of the differential in- 
dex and the way to transform a quasi-linear DAB into a finite number of ODE on 
algebraic varieties, named dzjfkentiully stable quasi-linear DAE, since they are stable 
for the elimination-derivation process presented in Section 2.2. A comparison with the 
usual notion of inuolutivity is given. More precisely, a differentially stable system is 
a &?-module, where W is the ring of its variety of constraint 9. The quasi-linearity 
of the equations makes this representation possible. The singular points are the special 
points of 93 where the rank of the module is not maximal: their set is the vanishing 
set of the maximal determinantal ideal of the module. 
The last part of this section summarizes which decomposition can be obtained using 
Ritt’s differential algebra [27], and more particularly by applying Rosenfeld-Grobner 
algorithm (implemented by Boulier [l]) to such DAB. We show that our definition of 
singular points is more intrinsic than that obtained using characteristic sets. 
Our aim will then be to give a geometric classification of singular points of differen- 
tially stable DAB. We shall see in Section 4 that the singular points form an algebraic 
set, the vanishing set of the maximal determinantal ideal of the leading matrix, and 
that they contain three kinds of singularities: those of the constraint variety, those of 
its projection onto the T-axis and the other, the singularity of which is related to the 
variety of the whole system, a subset of the (2n + 1)-dimensional l-jets space. 
We shall eventually show by examples that one cannot speak of the determinant of 
a quasi-linear DAE, since in some cases the locus of singular points is of codimension 1 
but is not defined by a single polynomial. We end by noticing that such subtleties do 
not seem to arise in practice. 
52 G. ThomasITheoretical Computer Science 187 (1997) 49-79 
2. Decomposition of a quasi-linear DAE 
In this section we present an algebraic equivalent version of Reich’s process [26], 
better studied in a differential-geometric framework by Rabier and Rheinboldt [24]. 
We explain how to define the index of a quasi-linear DAE and the constraint sets that 
are underlying the equations, using algebraic geometry mainly. The proofs are omitted, 
and can be found in [34]. 
2.1. Preliminaries 
For any finite set C, we shall denote by #C its cardinal&y. 
Let W be a noetherian domain. Any W-module JZ is finitely generated. A basis of 
J? is any set of generators of 4; a minimal basis of &? is a basis no element of 
which is part of the module generated by the other elements. 
Let M be an (m x n)-matrix with coefficients in 9. Its rows can be seen as elements 
of 9’“. 
The %submodule of BY’ generated by the rows of M is called the module of the 
rows of M and will be denoted Y(M). Hence every B-linear combination of the rows 
of M will belong to .9(M). 
A relation among the rows of M is a vector c E kerMT (T denotes the transpose) 
so that cTM = 0 in 9’“. kerMT is actually a W-submodule of P, called the module 
of relations among the rows of M. We shall denote it Rel(M). 
If (r,,..., r4) is a basis of Rel(M), the matrix whose rows are the q’s is called a 
relations matrix of M. If the rows of M are linearly independent over 9, Rel(M) = 0 
and then there is no relations matrix. 
Let S be a multiplicatively stable subset of %? and JZ an W-submodule of WJ’, with 
~20. The module 
{m E LV/Vs ES, 3k E N, skm E A’} 
is called the saturation of J?’ with respect o S. It is denoted JZ:S”. 
Let M be an (mxn)-matrix. ForjE{l,..., min(m,n)} we denote Ii(M) the ideal 
generated by all the (j x j)-minors of M. It is called the jth determinantal ideal 
of M.’ 
We define the rank of M as its usual rank computed in the field of fractions X of B. 
This value, say r, is the maximal number of independent rows of M or the dimension 
of the X-vector space generated by the rows of M. Equivalently, r is characterized as 
being the only k E N such that 
&+1(M) = (0) and h(M) # 0. 
’ Some basic results about those ideals can be found in [4]. They form a descending chain of ideals and 
arc invariants under the action of invertible matrices: 
VP E Gl(m, W), VQ E Gl(n, Se) I_(PMQ) = I@); j = 1,. , min(m, n). 
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For example, the rank of 
M= 
Y, - 1 T - Y2 
Yz-3Yi 1 > 
equals 2 in C[T, Y] and 1 in the quotient ring @[T, Y]/(detM(T, Y)). 
If $9 is an algebraic set, we denote I(%) its associated radical ideal. Conversely if 
F is a set of polynomials, V(9) will denote the set of points where all the f E F 
vanish and I(P) the smallest radical ideal containing F. 
The topology we shall use is Zuriski’s topology of C x C”: closed sets are algebraic 
sets. Their complementaries in @ x C” are the open sets. 
A solution of a DAE like (1) is an analytic function t cf y(t), defined on a non-empty 
open connected set G? c @. 
2.2. DiSferential index and decomposition 
The index of a DAE was first defined as being the minimal number of differentiations 
(or prolongations) needed to obtain the underlying ODE of maximal rank (see [ 141). 
Reich [26], and then Rabier and Rheinboldt [24] made this definition more intrinsic 
by geometrical arguments but their analysis is not global. They give results about 
index existence and invariance on open sets only, and do not present any symbolic 
method of computation of the differential manifolds they use. In the polynomial case 
the manifolds become algebraic sets and we point out that the index does not depend on 
a decomposition into open connected subsets, for it is invariant over each irreducible 
component of the constraints algebraic set. 
Suppose that 
detA(T,Y)=O 
as a function. This condition implies that the rows of A are linearly dependent over 
C[T, Y], so that there are relations among them. Let c(T, Y) # 0 E @[T, Yin be such 
a relation. Any solution to (1) must satisfy 
(W, Y),W, Y>) = 0, 
which is an algebraic equation ((. , .) denotes the scalar product in C[T, Y]“). The 
solutions are then forced to lie on the algebraic set 
V(Rel(A),W, I’)))= V(Id(A(T, Y)p - b(T, Y)) n C[T, Y]), 
the ideal Id(A(T, Y)p - b(T, Y)) being computed in the enlarged ring C[T, Y, p]. The 
first formula is more meaningful in our case, since it uses the affine character of the 
equations with respect o the vector p. This approach of the constraints definition is 
summarized in the 
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Definition 2.1. A simpIe quasi-linear polynomial system is made of two elements: an 
integral ring W = C[T, Y] 1.9, where y is prime, and a differential-algebraic system 
W VP = YT, Y) 
with coefficients in 92, such that the two following conditions hold: 
- The rows of the matrix (L] -b) form a minimal basis of the %module they generate, 
named 4. 
- If c is a relation among the rows of L, 
(c(T,Y),b(T,Y)) E Omod.9. 
- JZ is saturated by the maximal non-zero determinantal ideal A of L: 
J#Z: A”=&. 
Remark. The third condition occurs for DAE like 
Yl Pl + yz P2 = 0, -Y2p1 + Y1p2 =o. 
This system is split into two DAE, for here 
A = (Y: + Y22)a=[T, Y] 
is a zero-divisor in the C[T, Y]-module generated by the rows of 
( 
Yl Y2 0 
-Y2 Yl 0 > ’ 
The splitting yields three simple systems: 
over C3 = V(O), 
(Yl Y2 0) 
over V( Yr + iY2) and 
(5 Y2 0) 
over V(Yi - iY2). 
From this definition can be derived the decomposition lemma: 
Lemma 1. Let Ap = b be a quasi-linear polynomial system. The set of its solutions 
is the union of the sets of solutions of a jinite number of simple systems. 
For example, let 
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be a quasi-linear DAE. Using the relations matrix (1 - 1) we get 
U(Yl - Y2Wl + y2 - 1)) 
which is reducible. The value of the rank of A depends on the components. For points 
lying on the subvariety V(Yi - Yz), its value is 0 and there is a new constraint, namely 
Yf + Y2 = 0. At end the set where solutions can exist is the union of V( Yi -I- Y2 - 1) 
(where the rank is 1) and 
V(Y, - Y2,Yi + Y1)=@ x {(O,O)}U@ x {(-1,-l)}. 
There are eventually three simple systems: 
(h - Y2)Pl = y: + y2, y=Id(Yi + Y, - l), 
L empty, 9=Id(Yi,Y2) 
and 
L empty, $=Id(Yi + l,Y2 
The proof of the lemma is based 
related to the ideal 
Id((Rel(A),bV, Y))) 
t 1). 
on the classical decomposition of the algebraic set 
into its irreducible components and the remark that a solution cannot pass from one 
component to another, since these are algebraic sets and thanks to the analytical nature 
of the solutions. 2 From now on we shall consider simple systems only. The variety 
V(4) will be called the constraint variety. 
Now suppose that this latter is not equal to Id( 1). Then its generators must vanish 
for the values (t, y(t)) of the solutions to the system (1). Hence dy/dt must satisfy the 
equations of the tangent space of the constraint variety. 
Definition 2.2. Let 9 be an irreducible variety of Cn+i: the jacobian module is the 
C[T, Y]/I(S)-module generated by the vectors 
CafiaTb + 2 Cdflayj)Pj3 f E z(g), 
j=l 
where (u, ~1,. . . , pn) is the free basis of 9P+’ related to the coordinates (T, Y,, . . . , Y,). 
We shall denote it Jac(3). 
The tangent space above (t, y) E % is the vector space 
TQ)(~) = {(u, P> E ~“+l/W” E I(‘% V~f(t, YIP + WlWt, Y)U = 0). 
’ This lemma does not lead to an efficient algorithm, for it is based on prime decomposition of polynomial 
ideals. Some related work on solving polynomial linear systems, which performs an effective factorization- 
free decomposition of the space w.r.t. the rank of the matrix, can be found in [30]. 
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We have introduced the symbol u to take into account non-autonomous systems. 
We simply remind the reader that the equation 
u=l 
is implicitly contained in those differential systems. Now suppose that we have a simple 
system Lp = b over the variety 3. Using a (finite) basis of Jac(Y), we get an augmented 
quasi-linear system 
Note: This operation is slightly different from the prolongation of the DAE. Prolong- 
ing the DAJZ would involve differentiating first order equations, too. We would hence 
get second order equations, no more quasi-linear with respect to the components of y’. 
The possibility of ignoring second order equations is justified in the following lemma. 
The augmented DAE can be decomposed using 1 into a finite number of simple 
systems 
Lip = bi over the variety %i, 
and we get 
Lemma 2. The augmented system and the initial simple system Lp = b (over 9) are 
equivalent in the following sense: tf t H y(t) is an analytic function that satisfies 
Ltt, y(t))./(t) = btt, y(O) and (6 y(t)) E Q, 
then 
&tt, ytt))y’tt) = bi(t, r(t)) and (6 y(t)) E gi 
for one of the simple systems Lip = bi resulting from applying Lemma 1 to 
L,,(T, Y)p = b&T, Y). Conversely, for any i, any solution to Lip = bi over 9i sat- 
isfies all the equations of the initial simple system over 8. 
This leads to the natural definition: 
Definition 2.3. A quasi-linear DAE L(T, Y)p - b(T, Y) = 0 defined over a variety 59 is 
dtjerentially stable if it is a simple system and if its prolongation through the jacobian 
module of B brings neither new algebraic nor new differential equation. 
Denoting M (resp. Jttaus) the module generated by (LI -b) (resp. by its prolongation 
by the jacobian module of its variety), this can be written 
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provided that 
i.e. the prolongation does not bring any new constraint. 
Note: Here we quote the difference between an involutive DAE and a differentially 
stable one (in the quasi-linear case). A DAE in involutive form is such that prolonging, 
which means differentiating all the equations, whatever their order, then projecting the 
result onto the l-jets space yields the same DAR, or the same variety in the l-jets 
space (this result is established in [20]). A differentially stable system is quasi-linear 
w.r.t. y’ and is invariant under the adding of the equations of the tangent space to its 
constraint variety, i.e. the projection of its variety (included in the whole l-jets space) 
onto the O-jets space. 
By Lemmas 1 and 2, the system (1) yields a tree of simple systems, the leaves 
of which are differentially stable. The index computation is actually the process of 
finding the complete decomposition of a quasi-linear DAR into those differentially 
stable systems. The union of their sets of solutions will be this of the initial DAE 
thanks to Lemma 2. 
Considering a chain of simple quasi-linear DAR, selected in the tree of simple sys- 
tems resulting from (l), we have the following sequences, for i E N. 
- Li: matrix of the differential part, the rows of which form a minimal basis of .9(Li). 
- bi( 2’3 Y): right-hand side of the linear simple system. 
- ?Ji: variety of constraint (supposed to be irreducible for each i). 
LO, bo and 5%~ are defined from Ap = b using the process of simplification and choos- 
ing one irreducible algebraic component. Li, bi and 9i are obtained by choosing a 
simple system among those coming from the augmentation of the simple system at 
step i - 1. Similarly to Reich [26] we introduce 
Definition 2.4. Let Ap = b be a quasi-linear DAR with polynomial coefficients and 
(?Ji)iao the sequence of algebraic varieties associated to a chain of simple systems 
resulting from Ap-b. If 90 = @ x C” or 90 = 0 the index k of Ap = b is zero. Otherwise 
it is the smallest k E N* such that ?3k = %k-t. 
The existence of the index follows readily from that (Si) is a decreasing sequence 
of algebraic varieties, so a stationary one as soon as i is sufhciently great. One can 
notice that k <n by a dimension argument on the 9i. 
Let us end with an example, 
(:, gp=( 2T+Y2 
0’: + TUI - Y2) 
). 
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A relations matrix is 
R=(O 1). 
This matrix produces two irreducible varieties: 
V((Yf + T)(Yl - Y2))= V<Y;” + T)U V(Y1 - Y2), 
which we denote $10 and 920. Over both varieties, the simple system at step 0 is the 
module generated by 
(1, 0, -2T - Y2). 
l the jacobian module of $910 is generated by 
(3YF, 0, 1). 
Using the relation matrix (3Yf, - 1 ), this yields the new constraint 
3Y,2(Y, + 2T) + 1 = 0. 
Hence 
sll=k’(y;+T,#(Y2+2T)+ I)#‘?&. 
Another prolongation, consisting in differentiating only this new constraint, yields 
the C[T, Y]/T(Sit )-module 
( 
1 0 -2T - Y, 
6Yt(Y2 +2T) 3Yf 6Yf ) ’ 
The index value is 2 on this branch. 
l over 920, the module after one prolongation is 
1 0 
-1 1 
and there is no new constraint. The index value is 1. 
3. Local study 
The previous part was devoted to global aspects of quasi-linear DAEs: constraint 
varieties, index or module of the rows in the leading matrix. In this part concerning 
specialized points, we shall naturally choose a local point of view. We suppose that 
4T, Y)p = NT, Y) (3) 
is a differentially stable quasi-linear DAE over the irreducible variety Q c @ x @” and 
we consider the following Cauchy Problem: 
(i) Let to E C and UO c @ an open neighborhood of to. 
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(ii) Differential system: 
vt E uo, 46 v(t))y’(t) =WC Y(O). 
(iii) Initial condition: 
r(to) = Yo with (to, yo) E 9. 
3.1. Local form at regular points 
The regular points are those which maximize the rank of A (in W, the ring of 
polynomials over 9): 
Definition 3.1 (Rabier and Rheinboldt [24]). A point (to, ~0) E C*+’ is said to be reg- 
ular for the DAE (3) if: 
- (to,Yo)E$. 
- at this point 
rank(A(to, YO)) =raWO 
The other points of Y are called the singular points of the DAE. 
The singular points are also fixed singularities of the DAE. They are not to be 
confused with the so-called movable singularities, which depend on solutions. Fixed 
singularities can be found by examination of the equations, and generic ones are usually 
called impasse points in the context of implicit differential equations [23,33]. 
Let r = rank(A). We have 
Theorem 3.1. The set of regular points is an open subset of $9. There is a unique 
solution (resp. infinitely many solutions) to the Cauchy Problem near each regular 
point if Y = n (resp. Y < n). 
Proof. The first assumption follows readily from the fact that the complementary Y 
to the set of regular points is composed of points at which all the (r x r)-minors of A 
vanish. Then 9 is closed in $9. 
Now suppose that (to, yo) is a regular point. Then some (r x Y) polynomial minor 
from A, say w(T, Y), does not vanish at (to, yo). After an eventual renumbering of 
rows and columns of A, we can suppose that it is in upper-left position. Performing a 
fraction-free gaussian elimination, we get the following triangular form: 
(q&T, W)P = @dK Y) + WdK Y))P). 
Tr, is an (Y x r) upper triangular matrix of rank r at (to, yo), with coefficients in 9. 
Si,, is an (r x (n - Y)) matrix with coefficients in W too, which does not appear when 
r = n. 
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Let m be the height of the matrix A (or the minimal number of generators of Y(A)). 
Let Pa(T, Y) be a W valued (m x m)-matrix such that 
We have 
where cioc is a vector of size m - r. We need to show that any component of cioc 
vanishes over 9. If _%‘(A) is free, the rows of (Ti,, - Si,) form a basis of this module, 
so that cioc = 0 over 9 by simplicity of the system Ap = b. 
Otherwise let U = {(t, y) E g/w/(?, y) # 0}, where w’ is the product of the pivots 
used to get the triangular system. Let us observe that the vector cl&T, Y) is actually 
the result of multiplying b by a relations matrix of the rows of A: any q in the last 
m - r rows of PO satisfies 
qTA=O 
over the (Zariski’s) open set U. The relation is then true over all 9 by irreducibility. 
As Ap = b is simple over 9, cioc is reduced to zero in @[T, Yll.9. 
As det(Ti,,) is a polynomial, non-vanishing at (to, yo), we can invert the system near 
this point and obtain a new Cauchy Problem, in explicit form for the first r variables: 
This problem has a unique solution if r = n, and infinitely many if n - r-21. In this 
v(to) = Yo. 
particular case y,+](t), . . . , yn(t) are arbitrary functions of t satisfying the initial condi- 
tion. The solution keep staying on 9 since the equations of T9 are linear consequences 
of Ap = b, thanks to its differential stability. q 
The next index-l system in C x C2 illustrates this theorem: 
Example 3.1. 
( YiT-1 ,‘1)p= (‘:y:‘) 
A (global) simple form after prolongation is 
Ap= 
3Y;-2Y, +l -T 
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over 
Y= V((Y, - l)(Yf + 1) - TYz))= v<r: - Y; - TY, + Y, - 1). 
Both first and second equations are necessary: none is part of the module generated 
by the other. The simplest relations matrix between them is 
(Y,-1 -T) 
and neither Yl - 1 nor 
It is equivalent o say 
Z(A) = ((w5 - 
is not a free module. 
T isaunitinthedomainW=@[T,Y]/((Yl-l)(Yf+l)-TYz). 
that 
l)+PT)(l l)l@JV@) 
Near (t*, y* ) = (1, 1,0) E 9, an explicit local form of the Cauchy Problem is 
(ii) = 6(5:1,y2) ((y: + 1;z;X +2),J 
with 
w,Y,,Y2)=t+3Y: -2y1+ 1. 
The expression giving yi has no meaning at (0, I, 1) (1 satisfying r2 = - 1). Nevertheless 
this point is regular, too: rank(d)(O, 1, 1) = 2 is maximal. A local form near (0, 1, 1) is 
(;;)= l ( 
y: + y2 + 1 
&t,Y19Y2) y2(3yf - 3y1 +2)&l - 1) ). 
At points of 9 where yl # 1 and t # 0, both explicit forms are equivalent, since we 
can write 
Y2 v: + 1 -=-. 
Y1-1 t 
In such an example a global form involving only two equations does not exist. We 
shall investigate some consequences of this fact in Section 4.5. 
3.2. Diflerential algebra approach 
We will shortly explain what would have been the definition of singular points if we 
had used standard methods of differential algebra. We will not elaborate the algebraic 
concepts we shall deal with, as differential rings and polynomials or autoreduced sets 
for example. 
In [27], Ritt proves that first order DAE, given by a finite number of differential poly- 
nomials, can be decomposed into a finite number of irreducible differential-algebraic 
varieties, each being represented by a characteristic set. This representation depends on 
the monomial ranking chosen to sort the polynomials. However, Ritt’s method is not 
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practical; Boulier and Petitot [l] have recently developed and implemented an effective 
algorithm, which decomposes general finite systems of differential equations (including 
polynomial PDE) into what they have called regular systems. One can simply decide 
whether such systems have solutions, using operations of the base field only. This 
algorithm, named RosenfeldGriibner, is mainly based on Ritt-Seidenberg differential 
elimination algorithms, coupled with a lemma of Rosenfeld. Grijbner bases technics 
allow to discover hidden algebraic contradictions or to help computing characteristic 
sets. We refer the reader to [l] or [3] for more precise references. 
Here follows the definition of regular systems, when there is one derivation only 
(ODE and DAE). We use @ as the base (differential) field and denote by @{T, Y} the 
differential ring. T is actually a special indeterminate, which always satisfies3 
T’- l=O. 
Definition 3.2 (Boulder et al. [3, p. 1601). Let R be an admissible ranking among the 
monomials of C{T, Y}. A system Z of ordinary differential equations and inequations 
is said to be regular with respect o R if it reads 
where ?d=(Bl,... , B,} is an auto-reduced set and Hg is the product of the separants 
and initials of Bi. 
Rosenfeld lemma [3] asserts that C admits a differential model, i.e. a solution in our 
sense, if, and only if it admits an algebraic model. It means that considering a subring 
92 of @{T, Y} having a finite number of indeterminates, sufficiently high to express all 
the equations and inequations of C, one has only to test whether C has no algebraic 
contradiction in 52. This is done by computing a Griibner basis of the ideal 
Id(g) : H,“, 
then verifying that 1 $! Id(g) : HF. Id(&) is the (algebraic) ideal generated by the set 
d in the polynomial ring W. 
Definition 3.3. For a regular system Z as above, we call singular vectors, to differenti- 
ate them from the singular points of the DAE in Section 3.1, the specializations of the 
indeterminates that satisfy all the equations and make vanish one of the inequations. 
Singular vectors are points of CN, N being the number of indetemrinates involved 
in the equations. In particular, they can depend on the first order derivatives values. At 
a singular vector, one does not know whether there exists a solution to Z. We shall 
now compare singular vectors to our definition of singular points of the DAE, forming 
the set 9’. 
3 In this subsection, the prime denotes the fht derivative. 
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Let us apply Rosenfeld-Griibner algorithm to a quasi-linear DAR 
A(T, Y)Y’ - b(T, Y) = 0. (4) 
Remark. Y’ denotes the vector ( Yr’, .. . , Y,‘), made of indeterminates from c(Y). 
In order to get meaningful comparisons with the decomposition i to simple systems 
of Section 2.2, we choose a ranking R that will preserve the best possible quasi-linear 
structure. For this, zero order indeterminates T, YI, . . . , Y, are given any ranking such 
that T is lower than any of the YI, while any polynomial of @[T, Y] is lower than 
first order ones. The latter are ordered with respect to a total degree order, so as 
to limit the appearance of polynomials which are no more affine in the fkst deriva- 
tives. This completely defines a family of ranking, since for any differential polynomial 
P E VT, Y}, P’> P. 
The main tool of Rosenfeld-Grobner algorithm is the differential reduction of a 
polynomial by a set of polynomials, w.r.t. the ranking. If q E @{T, Y}, the reduction 
of q by an auto-reduced set C yields a new differential polynomial q’ such that 
hq = q’ mod [Cl, 
where h is a product of initials and separants of elements of C and [C] is the differential 
ideal generated by C in G{ T, Y}. q’ is usually denoted q rem C. 
To compute the regular systems, one first extracts a characteristic set C among the 
m equations from (4). This set is generally not unique. If some of the equations of 
(4) do not occur in C, one reduces them w.r.t. C, which is an auto-reduced set. After 
a finite number of reductions, no new equation can be created so. We call J1’ the set 
of new equations. 
The system Co = {C, HC # 0) is regular. To find other regular systems, one splits 
the equations into 27 sytems 
&={C=O, $=O, .k’-=O}, k=1,..., 27, 
where y = #C and Hk is an initial or a separant of an element of C. Ck is not regular 
in general: one then applies it the process previously described. This algorithm stops 
and produces a finite number of regular systems (a complete proof is given in [3]). 
They are all quasi-linear, since the leading term of a polynomial is either of order 0, 
when the polynomial does not contain any indeterminate from Y’, or of order 1 and 
of degree 1. The last observation is a consequence of that if two polynomials q1 and 
q2 have the same leading indeterminate, say Y,‘, the leading term of q1 rem q2 will be 
different from Yi. The reduction is analogous in this case to a fraction-free Gaussian 
elimination with coefficients in @[T, Y], and no term of degree > 1 w.r.t. Y’ will appear. 
From this we deduce 
Lemma 3. Let C = 6% U {Hg # 0) be a regular system resulting from (4) after apply- 
ing Rosenfeld-Griibner algorithm, w.r. t. the ranking R. Then Hg depends only on the 
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variables T and Y. Moreover, let us suppose that (4) decomposes into k d@erentially 
stable systems and let S1, . . . ,Sk be the ideals dejning their respective singular locus. 
Then V(Ha), the set of singular vectors, contains the union of some of the Si. 
Proof. From the preceding observations, we know that any equation intervening in 
9 is affine w.r.t. Y’. The only operations used to produce them were derivating zero 
order equations and combining quasi-linear equations, with coefficients in the algebraic 
ring @[T, Y]. Hence any equation in a is part of one or more of the modules of the 
decomposition into simple systems of Section 2.2. The quasi-linearity of g makes it 
clear that Ha does not depend on Y’. 
Now let f = V(Id(g fl @[T, Y])) c C’+’ be the constraint variety of C. We can 
suppose that over any irreducible component of v,C admits an algebraic model, thus 
a differential one. r is then the union of some of the irreducible varieties of the 
differentially stable systems resulting from system (4). Let Al,. . . , Al be those systems 
(1 <k). Among those systems, we keep only these which do not contain one of the 
other, since they define singular solutions and their constraint variety is then strictly 
included in the constraint variety of another simple system. 
The system 99 has a triangular structure: any of its equations reads 
Iud = cp, 
where u is the leading indeterminate, d > 0 is the degree of u, I the initial of u, here 
a polynomial belonging to @[T, Y] and rp is a differential polynomial. If u is a first 
order indeterminate, cp contains neither u nor any first order indeterminate which is 
greater than u; if u is a zero order indeterminate, cp does not involve any first order 
indeterminate or zero order one greater than u, and it is of degree <d w.r.t. u. 
This makes it clear that 
r=#@<n 
and that the r leading indetemrinates correspond to different zero order letters from 
{Yl,..., Y,,} (T is a special variable, defined by the equations T’ = 1, which we do 
not take into account in #W). Now differentiating the zero order equations, we get 
quasi-linear ones: 
S is the separant of the zero order equation Iud - cp w.r.t. U. This eventually ields a 
triangular quasi-linear first order system with r rows. 
Its diagonal coefficients are products of initials and separants of some equations from 
9J. At a point of v which does not make vanish any of these coefficients, the system 
is locally solvable, by Rosenfeld lemma. As in Theorem 3.1, n - r of the Yi can be 
considered as parameters, while the other are completely defined by the last quasi-linear 
system we have found. By the definition of a regular system, the inequations of C are 
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reduced w.r.t. its equations, so that any irreducible components of V possesses uch 
points. r is then equal to the ranks of the modules .&I,. . . , AI. The singular vectors 
of S? are the (t,yr,..., yn) E ?‘- that make vanish one of the diagonal coefficients. The 
product A of these coefficients is clearly a common multiple of r x Y minors from the 
n first columns of the modules above. This proves that 
Y(A)$JcS$. 0 
i=l 
Example. The DAE 
T’= 1, Y1Y;=Y2+T2, (Yz + T)Y: = 1 + 2Y1, 
leads to one differentially stable system, 
T’= 1, YIY;=Y2+T2, (Yz+T)Y,‘=1+2Y1, 
-(1 + 4Yr)Y; + (T + T2 + 2Y2)Y; = - 3T2 - Y2 - 2TY2 
over 
9 = V(g) = V(2Y; + Y, - (Y2 + T)(Yz + T2)). 
Let us set 
6=T+T2+2Y2. 
Then the singular set is 
Y=gn v(YIG,(T + Y2)6)= V(Y,,Y, + T)u v(6,g). 
Let us apply Rosenfeld-Grobner algorithm4 with two rankings, 
RI: . . . > Y,’ > Y, > Y, > Y, > T 
and 
R2: .., > Y2’ > Y; > Y2 > Y, > T. 
For both rankings, there is only one regular system. 
With RI: the regular system C1 reads 
(T2Y, + 2Y; + 3TY2 + T2 + T”)Y; 
=-(2TY;+Y2T2-3Y22-T3-3TY2-1-2YI), 
2Yf=Y2T2+Y$+T3+TY2-Y,, (T + Y2)(T2 +2Y2)Yl(l +4YI)#o. 
4The computation was done using the Maple package DIFFALG, by F. Boulier, to be available in the 
1997 version V release 5. 
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This yields the following singular set, 
sp = V((T + Y2)(T2 + 2Y2)(1 + 4Y1),g) 
u is a polynomial of long expression. Hence some points of 9t\sP are actually non- 
singular, by Theorem 3.1. 
With R2: the regular system C2 reads 
Y,Y;=P+Y2, Y;= -T2Y2-T3-TY2+Yt+2Y;, 
Yt(2Y2 + T2)(8Y; + 4Yt + T4 - 2T3 + T2) #O. 
This time the set of singular vectors is 
92=9u V(Yt,T’+ Y2). 
It strictly contains Y. 
From this example we note that Ct and 22 do not yield the same singular vectors. 
This is either due to the choice of the characteristic set or, more probably, to the 
ordering. 
This is the main reason why we do not use standard methods of differential algebra. 
Our goal is not to obtain an efficient algorithm that reduces the initial system into ones 
such that the existence of solution is easier to satisfy, but to give intrinsic conditions 
to locate singular points. We may remark at this point that the computation of simple 
systems is far to be effective, since it is based on prime decomposition. What we gain 
theoretically, a more intrinsic characterization of singular points, seems to cause an 
important growth of computations. 
4. Singular points 
In this part we shall distinguish three kinds of fixed singularities, using a geometric 
standpoint. 
Let Q c @ x C” be the constraint variety of a differentially stable DAE Ap = b; we 
set d= dimg, c=n+ 1 -d and 
9= @[T, Y]/I(Y). 
4.1. Singular points of the constraint variety 
Definition 4.1. The geometric singularities of the constraint variety are those points 
(t, y) E 9 where 9 is not locally an analytic manifold. We denote their (possibly empty) 
set by 3. 
Classically, the dimension of the tangent space is strictly greater than n + 1 - d (the 
codimension of 99 in C”+‘) at geometric singular points. 
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These points are characterized by the following property: if gi, . . . , gq is any set of 
polynomials generating 9 = Z(9), a point (t, y) E $9 is a geometric singular point if 
and only if the jacobian (q x (n + 1))-matrix J, defined by 
Jj=agi/aq, 1 <i<q, 1 <j<n 
and 
Ji,n+i =agi/aT, 1 <i<q, 
satisfies 
rankcJ(t,y)<n+l-d. 
We shall explain now that the geometric singular points of $9 are generally not regular 
for the DAE, which seems intuitively natural. 
The tangent space at a geometric singular point has no direct geometric meaning. 
The set of vectors (u, p) E @ x @” that are tangent to Q is the so-called tangent cone 
to 9. Let (t, y) be such a point. To obtain the possible solutions to (2) that may 
pass through (t, y), we put the correct equations of the tangent vectors in the system 
at (t, y), which are no more affine with respect to p. Following [12, pp. 467-4681, 
we replace the quasi-linear system, obtained by prolonging the gi, with homogeneous 
polynomials centered at (t, y). Let g E Z(9) read 
gtT,Y)=&j(Y-y,T-t), 
j=2 
where the hj are homogeneous of total degree j, s is an integer 22, and 
hj’s is not zero. Let k 22 be the smallest such j. The equation we add is 
Mpi,...,Pz,l)=O; 
one of the 
we have set u = 1 since we are looking for curves parametrized by T. The tangent 
cone at (t, y) is then the variety of a nonlinear polynomial system 
H(p)=O. 
To find eventual solutions of the DAE at (t, y), we need to use the system 
A(& Y)P = w, Y), H(P) = 0 
which we shall name (P) in the following. We shall now examine the structure of its 
solution set to compare it with that of Theorem 3.1. 
If there is no solution p E C”, (t, y) is not a regular point of the DAE. 
Now let us focus on the case when there is one solution at least. If (P) is zero- 
dimensional, there is a finite number of p E @” satisfying it. It is clear that if there are 
two distinct such p, (t, y) is not regular. If there is a single solution, with multiplicity 
> 0, we do not know if the point is regular for the DAE. In the other cases, (P) is not 
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zero-dimensional. However, as in Theorem 3.1, some of the components of a solution 
p are parameters ( ay ~r+~, . . . , pn), while the others are roots of polynomials reading 
Pi”‘=_fj(Pr+l,.*.,Pn), 
where fj is a polynomial and aj is an integer. If one of the aj is > 0 and fj $0, 
the solution set will not be this of regular point, which will prevent (t, y) from being 
regular. 
Example. The following DAE, parametrized by a f @, 
PI - p2=a, O=Yf - Y2’ +T3 
leads after one prolongation to the system 
PI - p2=a, 3Y;p, - 3Y;jQ = - 3T2 
over 
9= V(Y; - Y2’ + T3). 
The previous DAE is differentially stable: we have 
% = VYi, Y2, T) = {(O,O, 0)). 
The tangent cone above (O,O,O) is 
(Pl - PZNP: + PlP2 + P:)=R 
which reduces to 
43~: - 3ap, + a2) = 0. 
Case a # 0: there are two distinct solutions, so that (O,O,O) cannot be regular for 
the DAE: at such points, p1 and p2 are uniquely determined by the initial condition, 
since the rank of the differentially stable system equals 2. 
Case a = 0: the equation of the tangent cone is a consequence of
p1 - pz=a=O. 
Let us suppose that an analytic solution (4(t), I(/(t)) crosses (O,O, 0) and is defined in 
an open neighborhood 52 of t = 0. It then satisfies 
VltEQ, $‘(t)=f$‘(t), 
so that 
*=4 over 0, 
for 
$(O) = #J(O) = 0. 
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But 
vt E 8, q5(t)3 - l)(t)3 = - t3, 
which yields 
vt E ii?, t =o. 
This is a contradiction, showing that (O,O, 0) is not regular. 
In both previous cases, a direct way to notice that (O,O, 0) is singular was simply 
to compute the rank of the matrix of the differential part, which value is 1. It is 
nevertheless possible to meet DAE whose geometric singular points are regular: for 
Pl =o, P2 =o, 0=Y3 - Y3 +4Y2Y2 1 2 1 29 
the set yi reads 
{(t,O,O)/t E a=). 
Any point of this set is regular for the DAE. The geometry of the constraint variety 
has no effect on the dynamics, since there is no motion. 
The introduction of the tangent cone allows us to study the DAE without making 
assumptions on the regularity of the constraint variety. We need not suppose that it is 
everywhere a manifold, which would oblige us to work on open subvarieties. 
4.2. Singular points of the second kind 
We are now interested in fixed singularities at which 9 has the structure of an 
analytic manifold. 
Definition 4.2. Let g = (gi, . . . , gs) E @[T, Y]’ be a family generating f(9). The points 
(t, y) E ‘S\Sp such that 
raM Vrg)(t, Y) < c 
are the singular points of second kind of the DAE Ap = b, forming the set 92. 
Remark. If yi # 0, Y is necessarily non-autonomous, i.e. some polynomial in I(9) 
does depend on T. If Y was autonomous, the singular points described above would 
be geometric ones. 
The set 55 can be given a geometric interpretation, too. For this we introduce the 
mapping 
n:(t,y)EBHtE@, 
the projection onto the T-axis. 
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Let (t, Y) E 5% T(t,,) 9 is defined by the system 
(VGJ)p+ $=o, 
where (u, p) is a basis of the C-vector space T~,,~C”+‘. As (t, y) $ yi and 
ram4 Rg)(t, r) < c, 
there exists a combination f of elements of g satisfying 
(I’rryf)(~y)=(O) and afl~T(t,y)#O. 
This means that the tangent space is orthogonal to the T-axis. 
We can, however, locally parametrize 3, using d = n + 1 - c coordinates from Y, 
but not using d - 1 coordinates from Y and T. With an eventual renumbering of the 
K::, we suppose now that (Yi, . . . , Yd) parametrize 93 in an open neighborhood of (t, y), 
say W. Hence 
IZ:(T,Y)E~-T 
is locally an analytic function of (Yi, . . . , Yd). We set, using the same symbol II, 5 
V(T,Y)EW, T=17(Yl ,..., Yd). 
Lemma 4. Using the previous notations, the set W II YZ is exactly the subset of W, 
where 
an/a5 = 0, 
for j= l,..., d. In other words, the gradient of Il vanishes in W II 95. 
Proof. In W, Yd+l , . . . , Y, are also n - d analytic functions of Yi, . . . , Yd. Let us write 
r,+i=%(yl,...,yd), i=l,...,n-d. 
For any family g of polynomials generating Z(B), the linear system 
ag 
FYc?)P + zu=o 
5 LZ is not a polynomial in general, 
I--II(Y,,...,Y,)EZ(Y). 
G. ThomasITheoretical Computer Science 187 (1997) 49-79 71 
becomes equivalent to 
pd+i =,$, @cpilaI;.>pj, i=l,...,n-d 
u = 5 (aIZ/f3~)pj 
j=l 
over IV. Here for 1 <j<d, the pj are parameters. 
As c = n + 1 - d, at a point (t, y) E W where the gradient of U vanishes, the rank 
of the latter system with respect to ~1,. . . , p,, will be strictly lower than c, since only 
n - d equations involve the letters pi. Hence (t, y) E 92. Conversely, if (t, y) E W flyi, 
2”~~,~)23 is orthogonal to the u-axis: this implies u = 0 so that 
5 (alI/al;)p, = 0. 
j=l 
As PI,..,, pd is a vector-basis of Toy)%, the gradient of II vanishes. 0 
Remark. The result would be the same for any other local chart of 3, since any 
parametrization in a neighbourhood of (t, y) is diffeomorphic to the one using d coor- 
dinates among Yi, . . . , Y,, .
The vanishing of grad(n) can be related to a result of Rabier [22], asserting that at 
a standard impasse-point (to, yo) (which is made more precise in the article), y has the 
behaviour of a. Taking the reciprocal function, t-to looks like (y - yo)‘, whose 
first derivative vanishes at yo. Impasse-points are actually not so singular, if one allows 
t to be parametrized by a “new time” s. It is proved in a recent Tuomela’s report [35] 
that real analytic curves of the kind s H (t(s), y(s)) can cross impasse-points. This is 
a generalization of Rabier’s result. 
4.3. Singular points of the third kind 
Definition 4.3. With the previous notations, the singular points of the third kind are 
the non-regular points of the DAE which do not belong to Sp U Yf. We denote their 
set by yi. 
Remark. The two first kinds of singularities have been detected using the structure 
of 3 only. We need the whole DAE to detect the ones considered here. 
Let (t, y) E 93. The rows of A acting in the equations of T(,,,,jB are linked to those 
which do not play this role. Nevertheless, the last two kinds of singular points have 
a similar effect on the solutions. They are not distinguished in [25] or in [9]. We 
shall simply give an informal explanation of this fact, since we are not dealing with 
the problem of the shape of solutions in this paper. Let us introduce the algebraic set 
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Y = V(A(T, Y)p - b(T, Y)) (which is part of C2nf1) related to the whole DAE. Let 
9 c 59 denote the projection of V onto the (r, Y)-space. At a point (t, y) E 92 U 93, 
there is a relation a E Cm among the rows of A, so that the existence of a p E C” 
verifying 
A(cY)P=~(GY) 
implies the equality 
(a, b(r, Y )) = 0. 
But (t, y) does not generally satisfy this condition and thus (t, y) $9’. 9 possesses 
points of en+1 above which there is no point of 9’“. This is not really a paradox 
since [12, p. 1231 
Y=9 
Even though 
these points are essential in the study of the dynamics. See, e.g., Figs. l-3 from [23]: 
all but a finite number of solution curves end at impasse-points of the second kind. 
Let us end with two examples. 
(A -;),= ( y1y2 
Y: + 2Y23 - P(T - 1) 
) 
we have an index-l system such that r = 2 and ‘9 = V( Yf + 2Y23 - r4( T - 1)). The 
final differentially stable DAE over 9 is 
( 2;t ;;) p= ( lTY;T4). 
The singular locus of the DAE is 
Y= v(3Y,2 + r,y,)ns 
= k-(&Y; - T4(T- l))Uv(Yl +3&,!#+2Y; - T4(T- 1)). 
Y is divided into 
yi = {(O,O, O)], % = {(LO,O)], yi =~\(-C(O,O,O),(l,O,O)]). 
At (O,O,O), ‘9 has a tangent cone, given by 
p:=o. 
At (1, 0,O) the tangent space to B is orthogonal to the T-axis. There cannot exist an 
analytic solution at this point. At (t, y) E 93, one gets by a linear combination the 
supplementary equation, 
g(t, y) = 2y:y - 2 - t3(4 - 5t) = 0. 
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g $ Id(y), so that most of the points of y3 do not satisfy g = 0. Thus, no analytic 
solution can cross them. 
The second example is a special DAE considered in [9] and in [25]. A semi-explicit 
index- 1 system reads 
i = f(x, Y ), 0 = gtx, Y >, 
where f (resp. g) is of dimension ni >O (resp n - ni). This DAE is autonomous, so 
that 9 has the structure of a cylinder: no singularity of the second kind can occur. 
We suppose that V(g) is an irreducible variety, so that the differentially stable system 
resulting from the initial DAE is 
x=ftx,Y>, ($) Yl=- (E) f(X,Y). 
At geometric singular points, a combination of the last n - ni rows reduces to 0 = 0 
and the rank of the matrix of the differential part is not maximal. Such points are 
singular for the DAE. Singular points of the third kind are those (x, y) E V(g) where 
0, g is not of maximal rank and then coincide with the subset of V(g) which cannot 
be parametrized by the coordinates x. 
4.4. The ideal of the singular points 
For implicit differential systems, we have the classical characterization: ifA(T, Y)Y’ = 
b(T, Y) is a quasi-linear polynomial system, where A is a square (n x n)-matrix and 
rank A = n (over @ x @” generically), 
Y = {(T, Y) E @ x C”/det(A(T, Y)) = 0). 
A single polynomial sufJices to characterize all the Jixed singularities. 
We have defined in Section 3.1 the closed algebraic set 
using the same notations (Ap - b is differentially stable over the variety 3, and 
rank(A)=r). Y can be defined equivalently by 
Y = 9 n v(Z,(A)). 
For any other basis L of the row-module 2(A), 
by classical properties of determinantal ideals. 
Here A is an (m x n)-matrix with entries in the domain W = @[T, Y]/Z(g). r is the 
maximal number of linearly independent rows of A. If r < n, there is no hope to find 
one single polynomial characterizing all the singular points. 
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This is clear for the simplest example: 
f(r, Yl, y2)Pl + g(T, Yl, Y2)p2 =h(T, Y,, Y2) 
where f, g and h are polynomials having no common factor. The set of singular points 
is given by the common vanishing of f and g, a set of codimension 2. 
In fact, when M is an (m x n) generic matrix with m > n, the number of generators 
of I,(M) is always greater than 1 (see in [5]). Fortunately the matrix A is not generic 
at all. Its rows form a minimal basis of a module over a ring, itself defined through 
relations among the rows of the initial matrix. This very overlaped situation will allow 
us to clarify the structure of I,(A) in the coming paragraph. 
4.5. Relations among the determinants 
We use the same notations as in the previous subsection. We make the hypothesis 
that while A is an (m x n)-matrix, 
r=rank(A)=n, 
so that at regular point, the system locally reads 
L(t, Y)P = c(t, Y), 
where L is an invertible (n x n)-submatrix of A. We shall examine now the relations 
among the generators of I,(A). Let us begin with the easiest case: 
Lemma 4.5. Suppose that A is an (n x n)-matrix of rank n (i.e. m = n). Then 
34~9, AfO/Y={(t,y)~‘S/A(t,y)=0}. 
9 is of codimension 1. 
Proof. The only minor of maximal size is here A = det(A). It is non-zero since r = n 
is the rank of A. This is equivalent to that whenever Z(A) is a free module of rankn, 
Z,(A) is a principal ideal. 0 
Let us now investigate what happens when this module is not free (m > n). Choosing 
two subsets of n independent rows, say Ii,. . . ,I; and I:, . . . ,l: for convenience, we set 
A’ = det(L’) and A” = det(L”). L’ (resp. L”) is the submatrix of A containing the rows 
ll,,. . . ,I; ( resp. lr,. . . , 1:). As J.?(A) cannot have more than n independent generators 
we have 
VjE{l,...,n} 3OZj E W 3pj E Bn/@Zjr = BTL’. 
Thanks to the minimality of A, as a basis of 9(A), neither Uj nor any component of 
j$ can be a unit of W, and we can suppose they have no common factor. We deduce 
from the n previous equalities the relation 
(q”,,Uj)A” = det(B)A’, 
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where B is the matrix whose jth column is /$. The essential fact here is that n,v=iaj 
(resp. det B) generally does not belong to A’W (resp. to A”B). Hence A” is a zero- 
divisor in the ring W/(A’). 
In Example 3.1, where the index is k = 1, there are two distinct (2 x 2)-minors: 
A’ = T6(T, Y,, Y2) and A” =(YI - 1)6(T, Yi, Y,). The relation between them is 
(Y, - 1)A’ = TA”. 
Here I,(A) =12(A) = 6(2’, Yi, Yz)(TW + (Yi - l)W), which is not a principal ideal of 
the ring 9. 
The ideal I,(A) c R is not far from being a principal ideal: it will be if it is possible 
to find a single polynomial dividing all the minors of size n x n and belonging itself 
to Z,,(A). Last example shows that this is not true in general. 
So when 9(A) is not free, the ideal J,(A) is not always principal: the classical 
characterization given for implicit differential equations (with no constraint) cannot be 
generalized exactly. But what really counts is the set y, not the equations describing it. 
In Example 3.1, the set of singularities can be rewritten 
where 
Y’= V(Y1 - l,T,(Yi - l)(YF + 1) - Y2T) 
and 
9” = V(6(T, Y,, YZ),(Yi - l)(YF + 1) - Y2T). 
The second component 9” is clearly of dimension 1 in C3. Here it is straightforward 
to see that actually 
9= V(Yi - l,T) 
so it has dimension 1, too. Recalling that 
6(T, Y,, Y2) = T + 3Y; - 2Yi + I 
it is clear that no point of 9”’ belongs to 9”. Hence 9’ has two components, all of 
whose are of codimension 1. One may notice that unfortunately there is no way to 
describe Y using one single polynomial of C [T, Yl, YJ: 
VAEC[T,YI,Y~] V(A)ns#P’. 
This is an usual situation when working with determinantal ideals. This phenomenon 
is mainly due to the observation that 9? is not a Unique Factorization Domain (UFD) 
in that case. We do not know if the geometry of the singular locus can be better 
understood. 
In [35], there are some insights about the generic case: impasse-points, which are 
not considered as being singular (using a parametrization of T), are shown to form 
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a dense set among the fixed singularities. Moreover, the singularities which are not 
impasse-points form a set of codimension 22. This result shows that generically, the 
set of impasse-points i  of codimension 2 1: this is of no direct use here. 
We wonder whether it is possible in general to compute the codimension of the 
irreducible components of Y. Are there components of codimension > l? One way to 
answer this (theoretical) problem should be the study of certain Fitting ideals of 5?(A) 
(determinantal ideals of a relations matrix of A, see [4] for example) and their relations 
with the generators of I,(A): the coefficients ai and Bjk are actually combinations of 
coefficients of a relations matrix of A. 
5. Practical cases 
The problems we met with in the last paragraph do not seem to appear when 
restricting to concrete applications. The major part of them yields DAE that are sim- 
pler than those with complicated maximal determinantal ideal. The row-module of the 
leading matrix is free for any quasi-linear DAE we found in the literature [23, p. 149, 
a non-linear circuit; 14, p. 46, the simple pendulum]. Nonetheless, there does not seem 
to be a general result ensuring that this property will hold, provided special conditions 
are satisfied. 
A lot of applications lead to semi-explicit DAES, which read 
P’ = AT, n 0 = g(T, n 
where Y is of dimension B 2, p’ = (PI,. . . , p,), 1 <q <n and f and g are respectively 
polynomial vectors of dimension q (resp. n-q). The first step of the index computation 
yields the constraint variety 
g= Ql,gz,...,gn--q) 
while the leading matrix is the (q x q) identity matrix. Its row module is then free. Can 
this property be preserved through the addition of the derivatives of the polynomials 
gi’s? We shall compare two examples. 
In [ 171 a model of a catalytic reactor yields the semi-explicit DAE 
i, =a -xi - a(w1 +xi(wj - wi -w*)), 
i2 = b -x2 - c4w2 + w4 + xz(w3 - wl - w2)), 
0=2wi - w3 - w3, o=wz - w3. 
The variables are x1,x2, yl, ~2, (a, b,a) are chemical parameters and the wj’s are the 
following polynomials (the Kj are other parameters): 
Wl = IclXl(l - Yl - y2j2 - K-lY:, 
w = 7c2xzu - Yl - Y2) - K-2Y2, 
w3 = K3YlY2, w4 = K4Ylx2. 
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This DAE is of index one since yi and yz appear in both algebraic equations and the 
final differentially stable system is free of rank 4. 
Let us consider then one especially built non-autonomous example, structurally not 
very far from the previous one: 
p, =Y2 -XZ, p2=XT - YZ, p3=YT-Z2 9 
Q=U- UQ, o=v- v0, o=w- WI-J. 
The unknown function is [U, V, W,X, Y, Z], whose first derivative is [pI, . . . , p6]. 
(Uo, Vo, Wo) E C3. A first derivation yields the constraints 
Y2-XZ=XT-YZ=YT-Z2=0. 
Let 9 be the radical ideal generated by these three polynomials. It is well known 
that the corresponding algebraic set is irreducible but not a complete intersection. 
As a consequence the prolongation of the system (forgetting the variables U, V, W) 
zp4 - 2Yp5 -xpe=o 
Tp4-Zps-Yp6= -X, Tp5-2Zp6=-Y 
has a non-invertible leading matrix, since its determinant 
2Z3-3TYZ-XT2=2Z(Z2-YT)-T(YZ-XT)M 
This matrix admits the relation (Z, -Y,X), yielding no new constraint. It is thus a dif- 
ferentially stable system, the row-module of which is of rank 5, but whose minimal 
number of rows is 6. 
From these examples we see the difficulty in ensuring that the row-module will be 
free, even when the structure is simpler than in the general case. For linear/affine 
time-varying systems 
A(T)p =B(T)Y + g(T), 
the matrix only depends on the variable T, so that its coefficient ring is a PID. In this 
case the number of rows in the final differentially stable system is exactly the rank of 
the leading matrix [21]. 
5.1. Concluding remarks 
We made more precise the definition of singular points, in the quasi-linear case. Their 
locus is the vanishing set of the maximal determinantal ideal of the leading matrix, 
obtained after a finite number of prolongations of the initial system. We explained 
that sometimes more than one polynomials are necessary to define this set completely, 
which prevents from introducing the determinant of a quasi-linear DAE. Nevertheless, 
we noticed that further information about this set could be obtained by computing the 
relations among the maximal minors of the leading matrix: two of them are generally 
linearly dependent over the ring of the constraint variety. These kinds of difficulties do 
not seem to arise in examples treated in the existing literature. 
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