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ISOGENY GRAPHS OF SUPERSPECIAL ABELIAN VARIETIES AND
GENERALIZED BRANDT MATRICES
BRUCE W. JORDAN AND YEVGENY ZAYTMAN
Abstract. Fix primes p and ℓ with ℓ 6= p. If (A,P ) is a principally polarized abelian
variety, an (ℓ)g-isogeny of (A,P ) has kernel a maximal isotropic subgroup of the ℓ-torsion
of A; the image has a natural principal polarization. It is well known that the ℓ-isogeny
graph for supersingular elliptic curves in characteristic p is connected and Ramanujan. Its
adjacency matrix is the Brandt matrix B(ℓ) for the definite quaternion algebra H = Hp,∞
ramified at p and ∞. In this paper we study the dimension-g analogue: the (ℓ)g-isogeny
graphs of dimension-g principally polarized superspecial abelian varieties in characteristic p.
We prove using Strong Approximation that these graphs are connected. We then give an
example to show that these graphs are not in general Ramanujan. The adjacency matrix
of these (ℓ)g-isogeny graphs is a generalized Brandt matrix as defined by Ihara, Hashimoto,
and Ibukiyama. We study some basic properties of these matrices.
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1. Introduction
Fix a primes p and ℓ with ℓ 6= p. It is well known that the ℓ-isogeny graph for supersingular
elliptic curves in characteristic p is connected. A standard proof of this result relies on the
fact that integral primitive quaternary quadratic forms represent all sufficiently large integers.
There is another proof by Serre [Mes86, p. 223] using that the space of Eisenstein series of
weight 2 for the congruence subgroup Γ0(p) is 1-dimensional. Both of these proofs seem
hard to generalize to higher genus. An (ℓ)g-isogeny of a principally polarized abelian variety
(A, P ) has kernel a maximal isotropic subgroup of the ℓ-torsion of A. Call the (ℓ)g-isogeny
graph of principally polarized superspecial abelian varieties simply the (ℓ)g-isogeny graph.
In this paper we instead use the Strong Approximation Theorem for linear algebraic groups
to prove connectedness of the (ℓ)g-isogeny graph in characteristic p, the g = 1 case being the
result for supersingular elliptic curves.
The ℓ-isogeny graph for supersingular elliptic curves in characteristic p is Ramanujan, as
follows from the Riemann hypothesis for curves over finite fields. We give an example of
an (ℓ)g-isogeny graph of principally polarized superspecial abelian varieties in characteristic
p whose adjacency matrix has eigenvalues which exceed the Ramanujan bound. Hence in
higher genus the superspecial isogeny graphs are connected but not in general Ramanujan.
The adjacency matrices of our isogeny graphs are the (generalized) Brandt matrices first
considered in the 1980’s by Ihara, Hashimoto, and Ibukiyama ([Has80]) as extensions of the
classical work [Eic55] of Eichler and [Shi63] of Shimura. These later were interpreted in
a more general context as Hecke operators on spaces of algebraic modular forms in Gross
[Gro99]. More explicit results are available in case g = 2: Brandt matrices are computed from
the point of view of algebraic modular forms for g = 2 by Dembe´le´ [Dem14] and Sorenson
[Sor09]. Just as the classical Brandt matrices are related to the bad reduction of the elliptic
modular curves X0(p), Brandt matrices for g = 2 are related to the bad reduction of Siegel
modular threefolds, see van Hoften [vH19].
2. The strong approximation theorem
Let k be an algebraic number field with ∞ the set of all archimedean places of k. Let
S ⊇ ∞ be a finite set of places of k. Let G be a linear algebraic group over k. Let GA be
the ade`le group of G, GS ⊂ GA be the S-component
∏
v∈S Gkv of GA, and Gk ⊂ GA be the
k-rational points of G.
Definition 1. The pair (G, S) has strong approximation if GSGk is dense in GA.
Say that a connected noncommutative algebraic group G is (absolutely) simple if it has no
nontrivial connected normal subgroups. We now give a statement of Strong Approximation
sufficient for our purposes, quoting Platonov and Rapinchuk [PR94, Theorem 7.12]. The
general result is due to Kneser [Kne66].
Theorem 2. Let G be a simply connected and absolutely simple linear algebraic group over
a number field k. Suppose GS is not compact. Then (G, S) has strong approximation.
3. Principally polarized superspecial abelian varieties and their isogeny
graphs
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3.1. Superspecial abelian varieties. Superspecial abelian varieties A over Fp are defined
as g-dimensional abelian varieties with a-number a(A) = dimFp(αp, A) = g. For g > 1
all such superspecial AFp are isomorphic as varieties and in particular are isomorphic to
Eg, where E is any supersingular elliptic curve [LO98, p. 13–15]. Let H := Hp,∞ be the
quaternion division algebra over Q ramified precisely at p and ∞. The endomorphism ring
EndFp(A) is therefore isomorphic to Matg×g(O), where O = OE = EndFp(E) is a maximal
order in H := Hp,∞. A polarization P on an abelian variety A is given by an ample effective
divisor D on A, or more generally by its class [D] under linear equivalence ∼. Such a
polarization gives an isogeny
λD : A→ Aˆ,
where Aˆ is the dual abelian variety of A. The degree of the polarization [D] is the degree of
the isogeny λD. A polarization of degree 1 is a principal polarization. A principal polarization
P on A defines a Weil pairing on the n-torsion A[n] of A
〈 , 〉P,n : A[n]× A[n]→ µn (1)
for (n, p) = 1; #A[n] = n2g. The definition extends to general n if we view the Weil pairing
as being defined on the group scheme A[n].
Let A = (A, P ) be a principally polarized abelian variety of dimension g over Fp and let
[A ] be the Fp-isomorphism class of A = (A, P ). A subgroup scheme C ⊆ A[n] is n-isotropic
if the Weil pairing 〈 , 〉P,n is trivial when restricted to C. Say that an n-isotropic subgroup
C is maximal n-isotropic if there is no n-isotropic subgroup of A properly containing C. The
order of a maximal n-isotropic subgroup of A is ng. For n prime to p put
Ison(A ) = {n-maximal isotropic subgroups C ⊆ A[n]} (2)
and
N(A , n) = # Ison(A ). (3)
Definition 3. Let SS(g, p) be the set of Fp-isomorphism classes [A ] of g-dimensional princi-
pally polarized superspecial abelian varieties over Fp. The set SS(g, p) is finite; set h(g, p) =
#SS(g, p).
For g > 1 polarizations on g-dimensional superspecial abelian varieties Eg in character-
istic p are in one-to-one correspondence with the positive-definite “Hermitian” matrices in
Matg×g(OE), i.e., positive-definite matrices H with H = H†, where H† := Ht and conjugate
is the main involution on the quaternion algebra H. The right action of M ∈ Matg×g(OE)
on this H is given by H ·M =M †HM . The polarization corresponding to H is principal if
and only if H has reduced norm 1.
This allows us to describe the set SS(g, p) for g > 1. Let E be a supersingular elliptic
curve over Fp. Put A = E
g, O = EndFp(E), and
M = M (g) = Matg×g(O) ≃ EndFp(A). (4)
Set
H = H (g)
= {H ∈ M (g) | H is positive-definite Hermitian of reduced norm 1}. (5)
Each H ∈ H corresponds to a principal polarization P (H) on A = Eg.
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Fix a principal polarization P (H) on A corresponding to H ∈ H . Define the quaternionic
unitary group UH(g) ⊆ M by
UH(g) = {M ∈ H | M †HM = H}. (6)
Let M (g)× = SLg(O) be the group of invertible matrices in M (g). The group M (g)× acts
on H (g) by H ·M = M †HM . The stabilizer of H ∈ H (g) under this action is UH(g).
Denote the equivalence class in H (g) := H (g)/M (g)× containing H ∈ H (g) by [H ].
Proposition 4. If g > 1 then the map
H (g)/M (g)× = H ∋ [H ] 7→ [A (H)], where A (H) = (A, P (H)),
is a bijection between H (g) and SS(g, p).
A key fact is that quotienting a principally polarized abelian variety by a maximal isotropic
subgroup gives an abelian variety which is again principally polarized:
Proposition 5. cf. [Mum08, Sect. 23, Theorem 4] and [Oor74, p. 36] Suppose A = (A, P )
is principally polarized and C ⊆ A[n]. Let ψC : A → A/C =: A′. Then there is a principal
polarization P ′ on A′ so that ψ∗CP
′ ∼ nP if and only if C ∈ Ison(A ). In this case we write
A ′ = (A′, P ′) = A /C. Furthermore, if [A ] ∈ SS(g, p) and (n, p) = 1, then A ′ ∈ SS(g, p).
Proposition 6. Assuming n is prime to the characteristic, in the notation of (3), N(A , n)
depends only on n and the genus of A .
Proof. This is equal to the number of maximal isotropic subgroups of A[n], whose structure
as a symplectic group depends only on n and g. 
By virtue of Proposition 6, the following is well defined:
Definition 7. For n ≥ 1, put N(g, n) = N(A , n) for any A in characteristic prime to n.
Proposition 8. 1. Let ℓ 6= p be a prime. Then N(g, ℓ) =∏gk=1(ℓk + 1).
2. If m, n ∈ Z with (m,n) = 1, then N(g,mn) = N(g,m)N(g,m).
3.2. Isogeny graphs and their adjacency matrices. An (n)g-isogeny with source A =
(A, P ) has degree ng and takes an element of SS(g, p) to an element of SS(g, p) by Proposition
5. In this section we define the isogeny graph Grn(g, p) constructed from all (n)
g-isogenies
from SS(g, p) to SS(g, p).
Definition 9. A graph Gr is a directed graph: it has a set of vertices Ver(Gr) = {v1, . . . , vs}
and a set of (directed) edges Ed(Gr). An edge e ∈ Ed(Gr) has initial vertex o(e) and terminal
vertex t(e). For vertices vi, vj ∈ Ver(Gr), put
Ed(Gr)ij = {e ∈ Ed(Gr) | o(e) = vi and t(e) = vj}.
The adjacency matrix Ad(Gr) ∈ Mats×s(Z) is the matrix with
Ad(Gr)ij = #Ed(Gr)ij .
We now define the isogeny graph Gr := Grn(g, p):
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Definition 10. The graph Gr = Grn(g, p) has vertices
Ver(Gr) = SS(g, p). (7)
Hence
#Ver(Gr) = h(g, p) = h (8)
as in Definition 3. In particular, #Ver(Grn(g, p)) is independent of n.
Suppose now that
SS(g, p) = {[A1], . . . , [Ah]}. (9)
Put
Ed(Gr)ij = {C ∈ Ison(Ai) | [Ai/C] = [Aj]}.
We denote the adjacency matrix Ad(Gr) in Math×h(Z) by A(n) := An(g, p).
Proposition 11. The adjacency matrix A(n) of Definition 10 has row sum N(g, n) of
Definition 7:
h∑
j=1
A(n)ij = N(g, n) (10)
for 1 ≤ i ≤ h.
Proof. This follows trivially from the definition and Proposition 5. 
Remark 12. In particular, if n = ℓ 6= p is prime, then
h∑
j=1
A(ℓ)ij =
g∏
k=1
(ℓk + 1) (11)
by Proposition 8.
4. Definite quaternion algebras and isogeny graphs of supersingular
elliptic curves
Let E be a supersingular elliptic curve in characteristic p. It is known that the endomor-
phism ring of E is a maximal order OE ⊂ Hp,∞, the rational quaternion algebra ramified at
p and ∞.
Theorem 13. Let ℓ 6= p be prime. Then the ℓ-isogeny graph for supersingular elliptic curves
in characteristic p is connected and not bipartite, i.e., given any two supersingular elliptic
curves E and E ′ in characteristic p, there exists an isogeny φ : E → E ′ such that the degree
of φ is an even power of ℓ.
First we need a lemma about definite quaternion algebras.
Lemma 14. Let H be an arbitrary positive definite quaternion algebra with maximal order
OH over Z, let I be a fractional right OH-ideal of norm 1, and let ℓ be a prime unramified in
H. Then for each positive integer x and any prime ℓ 6= p there exists an element in I⊗Z[1/ℓ]
of norm 1.
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Proof. Let G = {β ∈ H×|N(β) = 1}. Topologically G is the 3-sphere, which is simply
connected. And G is the compact real form of SL(2), so its Lie algebra is the same as that
of SL(2), which is simple. (Note that H× itself doesn’t satisfy the hypotheses of Theorem 2
(Strong Approximation): topologically H× is R4 minus the origin, which is simply connected,
but as a real Lie group, H× is R×>0 × SU(2), which is not simple.) Let S = {ℓ,∞}. The
local condition we will impose at each prime q 6= ℓ will be β ∈ (I ⊗ Zq) ∩ GQq . Notice
that this local condition is the standard one at all primes away from the numerator and
denominator of the fractional ideal I. Therefore, to apply strong approximation it now
suffices to show that the local condition is nonempty. But this follows from the fact that
every right ideal in a quaternion algebra is locally principal. Hence we see that there exists
some β ∈ (I ⊗ Z[1/ℓ]) ∩G. And the local conditions imply that β has norm 1. 
Proof of Theorem 13. By Tate’s theorem E and E ′ are isogenous. Hence there exists an
isogeny ψ ∈ Hom(E ′, E) with some degree x 6= 0. Consider the right ideal I ⊂ OE defined
by I = {ψ ◦φ|φ ∈ Hom(E,E ′)}. Let α ∈ Hp,∞ be an element of norm x; such an α exists by
the Hasse-Minkowski theorem. Then the fractional right ideal I1 = α
−1I has norm 1.
Now by Lemma 14, there exists an element β ∈ I1 ⊗ Z[1/ℓ] of norm 1. Let ℓn be a
sufficiently high power of ℓ so that ℓnβ ∈ I1. Then αℓnβ ∈ I and thus is equal to ψ ◦ φ for
some φ ∈ Hom(E,E ′). Computing norms we see that the degree of φ is ℓ2n. 
5. Matrices over definite quaternion algebras and isogeny graphs of
principally polarized superspecial abelian varieties
As in Lemma 14, let H be an arbitrary positive definite quaternion algebra with maximal
order OH over Z.
We will need two lemmas about Matg×g(OH).
Lemma 15. For each positive integer x and any prime ℓ not ramified in H there exists an
element in OH[1/ℓ] of norm x.
Proof. Let I be an (integral) right ideal of OH of norm x and α an element of H also of norm
x. Then α−1I has norm 1 and we may apply Lemma 14 to obtain a β ∈ α−1I of norm 1.
Then αβ has norm x and αβ ∈ I ⊂ OH. 
Lemma 16. For any prime q and any Hermitian H ∈ Matg×g(OH ⊗ Z(q)) which is positive
definite of reduced determinant 1, there is a matrix M ∈ Matg×g(OH ⊗ Z(q)) such that H =
M †M .
Proof. Since H has reduced norm 1, there exists some v ∈ (OH ⊗Z(q))g such that x = v†Hv
isn’t a multiple of q. By positive-definiteness x > 0 and after scaling v we may assume x−1
is an integer. Then by applying Lemma 15 for ℓ away from q and the ramified primes of H
there exists an α ∈ OE ⊗ Z(q) of norm x−1.
Now let v1 = vα. We see that v
†
1Hv1 = 1 so we’re reduced to showing the theorem on
〈v1〉⊥. This is a (g − 1)-dimensional space so we are done by induction. 
We are now ready to prove the main results:
Theorem 17. Let ℓ be a prime unramified in H. Then given any two Hermitian matrices
H,H ′ ∈ Matg×g(OE), there exists a matrix M ∈ Matg×g(OE) such that M †HM = ℓ2nH ′ for
some positive integer n.
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Corollary 18. Let ℓ 6= p be prime and g > 1. Then the (ℓ)g-isogeny graph for superspecial
principally polarized g-dimensional abelian varieties in characteristic p is connected and not
bipartite, i.e., given any two principal polarizations of Eg, H and H ′, there exists an isogeny
M ∈ Matg×g(OE) such that M †HM = ℓ2nH ′ for some positive integer n.
Proof of Theorem 17. It clearly suffices to show this for H ′ = I. Let M0 ∈ Matg×g(OH ⊗Q)
satisfy M †0M0 = H , such an M0 exists by Lemma 16.
We are now ready to apply the strong approximation theorem. Let G be the quaternionic
unitary group {M ∈ Matg×g(H) |M †M = I}. As before, let S = {ℓ,∞}. The local condition
we will impose at each prime q 6= ℓ will be M−10 M ∈ Matg×g(OH ⊗ Zq). Again this is the
standard condition away from finitely many primes. Hence, to apply strong approximation
it suffices to show that the local condition is nonempty. This again follows from Lemma 16
applied to H and q.
Hence by strong approximation there exists M ′ ∈ Matg×g(H) such that M ′†M ′ = I and
M−10 M
′ ∈ Matg×g(OH[1/ℓ]). Let ℓn be a sufficiently high power of ℓ such that ℓnM−10 M ′ ∈
Matg×g(OH). Let M = ℓnM−10 M ′. Then
M †HM =M †M †0M0M = ℓ
2nI. 
5.1. Non-Ramanujan. To see that the isogeny graph Grn(g, p) is in general non-Ramanujan,
consider the case ℓ = 2, g = 2, and p = 11. Here there are two supersingular elliptic curves:
E1 : y
2 = x3 + 1 and E2 : y
2 = x3 + x. There are also two superspecial genus 2 curves:
C1 : y
2 = x6 + 1 and C2 : y
2 = x6 + 3x3 + 1. Hence there are five principally polarized su-
perspecial abelian surfaces: E1×E1, E2×E2, E1×E2, and the jacobians J(C1), J(C2), the
products taken with the product polarization. We computed the Richelot isogeny matrix for
these surfaces using Magma [BCP97]. The adjacency matrix A(2) = A2(2, 11) for Gr2(2, 11)
is
A2(2, 11) =

3 9 0 3 0
4 3 4 4 0
0 3 6 0 6
1 3 0 3 8
0 0 3 4 8
 .
The eigenvalues of this matrix are 15, 7±√3, and −3 ±√3. The second largest of these is
7 +
√
3 > 8.7 > 7.5 > 2
√
14, hence the graph is not Ramanujan.
6. Buildings and double cosets
It is well known that the supersingular elliptic curves are in bijective correspondence with
the double cosets
OE [1/ℓ]×\GL2(Qℓ)/Q×ℓ GL2(Zℓ),
with GL2(Qℓ)/Q
×
ℓ GL2(Zℓ) corresponding to the vertices of the standard tree for GL2(Qℓ).
We will generalize this form to higher dimension, starting with the definition below.
Definition 19. Let R be a commutative ring and M an R-algebra with an anti-involution
x 7→ x†. We define the unitary group U(M) = {x ∈ M | x†x = 1}. We define the general
unitary group GUR(M) = {x ∈M | x†x ∈ R×}.
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Remark 20. Let B2g be the Bruhat-Tits building for GSp2g over Qℓ. The special 1-skeleton
has vertices the special vertices of B2g and the edges of the 1-skeleton of B2g with both ends
special vertices.
Note that the next theorem is true for all principally polarized abelian varieties whether
superspecial or not. Specifically say that for a principally polarized abelian variety the
anti-involution x 7→ x† on End(A) is Rosati. On Eg we take the Rosati (anti-) involution
corresponding to the product polarization. Hence on Matg×g(OE) we take M 7→M † := M t,
with m 7→ m the main involution of the definite quaternion algebra End(E)⊗Q := End0(E).
Theorem 21. Let A be a principally polarized abelian variety of dimension g over an alge-
braically closed field k of characteristic char(k) and ℓ 6= char(k) be a prime. The principally
polarized abelian varieties isogenous to A by ℓ-power isogenies (we require that the principal
polarization be the one induced by the isogeny) are in bijective correspondence with the double
cosets
GU(End(A)[1/ℓ])\GSp2g(Qℓ)/Q×ℓ GSp2g(Zℓ), (12)
with GSp2g(Qℓ)/Q
×
ℓ GSp2g(Zℓ) the vertices of the special 1-skeleton of the building of GSp2g(Qℓ).
Furthermore, (ℓ)g-isogenies correspond to the edges of the special 1-skeleton. Specifically two
elements of GSp2g(Qℓ)/Q
×
ℓ GSp2g(Zℓ) are adjacent if the corresponding homothety classes of
unimodular symplectic lattices have representatives with one having index (ℓ)g in the other.
In particular, the principally polarized superspecial abelian varieties of dimension g are in
bijective correspondence with
GU(Matg×g(OE [1/ℓ]))\GSp2g(Qℓ)/Q×ℓ GSp2g(Zℓ). (13)
Proof. Let T = Taℓ(A) be the Tate module of A, and let V = Taℓ(A) ⊗ Qℓ, both equipped
with the symplectic Weil pairing. Identify GSp2g(Qℓ) = GSp(V ) and GSp2g(Zℓ) = GSp(T ).
Note that we have an exact sequence
0→ T → V π−→ A[ℓ∞]→ 0.
Let φ : A → A′ be an ℓ-power isogeny to an abelian variety A′, principally polarized by
the induced polarization. We will associate to the pair (φ,A′) the homothety class of the Zℓ
lattice T ′ = π−1(ker φ) ⊂ V . Since the induced polarization on A′ is principal, the symplectic
pairing restricted to T ′ is a scalar multiple of a unimodular integral pairing. Conversely, if
[T ′] is a homothety class of full rank Zℓ lattices in V such that symplectic pairing restricted
to T ′ is a scalar multiple of a unimodular integral pairing and we pick any representative T ′
such that T ′ ⊃ T , then π(T ′) is the kernel of an ℓ-power isogeny whose image is principally
polarized. Furthermore, picking a different representative corresponds to composing the φ
with multiplication by a scalar power of ℓ.
Note that if ψ : A′ → A′′ is an (ℓ)g-isogeny then T ′′ = π−1(kerψ◦φ) is an extension of T ′ of
index (ℓ)g. Hence the corresponding vertices of the building are adjacent. Conversely, since
both graphs have the same degree all special edges of the building come from (ℓ)g-isogenies.
Now let ∆ be the set of all homothety classes of full rank Zℓ lattices in V such that the
restriction of the symplectic pairing is a scalar multiple of a unimodular integral pairing. It
is easy to see that ∆ ∼= GSp(V )/Q×ℓ GSp(T ) with rQ×ℓ GSp(T ) corresponding to the class
[rT ].
It now suffices to show that [rT ] and [sT ] correspond to isomorphic principally polarized
abelian varieties if and only if [rT ] = [ψsT ] for some ψ ∈ GU(End(A)[1/ℓ]). After possible
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scaling r, s, and ψ by powers of ℓ we may assume that ψ ∈ End(A), rT = ψsT , and
rT, sT ⊃ T . Therefore π(rT ) = ψ(π(sT )). Hence if ker φ = π(rT ) and kerφ′ = π(sT ), then
φ ◦ ψ = φ′ and both have the same codomain.
Conversely, if φ and φ′ have the same codomain, let ψ = φ̂ ◦ φ′. Note that ψ ∈
GU(End(A)[1/ℓ]) since it preserves the polarization. Now φ ◦ ψ = deg(φ)φ′. Now let
π(rT ) = ker φ and π(sT ) = ker(deg(φ)φ′). Then rT = ψsT , and we are done. 
7. Generalized Brandt matrices
In this section we will work purely algebraically with quaternion algebras.
Let H be a definite quaternion algebra over Q with a maximal order OH. Let g ≥ 1 be an
integer. Put (cf. (4))
MH(g) = Matg×g(OH).
Let H0 be the Hermitian form on H
g given by the identity matrix. Let A ⊂ Hg be a finitely
generated right OH-submodule such that A⊗Q ∼= Hg. We will say A is principally polarized
if A⊗Q ∼= Hg and if there exists a c ∈ Q× such that cH0 restricted to A is OH-valued and
unimodular. Given such an A, we define the dual of A to be Â = c−1A.
Remark 22. Notice that this agrees with the standard definition of dual with respect to a
pairing; thus, if A ⊂ A′ then Â′ ⊂ Â and [A′ : A] = [Â : Â′].
For E/Fp a supersingular elliptic curve withO = EndFp(E) andH ∈ Matg×g(O), we defined
the group UH(g) in (6). In a slight extension let B be an algebra with an anti-involution
whose fixed subring is R, define Ug(B), GUg(B) ⊆ Matg×g(B) by
Ug(B) = {M ∈ Matg×g(B) |M †M = Idg×g} and (14)
GUg(B) = {M ∈ Matg×g(B) |M †M = λ Idg×g with λ ∈ R×}. (15)
Theorem 23. Let OĤ = OH ⊗ Ẑ be the profinite completion of OH and Ĥ = OĤ ⊗ Q. The
set of principally polarized right OH-submodules of Hg is in one-to-one correspondence with
GUg(Ĥ)/GUg(OĤ).
Proof. Given [M ] ∈ GUg(Ĥ)/GUg(OĤ) the corresponding module is given by κ(M) =
MOg
Ĥ
∩Hg. This module is principally polarized since after tensoring with Ẑ, the Hermitian
form is given by M †M which is a scalar times the identity.
This map is well defined since if MU with U ∈ GUg(OĤ) is another representative of the
same class in GUg(Ĥ)/GUg(OĤ), then UOgĤ = O
g
Ĥ
. Hence MUOg
Ĥ
∩Hg = MOg
Ĥ
∩Hg.
This map is injective since if MOg
Ĥ
∩Hg =M ′Og
Ĥ
∩Hg , we must have MN =M ′ for some
N ∈ MĤ(g)×. But we also have N = M ′M−1 ∈ GUg(Ĥ). Therefore,
N ∈ MĤ(g)× ∩GUg(Ĥ) = GUg(OĤ),
and [M ] = [M ′].
Finally, to see that this map is surjective, let A be a principally polarized right OH-
submodule. Since all finitely generated modules over OH are locally free, A is given by
NOg
Ĥ
∩Hg for some N ∈ GLg(Ĥ). The Hermitian form on A⊗ Ẑ is given by N †N , and since
A is principally polarized, cN †N is OĤ-valued and unimodular for some c ∈ Q×. However,
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since all integral unimodular Hermitian forms are locally trivial there exists a V ∈ MĤ(g)×
such that V †cN †NV is the identity. So we can set M = NV and have M ∈ GUg(Ĥ) with
MOg
Ĥ
∩Hg = NOg
Ĥ
∩Hg = A. 
Definition 24. We will define the classes of GUg(OH), denoted PH(g), to be the equivalence
classes of principally polarized right OH-submodules up to left multiplication by GUg(H).
Hence
PH(g) = GUg(H)\GUg(Ĥ)/GUg(OĤ). (16)
We will call #PH(g) the class number and denote it hH(g).
Remark 25. Notice that A and Â belong to the same class. Also note that for U ∈ GUg(H)
we have ÛA = (U−1)†Â.
When g = 1 we recover the standard definition of the ideal classes PH(1) and the class
number h(H):
PH(1) = H
×\Ĥ×/OĤ and h(H) = #H×\Ĥ×/OĤ, (17)
cf. [Vig80, §3.5.B].
Now suppose g > 1, put (cf. (5))
SLg(OH) = {H ∈ MH(g) | H has reduced norm 1} and
HH(g) = {H ∈ MH(g) | H is positive-definite Hermitian
of reduced norm 1}.
Notice that SLg(OH) is the same as the set of invertible elements in MH(g) since reduced
norms are multiplicative and nonnegative.
The group SLg(OH) acts on HH(g) by H ·M = M †HM . Denote the equivalence class in
H H(g) := HH(g)/ SLg(OH) containing H ∈ HH(g) by [H ].
Theorem 26. Let OĤ = OH ⊗ Ẑ be the profinite completion of OH and Ĥ = OĤ ⊗ Q. The
set H H(g) is in one-to-one correspondence with the classes of GUg(OH), or equivalently the
double cosets
GUg(H)\GUg(Ĥ)/GUg(OĤ).
Proof. We first define the map
ι : H H(g)→ GUg(H)\GUg(Ĥ)/GUg(OĤ) (18)
by the following procedure: for [H ] ∈ H H(g) write H = M †M for M ∈ SLg(H), such an
M exists by Lemma 16. For each prime q write H = N †qNq with Nq ∈ SLg(OH ⊗ Zq) (again
these exist by Lemma 16). Let N = (Nq) ∈ SLg(OĤ), and notice that (MN−1)†MN−1 = I,
so MN−1 ∈ Ug(Ĥ). Now define
ι([H ]) = [MN−1]. (19)
We must now prove that ι is well defined, injective, and surjective.
Well-definedness: Suppose M ′ ∈ SLg(H) is another choice of M and N ′ ∈ SLg(OĤ) another
choice of N satisfying H = M ′†M ′ = N ′†N ′. Then M ′M−1 ∈ Ug(H) and NN ′−1 ∈ Ug(OĤ).
Hence
[M ′N ′
−1
] = [(M ′M−1)(MN−1)(NN ′
−1
)]
corresponds to the same class as [MN−1] in GUg(H)\GUg(Ĥ)/GUg(OĤ).
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Now suppose H ′ ∈ HH(g) is another representative of the same class as H in H H(g), i.e.,
H ′ = U †HU for some U ∈ SLg(OH). Thus if H = M †M = N †N with M ∈ SLg(H) and
N ∈ SLg(OĤ), then
H ′ = (MU)†MU = (NU)†NU
with MU ∈ SLg(H), NU ∈ SLg(OĤ), and MU(NU)−1 = MN−1.
Injectivity: Suppose ι([H ]) = ι([H ′]). Let H = M †M = N †N and H ′ = M ′†M ′ = N ′†N ′
with M,M ′ ∈ SLg(H) and N,N ′ ∈ SLg(OĤ). Thus MN−1 = VM ′N ′−1W−1 with V ∈
GUg(H) and W ∈ GUg(OĤ). Set V †V = vI for v ∈ Q× and W †W = wI for w ∈ Ẑ×. Let
U = M−1VM ′ = N−1WN ′ and observe that U ∈ GLg(H) ∩GLg(OĤ) = SLg(OH). Now
H · U = U †HU = (M−1VM ′)†M †MM−1VM ′ =M ′†V †VM ′ = vH ′,
and a similar argument shows H ·U = wH ′. Hence v = w ∈ Q× ∩ Ẑ× = Z×. So v = ±1 and
we can rule out −1 since H is definite. Thus [H ] = [H ′].
Surjectivity: Let
[V ] ∈ GUg(H)\GUg(Ĥ)/GUg(OĤ)
with V ∈ GUg(Ĥ). Put V †V = vI for v ∈ Q̂. Put v = ab with a ∈ Q>0 and b ∈ Ẑ×. Then
there exist α ∈ H with N(α) = a and β ∈ O×
Ĥ
with N(β) = b. After replacing V with
α−1V β−1 we may assume V ∈ Ug(Ĥ) ⊂ SLg(Ĥ).
We will apply strong approximation to G = SLg(H) with S = {∞}. Note that G∞ is
not compact for g > 1 and hence the pair (G, S) satisfies the conditions of Theorem 2. The
local conditions we will impose at each prime q will be V −1M ∈ SL(OH ⊗ Zq). These are
the standard conditions away from finitely many primes and are trivially nonempty since V
always satisfies them.
Hence there exists M ∈ SLg(H) such that N = V −1M ∈ SLg(OĤ). Thus ι([M †M ]) =
[V ]. 
Set h(g) = hH(g) with PH(g) = {[A1], . . . , [Ah(g)]}. We can now define the (generalized)
Brandt matrix Bg(n) ∈ Math(g)×h(g)(Z) for an integer n.
Definition 27. Let g ≥ 1. For 1 ≤ j ≤ hH(g), set ej(g) := #{U ∈ GUg(H) | Aj = UAj}.
For 1 ≤ i, j ≤ hH(g), put
Bg(n)ij =
#{U ∈ GUg(H) | [Ai : UAj ] = n2g}
ej(g)
for n ≥ 1 and Bg(0)ij = 1/ej(g). Let Bg ⊆ Math(g)×h(g)(Z) be the Z-algebra generated by
Bg(n), n ≥ 1.
Remark 28. (a) The matrices Bg(n)ij don’t depend on the choice of representatives Ak,
since any left factors can be absorbed into the U .
(b) We define Bg(n)ij and ej(g) for g = 1 in Section 8.1.
First we give an equivalent definition of Brandt matrix in terms of H H(g).
Theorem 29. Let g > 1. If [κ(ι(Hi))] = [Ai] and [κ(ι(Hj))] = [Aj ], then
ej(g) = #{M ∈ MH(g) |MHjM † = Hj}
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and
Bg(n)ij =
#{M ∈ MH(g) | MHiM † = nHj}
ej(g)
for n ≥ 1.
It clearly suffices prove the following lemma.
Lemma 30. Let g > 1. Chose any [H1], [H2] ∈ H H(g). Let [κ(ι(Hk))] = [Ak] for k ∈ {1, 2}.
There exists a bijective correspondence between {U ∈ GUg(H) | [A1 : UA2] = n2g} and
{B ∈ MH(g) | B†H1B = nH2}.
Proof. For k ∈ {1, 2}, let [Vk] = ι([Hk]) with Ak = κ(Vk). Let Hk = M †kMk = N †kNk, with
Mk ∈ SLg(H), Nk ∈ SLg(OĤ), and Vk = MkN−1k ∈ Ug(Ĥ) as in (19).
For B ∈ MH(g) with B†H1B = nH2, let UB = M1BM−12 . Notice that B†M †1M1B =
nM †2M2 so U
†
BUB = n Idg×g and UB ∈ GUg(H). Similarly take WB = N1BN−12 and observe
that WB ∈ GUg(Ĥ) and WB ∈ Matg×g(OĤ). Taking reduced determinants, we see that the
reduced determinant of WB is n
g. Therefore, WBOg
Ĥ
⊂ Og
Ĥ
with
[Og
Ĥ
: WBOgĤ] = n
2g. (20)
Notice that UBV2 = M1BN
−1
2 = V1WB. Apply this to (20) gives n
2g = [V1Og
Ĥ
: V1WBOg
Ĥ
] =
[V1Og
Ĥ
: UBV2Og
Ĥ
]. And intersecting with Hg gives n2g = [A1 : UBA2].
The correspondence B 7→ UB is clearly well-defined and injective. We will now show it
is surjective. Given U ∈ GUg(H) with [A1 : UA2] = n2g, hence tensoring with OĤ we see
[V1OgĤ : UV2O
g
Ĥ
] = n2g. Let B = M−11 UM2 and W = N1BN
−1
2 , so UV2 = M1BN
−1
2 = V1W .
Hence, n2g = [V1OgĤ : V1WO
g
Ĥ
] = [Og
Ĥ
: WOg
Ĥ
]. Thus, W ∈ Matg×g(OĤ) with reduced
determinant ng. Since theMk’s andNk’s have determinant 1, U also has reduced determinant
ng; hence, U †U = n Idg×g since U ∈ GUg(H). Also that means that B ∈ MH(g) and
straightforward algebra shows that B†H1B = nH2, and we are done. 
Theorem 31. Let E be a supersingular elliptic curve over Fp. Set O = EndFp(E) and let
H = O⊗Q. Then the Brandt matrix B(n) of Definition 27 is equal to the adjacency matrix
A(n) = An(g, p) of Definition 10. In particular, the matrix B(n) for g = 1 is the classical
Brandt matrix as in [Gro87, Prop. 2.3], for example.
Proof. The definition transparently reduces to the classical case when g = 1, hence it suffices
to consider the g > 1 case.
In the apply Theorem 29, the result now follows trivially from the definitions of the terms
involved. 
8. First properties of generalized Brandt matrices
To simplify the discussion, we restrict to the case of the definite rational quaternion
algebra H = Hp ramified at one finite prime p and choose a maximal order O ⊆ H. We
start by reviewing known properties of classical Brandt matrices, largely following Gross
[Gro87, §1,2].
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8.1. The classical case: g = 1. Let h = h(p) be the class number of H = Hp. Let I1, . . . ,
Ih be representatives for the left O-ideal classes and let Oi be the right order of Ii, 1 ≤ i ≤ h.
Set ei = ei(1) = #O×i and wi = #O×i /Z× = #O×i /〈±1〉. We have the Brandt matrices
B(n)ij = B1(n)ij =
#{λ ∈ I−1j Ii | Nλ = nN(IjI−1i )}
ej
. (21)
In particular, B(1) = Idh×h and B(n) ∈ Math×h(Z) for n ≥ 1. Define the Brandt matrix
B(0) by B(0)ij = 1/ej. Let B ⊆ Math×h(Z) be the Z-algebra generated by the Brandt
matrices B(n), n ≥ 1. The following known results on Brandt matrices are almost all due
to Eichler [Eic55].
Remark 32. (a) For n ≥ 0 with (n, p) = 1 the row sums ∑j B(n)ij are independent of i.
For n ≥ 1, ∑
j
B(n)ij = N(1, n)
with the integer N(g, n) as in Definition 7.
(b) If (m,n) = 1, then B(mn) = B(m)B(n).
(c) B(p) is a permutation matrix with B(p)2 = Idh×h and B(p)
k = B(pk).
(d) For a prime ℓ 6= p and k ≥ 2,
B(ℓk) = B(ℓk−1)B(ℓ)− ℓB(ℓk−2).
(e) We have ejB(n)ij = eiB(n)ji for 1 ≤ i, j ≤ h. Equivalently, let v1, . . . , vh be the standard
basis of Zh. Define the inner product 〈vi, vj〉 = eiδij on Zh. Then the Brandt matrices
B(n), n ≥ 1, are self-adjoint with respect to 〈 , 〉.
(f) (Eichler’s mass formula)
h∑
i=1
1
ei
=
p− 1
24
.
Equivalently, the sum of any row of B(0) is (p− 1)/24.
(g) For all m and n we have Bg(m)Bg(n) = Bg(n)Bg(m)
(h) The commutative Q-algebra B ⊗ Q is semi-simple, and isomorphic to the product of
totally real number fields.
8.2. The general case: g ≥ 1. We now generalize the results of Remark 32 to the gen-
eralized Brandt matrices Bg(n) of Definition 27. Put h(g) = hH(g) and let Bg be the
Z-subalgebra of Math(g)×h(g)(Z) generated by the Brandt matrices Bg(n) for n ≥ 1.
Theorem 33. (a) For n ≥ 0 with (n, p) = 1 the row sums ∑j Bg(n)ij are independent of i.
For n ≥ 1, ∑
j
Bg(n)ij = N(g, n)
with the integer N(g, n) as in Definition 7.
(b) If (m,n) = 1, then Bg(mn) = Bg(m)Bg(n).
(c) We have ej(g)Bg(n)ij = ei(g)Bg(n)ji for 1 ≤ i, j ≤ h(g). Equivalently, let v1, . . . , vh(g) be
the standard basis of Zh(g). Define the inner product 〈vi, vj〉g = ei(g)δij on Zh(g). Then
the generalized Brandt matrices Bg(n), n ≥ 1, are self-adjoint with respect to 〈 , 〉g.
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(d) (Mass formula of Ekedahl and Hashimoto/Ibukiyama)
Mg :=
h(g)∑
i=1
1
ei(g)
=
(−1)g(g+1)/2
2g
{
g∏
k=1
ζ(1− 2k)
}
·
g∏
k=1
{pk + (−1)k}.
Equivalently, the sum of any row of Bg(0) is Mg. Note that for g = 1 we have M1 =
(p− 1)/24 and so recover Theorem 32(f).
(e) (with G. Henniart and M.-F. Vigne´ras) For allm and n we have Bg(m)Bg(n) = Bg(n)Bg(m).
(f) The commutative Q-algebra Bg ⊗ Q is semi-simple, and isomorphic to the product of
totally real number fields.
Proof. (b): It’s not hard to see that
(Bg(m)Bg(n))i,j =
#{U ∈ GUg(H) and Ak p. p. | [Ai : Ak] = m2g and [Ak : UAj ] = n2g}
ej(g)
.
Since m and n are relatively prime given Ai, Aj , and U with [Ai : UAj ] = (mn)
2g there
exists a unique principally polarized Ak with [Ai : Ak] = m
2g and [Ak : UAj ] = n
2g. Thus
(Bg(m)Bg(n))i,j = Bg(mn)i,j.
(c): By definition this is equivalent to proving that #{U ∈ GUg(H) | [Ai : UAj ] = n2g}
and #{U ∈ GUg(H) | [Aj : UAi] = n2g} are equal. By Remark 28 we can replace the A’s
with arbitrary representatives of their classes. By remark 25 we can use their duals, so
#{U ∈ GUg(H) | [Aj : UAi] = n2g} = #{U ∈ GUg(H) | [Âj : ̂(U−1)†Ai] = n2g}.
But by Remark 22 the right hand side of the above is equal to
#{U ∈ GUg(H) | [(U−1)†Ai : Aj] = n2g} = #{U ∈ GUg(H) | [Ai : U †Aj ] = n2g},
and we are done.
(d): See [Eke87, p. 159] and [HI80, Prop. 9], cf. [Yu06, Theorem 3.1].
(e): The Brandt matrices B(n) are in the Hecke algebra for (G,K) with G = GUg(Ĥ),
K = GUg(OĤ). In fact the Brandt matrices B(n) are linear combinations of standard Hecke
operators in the Hecke algebra.
By (b) we may restrict to the case where both m and n are powers of a prime ℓ. Using
the notation of [Shi63], let G = Gℓ = GUg(H⊗ Zℓ) and let Γ0 = GUg(OH ⊗ Zℓ).
By Gelfand’s trick [Lan85, IV, §1, Theorem 1] (see also [Shi94, Proposition 3.8]), it suffices
to show that for all elements M ∈ G we have
Γ0MΓ0 = Γ0M †Γ0.
In the case when ℓ = p, by [Shi63, Proposition 3.10] we have that for every M ∈ G,
Γ0MΓ0 = Γ0dΓ0
for some diagonal matrix d over the quaternion algebra H⊗ Zℓ. We also have
Γ0dΓ0 = Γ0d†Γ0
since in the ramified case all ideals are two-sided and principal powers of the unique prime
ideal.
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When ℓ 6= p, the group G is just the symplectic group and we can use [Shi63, Proposition
1.6] to show that for arbitrary M ∈ G
Γ0MΓ0 = Γ0dΓ0
where d is now in a diagonal matrix over Qℓ, hence trivially preserved by transpose.
The only complication is making sure (conjugate-)transpose is in fact an anti-involution
in the basis from [Shi63]. However if H is the matrix giving the Hermitian (or symplectic)
form in Shimura’s basis then we have
H†HH = H,
so H is itself an element of G. And since for any matrix M ∈ G
M † = HM−1H−1,
(conjugate-)transpose is in fact an anti-involution.
(f): This follows trivially from (c), (e), and the fact that self-adjoint matrices are semi-
simple with real eigenvalues.

We do not know the analogue of Remark 32(d) for our generalized Brandt matrices Bg(n).
For a weak result see [And69, Theorem 3].
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