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V magistrski nalogi je obravnavano posnemanje dinamskega modela mobilnega robota z 
diferencialnim pogonom z uporabo nevronske mreže z dolgim kratkoročnim spominom 
(LSTM). LSTM mreže imajo zmožnost analizirati pretekle dogodke, na katerih ustrezno 
napovedo kratkoročno prihodnost. Preverili bomo, ali mreža lahko naredi povezavo med 
vhodnimi in izhodnimi veličinami dinamskega modela. Najprej je predstavljena teorija o 
strojnem učenju in umetnih nevronskih mrežah ter delovanju fizikalnega modela robota. V 
praktičnem delu je opisana metoda generiranja podatkov in preizkusi različnih struktur 
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The masters thesis deals with imitation of a dynamic model of a differential-powered robot 
with an LSTM artificial neural network. Long-short term memory network (LSTM) have 
the ability to predict short term future events based on the past time-varied data. We will 
test the LSTM network's ability to make a corealtion between  input and output variables 
of dynamic model. The theory of machine learning and artificial neural networks and the 
operation of a physical model of a robot are presented. The practical part describes the 
method of generating data and testing different structures of the LSTM network. The 
results show that it is possible to use the LSTM for replacement of the physical model 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
b, ϵ / majhno število za izognitev deljenja z nič (običajno tisočinka) 
d m dolžina od roba telesa vozila do težišča v x-smeri 
F kg m s-2 generalizirane sile 
G / diagonalna matrika sume kvadratov preteklih gradientov 
g / gradient objektivne funkcije 
I kg m2 vztrajnostni moment 
Kd / diferencialna konstanta 
Kp / proporcionalna konstanta 
L kg m2 s-2 lagrangian 
m kg masa 
Q / sistemska konfiguracija 
q / število podatkov 
R m polovična razdalja med težiščnicami koles 
r m debelina kolesa 
U kg m2 s-3 A-1 napetost 
V m s-1 hitrost točke 
v / posodobitveni vektor 
W kg m2 s-2 energija 
W / utežna matrika nevronskega sloja 
w / utež nevronske povezave 
z / izhodna vrednost operacije 
   
β / premični parameter za sloj 
γ / skalirni parameter za sloj 
η / stopnja učenja 
Θ / parameter nevronske mreže 
𝜃, φ rad zasuk vozila/kolesa okoli lastne osi 
κ / približek prvega statističnega momenta 
λ / približek drugega statističnega momenta 
µ / povprečna vrednost 
ρ m polmer kolesa 
σ / standardna deviacija 
τ kg m2 s-2 navor 
ϒ / momentni parameter 
Φ / aktivacijska funkcija 
X / normalizirana in centrirana vrednost 
Ω rad s-1 kotna hitrost 
   
   
   
   
   
 xx 
Indeksi   
   
B mini-saržni  
D desno kolo   
k kinetična  
L levo kolo    
O ogrodja  
p potencialna  
R referenčna  
V vozilo  
   






Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
ANN umetna nevronska mreža (angl. Artificial neural network) 
CT računalniška tomografija (angl. Computed tomography) 
GNM globoka nevronska mreža (angl. Deep neural network) 
HCA hierarhična analiza grup (angl. Heirarchical Cluster Analysis) 
LLE lokalno linearno vdiranje (angl. Locally-Linear Embedding) 
LSTM dolgi kratkoročni spomin (angl. Long-Short term memory) 
MLP večslojna perceptronska mreža (angl. Multi-Layer Perceptron) 
MSE statistična napaka (angl. Mean square error) 
NAG Nesterov pospešeni gradient (angl. Nesterov accelerated gradient) 
PCA analiza glavne komponente (angl. Principal component analysis) 
PWM modulacija širine pulza (angl. Pulse-width modulation) 
RMS koren kvadratov povprečja (angl. Root mean square) 
RNN ponavljajoča nevronska mreža (angl. Recurrent neural network) 
ROS robotski operacijski sistem (angl. Robot operating system) 
SGD stohastični gradientni spust (angl. Stochastic gradient descent) 
SPAM vsiljena elektronska pošta 
SVM podpora vektorskih strojev (angl. Support vector machines) 










1.1 Ozadje problema 
Z nenehnim širjenjem področja uporabe računalniških simulacij postajajo problemi 
modeliranja dinamskih sistemov, s katerimi se soočajo ljudje, vse bolj zapleteni. Trenutno 
je glavna težava predstavljena z dveh vidikov. Prvič, je zelo težko oziroma nemogoče 
vzpostaviti popoln matematični model, saj je predmet modeliranja zelo kompleksen. Vzrok 
za to povzroča lastnost negotovosti in nelinearnost. Tradicionalni pristop matematičnega 
modeliranja in računalniških simulacij dinamskih sistemov se rešuje preko diferencialnih 
enačb, saj so dinamski modeli časovno odvisni [1]. Drugič, ker so zahteve za modeliranje 
sistema višje in večje, je potrebno modelu izboljšati sposobnosti opisovanja ter 
prilagodljivost na spremembe. 
Kot alternativo bi zato lahko uporabili umetno nevronsko mrežo (ANN). ANN [2] je 
inteligentna obdelava informacij, katera je vzpostavljena s simulacijo obdelave informacij 
možganskega živčnega sistema. Ima sposobnost samostojnega učenja za prilagajanje 
kompleksnemu okolju in zahtevam. Nevronska mreža je torej matematični model, ki deluje 
na princip črne škatle (angl. black box), po katerem je možno sestaviti simulacijski model 
tako dobro kot realni dinamski model. 
Prve oblike umetnih nevronskih mrež so se pojavile leta 1943 in so imele potencial odpreti 
vrata v svet umetne inteligence, vendar so ostale zgolj v teoriji, saj je bila takratna 
računalniška tehnologija še v porodni fazi [3]. Na področju računalništva sedaj dobivamo 
novo tehnologijo, kot so hitrejši in zmogljivejši  mikroprocesorji, to pa je vplivalo, da so v 
trend prišle različne oblike umetnih nevronskih mrež. Vedno bolj se zavedamo uporabnosti 
umetnih nevronskih mrež in jih koristimo na različnih področjih kot so npr.: avtomobilska 
industrija (npr. razvoj avtonomnega avtomobila), zdravstvo (npr. analize CT posnetkov), 







Kot smo že omenili, so umetne nevronske mreže večstransko uporabne. Velik doprinos 
predstavljajo tudi na področju modeliranja. Umetne nevronske mreže nam lahko služijo 
tudi kot dobra metoda, s katero bi preizkusili posnemati dinamiko modela preko 
simuliranih podatkov v virtualnem okolju in preko izmerjenih podatkov v realnem okolju. 
Tako je naš glavni cilj magistrske naloge preveriti, ali je možno uporabiti umetno 
nevronsko mrežo kot nadomestilo dinamskemu modelu in kako močno se lahko približamo 
realnemu stanju. 
Da lahko razumemo delovanje nevronskih mrež, moramo dobro razumeti tudi statistične 
osnove in delovanje strojnega učenja. Zato bomo najprej razložili, kaj je strojno učenje in 
kje se ga uporablja. Predstavili bomo zgodovino razvoja umetnih nevronskih mrež in 
njihove uporabe, preučili matematično ozadje, si pogledali različne vrste umetnih 
nevronskih mrež ter njihove prednosti in slabosti. V teoretičnem delu bo predstavljeno še, 
kako se postavi umetno nevronsko mrežo in na katere stvari moramo biti posebno pozorni. 
Podrobneje si bomo ogledali LSTM mrežo, katera je uporabna za časovno odvisne podatke 
in jo bomo hkrati uporabili tudi v našem eksperimentu. Eksperiment bo potekal na 
mobilnem robotu z diferencialnim pogonom, zato bomo podrobneje opisali dinamiko 
fizikalnega modela vozila z diferencialnim pogonom in delovanje krmilnega sistema 
vozila.  
Sledil bo praktičen del naloge, kjer bomo iz simulacije vozila generirali vhodne in izhodne 
podatke ter opisali strukture vhodnih in izhodnih podatkov. Podatke bomo ustrezno 
obdelali, da jih bomo lahko implementirali v mrežo. Vozilo bomo preizkusili pri različnih 
simulacijskih pogojih in tako preverili, ali je nadomestitev modela možna. Samo področje 
je dokaj neraziskano, zato bomo tudi preverili, koliko znanja o fizikalnem modelu je 
potrebno prenesti na umetno nevronsko mrežo. Mrežo, ki nam bo vrnila najboljše rezultate, 
bomo uporabili še na primeru mobilnega robota in realnega sveta, kjer bomo videli kakšne 
so razlike med podatki iz simulacije in izmerjenimi podatki iz pravega robota. S samim 
eksperimentom bomo tako poskušali dokazati, da lahko namesto tradicionalnega pristopa 
reševanje dinamskega problema uporabimo izmerjene podatke in umetno nevronsnko 





2 Strojno učenje 
Shalev-Schwartz in Ben-David [4] strojno učenje opredelita kot področje, ki omogoča 
računalnikom učenje brez eksplicitnega programiranja. Učenje računalnika lahko splošno 
opišemo z naslednjimi tremi parametri: program se uči iz izkušenj glede na nalogo in mero 
učinkovitosti, če se učinkovitost  pri nalogi izboljšuje z izkušnjami.  
Kot primer strojnega učenja imamo filtriranje neželene pošte pri elektronski pošti. Program 
strojnega učenja se lahko nauči izločiti neželeno pošto tako, da dobi primere neželene 
pošte (npr. tiste, ki jih je določil uporabnik) in primere ostale pošte. Primere, ki jih 
določimo programu imenujemo podatki usposabljanja (angl. Training set). V tem primeru 
je naloga označevanje neželene pošte, izkušnje so učni podatki (angl. Training data), mero 
učinkovitosti pa lahko definiramo kot razmerje pravilno klasificirane pošte. 


















Tradicionalno programiranje popišemo z naslednjimi koraki: 
‐ preučevanje problema (npr. ponavljajoči vzorci v neželeni pošti), 
‐ pisanje algoritmov za zaznavo vsakega vzorca, ki smo opazili, da se ponavlja, 
‐ testiranje programa in ponavljanje prvih dveh korakov, če program ne deluje dovolj 
dobro. 
 
Tam, kjer problem ni trivialen je zelo verjetno, da bo naš program postal zelo dolg list 
kompleksnih pravil, kar je zelo težko vzdrževati. 
Pri strojnem učenju se program sam nauči, kateri ponavljajoči vzorci so dober indikator za 




Slika 2.2: Grafični prikaz metode strojnega učenja [5] 
 
Področje, kjer je strojno učenje še močno, so problemi, ki so preveč kompleksni za 
tradicionalni pristop ali nimajo znanega algoritma. Kot primer lahko vzamemo 
prepoznavanje glasu. Zelo težko bi bilo napisati algoritem za prepoznavanje tisoče besed 
izgovorjenih od milijon različnih ljudi v glasnih okolicah. Najboljša rešitev bi bila napisati 
algoritem, ki se sam uči, glede na posnete primere za izgovorjavo vsake besede. 
Strojno učenje nam lahko pomaga pri razumevanju novih problemov. Z algoritmi strojnega 
učenja naučimo modele, katere lahko poleg osnove uporabe (npr. napovedovanja) tudi 
interpretiramo. Na primer pri ločevanju neželene elektronske pošte je možno pogledati 
seznam besed, ki jih je algoritem določil za indikatorje slabe pošte. Ta seznam lahko 

















Slika 2.3: Grafični prikaz metode razumevanja problema s pomočjo strojnega učenja [5] 
 
2.1 Tipi sistemov strojnega učenja 
Ker je veliko različnih tipov sistemov strojnega učenja jih je potrebno klasificirati v široke 
kategorije. T. O. Ayodele [6] jih v svojem delu deli glede na: 
‐ učenje s človeškim nadzorom, 
‐ inkrementalno učenje ali poljubno učenje, 
‐ delovanje s primerjanjem novih podatkov z že znanimi podatki, ali zaznavo vzorcev v 
učnih podatkih in gradnjo perspektivnih modelov. 
Naštete kategorije se med seboj ne izključujejo, med njimi so možne poljubne 
kombinacije. 
 
2.1.1 Nadzorovano/nenadzorovano učenje 
Sisteme je možno klasificirati glede na tip nadzora, ki ga dobijo med učenjem. Poznamo 
štiri kategorije: nadzorovano učenje (angl. Supervised learning), nenadzorovano učenje 
(angl. Unsupervised learning), pol nadzorovano učenje (angl. Semisupervised learning) in 





















V nadzorovanem učenju se vsak posamezni podatek za učenje, ki ga uvozimo v algoritem 
označi. 
Tipična naloga nadzorovanega sistema je klasifikacija. Filtriranje vsiljene elektronske 
pošte je dober primer: uči se ga z veliko primeri pošte, ki so označeni (dobra ali vsiljena). 
Algoritem se tako nauči klasificirati novo pošto. Še ena tipična naloga bi bila napoved 
numerične vrednosti, kot cena avtomobila glede na dane lastnosti (kilometrina, starost, 




Slika 2.4: Regresija 
 
Nekatere regresijske algoritme se lahko tudi uporabi za klasifikacijo in obratno. 
Spodaj je navedenih nekaj najpomembnejših nadzorovanih učnih algoritmov: 
‐ k-najbližjih sosedov, 
‐ linearna regresija, 
‐ logistična regresija, 
‐ SVM, 
‐ odločitvena drevesa in naključni gozdovi, 










Kot že ime ponazarja, podatki pri nenadzorovanem učenju niso označeni z nalepkami. 
Sistem se poskuša naučiti brez učitelja. 





‐ pričakovana maksimizacija, 
‐ vizualizacija in redukcija dimenzij: 
‐ PCA, 
‐ kernel PCA, 
‐ LLE, 
‐ t-SNE, 






Nekateri algoritmi lahko obravnavajo delno označene podatke. Večinoma imamo veliko 
neoznačenih in malo označenih. Zelo dober primer je aplikacija Google Photos. Ko 
naložimo fotografije družine, bo algoritem avtomatično prepoznal, da se oseba A prikaže 
na slikah 1, 3 in 6, oseba B pa na slikah 2, 3 in 8. To je nenadzorovan del algoritma 
(grupiranje). Vse kar sedaj sistem potrebuje je, da določimo kdo sta osebi A in B. Samo 
ena oznaka na osebo in algoritem bo zmožen poimenovati vse osebe na fotografijah. 





Okrepitveno učenje deluje na precej drugačen način. Učni sistem, imenovan agent, lahko 
opazuje okolico, izbira in izvršuje akcije in dobiva nagrade (ali penale v obliki negativnih 
nagrad). Torej se mora sam naučiti, katera je najboljša strategija v dani situaciji. Na primer, 
veliko robotov ima okrepitveno učenje, da se nauči hoditi. Marca 2016 je algoritem 
premagal svetovnega prvaka Lee Sedol-a v igri Go. Zmagovalno strategijo se je naučil z 
analizo milijonih iger in nato z igranjem veliko iger proti samemu sebi. 
 
2.1.2 Saržno/povezano učenje 
Drug kriterij, ki ga imamo za klasifikacijo strojnega učenja je zmožnost učenja sistema po 




Pri saržnem učenju sistem ni zmožen inkrementalnega učenja, zato mora biti naučen z 
uporabo vseh dostopnih podatkov. To nam vzame veliko časa in računalniških sposobnosti, 
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zato je učenje velikokrat storjeno ločeno od izvršnega sistema. Torej podatke spustimo 
skozi algoritem, kateri se sproti uči. Naučeni algoritem pa nato naložimo v proizvodnji 
sistem, kjer se ne uči več, le aplicira, kar se je naučil iz danih podatkov. Temu pravimo 
nepovezano učenje. 
Če želimo, da proizvodnji sistem prepozna novo vrsto podatkov, je potrebno učiti novo 
verzijo od začetka na celotni podatkovni bazi, ustaviti stari sistem in ga zamenjati z novim. 
Če želimo omenjen proces avtomatizirati moramo imeti v mislih, da bomo porabili veliko 
računalniške moči za velike podatkovne baze. V ekstremnih primerih saržno učenje ne 





Pri povezanem učenju se sistem uči inkrementalno tako, da podatke preučuje sekvenčno 
(individualno ali v malih grupah). Vsak inkrementalni korak je majhen in računalniško 
nezahteven, kar omogoča sprotno učenje. 
Povezano učenje je idealno za sisteme, ki konstantno prejemajo podatke (npr. trg z 
delnicami) in se morajo hitro spremeniti ali adaptirati. Dobro je tudi, če imamo omejene 
računalniške sposobnosti, saj nam podatkov ki smo jih vnesli v sistem ni potrebno hraniti 
in jih lahko zavržemo. To nam lahko prihrani zelo veliko prostora. 
Zelo pomemben parameter pri povezanem učenju je, kako hitro se mora sistem adaptirati 
na nove podatke. Temu pravimo stopnja učenja (angl. Learning rate). Če nastavimo 
visoko stopnjo učenja, se bo sistem hitro adaptiral glede na nove podatke, vendar bo tudi 
hitro pozabil stare podatke. Posledično, če nastavimo nizko stopnjo učenja se bo sistem 
učil počasneje, ampak bo manj občutljiv na šum v novih podatkih ali na zaporedje ne 
reprezentativnih podatkov. 
Pri povezanem učenju je velik izziv preprečiti slabo učinkovitost sistema, če zajame slabe 
podatke (npr. okvarjen senzor). Za manjše tveganje je potrebno nadzorovati sistem in 
pravočasno izključiti učenje, ko se zazna slabe podatke. 
 
2.1.3 Učenje na podlagi modelov in učenje na podlagi bližnjih 
primerov 
Še en način kako lahko kategoriziramo strojno učenje je generalizacija. Večina nalog 
strojnega učenja je napoved. To pomeni, da mora sistem glede na podane podatke znati 
generalizirati primere, ki jih še ni videl. Imeti dobro učinkovitost na podatkih učenja je 
dobro, vendar ne dovolj. Pravi cilj je dobra učinkovitost na novih podatkih. Učenje na 
podlagi bližnjega primera poteka tako, da novi podatek algoritem primerja (primerja 





Slika 2.5: Primer učenja na podlagi primera podatka 
 




Slika 2.6: Primer učenja na podlagi modela 
 
2.2 Glavni izzivi pri strojnem učenju 
Pri strojnem učenju se večina slabih rezultatov kaže kot posledica dveh možnih napak: 
napačen algoritem in/ali nekakovostni podatki. 
 
Nezadostna količina podatkov za učenje 
Da se dojenček nauči, kaj je jajce, mu je to le potrebno pokazati in izgovoriti »jajce«. 







algoritmov delovalo pravilno. Celo za zelo preproste probleme bi tipično potrebovali na 
tisoče primerov, za kompleksne primere kot so prepoznava glasu pa na milijone primerov. 
 
Podatki slabe kvalitete 
 
Če bodo podatki za učenje polni napak in šuma, bo sistem težje zaznal slabe vzorce in bo 
posledično imel slabšo učinkovitost. Zato se velikokrat splača počistiti podatke za učenje. 
Na primer, če vidimo, da določeni podatki izstopajo, jih zbrišemo ali ročno popravimo. Če 
določenim podatkom manjka lastnost, se moramo odločiti ali bomo lastnost v celoti 




Sistem bo zmožen učenja, če bodo podatki za učenje vsebovali dovolj relevantnih lastnosti 
in ne preveč irelevantnih. Kritičen del uspeha projekta strojnega učenja je določiti dobre 
lastnosti, na katerih se bo učilo. Ta proces zajema: 
‐ izbiro lastnosti - izbor najkoristnejših lastnosti za učenje, 
‐ ekstrakcijo lastnosti - kombinacija obstoječih lastnosti za produkcijo bolj uporabne 
lastnosti, 
‐ kreacijo novih lastnosti z zbiranjem novih podatkov. 
 
Prekomerno učenje algoritma 
 
Posploševanje je nekaj, kar ljudje prepogosto počnemo. Na žalost lahko tudi algoritmi 
padejo v isto past, če nismo previdni. Pri strojen učenju temu pravimo prekomerno učenje, 
kar pomeni, da model na ožjem izbranem primeru deluje učinkovito, če pa bi v naučen 
model vnesli podatke iz celotne množice, bi dobili slabe rezultate. Kompleksni modeli kot 
so globoke nevronske mreže (angl. Deep learning network) so sposobni zaznavati 
podatke, ki so nastali kot rezultat slabih meritev. Vendar, če naši podatki za učenje 
vsebujejo veliko šuma ali, če imamo premalo podatkov za popis modela, nam bo model 
prepoznal vzorce šuma, kar pa ni dobro. Slika 2.7 nam prikazuje primer prekomerno 







Slika 2.7: Primer prekomernega učenja algoritma 
 
Posplošitvi modela in redukciji tveganja prekomernega učenja pravimo regularizacija. Na 
primer linearni model na sliki 2.7 ima dva parametra: začetno vrednost in naklon premice 
(dve prostostni stopnji). V kolikor odvzamemo modelu še eno prostostno stopnjo (npr. 
naklon) bi lahko spreminjali samo začetno vrednost in s tem pomikali premico gor ali dol. 
Če dovolimo algoritmu, da spreminja še naklon, vendar v malih vrednostih, bo proizvedel 
model, ki je kompleksnejši kot model z eno prostostno stopnjo, vendar preprostejši kot 
model z dvema prostostnima stopnjama. Želimo poiskati pravo razmerje med dobrim 
popisom podatkov in dovolj preprostim modelom za dobro generalizacijo. 
Stopnjo regularizacije, ki jo apliciramo med učenjem lahko kontroliramo s 
hiperparametrom. Hiperparameter je parameter učnega algoritma (ne modela), ki se ga 
nastavi pred učenjem in ostane konstanten skozi celotno učenje. Če nastavimo vrednost 
hiperparametra zelo visoko, pomeni, da se bo algoritem zelo počasi učil oz. bo potreboval 
več učnih podatkov. Hkrati pa visoka vrednost hiperparametra skoraj izniči možnost 
prekomernega učenja algoritma. Bistvo nastavitve hiperparametrov je določiti ravnovesje 
med hitrostjo učenja in stopnjo tveganja prekomernega učenja. Določanje vrednosti 
hiperparametra je pomemben del sistema strojnega učenja. 
 
Pomanjkljivo učenje algoritma 
 
Pomanjkljivo učenje algoritma je nasprotje prekomernega učenja. Nastane kadar je naš 
model preveč preprost za popis vseh podatkov. Glavne možnosti za odpravo 
pomanjkljivega primera so: 
‐ izbira močnejšega modela z več parametri, 
‐ izbira boljših lastnosti za učni algoritem, 






2.3 Testiranje in validacija 
Edini način [7], da vidimo ali bo model dobro generaliziral je, da ga preizkusimo na novih 
primerih. En način je, da vpeljemo model v produkcijo in nadzorujemo kako deluje, vendar 
če je model zelo slab se bodo uporabniki pritoževali. Boljši način je, da razdelimo naše 
podatke na podatke za učenje in podatke za testiranje. Kot že imena ponazarjata, model 
učimo s podatki za učenje, testiramo ga s podatki za testiranje. Odstopanju na novih 
primerih pravimo napaka generalizacije in z evalvacijo modela na podatkih za testiranje, 
dobimo približek napake. Ta vrednost nam pove, kako dobro se bo model obnesel na 
podatkih, ki jih še ni videl. V kolikor je napaka učenja nizka in napaka generalizacije 
visoka, pomeni da je model prekomerno naučen. Evalvacija modela je torej dovolj 
preprosta: uporaba podatkov za testiranje. Če imamo dva modela (npr. linearen in 
polinomski model) in ne vemo, katerega bi bilo bolje uporabiti, učimo in testiramo oba ter 
izberemo tistega, ki prinaša boljše rezultate. 
V kolikor želimo še dodatno aplicirati regularizacijo, se pojavi vprašanje, kako izbrati 
dobro vrednost hiperparametra. Najboljša rešitev je, da imamo poleg podatkov za testiranje 
še en sklop podatkov imenovan validacijski podatki. Naš postopek je po novem sledeč: 
‐ učenje algoritma s podatki za učenje, 
‐ testiranje algoritma s podatki za testiranje, 
‐ izbira vrednosti hiperparametra, 
‐ validacija modela z validacijskimi podatki. 
 




3 Umetne nevronske mreže 
Umetne nevronske mreže so vrsta strojnega učenja. So vsestranske in močne, kar jih naredi 
idealne za uporabo pri velikih in visoko kompleksnih nalogah strojnega učenja kot so: 
klasifikacija bilijone slik, vzdrževanje programov za prepoznavo glasu, priporočanje 
najboljših filmčkov za milijone uporabnikov ali učenje kako premagati svetovnega prvaka 
v igri Go z analizo milijone iger. 
Umetne nevronske mreže (ang. Artificial neural networks oz. ANN) so bile prvič 
predstavljene leta 1943 s strani nevropsihologa Warrena McCullocha in matematika 
Walterja Pittsa, v delu Logical Calculus of Ideas Immanent in Nervous Activity [8]. 
Predstavila sta posplošen model, kako biološki nevroni delujejo skupaj, da izvedejo 
kompleksne naloge z uporabo proporcionalne logike. To je bila prva arhitektura nevronske 
mreže. 
Zgodnji uspehi ANN do leta 1960 so vzbudili veliko pričakovanje, da se bodo kmalu 
naredili prvi inteligentni stroji. Ko je bilo jasno, da obljube ne bodo izpolnjene, se je 
financiranje premaknilo na druga območja in ANN so prešla v dobo mirovanja. V zgodnjih 
1980 se je znova prebudil interes, ker so bile razvite nove mrežne arhitekture in boljše 
tehnike učenja. Vendar okoli 1990 so raziskovalci raje uporabljali močne alternativne 
tehnike kot Podpora vektorskih strojev (angl. Support vector machines oz. SVM), ker so 
prinašale boljše rezultate in močnejšo teoretično izhodišče. Zdaj znova doživljamo dvig 
interesa v ANN in imamo dobre razloge za verjeti, da bo tokrat drugače, saj: 
‐ imamo na voljo ogromne količine podatkov za učenje nevronskih mrež in ANN so 
pogosto bolj učinkovite kot tehnike strojnega učenja na kompleksnejših primerih, 
‐ je nastal ogromen dvig v računalniški moči od 1990, kar posledično omogoča učenje 
velikih nevronskih mrež v razumnem času, 
‐ imamo izboljšane algoritme učenja, 
‐ ANN so vstopili v virtualen cikel financiranja in napredka. Zanimive produkte 
zasnovane na podlagi ANN je možno opaziti v novicah, kar pritegne pozornost. 
 
Preden se poglobimo v umetne nevrone, si bomo pogledali biološkega. Nevroni so celice, 
ki se večinoma nahajajo v možganih. Biološki nevroni prejemajo kratke električne 
impulze, imenovane signali, od drugih nevronov preko sinaps. Ko nevron prejme dovolj 
veliko število signalov od drugega nevrona v času nekaj milisekund, sproži svoje signale. 
Umetne nevronske mreže 
14 
Individualni biološki nevroni delujejo na precej preprost način, ampak so povezani v 
ogromno mrežo sestavljeno iz bilijone nevronov, kjer je vsak nevron povezan s tisoče 





McCulloch in Pitts [8] sta predlagala zelo preprost model biološkega nevrona, ki je bil 
kasneje znan kot umetni nevron. Ima enega ali več binarnih vhodov in en binarni izhod. 
Umetni nevron preprosto aktivira izhod, ko je določeno število ali več vhodov aktivnih. 
Dokazala sta, da je tudi s tako preprostim nevronom možno zgraditi mrežo, katera lahko 
procesira poljubno logično funkcijo. Ker je model nevrona lahko obravnaval le binarne 
vrednosti, ni zadostoval za delovanja nevronske mreže. Leta 1957 je Frank Rosenblatt [9] 
razvil novo arhitekturo ANN imenovano perceptron. 
Perceptron deluje na podoben način kot umetni nevron, le da ima na vhodu in izhodu 




Slika 3.1: Model perceptrona [9] 
 
Kot vidimo iz slike 3.1 imamo najprej vhode pomnožene s svojimi utežmi. Uteži 
omogočajo mreži nastavljati, kako pomembna je določena povezava. Če ima utež visoko 
vrednost, potem vhodna vrednost močno vpliva na vrednost perceptrona. Če je vrednost 
uteži majhna ali nič, potem vhodna vrednost zelo malo vpliva ali celo ne vpliva na 
vrednost perceptrona. Uteženi vhodni signali so nato sešteti in pomnoženi z aktivacijsko 
funkcijo. Aktivacijska funkcija nam določi, koliko odstotkov signala bo spuščenega naprej 
glede na vrednost seštevka. Običajno se za aktivacijsko funkcijo uporabi kar koračno 
funkcijo. Matematično lahko izhodni signal perceptrona, ki ima koračno funkcijo kot 
aktivacijsko popišemo kot: 
Σ
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H v enačbi (3.1) predstavlja koračno funkcijo. V delu Hebba [2] je zapisano Hebbovo 
pravilo, ki opisuje, kako učimo perceptrone. Perceptron prejema podatke enega po enega in 
za vsakega naredi napoved rezultata. Za vsak izhodni nevron, ki izračuna napačno 
napoved, ojača uteži od vhodnih podatkov tako, da se napoved približa pravilnemu 
rezultatu. To pravilo je opisano v enačbi (3.2) 
𝑤𝑖,𝑗 = 𝑤𝑖,𝑗 +  𝜂(𝑦j − 𝑂j)𝑥i , (3.2) 
 
kjer so: 
‐ 𝑤𝑖,𝑗 uteži povezave med i-tim vhodom in j-tim izhodom nevrona, 
‐ 𝑥𝑖 i-ta vhodna vrednost od trenutnega učenja, 
‐ 𝑂𝑗 ciljna izhodna vrednost j-tega nevrona od trenutnega učenja, 
‐ 𝑦𝑗 izračunana izhodna vrednost j-tega nevrona od trenutnega učenja, 
‐ 𝜂 stopnja učenja. 
 
Perceptroni lahko sami izpolnjujejo preproste naloge. Kolikor postane problem 
kompleksen nam perceptroni ne bodo v pomoč, zato jih je potrebno povezati v mrežo. V 
mreži se problem porazdeli na veliko preprostih funkcij in na koncu sestavi v celoto.  
3.1.1 Večslojni perceptron 
Večslojna perceptronska mreža (angl. Multi-layer perceptron ali MLP) je sestavljena iz 
enega sloja vhodnih nevronov, enega ali več skritih slojev in enega izhodnega sloja. Če 
imamo v skritem sloju dva ali več slojev nevronov, pravimo mreži globoka nevronska 
mreža (angl. Deep neural network). Znanstveniki so dolgo iskali način, kako učiti MLP, 
vendar brez uspeha. V letu 1986 je D.E. Rumelhart [10] objavil članek, kjer je povzet 
algoritem za učenje imenovan »vzvratno popravljanje napake«. 
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Slika 3.2: MLP 
 
»Vzvratno popravljanje napake« deluje na sledeč način. Vsak podatek učenja pošlje skozi 
mrežo in izračuna izhodno vrednost vsakega nevrona v svojem sloju. Nato izmeri razliko 
med izračunanim in pravim rezultatom in izračuna, koliko je posamezen nevron v zadnjem 
skritem sloju prispeval k vsakemu izračunanemu rezultatu. Nato izmeri, koliko so k tej 
napaki prispevali nevroni iz predzadnjega skritega sloja in tako naprej dokler algoritem ne 
doseže vhodnega sloja. Pot v obratni smeri efektivno izmeri gradient napake skozi vse 
utežene povezave v mreži. Zadnji korak v algoritmu je gradientni spust [11] (angl. 
Gradient descent), kjer modificiramo vrednosti uteži, da bo napaka manjša. 
Mreža deluje tako, da za vsak podatek učenja, ki ga spustimo skozi mrežo izračunamo 
vrednost. Nato izračunamo napako in se pomikamo od konca mreže proti začetku, da 
izračunamo prispevek vsakega nevrona k napaki in končno modificiramo uteži, da 
zmanjšamo napako (spustimo gradient). 
H. Zhang [12] pravi, da je za delovanje algoritma zelo pomembna izbira aktivacijske 
funkcije. Če bi izbrali koračno funkcijo, bi dobili slabe rezultate. Metoda spusta gradienta 
nam računa odvod aktivacijske funkcije (išče minimum funkcije) in ker je odvod koračne 
funkcije skoraj konstanten, ne bi prišli do napredka. Najbolj pogosto se uporablja 






Odvod logistične funkcije je zvezen po celotnem območju, kar je dobro za algoritem. 
Algoritem je možno uporabiti še z drugimi aktivacijskimi funkcijami. Dve pogosto 
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-  hiperbolična tangentna funkcija 
𝑡𝑎𝑛ℎ(𝑥) = 2𝜎(2𝑥) − 1 (3.4) 
 
Tako kot logistična funkcija, ima S-obliko, je zvezna in odvedljiva po celotnem območju. 
Edina razlika je, da ima izhodno vrednost od -1 do 1 (logistična funkcija ima od 0 do 1), 
kar normalizira izhode slojev (centrira jih okoli ničle) na začetku učenja. To velikokrat 
pospeši konvergenco. 
 
‐ ReLU funkcija 
𝑅𝑒𝐿𝑈(𝑥) = ma  (0, 𝑥) (3.5) 
 
Je zvezna, vendar ni odvedljiva pri x = 0. V praksi deluje presenetljivo dobro in ima 
prednost, ker jo je možno hitreje izračunati. Bolj pomembno je dejstvo, da nima 
maksimalne izhodne vrednosti, kar pomaga pri reduciranju problemov spusta gradienta. Na 




Slika 3.3: Primerjava aktivacijskih funkcij ter njihovih odvodov 
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3.2 Optimizacijske metode 
3.2.1 Gradientni spust 
S. Du [11] opiše gradientni spust kot zelo generičen optimizacijski algoritem, zmožen 
iskanja optimalnih rešitev za širok spekter problemov. Ideja algoritma je iterativno 
spreminjanje parametrov z namenom minimizacije stroškovne funkcije (napake). 
Recimo, da se izgubimo v gorah v gosti megli. Vse kar čutimo je strmina gore. Dobra 
strategija za hiter spust je, da hodimo navzdol tam, kjer je najbolj strmo. To je točno to, kar 
funkcija spusta gradienta dela: izračuna lokalni gradient napake glede na parametrični 
vektor Θ in gre v smeri padajočega gradienta. Ko dosežemo gradient nič, smo v minimumu 
funkcije. 
Postopek začnemo tako, da vnašamo poljubne vrednosti v Θ (drugače rečeno naključna 




Slika 3.4: Spust gradienta do globalnega minimuma 
 
Pomemben parameter pri spustu gradienta je še velikost koraka med iteracijami, ki ga 
določa hiperparameter stopnja učenja. Če bo stopnja učenja premajhna, bo algoritem 
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Slika 3.5: Spust gradienta pri premajhni stopnji učenja 
 
Na drugi strani, če je stopnja učenja previsoka nam lahko algoritem divergira (skače iz ene 




Slika 3.6: Problem lokalnega minimuma na levi strani grafa (rumena) in problem ravnine na desni 
strani grafa (rdeča) 
 
Seveda nimajo vse stroškovne funkcije lepe oblike. Lahko imajo vse lastnosti, kot jih 
imajo dejanske gore, kar pa nam lahko močno oteži konvergenco. Na sliki 3.6 vidimo dva 
primera problema, ki lahko nastaneta pri spustu gradienta. Če inicializiramo na desni 
strani, bomo zaradi ravnine potrebovali veliko časa, da pridemo do rešitve oziroma če 
predčasno prekinemo algoritem do minimuma sploh ne bomo prišli. Če inicializiramo na 
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Saržni gradientni spust 
 
Splošni oz. saržni gradientni spust izračuna gradient stroškovne funkcije glede na 
parametre Θ za celoten izbor podatkov za učenje. 
𝛳 = 𝛳 − 𝜂 ⋅ ∆𝛳𝐽(𝛳) (3.6) 
 
Ker moramo izračunati gradiente skozi celotno zbirko podatkov za učenje za samo eno 
posodobitev, je saržni gradientni spust zelo počasna metoda, ki pri velikih količinah 
podatkov za učenje zahteva veliko računalniškega spomina. Prav tako nam ta metoda ne 
omogoča uporabe povezanega učenja. 
 
Stohastični gradientni spust 
 
Stohastični gradientni spust (SGD) naredi posodobitev parametrov za vsak individualen 
podatek učenja 𝑥𝑖 in rezultat 𝑦𝑖: 
𝛳 = 𝛳 − 𝜂 ⋅ ∆𝛳𝐽(𝛳; 𝑥(𝑖); 𝑦(𝑖)). (3.7) 
 
Saržni gradientni spust izvaja odvečne kalkulacije za velike nabore podatkov, saj ponovno 
kalkulira gradiente za podobne primere pred vsako posodobitvijo. SGD odpravi odvečnost 
s posodobitvijo parametrov pri vsakem podatku. Metoda je zato precej hitrejša in lahko se 
jo uporabi pri povezanem učenju. SGD izvede frekventne posodobitve z visoko varianco, 
kar povzroči fluktuacije stroškovne funkcije. Na eni strani nam fluktuacije pomagajo pri 
preskokih iz lokalnih minimumov, na drugi strani nam pa močno zakomplicira 
konvergenco v globalnem minimumu, ker jo bo SGD konstantno preskakoval.  
 
Mini-saržni gradientni spust 
 
Mini-saržni spust vsebuje dobre lastnosti SGD in saržnega spusta in naredi posodobitev za 
vsako mini-saržo od 𝑛 primerov učenja. 
𝛳 = 𝛳 − 𝜂 ⋅ ∆𝛳𝐽(𝛳; 𝑥(𝑖:𝑖+𝑛); 𝑦(𝑖:𝑖+𝑛)) (3.8) 
 
Mini-sarža zmanjša varianco posodobitve parametrov, kar vodi do stabilnejše konvergence 
in omogoča uporabo matričnih optimizacijskih metod, katere naredijo kalkulacijo 
gradientov zelo učinkovite. Tipične velikosti mini-sarže so v razponu od 50 do 256 
podatkov, vendar to število je predvsem odvisno od različnih aplikacij. Razlog, da je 
zgornja meja razpona omejena ravno na številko 256 je povezava z velikostjo 
računalniškega spomina. Velikost računalniškega spomina se povečuje s faktorjem 2 (32, 
64, 128, 256, itd.). Lahko bi izbrali tudi večjo velikost mini-sarže, vendar bi potem porabili 
512 enot spomina ali več, katerega bi lahko namenili za druge, bolj koristne naloge. Mini-
saržni gradientni spust je tipično izbran algoritem, kadar se uči nevronsko mrežo. 
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3.2.2 Optimizacije gradientnega spusta 
Mini-saržni gradientni spust nam žal ne zagotavlja dobre konvergence. S. Ruder [13] pravi, 




SGD ima težave pri navigaciji skozi ravnine, ki so pogoste v okolici lokalnih minimumov. 





Slika 3.7: Grafični prikaz momentne optimizacije 
 
Momentna optimizacija je metoda, ki pomaga pospešiti SGD v relevantno smer in zaduši 
oscilacije [15], kot je vidno na sliki 3.7. To naredi tako, da doda delec ϒ posodobitvenega 
vektorja preteklega časovnega koraka trenutnemu posodobitvenem vektorju. 
𝑣𝑡 = ϒ ⋅ 𝑣𝑡− + 𝜂∆𝛳𝐽(𝛳) 
𝛳 = 𝛳 − 𝑣𝑡 
(3.9) 
 
Momentni parameter ϒ je običajno nastavljen na vrednost 0,9. Metodo si lahko razlagamo 
kot kotaljenje žoge po strmini. Žoga nabira moment, ko se kotali navzdol in postaja vedno 
hitrejša na poti. Enako se zgodi z posodobitvami parametrov: momentni parameter  poveča 
posodobitve za dimenzije, kjer kaže gradientni vektor v enako smer in pomanjša 
posodobitve pri spremembah smeri gradientnega vektorja. Kot rezultat imamo hitrejšo 
konvergenco in zmanjšane oscilacije. 
 
Nesterov pospešeni gradient 
 
Žoga, ki se kotali po bregu navzdol nam ne zadošča. Želimo imeti pametno žogo, ki ve 
kam mora in ve, da mora upočasniti preden se vektor gradienta spremeni [16]. Nesterov 
pospešeni gradient (NAG) je algoritem, ki poda momentu tako zmožnost. Vemo, da bo 
izraz ϒ ⋅ 𝑣𝑡−  uporabljen za optimizacijo parametrov Θ. Računanje 𝛳 − ϒ ⋅ 𝑣𝑡−  nam poda 
aproksimacijo naslednje pozicije parametrov, torej grobo idejo, kje se bodo parametri 
a) SGD brez momentne optimizacije b) SGD z momentno optimizacijo
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nahajali. Efektivno lahko »vidimo prihodnost« in računamo gradient, ne glede na naše 
trenutne parametre, temveč na aproksimirano prihodno pozicijo naših parametrov. 
𝑣𝑡 = ϒ ⋅ 𝑣𝑡− + 𝜂∆𝛳𝐽(𝛩 − ϒ ⋅ 𝑣𝑡− ) 
𝛩 = 𝛩 − 𝑣𝑡 
(3.10) 
Momentni algoritem prvo izračuna trenutni gradient, nato pa naredi velik poskok v smeri 
posodobljenega akumuliranega gradienta. NAG prvo naredi velik skok v smeri predhodno 
akumuliranega gradienta, izmeri gradient in naredi popravek. Ta razlika nam poviša 








Adagrad ima podobno funkcijo kot NAG. Oba prilagajata stopnjo učenja parametrom in 
izvajata večje posodobitve za manj pogoste parametre. Razlikujeta se v tem, da Adagrad 
izvaja še manjše posodobitve za pogoste parametre. Ravno zaradi tega razloga, je Adagrad 
primeren za delo z razpršenimi podatki. J. Dean in ostali [17] so izvedeli, da Adagrad 
močno izboljša robustnost SGD. Uporabil ga je za učenje nevronskih mrež velikih 
obsežnosti pri Google-u. Mreže so se naučile prepoznavati mačke iz Youtube videov. 
Predhodne metode so posodabljale vse parametre Θ naenkrat, kjer je vsak parameter 𝛳𝑖 
uporabil enako stopnjo učenja η. Adagrad uporablja različne stopnje učenja za vsak 
parameter 𝛳𝑖 na vsakem časovnem koraku t. Princip delovanja je sledeč: prikažemo 
Adagradovo parametersko posodobitev (vsak parameter), ki ga vektoriziramo. Nastavimo 
𝑔𝑡,𝑖 kot gradient objektivne funkcije parametra 𝛳𝑖 pri časovnem koraku t. 
𝑔𝑡,𝑖 = 𝛥𝛩𝑖 ⋅ 𝐽(𝛩𝑡,𝑖) (3.11) 
 
Kar pomeni, da nastane posodobitev SGD za vsak parameter 𝛩𝑖 pri vsakem časovnem 
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𝛩𝑡+ ,𝑖 = 𝛩𝑡,𝑖 − 𝜂 ⋅ 𝑔𝑡,𝑖 (3.12) 
 
V pravilu posodobitve Adagrad modificira splošno stopnjo učenja η za vsak časovni korak 
t za vsak posamezen parameter 𝛩𝑖 glede na pretekle parametre, ki so bili izračunani. 
𝛩𝑡+ ,𝑖 = 𝛩𝑡,𝑖 −
𝜂
√𝐺𝑡,𝑖𝑖 + 𝜖
⋅ 𝑔𝑡,𝑖 (3.13) 
 
𝐺𝑡 je diagonalna matrika, kjer je vsak diagonalni element i, suma kvadratov gradientov 
parametrov 𝛳𝑖 do časovnega koraka t. ϵ je zelo majhno število, ki pa uporabimo v izogib 
deljenju z 0. Ker 𝐺𝑡 vsebuje sumo kvadratov preteklih gradientov parametrov Θ po 
diagonali, je možno vektorizirati implementacijo z matričnim množenjem med 𝐺𝑡 in 𝑔𝑡. 
𝛩𝑡+ = 𝛩𝑡 −
𝜂
√𝐺𝑡 + ϵ
⊙ 𝑔𝑡 (3.14) 
 
Adagrad-ova pozitivna lastnost je eliminacija ročnega nastavljanja stopnje učenja. Njegova 
negativna lastnost je akumulacija kvadratov gradientov v imenovalcu. Ker je vsaka dodana 
vrednost pozitivna je akumulirana suma vedno višja med učenjem. Posledično to pomeni, 
da se stopnja učenja manjša in prej kot slej nastane neskončno majhna. Takrat algoritem ni 




Adadelta [18]  je podaljšana verzija Adagrad-a, ki reducira monotono manjšanje stopnje 
učenja. Namesto, da akumulira vse pretekle kvadrate gradientov, Adadelta omeji okno 
akumuliranih gradientov na fiksno širino. Suma gradientov je rekurzivno definirana kot 
padajoče povprečje vseh preteklih kvadratov gradientov. Trenutno povprečje 𝐸[𝑔 ] je pri 
časovnem koraku t odvisno samo od preteklega povprečja in trenutnega gradienta. 
𝐸[𝑔 ]𝑡 = ϒ𝐸[𝑔
 ]𝑡− + (1 − ϒ)𝑔𝑡
  (3.15) 
 
Enačbo SGD zapišemo kot: 
𝛥𝛳𝑡 = −𝜂 ⋅ 𝑔𝑡,𝑖 
𝛳𝑡+ = 𝛳𝑡 + 𝛥𝛳𝑡. 
(3.16) 
 




⊙ 𝑔𝑡 . (3.17) 
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In zamenjamo diagonalno matriko 𝐺𝑡 s padajočim povprečjem preteklih kvadratov 
gradientov 𝐸[𝑔 ]𝑡. 
𝛥𝛩𝑡 = −
𝜂
√𝐸[𝑔 ]𝑡 + ϵ
𝑔𝑡 (3.18) 
 









RMSprop je neobjavljena metoda, ki ima adaptivno stopnjo učenja. RMSprop in Adadelta 
sta bili razviti v približno enakem časovnem obdobju z enakim ciljem: odpraviti 
Adagradovo padajočo stopnjo učenja. RMSprop je identičen prvemu posodobitvenemu 
vektorju Adadelte: 
𝐸[𝑔 ]𝑡 = 0,9𝐸[𝑔
 ]𝑡− + 0,1𝑔𝑡
  
𝛳𝑡+ = 𝛳𝑡 −
𝜂








Adaptivni momentni približek [19] je metoda, ki računa adaptivne stopnje učenja za vsak 
parameter. Zraven shranjevanja eksponentno padajočega povprečja kvadratov gradientov 
𝜅𝑡 hrani tudi eksponentno padajoče povprečje gradientov 𝜆𝑡, podobno kot momentna 
metoda: 
𝜅𝑡 = 𝛼 𝜅𝑡− + (1 − 𝛼 )𝑔𝑡 




𝜅𝑡 in 𝜆𝑡 sta približka prvega statističnega momenta (povprečje) in drugega statističnega 
momenta (decentrirana varianca) gradientov. Ker sta 𝜅𝑡 in 𝜆𝑡 inicializirana kot vektorja 
ničel, so izumitelji Adam metode opazovali, da silita proti ničli, še posebno med 
inicialnimi časovnimi koraki. 
To pristranskost odpravijo tako, da izračunajo popravljeni vrednosti približka prvega in 
drugega momenta: 












Nato posodobimo parametre podobno kot pri Adadelti in RMSprop, kar nam poda 
Adamovo pravilo posodobitve: 
𝛩𝑡+ = 𝛩𝑡 −
𝜂
√?̂?𝑡 + ϵ
⋅ ?̂?𝑡. (3.23) 
 
Adam metoda deluje zelo dobro v praksi in prinaša boljše rezultate v primerjavi z ostalimi 
metodami, ki imajo adaptivno stopnjo učenja. 
 
3.2.3 Določanje hiperparametrov 
Fleksibilnost nevronskih mrež ima tudi slabo stran, saj moramo nastaviti veliko 
hiperparametrov. Ne samo, da imamo na izbiro veliko topologij mrež, ampak celo v 
preprosti MLP lahko spreminjamo število slojev, število nevronov na sloj, tip aktivacijske 
funkcije za vsak sloj, logika inicializacije uteži, itd. 
 
Število skritih slojev 
Za veliko problemov bo zadostoval en skrit sloj. Hinton G.E. in Osindero S. [20] sta 
zapisala, da je bilo dokazano, da lahko MLP s samo enim skritim slojem rešuje zelo 
kompleksne probleme, če imamo dovolj nevronov. Vendar je dejstvo, da imajo globoke 
nevronske mreže (GNM) višjo učinkovitost parametrov. Lahko računajo kompleksne 
funkcije z eksponentno manjšim številom nevronov kot MLP z enim skritim slojem, kar 
pomeni manjši čas učenja. 
Za boljše razumevanje si predstavljamo, da imamo nalogo narisati gozd v računalniškem 
risalnem programu z eno omejitvijo: ne smemo uporabiti kopiraj/prilepi. To pomeni, da bi 
morali narisati vsako drevo, vejo, listek posamezno. Če bi lahko narisali listek in ga 
kopirali, da naredimo vejo, ki bi jo kopirali, da naredimo drevo, ki bi ga kopirali, da 
naredimo gozd, bi končali zelo hitro. Podatki so pogosto hierarhično strukturirani in GNM 
to avtomatično izkoristijo: nižji skriti sloji modelirajo strukture nižje stopnje (npr. listek), 
srednji sloji kombinirajo modele nižje stopnje, da kreirajo modele srednje stopnje (npr. 
veje), višji sloji ter izhodni sloj kombinirajo modele srednje stopnje, da kreirajo model 
višje stopnje (npr. drevo, gozd). 
Hierarhična struktura ne pomaga samo pri konverzaciji GNM do dobre rešitve, temveč tudi 
izboljšuje zmožnost generalizacije novih podatkovnih baz. Če imamo že vzpostavljeno in 
učeno nevronsko mrežo na lastnost A in jo želimo dodatno učiti za lastnost B, nam ni 
potrebno začeti vse od začetka. Uporabimo iste strukture nižjega reda in algoritem bo 
moral učiti samo strukture višjega reda. 
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Splošno bo mreža z samo enim ali dvema skritima slojema delovala za veliko primerov. Za 
kompleksnejše probleme lahko počasi širimo skrite sloje, dokler ni mreža prekomerno 
naučena. Za zelo kompleksne naloge, kot so klasifikacija slik ali prepoznava glasu, 
ponavadi potrebujemo mreže, ki imajo na desetine ali celo stotine skritih slojev in 
potrebujemo ogromno podatkov za učenje. Vendar je redko potrebno vzpostaviti tako 
veliko mrežo od začetka. Pogosto se uporabi že obstoječe dele mreže, ki izvajajo podobno 
nalogo. Učenje je tako precej hitrejše in potrebuje veliko manj podatkov. 
 
Število nevronov na skriti sloj 
 
Število nevronov na vhodnem in izhodnem sloju je določeno z vhodnimi in izhodnimi 
podatki. Za skrite sloje je pogosta praksa, da se jih oblikuje v trikotno obliko, kjer je z 
vsakim skritim slojem manj nevronov. Ciljamo na strukturo, kjer imamo veliko nevronov 
nižje stopnje, ki se nato sestavijo v manj nevronov višje stopnje. Žal je iskanje idealnega 
števila nevronov še vedno neznana veščina in večinoma poteka eksperimentalno. 
 
Tip aktivacijske funkcije 
 
Za večino primerov se lahko uporabi ReLU aktivacijsko funkcijo predvsem zato, ker je 
izračun hitrejši v primerjavi z ostalimi funkcijami in spust gradienta se ne zatika na 
ravninah, ker vhodna vrednost ni nasičena pri visokih vrednostih (v nasprotju z logistično 
ali hiperbolično funkcijo, ki sta nasičeni pri vrednosti 1). 
3.3 Učenje globokih nevronskih mrež 
Učenje globokih nevronskih mrež (GNM) pomeni učiti tisoče nevronov, ki so povezani s 
sto tisočimi povezavami. Pri GNM se lahko pojavijo naslednje težave: 
‐ problem izginjajočih gradientov, ki močno oteži učenje nevronov nižje stopnje, 
‐ učenje tako velikih mrež zahteva veliko časa, 
‐ model, ki ima milijone parametrov bo zelo hitro prekomerno naučil mrežo. 
 
3.3.1 Problem izginjajočih gradientov 
Algoritem »vzvratnega popravljanja napake« že poznamo. Izračuna gradient napake od 
izhodnega sloja proti vhodnemu in glede na rezultat posodobi uteži. Žal se gradienti 
napake s pomikom proti nižjim slojem manjšajo. To pomeni, da so uteži v slojih nižje 
stopnje skoraj nespremenjene in učenje ne konvergira v dobro rešitev. 
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Slika 3.9: Enostavna GNM 
 

















V nevronih imamo aktivacijske funkcije. To pomeni, da lahko signal, ki »vzvratno 
popravlja napako« od izhodnega nevrona skozi drugi, skriti sloj, matematično popišemo 
kot: 
𝑧 = 𝑠 ⋅ 𝑤   (3.25) 
 










Enako velja za signal skozi naslednji nevron. 






⋅ 𝑤  
(3.27) 
 

















Iz grafa na sliki 3.3 lahko razberemo, da se vrednost odvoda logistične funkcije giblje med 
[0,1/4]. Prav tako se zelo pogosto vrednosti inicializiranih uteži gibljejo med [-1,1]. V 
enačbi imamo tako možene štiri potencialne člene, ki imajo vrednost manj kot 1 kar 
pomeni, da se zelo hitro približujemo ničli. Pri večjih mrežah je ta problem še mnogo bolj 
𝑥 𝑦 
𝑤 𝑤 𝑤 𝑣 𝑠 𝑠 𝑖
𝑧 𝑧 
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prisoten. Splošno lahko rečemo, da GNM nimajo stabilnih gradientov, to pomeni, da se 
različni sloji učijo z zelo različno hitrostjo. 
Čeprav je bil problem opazovan zelo dolgo je napredek nastal šele leta 2010. Xavier Glorot 
in Yoshua Bengio [21] sta v članku opisala povezavo med varianco izhodnih signalov in 
varianco inicializacije uteži. Predlagala sta ukrep. 
 
Xavier in He inicializacija 
 
Želimo, da nam signal potuje v obe smeri tako kot mora: v pravo smer, da izračuna 
napoved in v drugo smer za izračun gradientov. Da nam signal potuje pravilno moramo 
varianco izhodov vsakega sloja enačiti z varianco vhodov, prav tako moramo enačiti 
varianco gradientov. Obojega ni možno zagotoviti razen, če ima sloj enako število vhodov 
in izhodov. Predlagala sta kompromis, ki se je dobro izkazal v praksi: uteži morajo biti 
inicializirane naključno v normalni porazdelitvi s povprečno vrednostjo 0 in standardno 











𝑛𝑣ℎ𝑜𝑑 in 𝑛𝑖𝑧ℎ𝑜𝑑 sta števili vhodnih in izhodnih povezav v sloj. Uporaba omenjene strategije 
močno pospeši proces učenja in se jo smatra za metodo, ki je prinesla veliko uspeha k 
globokemu učenju. 
 
Nenasičene aktivacijske funkcije 
 
Druga ugotovitev iz dela Glorota in Bengia [21] je, da se izginjajoči gradienti zgodijo 
zaradi slabe izbire aktivacijske funkcije. Izkaže se, da se druge aktivacijske funkcije 
obnesejo bolje v globokih mrežah, še posebno ReLU funkcija, ker se ne nasiči in ima 
precej krajši čas računanja. 
Vendar ReLU funkcija ni idealna. Med učenjem lahko izključi nekatere nevrone (kar 
pomeni, da ne oddajajo nič drugega kot vrednost 0). V nekaterih primerih nam lahko uniči 
polovico nevronov od celotne nevronske mreže. Na sliki 3.3 vidimo, da je gradient ReLU 
funkcije pri negativnih vhodnih vrednostih enak 0. To pomeni, da v kolikor poda 
predhodni nevron negativno vrednost, bo naslednji nevron izključen. 
Problem je bil rešen z uporabo modificiranih variant funkcije ReLU [22], kjer funkcija pri 




Uporaba He inicializacije in varianta ReLU funkcije nam zmanjša problem izginjajočih 
gradientov na začetku učenja. Kljub temu se problemi lahko prikažejo med učenjem. 
Umetne nevronske mreže 
29 
Leta 2015 sta Sergey Ioffe in Christian Szegedy [23] predlagala normalizacijo sarže (angl. 
Batch Normalization). Predlagana tehnika dodaja modelu operacijo pred aktivacijsko 
funkcijo v vsakem sloju, kjer centrira podatke okoli ničle in jih normalizira, nato pa skalira 
in premakne rezultat z uporabo dveh novih parametrov (enega za skaliranje, drugega za 
premikanje) na sloj. Drugače povedano, operacija omogoča modelu učenje optimalne skale 

























𝑧𝑖 = 𝛾 ⋅ 𝑋𝑖 + 𝛽. (3.34) 
 
Kjer so: 
‐ µ𝐵 povprečna vrednost mini-sarže, 
‐ 𝜎𝐵 standardna deviacija mini-sarže, 
‐ 𝑞𝐵 število podatkov v mini-sarži, 
‐ 𝑋𝑖 normalizirana in centrirana vhodna vrednost, 
‐ 𝛾 skalirni parameter za sloj, 
‐ 𝛽 parameter za premikanje za sloj, 
‐ 𝜖 majhno število za izognitev deljenja z nič (običajno tisočinka), 
‐ 𝑧𝑖 izhodna vrednost operacije (skalirana in premaknjena varianta vhoda). 
 
Avtorja sta demonstrirala, kako močno je tehnika izboljšala vse GNM, na katerih sta 
eksperimentirala. Problem izginjajočih gradientov je bil tako reduciran, da je bila možna 
uporaba nasičene aktivacijske funkcije kot je logistična funkcija. Mreže so bile tudi precej 
manj občutljive na inicializacijo uteži. Omogočena je bila uporaba večje stopnje učenja, 
kar je močno zmanjšalo čas učenja. 
3.4 Ponavljajoče nevronske mreže 
Napovedovanje prihodnosti je nekaj, kar ljudje pogosto prakticirajo. Ponavljajoče 
nevronske mreže (angl. Recurrent neural networks) so vrsta mrež, ki lahko napovejo 
prihodnost (vsaj do določene točke). Analizirajo lahko časovno odvisne podatke kot so 
cene delnic in nam sporočijo, kdaj kupiti ali prodati. V avtonomnih krmilnih sistemih 
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lahko predvidijo trajektorije avtomobilov in pomagajo pri izogibanju nesreč. Zmogljivost 
RNN omogoča presenetljivo kreativnost. Lahko jih vprašamo, kakšno je najverjetneje 
nadaljevanje besedila pesmi, generirajo lahko povedi in slike črk. 
3.4.1 Ponavljajoči nevroni 
Do zdaj smo preučili samo nevronske mreže, kjer aktivacija potuje le v eno smer, iz 
vhodnega sloja proti izhodnemu. RNN je zelo podobna navadni umetni nevronski mreži. 
Edina razlika je v dodatnih povezavah, ki potujejo v obratno smer (iz izhoda proti vhodu). 
Na sliki 3.10 imamo najpreprostejšo obliko RNN, sestavljene iz samo enega nevrona. 





Slika 3.10: Nevron RNN [5] 
 
V vsakem časovnem koraku prejema nevron vhodni signal trenutnega časovnega koraka in 
lastni izhodni signal predhodnega časovnega koraka. Lahko rečemo, da se mreža gradi z 
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Vsak ponavljajoči nevron ima dve vrsti uteži. Eno za vhodne signale, drugo pa za izhodne 
signale predhodnega časovnega koraka. Proces izračuna je opisan v naslednji enačbi: 
𝑦(𝑡) = 𝛷(𝑥(𝑡)𝑇 ⋅ 𝑤𝑥 + 𝑦(𝑡 − 1)
𝑇 ⋅ 𝑤𝑦 + 𝑏). (3.35) 
 
Kjer so: 
‐ 𝑦(𝑡) matrika vseh izhodnih vrednosti, 
‐ 𝑥(𝑡) matrika vseh vhodnih vrednosti, 
‐ 𝛷 aktivacijska funkcija, 
‐ 𝑤𝑥 uteži vhodnih vrednosti za trenutni časovni korak, 
‐ 𝑤𝑦 uteži izhodni vrednosti za predhodni časovni korak, 
‐ 𝑏 ne ničelna vrednost. 
 
Vidimo, da je 𝑦(𝑡) funkcija odvisna od 𝑥(𝑡) in 𝑦(𝑡 − 1), katera je odvisna od 𝑥(𝑡 −
1) 𝑖𝑛 𝑦(𝑡 − 2) in tako dalje. To pomeni, da je funkcija 𝑦(𝑡) odvisna od vseh vhodov in od 
časa 𝑡 = 0. Pri prvem časovnem koraku (𝑡 = 0) nimamo predhodnega vhoda, zato tipično 
predpostavimo da je nič. 
 




Slika 3.12: Primer treh osnovnih spominskih celic 
 
Ker so izhodi ponavljajočega nevrona funkcija vseh vhodov v predhodnih časovnih 
korakih, lahko rečemo, da ima obliko spomina. Delu nevronske mreže, ki ohrani določeno 
stanje skozi čas pravimo spominska celica. Spominska celica je lahko sestavljena iz več 
ponavljajočih nevronov. 
Stanje celice v časovnem koraku t označimo kot ℎ(𝑡), ki je funkcija vhodov v tistem 
časovnem koraku in stanja celice v predhodnem časovnem koraku: ℎ(𝑡) = 𝑓(ℎ(𝑡 −
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1), 𝑥(𝑡)). Njen izhod 𝑦(𝑡) je prav tako funkcija predhodnega stanja in trenutnih vhodov. 
Kadar imamo osnovne celice je izhodna vrednost enaka stanju celice, v kompleksnejših 




Slika 3.13: Vrste RNN: sekvenca v vektor (levo zgoraj), sekvenca v sekvenco (desno zgoraj), 
vektor v sekvenco (levo spodaj) in enkoder-dekoder (desno spodaj) 
 
Vrsto RNN najlažje ločimo po opazovanju števila vhodnih in izhodnih signalov. RNN 
lahko istočasno vzame sekvenco vhodov in producira sekvenco izhodov. Tak tip mreže 
(sekvenca v sekvenco) je primeren za napoved časovno odvisnih podatkov kot so cene 
delnic: pod vhodni signal vstavimo cene od preteklih N dni, izračunati pa mora cene 
prestavljene za en dan v prihodnost. 
Druga vrsta je mreža, ki vzame sekvenco vhodov in ignorira vse izhode razen zadnjega. 
Temu pravimo mreža, ki pretvori sekvenco v vektor. Kot primer bi lahko vnesli v mrežo 
besede, ki opišejo gledan film mreža pa bi vrnila podatke o tem, ali je film dober ali ne.  
Tretja vrsta je kadar v mrežo vnesemo samo začetni vhodni signal (pri času t=0), drugje pa 
vnesemo vrednost nič. Mreža pa nam vrne sekvenco izhodnih signalov. Mreža pretvori 
vektor v sekvenco. Naprimer, če bi vstavili sliko besede, bi nam mreža podala posamične 
črke v besedi.  
Zadnja vrsta mreže je poseben tip mreže, ki pretvori sekvenco v vektor, imenovana 
enkoder. Sledi mu mreža, ki pretvori vektor v sekvenco imenovana dekoder. To vrsto 
mreže bi lahko uporabili, če bi želeli prevesti poved iz enega jezika v drugega. 
 
3.4.3 Učenje RNN 
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Slika 3.14: »Vzvratno popravljanje napake« skozi čas 
 
Tako kot pri navadnem »vzvratnem popravljanju napake«, tudi tukaj mreža najprej  
izračuna rezultate (prikazano na sliki 3.14 z sivimi puščicami). Nato ovrednoti izhodni 
rezultat s stroškovno funkcijo 𝐶(𝑦( ), 𝑦( ),  , 𝑦(𝑁)) in izračuna gradiente stroškovne 
funkcije na vsaki operaciji mreže (prikazano na sliki 3.14 s črnimi puščicami). Glede na 
gradiente mreža posodobi uteži. Ker gre za eno celico razvito skozi čas, sta utež in ne 








𝐶(𝑦  , 𝑦  , 𝑦( ))
 , 𝑏  , 𝑏  , 𝑏
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3.5 Globoke ponavljajoče nevronske mreže 




Slika 3.15: Shema globoke RNN 
 
Če želimo učiti RNN skozi veliko časovnih korakov, bomo naredili zelo globoko mrežo. 
Kot vsaka globoka mreža bo imela stranski učinek izginjajočih gradientov in nam vzame 
veliko časa. Možna je uporaba že znanih metod: dobra inicializacija parametrov, uporaba 
nenasičenih aktivacijskih funkcij in normalizacija sarže. Vendar, če mora RNN 
obravnavati daljše sekvence (npr. 100 ali več vhodnih signalov), bo učenje zelo dolgo. 
Zelo preprosta metoda, ki jo lahko uporabimo je, da mrežo razvijemo samo do določenega 
časovnega koraka. Metodi pravimo izrezano »vzvratno popravljanje napake« skozi čas. 
Problem pri metodi je to, da naš model ni zmožen učenja dolgoročnih odvisnosti podatkov. 
Drugi problem je, da spomin pridobljen iz prvih vhodnih podatkov sčasoma izginja. Zaradi 
transformacij, ki se dogajajo v mreži, se določene informacije izgubijo med časovnimi 
koraki. Ko mine nekaj časa stanje RNN skoraj ne vsebuje nič sledi od prvih vhodnih 
podatkov. 
Kot rešitev za omenjena problema je možen nov tip celice, ki ima sposobnost 
dolgoročnega spomina. Celici pravimo LSTM celica. 
  
𝑥( ) 𝑥( ) 𝑥( )
𝑦( ) 𝑦( ) 𝑦( )
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3.5.1 LSTM celica 
Celici pravimo, da ima dolg kratkoročni spomin (angl. Long-short term memory) oz. 
kratko LSTM. Celico sta prvič prikazala Sepp Hochreiter in Jurgen Schmidhuber [25]. Če 
si LSTM predstavljamo kot črno škatlo, se jo lahko uporabi na enak način kot navadno 
mrežo. Izkazalo se je, da je LSTM precej učinkovitejša: rešitev bo konvergirala hitreje in 
celica bo zaznala dolgoročne odvisnosti v podatkih. Poglejmo, kako točno LSTM celica 




Slika 3.16: Shema LSTM celice [5] 
 
Če ne gledamo, kaj je znotraj celice, je LSTM celica podobna osnovni spominski celici z 
razliko, da je njeno stanje deljeno v dva vektorja: ℎ(𝑡) in 𝑐(𝑡). ℎ(𝑡) predstavlja stanje 
kratkoročnega spomina, 𝑐(𝑡) pa stanje dolgoročnega spomina. 
Ideja je, da se mreža uči, kaj shranjevati v dolgoročni spomin, kaj mora pozabiti in kaj 
mora brati. Ko stanje dolgoročnega spomina 𝑐(𝑡 − 1) potuje skozi LSTM celico, vidimo, 
da gre prvo skozi vrata pozabljivosti, kjer zavrže nekaj podatkov in pridobi nove z 
operacijo seštevanja. Rezultat 𝑐(𝑡) je poslan naprej, brez katerekoli manipulacije. Torej 
nekaj spomina celica izbriše in nekaj spomina celica doda pri vsakemu časovnemu koraku. 
Po operaciji seštevanja celica kopira dolgoročno stanje in ga pelje skozi aktivacijsko 
funkcijo tanh, kjer je rezultat dodatno filtriran pri izhodnih vratih. To sproducira 
kratkoročno stanje ℎ(𝑡) (ki je enako izhodnemu stanju celice 𝑦(𝑡)). Poglejmo si, od kod 
prihajajo novi spomini in kako delujejo vrata. 
Prvi korak v celici je odločitev, katere informacije bomo zavrgli iz celice. To odločitev 
naredi Sigmoidov sloj imenovan vrata pozabljivosti. Prebere stanja ℎ(𝑡 − 1), 𝑥(𝑡) in 
pošlje naprej številko med 0 in 1 za vsako število v stanju 𝑐(𝑡 − 1). Število 1 pomeni, da v 
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Slika 3.17: Vrata pozabljivosti v LSTM celici [5] 
 
𝑓 = 𝜎( 𝑥𝑓
𝑇 ⋅ 𝑥(𝑡) +  ℎ𝑓
𝑇 ⋅ ℎ(𝑡 − 1)  + 𝑏𝑓) (3.36) 
 
Naslednji korak je določiti, katere nove informacije bomo shranili v stanje celice. Proces je 
izpeljan v treh korakih. Prvo nam Sigmoidov sloj imenovan vhodna vrata določi, katere 
vrednosti bo posodobil. Za drugi korak nam funkcija tanh ustvari vektor 𝑖, ki vsebuje 
kandidirane vrednosti 𝑔, katere so lahko dodane stanju celice. V tretjem koraku 




Slika 3.18: Vhodna vrata LSTM celice [5] 
 
𝑖 = 𝜎( 𝑥𝑖
𝑇 ⋅ 𝑥(𝑡) +  ℎ𝑖
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𝑔 = 𝑡𝑎𝑛ℎ( 𝑥𝑔
𝑇 ⋅ 𝑥(𝑡) +  ℎ𝑔
𝑇 ⋅ ℎ(𝑡 − 1)   + 𝑏𝑔) (3.38) 
 
Vidimo, da vse enačbe v LSTM izhajajo iz enačbe (2.35). 
Zdaj pa moramo posodobiti staro stanje celice 𝑐(𝑡 − 1) v novo stanje 𝑐(𝑡). Predhodni 
koraki so že določili, kaj je potrebno narediti. Staro stanje celice pomnožimo z 𝑓, da 
pozabimo informacije, katere so bile določene. Prištejemo zmnožek 𝑖 ⋅ 𝑔 (skalirane 




Slika 3.19: Posodobitev stanja dolgoročnega spomina v LSTM celici [5] 
 
𝑐(𝑡) = 𝑓 ⋅ 𝑐(𝑡 − 1) + 𝑖 ⋅ 𝑔 (3.39) 
 
Preostane nam samo še določitev izhodne vrednosti celice. Izhodna vrednost temelji na 
stanju spominske celice, vendar je sprocesirana. Prvo filtriramo kratkoročni spomin skozi 
sloj Sigmoidove funkcije. Ta izbere podatke, ki bodo služili kot izhodne vrednosti celice. 
Nato vzamemo dolgoročni spomin in ga spustimo skozi tanh aktivacijsko funkcijo (da 
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Slika 3.20: Izhodna vrednost LSTM celice [5] 
 
 = 𝜎( 𝑥𝑜
𝑇 ⋅ 𝑥(𝑡) +  ℎ𝑜
𝑇 ⋅ ℎ(𝑡 − 1)   + 𝑏𝑜) (3.40) 
 
ℎ(𝑡) = 𝑦(𝑡) =  ⋅ ta   𝑐(𝑡) (3.41) 
 
V enačbah (3.36) - (3.41) imajo simboli naslednje pomene: 
‐  𝑥𝑓 , 𝑥𝑖, 𝑥𝑔, 𝑥𝑜 so utežne matrike za vsakega od štirih slojev, ki so povezani z 
vhodnim vektorjem 𝑥(𝑡), 
‐  ℎ𝑓 , ℎ𝑖, ℎ𝑔, ℎ𝑜 so utežne matrike za vsakega od štirih slojev, ki so povezani z 
stanjem predhodnega kratkoročnega spomina ℎ(𝑡 − 1), 
















4 Dinamika vozila z diferencialnim 
pogonom 
Dinamiko vozila lahko opišemo z Lagrangijevimi enačbami gibanja [26]. Lagrangian je 
definiran kot: 
𝐿 =  𝑘 −  𝑝 = 𝐿(𝑞, ?̇?), (4.1) 
 
kjer sta  𝑘 kinetična energija vozila in  𝑝 potencialna energija vozila. Spremenljivka 𝑞 
opisuje konfiguracijo sistema, ki je sestavljen iz izbora neodvisnih spremenljivk, katere 
popišejo lokacijo vozila v danem času. Za vozilo z diferencialnim pogonom je sistemska 
konfiguracija sestavljena iz naslednjih spremenljivk: 
?⃑? = [𝑥 𝑦 𝜃 𝜑L 𝜑D]
𝑇 , (4.2) 
 
kjer so: 
‐ x, y kartezijevi koordinati vozila v ravnini, 
‐ 𝜃 zasuk vozila okoli lastne osi, 
‐ 𝜑L, 𝜑D hitrosti levega in desnega kolesa vozila. 
 









= 𝐹, (4.3) 
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kjer so 𝐹 generalizirane sile, ki delujejo na vozilo. V našem primeru se vozilo premika na 
konstantni višini (ravnina). To pomeni, da je gravitacijska potencialna energija konstanta, 
kar nam poenostavi Lagrangian iz enačbe (4.1) na zgolj kinetično energijo: 
𝐿(𝑞, ?̇?) =  𝑘 = ∑  𝑘𝑖
𝑁teles
𝑖= 
 , (4.4) 
 
kjer je 𝑁 eles število vseh togih teles na vozilu in  𝑘𝑖 kinetična energija i-tega telesa. 
Vozilo z diferencialnim pogonom je sestavljeno iz treh teles: ogrodje, levo kolo in desno 










𝑇 ⋅ 𝐼𝑖 ⋅ 𝛺𝑖 , (4.5) 
 
kjer so 
‐ 𝑚𝑖 masa i-tega telesa, 
‐ 𝑉𝑖⃑⃑⃑ hitrost točke težišča i-tega telesa, 
‐ 𝛺𝑖 kotna hitrost i-tega telesa 
‐ 𝐼𝑖 vztrajnostni tenzor i-tega telesa, glede na njegovo točko težišča. 
 
4.1 Kinetična energija vozila z diferencialnim 
pogonom 
V tem poglavju bomo obravnavali vsako komponento od celotnega sistema kinetičnih 
energij posamezno: kinetična energija ogrodja in kinetična energija dveh koles. 
 
Kinetična energija ogrodja 
 
Zaradi izbrane oblike ogrodja je točka težišča točno na preseku telesnih diagonal. Hitrost 
težiščnice ogrodja 𝑉O⃑⃑⃑⃑⃑ lahko popišemo kot: 









𝑑 ⋅ 𝑐 𝑠 𝜃
𝑑 ⋅ 𝑠𝑖𝑛 𝜃
0
] = [
?̇? − 𝑑?̇? ⋅ 𝑠𝑖𝑛 𝜃








(?̇? + ?̇? + 𝑑 ?̇? + 2𝑑𝜃(?̇? 𝑐 𝑠 𝜃 − ?̇? 𝑠𝑖𝑛 𝜃)) +
𝐼O
2
?̇? . (4.7) 
 
𝑚O je masa ogrodja in 𝐼O vztrajnostni momet ogrodja. 
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Kinetična energija koles 
Zaradi simetrije je potrebno analizirati le kinetično energijo desnega kolesa. Kinetično 
energijo levega kolesa pa lahko za tem izračunamo na zelo hiter način. Težiščna točka 
kolesa se nahaja točno v centru kroga ploskovno in na polovični višini cilindra. Hitrost 
težiščne točke lahko popišemo kot: 
?⃑⃑?𝑘D = [
?̇? + 𝑅?̇? 𝑐 𝑠 𝜃









Slika 4.1: Pogled vozila iz perspektive, kjer je prikazano, da se kolesa rotirajo tudi po vertikalni osi 
takrat, ko se celotno vozilo zarotira glede na normalo ravnine [26] 
 
Kot vidimo iz slike 4.1, se vozilo rotira tudi okoli vertikalne osi na ravnino. Zato je kotna 
hitrost kolesa enaka: 
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kjer sta 𝑚ω masa kolesa in 𝑟 debelina kolesa. Ker je vrednost debeline kolesa proti ostalim 
gabaritom majhna, jo lahko zanemarimo. 






Enačba (4.10) je veljavna glede na lokalni koordinatni sistem kolesa. Da jo lahko 
uporabljamo v globalnem sistemu, jo je potrebno transformirati glede na referenčno točko 
v globalnem koordinatnem sistemu. Transformacija je preprosta rotacija okoli navpične osi 
za kot 𝜃: 
𝐼ω = [
𝑐 𝑠 𝜃 −𝑠𝑖𝑛 𝜃 0







𝑐 𝑠 𝜃 𝑠𝑖𝑛 𝜃 0
































Kinetična energija vozila 
 
Kinetična energija celotnega vozila je zgolj seštevek kinetičnih energij posameznih teles. 
Za bolj pregleden popis uvedemo še dve novi spremenljivki: 
𝑚V = 𝑚O + 2𝑚ω (4.15) 
𝐼V = 𝐼O + 𝑚O𝑑
 + 2𝑚ω𝑅
 + 2𝐼𝑧𝑧. (4.16) 
 
𝑚V je masa vozila, 𝐼V je rotacijski vztrajnostni moment vozila. Če upoštevamo novi 
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4.2 Lagrangeova enačba za vozilo s diferencialnim 
pogonom 









𝑚𝑉?̇? − 𝑚𝑂𝑑?̇? si 𝜃
𝑚𝑉?̇? − 𝑚𝑂𝑑?̇? c s𝜃








































Kjer 𝜏𝐷 in 𝜏𝐿 predstavljata navora aplicirana na kolesa. 





5 Metodologija raziskave 
5.1 Koncept dinamskega robota 
Začeli smo z izbiro koncepta dinamskega robota, iz katerega smo preko simulacije 




Slika 5.1: Model dinamskega robota 
  
Vozilo sestavlja enajst elementov: 
‐ kvader dimenzij 400x300x20 mm kot ogrodje vozila, 
‐ dva valja dimenzij Φ75x15 mm kot kolesa vozila, 
‐ krogla dimenzij Φ27,5 mm kot drsnik, 
‐ dva elektromotorja, vgrajena med kolesom in ogrodjem, 
‐ pet senzorjev za zaznavo črte. 
 
Kolesi sta od njunih masnih središč oddaljena 335 mm. Preko elektromotorjev sta povezani 
na vsako stran ogrodja. Elektromotorja sta neodvisna drug od drugega, zato lahko vozilo 
obravnavamo kot vozilo z diferencialnim pogonom. Na sprednjem delu ogrodja imamo 
drsnik, ki drži ogrodje vozila in omogoča premikanje. 
Vozilo je v virtualnem okolju vodeno po progi, ki jo bo označevala črta. Čisto na 
sprednjem delu vozila je po širini ogrodja enakomerno razporejenih pet senzorjev za 
zaznavo črte. Informacije, ki jih prejemamo od senzorjev nam omogočajo krmiliti vozilo 
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po zastavljeni črti. Vozilo se krmili s spreminjanjem napetosti na elektromotorjih. Za 
krmiljenje smo uporabili PD krmilnik [27]. 
5.2 PD krmilnik v dinamskem robotu 
Proporcionalno-diferencirni krmilnik (PD krmilnik) je mehanizem krmilne zanke, ki 
uporablja povratne informacije, katere se pogosto uporabljajo v industrijskih nadzornih 
sistemih in različnih drugih aplikacijah, ki zahtevajo stalno modulirano krmiljenje. 
Krmilnik PD nenehno računa vrednost napake 𝑒(𝑡) kot razliko med želeno nastavljeno 
vrednost in izmerjeno spremenljivko procesa in uporabi popravek, ki temelji na 




Slika 5.2: Shematski prikaz logike PD krmilnika [27] 
 
PD krmilnik je integriran v model robota glede na referenčni signal, ki ga pridobiva od 
sprednjih senzorjev. Če senzor zazna črto, nam sproži signal in obratno, če senzor ne zazna 
črte. Srednji senzor nam služi kot referenčni, kar pomeni, če je samo srednji senzor sprožil 
signal, mora biti napetost na elektromotorjih enaka (kotna hitrost vozila mora biti nič). 
Takrat je vrednost napake 𝑒(𝑡) med referenčno in dejansko vrednostjo enaka nič. Če se 
med vožnjo črta pomakne levo ali desno od sredinskega senzorja, postane napaka med 
referenčno in dejansko vrednostjo 𝑒(𝑡) (pozitivna ali negativna) neničelna numerična 
vrednost. Cilj krmilnika je vrednost preoblikovati v ustrezen odziv pogona, ki bo progo 
približal sredinskemu senzorju. Razliko 𝑒(𝑡) procesirata dva dela: proporcionalni in 
diferencirni. Proporcionalni del pomnoži razliko 𝑒(𝑡) s proporcionalno konstanto 𝐾𝑃. 
Diferencirni del pa pomnoži odvod razlike 
d𝑒(𝑡)
d𝑡
 z diferencirno konstanto 𝐾𝐷. Odvod zaradi 
diskretnega sistema zapišemo kot: 
𝑑𝑒(𝑡)
𝑑𝑡
= 𝑒(𝑡) − 𝑒(𝑡 − 1). (5.1) 
 
Vrednosti 𝐾𝑃 in 𝐾𝐷 smo določili eksperimentalno, da je lahko vozilo stabilno sledilo progi. 
Seštevek proporcionalne in diferencirne vrednosti 𝑘(𝑡) je v našem primeru kar napetost, ki 

















5.3  Potek eksperimenta in generiranje podatkov 
Eksperiment z robotom v virtualnem okolju 
V simulatorju V-REP smo ustvarili mobilni model in dva različna poligona. Vozilo smo 
vodili po vsakem poligonu 10000 sekund in pri tem beležili podatke vsake 0,05 sekunde. 
Beležili smo tri vhodne veličine: 
‐ napetost na levem elektromotorju [V], 
‐ napetost na desnem elektromotorju [V], 
‐ referenčna napetost [V], 
ter dve izhodni veličini: 
‐ absolutna hitrost vozila [m/s], 




Slika 5.3: Prikaz proge za pridobivanje vhodnih in izhodnih podatkov 
 
Za boljši popis dinamike robota smo vsake 25 sekund naključno spremenili referenčno 
napetost. Relacijo med vhodnimi in izhodnimi podatki popisujeta tako električni model 
elektromotorjev, ki pretvori napetosti v navor koles, kot dinamski model robota, ki pretvori 
navor koles po enačbi (4.18) v absolutno hitrost in kotno hitrost. Generirane podatke je bilo 
potrebno obdelati v posebno matrično obliko, da smo jih lahko vstavili v nevronsko mrežo. 
LSTM mreža zahteva, da so podatki urejeni na način, kot je prikazan na sliki 5.4. 
Odločitev za uporabo LSTM mreže namesto drugih oblik RNN temelji ravno zaradi 
sposobnosti mreže za delo z časovno odvisnimi podatki. Ravno naš izbrani dinamski 






Slika 5.4: Matrični zapis vhodnih in izhodnih podatkov, ki jih vstavimo v LSTM nevronsko mrežo 
 
V stolpce smo vnesli parametre, v vrstice pa njihov časovni potek. Vhodni in izhodni 
podatki so vpisani v dve ločeni matriki. Po strukturiranem vnosu podatkov smo začeli 
graditi obliko LSTM mreže, kjer so bistvene informacije: 
‐ iz koliko slojev je mreža sestavljena, 
‐ koliko spominskih celic vsebuje posamezen sloj, 
‐ koliko ponovitev učenja se izvede (angl. Epoch), 
‐ po koliko podatkov se združeno vnese v mrežo (angl. Batch size), 
‐ koliko časovnih korakov preteklih vhodnih podatkov vzame mreža za napoved, 
‐ koliko časovnih korakov prihodnjih izhodnih podatkov mreža napove, 
‐ katere optimizacije so uporabljene na mreži, 
‐ ali in kako se podatke skalira, 
‐ verjetnost v %, da se nevronska povezava ne aktivira v izogib prekomernemu učenju 
(angl. Dropout). 
 
Od zgoraj naštetih gradnikov so v eksperimentu fiksni: združitev podatkov, ki se jih vnaša 
v mrežo (200), mreža naredi napoved izhodne vrednosti samo za en časovni korak v 
prihodnost, mreža je vedno optimizirana po Adam metodi in izhodni podatki so skalirani 
znotraj vrednosti [-1,1]. Vse ostale gradnike spreminjamo za opazovanje njihovega vpliva 
na napovedane izhodne vrednosti. Dejstvo je, da pri vnašanju vhodnih in izhodnih veličin 
mreži nikoli ne podamo informacije, kakšna je njihova relacija, temveč mreža sama 
poizkuša ugotoviti to relacijo s pomočjo nastavljenih gradnikov. Cilj eksperimenta je torej 
preveriti, kako dobro se lahko izhodne vrednosti iz mreže primerjajo z izhodnimi 
vrednostmi iz simulacije. Podatke iz proge smo razdelili na 85% za učenje in 15% za 
𝑈𝐿,𝑡 𝑈𝐿,𝑡+ 𝑈𝐿,𝑡+  𝑈𝐿,𝑡+𝑛
𝑈𝐷,𝑡 𝑈𝐷,𝑡+ 𝑈𝐷,𝑡+  𝑈𝐷,𝑡+𝑛
𝑈 ,𝑡 𝑈 ,𝑡+ 𝑈 ,𝑡+  𝑈 ,𝑡+𝑛
 𝑡  𝑡+  𝑡+   𝑡+𝑛






validacijo. To pomeni, da pri 85% vnesenih podatkov ima mreža informacijo, kakšna mora 
biti izhodna vrednost, da lahko izračuna odstopanje med pravo in predvideno vrednostjo in 
ustrezno posodobi uteži. Za ostalih 15% podatkov pa mreža samo primerja izhodni 
vrednosti brez posodobitve uteži. Pri validaciji se v obliki izgube in natančnosti vidi, kako 
dobro je mreža učena. 
Izguba in natančnost sta dva kazalnika, ki ju mreža izračuna za vsako ponovitev (anlg. 





















kjer je 𝑌𝑖 i-ta dejanska izhodna vrednost, ?̂?𝑖 pa i-ta napovedana izhodna vrednost. Če bi 
imeli popolno ujemanje napovedanih in dejanskih izhodnih vrednosti, bi imeli 0% izgube 
in 100% natančnost. 
 
Eksperiment z robotom v realnem okolju 
Cilj naloge je bil preveriti delovanje nevronske mreže na realnem dinamskem sistemu, zato 




Slika 5.5: Shematski prikaz eksperimenta robota v realnem okolju 
 
Napetosti elektromotorjev







Za drugi eksperiment smo vzeli mobilnega robota, ki deluje na platformi ROS (angl. Robot 
Operating System). Robot smo prosto vozili po označenem območju in beležili njegove 
podatke, da smo jih lahko kasneje uporabili v mreži. Podobno kot pri simulaciji, ga 
poganjata dva enaka elektromotorja. Napetost na motorjih se nastavlja s PWM (angl. 
Pulse-width modulation), kjer nam program vrne povprečne meritve, ki so znotraj 
vrednosti [-1,1]. Torej vrednost napetosti 1 pomeni največje napajanje elektromotorja za 
vožnjo naprej. Vrednost -1 pa največje napajanje elektromotorja za vožnjo vzvratno. Leva 
in desna napetost elektromotorja sta vhodna podatka, ki bosta vstavljena v nevronsko 
mrežo. Nad progo robota smo imeli spletno kamero, preko katere merimo linearno hitrost v 
ravnini (hitrost x in hitrost y). Robot je bil opremljen še z rotacijskim enkoderjem, s 
katerim lahko merimo kotno hitrost robota okoli osi z. Linearni hitrosti in kotni zasuk so 
izhodni podatki, ki bodo vstavljeni v nevronsko mrežo. V primerjavi s simulacijskim 
eksperimentom je potekal tu zajem  meritev drugače. Robot smo prosto vozili po označeni 
progi. Meritve so se beležile v dveh paketih. 
Prvi paket je vseboval: 
‐ čas meritve [ns], 
‐ napetost na levem elektromotorju, 
‐ napetost na desnem elektromotorju. 
 
Drugi paket je vseboval: 
‐ čas meritve [ns], 
‐ linearno hitrost v smeri x, 
‐ linearno hitrost v smeri y, 
‐ kotno hitrost okoli smeri z. 
 
Paketi prihajajo na glavni strežnik preko wifi povezave asinhrono. Razlog zato je v 
zmogljivosti spletne kamere, saj lahko zajema slike s hitrostjo 40 Hz. ROS sistem pošlje 
paket šele, kadar ima vse zahtevane merilne veličine popisane. Med ROS in strežnikom 
poteka dvostranska komunikacija, kar pomeni, da strežnik sporoči ROS sistemu, ko je 
prejel paket in da lahko začne opravljati meritve za naslednjega. Ker so meritve 
porazdeljene v dva paketa jih je potrebno pred vstavitvijo v LSTM mrežo predprocesirati v 
združeno obliko. Združena oblika vsebuje naslednje meritve: 
‐ čas meritve [ns], 
‐ napetost na levem elektromotorju [V], 
‐ napetost na desnem elektromotorju [V], 
‐ absolutno hitrost [m/s], 
‐ kotno hitrost okoli osi z [rad/s]. 
 
Absolutno hitrost smo preračunali kot koren sume kvadratov  linearnih hitrosti v smeri x in 
y. Glavna razlika med simuliranimi in realnimi podatki je to, da realni podatki nimajo 
referenčne napetosti, saj robot ne sledi črti temveč se prosto vozi. Mreži bomo vhodne in 
izhodne veličine podajali v enaki strukturi, kot je prikazano na sliki 5.4, le da bomo 
namesto treh vhodnih veličin imeli dve. Podobno kot pri simulaciji  bomo robot merili pri 
dveh med seboj neodvisnih vožnjah, da dobimo dve zbirki meritev. Prvo zbirko bomo 
uporabili za učenje LSTM mreže, z drugo zbirko bomo pa preverili, kako dobro je mreža 




6 Rezultati in diskusija 
 
V rezultatih bomo prikazali, kako lahko z reguliranjem mreže in vhodnih podatkov 
vplivamo na končne rezultate. Pri vsaki mreži smo predstavili preostanek neznanih 
gradnikov mreže, naredili grafični in tabelirani prikaz dejanskih in napovedanih izhodnih 
veličin ter grafični prikaz poteka izgube in natančnosti skozi ponovitve (angl. Epoch). 
Vsaka mreža ima tudi razlago pridobljenih rezultatov. Mreža, ki ima najboljšo izračunano 
natančnost in izgubo, je dodatno uporabljena za napoved izhodnih veličin, katerih so 
vhodne veličine generirane na spremenjeni progi z enakim dinamskim modelom robota. 
Po končanem prvem eksperimentu bomo vedeli, kakšen tip mreže ima najboljše rezultate. 
Arhitekturo najboljše mreže bomo posneli in jo preizkusili še na primeru podatkov robota 
iz drugega eksperimenta. V kolikor rezultati ne bodo dosegali vsaj 90% natančnosti in 
manj kot 5% izgube, bomo mrežo spreminjali toliko časa, da bosta kriterija dosežena. 
 
Rezultati eksperimenta robota v virtualnem okolju  
Mreža 1 
 
Prva mreža ima sledeče lastnosti: 
‐ dva LSTM sloja, 
‐ vsak od slojev ima 15 spominskih celic, 
‐ učenje ima 100 ponovitev (angl. Epoch),  
‐ mreža za napoved vzame po 1 pretekli časovni korak vhodnih parametrov, 
‐ verjetnost, da se nevronska povezava ne aktivira znaša 20% na sloj. 
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Slika 6.1:  Prikaz vrednosti realne absolutne hitrosti (rdeča črta) in napovedane absolutne hitrosti 




Slika 6.2: Prikaz vrednosti realne kotne hitrosti (zelena črta) in napovedane kotne hitrosti (rumena 
črta) za mrežo 1 
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Slika 6.3: Prikaz izgube v 
%
   




Slika 6.4: Prikaz natančnosti v 
%
   
 skozi celoten prelet podatkov za mrežo 1 
 
Iz slik 6.5 in 6.6 lahko razberemo, da imamo po stoti ponovitvi približno 1,05% učne 
izgube in 93,9% učne natančnosti. Vidimo tudi, da imamo validacijsko izgubo in 
natančnost boljšo kot tisto med učenjem (0,2% validacijske izgube in 98,5% validacijske 
natančnosti). Razliko v validacijskih in učnih kazalnikih nam je povzročila aplikacija 
verjetnosti, da se nevronska povezava ne aktivira. V eni ponovitvi algoritma mreža najprej 
določi (po podani verjetnosti), katere povezave bodo neaktivne. Učno izgubo in validacijo 
izračuna samo po aktivnih povezavah. Validacijsko izgubo in natančnost pa izračuna po 
vseh povezavah mreže. To pomeni, da kadar imamo 20% verjetnost nepovezane vezi, 
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imajo validacijski kazalniki 20% več nevronskih celic kot učni. Slabost tega je vidna v 
oscilaciji validacijske natančnosti. Mreža posodablja uteži glede na potek učnih razmer. 
Pri analizi hitrosti na slikah 6.2 in 6.3 vidimo, da napovedana hitrost odstopa za približno 
0.3 m/s.  Pri večjih spremembah realne hitrosti se napovedana hitrost spremeni za manjšo 
vrednost (od realne), pri manjših spremembah realne hitrosti pa se napovedana hitrost 
spremeni za večjo vrednost (od realne)  Zato napovedana hitrost nikoli ne doseže najvišjih 
vrhov in najnižjih dolin realne hitrosti. Manjše oscilacije v hitrosti so bolj izrazite pri 
napovedanih parametrih.  
Rezultat lahko izboljšamo na dva načina. V primeru, da naša mreža ni kos kompleksnosti 
modela, dodamo dodatne skrite sloje, ali pa povečamo število časovnih korakov za vhodne 




Druga mreža ima sledeče lastnosti: 
‐ šest LSTM slojev, 
‐ vsak od slojev ima 15 spominskih celic, 
‐ učenje ima 100 ponovitev (angl. Epoch), 
‐ mreža za napoved vzame po 1 pretekli časovni korak vhodnih parametrov, 
‐ verjetnost, da se nevronska povezava ne aktivira znaša 20% na sloj. 
 
Za začetek predpostavimo, da naša mreža ni kos kompleksnosti problema in ji dodamo štiri 




Slika 6.5: Prikaz vrednosti realne absolutne hitrosti (rdeča črta) in napovedane absolutne hitrosti 
(modra črta) za mrežo 2 
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Slika 6.6: Prikaz vrednosti realne kotne hitrosti (zelena črta) in napovedane kotne hitrosti (rumena 




Slika 6.7: Prikaz izgube v 
%
   
 skozi celoten prelet podatkov za mrežo 2 
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Slika 6.8: Prikaz natančnosti v 
%
   
 skozi celoten prelet podatkov za mrežo 2 
 
Če primerjamo potek napovedane absolutne in kotne hitrosti med mrežo 1 in mrežo 2 
vidimo, da ni bistvene razlike. Pri absolutni hitrosti se je napovedani rezultat celo 
malenkost poslabšal, saj je razmak med napovedano in realno hitrostjo večji. Pri mrežah 1 
in 2 se v grafih absolutne hitrosti vidi, da napovedana hitrost pri 5605 sekunde ne sledi 
realni hitrosti, temveč se poveča kot koračna funkcija Pri analizi mrežnih kazalnikov 
vidimo, da pri mreži 1 hitreje konvergiramo proti boljši vrednosti (potrebujemo manj 
ponovitev). Na slikah 6.7 in 6.8 vidimo, da se okoli štiridesete ponovitve močno poslabšata 
validacijska kazalnika. Razloga za to sta dva in sta povezana. Mreža 2 je trikrat večja od 
mreže 1, torej potrebuje več ponovitev, da konvergira kazalnike. Pri mreži 2 je verjetnost 
neaktivirane povezave aplicirana na vsak sloj posamezno. To pomeni, da imamo 
kombinatorično gledano veliko več možnih kombinacij povezav, kot pri mreži 1. Kot že 
omenjeno se mreža posodobi glede na učno stanje, zato sta učna kazalnika ustaljeni krivulji 
s pozitivnim (oz. negativnim pri izgubi) trendom. Pri validacijskih kazalnikih pa so  
oscilacije veliko bolj izrazite. Mreža 2 ima sledeče učne kazalnike: 1,12% učne izgube 
(mreža 1 ima 1,05%), 92,4% učne natančnosti (mreža 1 ima 93,91%), 0,31% validacijske 
izgube (mreža 1 ima 0,23%) ter 96,65% validacijske natančnosti (mreža 1 ima 98,55%). 
Vidimo, da z višanjem stopnje kompleksnosti mreže zelo malo prispevamo proti boljši 
rešitvi in celo poslabšamo kazalnike. Ker posnemamo dinamiko vozila, je zelo težko samo 
iz enega predhodnega podatka sklepati, kako se bo vozilo odzvalo. Hitrost še lahko 
približno ocenimo, če vemo kakšna je bila napetost na elektromotorjih, se pa v ozadju 
skriva še nekaj parametrov višje stopnje kot npr. vztrajnostni moment vozila. Da 




Tretja mreža ima sledeče lastnosti: 
‐ dva LSTM sloja, 
‐ vsak od slojev ima 15 spominskih celic, 
‐ učenje ima 100 ponovitev (angl. Epoch),  
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‐ mreža za napoved vzame po 4 pretekle časovne korake vhodnih parametrov, 
‐ verjetnost, da se nevronska povezava ne aktivira znaša 20% na sloj. 
 
Da naredimo napoved hitrosti, bo sedaj mreža namesto enega preteklega podatka (oz 0,05 





Slika 6.9: Prikaz vrednosti realne absolutne hitrosti (rdeča črta) in napovedane absolutne hitrosti 




Slika 6.10: Prikaz vrednosti realne kotne hitrosti (zelena črta) in napovedane kotne hitrosti (rumena 
črta) za mrežo 3 
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Slika 6.11: Prikaz izgube v 
%
   




Slika 6.12: Prikaz natančnosti v 
%
   
 skozi celoten prelet podatkov za mrežo 3 
 
Že pri analizi grafov hitrosti vidimo, da je razmik med predvideno in realno vrednostjo 
precej manjša.  Nevronska mreža lahko sedaj iz preteklih štirih podatkov lažje naredi 
korelacijo med spremembami napetosti elektromotorjev in vztrajnostnim momentom in to 
se tudi vidi na grafu absolutne hitrosti (prva velika sprememba hitrosti). Tudi vrednosti 
kazalnikov so se izboljšale. Imamo 0,64% učne izgube (mreža 1 ima 1,05%), 94,74% učne 
natančnosti (mreža 1 ima 93,91%), 0,088% validacijske izgube (mreža 1 ima 0,23%) ter 
99,3% validacijsko natančnost (mreža 1 ima 98,55%). Glede na dane razmere (odzivi 
vozila v simulacijskem okolju, kvaliteta PD krmilnika,…) smo se že približali posnemanju 
realnega dinamskega modela. Preizkusili smo še en primer. 





Četrta mreža ima sledeče lastnosti: 
‐ pet LSTM slojev, 
‐ prvi sloj ima 30 spominskih celic in 20% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ drugi sloj ima 15 spominskih celic in 20% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ tretji sloj ima 10 spominskih celic in 10% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ četrti sloj ima 5 spominskih celic in 10% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ peti sloj ima 2 spominski celici in 0% verjetnost, da se nevronska povezava ne aktivira, 
‐ učenje ima 100 ponovitev (angl. Epoch),  
‐ mreža za napoved vzame po 4 pretekle časovne korake vhodnih parametrov, 
‐ verjetnost, da se nevronska povezava ne aktivira znaša 20% na sloj. 
 
Ideja v padajoči strukturi mreže je imeti dovolj globoko mrežo, hkrati pa zmanjšati vpliv 
naključne verjetnosti, da se nevronska povezava ne aktivira. Tako naj bi zmanjšali 




Slika 6.13: Prikaz vrednosti realne absolutne hitrosti (rdeča črta) in napovedane absolutne hitrosti 
(modra črta) za mrežo 4 
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Slika 6.14: Prikaz vrednosti realne kotne hitrosti (zelena črta) in napovedane kotne hitrosti (rumena 




Slika 6.15: Prikaz izgube v 
%
   
 skozi celoten prelet podatkov za mrežo 4 
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Slika 6.16: Prikaz natančnosti v 
%
   
 skozi celoten prelet podatkov za mrežo 4 
 
Pri mreži 4 na grafih 6.13 in 6.14 vidimo, da je razlika med napovedano in realno hitrostjo 
najmanjša (v primerjavi z ostalimi mrežami). Učni kazalniki se močno približajo 
validacijskim, in oscilacije validacijskih kazalnikov so minimalne. Kazalniki po zadnji 
ponovitvi znašajo: 0,098% učne izgube (mreža 3 ima 0,64%), 97,88% učne natančnosti 
(mreža 3 ima 94,74%), 0,027% validacijske izgube (mreža 3 ima 0,08%) ter 99,73% 
validacijske natančnosti (mreža 3 ima 99,30%). 
Tabela 1: Primerjava mrežnih kazalnikov. 
Mreža Učna izguba Učna 
natančnost 
Validacijska izguba Validacijska 
natančnost 
1 1,05% 93,91% 0,23% 98,55% 
2 1,12% 92,40% 0,31% 96,65% 
3 0,64% 94,74% 0,08% 99,30% 
4 0,098%  97,88% 0,02% 99,73% 
 
 
Mrežo 4 smo zaradi najboljših rezultatov kazalnikov še enkrat uporabili za napoved 
izhodnih veličin enakega dinamskega modela robota na drugačni progi. 
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Slika 6.17:  Prikaz poligona za validacijo nevronske mreže 
 
Ker imamo nevronsko mrežo že naučeno je potrebno podatke pognati samo enkrat. Mreža 





Slika 6.18: Odsek poteka realne in napovedane absolutne hitrosti iz mreže 4 na drugi progi 
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Slika 6.19: Odsek poteka realne in napovedane kotne hitrosti iz mreže 4 na drugi progi 
 
Z eksperimentom smo želeli preveriti, ali je možno nadomestiti fizikalni model z LSTM 
nevronsko mrežo in preveriti, koliko znanja o fizikalnem modelu je potrebno vnesti v 
mrežo, da dobimo čim bolj natančne rezultate. Sliki 6.18 in 6.19 dokazujeta, da umetna 
nevronska mreža dobro popisuje dinamski model robota. Iz tabele 1 lahko razberemo, da 
pri mrežah, kjer samo vnašamo vhodne podatke z enim časovnim korakom, nismo zajeli 
fizikalnega ozadja, ki vpliva na realni model (npr. vztrajnostni moment). To se tudi pozna 
na rezultatih kazalnikov, ki so precej slabši kot kazalniki mrež, ki imajo določenih več 
časovnih korakov v vhodne podatke. Vidimo, da s povečevanjem skritih slojev in s tem 
kompleksnosti mreže ne dosegamo boljših rezultatov kazalnikov, ampak jih celo 
poslabšamo. Prav tako je pomembno razumeti, kako z različnimi gradniki mreže 
prispevamo k rezultatu kazalnikov. Iz pridobljenih rezultatov lahko sklepamo, da bi bilo 
možno nadomestiti fizikalni model z nevronsko mrežo. 
 
Rezultati eksperimenta robota v realnem okolju 
 
Ker se je mreža 4 najbolje izkazala pri simulacijskih podatkih, smo njeno strukturo 
uporabili tudi na realnih podatkih. Pomembno je poudariti, da nismo prenesli naučene 
mreže 4 iz predhodnega eksperimenta, temveč samo strukturo mreže. Mrežo bomo 
ponovno ločeno učili na realnih podatkih. Če ponovimo, mreža bo sestavljena iz: 
 
‐ pet LSTM slojev, 
‐ prvi sloj ima 30 spominskih celic in 20% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ drugi sloj ima 15 spominskih celic in 20% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ tretji sloj ima 10 spominskih celic in 10% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ četrti sloj ima 5 spominskih celic in 10% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ peti sloj ima 2 spominski celici in 0% verjetnost, da se nevronska povezava ne aktivira, 
‐ učenje ima 100 ponovitev (angl. Epoch),  
‐ mreža za napoved vzame po 4 pretekle časovne korake vhodnih parametrov, 
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‐ verjetnost, da se nevronska povezava ne aktivira znaša 20% na sloj. 
 
Za vhodne veličine smo uporabili napetost na levem in desnem elektromotorju, za izhodni 








Slika 6.21: Odsek poteka realne in napovedane kotne hitrosti iz mreže 4 drugega eksperimenta 
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Slika 6.22: Prikaz izgube v 
%
   




Slika 6.23: Prikaz natančnosti v 
%
   
 skozi celoten prelet podatkov za mrežo 4 drugega eksperimenta 
 
Iz prikazanih rezultatov vidimo, da smo že zelo blizu zastavljenim ciljem. Namesto da 
spreminjamo število slojev mreže ali število celic, se nam bolj obrestuje pogledati razlike v 
pridobljenih podatkih iz simulatorja ter izmerjenih podatkih od realnega robota. Prva 
razlika, ki smo jo že omenili je manj različnih vhodnih podatkov. Druga razlika je 
nekonsistenten časovni korak pri izmerjenih podatkih. Pri simulatorju smo z lahkoto 
vzdrževali časovno razliko 0,05 sekunde med izmerjenimi podatki, pri meritvah robota pa 
smo odvisni od same senzorike in zmožnosti hitrosti zajema, ki je variabilna. Kot rešitev 
prvi in drugi razliki je smiselno v nevronsko mrežo vstaviti novo vhodno spremenljivko: 
časovna razlika med dvema zajetima podatkoma. LSTM mreža že v osnovi 
predpostavi, da so razlike med časovnimi koraki konsistentne. Prav tako so določeni odseki 
meritev filtrirani (zatikanje vozila, nahajanje zunaj območja meritev, itd.) zaradi slabih 
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podatkov, tako da se lahko časovna razlika med podatkoma močno poveča, če podatek 
sledi filtriranim. Če pa ji ponudimo spremenljivko v obliki razlike med časovnima 
korakoma, obstaja možnost, da se bo mreža naučila to korelacijo. Tretja razlika je v številu 
zunanjih vplivov, ki so prisotni v izmerjenih rezultatih. Pri simulatorju nismo imeli motenj, 
kot so zdrs kolesa, neravna površina, spremembe v trenju, itd. 
Izmerjeni rezultati vsebujejo motnje, zato bi bilo smiselno povečati število preteklih 
časovnih korakov vhodnih podatkov za izračun sedanjih izhodnih podatkov. To število 
smo povečali iz 4 na 16 in ponovili proces učenja mreže. Mrežo smo prilagodili na: 
 
‐ pet LSTM slojev, 
‐ prvi sloj ima 30 spominskih celic in 20% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ drugi sloj ima 15 spominskih celic in 20% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ tretji sloj ima 10 spominskih celic in 10% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ četrti sloj ima 5 spominskih celic in 10% verjetnost, da se nevronska povezava ne 
aktivira, 
‐ peti sloj ima 2 spominski celici in 0% verjetnost, da se nevronska povezava ne aktivira, 
‐ učenje ima 100 ponovitev (angl. Epoch),  
‐ mreža za napoved vzame po 16 preteklih časovnih korakov vhodnih parametrov, 
‐ verjetnost, da se nevronska povezava ne aktivira znaša 20% na sloj, 
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Slika 6.26: Prikaz izgube v 
%
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Slika 6.27: Prikaz natančnosti v 
%
   
 skozi celoten prelet podatkov za optimizirano mrežo 4 drugega 
eksperimenta 
 
Rezultati so se na optimizirani mreži izboljšali do te mere, da zadostujejo zastavljenim 
ciljem. Na optimizirani mreži dobimo 4,22% validacijske izgube in 94,09% validacijske 
natančnosti. Da rezultate potrdimo, podobno kot pri prvemu eksperimentu uporabimo 





Slika 6.28: Odsek poteka realne in napovedane absolutne hitrosti iz optimizirane mreže 4 
validacijskega izbora podatkov 
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Slika 6.29: Odsek poteka realne in napovedane kotne hitrosti iz optimizirane mreže 4 
validacijskega izbora podatkov 
 
Na slikah 6.28 in 6.29 sta prikazana grafa poteka izmerjene in izračunane hitrosti. Ker 
imamo na optimizirani mreži valdiacijsko izgubo 4,22% ter validacijsko natančnost 
94,09% lahko pričakujemo, da se grafa ne bosta popolnoma prikrivala. Največje napake 
med rezultati nastajajo na delih, kjer je vozilo hitro pospešilo ali pa zabremzalo. Razlog za 
to se skriva v sami lastnosti LSTM mrež. Te lahko natančno napovedujejo podatke, vendar 
je vedno prisoten zelo majhen časovni zamik. Tam, kjer so izhodne veličine v času 
stacionarne LSTM mreža zelo dobro napove rezultat, če pa izhodna veličina nenadno 
močno zaniha v pozitivno ali negativno smer, pa napovedan rezultat malce zaostane in zato 
pride do napake. Iz enakega razloga je slabo tudi pokrivanje špic in dolin izhodnih veličin. 
V našem primeru smo rezultat izboljšali zato, ker smo mreži določili, da mora za napoved 
naslednjega časovnega koraka analizirati 16 preteklih časovnih korakov. Število preteklih 
časovnih korakov smo povečali, ker je v realnem eksperimentu v primerjavi z virtualnim 
veliko motenj, ki neposredno vplivajo na meritve (možnost zdrsa kolesa, vpliv površine na 
kateri je vozilo, ipd.). Tudi če pogledamo delovanje sil na togo telo vemo, da se bo telo 
odzvalo šele po določenem časovnem zamiku zaradi masnega vztrajnostnega momenta. 
Lahko bi določili še večje število preteklih časovnih korakov, vendar se je smiselno 
vprašati ali nas za trenuten časovni korak zanimajo dogodki, ki so se dogajali 5 sekund ali 
več v preteklosti. 
  






Cilj naloge je bilo preizkusiti, ali je možno z uporabo LSTM nevronske mreže posnemati 
dinamiko vozila z diferencialnim pogonom. Preučili smo osnove umetnih nevronskih mrež 
ter na kakšen način jih lahko optimiziramo, poglobili smo se v fizikalno ozadje dinamike 
vozila z diferencialnim pogonom ter pogledali osnove delovanje PD krmilnika. 
 
V magistrski nalogi smo: 
1) Zasnovali model robota z diferencialnim pogonom v virtualnem okolju V-REP. 
Robot je bil krmiljen s PID krmilnikom za generacijo simuliranih podatkov, kateri 
so bili kasneje uporabljeni kot osnova za simulacijo fizikalnega modela. Nalogo 
smo nadgradili še z obravnavanjem podatkov realnega robota z LSTM nevronsko 
mrežo, ki se je najbolje izkazala pri simulacijskih podatkih. 
2) Kot vhodne podatke v umetno nevronsko mrežo smo uvozili napetosti na levem in 
desnem kolesu motorja ter nominalno napetost vozila. Kot izhodne podatke v 
umetno nevronsko mrežo smo uvozili absolutno hitrost in kotno hitrost vozila glede 
na ravnino. Pri eksperimentu z realnim vozilom nismo mogli uporabiti referenčne 
napetosti, ker je nismo imeli. Smo pa zaradi neenakomernega časovnega koraka 
med posameznimi meritvami uvedli novo vhodno vrednost, s katero smo zagotovili 
zadovoljivo zmogljivost LSTM modela. Izhodni podatki so bili v obeh 
eksperimentih enaki. 
3) Umetno nevronsko mrežo smo učili s podatki iz prve proge. Mreža, ki je imela 
najboljše rezultate je bila uporabljena tudi na drugi progi, na kateri pa smo 
izračunali izhodne podatke in te primerjali z generiranimi. Enako arhitekturo mreže 
smo uporabili tudi za preizkus na realnem robotu. 
4) Rezultati so pokazali, da smo z mrežo 4 najbolje posnemali dinamiko simuliranega 
vozila, ker je imela najboljša validacijska kazalnika: 0,02% validacijske izgube in 
99,73% validacijske natančnosti. Na realnem vozilu smo morali zaradi dodatnih 
okolijskih motenj povečati število preteklih vhodnih podatkov, da smo dobili 
zadovoljiva validacijska kazalnika mreže: 4,22% validacijske izgube in 94,09% 
validacijske natančnosti. 
5) Ugotovili smo, da je možno uporabiti umetne nevronske mreže za izračun 
fizikalnega modela. Razumevanje fizikalnega ozadja dinamskega modela in 
poznavanje vpliva gradnikov mreže ima velik vpliv na mrežne kazalnike in hkrati 




Predlogi za nadaljnje delo 
 
Za nadaljnje delo bi bilo smiselno enak pristop preizkusiti še na različnih površinah (npr. 
neravnih, gumijastih, keramičnih, ipd.) ali na vozilih pri katerih se breme oz. tovor ki ga 
prevaža dinamično spreminja. Ali bi LSTM nevronska mreža zadostovala, če bi se 
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