Given a graph G, a proper k-coloring of G is a partition c = (S i ) i∈ [1,k] of V (G) into k stable sets S 1 , . . . , S k . Given a weight function w : V (G) → R + , the weight of a color S i is defined as w(i) = max v∈Si w(v) and the weight of a coloring c as w(c) = k i=1 w(i). Guan and Zhu [Inf. Process. Lett., 1997] defined the weighted chromatic number of a pair (G, w), denoted by σ (G, w), as the minimum weight of a proper coloring of G. The problem of determining σ(G, w) has received considerable attention during the last years, and has been proved to be notoriously hard: for instance, it is NP-hard on split graphs, unsolvable on n-vertex trees in time n o(log n) unless the ETH fails, and W[1]-hard on forests parameterized by the size of a largest tree. In this article we provide some positive results for the problem, by considering its so-called dual parameterization: given a vertex-weighted graph (G, w) and an integer k, the question is whether
w(i). Guan and Zhu [Inf. Process. Lett., 1997] defined the weighted chromatic number of a pair (G, w), denoted by σ (G, w) , as the minimum weight of a proper coloring of G. The problem of determining σ(G, w) has received considerable attention during the last years, and has been proved to be notoriously hard: for instance, it is NP-hard on split graphs, unsolvable on n-vertex trees in time n o(log n) unless the ETH fails, and W[1]-hard on forests parameterized by the size of a largest tree. In this article we provide some positive results for the problem, by considering its so-called dual parameterization: given a vertex-weighted graph (G, w) and an integer k, the question is whether σ(G, w) ≤ v∈V (G) w(v) − k. We prove that this problem is FPT by providing an algorithm running in time 9
k · n O (1) , and it is easy to see that no algorithm in time 2 o(k) · n O(1) exists under the ETH. On the other hand, we present a kernel with at most (2 k−1 + 1)(k − 1) vertices, and we rule out the existence of polynomial kernels unless NP ⊆ coNP/poly, even on split graphs with only two different weights. Finally, we identify some classes of graphs on which the problem admits a polynomial kernel, in particular interval graphs and subclasses of split graphs, and in the latter case we present lower bounds on the degrees of the polynomials.
Introduction

A (vertex) k-coloring of a graph G = (V, E) is a function c : V (G) → {1, . . . , k}. Such coloring c is proper if c(u) = c(v) for every edge {u, v} ∈ E(G).
All the colorings we consider in this paper are proper, hence we may omit the word "proper". The chromatic number χ(G) of G is the minimum integer k such that G admits a k-coloring. Given a graph G, determining χ(G) is the goal of the classical Vertex Coloring problem. If c is a k-coloring of G, then S i = {u ∈ V (G) | c(u) = i} is a stable (or independent) set. With slight abuse of notation, we shall also call such a set S i a color.
In this paper we study a generalization of Vertex Coloring for vertex-weighted graphs that has been defined by Guan and Zhu [21] . Given a graph G and a weight function w : V (G) → R + , the weight of a color S i is defined as w(i) = max v∈Si w (v) . Then, the weight of a coloring c is w(c) = k i=1 w(i). In the Weighted Coloring problem, the goal is to determine the weighted chromatic number of a pair (G, w), denoted by σ(G, w), which is the minimum weight of a coloring of (G, w). A coloring c of G such that w(c) = σ(G, w) is an optimal weighted coloring. Guan and Zhu [21] also defined, for a positive integer r, σ (G, w; r) as the minimum of w(c) among all r-colorings c of G, or as +∞ if no r-coloring exists. Note that σ(G, w) = min r≥1 σ (G, w; r) . It is worth mentioning that the Weighted Coloring problem is also sometimes called Max-Coloring in the literature; see for instance [31, 34] . Guan and Zhu defined this problem in order to study practical applications related to resource allocation, which they describe in detail in [21] . One should observe that if all the vertex weights are equal to one, then σ(G, w) = χ(G), for every graph G. Consequently, determining σ(G, w) is an NP-hard problem on general graphs [30] . In fact, this problem has been shown to be NP-hard even on very restricted graph classes, such as split graphs with only two different weights, interval graphs, triangle-free planar graphs with bounded degree, and bipartite graphs [10, 11, 17] . On the other hand, the weighted chromatic number of cographs and of some subclasses of bipartite graphs can be found in polynomial time [10, 11] .
The complexity of Weighted Coloring on trees (and forests) has attracted considerable attention in the literature. Guan and Zhu [21] left as an open problem whether Weighted Coloring is polynomial on trees and, more generally, on graphs of bounded treewidth. Escoffier et al. [17] found a polynomial-time approximation scheme to solve Weighted Coloring on bounded treewidth graphs, and Kavitha and Mestre [31] showed that the problem is in P on the class of trees where vertices with degree at least three induce a stable set. But the question of Guan and Zhu has been answered only recently, when Araújo et al. [2] showed that, unless the Exponential Time Hypothesis (ETH) 1 fails, there is no algorithm computing the weighted chromatic number of n-vertex trees in time n o(log n) . Moreover, as discussed in [2] , this lower bound is tight. Very recently, Araújo et al. [1] focused on the parameterized complexity of computing σ(G, w) and σ(G, w; r) when G is a forest, and they proved that computing σ(G, w) is W[1]-hard parameterized by the size of a largest tree of G, and that computing σ(G, w; r) is W[2]-hard parameterized by r.
In view of the above discussion, we can conclude that Weighted Coloring is a particularly hard problem from a computational point of view, and that the positive results in the literature are quite scarce. To shed some light on this direction, in this paper we adopt the perspective of parameterized complexity and consider the dual parameterization of the problem, which we call Dual Weighted Coloring and is formally defined as follows:
Dual Weighted Coloring
Input: A vertex-weighted graph (G, w) and a positive integer k.
Since by definition of parameterized problem (cf. [9, 15] ) the parameter needs to be a non-negative integer, for the above parameterization to make sense we will assume henceforth that all vertex-weights are positive integers. We will denote by n the number of vertices of the input graph of Dual Weighted Coloring.
The motivation for considering such parameterization is to take as the parameter the "savings" with respect to the trivial upper bound of v∈V (G) w(v) on σ (G, w) . This approach has proved to be very useful for the classical Vertex Coloring problem, especially from the approximation point of view [12, 16, [23] [24] [25] . From a parameterized perspective, Chor et al. [8] presented an FPT algorithm for Dual Vertex Coloring. Concerning kernelization, it is not difficult to see [9, Exercise 2.22] that the problem admits a kernel with at most 3k vertices, by applying the so-called crown reduction rule to the complement of the input graph G. Other results concerning dual parameterization are, for instance, FPT algorithms for the Grundy and b-chromatic numbers of a graph [26] , the parameterized approximability of subset graph problems [7] , or the existence of polynomial kernels for the Set Cover and Hitting Set problems [3, 22] .
Our results. Our first result is an FPT algorithm for Dual Weighted Coloring running in time 9
k · n O(1) , based on some standard dynamic programming ideas used in coloring and partition problems (see, for example, [32] would imply, in particular, an algorithm for 3-Coloring running in time 2
Our main contribution concerns the existence of (polynomial) kernels for Dual Weighted Coloring. By the well-known equivalence of admitting an FPT algorithm and a kernel (cf. [9, 15] ), the FPT algorithm mentioned above directly yields a kernel for Dual Weighted Coloring of size at most 9 k . On the one hand, we considerably improve this bound by providing a kernel with at most (2 k−1 + 1)(k − 1) vertices, inspired by an approach attributed to Jan Arne Telle [15, Exercise 4.12.12] for obtaining a quadratic kernel for Dual Vertex Coloring. On the other hand, we complement this result by showing that, unlike the Dual Vertex Coloring problem, Dual Weighted Coloring does not admit a polynomial kernel unless NP ⊆ coNP/poly, even on split graphs with only two different weights. We prove this result by a polynomial parameter transformation from the Set Cover problem parameterized by the size of the universe, proved not to admit polynomial kernels unless NP ⊆ coNP/poly by Dom et al. [14] . Our reduction is an appropriate modification of a reduction of Demange et al. [11] to prove the NP-hardness of Weighted Coloring on split graphs.
Motivated by the above hardness result, it is natural to identify graph classes on which the Dual Weighted Coloring problem admits polynomial kernels. We prove that this is the case of graph classes with bounded clique number and of interval graphs, for which we present a linear and a cubic kernel, respectively. Finally, we identify subclasses of split graphs admitting polynomial kernels. Namely, we prove that Dual Weighted Coloring restricted to split graphs where each vertex in the clique has at most d non-neighbors in the stable set, for some constant d ≥ 2, admits a kernel with at most k d vertices. We show that the dependency on d in the exponent is necessary, by proving that for any ε > 0, a kernel with O(k d−3 2 −ε ) vertices on that graph class does not exist unless NP ⊆ coNP/poly. In other words, we rule out the existence of a uniform kernel, that is, a kernel of size
Organization of the paper. In Section 2 we present some basic preliminaries about graphs and parameterized complexity. In Section 3 we present the FPT algorithm and in Section 4 we provide the kernelization results. Finally, we conclude the article in Section 5.
Preliminaries
Graphs. We use standard graph-theoretic notation, and we consider simple undirected graphs without loops or multiple edges; see [13] for any undefined terminology. Given a graph
can be partitioned into an independent set and a clique, and an interval graph if one can associate a real interval with each vertex, so that two vertices are adjacent if and only if the corresponding intervals intersect.
Parameterized complexity. We refer the reader to [9, 15] for basic background on parameterized complexity, and we recall here only some basic definitions, with special emphasis on tools for polynomial kernelization.
parameterized problem is fixed-parameter tractable (FPT) if there exists an algorithm A, a computable function f , and a constant c such that given an instance
A fundamental concept in parameterized complexity is that of kernelization. A kernelization algorithm, or just kernel, for a parameterized problem Π takes an instance (x, k) of the problem and, in time polynomial in |x| + k, outputs an instance (x , k ) such that |x |, k g(k) for some function g, and (x, k) ∈ Π if and only if (x , k ) ∈ Π. The function g is called the size of the kernel and may be viewed as a measure of the "compressibility" of a problem using polynomial-time preprocessing rules. A kernel is called polynomial (resp. linear) if the function g(k) is a polynomial (resp. linear) function in k. A breakthrough result of Bodlaender et al. [4] gave the first framework for proving that certain parameterized problems do not admit polynomial kernels, by establishing so-called composition algorithms.
Together with a result of Fortnow and Santhanam [19] this allows to exclude polynomial kernels under the assumption that NP coNP/poly, otherwise implying a collapse of the polynomial hierarchy to its third level [35] . Very successful notions for proving such type of result are those of cross-composition, introduced by Bodlaender et al. [5] , and of polynomial parameter transformation, introduced by Bodlaender et al. [6] . We need to define the latter. A polynomial parameter transformation from a parameterized problem P to a parameterized problem Q is an algorithm that, given an instance (x, k) of P , computes in polynomial time an equivalent instance (x , k ) of Q such that k is bounded by a polynomial depending only on k.
Within parameterized problems, the class W[1] may be seen as the parameterized equivalent to the class NP of classical optimization problems. Without entering into details (see [9, 15] for the formal definitions), a parameterized problem being W[1]-hard can be seen as a strong evidence that this problem is not FPT. The class W [2] of parameterized problems is a class that contains W [1] , and such that the problems that are W[2]-hard are even more unlikely to be FPT than those that are W[1]-hard (again, see [9, 15] for the formal definitions).
3
FPT algorithm
In this section we present an FPT algorithm for the Dual Weighted Coloring problem.
Theorem 1. The Dual Weighted Coloring problem can be solved in time
Proof. We start by computing a maximum unweighted antimatchingM in G; note that this can be done in polynomial time by computing a maximum matching in the complement of G. If |M | ≥ k, since we assume that all the vertex weights are at least 1, by putting in the same color class each pair of vertices that belong to a non-edge ofM and coloring any other vertex with a new color, we obtain a coloring of G with weight at most v∈V (G) w(v) − k, and we can output a constant-sized yes-instance. Thus, we assume henceforth that Let X ⊆ V (M ) and 0 ≤ i ≤ |K|. We define T (X, i) as the minimum weight of a coloring of G[K ∪ X] such that no color c j , for j > i, is assigned to a vertex of X, i.e., the colors assigned to vertices in X are either from the set {c 1 , . . . , c i } or new colors not assigned to any vertex of K. Note that, by definition, σ(G, w) = T (V (M ), |K|).
We now describe how to compute T (X, i) for every X ⊆ V (M ) and every 0 ≤ i ≤ |K|.
since K is a clique. This can be done in linear time. If i = 0, then the colors used in K and in X are disjoint. By applying brute force over all possible stable sets of X we get
where w(S) = max v∈S w (v) . The values T (X, 0), for all possible sets X ⊆ V (M ), can be computed in time
corresponding to considering the sets X by increasing size and choosing an arbitrary subset S inside X, and where the polynomial factor comes from checking whether such a set S is stable or not. Now, if i > 0 and X = ∅, we have two possibilities, namely either color c i is used in V (M ) or not. If c i is not used, clearly we have T (X, i) = T (X, i − 1). Otherwise, there is a non-empty set S ⊆ X of vertices colored with color c i . Therefore, in the latter possibility we can iterate over every possible nonempty set S and compute T (X, i) as follows.
Here we have to subtract the weight of v i , which was, in the partial solution T (X \ S, i − 1), the weight of color c i , and replace it by w(S ∪ {v i }), which may be greater. As in the previous case, for every i it is possible to compute T (X, i) for every X in time 3
.
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Dual parameterization of Weighted Coloring
Kernelization results
In this section we focus on the existence of (polynomial) kernels for Dual Weighted Coloring.
Theorem 2. The Dual Weighted Coloring problem admits a kernel with at most
Proof. We start with the following trivial polynomial-time reduction rule.
Rule 1.
If G contains a universal vertex, delete it.
Claim 1. Rule 1 is safe.
Proof. Since a universal vertex u appears as a singleton in any proper coloring of G, it follows
As in the proof of Theorem 1, we compute in polynomial time a maximum unweighted antimatchingM in G. Again, if |M | ≥ k, we can output a constant-sized yes-instance, so we assume henceforth that |M | ≤ k − 1. Let again V (M ) ⊆ V (G) be the set of vertices that appear in the non-edges inM , and recall that sinceM is maximum, the set of vertices
We now partition K into a set of equivalence classes C according to the neighborhood in V (M ). That is, u, v ∈ K belong to the same class in C if and only if N V (M ) (u) = N V (M ) (v). Note that C can be constructed in polynomial time, by iteratively processing the vertices of K, comparing the neighborhood in V (M ) of the currently processed vertex v with those of the already processed vertices, and creating a new class containing only v if no class has exactly the set N V (M ) (v) as neighbors in V (M ). Given an equivalence class C ∈ C and a non-edgeē ∈M , we denote by Nē(C) the set of neighbors of any vertex in C in the set consisting of the two endpoints ofē. We proceed to analyze the number and the size of the classes in C. We start with an easy claim. Claim 2. Let C ∈ C be an equivalence class with |C| ≥ 2. For every non-edgeē ∈M it holds that |Nē(C)| ≥ 1.
Proof. Suppose for contradiction that |Nē(C)| = 0, let x, y be the endvertices ofē, and let u, v be any two vertices in C. Then we can obtain fromM a larger antimatchingM by replacing the non-edge {x, y} with the two non-edges {u, x} and {v, y}, a contradiction.
In the next claim we restrict further the neighborhoods of the equivalence classes in V (C).
Claim 3. Let C 1 , C 2 ∈ C be two equivalence classes and letē ∈M be a non-edge with endpoints x and y. Then it is not possible that x /
∈ Nē(C 1 ) and y / ∈ Nē(C 2 ), or vice versa.
Proof. Suppose for contradiction that x / ∈ Nē(C 1 ) and y / ∈ Nē(C 2 ), and let u ∈ C 1 and v ∈ C 2 . Then we can obtain fromM a larger antimatchingM by replacing the non-edge {x, y} with the two non-edges {u, x} and {v, y}, a contradiction.
We call an equivalence class C ∈ C special if for some non-edgeē ∈M , |Nē(C)| = 0, and we call such anē an special non-edge; otherwise we call an equivalence class normal. We call a non-edgeē ∈M normal if for every C ∈ C, |Nē(C)| ≥ 1. Let k s and k n be the number of special and normal non-edges inM , respectively, and note that k s + k n = |M | ≤ k − 1.
By Claim 2, every special class contains exactly one vertex. Ifē ∈M is a special non-edge and C ∈ C is such that |Nē(C)| = 0, then Claim 3 implies that for every other class C ∈ C different from C, it holds that |Nē(C )| = 2. Therefore, the number of special classes in C is at most the number of special non-edges inM , that is, at most k s .
Letē ∈M be a normal non-edge with endpoints x, y, let C ∈ C be such that |Nē(C)| = 1, and assume that Nē(C) = {x}. Then Claim 3 implies that for every class C ∈ C such that |Nē(C )| = 1, it holds that Nē(C ) = {x}. Hence, every normal non-edgeē ∈M has at most one endpoint that has some non-neighbor in K; we call such a vertex the missing vertex ofē. This means that for every normal class C ∈ C and every non-edgeē ∈M , there are exactly two possibilities: either |Nē(C)| = 2, or |Nē(C)| = 1 and Nē(C) consists of the endpoint of e distinct from its missing vertex. Moreover, by Claim 3 the latter case can only occur if e is a normal non-edge. Therefore, the number of normal classes in C is at most 2 kn − 1, corresponding to all the choices of neighborhoods in the set consisting of the missing vertices in the normal edges inM , and excluding the class C with N V (M ) (C) = V (M ), since these vertices would be deleted by Rule 1.
Finally, in order to bound the size of the equivalence classes in C, we state the following reduction rule, which says that it is enough to keep, for each equivalence class, the |M | heavier vertices.
Rule 2. Suppose there exists an equivalence class C ∈ C with |C| > |M |. Let W ⊆ C be a subset of vertices with |W | = |M | and such that, if u ∈ W and v ∈ C \ W , then w(u) ≥ w(v).
Delete from G all the vertices in C \ W .
Claim 4. Rule 2 is safe.
Proof. We need to prove that if (G , w, k) results from (G, w, k) after the application of Rule 2, then (G, w, k) and (G , w, k) are equivalent instances of Dual Weighted Coloring.
Assume first that σ(G , w) ≤ v∈V (G ) w(v) − k, and let c be a coloring of (G , w) achieving this bound. We define a coloring c of (G, w) starting from c and creating a new color for each of the vertices in C \ W . Clearly,
Conversely, assume that σ(G, w) ≤ v∈V (G) w(v) − k, and let c be a coloring of (G, w) achieving this bound. Due to Rule 1, we can clearly assume that |M | ≥ 1. Hence, since Rule 2 has been applied on C ∈ C, it follows that |C| ≥ 2. Thus, by Claim 2, we have that for every non-edgeē ∈M , |Nē(C)| ≥ 1. This implies, together with the fact that the vertices in C induce a clique, that in the coloring c of (G, w), at most |M | vertices of C appear in colors containing vertices of V (M ), and every other vertex in C is a singleton in its color. Let T ⊆ C be this set of at most |M | vertices, and let W ⊆ C be the set such that Rule 2 has deleted from G the vertices in C \ W . We iteratively modify the coloring c by updating the set T as follows (the set W remains the same). While there exists a vertex u ∈ V (G) such that u ∈ T and u / ∈ W , let v ∈ W such that v / ∈ T (note that vertex v exists, since |T | ≤ |M | = |W |), and swap u and v in the coloring, that is, now u is a singleton in its color and v is in a color containing vertices of V (M ). Since u and v are twins, this procedure indeed creates a proper coloring of G, which we also call c with abuse of notation. Let us now argue that the weight of the coloring has not increased. Note that since u / ∈ W and v ∈ W , it follows that w(v) ≥ w(u). If we denote by S i and S j the colors of c before the swapping, so that u ∈ S i and S j = {v}, and by S i and S j the corresponding colors after the swapping, note that w(S i ) ≥ w(u), w(S j ) = w(v), w(S i ) = max{w(S i ), w(v)}, and w(S j ) = w(u). Therefore,
where we have used that w(v) ≥ w(u). Thus, at the end of this procedure we obtain a coloring c with w(c) ≤ v∈V (G) w(v) − k such that every vertex in C \ W is a singleton in its color class. We define c to be the restriction of c to G . Since every vertex in C \W = V (G)\V (G ) is a singleton in its color class in c, it follows that
and the claim follows.
We can easily apply Rule 2 exhaustively in polynomial time to all the classes C ∈ C with |C| > |M |. We call an instance reduced if none of Rule 1 and Rule 2 can be applied anymore. The above discussion implies that if (G, w, k) is a reduced instance, then
Using that k s + k n ≤ k − 1, from the above equation we get that
and the theorem follows.
It is worth mentioning that the analysis of the kernel size in the proof of Theorem 2 is tight. Indeed, let G consist of an antimatchingM of size k − 1, and let K consist of 2 k−1 − 1 equivalence classes with k − 1 vertices, each having a distinct non-complete neighborhood in the set consisting of one (arbitrary) vertex of each non-edge inM . One can easily check that
, that none of Rule 1 and Rule 2 can be applied to G, and that G contains no antimatching strictly larger than k − 1.
We complement the result of Theorem 2 by showing that, unless NP ⊆ coNP/poly, the problem does not admit polynomial kernels. Proof. We present a polynomial parameter transformation from the Set Cover problem parameterized by the size of the universe; Dom et al. [14] proved that this problem does not admit a polynomial kernel unless NP ⊆ coNP/poly. Our reduction is almost the same as the reduction of Demange et al. [11] from Set Cover to Weighted Coloring on split graphs, only the vertex weights change. Let (U, S, k, ) be an instance of Set Cover, where S is a family of sets of elements over a universe U of size k, and the question is whether there exists a subset S ⊆ S of at most sets covering all the elements of U . We construct an instance (G, w, k ) of Dual Weighted Coloring as follows. The graph G contains a clique K on |S| vertices and an independent set I on k vertices. The vertices of K and I are associated, respectively, with the sets in S and the elements in U . There is an edge between a vertex in K and a vertex in I if and only if the corresponding set does not contain the corresponding element. All the vertices in K have weight , and all the vertices in I have weight + 1. Note that G is indeed a split graph with only two different weights. Finally, we set k = k( + 1) − .
Since we can clearly assume that ≤ k, as otherwise the instance is trivial, it follows that k = O(k 2 ), which is required in a polynomial parameter transformation. We claim that (U, S, k, ) is a yes-instance of Set Cover if and only if σ(G, w) 
Assume first that (U, S, k, ) is a yes-instance, and let S ⊆ S be a solution with |S | ≤ . We define a coloring c of G as follows. We start with a color for each vertex in K and, for every element of U , we include its corresponding vertex of I into one of the colors corresponding to the sets in S containing that element. One can easily check that w(c)
Conversely, assume that σ(G, w) ≤ v∈V (G) w(v) − k = |S| · + , and let c be a coloring of (G, k) achieving this bound. Since v∈k w(v) = |S| · and the vertices in I have weight + 1, all the vertices in I have to be included in at most out of the |S| colors of c containing the vertices of the clique K. By construction of G, this is possible only if there exists a subset of at most sets in S covering all the elements of U , and the theorem follows.
In view of Theorem 3, in what follows we focus on identifying graph classes on which the Dual Weighted Coloring problem admits a polynomial kernel.
Remark. The problem clearly admits a kernel of size O(k) on sparse graphs, since if there are no large cliques, then the clique K defined in the proof of Theorem 3 (that is, the complement of the maximum antimatching) is of constant size. More formally, if ω is the maximum clique size of a graph in the class, then we get a kernel with at most 2k − 2 + ω vertices.
In our next result we provide a polynomial kernel on a relevant class of dense graphs, namely that of interval graphs. Proof. We will proceed as in the proof of Theorem 2 and show that, if the input graph G is an interval graph, then the number of equivalence classes is quadratic in the parameter. As before, we assume thatM is a maximum antimatching of G, that |M | ≤ k − 1, and also that Rule 1 and Rule 2 have been exhaustively applied. We also consider K = V (G) \ V (M ) and, as before, note that K induces a clique. We will show that the number of maximal cliques of G is bounded by a linear function of |M |. For that, we will make use of a well-known result of Fulkerson and Gross [20] stating that a graph G is an interval graph if and only if the 0/1 incidence matrix M of vertices and maximal cliques of G has the consecutive ones property, i.e., the columns of M can be permuted so that the ones in each row appear consecutively. A consequence of this result is that the set C of maximal cliques of G can be arranged as {C 1 , . . . , C p } in such a way that, for each vertex v, there are indices v and r v such that v ∈ C i if and only if v ≤ i ≤ r v .
Note that the incidence of a vertex to the maximal cliques completely defines its neighborhood. This implies that G has at most p 2 neighborhood classes. Hence, for obtaining a cubic kernel it suffices to show that p = O(k). In what follows we provide explicit bounds on both p and the size of the kernel; we will show later that these bounds are tight. 
Proof.
We proceed by induction on p. Clearly, if p = 2, then there are at least two non-adjacent vertices, so |M | ≥ 1 and p ≤ 2|M |. Now let {C 1 , . . . , C p } be an ordering of the maximal cliques of G as defined before. Since the C i 's are maximal cliques, for any two consecutive cliques C i and C i+1 it holds that C i \ C i+1 = ∅ and C i+1 \ C i = ∅. In particular, together with the consecutive ones property, this implies that C 1 has an exclusive vertex v, that is, a vertex that does not belong to any maximal clique other than
LetM be a maximum antimatching of G and p be the number of maximal cliques of G . It is easy to see that 1 ≤ |M | − |M | ≤ 2, since u and v are not adjacent and can extend M , and their removal from G can destroy at most two non-edges fromM . By induction, it holds that
Now it suffices to show that p − 2 ≤ p . Let r ≤ p be the largest integer such that u ∈ C r . For 1 ≤ i ≤ p, let C i = C i \ {u}. We will show that for each i, j ∈ [2, p] \ {r}, with i < j, C i and C j are incomparable maximal cliques in G , implying that p ≥ p − 2.
For the incomparability, note that, as observed above, C i \C i+1 = ∅, and let v i ∈ C i \C i+1 . Since i = r, it follows that v i = u, and the consecutive ones property implies that v i ∈ C j and then v i ∈ C i \ C j . The fact that C j \ C i = ∅ can be proved with a symmetric argument.
For the maximality, suppose for contradiction that C is a maximal clique in G having C i as a proper subset for some i ∈ [2, p] \ {r}. First note that u ∈ C i , otherwise C i = C i and C would contradict the maximality of C i in G. This implies that 2 ≤ i < r. Now, if for some u ∈ C \ C i it holds that uu ∈ E(G), then C i would not be a maximal clique of G, since C i ∪ {u } would be a clique in G. On the other hand, if every u ∈ C \ C i is nonadjacent to u then either C \ C i ⊆ C 1 , and then the vertices in C \ C i are not adjacent to the vertices in 
Since, by virtue of the application of Rule 2, each class has at most (k − 1) elements, we have
Similarly to Theorem 2, we can show that the analysis of the kernel size in the proof of Proposition 4 is tight. Indeed, given an integer k, it is possible to build an interval graph with 2k − 2 maximal cliques, with one exclusive vertex in each clique, corresponding to vertices of V (M ), and (k − 1) vertices belonging exactly to cliques C i , . . . , C j , for each
That interval graph attains the bound in the statement of Proposition 4 and cannot be reduced by Rule 1 or Rule 2.
Remark. The result of Proposition 4 cannot be generalized to chordal graphs, as split graphs are chordal, and by Theorem 3 the existence of a polynomial kernel on split graphs would imply that NP ⊆ coNP/poly.
Our last result deals with a subclass of split graphs motivated by the fact that Dual Weighted Coloring on split graphs seems to have a close relation with the Set Cover problem. Proof. For the positive result, let (G, w, k) be an instance of Dual Weighted Coloring, with G being a split graph such that each vertex in the clique has at most d non-neighbors in the stable set, for some integer d ≥ 2. We mimic the proof of Theorem 2, and we slightly change the analysis. Recall that |V (M )| ≤ 2(k − 1) and that the number of special classes in C, each containing exactly one vertex, is at most k s . Concerning the normal classes in C, since each vertex in the clique has at most d non-neighbors in the stable set (hence, in the graph G itself as well), the number of distinct neighborhoods in the set consisting of the missing vertices in the normal edges inM , which is an upper bound on the number of normal classes, is at most 
where in the last inequality we have used that d ≥ 2.
For the negative result, we reuse the reduction of Theorem 3, but starting from the d-Set Cover problem, that is, the restriction of Set Cover to instances where each set contains at most d elements. Hermelin and Wu [27] proved that, for any fixed d ≥ 2, d-Set Cover does not admit kernels of size O(k d−3−ε ) for any ε > 0, unless NP ⊆ coNP/poly, where k is the size of the solution. Nevertheless, in the hardness proof for d-Set Cover given in [27] , the size of the universe of the constructed instance is equal to kd. Therefore, we can conclude that d-Set Cover does not admit kernels of size O(k d−3−ε ) for any ε > 0, unless NP ⊆ coNP/poly, where k is the size of the universe. Moreover, the results in [27] also rule out the existence of a bikernel, that is, a relaxed kernelization notion where the output instance is not necessarily of the same problem.
Given an instance (U, S, k, ) of d-Set Cover, where k is the size of the universe, we construct an instance (G, w, k ) of Dual Weighted Coloring as in the proof of Theorem 3. Note that G is indeed a split graph such that each vertex in the clique has at most d nonneighbors in the stable set, and recall that k = k( + 1) − . Since we may assume that ≤ k, it follows that k ≤ k 2 . Assume for contradiction that Dual Weighted Coloring restricted to this type of instances admits a kernel with O(k 
