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Abstract
In their celebrated paper [5], Erdo˝s and Hajnal asked the following: is it
true, that for any finite graph H there exists a constant c(H) such that for any
finite graph G, if G does not contain complete or empty induced subgraphs
of size at least |V (G)|c(H), then H can be isomorphically embedded into G ?
The positive answer has become known as the Erdo˝s-Hajnal conjecture.
In Theorem 3.20 of the present paper we settle this conjecture in the af-
firmative. To do so, we are studying here the fine structure of ultraproducts
of finite sets, so our investigations have a model theoretic character.
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1 Introduction
In their celebrated paper [5], Erdo˝s and Hajnal asked the following question: is
it true, that for any finite graph H there exists a constant c(H) such that for any
finite graph G, if G does not contain complete or empty induced subgraphs of size
at least |V (G)|c(H), then H can be isomorphically embedded into G ? The positive
answer has become known as the Erdo˝s-Hajnal conjecture.
It is known to be true for a few special cases. In [5] Erdo˝s and Hajnal proved
a somewhat weaker general result: for any finite graph H there exists a constant
c(H) such that for any finite graph G, if G does not contain complete or empty
induced subgraphs of size at least ec(H)
√
log2|V (G)|, then H can be isomorphically
embedded into G. It is also known from [6], that if G does not contain complete,
or empty induced bipartite subgraphs with both parts of size polynomial in |V (G)|,
∗Supported by Hungarian National Foundation for Scientific Research grant 113047.
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then H can be embedded into G. In [3] it was shown, that for k ≥ 4, the class
of k-uniform hypergraphs does not satisfy the natural generalization of the Erdo˝s-
Hajnal Conjecture. Further interesting related results can be found in [8]. For a
comprehensive survey we refer to [2] and the references therein.
In Theorem 3.20 of the present paper we settle the original conjecture in the
affirmative. The rest of the paper is devoted to work out the technical details
we need to prove Theorem 3.20, which is the main result of the paper. We are
studying here the fine structure of ultraproducts of finite sets, consequently, our
investigations have a model theoretic character. Our methods have been inspired
by nonstandard measure theory; however, our presentation does not refer to any
purely measure theoretic method or result. We note, that utilizing a more or less
same method, several results (in rather different areas) have been obtained recently.
In this respect we refer to [19], [22], [15] and [16].
The rest of the paper is organized as follows. In Section 2 we are recalling the
notions and methods we will need later. This section has a survey character in order
to keep the present paper self contained. In this section there are no new results. In
Section 3 we present all the proofs we need to derive Theorem 3.20, the main result
of the paper. As we mentioned, Theorem 3.20 settles the Erdo˝s-Hajnal conjecture
affirmatively. Finally, in Section 4 we present some problems which remained open.
Some of these problems can be regarded as certain generalizations of the Erdo˝s-
Hajnal conjecture, some other problems are related to the methods and results
presented in Section 3.
2 Preliminaries
We start by summing up our system of notation, which is mostly standard.
After this, we recall the notions and results we need to establish the proof of our
main theorem.
Throughout ω denotes the set of natural numbers and for every n ∈ ω we have
n = {0, 1, ..., n − 1}. Let A and B be sets. Then AB denotes the set of functions
whose domain is A and whose range is a subset of B. Moreover, <ωA is defined to be
<ωA = ∪n∈ωnA. In addition, |A| denotes the cardinality of A; if κ is a cardinal then
[A]κ denotes the set of subsets of A which are of cardinality κ and P(A) denotes the
power set of A, that is, P(A) consists of all subsets of A.
ℜ denotes the set of real numbers; ℜ+ denotes the set of positive real numbers.
In addition, ”log” denotes the logarithm function of base 2. Throughout we use
function composition in such a way that the rightmost factor acts first. That is, for
functions f, g we define f ◦ g(x) = f(g(x)).
If I is a set, Ai is a structure for all i ∈ I and F ⊆ P(I) is an ultrafilter, then∏
i∈I Ai/F denotes the ultraproduct of the Ai modulo F .
Graphs. By a graph we mean a simple, undirected graph G = 〈V (G), E(G)〉,
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where V (G) is the set of vertices of G (which may be finite or infinite) and E(G) is
the set of edges of G. Let X ⊆ V (G). Then Γ(X) denotes the set of vertices of G
connected to some elements of X :
Γ(X) = {a ∈ V (G) : (∃b ∈ X)(〈a, b〉 ∈ E(G))}.
If a ∈ V (G) then instead of Γ({a}) we will simply write Γ(a).
Ultratopologies. Now we recall some parts of [18] and [9]; for further related
results we also refer to [20].
Definition 2.1 Let 〈Ai : i ∈ I〉 be a sequence of arbitrary sets, let k ∈ ω and
let F be an ultrafilter over I. A k-ary relation X ⊆ k(Πi∈IAi/F) is defined to be
decomposable iff for each i ∈ I, there are Xi ⊆ kAi such that X = Πi∈IXi/F .
Decomposable relations may be characterized in terms of some topologies defined
naturally on ultraproducts.
Definition 2.2 Let k ∈ ω. Then a function ˆ : k(Πi∈IAi/F)→ k(Πi∈IAi) is defined
to be a k-dimensional choice function iff for all a¯ ∈ k(Πi∈IAi/F) we have a¯ = ˆ¯a/F .
For a given choice function ,ˆ a¯ ∈ k(Πi∈IAi/F) and X ⊆ k(Πi∈IAi/F) define
T (a¯, X) as follows:
T (a¯, X) = {i ∈ I : (∃b¯ ∈ X)(ˆ¯a(i) = ˆ¯b(i))}.
A set X ⊆ k(Πi∈IAi/F) is defined to be closed with respect to ,ˆ iff for all
a¯ ∈ k(Πi∈IAi/F) we have
T (a¯, X) ∈ F implies a¯ ∈ X .
Let ˆ be a fixed k-dimensional choice function. For completeness, we note, that
the family of k-ary relations X ⊆ k(Πi∈IAi/F) closed with respect to ,ˆ is the family
of all closed sets of a topological space on k(Πi∈IAi/F). These spaces are called
ultratopologies.
By Theorem 3.8 of [18] a k–ary relation X on an ultraproduct A = Πi∈IAi/F
is decomposable if and only if there is a k–dimensional ultratopology on A under
which X is clopen, see also Theorem 2.1 and Corollary 2.2 in [9]. For further details
we refer to [18] and [9].
Lower Cofinalities of Ultrafilters. Suppose F ⊆ P(I) is an ultrafilter and
let κ be a regular cardinal. The natural order of κ is the ordering relation of ordi-
nals restricted to κ; it will be denoted by <κ. An element a ∈ Iκ/F is defined to be
unbounded iff for all n ∈ κ we have {i ∈ I : aˆ(i) ≥ n} ∈ F . Recall Definition VI.3.5
from [21]: the lower cofinality lcf(κ,F) is the smallest cardinality λ such that there
exists a λ-sized set of unbounded elements of Iκ/F which is unbounded from below
(according to the ultraproduct-order I <κ /F of the natural order <κ of κ).
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3 Proofs
In this section we present the lemmas and their proofs we need to establish our
main result: Theorem 3.20.
Throughout I is a set, Ai = {0, 1, ..., |Ai| − 1} is a finite set (that is, Ai is an
initial segment of the set of natural numbers), Gi = 〈Ai, Ei〉 is a simple, undirected
graph for all i ∈ I and F ⊆ P(I) is a nonprincipal ultrafilter on I. In addition,
A =
∏
i∈I Ai/F and G =
∏
i∈I Gi/F . Throughout the paper we tacitly assume, that
the ultraproduct A is infinite. To denote the vertex set of Gi, in place of Ai, we may
write V (Gi), as well.
Lemma 3.1 There exists a sequence 〈fα ∈ Iω : α < lcf(ℵ0,F)〉 such that the
following propositions hold for all α, β < lcf(ℵ0,F) and n ∈ ω.
(i) fα is unbounded, that is, {i ∈ I : fα(i) ≥ n} ∈ F ;
(ii) α < β implies fβ <F fα, that is, {i ∈ I : fβ(i) < fα(i)} ∈ F ;
(iii) for all unbounded h ∈ Iω there exists α < lcf(ℵ0,F) with fα <F h.
Proof. Let {gα : α < lcf(ℵ0,F)} be a cofinal subset of the set of unbounded el-
ements of Iℵ0/F (ordered by the reverse of the ultrapower of the natural ordering
of ω). We define the sequence 〈fα ∈ Iω : α < lcf(ℵ0,F)〉 by transfinite recursion
as follows. Suppose γ < lcf(ℵ0,F) and for any α < γ the function fα has already
been defined such that the following stipulations are satisfied:
(a) fα is unbounded;
(b) α < β < γ implies fβ <F fα;
(c) α < β < γ implies fβ <F gα.
Let F = {fα, gα : α < γ}. Since γ < lcf(ℵ0,F), it follows, that |F | < lcf(ℵ0,F),
hence, there exists an unbounded fγ ∈ Iω which is a lower bound of the set F .
Clearly, (a)-(c) remain true. In this way the sequence 〈fα ∈ Iω : α < lcf(ℵ0,F)〉
can be completely built up. Clearly, (a) implies (i) and (b) implies (ii). Since
{gα : α < lcf(ℵ0,F)} is cofinal, (c) implies (iii).
Definition 3.2 Let B be a set. A function X : <ω2 → P(B) is defined to be a
Hausdorff scheme over B iff the following stipulations are satisfied for all p ∈ <ω2:
Xp⌢0 ∩Xp⌢1 = ∅;
Xp⌢0, Xp⌢1 ⊆ Xp.
Thus, a Hausdorff scheme is an infinite binary tree whose vertices are colored with
certain subsets of B. Above, and thereafter we write Xp instead of X(p).
A Hausdorff scheme over A is defined to be decomposable iff Xp is a decomposable
subset of A for any p ∈ <ω2.
Definition 3.3 Let Y = 〈Yi, i ∈ I〉/F be a decomposed subset of A. If |Yi| ≥ 1 and
|Ai| ≥ 2, then the size µi(Y ) of Y at i is defined to be
µi(Y ) =
log(|Yi|)
log(|Ai|) .
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Definition 3.4 Let X = 〈Xi : i ∈ I〉/F be a decomposable subsets of A. X is
defined to be big iff there exists c ∈ ℜ+ such that
(∗) {i ∈ I : |Xi| ≥ |Ai|c} ∈ F .
We note, that although a decomposable X ⊆ A may have several different decompo-
sitions, the truth of (∗) does not depend on the particular choice of the decomposition
〈Xi : i ∈ I〉/F .
In addition, X is defined to be small iff it is (decomposable and) not big.
Definition 3.5 Let X = 〈Xp : p ∈ <ω2〉 be a decomposed Hausdorff scheme of A.
Then the depth δi(X) of X at i is defined to be
δi(X) = max{k ∈ ω : (∀p ∈ k2)((Xp)i 6= ∅)}).
Definition 3.6 Suppose 〈fα ∈ Iω : α < lcf(ℵ0,F)〉 is a sequence of unbounded
functions satisfying the consequences of Lemma 3.1. Let Y = 〈Yi, i ∈ I〉/F and
Z = 〈Zi, i ∈ I〉/F be decomposable subsets of A and let α < lcf(ℵ0,F). Then Z is
defined to be α-close to Y iff
{i ∈ I : µi(Z) ≥ µi(Y )− fα(i)
log(|Ai|)} ∈ F .
Remark 3.7 Keeping the notation introduced in the above definitions, we make
the following remarks.
(1) Note, that for all i ∈ I we have |Yi| = |Ai|µi(|Yi|). Consequently, Y is big iff
there exists c ∈ ℜ+ such that
{i ∈ I : µi(X) ≥ c} ∈ F .
(2) Combining the facts, that Ai is finite and (Xp)i ⊇ (Xp⌢t)i for any t ∈ 2, one
concludes that the set
{k ∈ ω : (∀p ∈ k2)((Xp)i 6= ∅)}
is finite, hence it has a maximum.
(3) Note, that α-closeness is not a symmetric notion.
Let X = 〈Xp : p ∈ <ω2〉 be a decomposable Hausdorff scheme of A. For i ∈ I we
say, that Ti ⊆ Ai is a transversal set at i iff there exists l ∈ ω such that for all p ∈ l2
we have |Ti ∩ (Xp)i| = 1. In addition, we say, that T ⊆ A is a transversal set of X
iff T = 〈Ti : i ∈ I〉/F is decomposable and {i ∈ I : Ti is a transversal set at i} ∈ F .
Definition 3.8 Let n ∈ ω. A function Z : ≤n2→ P(Ai) is defined to be a separating
tree of height n in Gi iff for all p 6= q ∈ <n2 and i ∈ 2 we have
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(a) Zp⌢i ⊆ Zp 6= ∅;
(b) Zp⌢0 ∩ Zp⌢1 = ∅;
(c) either (
∀a ∈ Zp⌢0
)(
∀b ∈ Zp⌢1
)
〈a, b〉 ∈ E(Gi)
or (
∀a ∈ Zp⌢0
)(
∀b ∈ Zp⌢1
)
〈a, b〉 6∈ E(Gi).
Above, and sometimes thereafter we write Zp instead of Z(p).
Lemma 3.9 Let X = 〈Xp : p ∈ <ω2〉 be a decomposed Hausdorff scheme of A.
Suppose, there exists c ∈ ℜ+ such that
I0 := {i ∈ I : δi(X) ≥ c · log(|Ai|)} ∈ F .
Then there exists a big T ⊆ A which is a transversal set of X.
Proof. Clearly, for each i ∈ I0 there exists Ti ⊆ Ai such that for all p ∈ δi(X)2
we have |Ti ∩ (Xp)i| = 1. Then, by definition, Ti is a transversal set at i, hence
T := 〈Ti : i ∈ I〉/F is a transversal set of X . It remains to show, that T is big.
To do so, let i ∈ I0 be arbitrary, and observe, that
|Ti| = 2δi(X) ≥ 2c·log(|Ai|) = |Ai|c.
Consequently, T is big, as desired.
Lemma 3.10 Suppose 〈fα ∈ Iω : α < lcf(ℵ0,F)〉 is a sequence of unbounded
functions satisfying the consequences of Lemma 3.1. Suppose, that if X ⊆ V (G) is
decomposable and G|X is either a complete or empty graph, then X is small.
Then there exists α < λ := lcf(ℵ0,F) with the following property. If X ⊆ V (G)
is big, then there exists X ′ ⊆ X such that
(i) X ′ is big;
(ii) if V,W ⊆ X ′ are disjoint and α-close to X ′, then there are a, a′ ∈ V and
b, b′ ∈ W such that 〈a, b〉 ∈ E(G) and 〈a′, b′〉 6∈ E(G).
In addition, the function ε : I → ℜ, ε(i) := log(|Ai|)
fα(i)
is unbounded.
Proof. For each i ∈ I let us fix a separating tree Zi at Gi with largest possible
height g(i) (such a separating tree with largest height exists because Ai is finite).
For each p ∈ <ω2 and i ∈ I let
(Xp)i =
{
Zi(p) if Zi(p) is defined,
∅ otherwise.
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Then X := 〈(Xp)i : i ∈ I〉/F : p ∈ <ω2〉 is a decomposed Hausdorff scheme such
that for all i ∈ I we have δi(X) = g(i).
We claim, that for all c ∈ ℜ+ we have
(∗) {i ∈ I : g(i) ≤ c · log(|Ai|)} ∈ F .
To see this, first we define a coloration ti :
<g(i)2 → 2 of the non-terminal nodes of
Zi as follows. For any i ∈ I and p ∈ <g(i)2 let ti(p) = 0 iff Zi satisfies the first case of
Definition 3.8 (c) and let ti(p) = 1 otherwise. Then, by (the proof of) Lemma 6.7.9
of [11] there exists a complete subtree Z ′i of Ti with height at least g(i)/2− 1 which
is monochromatic under ti. Let t
′
i be the color for which T
′
i is monochromatic. Then
there exists t ∈ 2 and J ∈ F such that for all i ∈ J we have t′i = t.
Now, assume, seeking a contradiction, that (∗) does not hold, that is, there exists
c ∈ ℜ+ such that
L := {i ∈ I : δi(X) ≥ c · log(|Ai|)} ∈ F .
For each p ∈ <ω2 and i ∈ I let
(X ′p)i =
{
Z ′i(p) if Z
′
i(p) is defined,
∅ otherwise.
Then X ′ := 〈(X ′p)i : i ∈ I〉/F : p ∈ <ω2〉 is a decomposed Hausdorff schema such
that for all i ∈ L ∩ J ∩ {i ∈ I : c · log(|Ai|) ≥ 6} ∈ F we have
δi(X
′) ≥ δi(X)
2
− 1 ≥ c · log(|Ai|)
2
− 1 ≥ c · log(|Ai|)
3
.
Hence, by Lemma 3.9 there exists a big set T = 〈Ti : i ∈ I〉/F transversal to X ′. It
follows, that for any i ∈ J , if t = 0 then Ti spans a complete subgraph of Gi and if
t = 1 then Ti spans an empty subgraph of Gi. Since T is big, both cases contradict
to the assumptions of the Lemma. Hence (∗) holds, as desired.
Because of (∗), the function i 7→ log(|Ai|)
g(i)
is unbounded. Therefore, there exists
α < λ such that
I0 := {i ∈ I : fα(i) ≤
√√√√ log(|Ai|)
g(i)
} ∈ F .
We claim, that this α satisfies the conclusion of the lemma. First observe, that the
function ε(i) = log(|Ai|)
fα(i)
is unbounded, because for all i ∈ I0 we have
log(|Ai)|)
fα(i)
≥
√
g(i) · log(|Ai|)
and the latter function is clearly unbounded (because the second factor of the right
hand side is unbounded by assumption).
To check the remaining part of the statement of the present lemma, let X ⊆ A be
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big. A separating tree Zi :
≤n2→ P(Ai) at Gi will be called α-large iff Zi(〈〉) = Xi
and for all p ∈ <n2 and r ∈ 2 we have µi(Zi(p⌢r)) ≥ µi(Zi(p)) − fα(i)log(|Ai|) . For each
i ∈ I choose an α-large separating tree Zi at Gi with largest possible height h(i).
Since the height of Zi is largest possible, it follows, that for any i ∈ I there exists
pi ∈ h(i)2 such that
(∗∗) if V,W ⊆ Zi(pi) are disjoint and
µi(V ) ≥ µi(Zi(p))− fα(i)
log(|Ai|) , µi(W ) ≥ µi(Zi(p))−
fα(i)
log(|Ai|)
then there are a, a′ ∈ A and b, b′ ∈ B such that 〈a, b〉 ∈ E(Gi) and 〈a′, b′〉 6∈ E(Gi).
Let X ′i = Zi(pi) and let X
′ = 〈X ′i : i ∈ I〉/F . We claim, that this X ′ satisfies
the conclusion of the present Lemma. Combining (∗∗) and the  Los´ Lemma, it fol-
lows, that X ′ satisfies (ii) of the present lemma. It remains to show (i). X ′ is big
because X is big and hence
I1 := {i ∈ I0 :
√√√√ g(i)
log(|Ai|) ≤
µi(X)
2
} ∈ F .
Moreover, for all i ∈ I1 ⊆ I0 we have
µi(X
′) ≥ µi(X)− h(i)fα(i)
log(|Ai|) ≥ µi(X)−
g(i)fα(i)
log(|Ai|)
i∈I0≥
µi(X)− g(i)
log(|Ai|) ·
√√√√ log(|Ai|)
g(i)
= µi(X)−
√√√√ g(i)
log(|Ai)
i∈I1≥ µi(X)
2
.
The following definition is motivated by Keisler’s limit ultrapower and limit
ultraproduct constructions, see [12] and [13]. Our version below is slightly different,
so instead of recalling Keisler’s original construction, below we are examining our
variant which seems to be more adequate for the purposes of the present paper.
Definition 3.11 Suppose n ∈ ω and A ⊇ Yk = 〈(Yk)i : i ∈ I〉/F are decomposed
relations for all k < n. Then the canonical equivalence relation
Θ = Θ(〈〈Gi, (Yk)i〉k<n : i ∈ I〉)
is defined to be
{〈i, j〉 ∈ I × I : Gi = Gj , (∀k < n)((Yk)i = (Yk)j)}.
8
In addition, if ˆ is a choice function on A and Θ is an equivalence relation on I
then the substructure A|Θ is defined to be
A|Θ = {s ∈ A : (∃J ∈ F)(∀i, j ∈ J)(〈i, j〉 ∈ Θ⇒ sˆ(i) = sˆ(j))}.
Note, that A|Θ does not depend on the particular choice of .ˆ
Lemma 3.12 Suppose U = 〈Ui : i ∈ I〉/F and V = 〈Vi : i ∈ I〉/F are decomposed
subsets of A. Suppose Θ is an equivalence relation on I contained by the the canon-
ical equivalence relation of 〈〈Ai, Ui, Vi〉 : i ∈ I〉.
(1) If there exist a ∈ U and b ∈ V such that 〈a, b〉 ∈ E(A) then there exists
a′ ∈ U ∩ A|Θ, b′ ∈ V ∩ A|Θ with 〈a′, b′〉 ∈ E(A).
(2) If there exist a ∈ U and b ∈ V such that 〈a, b〉 6∈ E(A) then there exists
a′ ∈ U ∩ A|Θ, b′ ∈ V ∩ A|Θ with 〈a′, b′〉 6∈ E(A).
Proof. First we show (1). Let ˆ be any choice function on A. Assume a ∈ U and
b ∈ V are such that 〈a, b〉 ∈ E(A). Let
J := {i ∈ I : 〈aˆi, bˆi〉 ∈ E(Ai), aˆi ∈ Ui, bˆi ∈ Vi}.
Because of the assumptions, J ∈ F . For any e ∈ I/Θ let e∗ ∈ e be a representative
of e such that if e ∩ J 6= ∅ then e∗ ∈ J also holds. For any i ∈ I let
a′i =
{
aˆ(i/Θ)∗ if (i/Θ)
∗ ∈ J ,
aˆi otherwise
and similarly, let
b′i =
{
bˆ(i/Θ)∗ if (i/Θ)
∗ ∈ J ,
bˆi otherwise.
Finally, let a′ = 〈a′i : i ∈ I〉/F and let b′ = 〈b′i : i ∈ I〉/F . Then J witnesses
a′, b′ ∈ A|Θ and clearly, (by the assumptions on Θ) we have a′ ∈ U , b′ ∈ V and
〈a′, b′〉 ∈ E(A). This completes the proof of (1).
(2) can be proved completely similarly; as an alternative proof, one can apply
(1) directly to the complementer graph of A.
Lemma 3.13 Suppose Θ is an equivalence relation on I with countably many equiv-
alence classes which is contained in the canonical equivalence relation of 〈Ai : i ∈ I〉.
Then |A|Θ| ≤ 2ℵ0.
Proof. For any e ∈ I/Θ let e∗ ∈ e be a fixed representative. Let
B = ∏
e∈I/Θ
Ae∗.
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Since Θ has countably many equivalence classes, |B| ≤ 2ℵ0. For any s ∈ B and
i ∈ I let s′i = si/Θ and let f(s) = 〈s′i : i ∈ I〉/F . Then it is easy to check, that
f : B → A|Θ is well defined and surjective; this completes the proof.
Recall, that an ultrafilter F is defined to be κ-regular iff it contains a point-finite
subset of cardinality κ, that is, F is κ-regular iff there exists E ∈ [F ]κ such that for
all i ∈ I the set ν(i) := {e ∈ E : i ∈ e} is finite. For further details we refer the
reader to Section 4.3 of [1].
Recall also, that for a cardinal κ the ultrafilter F is defined to be κ-good, if for
all f : [κ]<ℵ0 → F there exists g : [κ]<ℵ0 → F such that for all s, z ∈ [κ]<ℵ0 we
have g(s) ⊆ f(s) and g(s ∪ z) = g(s) ∩ g(z). The function g is called an “additive
refinement” of f . We refer to [1] or [21] as standard references for good ultrafilters.
Lemma 3.14 below is a special case of Lemmas 8.7 and 8.8 of [14] which uses
a quite different terminology. Therefore we include here (a rather standard) proof.
For closely related results we refer to the more recent [17], as well.
Lemma 3.14 Suppose F ⊆ P(I) is ℵ1-incomplete and κ+-good. Then F is κ-
flexible, that is, if f ∈ Iω is unbounded modulo F then there exists a point finite
E ∈ [F ]κ such that, for any i ∈ I we have
|{e ∈ E : i ∈ e}| ≤ f(i).
Proof. Let f ∈ Iω be an unbounded function (modulo F). Since F is countably
incomplete, there exists a decreasing sequence 〈In : n ∈ ω〉 such that In ∈ F for all
n ∈ ω and ∩n∈ωIn = ∅. For any w ∈ [κ]<ℵ0 let
h(w) = I|w| ∩ {i ∈ I : f(i) ≥ |w|}.
Since F is κ+-good, it follows, that there exists an additive refinement g : [κ]<ω → F
of h. In addition, for any i ∈ I let ν(i) = {α ∈ κ : i ∈ g({α})}. Let i ∈ I be fixed,
and assume α0, ..., αn−1 ∈ ν(i). Then
(∗) i ∈ g({α0}) ∩ ... ∩ g({αn−1}) = g({α0, ..., αn−1}) ⊆ h({α0, ..., αn−1}).
Combining this with the definition of h, we obtain f(i) ≥ n. For any α < κ let
eα = g({α}). Then (∗) shows, that α 7→ eα is a finite-to-one mapping, hence
E := {eα : α < κ} ∈ [F ]κ. It is also easy to see, that by (∗), E is point finite,
moreover, satisfies the other part of the statement.
Definition 3.15 Suppose X0, ..., Xn−1 ⊆ A are decomposable. Then the point a =
〈ai : i ∈ I〉/F ∈ A is defined to be 〈X0, ..., Xn−1〉-generic iff there exists c ∈ ℜ+ such
that for all j < n we have
{i ∈ I : |(Xj)i ∩ Γ(ai)|, |(Xj)i − Γ(ai)| ≥ c · |(Xj)i|} ∈ F .
10
Lemma 3.16 Let λ := lcf(ℵ0,F). Suppose 〈fα ∈ Iω : α < λ〉 is a sequence of
unbounded functions satisfying the consequences of Lemma 3.1. Assume F is ℵ1-
incomplete and (2ℵ0)+-good.
Suppose X ′ and α satisfy (i) and (ii) of Lemma 3.10. Suppose Y0, ..., Yn ⊆ X ′
are disjoint, decomposable sets such that there exists c ∈ ℜ+ with
I ′ := {i ∈ I : |(Y0)i|, ..., |(Yn)i| ≥ c · |X ′i|} ∈ F .
Then
(∗) for all β < λ there exists aβ ∈ Yn such that for all j < n we have
{i ∈ I : |(Yj)i ∩ Γ((aˆβ)i)| ≥ 1
fβ(i)
· |(Yn)i|} ∈ F and
{i ∈ I : |(Yj)i − Γ((aˆβ)i)| ≥ 1
fβ(i)
· |(Yn)i|} ∈ F .
Proof. Fix a choice function ˆ : A → ∏i∈I Ai and for all j ≤ n fix decompositions
Yj = 〈(Yj)i : i ∈ I〉/F . Assume, seeking a contradiction, that (∗) is not true and fix
β < λ showing this. For all i ∈ I and j < n define V (i, j, 0), V (i, j, 1) ⊆ Ai to be
V (i, j, 0) := {a ∈ (Yn)i : |(Yj)i ∩ Γ(a)| < 1
fβ(i)
· |(Yn)i|}
and
V (i, j, 1) := {a ∈ (Yn)i : |(Yj)i − Γ(a)| < 1
fβ(i)
· |(Yn)i|}.
Let I0 := {i ∈ I ′ : (Yn)i = ∪j<n,k∈2V (i, j, k)}. Then I0 ∈ F (because otherwise,
for any i ∈ I − I0 ∈ F there would exist ai ∈ (Yn)i − ∪j<n,k∈2V (i, j, k) so for all
i ∈ I − I0 and j < n we would have
|(Yj)i ∩ Γ(ai)| ≥ |(Yn)i|
fβ(i)
and |(Yj)i − Γ(ai)| ≥ |(Yn)i|
fβ(i)
contradicting to our indirect assumption). By elementary counting, for any i ∈ I0
there exist ji < n and ki ∈ 2 with |V (i, ji, ki)| ≥ 12n |(Yn)i|. In addition, there exist
j∗ < n and k∗ ∈ 2 such that
I1 := {i ∈ I0 : j∗ = ji, k∗ = ki} ∈ F .
For any i ∈ I let g(i) be the largest integer number which is smaller (or equal)
with
√
fβ(i). By the assumptions of the present lemma, Lemma 3.14 may be applied:
there exists a family {eβ : β < 2ℵ0} ⊆ F such that for all i ∈ I we have
|{β < 2ℵ0 : i ∈ eβ}| ≤ g(i).
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Let Θ be the canonical equivalence relation of 〈Ai, V (i, j∗, k∗), (Yj∗)i〉)i∈I . By
Lemma 3.13 we have |A|Θ| ≤ 2ℵ0 . Fix an enumeration A|Θ = {aγ : γ < 2ℵ0}.
For all i ∈ I1 define Wi ⊆ Ai as follows
Wi :=


(Yj∗)i − ∪{Γ((aˆγ)i) : γ < 2ℵ0 , i ∈ eγ , (aˆγ)i ∈ V (i, j∗, k∗)} if k∗ = 0,
(Yj∗)i − ∪{(Yj∗)i − Γ((aˆγ)i) : γ < 2ℵ0 , i ∈ eγ , (aˆγ)i ∈ V (i, j∗, k∗)} if k∗ = 1.
Next, we show, that
for any i ∈ I2 := I1 ∩ {i ∈ I : |(Yn)i|√
fβ(i)
≤ 1
2
|(Yj∗)i|} we have |Wi| ≥ 12 |(Yj∗)i|.
To check this, fix i ∈ I2. We proceed by a case distinction.
Case 1: k∗ = 0. Then, on one hand, for any b ∈ V (i, j∗, 0) we have
|(Yj∗)i ∩ Γ(b)| ≤ 1
fβ(i)
|(Yn)i|
and on the other hand
|{γ < 2ℵ0 : i ∈ eγ}| ≤
√
fβ(i).
Combining the last two estimations, we obtain
| ∪ {(Yj∗)i ∩ Γ((aˆγ)i) : γ < 2ℵ0 , i ∈ eγ , (aˆγ)i ∈ V (i, j∗, 0)}| ≤
√
fβ(i)
fβ(i)
|(Yn)i|
i∈I2≤ 1
2
|(Yj∗)i|.
Therefore
|Wi| = |(Yj∗)i − ∪{Γ((aˆγ)i) : γ < 2ℵ0 , i ∈ eγ , (aˆγ)i ∈ V (i, j∗, k∗)}| =
|(Yj∗)i − ∪{(Yj∗)i ∩ Γ(aˆγ)i : γ < 2ℵ0 , i ∈ eγ , (aˆγ)i ∈ V (i, j∗, k∗)}| ≥
1
2
|(Yj∗)i|,
as desired.
Case 2: k∗ = 1. This case can be treated analogously. On one hand, for any
b ∈ V (i, j∗, 1) we have
|(Yj∗)i − Γ(b)| ≤ 1
fβ(i)
|(Yn)i|
and on the other hand
|{γ < 2ℵ0 : i ∈ eγ}| ≤
√
fβ(i).
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Combining the last two estimations, we obtain
| ∪ {(Yj∗)i − Γ((aˆγ)i) : γ < 2ℵ0 , i ∈ eγ, (aˆγ)i ∈ V (i, j∗, 1)}| ≤
√
fβ(i)
fβ(i)
|(Yn)i|
i∈I2≤ 1
2
|(Yj∗)i|.
Therefore
|Wi| = |(Yj∗)i − ∪{(Yj∗)i − Γ((aˆγ)i) : γ < 2ℵ0, i ∈ eγ , (aˆγ)i ∈ V (i, j∗, k∗)}| ≥
1
2
|(Yj∗)i|,
as desired.
Summing up, V := 〈V (i, j∗, k∗) : i ∈ I2〉/F and W := 〈Wi : i ∈ I2〉/F satisfy the
following:
• V ∩W = ∅ (because V ⊆ Yn and W ⊆ Yj∗);
• there exist cv, cw ∈ ℜ+ such that
IV := {i ∈ I : |V (i, j∗, k∗)| ≥ cv · |(X)′i|} ∈ F and
IW := {i ∈ I : |Wi| ≥ cw · |X ′i|} ∈ F .
This implies, that V and W are α-close to X ′ because of the following. By Lemma
3.10, the function ε : I → ℜ, ε(i) := log(|Ai|)
fα(i)
is unbounded. Hence, for any i ∈ IV
we have
µi(V (i, j
∗, k∗)) =
log(|V (i, j∗, k∗)|)
log(|Ai|) ≥
log(cv · |(X)′i|)
log(|Ai|) ≥
µi(|X ′i|) +
log(cv)
log(|Ai|) ≥ µi(|X
′
i|)−
fα(i)
log(|Ai|)
and similarly for W .
• In addition, if k∗ = 0 then for any a ∈ V, b ∈ W we have 〈a, b〉 6∈ E(G) because
of the following. Suppose, seeking a contradiction, that a ∈ V, b ∈ W and 〈a, b〉 ∈
E(G). Let Θ∗ be the canonical equivalence relation of 〈Ai, V (i, j∗, k∗), Wi, (Yj∗)i〉)i∈I .
Clearly, Θ∗ ⊆ Θ. Then, we apply Lemma 3.12 (1) to V,W and Θ∗ and obtain
a′ ∈ V ∩ A|Θ, b′ ∈ W ∩ A|Θ such that 〈a′, b′〉 ∈ E(G). By construction, there exists
γ < 2ℵ0 such that a′ = aγ and b
′ ∈ Γ(aγ), particularly, for all
i ∈ eγ ∩ {i ∈ I : 〈aˆ′i, bˆ′i〉 ∈ E(Gi), aˆ′i ∈ V (i, j∗, k∗)} ∈ F
we have bˆ′i 6∈ Wi, so b′ 6∈ W , which is a contradiction. Completely similarly, if
k∗ = 1, then for any a ∈ V, b ∈ W we have 〈a, b〉 ∈ E(G). So either there are no
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edges between V and W (this holds if k∗ = 0), or there are no non-edges between
V and W (this holds if k∗ = 1).
These stipluations together contradict to the assumption, that X ′ satisfies (i)
and (ii) of Lemma 3.10. This contradiction completes the proof.
Lemma 3.17 Let λ := lcf(ℵ0,F). Suppose 〈fα ∈ Iω : α < λ〉 is a sequence of
unbounded functions satisfying the consequences of Lemma 3.1. Assume F is ℵ1-
incomplete, λ-regular and (2ℵ0)+-good.
Suppose X ′ and α satisfy (i) and (ii) of Lemma 3.10. Suppose Y0, ..., Yn ⊆ X ′
are disjoint, decomposable sets such that there exists c ∈ ℜ+ with
I0 := {i ∈ I : |(Y0)i|, ..., |(Yn)i| ≥ c · |X ′i|} ∈ F .
Then there exists a ∈ Yn which is 〈Y0, ..., Yn−1〉-generic.
Proof. Fix a choice function ˆ : A→ ∏i∈I Ai. By assumption, F is λ-regular: there
exists a family {J ′β : β < λ} ⊆ F such that for all i ∈ I the sets {β < λ : i ∈ J ′β}
are finite. Shrinking J ′β if necessary, we may (and will) assume, that for all i ∈ J ′β
we have fβ(i) ≥ 1. By (∗) of Lemma 3.16, for all β < λ there exists aβ ∈ Yn such
that for all j < n we have
J ′′β := {i ∈ I : |(Yj)i ∩ Γ((aˆβ)i)| ≥
1
fβ(i)
· |(Yn)i|} ∈ F and
J ′′′β := {i ∈ I : |(Yj)i − Γ((aˆβ)(i))| ≥
1
fβ(i)
· |(Yn)i|} ∈ F .
For all β < λ let
Jβ := J
′
β ∩ J ′′β ∩ J ′′′β ∩ {i ∈ I : (aˆβ)i ∈ (Yn)i}
and for any i ∈ I let ν(i) := {β < λ : i ∈ Jβ}. By construction, for each i ∈ I we
have
|ν(i)| ≤ |{β ∈ λ : i ∈ J ′β}|
hence each ν(i) is finite. Note, that by the “shrinking step” of the construction of
the J ′β, it follows, that for all i ∈ I and ρ ∈ ν(i) we have fρ(i) ≥ 1. For each i ∈ I
let ̺(i) ∈ ν(i) be such that
f̺(i)(i) = min{fβ(i) : β ∈ ν(i)} (≥ 1)
and let ai = aˆ̺(i)(i). Clearly, a := 〈ai : i ∈ I〉/F ∈ Yn. We claim, that
(∗∗) for all β < λ and j < n we have
{i ∈ I : |(Yj)i ∩ Γ(ai)| ≥ 1
fβ(i)
· |(Yn)i|} ∈ F and
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{i ∈ I : |(Yj)i − Γ(ai)| ≥ 1
fβ(i)
· |(Yn)i|} ∈ F .
To show this, fix β < λ and j < n. Let i ∈ Jβ be arbitrary. Then β ∈ ν(i)
and hence
|(Yj)i ∩ Γ(ai)| = |(Yj)i ∩ Γ((aˆ̺(i))i)| ≥ 1
f̺(i)(i)
· |(Yn)i| ≥ 1
fβ(i)
· |(Yn)i|
and similarly,
|(Yj)i − Γ(ai)| = |(Yj)i − Γ((aˆ̺(i))i)| ≥ 1
f̺(i)(i)
· |(Yn)i| ≥ 1
fβ(i)
· |(Yn)i|.
So (∗∗) has been established.
For any i ∈ I let
γi := max{ |(Yn)i||(Yj)i ∩ Γ((aˆ)i)| ,
|(Yn)i|
|(Yj)i − Γ((aˆ)i)| : j < n}.
It follows from (∗∗) that for any β < λ we have {i ∈ I : γi < fβ(i)} ∈ F . Therefore,
by the definition of lower cofinality, there exists m ∈ ω with {i ∈ I : γi ≤ m} ∈ F .
Increasing m if necessary, we may (and will) assume m ≥ 1 (that is, m 6= 0). So,
for all j < n we have
{i ∈ I : |(Yj)i ∩ Γ((aˆ)i)|, |(Yj)i − Γ((aˆ)i)| ≥ 1
m
|(Yn)i|} ∈ F
as desired.
Theorem 3.18 Let λ := lcf(ℵ0,F). Suppose 〈fα ∈ Iω : α < λ〉 is a sequence of
unbounded functions satisfying the consequences of Lemma 3.1. Assume F is ℵ1-
incomplete, λ-regular and (2ℵ0)+-good.
Suppose X ′ and α satisfy (i) and (ii) of Lemma 3.10. Suppose Y0, ..., Yn−1 ⊆ X ′
are disjoint, decomposable sets such that there exists c ∈ ℜ+ with
{i ∈ I : |(Y0)i|, ..., |(Yn−1)i| ≥ c · |X ′i|} ∈ F .
If H = 〈n,E(H)〉 is a (finite) graph on n vertices then there exists a function
̺ : n→ V (G) such that for any i < n we have ̺(i) ∈ Yi and ̺ isomorphically embeds
H into G.
Proof. We apply induction on the number of vertices of H. If H has only one
vertex, then the statement is trivial. Now assume, that H has n vertices and the
theorem is true for any graph having at most n − 1 vertices. Let H′ = H|(n−1) be
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the subgraph of H induced by its first n − 1 vertices. By Lemma 3.17 there exists
a ∈ Yn−1 which is 〈Y0, ..., Yn−2〉-generic. For any i < n− 1 let
Y ′i =
{
Yi ∩ Γ(a) if 〈i, n− 1〉 ∈ E(H),
Yi − Γ(a) otherwise.
Since a is 〈Y0, ..., Yn−2〉-generic, there exists c′ ∈ ℜ+ such that
{i ∈ I : |(Y ′0)i|, ..., |(Y ′n−2)i| ≥ c′ · |X ′i|} ∈ F .
Applying the induction hypothesis to H′ and to 〈Y ′0 , ..., Y ′n−2〉, we obtain a function
̺′ : (n− 1)→ A such that ̺′(i) ∈ Y ′i for all i < n− 1 and ̺′ isomorphically embeds
H′ into G. Let ̺ = ̺′ ∪ {〈n− 1, a〉}, that is, let ̺ be the extension of ̺′ that maps
the last vertex of H onto a. It is easy to see, that ̺ embeds H into G such that
̺(i) ∈ Yi holds for all i < n.
Lemma 3.19 There exist a set I and an ultrafilter F ⊆ P(I) which is lcf(ℵ0,F)-
regular, ℵ1-incomplete and (2ℵ0)+-good.
Proof. By Theorem VI.3.3.12 of [21] there exists a regular ultrafilter F0 on (2ℵ0)+
such that lcf(ℵ0,F) = (2ℵ0)+. In addition, by Theorem VI.3.3.1 of [21] there exists
a good (in fact, (2ℵ0)+-good), ℵ1-incomplete ultrafilter F1 on 2ℵ0 . Let
I := (2ℵ0)+ × 2ℵ0 , F := F0 ×F1.
Then, by Lemma VI.3.3.7 (1) of [21], F is (2ℵ0)+-regular (hence, F is also ℵ1-
incomplete) and Lemma VI.3.3.7 (2) implies, that F is (2ℵ0)+-good. To complete
the proof, it is enough to show, that
(∗) lcf(ℵ0,F) ≤ (2ℵ0)+.
To do so, assume, that 〈fα ∈ (2ℵ0 )+ω : α < (2ℵ0)+〉 is an unbounded sequence
of unbounded functions modulo F0. By Lemma 3.1 we may assume, that for all
β < α < (2ℵ0)+ we have
(∗∗) {i ∈ (2ℵ0)+ : fβ(i) > fα(i)} ∈ F0.
For each α < (2ℵ0)+ define the function f ′α : (2
ℵ0)+ × 2ℵ0 → ω to be f ′α(j, i) = fα(j)
for all i ∈ 2ℵ0 and j ∈ (2ℵ0)+. Clearly, each f ′α is an unbounded function modulo
F . To prove (∗), it is enough to show, that 〈f ′α : α < (2ℵ0)+〉 is unbounded modulo
F . Let a ∈ (2ℵ0 )+×2ℵ0ω be arbitrary which is unbounded modulo F . Then, for any
i < 2ℵ0 there exists αi < (2
ℵ0)+ such that
{j < (2ℵ0)+ : fαi(j) ≤ a(j, i)} ∈ F0.
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Let α = sup{αi : i < 2ℵ0}. Since (2ℵ0)+ is regular, α < (2ℵ0)+. Then, by (∗∗) we
have f ′α+1 < a modulo F , hence a/F is not a lower bound of 〈f ′α : α < (2ℵ0)+〉.
Since a was arbitrary, the sequence 〈f ′α : α < (2ℵ0)+〉 is unbounded modulo F , hence
(∗) holds, as desired.
Theorem 3.20 For each finite graph H there exists a constant c(H) ∈ ℜ+ with
c(H) ≤ 1 such that for any finite graph G∗ the following holds: if G∗ has n vertices
and does not contain complete and empty induced subgraphs of size nc(H) then H can
be isomorphically embedded into G∗.
Proof. Let H be a finite graph and assume, seeking a contradiction, that for any
c ∈ ℜ+, c ≤ 1 there exists a finite graph Gc such that Gc does not contain complete
and empty induced subgraphs of size |V (Gc)|c, but H cannot be isomorphically em-
bedded into Gc.
By Lemma 3.19 There exist a set I and an ultrafilter F ⊆ P(I) which is
lcf(ℵ0,F)-regular, ℵ1-incomplete and (2ℵ0)+-good. Let λ := lcf(ℵ0,F). Partic-
ularly, there exists E ∈ [F ]λ such that for any i ∈ I we have ν(i) := {e ∈ E : i ∈ e}
is finite (we will assume, that I ∈ E, thus ν(i) ≥ 1, for all i ∈ I). For each i ∈ I let
c(i) ∈ ℜ+ be such that c(i) < 1/ν(i). Since 1 ≤ ν(i) for all i ∈ I, it follows, that
Gc(i) is defined for all i ∈ I. Finally, let
G =∏
i∈I
Gc(i)/F .
We claim, that G does not contain empty or complete big induced subgraphs. To
show this, let X = 〈Xi : i ∈ I〉/F ⊆ V (G) be any decomposable, big set. Then
there exists c ∈ ℜ+ such that I ′ := {i ∈ I : |Xi| ≥ |V (Gi)|c} ∈ F . Let k ∈ ω be such
that 1/k < c, and let J be the intersection of any k distinct elements of E. Then,
for any i ∈ I ′ ∩ J we have ν(i) ≥ k, hence
c(i) ≤ 1
ν(i)
≤ 1
k
≤ c,
so Xi does not induce a complete or empty subgraph of Gc(i). It follows, from the
 Los´ Lemma, that X does not induce a complete or empty subgraph of G.
Suppose 〈fα ∈ Iω : α < λ〉 is a sequence of unbounded functions satisfying the
consequences of Lemma 3.1. According to the previous paragraph, the conditions
of Lemma 3.10 are satisfied. So, there exists α < λ which satisfies the conclusion of
3.10, in addition, applying the last five lines of Lemma 3.10 to X = V (G), we obtain
X ′ ⊆ V (G) such that
(i) X ′ is big (particularly, it is decomposable: X ′ = 〈X ′i : i ∈ I〉/F);
(ii) if V,W ⊆ X ′ are disjoint and α-close to X ′ then there are a, a′ ∈ V and
b, b′ ∈ W such that 〈a, b〉 ∈ E(G) and 〈a′, b′〉 6∈ E(G).
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It is easy to see, that X ′ can be partitioned into n := |V (H)|-many disjoint
decomposable sets Y0, ..., Yn−1 such that for all j < n we have
{i ∈ I : |(Yj)i| ≥ 1
2n
· |X ′i|} ∈ F .
Then Theorem 3.18 can be applied: there exist a0 ∈ Y0, ..., an−1 ∈ Yn−1 such that
the subgraph of G induced by {a0, ..., an−1} is isomorphic to H. It is well known,
that there exists a first order formula δH (called the diagram of H) such that for
any graph M we have M |= δH iff H can be isomorphically embedded into M; for
more details we refer to [1]. Hence - again by the  Los´ Lemma
{i ∈ I : H can be isomorphically embedded into Gc(i)} ∈ F ,
contradicting to the first sentence of the present proof.
4 Concluding Remarks
In this section we describe some problems which remained open.
Open problem 4.1 In Theorem 3.18, can the conditions on the ultrafilter F be
replaced by weaker ones such that Theorem 3.18 remains true ?
The proof of Theorem 3.20 above establishes the existence of c(H), but does not
provide methods to compute, or estimate it from (the structure of) H. Hence, the
next problem is quite interesting, and remained completely open.
Open problem 4.2 Develop methods estimating c(H) from H. In particular, is it
true, that c(H) may be chosen to be 2−|V (H)| ?
In the proof of Theorem 3.20 we found a single copy of H in the ultraproduct
graph G, because for the present purposes this was enough. However, it is easy to
see, that G contains “many” isomorphic copies of H. In that direction the following
problem remained open.
Open problem 4.3 SupposeH is a finite graph and G = ∏i∈I Gi/F is an ultraprod-
uct of finite graphs such that if X ⊆ V (G) is decomposable and induces a complete
or empty subgraph of G then X is small. Is it true, that the set of isomorphic
copies of H in G is big in the following sense: there exists c ∈ ℜ+ such that if
Y = 〈Yi : i ∈ I〉/F ⊆ |V (H)|G is a decomposable subset containing all the isomorphic
copies of H, then
{i ∈ I : |Yi| ≥ |V (Gi)||V (H)|·c} ∈ F ?
Is this true, if we assume further properties of the ultrafilter F ?
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In [3] it was shown, that the analogue of Theorem 3.20 for k-uniform hypergraphs
is not true, if k ≥ 4. This motivates our last problem.
Open problem 4.4 Can Theorem 3.20 be generalized to 3-uniform hypergraphs ?
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