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Résumé – La variabilité glycémique est une composante importante du contrôle glycémique chez le patient diabétique de type 1. Les systèmes
de mesure glycémique interstitielle en continu (CGM) permettent de quantifier précisément les variations intra- et inter-journalières de la glycé-
mie. On propose dans ce papier d’utiliser des techniques de modélisation et d’inférence statistique multivariées pour proposer un nouveau score
qui combine statistiquement différentes métriques de la littérature. Une approche basée sur la modélisation d’une population de référence est
proposée; le score est simplement la log-vraisemblance d’une observation selon le modèle obtenu. La population de référence est construite à
l’aide de données issues d’un essai clinique où des patients sont greffés avec des ilots pancréatiques et retrouvent ainsi un contrôle glycémique.
La méthode est comparée à l’annotation de tracés CGM journaliers par des diabétologues et montre un très bon degré de concordance avec
ceux-ci.
Abstract – Glycemic variability is a key component in glycemic control in patients with type-1 diabetes. Continuous Glucose Monitoring
(CGM) systems allow to quantify accurately the intra- and inter-day variations of interstitial glycemia. This paper aims at using modelization
techniques taken from multivariate statistics and machine learning to propose a new score that combines in a statistical way the different metrics
of glycemia variability taken from the literature. An approach based on a reference population modeling is described, the score is simply the
log-likelihood of an observation according to the reference model. The reference population dataset is built from data collected in a clinical trial
where patients have been transplanted with pancreatic islets and thus restore their glycemic control after islet transplantation. The method is
compared to the annotations of daily CGM time waveforms by two diabetologists.
1 Introduction
Le diabète de type 1 (DT1) touche 180,000 personnes en France.
Il est défini comme l’incapacité pour le pancréas de produire de
l’insuline. Dans certains cas, il est proposé une greffe d’ilots de
Langerhans pour restaurer cette fonction. La justification d’une
greffe se base sur différents critères cliniques.
La variabilité glycémique est un des critères appréciés par le
diabétologue dans son suivi de la maladie, [2]. Plus la variabi-
lité glycémique est élevée et plus le risque d’épisodes hypogly-
cémiques est élevé. La mesure de la glycémie est aujourd’hui
possible de manière continue à l’aide de capteurs électrochi-
miques CGM. La série temporelle ainsi acquise sur plusieurs
jours est analysée par des outils mathématiques pour caracté-
riser cette variabilité, [8]. Différentes métriques ont été propo-
sées mais actuellement aucun réel consensus ne prévaut dans le
domaine, [7].
On propose dans ce papier une approche originale pour fu-
sionner différentes métriques et ainsi établir un score de sta-
bilité glycémique. L’idée consiste à caractériser la distribution
conjointe de ces métriques pour une population de référence.
L’évaluation du score consiste à calculer la vraisemblance d’une
observation selon ce modèle dit de référence. Plus la vraisem-
blance sera élevée et plus la glycémie associée sera ’proche’ de
celle du groupe de référence. Cette méthodologie est tout à fait
générale. Elle a par exemple été employée pour la localisation
et la caractérisation automatique de lésions tumorales dans le
cerveau [1].
Le papier décrira la construction de la base de données dite
de référence, le calcul des métriques de variabilité glycémique,
et la construction du modèle statistique de référence. Dans un
second temps, le papier présentera quelques résultats sur des
données issues d’une étude clinique et le score de variabilité
glycémique sera comparé à des annotations médicales.
2 Analyse multivariée
2.1 Description des données
Les données utilisées dans cette étude sont issues de l’essai cli-
nique TRIMECO. Cette étude visait, en essai contrôlé rando-
misé, à comparer l’efficacité métabolique de la transplantation
d’ilots pancréatiques pour le traitement du diabète de type 1
[6]. 50 patients ont ainsi été sélectionnés entre 2010 et 2013
sur 15 centres français. Pour la plupart des patients, on dis-
pose de données CGM en pré-greffe (M0), 6 mois (M6) et 12
mois (M12) après la première injection d’ilots. Le tableau 1 in-
dique le nombre de patients disponibles à chaque étape ainsi
que le nombre de jours total que cela représente. Comme on
peut le voir, un nombre de patients inférieur au nombre total
est disponible pour chaque cohorte du fait de tracés CGM peu
exploitables ou manquants.
Les données sont analysées de manière rétrospective. Pour cha-
que période analysée, on dispose des données CGM sur plu-
sieurs jours. Le médecin a également établi pour chaque pé-
riode un score fonctionnel dit de β-score, [9]. Ce score est un
score composite,de 0 à 8, qui prend en compte les niveaux de
glycémie à jeun, l’hémoglobine glyquée HbA1c, la dépendance
à l’insuline ou l’utilisation d’insuline ou d’agents oraux hypo-
glycémiants et enfin le niveau de C-peptide.
TABLE 1 – Essai clinique TRIMECO
Cohorte M0 M6 M12
Nombre de sujets 32 35 31
Nombre de jours 217 205 175
La population de référence choisie correspond aux patients dont
le beta-score est supérieur ou égal à 6, c-a-d avec un très bon
contrôle. Ce choix correspond au cas de patients stables dans le
contrôle de leur diabète. Pour chacun des patients sélectionnés,
on dispose de plusieurs jours d’enregistrement CGM. Deux
médecins différents ont rétrospectivement classés chaque jour
comme "stable", "instable" ou "indéterminé" au vu du tracé
CGM correspondant.
2.2 Calcul des métriques
La figure 1 montre un exemple de tracé CGM pour un même
sujet mais à deux jours distincts. La variabilité glycémique est
naturelle avec par exemple des variations postprandiales. L’in-
capacité pour le patient à contrôler sa glycémie en lien avec des
perturbations endogènes ou exogènes rend ce patient instable et
candidat potentiel pour une greffe d’ilots. Les métriques propo-
sées dans la littérature visent à rendre compte de cette variabi-
lité en quantifiant les variations observées dans le signal CGM
à l’aide d’une valeur numérique. Chaque jour peut être ainsi
résumé à un ensemble de métriques de variabilité glycémique.
Pour ce faire, comme la glycémie est mesurée avec une période
d’échantillonnage de 5 minutes, on dispose quotidiennement
de 144 observations de la variable aléatoire G. On note ∆G
la série temporelle obtenue par différentiation de G. On note
respectivement mG = E(G) et sG =
√
V(G) la moyenne et la
déviation standard de cette série temporelle.
Nous considérons 7 métriques issues de la littérature et rappe-
lées ci-dessous :
– Coefficient de variation (CV) : x1 = sG/mG
– J-index, x2 = 0.324(mG + sG)2
FIGURE 1 – Illustration de la variabilité glycémique
– M-value, x3 = E {10 log10(G/IGV )}+dyn(G) ·18/20,
où dyn(G) désigne la dynamique journalière de glycémie
et IGV = 6.67 mmol/L.
– ADRR (Average Daily Risk Ratio), x4 = E{r(G)} où la
glycémie est convertie à chaque instant en une valeur de
risque r(.), cf. [5].
– CONGA, x5 =
√
V{∆G}
– GVP, x6 = E{
√
∆G2 + ∆t2}/E{∆t} − 1.
– avgMAGE (Mean Amplitude of Glycaemic Excursion), cf.
[11].
Les métriques sont normalisées par un z-score global sur l’en-





Le pouvoir discriminant de chaque caractéristique est évalué à
l’aide du critère de Fisher. Il s’agit ici de calculer de manière







avec (mc, σ2c ) les moyennes et variances de la métrique pour
les observations de la classe c.
2.3 Modélisation de la distribution jointe
Dans la population de référence choisie, un individu corres-
pond à un jour pour un patient de score β > 6. Nous dispo-
sons ainsi de N = 597 individus. Pour chacun de ces N jours
nous pouvons calculer les 7 métriques évoquées ci-dessus. Cer-
taines de ces métriques étant connues pour être corrélées, nous
commençons par faire une analyse en composantes principales
(ACP) de la matrice N × 7 des données. L’analyse est ensuite
poursuivie dans l’espace réduit ainsi obtenu, sur une matrice
notée X de dimensions N ×M avec M < 7. La distribution
de probabilité de cette population de N individus est alors mo-
délisée par un modèle de mélange de lois à K composantes.
Les métriques retenues n’exhibent pas en général une distri-
bution gaussienne ni même elliptique. Pour capter des formes
plus complexes, nous proposons de considérer des lois plus gé-
nérales introduites dans [4] sous le nom de loi de Student Mul-
tiéchelles (MS). Ces lois sont construites à partir de mélanges
infinis de gaussiennes et en conservent la tractabilité tout en au-
torisant des contours non elliptiques. La densité de probabilité













où φ = {µ,U,Λ,ν} est l’ensemble des paramètres : µ est un
vecteur de localisation (moyenne), U est une matrice orthogo-
nale dont les colonnes sont notées um, Λ est une matrice dia-
gonale dont les éléments sont notés λm, et ν est un vecteur de
degrés de liberté notés νm. Cette loi peut être vue comme une
généralisation de la loi de Student multivariée standard. Voir
[4] pour plus de détails. Pour la modélisation de nos données,
nous considérons donc un mélange de ces lois :




avec ψ = {πk,φk}Kk=1. L’estimation de ψ se réalise à l’aide
d’un algorithme Expectation-Maximization (EM) [3], qui cher-
che à maximiser de manière itérative la vraisemblance p (X |ψ )
de la série d’observations indépendantes X = {x1, · · · ,xN}.
Les détails de l’algorithme EM sont donnés dans [4]. Le nombre
de composantes K du mélange étant à fixer a priori, nous utili-
sons le critère BIC [10] (Bayesian Information Criterion) pour
sélectionner la valeur de K qui correspond le mieux aux don-
nées observées.
Une fois que le modèle est appris, la log-vraisemblance d’une
observation au modèle log p
(
x
∣∣∣ψ̂) est utilisée pour comparer
une observation au groupe de référence. Plus la log-vraisem-
blance sera faible, plus cette observation a des chances d’être
éloignée de la population de référence et donc plus la variabilité
glycémique sera jugée comme instable.
Une difficulté est de décider à partir de quand la log-vraisem-
blance est considérée comme faible. Pour cela, on peut déter-
miner un ou plusieurs seuils visant à séparer les scores de log-
vraisemblances en 2 ou plusieurs groupes. La méthode la plus
traditionnelle consiste à fixer un taux de faux positifs, en géné-
ral à quelques pourcents, et à calculer le seuil qui satisfait ce
taux d’erreur. Ceci revient à calculer un quantile de la loi du
log-score vu comme une variable aléatoire. Ce log-score a une
expression explicite en fonction de la loi de référence mais sa
loi n’est en général pas connue et ses quantiles encore moins.
Une solution consiste alors à calculer ces quantiles de manière
empirique à l’aide de réalisations simulées du log-score. Pour
des taux de faux positifs acceptables (petits) cette démarche
demande souvent de faire appel à la théorie des valeurs ex-
trêmes comme illustré dans [1]. D’autres approches sont éga-
lement possibles pour déterminer un seuil comme par exemple
l’analyse par modèle de mélange des valeurs de log-scores ob-
tenues sur un mélange de sujets stables et instables. L’objectif
est alors de faire un clustering de ces données et d’utiliser la
frontière trouvée entre deux groupes comme seuil. Dans cette
étude, nous avons envisagé plusieurs solutions mais pas encore
tranché sur une proposition définitive.
3 Illustration
3.1 Analyse des métriques
Les métriques de variabilité glycémique rappelées dans la
section précédente sont étudiées dans un premier temps. On
montre l’évolution du CV pour les différentes cohortes de M0
à M12. Comme attendu, la greffe d’ilots permet de réduire la
variabilité glycémique au sens du coefficient de variation. Le
seuil de 36% proposé par [8] pour séparer les diabètes stables
et labiles est figuré par une ligne verticale sur la figure 2.
FIGURE 2 – Boxplot du coefficient de variation
On peut également calculer le score de Fisher pour chaque mé-
trique du modèle en se basant sur les annotations des médecins.
Le tableau 2 présente l’analyse de Fisher des métriques journa-
lières. Le tableau contient également le vecteur de poids uti-
lisé pour construire la première composante de l’ACP. On peut
noter la bonne correspondance entre les deux analyses. La mé-
trique ADRR semble être intéressante dans la discrimination
entre les deux populations.
TABLE 2 – Relation entre caractéristiques et classification ana-
lysée par différents scores.
Métrique CV J-index M value ADRR CONGA MAGEavg GVP
PC1 coeff (PCA) 0.86 0.85 0.89 0.95 0.92 0.93 0.84
Fisher score 0.57 0.66 0.48 0.85 0.79 0.81 0.45
On montre à la figure 3 la distribution en 2 dimensions des
caractéristiques après ACP et on superpose les contours des ni-
veaux de confiance associés aux deux composantes du mélange
de distributionsMS ajusté aux données de référence. Chaque
point correspond à une variabilité journalière dans le nouvel
espace. Pour une meilleure visualisation, on attribue une cou-
leur à chaque point selon sa classe, classe stable (bleu), instable
(rouge) ou non-déterminée (gris). Notre choix de population de
référence est donc justifié à posteriori par le label des méde-
cins. En effet, notre population de référence est définie à partir
du β-score et non pas à partir des annotations des médecins.
Le résultat semble indiquer que l’ACP à 2 composantes est bien
adaptée pour une tache de classification ultérieure. De même,
FIGURE 3 – Scatter plot après analyse en composantes princi-
pales
la notion de distance au modèle de référence semble pertinente
pour séparer des glycémies journalières régulières ou labiles.
3.2 Analyse du score de log-vraisemblance
Toutefois, on observe que le modèle de référence contient une
fraction de glycémies jugées instables par le médecin. Pour
mieux visualiser ce point, on donne à la figure 4 l’histogramme
des scores de log-vraisemblance pour les observations de la
classe stable (bleu), instable (rouge) ou non-déterminée (gris)
respectivement. Une proposition de seuil est indiquée par une
barre verticale. On vérifie que les tracés journaliers jugés comme
indéterminés par les médecins se retrouvent répartis entre les
deux populations. De plus, les jours instables couvrent une par-
tie importante de valeurs de score, démontrant la variabilité
biologique des différentes situations observées.
FIGURE 4 – Histogrammes des scores de log-vraisemblance
pour les différentes classes de jours, stables, instables et indé-
terminés de bas en haut.
4 Conclusion
Ce papier a décrit une méthodologie générale pour scorer
la variabilité glycémique. La méthodologie est tout à fait gé-
nérale et peut s’adapter à d’autres métriques ou d’autres pro-
blématiques. Les techniques de réduction de dimensionalité et
de modélisation statistique plus générale que l’approximation
Gaussienne sont employées. Le score proposé à la communauté
médicale est ainsi défini comme la log-vraisemblance d’une
observation selon un modèle de référence. La méthode est suf-
fisamment flexible pour incorporer de nouvelles observations
et mettre à jour à intervalles réguliers le modèle de popula-
tion de référence. La classification est résumée à la partition
des valeurs de log-vraisemblance. Comme évoqué précédem-
ment, plusieurs possibilités existent pour fixer un seuil. Nous
allons notamment étudier des approches non-supervisées en se
basant sur la forme de l’histogramme de la log-vraisemblance
des observations. Une alternative sera d’utiliser un algorithme
d’apprentissage supervisé (SVM, régression logistique,...) de
manière à optimiser un critère de classification en lien avec les
annotations des médecins.
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