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Bounds for Independent Regulated Inputs
Multiplexed in a Service Curve Network Element
Milan Vojnovic´ and Jean-Yves Le Boudec
Abstract—We consider the problem of bounding the probability of buffer
overflow in a network node receiving independent inputs that are each con-
strained by arrival curves, but that are served as an aggregate. Existing
results (for example [1] and [2]) assume that the node is a constant rate
server. However, in practice, one finds various types of schedulers that do
not provide a constant service rate, and thus to which the existing bounds
do not apply. Now many schedulers can be adequately abstracted by a ser-
vice curve property. We extend the results in [1] and [2] to such cases. As a
by-product, we also provide a slight improvement to the bound in [2]. Our
bounds are valid for both discrete and continuous time models.
Keywords— Statistical multiplexing, scheduling, queuing analysis,
quality-of-service
I. INTRODUCTION
B
OUNDS on the probability of buffer overflow in a net-
work node receiving independent inputs that are each con-
strained by arrival curves are obtained in [1], [2], [3], [4], [5],
[6], [7], [8], [9], [10], [11] under various assumptions. We say
that a flow is regulated, or constrained, by an arrival curve ()
if the number of bits observed on the flow during any time in-
terval of duration t is at most (t). Leaky bucket regulation
corresponds to an affine function (). Existing results focus
on work conserving queuing systems offering a constant service
rate. However, in practice, one finds implementations with var-
ious types of schedulers that do not provide a constant service
rate. It turns out that many such schedulers satisfy a service
curve property [12], [13], [14], [15], [16]. A service curve prop-
erty, with service curve , means that at any time t, the total out-
put traffic observed in [0; t] is at least equal to R(s) + (t   s)
for some s, where R(s) is the total input traffic in [0; s]. Thus,
it is of a practical importance to derive performance bounds for
a service curve network element. We extend here the results by
Kesidis and Konstantopoulos [1] on one hand, Chang, Song, and
Chiu [2], on the other hand, to such cases. As a by-product, we
also slightly improve the bound in [2], even for the case of a
constant rate server.
Kesidis and Konstantopoulos [1] consider a constant rate
server, and also assume that arrival curves are the combination
of two leaky buckets (as is commonplace with ATM and in the
Internet). In Section III (Theorem 1), we extend their results
to a network node offering any arbitrary service curve, and to
any arrival curve constraints. For this, we use a different proof,
based on Little’s formula and Hoeffding’s bounds; it is simpler,
even for the original case considered in [1].
Chang, Song, and Chiu [2] consider the same problem as Ke-
sidis and Konstantopoulos, but allow for any arbitrary arrival
curve. In Section IV (Theorem 3), we extend their result to a
node offering a super-additive service curve. A function  is
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super-additive if (s+ t)  (s)+(t) for all s; t  0; convex
functions such that (0) = 0 are super-additive. Service curves
used in the Internet usually have the form (t) = cmax[t e; 0]
(“rate-latency” service curves) and are super-additive, but some
other service curves are not [17]. Extending [2] to a super-
additive service curve is essentially a simple modification of the
original proof; however, we also show how the proof can be
linked to Hoeffding’s bounds [18]. This allows us to derive other
bounds for the heterogeneous case, as explained later. We also
slightly improve the bound in [2] (even for the original case),
using an under-sampling argument. Incidentally, this makes the
bound valid in continuous time, whereas [2] considers the dis-
crete time case.
Both [1] and [2] give explicit results for the homogeneous
case (all arrival curves are identical) and leave the heterogeneous
case as a non-trivial optimization problem. For both cases, we
also give simple formulas that apply to the heterogeneous case
(Theorems 2 and 4). Of course, the bounds for the heteroge-
neous case also apply to the homogeneous case, but they are not
as tight; this feature is inherited from Hoeffding’s bounds.
We also derive a variant for the heterogeneous case (Theo-
rem 5), by exploiting the nature of the proof of Theorem 4. The
bound in Theorem 4 (as Theorem 2) requires to know the arrival
curves of all flows. In contrast, Theorem 5 requires only a lim-
ited knowledge about the arrival curves. For instance, for dual
leaky-bucket constrained processes, it suffices to know the ag-
gregate burstiness and sustainable rate. The bound is less tight
than Theorem 4, but may be more useful in a context of differ-
entiated services, where only aggregate information is available.
Chang, Song, and Chiu showed numerically that their bound
is tighter than Kesidis and Konstantopoulos’ bound. We confirm
this, also by numerical tests, for our extensions: Theorems 3 and
4 seem to provide tighter bounds than Theorems 1 and 2, and
should thus be preferred in practice. Section V shows a sample
of numerical results. Another aspect would be to compare the
bounds with simulations, but this goes beyond the scope of such
a short paper, as it involves the issue of rare events and selection
of arrival processes.
The proofs of two lemmas are given in Appendix.
II. NOTATION AND ASSUMPTIONS
Time is either continuous or discrete. Consider I arrival pro-
cesses to a network element. Define R
i
(t), for t > 0, as the
number of bits observed on input flow i in the interval (0; t]
and for t  0, as the opposite of the number of bits observed
on input flow i in the interval (t; 0]. Similarly, define R
i
(t)
for the output of the ith flow. Let R(t) :=
P
I
i=1
R
i
(t) and
R

(t) :=
P
I
i=1
R

i
(t). We make the following assumptions:
(A1) R
1
; R
2
; : : : ; R
I
are independent.
(A2) R
i
has 
i
as an arrival curve, i.e.,
R
i
(t) R
i
(s)  
i
(t  s); for all s  t
where
i
is a non-negative, wide-sense increasing function1. We
assume, without loss of generality, that 
i
is sub-additive, i.e.
(s+ t)  (s) + (t) for all s; t  0 [13], [14], [15], [16].
(A3) R
i
and R
i
have stationary increments and are ergodic.
(A4) The network element offers the service curve  to the ag-
gregate of all flows:
8t 2 R; 9s  t such that R

(t) R(s)  (t  s)
where  is a non-negative wide-sense increasing function.
Define the sustainable rate of flow i by

i
= lim
t!1

i
(t)
t
= inf
t>0

i
(t)
t
The last equality comes from the sub-additivity of 
i
[19]. It
can readily be seen from (A2) and (A3) that
E[R
i
(1) R
i
(0)]  
i
(1)
Let  =
P
I
i=1

i
and (t) =
P
I
i=1

i
(t).
For two functions f and g, we define the vertical and hori-
zontal deviations by [16]
v(f; g) = sup
t0
ff(t)  g(t)g
and
h(f; g) = sup
t0
finffu  0jf(t)  g(t+ u)gg:
Note that v(f; g) is the worst case backlog for a network element
offering the service curve g to an input flow that has f as an
arrival curve. Similarly, h(f; g) is the worst case virtual delay
(equal to the worst case delay if the node would be FIFO).
We also define function 
a
by 
a
(t) = at for t  0 and

a
(t) = 0 for t < 0.
Call Q(t), the backlog of the network element at time t;
Q(t) = R(t) R

(t). From (A4), it follows that
Q(t)  sup
st
fR(t) R(s)  (t  s)g: (2)
By (A3), the distribution of Q(t) is independent of t. In the
next two sections we give upper bounds to P(Q(0) > b).
III. EXTENDING KESIDIS AND KONSTANTOPOULOS’
BOUND
We extend [1] in the following two theorems, the proofs of
which are given at the end of this section.
Theorem 1 (Homogeneous Case) Suppose (A1)–(A4) and

i
= 
1
, for all i = 1 to I . Then, for h(; ) < b < v(; ),
P(Q(0) > b)  exp

 I
b
v
ln
b
h
+ I

1 
b
v

ln
v   h
v   b

where for brevity v = v(; ) and h = h(; ).
1We say that function () is wide-sense increasing if s  t always implies
(s)  (t). This is also called “non-decreasing”.
Note that v(; ) is the required buffer size ensuring a loss-free
operation, while h(; ) is the product of the utilization and
the maximum virtual delay. For b  h(; ) we have the trivial
bound P(Q(0) > b)  1. For b  v(; ), P(Q(0) > b) = 0.
We can apply Theorem 1 to the original case in [1] by letting

1
(t) = min(
1
t; 
1
t + 
1
) and (t) = ct. The bound in
Theorem 1 is obtained by computing sup
>0
F (), where
F () = b  I ln

1 

1
c
+

1
c
e


1
 c

1
 
1

1

which is exactly the result in Theorem 1 of [1]; this shows that
we do have an extension of [1].
Next, we provide a looser bound than in Theorem 1, but which
holds for the heterogeneous case.
Theorem 2 (Heterogeneous Case) Suppose (A1)–(A4). Then,
for h(; ) < b < v(; ),
P(Q(0) > b)  exp
 
 
2(b  h(; ))
2
inf
2C
P
I
i=1
v(
i
; 
i
)
2
!
(3)
where  = (
1
; : : : ; 
I
), 
i
 0, for all i = 1 to I , and C =
fj
P
I
i=1

i
 1g.
Proof: [Theorem 1] Define
Q
i
(t) = sup
st
fR
i
(t) R
i
(t  s)  
i
(t  s)g
for any 
i
 0 such that
P
I
i=1

i
 1. From (2)
Q(t) 
I
X
i=1
Q
i
(t):
thus
P(Q(0) > b)  P(
I
X
i=1
Q
i
(0) > b): (4)
First, note that (A1) implies
Q
1
(0); Q
2
(0); : : : ; Q
I
(0) are independent: (5)
Second,
0  Q
i
(0)  v(
i
; 
i
): (6)
Third, by Little’s law E[Q(0)]  E[R(1)   R(0)]E0[V
0
],
where E0(V
0
) is the expected sojourn time seen by any arbitrary
bit if the system would be FIFO. Obviously E[V
0
]  h(; );
by (1):
E[Q(0)]  h(; ): (7)
Let 
i
=
1
I
. By (4)-(6) and using (4.5) in the proof of Ho-
effding’s inequality ([18], Theorem 1), we obtain that for any
 > 0
P(Q(0) > b) 
 e
 b

1 
E[Q(0)]
v(; )
+
E[Q(0)]
v(; )
e
v(
1
;=I)

I
This bound is increasing with E[Q(0)]. Thus, by (7)
P(Q(0) > b)  exp

  sup
>0
F ()

where
F () = b   I ln

1  
h(; )
v(; )
+ 
h(; )
v(; )
e

v(;)
I

: (8)
Computing sup
>0
F () yields the desired result.
Note that we could immediately apply Hoeffding’s inequality
([18], Theorem 1) to (4)-(6), and then use (7). However, the last
part of the proof is given for the sake of comparison with [1].
Proof: [Theorem 2] The proof builds upon the proof of
Theorem 1. Given (4)-(6), the problem is equivalent to deriv-
ing an upper-bound to the complementary distribution (4) of a
summation of independent non-uniformly bounded random vari-
ables. From Hoeffding’s inequality ([18], Theorem 2) it follows
that
P(Q(0) > b)  exp
 
  sup
2C
2(b  E[Q(0)])
2
P
I
i=1
v(
i
; 
i
)
2
!
:
The latter bound, for b > E[Q(0)], is wide-sense increasing
in E[Q(0)]. Given (7), for b > h(; ), the inequality in (3)
holds, which completes the proof.
IV. EXTENDING CHANG, SONG, AND CHIU’S BOUND
We extend [2] in three theorems, the proofs of which are given
at the end of this section.
Assume in addition to (A1)–(A4) that
(A5)  is super-additive
For any integer K and for any t  0, let S
K
(t) be the set of
partitions of [0; t] in K intervals, in other words
S
K
(t) = f(s
0
; s
1
; :::; s
K
)j0 = s
0
 s
1
 :::  s
K
= tg
(if time is discrete, we require that s
k
is integer for all k). Also
define
 = infft  0j(t)  (t)g: (9)
Theorem 3 (Homogeneous Case) Suppose (A1)–(A5) and

i
= 
1
, for all i = 1 to I . Then,
P(Q(0)  b)  inf
K2N;s2S
K
()
K 1
X
k=0
exp( Ig
k
(s)) (10)
where
g
k
(s) =
8
>
>
>
<
>
>
>
:
+1; b > (s
k+1
)  (s
k
)
0; b < s
k+1
  (s
k
)
(s
k
)+b
(s
k+1
)
ln
(s
k
)+b
s
k+1
+
+

1 
(s
k
)+b
(s
k+1
)

ln
(s
k+1
) (s
k
) b
(s
k+1
) s
k+1
; otherwise
If time is discrete, and we let (s) = cs, K = t, s
k
= k,
then Theorem 3 gives the same bound as [2]. However, even
for the original scenario in [2], we have a slight improvement:
if  is large (which may happen simply because our time unit
is very small), we expect the bound in [2] to be large, because
it relies on the union bound. We expect to have a better bound
by allowing K to be smaller than  (under-sampling). This is
verified in Section V. Note that the theorem implies that for any
K and s 2 S
K
(), the right hand-side in (10) is a bound.
Next, we provide a looser bound than in Theorem 1, but which
holds for the heterogeneous case.
Theorem 4 (Heterogeneous Case) Suppose (A1)–(A5). Then,
for b < v(; ),
P(Q(0) > b)  inf
K2N;s2S
K
()
K 1
X
k=0
exp( g
k
(s)) (11)
where
g
k
(s) =
2(b+ (s
k
)  s
k+1
)
2
P
I
i=1

i
(s
k+1
)
2
for b > s
k+1
  (s
k
), and g
k
(s) = 0, otherwise.
We can exploit the proof of the above theorems and derive
an additional bound for the heterogeneous case that requires
only aggregate information about the arrival curves. We ob-
tain this by using a convenient majorization (similar to [5] for
leaky-bucket constrained processes).
Theorem 5 (Heterogeneous Case) Suppose (A1)–(A6). Then,
for b < v(; ),
P(Q(0) > b)  inf
K2N;s2S
K
()
K 1
X
k=0
exp( g
k
(s)) (12)
where
g
k
(s) =
(b+ (s
k
)  s
k+1
)
2
2
P
I
i=1
v(
i
; 

i
)
2
for b > s
k+1
  (s
k
), and g
k
(s) = 0, otherwise.
The proofs of the above theorems requires two lemmas,
proved in appendix. The proof of Lemma 1 extends a thought in
[2].
Lemma 1: Under (A2), (A4), and (A5), it holds
Q(0)  sup
0s
fR(0) R( s)  (s)g:
Lemma 2: P(Q(0) > b) 
inf
K2N;s2S
K
()
f
K 1
X
k=0
P(R(s
k+1
) R(0) > b+ (s
k
))g: (13)
Proof: [Theorem 3] Note that the term in the summation in
(13) is the complementary distribution of a sum of independent
uniformly bounded random variables 0  R
i
(s
k+1
) R
i
(0) 

1
(s
k+1
). By Hoeffding’s inequality ([18], Theorem 1), and
E[R
i
(s
k+1
)]  
i
s
k+1
, it is upper-bounded by exp( Ig
k
(s)),
for b > s
k+1
  (s
k
). Combining with Lemma 2 completes
the proof.
Proof: [Theorem 4] By Hoeffding’s inequality ([18], The-
orem 2), the term in the summation in (13) is upper-bounded
with
exp
 
 
2(b+ (s)  E[R(s) R(0)])
2
P
I
i=1

2
i
(s)
!
For b > E[R(s)  R(0)]  (s), the latter bound is wide-sense
increasing with E[R(s) R(0)]. Thus, given E[R(s) R(0)] 
s, it is sufficient that b > s
k+1
  (s
k
) for (11) to hold.
Combining with Lemma 2 completes the proof.
Proof: [Theorem 5] Define
~
Q
i
(t) = sup
st
fR
i
(t) R
i
(s)  
i
(t  s)g
and Z
i
(t) =
~
Q
i
(t) 
~
Q
i
(0). For s  t,
~
Q
i
(t) 
~
Q
i
(s)  R
i
(t) R
i
(s)  
i
(t  s):
Thus, Z
i
(t)  R
i
(t) R
i
(0) 
i
t. By a stochastic majorization
P(
P
I
i=1
R
i
(s) R
i
(0)  
i
s > r)  P(
P
I
i=1
Z
i
(s) > r) 
 exp

 
r
2
2
P
I
i=1
v(
i
;

i
)
2

(14)
where the latter inequality is by applying Hoeffding’s inequal-
ity ([18], Theorem 2) for a summation of independent zero-
mean non-uniformly bounded random variables  v(
i
; 

i
) 
Z
i
(t)  v(
i
; 

i
). Combining (14) with Lemma 2 and a sim-
ple substitution complete the proof.
V. NUMERICAL COMPARISON OF BOUNDS
We consider arrival processes constrained with dual leaky-
buckets, 
i
(t) = min(
i
t; 
i
t + 
i
), traversing a network ele-
ment offering the rate-latency service curve (t) = cmax(t  
e; 0), with c = 150 Mbps, e =MTU=c and MTU=1500 Bytes.
We compute numerical results for both homogeneous and het-
erogeneous cases. For the bounds in Section IV, we take a uni-
form time partition s
k
=
k
K
 , for k = 0 to K, and take the
minimum over all K 2 N.
For the homogeneous case, we set 
1
= c=I , 0 <  < 1,

1
= 10
1
, and 
1
= 8 MTU. The numerical results are shown
in Fig. 1 for I = 100,  = 0:2 and 0:8. For the hetero-
geneous case, we suppose two classes of the arrival processes
each of which consisting of I
1
and I
2
arrival processes, respec-
tively. Consider i and j, a class-1 and class-2 arrival process,
respectively. Then, we suppose 
i
= 2
j
, I
1

i
+ I
2

j
= c,
0 <  < 1, 
i
= 10
i
, 
j
= 20
j
, 
i
= 8 MTU, and

j
= 5 MTU. The numerical results are shown in Fig. 2 for
I
1
= I
2
= 50,  = 0:2 and 0:8.
We did many numerical experiments similar to those reported
above. We find first that the extensions to Chang, Song, and
Chiu’s bound (excluding Theorem 5, which should be handled
separately), is substantially tighter than the extensions to Kesidis
and Konstantopoulos’ bound. This confirms a similar observa-
tion in [2]. Second, the bound in Theorem 3 becomes tighter
as we optimize with respect to K; this slightly improves upon
[2]. Lastly, the bound in Theorem 5 is loose in some cases; it
becomes tighter at heavy load.
VI. CONCLUDING REMARK
Note that all the bounds in this paper, and thus the original
bounds in [1] and [2], are applications of Hoeffding’s inequali-
ties [18].
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APPENDIX
I. PROOF OF LEMMA 1
Proof: Fix t   . Let s  t and u = b t s

c + s. Then,
(u  s) 
u  s

()  (u  s) (15)
where the former inequality is due to (A5), and the latter in-
equality comes from ()  () (9), and (A6).
Next, observe, for s < t  
R(t) R(s)  (t  s)
 R(t) R(u) +R(u) R(s)  (t  u)  (u  s)
 R(t) R(u)  (t  u)
 sup
t ut
fR(t) R(u)  (t  u)g
where the first inequality is due to (A6), and the second holds
since from (A2) and (15) A(u) A(s) (u  s)  0. Finally,
it follows that (2) degenerates to
Q(t)  sup
t st
fR(t) R(s)  (t  s)g
and a simple variable substitution completes the proof.
II. PROOF OF LEMMA 2
Proof: Fix K 2 N and 0 = s
0
 s
1
 : : :  s
K
=  .
Note, for s
k
 s < s
k+1
R( s)  R( s
k+1
) and (s)  (s
k
)
Thus
sup
0s
fR(0) R( s)  (s)g =
= sup
k2f0;:::;K 1g
sup
s
k
ss
k+1
fR(0) R( s)  (s)g
 sup
k2f0;:::;K 1g
fR(0) R( s
k+1
)  (s
k
)g
Combining the latter with Lemma 1 and the sub--additivity
property we obtain
P(Q(0) > b) 
K 1
X
k=0
P(R(s
k+1
) R(0) > b+ (s
k
))
Since the latter inequality holds for any partition 0  s
1

: : :  s
K
=  , we obtain (13), which completes the proof.
