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4D N = 2 SCFT AND SINGULARITY THEORY PART III: RIGID
SINGULARITY
BINGYI CHEN, DAN XIE, STEPHEN S.-T. YAU, SHING-TUNG YAU, AND HUAIQING ZUO
Abstract. We classify three fold isolated quotient Gorenstein singularity C3/G. These
singularities are rigid, i.e. there is no non-trivial deformation, and we conjecture that
they define 4d N = 2 SCFTs which do not have a Coulomb branch.
1. Introduction
Four dimensional (4d) N = 2 superconformal field theory (SCFT) can be defined using
type IIB string theory on following background
R1,3 ×X ; (1)
Here X is conjectured to be an isolated rational Gorenstein singularity [XY] with a good
C∗ action, and we take string coupling gs → 0 and go to infrared limit [SV, GKP]. These
rational Gorenstein singularities naturally appear in the degeneration limit of compact
Calabi-Yau three manifolds, and in fact general definition of Calabi-Yau variety allows
such singularity [G].
4d N = 2 SCFT has a SU(2)R × U(1)R R symmetry, and there are two kinds of half-
BPS operators Er,(0,0) and Bˆ1 [DO]. The Coulomb branch deformations are described as
follows [ALLM]:
(1) Deformation using half-BPS operator Er,(0,0):
δS = λ
∫
d4xdQ4Er,(0,0) + c.c. (2)
(2) Deformation using half-BPS operator Bˆ1:
δS = m
∫
d4xQ2Bˆ1 + c.c. (3)
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(3) We can also turn on expectation value of operator Er,(0,0): ur = 〈Er,(0,0)〉.
A central question of understanding 4d N = 2 SCFT is to understand the low energy
physics for general deformations parameterized by S = (λ,m, ur). The low energy physics
is best captured by the Seiberg-Witten geometry [SW]. Usually Seiberg-Witten geometry
is described by a family of Rieman surfaces fibered over space S, and it is conjectured
in [XY] that more general Coulomb branch geometry can be captured by the mini-
versal deformation of certain kind of three fold singularity X [GLS]. Roughly speaking,
a deformation is a flat morphism pi : Y → S, with pi−1(0) isomorphic to the singularity
X , and a mini-versal deformation essentially captures all the deformations. Here S is
identified with the parameter space (λ,m, ur) of our (generalized) Coulomb branch.
Therefore the study of 4d N = 2 SCFT and its Coulomb branch solution are reduced
to the study of singularity X and its mini-versal deformation. We have classified such
X which can be described by complete intersection [XY, YY1, CX], and the physical
aspects of these 4d N = 2 SCFTs are studied in [XY1, XY2, XY3, XYY]. All the
complete intersection examples studied in [XY, YY1, CX] have non-trivial mini-versal
deformation and therefore non-trivial Coulomb branch.
The purpose of this note is to study non-complete intersection rational Gorenstein
singularities. An interesting class of such singularities are quotient singularity C3/G with
G a finite subgroup of SL(3). One of main results of this paper is the classification of the
three dimensional isolated Gorenstein quotient singularity.
We then would like to study mini-versal deformation of these singularities, and a sur-
prising theorem by Schlessinger [S] shows that all such singularities are rigid, i.e. they
have no non-trivial deformation 1. Therefore the corresponding 4d theory has no Coulomb
branch 2. We call such theories rigid N = 2 theories. It would be very interesting to study
more properties of these theories.
2. Three-fold singularity and 4d N = 2 SCFT
Let’s discuss more about the interpretation of N = 2 SCFT defined using three fold
rational Gorenstein singularity (they are also called canonical singularity [R]). There
are two special ways of smoothing a singularity: crepant resolution [R] and mini-versal
deformation [GLS]. For the singularities we are interested, we have following facts:
1See [V] for example of rigid compact Calabi-Yau manifolds.
2Free hypermultiplets do have a Coulomb branch as we can turn on mass deformation.
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• Every isolated singularity has a mini-versal deformation [GLS], however, the defor-
mation might be trivial. A class of examples are the quotient singularity considered
in this paper.
• Every three fold canonical singularity has a crepant resolution f : Y → X such
that Y is Q-factorial 3 [K]. There is no crepant resolution for Q factorial singularity.
An example of Q-factorial singularity is the hypersurface singularity: x2 + y2 +
z2+w2k+1 = 0 [R]. The quotient singularity considered in this paper has a crepant
resolution with Y smooth as can be seen using toric method.
• The only rational Gorenstein singularity that admits both trivial versal deforma-
tion and crepant resolution is the smooth point.
Now let’s try to interpret the appearance of SCFT using the smoothing of singularity:
• If our singularity admits non-trivial deformation and the smooth manifold has
three cycles (such as the hypersurface singularity), the low energy effective theory
includes massless vector multiplet from compactifying self-dual RR four form, and
we also have massive BPS states from D3 brane wrapping three cycles. These
massive BPS states are in general mutually non-local. In the singular limit, the
massive BPS states become massless, and it is expected that one get a SCFT
[APSW].
• If our singularity admits non-trivial crepant resolution, and the smooth manifold
has two cycles and four cycles. One can have massless hypermultiplets using
various NS-NS and RR two forms, and one also have tensile strings from wrapping
D3 branes on two cycles (or D5 branes on four cycles). In the singular limit, one
get tensionless string and it is expected that one get a SCFT [W].
The SCFT considered in [XY, WX] can be interpreted using the deformation of singularity,
while the SCFT considered in this paper can be interpreted using crepant resolution.
The Coulomb branch of a 4d theory is described by the deformation, while the Higgs
branch is described by the crepant resolution. The exact Coulomb branch physics is
described by the classical geometry of the deformation. The exact Higgs branch is difficult
to compute, but we can count its dimension by computing the dimension of Mori cone 4
associated with the crepant resolution. The number of abelian flavor symmetry is given
by the rank of local class group of the singularity.
3A Q-factorial variety means that every Weil divisor on it is Q-Cartier, i.e., some multiple of it is a
Cartier divisor.
4Mori cone describes the space of complete curves, which will generate free hypermultiplets.
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Example 1: Let’s consider a 3d singularity defined by equation x2+y2+z2+w2k+1 = 0,
and the corresponding N = 2 SCFT is (A1, A2k) Argyres-Douglas theory. The Coulomb
branch is identified with the base of mini-versal deformation from which one can compute
the Coulomb branch spectrum. There is no Higgs branch, and this agrees with the fact
that there is no crepant resolution for the singularity.
Example 2: Let’s consider the singularity x2+y2+z2+w2k = 0, and the corresponding
N = 2 SCFT is the (A1, A2k−1) Argyres-Douglas theory. The Coulomb branch is identified
with the base of mini-versal deformation from which one can compute the Coulomb branch
spectrum. There is a one dimensional Higgs branch, and this agrees with the fact that
there is a crepant resolution whose Mori cone has dimension one!
3. Classification of rigid quotient singularity
Let G be a finite subgroup of GL(3,C) and it acts on C3 in a natural may. Cartan
[Car] has studied the quotient variety C3/G and proved that the singularities of C3/G are
normal. So the dimension of the singular set of C3/G is either 0 or 1. In this article we
are interested in the case that C3/G has a Gorenstein isolated singlarity. By a theorem
of Khinich [Kh] and Watanabe [Wa], we know that
Theorem 3.1. ([Kh] and [Wa]) Let G be a finite subgroup of GL(3,C). Then C3/G is
Gorenstein if and only if G is a subgroup of SL(3,C).
Let G′ be another finite subgroup of GL(3,C). We say G is linear equivalent to G′ if
there exists g ∈ GL(3,C) such that G = gGg−1. It’s obvious that C3/G ∼= C3/G′ if G is
linear equivalent to G′. Yau and Yu [YY2] tell us that
Theorem 3.2. ([YY2]) Let G be a finite subgroup of SL(3,C), then C3/G has a Goren-
stein isolated singularity if and only if G is linear equivalent to a diagonal abelian subgroup
(i.e. any element in this subgroup is a diagonal matrix) and 1 is not an eigenvalue of g
for every nontrivial element g in G.
In this article, we will find out all subgroups G ⊆ SL(3,C) which satisfy the condition in
Theorem 3.2, i.e. all the subgroups which corresponds to a three-dimensional Gorenstein
isolated quotient singularity. In fact, we prove that
Theorem 3.3. Let G be a finite subgroup of SL(3,C). Then C3/G has a Gorenstein
isolated singularity if and only if G is linear equivalent to a cyclic subgroup which is
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generated by a diagonal matrix
ζ(1/n) 0 00 ζ(p/n) 0
0 0 ζ(q/n)


where ζ(∗) = e2pi
√−1∗ and p, q, n are positive integers such that p, q are coprime with n
and 1 + p+ q = n.
A polynomial f ∈ C[x, y, z] is called an invariant polynomial of G ⊆ SL(3,C) if
f(g(p)) = f(p) for any element g ∈ G and any point p ∈ C3. Denote by SG the
subalgebra of C[x, y, z] that consists of all invariants of G. Then the quotient variety
C3/G is isomorphic to the algebraic variety Spec(SG). If {f1, . . . , fk} is a minimal set
of homogeneous polynomials which generated SG (as a C−algebra), then we call f ′is the
minimal generators of SG. Geometrically, k, the number of minimal generators of SG, is
the minimal embedding dimension of C3/G.
Consider the following ring homomorphism
φ : C[y1, . . . , yk]→ S
G
yi 7→ fi
where f1, . . . , fk are minimal generators of S
G. Let K be the kernel of φ, then the
generators of K are called the relations of minimal generators f1, . . . , fk. Geometrically,
these relations are the equations which define the affine variety Spec(SG) as a subvariety
of Ck. Associate to y1, y2, . . . , yk a weight system (w1, w2, . . . , wk), where
wi = deg fi (4)
for i = 1, 2, . . . , k. With respect to this weight system, K is a weighted homogeneous
ideal of C[y1, . . . , yk], so C
3/G has a weighted homogeneous singularity.
In Section 3, we construct a set of minimal generators of SG and find out their relations
for each subgroup G corresponding to a three-dimensional Gorenstein isolated quotient
singularity. And we get the following corollary.
Corollary 3.1. The minimal embedding dimension of a three-dimensional Gorenstein
isolated quotient singularity C3/G is no less than 10.
Remark 3.1. [CX] proves that the minimal embedding dimension of a three-dimensional
rational isolated complete intersection singularity is at most 5. Hence a three-dimensional
Gorenstein isolated quotient singularity must be non-complete intersection.
5
At the end of this section, we introduce some notations.
(1) For any positive integer k, k can be written as
k =
1
a1 −
1
a2− 1
...− 1ae
where a′is are positive integers. It’s called the continued fraction expansion of k, and is
denoted by
k = [a1, a2, . . . , ae].
We call e the length of the continued fraction expansion of k, which is denoted by l(k).
(2) Let g be a monomial in C[x1, . . . , xn]. Denote by Supp(g) the set consists of variables
involved in g. For example, if g = x1x2, then Supp(g) = {x1, x2}.
(3) We denote by 〈a, b, c〉 the 3× 3 diagonal matrix whose diagonal elements are a, b, c.
Similarly we denote by 〈a, b〉 the 2× 2 diagonal matrix whose diagonal elements are a, b.
(4) Let ζ(q) = e2pi
√−1q for any real number q.
(5) If A is a matrix, we denote its (i, j)-entry by A[i, j].
Proof of Theorem 3.3. We first prove the sufficiency. If G is generated by a diagonal
matrix 〈ζ(1/n), ζ(p/n), ζ(q/n)〉, where p, q, n are positive integers, p, q are coprime with n
and 1 + p+ q = n, then each element g ∈ G can be written as 〈ζ(k/n), ζ(kp/n), ζ(kq/n)〉
for some integer k. If 1 is an eigenvalue of g, since 1, p, q are coprime with n, we have
k ≡ 0 (mod n), which follows that g is the unit matrix. By Theorem 3.2, C3/G has a
Gorenstein isolated singularity.
Next we prove the necessity. If C3/G has an isolated singularity, then by Theorem 3.2,
1 is not an eigenvalue of g for every nontrivial element g in G and we may suppose that
G is a diagonal abelian subgroup. By the fundamental theorem for finite abelian groups,
G is the direct sum of cyclic groups:
G = ⊕mi=1 ⊕
ri
j=1 Gij
where Gij is a cyclic group whose order is p
nij
i , p1, p2, . . . , pm are distinct prime numbers
and
1 ≤ ni1 ≤ ni2 ≤ · · · ≤ niri, i = 1, . . . , m.
Gij is generated by a diagonal matrix gij = 〈ζ(aij/p
nij
i ), ζ(bij/p
nij
i ), ζ(cij/p
nij
i )〉 for i =
1, . . . , m and j = 1, . . . , ri, and aij + bij + cij ≡ 0 (mod p
nij
i ). Since g
t
ij 6= I (I is the unit
matrix) for 1 ≤ t < p
nij
i , 1 is not an eigenvalue of g
t
ij, hence taij , tbij , tcij 6≡ 0 (mod p
nij
i )
for 1 ≤ t < p
nij
i . Thus aij , bij , cij are coprime with pi for i = 1, . . . , m and j = 1, . . . , ri.
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We claim that ri = 1 for i = 1, . . . , m. Assume that r1 > 1, and for convenience in
the sequel we will denote p1 by p and denote G1i, g1i, a1i, b1i, c1i, n1i by Gi, gi, ai, bi, ci, ni
respectively, so G1 is generated by g1 = 〈ζ(a1/pn1), ζ(b1/pn1), ζ(c1/pn1)〉 and G2 is gener-
ated by g2 = 〈ζ(a2/pn2), ζ(b2/pn2), ζ(c2/pn2)〉. Since a2 is coprime with p, there exist a
integer s such that pn1 | (a1 + sa2), hence pn2 | (pn2−n1a1 + pn2−n1sa2). Let s′ = pn2−n1s
then
ζ(a1/p
n1)ζ(a2/p
n2)s
′
= ζ((pn2−n1a1 + s
′a2)/p
n2) = 1,
thus 1 is an eigenvalue of g1g
s′
2 , which follows that g1g
s′
2 = I. Hence
ζ(b1/p
n1)ζ(b2/p
n2)s
′
= ζ((pn2−n1b1 + s
′b2)/p
n2) = 1
and
ζ(c1/p
n1)ζ(c2/p
n2)s
′
= ζ((pn2−n1c1 + s
′c2)/p
n2) = 1.
Thus gs
′
2 g1 = I, which leads to contradiction with G1 ∩ G2 = {I}. Thus r1 = 1.
Similarly we have ri = 1 for i = 1, 2, . . . , m and thus G is generated by matrices
gi = 〈ζ(ai/p
ni
i ), ζ(bi/p
ni
i ), ζ(ci/p
ni
i )〉 for i = 1, · · · , m, where p1, p2, · · · , pm are distinct
primes, ai, bi, ci are coprime with pi and ai + bi + ci ≡ 0 (mod p
ni
i ).
Since ai is coprime with pi, there exists a integer si such that 0 ≤ si < p
ni
i and
aisi + bi ≡ 0 (mod p
ni
i ). Using the fact p
′
is are pairwise distinct prime and Chinese
remainder theorem, there exist a integer k such that k ≡ si (mod p
ni
i ), hence aik + bi ≡
0 (mod pnii ). Let n =
m∏
i=1
pnii . Next we prove that G is generated by a matrix
g = 〈ζ(1/n), ζ((n− k)/n), ζ((k − 1)/n)〉.
Let ki = aj
∏
j 6=i
p
nj
j , then ki is coprime with pi for i = 1, 2, · · ·m. Then we have g[1, 1]
ki =
gi[1, 1] (as we have mentioned above g[a, b] (resp. gi[a, b]) means the (a, b)-entry of g (resp.
gi)). And since
g[2, 2] = g[1, 1]−k, gi[2, 2] = gi[1, 1]
−k
g[3, 3] = g[1, 1]−1g[2, 2]−1, gi[3, 3] = gi[1, 1]
−1gi[2, 2]
−1,
we have g[2, 2]ki = gi[2, 2] and g[3, 3]
ki = gi[3, 3], which follows that g
ki = gi. Since ki is
coprime with pi for each i, then the greatest common divisor of n, k1, k2, · · · , kn is 1, thus
there exist ti such that t1k1 + t2k2 + · · · tmkm ≡ 1 (mod n). Hence
∏
gtii =
∏
gtiki = g.
(because gn = 1). Hence G is generated by the matrix g.
Finally we only need to prove n−k and k−1 is coprime with n. If n−k is not coprime
with n, then there exists 0 < r < n such that n | (n− k)r. Then gr has eigenvalue 1 but
gr is not the unit matrix, which leads to contradiction. Similarly we can prove that k− 1
is coprime with n and the theorem is proved. 
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Minimal generators of the invariant ring and their relations: Denote by Hn,p
the subgroup of SL(3,C) generated by the matrix
gn,p = 〈ζ(1/n), ζ(p/n), ζ((n− p− 1)/n)〉
where p and n − p − 1 are coprime with p. By Theorem 3.3 we know that C3/G defines
a three-dimensional Gorenstein isolated singularity. A polynomial f ∈ C[x, y, z] is an
invariant polynomial of Hn,p if each term x
aybzc in f satisfies
a+ pb+ (n− p− 1)c ≡ 0 (mod n).
Denote by Sn,p the subalgebra of C[x, y, z] that consists of all invariants of Hn,p. Then
C3/Hn,p is isomorphic to the algebraic variety Spec(Sn,p). If {f1, . . . , fk} is a minimal set
of homogeneous polynomials such that Sn,p is generated by f1, · · · , fk as a C−algebra,
then we call f ′is minimal generators of Sn,p. Then the minimal embedding dimension of
C3/Hn,p is equal to the number of minimal generators of Sn,p.
Let f1, . . . , fk be minimal generators of Sn,p. Consider the ring homomorphism
φ : C[y1, . . . , yk]→ Sn,p
yi 7→ fi
Let Kn,p be the kernel of φ, the generators of Kn,p (as an ideal of C[y1, . . . , yk]) are called
relations of f1, f2, . . . , fk. In this section we will determine a set of minimal generators of
Sn,p and find out their relations for all n, p such that p and n− p− 1 are coprime with n.
First let’s recall a result of Riemenschneider [R] about two-dimensional cyclic quotient
singularities.
Theorem 3.4. ([R]) Let G = Gn,p be the subgroup of SL(2,C), generated by
(
ζ(1/n) 0
0 ζ(p/n)
)
.
The continue fraction of n/(n− p) is [a1, a2, . . . , ae]. Then a set of minimal generators of
the invariant ring C[u, v]G is {fk = uikvjk}
e+1
k=0, where ik, jk are determined as follows:
i0 = n, i1 = n− p, ik+1 = akik − ik−1 for 1 ≤ k ≤ e
j0 = 0, j1 = 1, jk+1 = akjk − jk−1 for 1 ≤ k ≤ e
(5)
The relations of C[u, v]G are
fi−1fj+1 = fifj
j∏
k=i
fak−2k (6)
for 0 < i < j < e + 1.
Remark 3.2. In fact ie+1 = 0 and je+1 = n. So f0 = u
n and fe+1 = v
n
Let’s see a example.
8
Example 1. Let G = G3,1, then 3/(3− 1) = [2, 2] and e = 2. We have
i0 = 3, i1 = 2, i2 = 2i1 − i0 = 1 i3 = 2i2 − i1 = 0
j0 = 0, j1 = 1, j2 = 2j1 − j0 = 2 j3 = 2j2 − j1 = 3
Thus C[u, v]G is generated by
{f0 = u
3, f1 = u
2v, f2 = uv
2, f3 = v
3}
And the relations are
{f0f2 = f
2
1 , f0f3 = f1f2, f1f3 = f
2
2}.
Now come back to the three-dimensional case. Consider the subring Sn,p∩C[x, y] of Sn,p.
Since Sn,p ∩ C[x, y] consists of all monomial xayb such that a + pb ≡ 0 (mod n), we have
Sn,p ∩ C[x, y] = C[x, y]Gn,p, where Gn,p is the subgroup of SL(2,C) which is generated
by 〈ζ(1/n), ζ(p/n)〉. Using Theorem 3.4, we know that Sn,p ∩ C[x, y] is generated by
{f1,k = xi1,kyj1,k}
e1+1
k=0 , where e1 is the length of the continue fraction n/(n−p), and i1,k,j1,k
is defined as equations (5) in Theorem 3.4. And the relations of {f1,k = x
i1,kyj1,k}e1+1k=0 are
f1,i−1f1,j+1 = f1,if1,j
j∏
k=i
f
a1,k−2
1,k , (7)
for 0 < i < j < e1 + 1, where [a1,1, a1,2, . . . , a1,e1 ] is the continue fraction of n/(n − p).
Denote the set {f1,k = xi1,kyj1,k}
e1
k=1 by Axy(n, p), then Sn,p ∩ C[x, y] is generated by
Axy(n, p)∪{xn, yn}. And we denote the set of relations (7) by Rxy(n, p). Similarly, Sn,p∩
C[x, z] = C[x, z]Gn,n−p−1 , and we denote the set of its minimal generators by {xn, zn} ∪
Axz(n, n − p − 1) = {xn, zn, f2,1 = xi2,1zj2,1 , f2,2 = xi2,2zj2,2 , . . . , f2,e2 = x
i2,e2zj2,e2} and
denote the set of relations by Rxz(n, n−p−1) . Next we consider Sn,p∩C[y, z]. Obviously
Sn,p∩C[y, z] = C[y, z]
G where G is the subgroup of SL(2,C) generated by 〈ζ(p), ζ(n−p−
1)〉. Since p is coprime with n, there exist q such that pq ≡ 1 (mod n) and q is coprime
with n. We have q(n− p− 1) ≡ r (mod n) for some positive integer r less than n. Hence
〈ζ(p/n), ζ((n− p− 1)/n)〉q = 〈ζ(1/n), ζ(r/n)〉
and
〈ζ(p/n), ζ((n− p− 1)/n)〉 = 〈ζ(1/n), ζ(r/n)〉p.
Hence G is generated by 〈ζ(1/n), ζ(r/n)〉. As before, we denote the set of minimal genera-
tor of C[y, z]Gn,r by {yn, zn}∪Ayz(n, r) = {yn, zn, f3,1 = yi3,1zj3,1 , f3,2 = yi3,2zj3,2 , . . . , f3,e3 =
yi3,e3zj3,e3} and the set of their relations by Ryz(n, r). Obviously xyz ∈ Sn,p, and our fol-
lowing theorem will prove that {g1 = xn, g2 = yn, g3 = zn, g4 = xyz} ∪ Axy(n, p) ∪
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Axz(n, n − p − 1) ∪ Ayz(n, r) is a set of minimal generators of Sn,p. These generators
(exclude g4) form a triangle as the following picture
g1
f1,1 f2,1
f1,2 f2,2
· · · · · ·
f1,e1 f2,e2
g2 f3,1 f3,2 · · · f3,e3 g3
(8)
We call {g1, f1,1, f1,2, . . . , f1,e1, g2}, {g1, f2,1, . . . , f2,e2, g3} and {g2, f3,1, . . . , f3,e3, g3} the
first, second and third side of the triangle (8) respectively. Relations of generators which lie
on the same side of the above triangle have been known, now we need to explore relations
of generators which are on different sides. Obverse that if we take two generators f and
g which lie on different sides, for example g = g1 and f = f3,1, then g4 = xyz | fg.
Hence we introduce the definition ”basic form” of a element in Sn,p. For any monomial
h = xaybzc ∈ Sn,p, without loss of generality, we may assume that c = min{a, b, c}.
Since g4 = xyz ∈ Sn,p, we have xa−cyb−c ∈ Sn,p ∩ C[x, y], which follows that xa−cyb−c
can be generated by {g1 = xn, g2 = yn} ∪ Axy(n, p). Hence h = gc4h˜(g1, g2, f1,1, . . . , f1,e1)
in C[x, y, z], where h˜(g1, g2, f1,1, . . . , f1,e1) is a polynomial in g1, g2, f1,1, . . . , f1,e1. We call
gc4h˜(g1, g2, f1,1, . . . , f1,e1) a basic form of h, and denote it by B(h). Similarly in other two
cases (a = min{a, b, c} and b = min{a, b, c}) we can define B(h). Let’s see an example for
basic forms.
Example 2. Let n = 3 and p = 1. Then Sn,p ∩ C[x, y] = C[x, y]G3,1, which is generated
by {g1 = x3, g2 = y3} ∪Axy(3, 1). From Example 1 we know that
Axy(3, 1) = {f1,1 = x
2y, f1,2 = xy
2}.
and
Rxy(3, 1) = {g1f1,2 = f
2
1,1, g1g2 = f1,1f1,2 f1,1g2 = f
2
1,2}.
Let f = x4y4z ∈ Sn,p, then f = g4 · x
3y3. x3y3 ∈ C[x, y]G3,1 and it can be written as
f1,1f1,2. Hence B(f) = g4f1,1f1,2 is basic form of f .
Now we can prove the main theorem of this section.
Theorem 3.5. Using the notation above, then a set of minimal generators of the invariant
ring Sn,p is
{g1 = x
n, g2 = y
n,g3 = z
n, g4 = xyz}∪
Axy(n, p) ∪ Axz(n, n− p− 1) ∪ Ayz(n, r).
(9)
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And the relations are
Rxy(n, p) ∪Rxz(n, n− p− 1) ∪Ryz(n, r)∪
{gf − B(gf) | generators g, f do not lie on the same side of triangle (8) }
where B(gf) is a basic form of gf . More explicitly, the relations are
Rxy(n, p) ∪ Rxz(n, n− p− 1) ∪ Ryz(n, r)∪
{g1f − B(g1f) | f ∈ Ayz(n, r)} ∪ {g2f − B(g2f) | f ∈ Axz(n, n− p− 1)}∪
{g3f − B(g3f) | f ∈ Axy(n, p)}∪
{fg − B(fg) | f ∈ Axy(n, p), g ∈ Axz(n, n− p− 1)}∪
{fg − B(fg) | f ∈ Axy(n, p), g ∈ Ayz(n, r)}∪
{fg − B(fg) | f ∈ Axz(n, n− p− 1), g ∈ Ayz(n, r)}.
(10)
Remark 3.3. It’s easy to see that deg(gf) = deg(B(gf)) with respect to the weight
system (4) for any f, g ∈ {g1, . . . , g4, f1,1, . . . , f1,e1, f2,1, . . . , f2,e2, f3,1, . . . , f3,e3}. Hence
equations in (10) are weighted homogeneous.
Proof. For any element f ∈ Sn,p, from its basic form B(f), we know that f can be
generated by (9). Hence (9) generate Sn,p. Theorem 3.4 tells us that Axy(n, p) ∪ {xn, yn}
are minimal generators of Sn,p ∩ C[x, y], hence each element in Axy(n, p) ∪ {xn, yn} can
not be generated by other elements in Axy(n, p) ∪ {xn, yn}. Similarly each element in
Axz(n, n − p − 1) ∪ {xn, zn} (resp. Ayz(n, r) ∪ {yn, zn}) can not be generated by other
elements in Axz(n, n − p− 1) ∪ {xn, zn} (resp. Ayz(n, r) ∪ {yn, zn}). And it’s clear that
xyz can not be generated by other elements in (9). Hence (9) are minimal generators.
Consider ring homomorphism
φ : C[g1, . . . , g4, f1,1, . . . , f1,e1, f2,1, . . . , f2,e2, f3,1, . . . , f3,e3 ]→ Sn,p
g1 7→ x
n g2 7→ y
n g3 7→ z
n g4 7→ xyz
f1,k 7→ x
i1,kyj1,k f2,k 7→ x
i2,kyj2,k f3,k 7→ x
i3,kyj3,k
Denote the kernel of φ by Kn,p. We will prove that Kn,p is generated by (10) as an ideal
of C[g1, . . . , g4, f1,1, . . . , f1,e1, f2,1, . . . , f2,e2, f3,1, . . . , f3,e3].
First let’s prove a claim.
Claim 3.1. Let P = C[g1, . . . , g4, f1,1, . . . , f1,e1, f2,1, . . . , f2,e2, f3,1, . . . , f3,e3]. For any
monomial F in P , there exists a non-negative integer k and a monomial H in P such
that
(1) F − gk4H is generated by (10);
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(2) H is independent of g4;
(3) elements in Supp(H) lie on a side of trangle (8) and Supp(H) contains at most one
vertex of that side. (here Supp(H) means the set consists of variables which appear in H).
More explicitly, this condition requires that H satisfies one of the following conditions:
(i) Supp(H) ⊆ {g1, f1,1, . . . , f1,e1};
(ii) Supp(H) ⊆ {g1, f2,1, . . . , f2,e2};
(iii) Supp(H) ⊆ {g2, f1,1, . . . , f1,e1};
(iv) Supp(H) ⊆ {g2, f3,1, . . . , f3,e3};
(v) Supp(H) ⊆ {g3, f2,1, . . . , f2,e2};
(vi) Supp(H) ⊆ {g3, f3,1, . . . , f3,e3}.
Proof of Claim 3.1. We prove this claim by induction on the weighted degree of F (with
respect to the weight system (4)). Without loss of generality, we may assume that F is
independent of g4 (if F = g
k
4F
′, we can replace F by F ′). There are following three cases:
(a) There exist g, f ∈ Supp(F ) such that f, g do not lie on the same side of the triangle
(8), then F can be written as
F = gfF ′ = B(gf)F ′ + (gf − B(gf))F ′.
Because deg(gf) = deg(B(gf)) we have deg(F ) = deg(B(gf)F ′). Since (gf − B(gf))F ′
is generated by (10), we only need prove the claim for B(gf)F ′. By the definition of
B(gf), we know that g4 | B(gf). Hence B(gf)F ′ can be written as g4F ′′, then deg F ′′ <
degB(gf)F ′ = deg F . By inductive assumption, we know the claim holds for F ′′, which
follows that the claim holds for g4F
′′ = B(gf)F ′.
(b) g1g2g3 | F . Write F = g1g2g3F ′. Since g1g2 = f1,1f1,e1
∏e1
k=1 f
a1,k−2
1,k ∈ Rx,y(n, p), we
only need to prove the claim for f1,1f1,e1
∏e1
k=1 f
a1,k−2
1,k g3F
′, and this has been treated in
case (a).
(c) Elements in Supp(F ) lie on the same side of the triangle (8). Without loss of
generality, we may assume that F is a monomial on variables g1, g2, f1,1, . . . , f1,e1 . If
g1g2 | F , write F = g
s
1g
t
2F
′, where F ′ is independent of g1, g2 and we may suppose that
s ≤ t. Since g1g2 − f1,1f1,e1
∏e1
k=1 f
a1,k−2
1,k ∈ Rxy(n, p), we have
F − (f1,1f1,e1
e1∏
k=1
f
a1,k−2
1,k )
sgt−s2 F
′
can be generated by (10). Let H = (f1,1f1,e1
∏e1
k=1 f
a1,k−2
1,k )
sgt−s2 F
′, then the claim holds.

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For any F (g1, . . . , g4, f1,1, . . . f1,e1, f2,1, . . . , f2,e2 , f3,1, . . . , f3,e3) ∈ Kn,p, where F is a poly-
nomial in 4 + e1 + e2 + e3 variables, then φ(F ) = 0. By Claim 3.1, we may assume that
F = F0 + g4F1 + g
2
4F2 + · · · + g
m
4 Fm, where Fi is independent of g4 and each term of
Fi satisfies the condition (3) in Claim 3.1. Hence xyz ∤ φ(Fi) unless φ(Fi) = 0. Since
φ(F ) = 0, then we have
φ(F0) + xyzφ(F1) + (xyz)
2φ(F2) + · · ·+ (xyz)
mφ(Fm) = 0
in Sn,p. Since xyz ∤ φ(Fi) unless φ(Fi) = 0, we have φ(Fi) = 0 for i = 0, 1, . . . , m. Now
we only need to prove each Fi can be generated by (10). Since each term of Fi satisfies
the condition (3) in Claim 3.1 and is independent of g4, we can write
Fi = H1 +H2 +H3 + c0 + c1g
k1
1 + c2g
k2
2 + c3g
k3
3
where Hj is a polynomial such that each term t in Hj satisfies that
(1) elements in Supp(t) lie on the j-th side of the triangle (8),
(2) Supp(t) ∩ {fj,1, . . . , fj,ej} 6= ∅,
for j = 1, 2, 3. Then we have xy | φ(H1), xz | φ(H2) and yz | φ(H3) and we have
φ(H1) ∈ C[x, y], φ(H2) ∈ C[x, z], φ(H3) ∈ C[y, z]. Since φ(Fi) = φ(H1)+φ(H2)+φ(H3)+
c0+ c1x
k1n+ c2y
k2n+ c3z
k3n = 0, and xy | φ(H1) and φ(H2) ∈ C[x, z] and φ(H3) ∈ C[y, z],
we get φ(H1) = 0. Using Theorem 3.3, we get H1 is generated by Rxy(n, p). Similarly
φ(H2) = φ(H3) = 0 and H2 (resp. H3) can be generated by Rxz(n, n − p − 1) (resp.
Ryz(n, r)). Hence c0+c1x
k1n+c2y
k2n+c3z
k3n = 0, which follows that c0 = c1 = c2 = c3 = 0.
Hence Fi = H1 +H2 +H3 can be generated by (10), then the theorem is proved.

Corollary 3.2. The minimal embedding dimension d of C3/Hn,k is
4 + l(n/(n− p)) + l(n/(p+ 1)) + l(n/(n− r)) ≥ 10,
where l(k) means the length the continue fraction for a positive integer k.
Proof. Since the minimal embedding dimension d of C3/Hn,k is equal to the number of
minimal generators, using Theorem 3.5, we have d = 4 + l(n/(n − p)) + l(n/(p + 1)) +
l(n/(n−r)). And since p, n−p−1 and r are coprime with n, we have l(n/(n−p)), l(n/(p+
1)), l(n/(n− r) ≥ 2. Hence
d ≥ 10.
. 
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Example 3. Let H = H3,1 be the subgroup of SL(3,C) generated by 〈ζ(1/3), ζ(1/3), ζ(1/3)〉.
As in Example 2, a set of minimal generators of S3,1 are
g1 = x
3, g2 = y
3, g3 = z
3, g4 = xyz, f1,1 = x
2y,
f1,2 = xy
2, f2,1 = x
2z, f2,2 = xz
2, f3,1 = y
2z, f3,2 = yz
2.
And
Rxy(3, 1) = {g1f1,2 = f
2
1,1, g1g2 = f1,1f1,2 f1,1g2 = f
2
1,2};
Rxz(3, 1) = {g1f2,2 = f
2
2,1, g1g3 = f2,1f2,2 f2,1g3 = f
2
2,2};
Ryz(3, 1) = {g2f3,2 = f
2
3,1, g2g3 = f3,1f3,2 f3,1g3 = f
2
3,2}.
And {gf − B(gf) | generators g, f do not lie on the same side of triangle (8) }=
{g1f3,1 = g4f1,1, g1f3,2 = g4f2,1, g2f2,1 = g4f1,2, g2f2,2 = g4f3,1, g3f1,1 = g4f2,2,
g3f1,2 = g4f3,2, f1,1f2,1 = g1g4, f1,1f2,2 = g4f2,1, f1,1f3,1 = g4f1,2, f1,1f3,2 = g
2
4,
f1,2f2,1 = g4f1,1, f1,2f2,2 = g
2
4, f1,2f3,1 = g2g4, f1,2f3,2 = g4f3,1, f2,1f3,1 = g
2
4,
f2,1f3,2 = g4f2,2, f2,2f3,1 = g4f3,2, f2,2f3,2 = g3g4}.
4. Toric geometry perspective
The cyclic quotient singularity is toric and we can use toric method to understand the
examples studied above. Let’s first review briefly the toric singularity, for more details,
see [CLS]. We start with a three dimensional standard lattice N , and its dual lattice M .
A convex cone σ in NR is defined by a set of lattice points vρ:
σ = {r1v1 + . . .+ rnvn, ri ≥ 0}. (11)
The dual cone is defined as
σ∨ = {m · vρ ≥ 0, m ∈MR}. (12)
The toric singularity is defined as Spec(σ∨ ∩M). We have following facts:
• The Gorenstein condition implies that there is a lattice vector m0 ∈M such that
m0 · vρ = 1 for any vector vρ. We can choose coordinate such that vρ = (pρ, qρ, 1),
so a Gorenstein toric singularity is defined by a convex lattice polygon P .
• The isolated singularity implies that there is no internal lattice points on boundary
edges of P .
• We are interested in the case where there is no flavor symmetry, and this implies
that the local class group of the singularity is trivial. This implies that P is a
triangle.
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So we need to classify triangle P with no lattice points on the boundary edges. Now we
can put one vertex at origin using translational invariance, and we can also put another
vertex at point (1, 0). The third vertex can be constrained so that its coordinate is (a, b)
with a > 0, b > 0. The constraints on (a, b) so that there is no lattice point on boundary
edges are
(a, b) = 1, (a− 1, b) = 1 (13)
Here (p, q) means the maximal common divisor of p and q. See figure. 1 for the example.
Now let’s compare our result with theorem 3.3, where the defining data also involves
two positive integers n, p such that (n, p) = 1 and (n, n − p − 1) = 1, with 0 < p < n.
With some computation, one can see that the classification from toric perspective is the
same as that from the quotient singularity point of view.
Figure 1. Isolated toric Gorenstein singularity with trivial class group is
defined by a lattice triangle with no lattice points on the boundary.
Finally, we would like to point out that the deformation theory of isolated Gorenstein
toric singularity has been studied in [AL], and above singularity is indeed rigid. The
crepant resolution of the singularity is found from the unimodular lattice triangulation of
P , from which we can read off the Higgs branch dimension.
5. Discussion
The singularities studied in this paper has trivial mini-versal deformation, and the
underlying four dimensional N = 2 SCFT has no Coulomb branch (including mass de-
formation). The singularity admits non-trivial crepant resolution, and so it should have
non-trivial Higgs branch. For example, C3/Z3 singularity has a crepant resolution with
one exceptional divisor which is nothing but a CP 2. There is one compact curve on
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resolved geometry and we expect the Higgs branch to be one dimensional. This theory
should have no flavor symmetry, since otherwise one can turn on mass deformation and
then have non-trivial Coulomb branch. This fact is verified from toric point of view as the
local class group is trivial. While there are many 4d N = 2 theories admitting no Higgs
branch, to our knowledge we do not know any example admitting no Coulomb branch.
From Higgs branch point view, the SCFT point is nontrivial as there are already mass-
less degree of freedom in the deformed theory. The question is wether they are just free
hypermultiplets. We used tensionless string argument to argue that the theory is inter-
acting. Another reasoning is that if the theory is free, we should see the flavor symmetry
and the mass deformation which are all absent in the geometry. Given these reasonings,
we tend to believe that the theory is interacting. We believe that examples presented in
this paper can help us better understand the space of 4d N = 2 SCFTs.
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