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ABSTRACT
Graph vertex sampling set selection aims at selecting a set of ver-
tices of a graph such that the space of graph signals that can be re-
constructed exactly from those samples alone is maximal. In this
context, we propose to extend sampling set selection based on spec-
tral proxies to arbitrary Hilbert spaces of graph signals. Enabling
arbitrary inner product of graph signals allows then to better account
for vertex importance on the graph for a sampling adapted to the
application. We first state how the change of inner product impacts
sampling set selection and reconstruction, and then apply it in the
context of geometric graphs to highlight how choosing an alternative
inner product matrix can help sampling set selection and reconstruc-
tion.
Index Terms— Graph signal processing, vertex sampling, graph
signal Hilbert space
1. INTRODUCTION
Over the past few years, the field of graph signal processing (GSP)
has been building up a framework to analyze, process and transform
graph supported data with the goal of understanding data supported
by arbitrary discrete structures [1,2]. In this paper, we are interested
in the question of sampling set selection: Where on the graph do we
perform measurements so as the dimension of the space of smooth
signals we can reconstruct exactly is as high as possible? While there
have been a number of contributions studying this problem in a GSP
context in the past few years [3–5], in all of them the space of graph
signals is assumed to be equipped with the canonical inner product:
the dot product.
Recently, we introduced a generalization of the graph Fourier
transform to arbitrary Hilbert spaces of graph signals, allowing to
equip that space with any inner product [6]. We showed that this ad-
ditional parameter (i.e., the inner product) allows better control over
the importance of the nodes of the graph, with their relative impor-
tance influencing the design of a suitable graph Fourier transform.
For example, the random walk Laplacian approach based on the in-
ner product whose matrix is the degree matrix D, is shown to yield
the most interesting results in spectral clustering [6, 7]. In image
processing, bilateral filtering and non-local means are based on the
inner product I+D and perform well in image denoising [6,8]. Still
in image processing, a recent work shows that the inner product ma-
trix can be used towards perceptually better compression by integrat-
The research is based upon work supported by the Office of the Director
of National Intelligence (ODNI), Intelligence Advanced Research Projects
Activity (IARPA), via IARPA Contract No 2017-17042800005. The views
and conclusions contained herein are those of the authors and should not be
interpreted as necessarily representing the official policies or endorsements,
either expressed or implied, of the ODNI, IARPA, or the U.S. Government.
The U.S. Government is authorized to reproduce and distribute reprints for
Governmental purposes notwithstanding any copyright annotation thereon.
Work partially funded by NSF under grant CCF-1527874.
ing the importance of each pixel towards the Structural SIMilarity
(SSIM) [9]. Finally, in point cloud attribute compression, a region-
adaptive approach can be seen as a hierarchical graph Fourier trans-
form with specific graphs and inner products at each level [10–12].
Our contribution is twofold. First, in Sec. 2, we show how the
sampling approach of [5] can be generalized to any inner product.
In particular, our generalization describes a method that can applied
to many other GSP tools to extend them to arbitrary Hilbert spaces,
not just sampling set selection. Our second contribution, in Sec. 3, is
to experimentally study the impact of the inner product on sampling
and reconstruction for geometric graphs and several inner product.
Doing so, we show that it has an impact on both theoretical worse
case scenario error bounds and mean squared reconstruction error,
and we give evidence that the Voronoi cell area inner product pro-
posed in [6] is a good candidate.
2. SAMPLINGWITH SPECTRAL PROXIES
In this section, we describe how the graph vertex sampling set selec-
tion approach of [5] can be extended to any arbitrary Hilbert space
of graph signals. To that end, we use the graph Fourier transform
adapted to arbitrary Hilbert spaces that we proposed in [6] to obtain
the required notion of bandlimitedness.
2.1. Background: Graph Fourier Transform in Arbitrary
Hilbert Spaces
Let G = (V, E ,W) be a graph with vertex set |V| = N , edge set E ,
and weight matrix W such that wij is the weight of the edge from
vertex i to vertex j. G may be directed or undirected. A graph signal
x maps any vertex i to a scalar value xi ∈ C. We assume that there
exists a non-negative graph signal variation operator ∆(x) ≥ 0 that
depends on the edge set E and weight matrix W. In [6], we pro-
posed a generalization of the graph Fourier transform (GFT) for any
Hilbert space of graph signals using the variation operator ∆. We de-
noteQ the matrix of the graph signal Hilbert space inner product ver-
ifying 〈x,y〉Q = y∗Qx with .∗ the conjugate transpose operator.
Above, and in the rest of this paper, we color the inner product ma-
trixQ in blue to highlight where it impacts the sampling set selection
approach of [5]. In this paper, we further assume that the variation
operator verifies ∆(x) = x∗Mx with M a non-negative Hermitian
matrix.1 We denote this graph Fourier transform the (M,Q)-GFT.
More precisely, the (M,Q)-GFT projects a graph signal onto an
orthonormal2 basis of graph Fourier modes {ul}l defined as solution
to the following iterative minimizations:
min
uL:∀l<L,〈uL,ul〉Q=0
∆(uL) subj. to ‖uL‖Q = 1.
1Extending our current contribution to any ∆ by considering the funda-
mental matrix of the graph Z instead of Q−1M is straightforward, but we
choose not to do it here to better highlight how Q changes the setting of [5].
2Orthonormality is with respect to the Q inner product.
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Since ∆(x) = x∗Mx, the set of graph Fourier modes that is solu-
tion to the minimizations above is exactly the set of eigenvectors of
the matrix Z = Q−1M [6, Theorem 1]. The analysis and synthesis
formula for the (M,Q)-GFT are then given by:
x˜l = [Fx]l = 〈x,ul〉Q = [U∗Qx]l
x = F−1x˜ = Ux˜ =
∑
l
x˜lul =
∑
l
〈x,ul〉Qul,
with U = [u0 . . .uN−1] the matrix whose columns are the graph
Fourier modes. Moreover, the graph frequencies are naturally de-
fined as the graph variations of the graph Fourier modes:
λl = ∆(ul) = u
∗
lMul,
and are equal to the eigenvalues of Z.
In this setting, a graph signal is ω-bandlimited if:
∀λl > ω, x˜l = 0.
2.2. Consistent Reconstruction in Hilbert Spaces
Similar to [5], our goal is to sample vertices of a graph such that the
error made during reconstruction of an ω-bandlimited graph signal
is minimal. In other words, given a signal x of which we only know
the noisy samples yS = xS + n on vertices in S ⊆ V , we would
like to recover x from yS . We denote x̂ the estimated signal.
Before looking at the question of sampling set selection, we
study the problem of signal reconstruction given a sampling set S.
One approach called consistent reconstruction is to perform a least
squares estimate of the spectral coefficients of the signal and apply
the inverse Fourier transform, thus leveraging the bandlimited hy-
pothesis of the signal x [13]:
x̂ = UVR
(
argmin
x˜R
‖yS −USRx˜R‖2QS
)
,
where R = {1, . . . , r} and λr is the largest frequency smaller than
ω. Under mild conditions, this estimate verifies x̂S = yS . Notice
above the use of the inner product ‖.‖QS of the Hilbert subspace of
graph signals supported by the vertex sampling subspace S: This is
necessary since ys lives in the Hilbert space of graph signals whose
inner product matrix is QS , not the usual dot product. We obtain the
following close-form solution:3
x̂ = UVR
(
U∗SRQSUSR
)−1
U∗SRQSyS . (1)
2.2.1. Effect of Noise
Here we study the impact of noisy measurements on reconstruction.
More precisely, we look at the error covariance matrix when the
noise distribution is a QS -white noise, i.e., n ∼ N (0,Q−1S ) [6].
Considering this type of noise is necessary to have a noise with flat
power spectrum, i.e., with E[n˜n˜∗] = I. Let e = x̂− x be this error.
In the Hilbert space of graph signal with inner product matrixQ, the
error covariance matrix is then:4
E = E [ee∗Q] = UVR [U∗SRQSUSR]
−1
U∗VRQ.
3Note thatQS is itself a proper inner product matrix on the graph signals
on S [14, Observation 7.1.2]
4We use the generalization of covariance matrix K to arbitrary Hilbert
spaces verifying 〈Kx,y〉 = Ez [〈z,y〉〈x, z〉]. Notice also how the covari-
ance matrix of n is actually the identity matrix in the corresponding Hilbert
space: E[nn∗QS ] = Q−1S QS = I.
The A-optimal sampling design minimizing the Q-Mean Squared
Error (Q-MSE) [6] is then obtained as:
SA-opt = argmin
|S|=m
tr(E) = argmin
|S|=m
tr
(
[U∗SRQSUSR]
−1
)
,
while the E-optimal sampling design minimizing the maximum
eigenvalue of E is given by:
SE-opt = argmin
|S|=m
λmax(E) = argmax
|S|=m
σmin
(
Q
1
2
SUSR
)
. (2)
In particular, a larger value of σmin
(
Q
1
2
SUSR
)
leads to a smaller
reconstruction error under noisy observations.
2.2.2. Effect of Model Mismatch
Now, we assume that the signal we wish to reconstruct is not exactly
bandlimited and can be written as x = x‖+x⊥, where x‖ is the or-
thogonal projection of x on the space of ω-bandlimited signals, and
the non-zero x⊥ correspond to the high-pass components of the sig-
nal. Using the E-optimal sampling design, the reconstruction error
can be bounded by [13]:
‖x− x̂‖Q 6
[
σmin
(
Q
1
2
SUSR
)]−1 ∥∥∥x⊥∥∥∥
Q
. (3)
In other words, a choice of M and Q that leads to a larger minimum
singular value of Q1/2S USR leads to a smaller influence of a model
mismatch on the reconstruction error.
Noticeably, the influence of both the noise and model mismatch
are minimized when σmin
(
Q
1/2
S USR
)
is maximized. We will use
this to experimentally study the performance of various choices of
the matrix Q in Sec. 3.
2.3. Sampling Set Selection using Spectral Proxies
In [5], the authors propose to select a sampling set using:
Soptk = argmax|S|=m Ωk(S), (4)
where Ωk(S) is the kth order approximate cutoff frequency of the
sampling set S, i.e., the minimum bandwidth of a graph signal veri-
fying xS = 0. This cutoff frequency is in turn defined using the kth
spectral proxy of the cutoff frequency of a given graph signal:
ωk(x) =
∥∥∥(Q−1M)k x∥∥∥Q
‖x‖Q
1/k
,
leading to:
Ωk (S) = min
x:xS=0
ωk(x) (5)
=
[
min
xSc
xSc∗Hk (Sc)∗Hk (Sc)xSc
xSc∗QScxSc
] 1
2k
= [σmin (Hk (Sc))]
1
k ,
where .c is the set complement operation, with associated singular
vector φ∗k, and with:
Hk (Sc) =
[
Q
1
2
(
Q−1M
)k]
VSc
Q
− 1
2
Sc .
The optimization problem of (4) being combinatorial, a greedy
heuristic is used to select the vertices of the sampling set one after
the other. More precisely, the cost of adding vertex is obtained using:
ωαk (x, t) =
(
ωk(x) + α
x∗ diag(t)x
x∗x
)
λαk (t) = min
x
ωαk (x, t)
such that adding vertex i to the sampling set S leads to:
∂λαk
∂ti
(1S) =
∂ωαk
∂ti
(φ∗k,1S) = α
(
[φ∗k]i
‖φ∗k‖
)2
.
Notice above how Q does not appear in the norm: The relaxation
x∗ diag(1S)x
x∗x (when t = 1S ) of the constraint xS = 0 in (5) does not
involve Q. Indeed, the constraint is enforcing that x is zero on the
set S, which we translate into most of the nodes of S having values
close to zero, rather than the QS -norm of xS being close to zero
compared to ‖x‖Q. Note that choosing theQ-norm can be shown to
be equivalent to using the (Q−
1
2MQ−
1
2 , I)-GFT using the change
of variable y = Q
1
2 x in λαk which would defeat the purpose of an
alternative Hilbert space of graph signals.
We then adopt the same greedy approach that selects the next
vertex i that maximizes | [φ∗k]i |, i.e., that increases the most the cut-
off frequency thus optimizing (5).
2.4. Additional Background: Reconstruction with POCS
Although (1) can be used to reconstruct a graph signal, it requires
computing the (M,Q)-GFT matrix, i.e., computing an eigendecom-
position. To avoid performing this eigendecomposition, we adopt the
Projection On Convex Sets (POCS) approach of [15, 16]. To recon-
struct the signal, we iteratively project it onto (PS) the set of signals
verifying x̂S = yS (recovering the observed samples) and then onto
(Pω) the set of ω-bandlimited graph signals until the loop converges
or exceeds a maximum number of iterations.
Implementing the projection on (Pω) can be done using an ideal
low-pass graph filter of cutoff frequency ω [16]. In practice an
ideal low-pass graph filter still needs an eigendecomposition of Z,
so instead, we adopt the same strategy of approximating it with a
Chebyshev polynomial approximation of the following graph filter
frequency response:
h(λ) =
1
1 + exp (α(λ− ω)) ,
with α controlling how sharp the transition is around the cutoff fre-
quency. We denote hωm,α(λ) this polynomial approximation of order
m, and the projection on (Pω) of the signal x is approximated by
hωm,α(Q
−1M)x.
3. EXPERIMENTS WITH GEOMETRIC GRAPHS
One of the challenges of comparing a spectral method efficacy de-
pending on the graph Fourier transform is to actually measure this
efficacy and synthesize ground truth data that is independent of the
graph Fourier transforms being compared. To that end, geometric
graphs provide an appealing setting where the underlying Euclidean
geometry holds the ground truth. More precisely, let us consider a
portion of a two dimensional space, e.g. a square, where a spatially
continuous phenomena can be measured. Such a setting can model
a variety of real world examples such as weather readings, geologic
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Fig. 1: Average value of σmin(Q
1
2
SUSR) over 5,000 realizations of
geometric graphs, where S has been obtained by the method de-
scribed in Sec. 2.
earth of the ground, or heat propagation in a metal sheet. In this sec-
tion, we experiment with this setting of geometric graphs, and study
the application of sampling set seletion and signal reconstruction de-
scribed in Sec. 2.
There are however a number of parameters that we need to
choose before performing vertex sampling: i) the edge set E , ii) the
weights of each edge wij , iii) the graph signal variation operator
∆(x), and iv) the graph signal inner product Q. Here we use the
classical approach of a complete graph with edge weights given by
a Gaussian kernel of the distance between vertices. Let dist(i, j)
be the Euclidean distance between any two vertices (locations),
wij = exp
(−dist(i, j)2/(2σ2)) be a Gaussian kernel of the dis-
tance, and D = diag(W1) be the degree matrix associated to
the weight matrix W. Then, using the combinatorial Laplacian
M = L = D −W, we choose the classical graph signal variation
∆(x) = x∗Lx.
Using this setting, we compare three (L,Q)-GFTs: Q = I,
Q = D, and Q = C where C is the diagonal matrix with Voronoi
cell areas of each vertex [6]. In each experiment, multiple realiza-
tions of geometric graphs of 100 vertices are obtained by uniformly
drawing vertices in a 10× 10 square.
In all of our experiments, we use k = 3 for the spectral proxies
ωk(x).
3.1. Error Bound
In (3), we showed that the reconstruction error is upper bounded by a
quantity that depends on the minimum singular value of Q1/2S USR,
and showed that this minimum singular value should be large to have
a smaller worse case reconstruction error. In Fig. 1, we show the re-
sulting average minimum singular value for 5,000 realizations of ge-
ometric graphs. Q = C outperforms the other two choices of inner
product matrix Q. Interestingly, the random walk Laplacian is the
less performing of all three approaches and sees even a large drop of
performance for sampling sets larger than 40% of the vertex set. This
may suggest that this approach is better at capturing global trends on
the graph (smooth graph signals easily described by a small subset
of vertices) than finer grained details. However, the reconstruction
error also depends on the model mismatch energy (second term in
the r.h.s. of (3)). To better quantify this reconstruction error, we
study it on concrete signals next.
Although this only shows that the worse case reconstruction sce-
10−2
10−1
100
σ
=
0
.1
sω2 sω3 sω4 sω5
10−2
10−1
100
σ
=
0
.2
(L, I)
(L,D)
(L,C)
20 40 60 80
10−2
10−1
100
|S|
σ
=
0
.4
20 40 60 80
|S|
20 40 60 80
|S|
20 40 60 80
|S|
Fig. 2: Mean C-norm of the reconstruction error for various ground truth graph signals sωk (columns), and various amount of additive
Gaussian noise with standard deviation σ (rows), depending on the size of the sampling set |S|.
nario is less impacted by noise with Q = C, this highlights the
property that choosing a quantity that more finely describes the un-
derlying structure can actually help in making the right sampling set
selection.
3.2. Synthetic Graph Signals
In this section, we are interested in simulating sampling and re-
construction of graph signals, and studying the average error made
by all three choices of matrix Q. Noticeably, the usual approach
of choosing a bandlimited ground truth graph signal and perturb-
ing it with additive Gaussian noise is flawed in our setting: There
are multiple definitions of bandlimitedness that each depend on a
different (L,Q)-GFT. To lift this difficulty, and to be true to our
motivations, we consider a smooth ground truth continuous sig-
nal. More precisely, we consider four pure horizontal sinewaves
sω(x, y) = sin(2piωx) and choose ω = ωk such that there are
exactly k ∈ {2, 3, 4, 5} horizontal oscillations in the underlying
continuous space. To study the mean squared error, we also per-
turb the measurements of sω at each vertex with a Gaussian noise
ni ∼ N (0, σ2), independently for each vertex.
Note that this additive noise corresponds to measurement errors.
Even though it is modeled differently depending on Q, choosing
one Q over another is not about filtering out uniformly the noise,
but filtering it out where it is important to do so. In other words,
using an approach that removes uniformly the noise (Q = I) may be
detrimental if the noised removed is not important, while selectively
removing the noise can help attain our goal (here, having an accurate
representation of the underlying continuous signal).
Additionally, we do not plot the `2-norm of the error, but the
C-norm, based on the Voronoi cell area since we showed previously
that it corresponds to the error made in the underlying continuous
space if we were interpolating the measurement in the continuous
domain [6]. It is therefore a more realistic measure of how accu-
rate our reconstruction is with respect to the underlying continuous
space.
Fig. 2 reports these mean squared errors for each of the 12
cases (four signals, and three noise levels with standard deviations
σ ∈ {0.1, 0.2, 0.4}). Noticeably, the (L,D)-GFT based approach
slightly outperforms the other two for the smoothest signal, but
quickly becomes less effective as signal smoothness decreases. For
sω3 and sω4 we remark that the MSE of the (L,D)-GFT approach
actually decreases for a larger sampling set size than the other two
methods. As stated in [5], this suggests that the cutoff frequency
of the signal being considered is actually higher with respect to the
(L,D)-GFT than the other two methods.
On the other hand, (L,C) performed the best for sω3 , sω4 and
sω5 with barely larger error for smaller sampling sets, and then out-
performing the other two methods, thus showing the importance of
correctly choosing Q.
4. CONCLUSIONS AND PERSPECTIVES
In this paper, we showed how to extend the sampling set selection
through spectral proxies method of [5] to any Hilbert space of graph
signals. Doing so, we highlighted how the inner product matrix Q
impacts the method, and the assumptions made to derive close-form
solutions. We also showed on synthetic geometric graphs experi-
ments how the choice of Q alters reconstruction error bounds and
reconstruction errors for some smooth graph signals.
This work opens up several interesting perspectives. In partic-
ular, the Voronoi cell area inner product is shown to be helpful, but
can we do better? Can we find a better inner product for geometric
graphs, or an alternative choice of edge weights to better match the
inner product? This also opens up many possibilities for other types
of graphs, such as social network graphs for which we know already
that the heavy-tail degree distribution is an obstacle to graph signal
processing.
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