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CLASSIFICATION OF OPERATOR EXTENSIONS, MONAD LIFTINGS AND
DISTRIBUTIVE LAWS FOR DIFFERENTIAL ALGEBRAS AND ROTA-BAXTER
ALGEBRAS
SHILONG ZHANG, LI GUO, ANDWILLIAM KEIGHER
Abstract. Generalizing the algebraic formulation of the First Fundamental Theorem of Calculus
(FFTC), a class of constraints involving a pair of operators was considered in [27]. For a given
constraint, the existences of extensions of differential and Rota-Baxter operators, of liftings of
monads and comonads, and of mixed distributive laws are shown to be equivalent. In this paper,
we give a classification of the constraints satisfying these equivalent conditions.
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1. Introduction
The algebraic study of analysis has a long history. In the 1930s, the notion of a differential
ring or algebra was introduced by Ritt [20] to give an algebraic study of differential analysis
and differential equations. Here a differential algebra is an (associative) algebra R with a linear
operator d satisfying the Leibniz rule
(1) d(xy) = d(x)y + xd(y) for all x, y ∈ R.
Through the later work of Kolchin and many other mathematicians, differential algebra has been
developed into a vast area including differential Galois groups, differential algebraic groups and
differential algebraic geometry, with broad applications in number theory, logic and mechanical
proof of mathematical theorems [17, 23, 25].
The algebraic abstraction of the integral analysis came much later, as a byproduct of the work
of G. Baxter in probability in 1960 [2]. A Baxter algebra, later called Rota-Baxter algebra, is
an algebra R with a linear operator P such that
(2) P(x)P(y) = P(P(x)y) + P(xP(y)) + λP(xy) for all x, y ∈ R.
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Here λ is a given scalar in the base ring, called the weight of the Rota-Baxter operator. After
the pioneering work of Cartier and Rota [3, 22] in combinatorics, the recent developments of
Rota-Baxter algebras have ranged from multiple zeta values in number theory to renormalization
of perturbation quantum field theory [1, 5, 8, 10, 14, 21, 22].
As a differential analog of a Rota-Baxter operator of weight λ, a differential operator of
weight λ [12] is defined to satisfy the equation
(3) d(xy) = d(x)y + xd(y) + λd(x)d(y) for all x, y ∈ R
and d(1R) = 0.
With the algebraizations of both differential and integral analyses in place, it is natural to
formulate an algebraic abstraction of the two analyses through the well-known First Fundamental
Theorem of Calculus (FFTC), leading to the notion of a differential Rota-Baxter algebra with
weight. To be precise, a differential Rota-Baxter algebra of weight λ is a triple (R, d, P) consisting
of
(i) an algebra R,
(ii) a differential operator d of weight λ on R, and
(iii) a Rota-Baxter operator P of weight λ on R,
such that
(4) dP = idR,
reflecting the FFTC. See [7, 13, 21] for a variation, called an integro-differential algebra.
This natural algebraic abstraction of the FFTC has quite remarkable categorical implications
in terms of liftings of monads and mixed distributive laws, as shown in [26] which has attracted
interests from combinatorics, differential algebra, probability and computer science [4, 6, 15, 24].
We fix an algebra R and let RN denote the Hurwitz series algebra over R [16, 12]. Then RN,
with a natural differential operator ∂R, is the cofree differential algebra on R. Further, we have a
comonad, denoted by C, giving differential algebras [26]. Also let X(R) be the mixable shuffle
product algebra [10]. Then (X(R), PR), where PR is a naturally defined Rota-Baxter operator, is
the free Rota-Baxter algebra on R which results in a monad, denoted by T, giving Rota-Baxter
algebras [26]. In [12], a differential operator on R is uniquely extended to X(R), enriching X(R)
to be the free differential Rota-Baxter algebra and giving a lifting of the monad T. Further, by the
lifting, we obtain a mixed distributive law of the monad T over the comonad C [26]. Similarly,
given a Rota-Baxter operator on R, we construct a cover1 of the operator on RN, and enrich RN to
be the cofree differential Rota-Baxter algebra which gives a lifting of the comonad C [26]. The
same mixed distributive law also follows.
These results show that the coupling of a differential operator and a Rota-Baxter operator via
FFTC leads to the existences of extensions of differential operators, of covers of Rota-Baxter
operators, of liftings of monads, and of mixed distributive laws. Then there are the following
natural problems.
Problem 1. How are the categorical properties of extensions of differential operators, covers
of Rota-Baxter operators, liftings of monads, and mixed distributive laws interrelated to one
another?
Problem 2. Are these equivalent categorical properties unique to this coupling via FFTC? In
other words, are there other examples where these equivalent properties hold?
1The term “coextension” in [27] is replaced by “cover” in this paper.
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To investigate Problem 1, a follow-up study of [26] was carried out in [27] where the identity
in the FFTC is viewed as an example of a polynomial identity in two noncommutative variables
symbolizing the differential operator and Rota-Baxter operator. Thus we work in the noncommu-
tative polynomial algebra k〈x, y〉 in two variables x, y and regard each polynomial ω = ω(x, y) in
k〈x, y〉 as a constraint between two linear operators q and Q, both defined on an algebra R, given
by a formal identity ω(q,Q) = 0. When q and Q are the differential operator and Rota-Baxter
operator respectively, ω(x, y) = xy − 1 gives the FFTC as in (4).
Before attempting the most general case, we consider a class Ω ⊂ k〈x, y〉 of constraints in
which to investigate Problem 1. The class of constraints is
(5) Ω := xy + k[x] + yk[x] = {xy − (φ(x) + yψ(x)) | φ, ψ ∈ k[x]} .
It was a pleasant surprise to find out in [27] that, for these constrains, the following categor-
ical properties are in fact equivalent: extensions of differential operators, covers of Rota-Baxter
operators, liftings of monads, and existence of mixed distributive laws. See Theorem 2.15 for a
precise statement. The theorem provides an answer to Problem 1.
The purpose of this paper is to address Problem 2, namely the dependence of these categorical
properties on the constraints. According to [26], the polynomial xy − 1 representing the FFTC
provides an example where all these equivalent categorical properties are fulfilled. As these
categorical properties are quite strong, one would expect that polynomialswith such properties are
quite rare. In this paper we confirm this expectation, by explicitly displaying all such polynomials,
through their connection with the covers of Rota-Baxter operators.
Here is an outline of the paper. In Section 2, we give the preliminary concepts and results
leading to Theorem 2.15 on the equivalence among the existences of covers of operators, of
extensions of operators, of liftings of monads, and of mixed distributive laws. We then state
Theorem 2.16 classifying all polynomials inΩ satisfying these equivalent properties. In Section 3,
Theorem 2.16 is rephrased as Theorem 3.1 and proved in several steps. It would be interesting to
determine whether this equivalence of categorical properties holds for more general polynomials
in k〈x, y〉 and to achieve a classification of such polynomials. Conjecture 3.2 gives a formulation
in this direction.
Throughout the paper, we fix a commutative ring k with identity and an element λ ∈ k. Unless
otherwise noted, we work in the categories of commutative k-algebras with identity, with or
without linear operators. All operators and tensor products are also taken over k. Thus references
to k will be suppressed unless doing so can cause confusion. We letN denote the additive monoid
of natural numbers {0, 1, 2, . . .} and N+ = {n ∈ N | n > 0} the positive integers. Let δi, j, i, j ∈ N
denote the Kronecker delta. For categorical notations, we follow [19].
2. Background and the statement of the main theorem
In this section we provide background to state the main theorem and prove preliminary results
required in the proof of the main theorem. In Section 2.1, we review free Rota-Baxter algebras
and cofree differential algebras, and the corresponding adjoint functor pairs. We also prove a
property in a special case which will be applied repeatedly in the proof of the main theorem.
In Section 2.2, we start with the category of operated algebras and consider its enrichments by
adding differential operators or Rota-Baxter operators. We give covers of operators or extensions
of operators in a operated algebra to certain objects in these enriched categories. Building on
these preparations, we state in Section 2.3 the theorem on the equivalence of extensions or covers
of operators, liftings of monads and existence of distributive laws, and the main theorem which
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gives a classification of the constraints for which each and hence all the equivalent conditions
hold.
Additional details can be found in [8, 12, 27]. The proof of the main theorem will be given in
the next section.
2.1. Free Rota-Baxter algebras and cofree differential algebras. Recall from [8, 10] the con-
struction of the free commutative Rota-Baxter algebra X(A) of weight λ on a commutative alge-
bra A with identity 1A. As a module, we have
X(A) =
⊕
i∈N+
A⊗i = A ⊕ (A ⊗ A) ⊕ (A ⊗ A ⊗ A) ⊕ · · · .
Define an operator PA on X(A) by assigning
PA(x0 ⊗ x1 ⊗ · · · ⊗ xn) := 1A ⊗ x0 ⊗ x1 ⊗ · · · ⊗ xn
for all x0 ⊗ x1 ⊗ · · · ⊗ xn ∈ A
⊗(n+1) and extending by additivity.
Then by [10, Theorem 4.1], the module X(A), with the mixable shuffle product, the operator
PA and the natural embedding jA : A → X(A), is a free Rota-Baxter algebra of weight λ on A.
More precisely, for any Rota-Baxter algebra (R, P) of weight λ and any algebra homomorphism
ϕ : A → R, there exists a unique Rota-Baxter algebra homomorphism ϕ˜ : (X(A), PA) → (R, P)
such that ϕ = ϕ˜ jA.
For later use, we give a class of Rota-Baxter algebras with non-zero Rota-Baxter operators.
Example 2.1. Take A = k in X(A). Then [10, Proposition 6.1] states that X(k) is an algebra
with basis zi := 1
⊗(i+1) ∈ k⊗(i+1) for each i ∈ N. The multiplication on X(k) is given by
(6) zmzn =
m∑
j=0
(
m + n − j
n
)(
n
j
)
λ jzm+n− j for all m, n ∈ N.
In particular, when λ = 0, one sees
(7) zmzn =
(
m + n
n
)
zm+n,
giving the divided power algebra.
The identity element of X(k) is z0 and the operator Pk : X(k) → X(k) is given by
Pk(zi) = zi+1 for each i ∈ N.
For a given m ∈ N+, Im := ⊕i≥mkzi is a Rota-Baxter ideal of (X(k), Pk), that is,
X(k)Im ⊆ Im, Pk(Im) ⊆ Im,
giving rise to the quotient Rota-Baxter algebra (X(k)/Im, Pk). Then for m ≥ 2,
Pk(zm−2) = zm−1 , 0, Pk(zm−1) = zm = 0 ∈ X(k)/Im.
We let ALG denote the category of commutative algebras, and let RBAλ, or simply RBA,
denote the category of commutative Rota-Baxter algebras of weight λ. Then we have a functor
F : ALG → RBA given on objects A by F(A) = (X(A), PA) and on morphisms ϕ : A → B by
F(ϕ)
 k∑
i=1
ai0 ⊗ ai1 ⊗ · · · ⊗ aini
 = k∑
i=1
ϕ(ai0) ⊗ ϕ(ai1) ⊗ · · · ⊗ ϕ(aini)
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for any
k∑
i=1
ai0 ⊗ ai1 ⊗ · · · ⊗ aini ∈ X(A).
Then the universal property of the free Rota-Baxter algebras X(A) has the following formula-
tion.
Proposition 2.2. ([26, Corollary 2.4]) The functor F : ALG → RBA defined above is the left
adjoint of the forgetful functor U : RBA → ALG.
Furthermore, the adjunction in Proposition 2.2 provides a monad T = TRBA = 〈T, η, µ〉 on
ALG giving Rota-Baxter algebras [26, § 2.2]. Indeed, for every algebra A, T (A) = X(A), ηA is
the natural embedding from A to X(A), and µA : X(X(A)) → X(A) is extended additively from
µA((a00 ⊗ · · · ⊗ a0n0) ⊗ · · · ⊗ (ak0 ⊗ · · · ⊗ aknk))
= (a00 ⊗ · · · ⊗ a0n0)PA(· · ·PA(ak0 ⊗ · · · ⊗ aknk) · · · ),
where
(a00 ⊗ · · · ⊗ a0n0) ⊗ · · · ⊗ (ak0 ⊗ · · · ⊗ aknk) ∈ X(X(A)) with ai0 ⊗ · · · ⊗ aini ∈ A
⊗(ni+1)
for n0, . . . , nk ≥ 0 and 0 ≤ i ≤ k.
Next we review some background on differential algebras with weights, defined in (3), and
refer the reader to [12] for details.
For any algebra A, let AN denote the k-module of functions f : N → A. We also view f ∈ AN
as a sequence
( fn) = ( f0, f1, · · · ) with fn := f (n) ∈ A.
Following [12, § 2.3], the λ-Hurwitz product on AN is given by
(8) ( f g)n =
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λk fn− jgk+ j for all f , g ∈ R
N.
In the special case when λ = 0, we have
(9) ( f g)n =
n∑
j=0
(
n
j
)
fn− jg j.
With this product, AN is called the algebra of λ-Hurwitz series over A. Further define
∂A : A
N → AN, ∂A( f )n = fn+1 for all f ∈ A
N, n ∈ N.
Then ∂A is a differential operator of weight λ on A
N, making (AN, ∂A) into a differential algebra of
weight λ. We also obtain a recursive formula for ( f g)n:
(10) ( f g)n+1 = (∂A( f g))n = (∂A( f )g)n + ( f ∂A(g))n + (λ∂A( f )∂A(g))n for all f , g ∈ A
N, n ∈ N.
Let DIF denote the category of differential algebras of weight λ, and G : ALG → DIF be a
functor given on objects A by G(A) := (AN, ∂A) and on morphisms ϕ : A → B by
G(ϕ) := ϕN : (AN, ∂A) → (B
N, ∂B), (ϕ
N( f ))n = ϕ( fn), f ∈ A
N, n ∈ N.
Proposition 2.3. (See [12, Proposition 2.8]) The functor G : ALG → DIF is the right adjoint of
the forgetful functor V : DIF → ALG. In other words, the differential algebra (AN, ∂A), together
with the algebra homomorphism
(11) εA : A
N → A, εA( f ) := f0 for all f ∈ A
N,
is a cofree differential algebra of weight λ on the algebra A.
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The adjunction in Proposition 2.3 gives rise to a comonad C = 〈C, ε, δ〉 on ALG giving dif-
ferential algebra [26, § 3]. For every A ∈ ALG, C(A) = AN, εA : A
N → A is a surjection with
εA( f ) = f0, and δA : A
N → (AN)N is defined by
(δA( f )m)n = fm+n, f ∈ A
N,m, n ∈ N.
Fix a comonad C˜ = 〈C˜, ε˜, δ˜〉 on RBA. If the following identities hold
UC˜ = CU, Uε˜ = εU and Uδ˜ = δU,
then C˜ is said to lift the comonad C. Dually, a monad T˜ = 〈T˜ , η˜, µ˜〉 on DIF lifting the monad T
from Proposition 2.2 satisfies
VT˜ = TV, V η˜ = ηV and V µ˜ = µV.
ThemonadT , comonadC and their lifting forms will be used in the formulation of Theorem 2.15.
Example 2.4. On the Rota-Baxter algebra (X(k), Pk) in Example 2.1, define
d : X(k) → X(k), d(z0) = 0, d(zn) = zn−1 for all n ∈ N+.
Then (X(k), d) is a differential algebra of weight λ. By [11, Corollary 3.7], the completion of
(X(k), d) is isomorphic to the algebra kN of Hurwitz series over k.
2.2. Covers and extensions of operators. In [27], we also introduced a class of polynomials
that serve as relations between a pair of operators as follows. In the noncommutative polynomial
algebra k〈x, y〉 in two variables x and y, consider the subset
(12) Ω := xy + k[x] + yk[x] = {xy − (φ(x) + yψ(x)) | φ, ψ ∈ k[x]}.
Let q and Q be two operators on an algebra R. Each ω := ω(x, y) ∈ Ω is regarded as a relation
ω(q,Q) = 0 between q and Q. As a special case, ω = xy − 1 is regarded as the relation ω(d, P) =
dP − idR = 0 between the operators d and P in a differential Rota-Baxter algebra (R, d, P) [12]
reflecting the First Fundamental Theorem of Calculus.
Definition 2.5. An operated algebra [9, 18] is an algebra R with a linear operator Q on R, thus
denoted as a pair (R,Q). Let OA denote the category of operated algebras.
As its enrichment, we have
Definition 2.6. ([27, Definition 2.6]) For a given ω ∈ Ω and λ ∈ k, we say that the triple (R, d,Q)
is a type ω operated differential algebra of weight λ if
(i) (R, d) is a differential algebra of weight λ,
(ii) (R,Q) is an operated algebra, and
(iii) ω(d,Q) = 0, that is,
(13) dQ = φ(d) + Qψ(d).
There is a one-to-one correspondence between operators P on RN and sequences (Pn) of linear
maps where, for each n ∈ N, Pn : R
N → R is given by
Pn( f ) := P( f )n for all f ∈ R
N.
For any operators Q,J on RN, and each f ∈ RN, n ∈ N, we obtain
(14) (∂RQ)n( f ) = (∂R(Q( f )))n = Qn+1( f ), (QJ)n( f ) = (Q(J( f )))n = Qn(J( f )).
We now recall the notion of a cover (called coextension in [27]) of an operator on an algebra
to the cofree differential algebra generated by this algebra.
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Definition 2.7. For a given operator Q : R → R, we call an operator Q̂ : RN → RN a cover of Q
on RN if for all f ∈ RN, we have Q̂0( f ) = Q( f0). That is, the following diagram commutes
RN
εR

Q̂ // RN
εR

R
Q
// R
where εR is given in (11).
The operator Q̂ is called a cover of Q because εR is surjective. For each ω ∈ Ω, we established
the existence and uniqueness of a cover as the following proposition shows.
Proposition 2.8. ([27, Proposition 2.6]) Let Q be an operator on an algebra R. For a given
ω = xy − (φ(x) + yψ(x)) ∈ Ω with φ, ψ ∈ k[x], Q has a unique cover Q̂ω : (RN, ∂R) → (R
N, ∂R)
such that ω(∂R, Q̂
ω) = 0, that is:
(15) ∂RQ̂
ω = φ(∂R) + Q̂
ωψ(∂R).
Thus the triple (RN, ∂R, Q̂
ω) is a type ω operated differential algebra.
For a given ω ∈ Ω, let ODAω denote the category of type ω operated differential algebras of
weight λ in Definition 2.6. Thanks to Proposition 2.8, we obtain a functor
(16) Gω : OA→ ODAω.
Applying (14), (15) is equivalent to
(17) Q̂ωn+1 = φ(∂R)n + Q̂
ω
n ψ(∂R) for all n ∈ N.
The following equivalent characterizations of a Rota-Baxter algebra in terms of covers will be
useful in the proof of our main result Theorem 2.16.
Proposition 2.9. Let (R,Q) be an operated algebra and Q̂ be any cover of Q to RN.
(i) (R,Q) is a Rota-Baxter algebra of weight λ if and only if
(18) Q̂0( f )Q̂0(g) = Q̂0(Q̂( f )g) + Q̂0( f Q̂(g)) + λQ̂0( f g) for all f , g ∈ R
N.
(ii) (RN, Q̂) is a Rota-Baxter algebra of weight λ if and only if for all f , g ∈ RN, n ∈ N,
(19)
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λkQ̂n− j( f )Q̂k+ j(g) = Q̂n(Q̂( f )g) + Q̂n( f Q̂(g)) + λQ̂n( f g).
The proof of Proposition 2.9 is straightforward.
The following special case of Proposition 2.9.(ii) will be used repeatedly in the proof of Theo-
rem 3.1.(i). When λ = 0, (19) becomes
n∑
j=0
(
n
j
)
Q̂n− j( f )Q̂ j(g) = Q̂n(Q̂( f )g) + Q̂n( f Q̂(g)) for all f , g ∈ R
N, n ∈ N.
As a consequence, we have
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Corollary 2.10. Let (R, P) be a Rota-Baxter algebra of weight 0. If there are f , g ∈ RN such that
(20)
(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
, 0,
then the cover P̂ω of P to (RN, ∂R) is not a Rota-Baxter operator of weight 0.
Next we recall the definition of extensions of operators in [27].
Definition 2.11. For a given operator q : R → R satisfying q(1R) = 0, we call an operator
qˆ : X(R) → X(R) an extension of q to X(R) if qˆ|R = q. That is, the following diagram
commutes
R
jR

q
// R
jR

X(R)
qˆ
// X(R)
where jR : R → X(R) is a natural embedding.
Since 1X(R) = 1R by the definition of the mixable shuffle product on X(R), we have qˆ(1X(R)) =
q(1R) = 0 for an extension qˆ of q to X(R).
Definition 2.12. ([27, Definition 2.9]) For a givenω ∈ Ω and λ ∈ k, we say that the triple (R, q, P)
is a type ω operated Rota-Baxter algebra of weight λ if
(i) (R, q) is an operated algebra with the property q(1R) = 0,
(ii) (R, P) is a Rota-Baxter algebra of weight λ, and
(iii) ω(q, P) = 0, that is,
qP = φ(q) + Pψ(q).
Proposition 2.13. ([27, Proposition 2.11]) Let (R, q) be an operated algebra where the operator
q satisfies q(1R) = 0. For a given ω = xy − (φ(x) + yψ(x)) ∈ Ω with φ, ψ ∈ k[x], q has a unique
extension qˆω : (X(R), PR) → (X(R), PR) with the following property: for u = u0 ⊗ u
′ ∈ R⊗(n+1)
with u′ ∈ R⊗n,
(21) qˆω(u) = q(u0) ⊗ u
′ + (u0 + λq(u0))(φ(qˆ
ω) + PRψ(qˆ
ω))(u′)
and
(22) qˆω(⊕ni=1R
⊗i) ⊆ ⊕ni=1R
⊗i for each n ∈ N+.
The triple (X(R), qˆω, PR) is a type ω operated Rota-Baxter algebra.
We let OA0 denote the category of operated algebras (R, q) with the property q(1R) = 0. Thus
DIF is a subcategory of OA0. Let ORBω denote the category of type ω operated Rota-Baxter
algebras of weight λ. Proposition 2.13 gives a functor
(23) Fω : OA0 → ORBω.
As a generalization of a differential Rota-Baxter algebra, we introduced in [27] the concept of
type ω differential Rota-Baxter algebras.
Definition 2.14. For a given ω ∈ Ω and λ ∈ k, we say that the triple (R, d, P) is a type ω
differential Rota-Baxter algebra of weight λ if
(i) (R, d) is a differential algebra of weight λ,
(ii) (R, P) is a Rota-Baxter algebra of weight λ, and
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(iii) ω(d, P) = 0, that is,
(24) dP = φ(d) + Pψ(d).
See [27, Example 3.5] for examples of type ω differential Rota-Baxter algebras from analysis.
The category of type ω differential Rota-Baxter algebras of weight λwill be denoted byDRBω.
Note that DRBω is a subcategory of ORBω (resp., ODAω).
In the subsequent subsection, we will provide conditions ensuring that the restriction of the
functor Gω : OA → ODAω to the subcategory RBA of OA gives a functor RBA → DRBω.
Likewise for Fω, as indicated in the following diagram.
ODAω DRBω?
_oo   // ORBω
OA
Gω
CC✝✝✝✝✝✝✝✝✝✝✝✝✝✝
RBA?
_oo
Gω
AA✄✄✄✄✄✄✄✄✄✄✄✄✄✄✄
DIF
  //
Fω
]]❀❀❀❀❀❀❀❀❀❀❀❀❀❀❀
OA0
Fω
\\✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾
2.3. Main results. In this section, assume that k is a domain of characteristic 0. As in (12), let
Ω := xy+k[x]+yk[x]. The following theorem shows that the existences of covers of Rota-Baxter
operators, and of extensions of differential operators, of liftings of monads and comonads, and of
mixed distributive laws are equivalent.
Theorem 2.15. ([27, Theorem 3.15]) Let ω ∈ Ω be given. The following statements are equiva-
lent:
(i) For every Rota-Baxter operator P on every algebra R, the unique cover P̂ω of P to RN
given in Proposition 2.8 is a Rota-Baxter operator.
(ii) For every differential operator d on every algebra R, the unique extension dˆ ω of d to
X(R) given in Proposition 2.13 is a differential operator.
(iii) The functor Gω : OA → ODAω in (16) restricts to a functor Gω : RBA → DRBω.
(iv) The functor Fω : OA0 → ORBω in (23) restricts to a functor Fω : DIF → DRBω.
(v) There exist a comonad C˜ = 〈C˜, ε˜, δ˜〉 onRBA lifting the comonadC from Proposition 2.3,
where C˜(R, P) := (RN, P˜), and a category isomorphism H˜ : DRBω → RBAC˜ over RBA
given by
H˜(R, d, P) := 〈(R, P), θ(R,d,P) : (R, P)→ (R
N, P˜)〉.
Here θ(R,d,P)(u)n := d
n(u) for all u ∈ R, n ∈ N.
(vi) There exist a monad T˜ = 〈T˜ , η˜, µ˜〉 on DIF lifting the monad T from Proposition 2.2,
where T˜ (R, d) := (X(R), d˜), and a category isomorphism K˜ : DRBω → DIF
T˜ over DIF
given by
K˜(R, d, P) := 〈(R, d), ϑ(R,d,P) : (X(R), d˜) → (R, d)〉.
Here for every v0 ⊗ v1 ⊗ · · · ⊗ vm ∈ X(R),
ϑ(R,d,P)(v0 ⊗ v1 ⊗ · · · ⊗ vm) := v0P(v1P(· · ·P(vm) · · · )).
(vii) There is a mixed distributive law β : TC → CT such that (ALGC)
T˜β is isomorphic to the
category DRBω, where T˜β is a lifting monad of T given by the mixed distributive law β.
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It is important to classify in concrete terms the elements ω ∈ Ω that satisfy the equivalent
conditions in the theorem. We obtain two results in this direction, first in the case when the
weight is zero and then in the case when the weight is arbitrary. As we will see, the conditions
imposed on ω are very strict.
Consider the following subsets of Ω:
Ω0 := {xy − a0 | a0 ∈ k} ∪ {xy − (b0y + yx) | b0 ∈ k}, Ωk := {xy, xy − 1, xy − yx}.
Then we give the main theorem in this paper:
Theorem 2.16. Let k be a domain of characteristic zero, and ω ∈ Ω be given.
(i) The equivalent conditions in Theorem 2.15 hold in the case of λ = 0 if and only if ω is in
Ω0.
(ii) The equivalent conditions in Theorem 2.15 hold for all weights λ ∈ k if and only if ω is
in Ωk.
3. Proof of the main theorem
Recall that all the seven statements in Theorem 2.15 are equivalent for a given ω ∈ Ω, and the
first statement amounts to saying that the cover of a Rota-Baxter operator is again a Rota-Baxter
operator. So we just need to prove the following theorem and then Theorem 2.16 follows.
Theorem 3.1. Let ω = xy − (φ(x) + yψ(x)) ∈ Ω be given.
(i) The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of weight 0, the cover P̂ω of P on the differ-
ential algebra (RN, ∂R) of weight 0 given in Proposition 2.8 is again a Rota-Baxter
operator of weight 0;
(b) ω is in Ω0.
(ii) The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of arbitrary weight λ, the cover P̂ω of P on the
differential algebra (RN, ∂R) of weight λ given in Proposition 2.8 is again a Rota-
Baxter operator of weight λ;
(b) ω is in Ωk.
Proof. (Summary) The proof is divided into four parts. Let ω = xy − (φ(x) + yψ(x)) with φ, ψ ∈
k[x]. The first three parts cover the proof of Item (i), partitioned into the following three cases of
ω.
Case 1. ψ = 0. This is proved in Section 3.1;
Case 2. ψ , 0 and φ = 0. This is proved in Section 3.2;
Case 3. ψ , 0 and φ , 0. This is proved in Section 3.3.
The fourth part, given in Section 3.4, proves Item (ii) of the theorem. 
Based on this result and computations in some other cases, we propose the following
Conjecture 3.2. Let ω ∈ k〈x, y〉 of the form ω = xy −
∞∑
i=0
yiφi(x) be given.
(i) The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of weight 0, there is a cover P̂ω of P on the
differential algebra (RN, ∂R) of weight 0 that satisfies ω(∂R, P̂
ω) = 0 and is a Rota-
Baxter operator of weight 0;
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(b) ω is in Ω0.
(ii) The following statements are equivalent.
(a) For every Rota-Baxter algebra (R, P) of arbitrary weight λ, there is a cover P̂ω of P
on the differential algebra (RN, ∂R) of weight λ that satisfies ω(∂R, P̂
ω) = 0 and is a
Rota-Baxter operator of weight λ;
(b) ω is in Ωk.
Theorem 3.1 provides two classes of type ω differential Rota-Baxter algebras by the following
corollary.
Corollary 3.3. Fix an ω ∈ Ω0 (resp., ω ∈ Ωk) and assume that (R, P) is a Rota-Baxter algebra of
weight 0 (resp., weight λ) and (R, d) is a differential algebra of weight 0 (resp., weight λ), where
λ ∈ k is arbitrary. Then we obtain two type ω differential Rota-Baxter algebra (RN, ∂R, P̂
ω) and
(X(R), dˆ ω, PR) of weight 0 (resp., weight λ).
Proof. Applying Theorem 3.1, P̂ω is a Rota-Baxter operator of weight 0 (resp., weight λ) on
RN. Also by (15), ∂R and P̂
ω satisfy the required relation. Thus (RN, ∂R, P̂
ω) is a type ω dif-
ferential Rota-Baxter algebra of weight 0 (resp., weight λ). Similarly, by Proposition 2.13 and
Theorem 2.15, (X(R), dˆ ω, PR) is a type ω differential Rota-Baxter algebra. 
For a given ω = xy − (φ(x) + yψ(x)) ∈ Ω with φ(x) :=
r∑
i=0
aix
i, ψ(x) :=
s∑
j=0
b jx
j, and each
f ∈ RN, n ∈ N+, we obtain
P̂ωn ( f ) = (φ(∂R)n−1 + P̂
ω
n−1ψ(∂R))( f ) (by (17))
=
(( r∑
i=0
ai∂
i
R
)
n−1
+
s∑
j=0
b jP̂
ω
n−1∂
j
R
)
( f )
=
r∑
i=0
ai fn−1+i +
s∑
j=0
b jP̂
ω
n−1(∂
j
R
f ).(25)
Recall from Example 2.1 that, for m ∈ N+, Pk is a Rota-Baxter operator on the quotient algebra
X(k)/Im. These Rota-Baxter algebras (X(k)/Im, Pk) will be used extensively with Corollary 2.10
to give counterexamples in the later proofs.
3.1. Proof of Theorem 3.1.(i): Case 1. In this case ω := xy−φ(x) ∈ Ω, where φ ∈ k[x]. Thus to
prove Case 1 of Theorem 3.1.(i), we only need to prove the following proposition which provides
an additional equivalent condition.
Proposition 3.4. Let ω := xy−φ(x) with φ(x) :=
r∑
i=0
aix
i. The following statements are equivalent.
(i) For every Rota-Baxter algebra (R, P) of weight 0, the cover P̂ω of P on the differential
algebra (RN, ∂R) of weight 0 is again a Rota-Baxter operator of weight 0;
(ii) φ = a0, that is, ω = xy − a0;
(iii) For every Rota-Baxter algebra (R, P) of weight 0, we have
(26) P̂ω( f ) = (P( f0), a0 f0, a0 f1, · · · ) for all f ∈ R
N.
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Proof. By (25), we have
(27) P̂ωn ( f ) =
r∑
i=0
ai fn−1+i for all f ∈ R
N, n ∈ N+.
In particular, when n = 1,
(28) P̂ω1 ( f ) =
r∑
i=0
ai fi for all f ∈ R
N.
(ii) =⇒ (iii). When ω = xy − a0, by (27), we obtain P̂
ω
n ( f ) = a0 fn−1 for all f ∈ R
N, n ∈ N+.
Together with P̂ω
0
( f ) = P( f0) from the definition of a cover, (26) follows.
(iii) =⇒ (ii). Suppose r := deg φ ≥ 1, so ar , 0. Take the Rota-Baxter algebra (R, P) to
be (X(k)/I1, Pk) in Example 2.1, and let f := ( fℓ) ∈ (X(k)/I1)
N with fℓ := δℓ,rz0. Then (28)
gives P̂ω
1
( f ) =
r∑
i=0
aiδi,rz0 = arz0 , 0 while (26) gives P̂
ω
1
( f ) = a0 f0 = a0δ0,rz0 = 0. This is a
contradiction. Therefore, φ = a0.
(i) =⇒ (ii). We just need to show that if r := deg φ ≥ 1, then there is a Rota-Baxter algebra
(R, P) such that the cover P̂ω of P is not a Rota-Baxter operator on RN. When r ≥ 1, we see
ar , 0. Let Mn denote the maximum of the subscripts m of the expressions fm appearing on the
right hand side of (27). Then Mn = n − 1 + r. Take (R, P) := (X(k)/I2, Pk) in Example 2.1, and
f := ( fℓ) ∈ (X(k)/I2)
N with fℓ := δℓ,Mrz0 = δℓ,2r−1z0. For each n ∈ N+ with n ≤ r, (27) becomes
P̂ωn ( f ) =
r∑
i=0
aiδn−1+i,2r−1z0 = arδn−1+r,2r−1z0 =
arz0, if n = r,0, if 1 ≤ n < r.
Also by P̂ω
0
( f ) = P( f0) = 0, we have
(29) P̂ωr ( f ) = arz0, P̂
ω
n ( f ) = 0 for each n ∈ N with n < r.
Let g := (gk) ∈ (X(k)/I2)
N with gk := δk,0z0, i.e., g is the identity element of (X(k)/I2)
N.
Then (28) and (29) give
(30) P̂ω1 (P̂
ω( f )g) = P̂ω1 (P̂
ω( f )) =
r∑
i=0
aiP̂
ω
i ( f ) = arP̂
ω
r ( f ) = a
2
r z0.
Since r ≤ 2r − 1, we have fi = δi,2r−1z0 = 0 for each i < r. By (28), P̂
ω
1
( f ) =
r∑
i=0
ai fi = ar fr. Then
we obtain
(31) P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = ar frP̂
ω
0 (g).
By (28), P̂ω
1
( f P̂ω(g)) =
r∑
i=0
ai( f P̂
ω(g))i. So applying (9), we have
P̂ω1 ( f P̂
ω(g)) =
r∑
i=0
ai
i∑
j=0
(
i
j
)
f jP̂
ω
i− j(g).
Applying f j = 0 for each j < r again, we obtain
(32) P̂ω1 ( f P̂
ω(g)) = ar frP̂
ω
0 (g).
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Combining (30), (31) and (32), we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= (a2rz0 + ar frP̂
ω
0 (g)) − ar frP̂
ω
0 (g)
= a2rz0 , 0.
Thus by Corollary 2.10, P̂ω is not a Rota-Baxter operator on RN.
(ii) =⇒ (i). By Proposition 2.9.(ii), we need to show that for any Rota-Baxter algebra (R, P), and
all f , g ∈ RN, n ∈ N,
n∑
k=0
(
n
k
)
P̂ωk ( f )P̂
ω
n−k(g) = P̂
ω
n (P̂
ω( f )g) + P̂ωn ( f P̂
ω(g))
holds. Applying Proposition 2.9.(i), we have
P̂ω0 ( f )P̂
ω
0 (g) = P̂
ω
0 (P̂
ω( f )g) + P̂ω0 ( f P̂
ω(g)).
Since ω = xy − a0, (27) gives
(33) P̂ωn (h) = a0hn−1 for all h ∈ R
N, n ∈ N+.
Then
P̂ωn (P̂
ω( f )g) = a0(P̂
ω( f )g)n−1 (by (33))
= P̂ω0 ( f )(a0gn−1) +
n−1∑
k=1
(
n − 1
k
)
P̂ωk ( f )(a0gn−k−1) (by (9))
= P̂ω0 ( f )P̂
ω
n (g) +
n−1∑
k=1
(
n − 1
k
)
P̂ωk ( f )P̂
ω
n−k(g). (by (33))(34)
Exchanging f and g, and then applying the commutativity of the multiplication, we obtain
P̂ωn ( f P̂
ω(g)) = P̂ωn ( f )P̂
ω
0 (g) +
n−1∑
k=1
(
n − 1
k
)
P̂ωn−k( f )P̂
ω
k (g)
= P̂ωn ( f )P̂
ω
0 (g) +
n−1∑
k=1
(
n − 1
n − k
)
P̂ωk ( f )P̂
ω
n−k(g)(35)
by exchanging k and n − k. Combining (34) and (35), and
(
n
k
)
=
(
n−1
k
)
+
(
n−1
n−k
)
, we obtain
n∑
k=0
(
n
k
)
P̂ωk ( f )P̂
ω
n−k(g) = P̂
ω
0 ( f )P̂
ω
n (g) + P̂
ω
n ( f )P̂
ω
0 (g) +
n−1∑
k=1
(
n
k
)
P̂ωk ( f )P̂
ω
n−k(g)
= P̂ωn (P̂
ω( f )g) + P̂ωn ( f P̂
ω(g)),
as required. 
3.2. Proof of Theorem 3.1.(i): Case 2. In this case ω := xy − yψ(x) ∈ Ω with ψ ∈ k[x]. Thus to
prove the Case 2 of Theorem 3.1.(i), we only need to prove the following strengthened form.
Proposition 3.5. Let ω := xy − yψ(x) with ψ(x) :=
s∑
j=0
b jx
j
, 0. The following statements are
equivalent.
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(i) For every Rota-Baxter algebra (R, P) of weight 0, the cover P̂ω of P on the differential
algebra (RN, ∂R) of weight 0 is again a Rota-Baxter operator of weight 0;
(ii) deg ψ = 1 and b1 = 1, that is, ω = xy − (b0y + yx);
(iii) For every Rota-Baxter algebra (R, P) of weight 0 and each f ∈ RN, we have
P̂ω( f ) = (P̂ω0 ( f ), P̂
ω
1 ( f ), · · · , P̂
ω
n ( f ), · · · ),
where P̂ω
0
( f ) = P( f0) and for each n ∈ N+, P̂
ω
n ( f ) is given recursively by
(36) P̂ωn ( f ) = b0P̂
ω
n−1( f ) + P̂
ω
n−1(∂R f ).
In particular, if b0 = 0, then
P̂ωn ( f ) = P̂
ω
n−1(∂R f ) = · · · = P̂
ω
0 (∂
n
R f ) = P( fn).
That is,
P̂ω( f ) = (P( f0), P( f1), P( f2), · · · ).
Proof. Recall from (25) that the cover P̂ω is given by
(37) P̂ωn ( f ) =
s∑
j=0
b jP̂
ω
n−1(∂
j
R
f ) for all f ∈ RN, n ∈ N+.
In particular,
(38) P̂ω1 ( f ) =
s∑
j=0
b jP̂
ω
0 (∂
j
R
f ) =
s∑
j=0
b jP( f j) for all f ∈ R
N.
In general, by iterating (37), we obtain
(39) P̂ωn ( f ) =
s∑
j1=0
b j1
s∑
j2=0
b j2 · · ·
s∑
jn=0
b jn P̂
ω
0 (∂R
j1+ j2+···+ jn f ) =
s∑
j1 , j2,··· , jn=0
b j1b j2 · · · b jnP( f j1+ j2+···+ jn).
(ii) =⇒ (iii). For any f ∈ RN, P̂ω
0
( f ) = P( f0) follows from the definition of a cover. By ω :=
xy − (b0y + yx) and (37), we obtain P̂
ω
n ( f ) = b0P̂
ω
n−1
( f ) + P̂ω
n−1
(∂R f ) for all n ∈ N+.
(iii) =⇒ (ii). Assume that Item (iii) holds. Suppose s := deg ψ ≥ 2. Take (R, P) := (X(k)/I2, Pk)
in Example 2.1. Let f := ( fk) ∈ (X(k)/I2)
N with fk := δk,sz0. Then (36) gives
P̂ω1 ( f ) = b0P̂
ω
0 ( f ) + P̂
ω
0 (∂R f ) = b0P( f0) + P( f1) = b0P(δ0,sz0) + P(δ1,sz0) = 0
while P̂ω
1
( f ) =
s∑
j=0
b jP(δ j,sz0) = bsz1 , 0 by (38). This is a contradiction. Thus s = deg ψ ≤ 1.
Now take f := ( fℓ) ∈ (X(k)/I2)
N with fℓ := δℓ,1z0. Then (36) gives
P̂ω1 ( f ) = b0P̂
ω
0 ( f ) + P̂
ω
0 (∂R f ) = b0P( f0) + P( f1) = b0P(δ0,1z0) + P(δ1,1z0) = z1
while (38) gives
P̂ω1 ( f ) =
s∑
j=0
b jP(δ j,1z0) =
b1P(z0) = b1z1, if s = 1,0, if s = 0.
Thus we obtain s = 1 and z1 = b1z1. Then b1 = 1 since z1 is one of the basis elements. Therefore,
ω = xy − (b0y + yx).
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(i) =⇒ (ii). Let s := deg ψ. Consider (R, P) := (X(k)/I3, Pk) and take g := (gk) ∈ (X(k)/I3)
N
with gk := δk,0z0, i.e., g is the identity element of (X(k)/I3)
N. Then P̂ω
1
(P̂ω( f )g) = P̂ω
1
(P̂ω( f )).
So applying (38), we obtain
(40) P̂ω1 (P̂
ω( f )g) =
s∑
j=0
b jP(P̂
ω
j ( f )).
Suppose s = 0, i.e., ψ = b0. Then (40) becomes P̂
ω
1
(P̂ω( f )g) = b0P(P̂
ω
0
( f )). Now let f :=
( fℓ) ∈ (X(k)/I3)
N with fℓ := δℓ,0z0. Applying f = g and the commutativity of the multiplication,
we have
(41) P̂ω1 ( f P̂
ω(g)) = P̂ω1 (P̂
ω( f )g) = b0P(P( f0)) = b0z2.
Applying (7) and (38), we obtain
(42) P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = P( f0)b0P(g0) + b0P( f0)P(g0) = 2b0z1
2
= 4b0z2.
Combining (41) and (42) gives(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
−
(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
= 4b0z2 − 2b0z2 = 2b0z2 , 0.
So P̂ω is not a Rota-Baxter operator on RN by Corollary 2.10. So we must have s ≥ 1.
Now let s ≥ 1 be given. Then bs , 0. Let Mn denote the maximum of the subscripts m of the
expressions fm appearing on the right hand side of (39):
Mn := max{ j1 + j2 + · · · + jn | 0 ≤ j1, j2, · · · , jn ≤ s} = ns.
Take f := ( fℓ) ∈ (X(k)/I3)
N with fℓ := δℓ,Msz0 = δℓ,s2z0. For each n ∈ N+ with n ≤ s, (39)
becomes
P̂ωn ( f ) =
s∑
j1, j2,··· , jn=0
b j1b j2 · · · b jnP(δ j1+ j2+···+ jn,s2z0) = b
n
sP(δns,s2z0) =
b
s
sP(z0) = b
s
sz1, if n = s,
0, if 1 ≤ n < s.
Together with P̂ω
0
( f ) = P( f0) = P(δ0,s2z0) = 0 from s
2 > 0, we obtain
(43) P̂ωs ( f ) = b
s
sz1, P̂
ω
n ( f ) = 0 for each n ∈ N with n < s.
Then (40) gives
(44) P̂ω1 (P̂
ω( f )g) = bsP(P̂
ω
s ( f )) = bsP(b
s
sz1) = b
s+1
s z2.
Also by (38) and (9), we have
(45) P̂ω1 ( f P̂
ω(g)) =
s∑
j=0
b jP(( f P̂
ω(g)) j) =
s∑
j=0
b jP

j∑
i=0
(
j
i
)
fiP̂
ω
j−i(g)
 =
{
0, if s ≥ 2,
b1z2, if s = 1.
Here the last equation follows from fi = δi,s2z0 since 0 ≤ i ≤ j ≤ s ≤ s
2 with equality holding in
the last inequality if and only if s = 1. Further applying (43), we have
(46) P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) =
{
0, if s ≥ 2,
b1z1P̂
ω
0
(g) = b1z1
2
= 2b1z2, if s = 1.
Combining (44), (45) and (46), we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
=
{
bs+1s z2 , 0, if s ≥ 2,
b1(b1 − 1)z2 if s = 1.
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Then by Corollary 2.10, when s ≥ 2, P̂ω is not a Rota-Baxter operator. When s = 1, we obtain
b1 − 1 = 0, i.e., b1 = 1.
Therefore, we must have s = 1 and b1 = 1.
(ii) =⇒ (i). Let (R, P) be an arbitrary Rota-Baxter algebra (R, P). We will prove that P̂ω is a
Rota-Baxter operator on RN by verifying the componentwise formulation
(47) (P̂ω( f )P̂ω(g))n = P̂
ω
n (P̂
ω( f )g) + P̂ωn ( f P̂
ω(g)) for all f , g ∈ RN, n ∈ N,
of the Rota-Baxter relation in (2). We will carry out the verification by induction on n.
First by Proposition 2.9.(i), we have
(P̂ω( f )P̂ω(g))0 = P̂
ω
0 (P̂
ω( f )g) + P̂ω0 ( f P̂
ω(g)).
Assume that for a given k ∈ N, (47) holds. Then we derive
P̂ωk+1(P̂
ω( f )g) + P̂ωk+1( f P̂
ω(g))
= (b0P̂
ω
k + P̂
ω
k ∂R)(P̂
ω( f )g + f P̂ω(g)) (by (37))
= b0P̂
ω
k
(
P̂ω( f )g + f P̂ω(g)
)
+ P̂ωk
(
(∂RP̂
ω)( f )g + P̂ω( f )∂R(g)
)
+P̂ωk
(
∂R( f )P̂
ω(g) + f (∂RP̂
ω)(g)
)
(by (1))
= b0P̂
ω
k
(
P̂ω( f )g + f P̂ω(g)
)
+ P̂ωk
(
(b0P̂
ω + P̂ω∂R)( f )g + P̂
ω( f )∂R(g)
)
+P̂ωk
(
∂R( f )P̂
ω(g) + f (b0P̂
ω + P̂ω∂R)(g)
)
(by (15))
= 2b0
(
P̂ω( f )P̂ω(g)
)
k
+
(
P̂ω(∂R f )P̂
ω(g)
)
k
+
(
P̂ω( f )P̂ω(∂Rg)
)
k
(by the induction hypothesis)
=
(
(b0P̂
ω + P̂ω∂R)( f )P̂
ω(g)
)
k
+
(
P̂ω( f )(b0P̂
ω + P̂ω∂R)(g)
)
k
=
(
(∂RP̂
ω)( f )P̂ω(g) + P̂ω( f )(∂RP̂
ω)(g)
)
k
(by (15))
=
(
P̂ω( f )P̂ω(g)
)
k+1
(by (10)).
This completes the induction. 
3.3. Proof of Theorem 3.1.(i): Case 3. In this case, ω := xy − (φ(x) + yψ(x)) ∈ Ω, where
φ, ψ ∈ k[x] are nonzero with r := deg φ, s := deg ψ ∈ N. To prove Theorem 3.1.(i) in this case,
we will apply the same idea as in the previous two cases, namely by taking the maximum of the
subscripts. But in order for the idea to work, we need to partition N2 into eight subsets before
carrying out the proof in Proposition 3.7.
Let (R, P) denote an arbitrary Rota-Baxter algebra, and φ(x) :=
r∑
i=0
aix
i and ψ(x) :=
s∑
j=0
b jx
j. As
in (25), we have
(48) P̂ωn ( f ) =
r∑
i=0
ai fn−1+i +
s∑
j=0
b jP̂
ω
n−1(∂
j
R
f ) for all f ∈ RN, n ∈ N+.
In particular, if n = 1, then (48) becomes
(49) P̂ω1 ( f ) =
r∑
i=0
ai fi +
s∑
j=0
b jP( f j).
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Expanding the recursion in (48), we obtain
P̂ωn ( f ) =
r∑
i=0
ai fn−1+i +
s∑
j1=0
b j1 P̂
ω
n−1(∂
j1
R
f ) (by (48))
=
r∑
i=0
ai fn−1+i +
s∑
j1=0
b j1

r∑
i=0
ai fn−2+i+ j1 +
s∑
j2=0
b j2 P̂
ω
n−2(∂
j1+ j2
R
f )
 (by (48))
=
r∑
i=0
ai fn−1+i +
r∑
i=0
s∑
j1=0
aib j1 fn−2+i+ j1 +
s∑
j1, j2=0
b j1b j2 P̂
ω
n−2(∂
j1+ j2
R
f ).
Repeating this process leads to
(50) P̂ωn ( f ) =
r∑
i=0
n−1∑
k=0
s∑
j1,··· , jk=0
aib j1 · · · b jk fn−1−k+i+ j1+···+ jk +
s∑
j1 ,··· , jn=0
b j1 · · · b jnP( f j1+···+ jn)
for all f ∈ RN, n ∈ N+.
Let Mn denote the maximum of the subscripts of the expressions fm appearing on the right hand
side of (50):
Mn := max {n − 1 − k + i + j1 + · · · + jk, j1 + · · · + jn | 0 ≤ k ≤ n − 1, 0 ≤ i ≤ r, 0 ≤ j1, · · · , jn ≤ s} .
By first partitioning s ∈ N into s > 1 , s = 1 and s < 1 (that is s = 0) and then partitioning each
of the three cases into the subcases of r > s, r = s and r < s (the latter subcase is valid only when
s > 1 and s = 1), we partition (r, s) ∈ N2 into eight cases in the following lemma.
Lemma 3.6. Let n ∈ N+ and f := ( fℓ) ∈ R
N with fℓ := δℓ,Mnu, where u is a given nonzero element
in R. The possibilities of Mn and P̂
ω
σ ( f ) for all σ ≤ n are as follows.
(i) If s > 1 and r > s, then Mn = r + (n − 1)s, P̂
ω
n ( f ) = arb
n−1
s u and P̂
ω
σ ( f ) = 0 for σ < n;
(ii) If s > 1 and r = s, then Mn = ns, P̂
ω
n ( f ) = arb
n−1
s u + b
n
sP(u) and P̂
ω
σ ( f ) = 0 for σ < n;
(iii) If s > 1 and r < s, then Mn = ns, P̂
ω
n ( f ) = b
n
sP(u) and P̂
ω
σ ( f ) = 0 for σ < n;
(iv) If s = 1 and r > s, then Mn = n − 1 + r, P̂
ω
n ( f ) =
n−1∑
k=0
arb
k
1
u and P̂ωσ ( f ) = 0 for σ < n;
(v) If s = 1 and r = s, then Mn = n, P̂
ω
n ( f ) =
n−1∑
k=0
arb
k
1
u + bn
1
P(u) and P̂ωσ ( f ) = 0 for σ < n;
(vi) If s = 1 and r < s, then Mn = n, P̂
ω
n ( f ) = b
n
1
P(u) and P̂ωσ ( f ) = 0 for σ < n;
(vii) If s = 0 and r > s, then Mn = n − 1 + r, P̂
ω
n ( f ) = aru and P̂
ω
σ ( f ) = 0 for σ < n;
(viii) If s = 0 and r = s, then Mn = n − 1, P̂
ω
n ( f ) = aru + δn,1b0P(u), P̂
ω
σ ( f ) = δn,1P(u) for
σ < n.
Proof. By the choice of f , (50) becomes
P̂ωn ( f ) =
r∑
i=0
n−1∑
k=0
s∑
j1 ,··· , jk=0
aib j1 · · · b jkδn−1−k+i+ j1+···+ jk ,Mnu +
s∑
j1,··· , jn=0
b j1 · · · b jnP(δ j1+···+ jn,Mnu).
Since the two indices of the Kronecker deltas are possibly equal only when i and j1, · · · , jn are
maximized, we have
P̂ωn ( f ) =
n−1∑
k=0
arb
k
sδn−1−k+r+ks,Mnu + b
n
sP(δns,Mnu)
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=
n−1∑
k=0
arb
k
sδn−1+r+k(s−1),Mnu + b
n
sδn−1+s+(n−1)(s−1),MnP(u).(51)
We first prove the first and second equations in all the cases of the lemma.
When s > 1, namely s − 1 > 0, by maximizing k, (51) becomes
P̂ωn ( f ) = arb
n−1
s δn−1+r+(n−1)(s−1),Mnu + b
n
sδn−1+s+(n−1)(s−1),MnP(u)
= arb
n−1
s δr+(n−1)s,Mnu + b
n
sδs+(n−1)s,MnP(u).
Thus when r > s (resp., r = s, resp., r < s), we obtain Mn = r + (n − 1)s (resp., Mn = ns, resp.,
Mn = ns) and P̂
ω
n ( f ) = arb
n−1
s u (resp., P̂
ω
n ( f ) = arb
n−1
s u+ b
n
sP(u), resp., P̂
ω
n ( f ) = b
n
sP(u)), proving
the first and second equations in cases (i) – (iii) of the lemma.
When s = 1, namely s − 1 = 0, (51) becomes
P̂ωn ( f ) =
n−1∑
k=0
arb
k
1δn−1+r,Mnu + b
n
1δn−1+s,MnP(u).
Thus when r > s = 1 (resp., r = s = 1, resp., r < s = 1), we obtain Mn = n− 1+ r (resp., Mn = n,
resp., Mn = n) and P̂
ω
n ( f ) =
n−1∑
k=0
arb
k
1
u (resp., P̂ωn ( f ) =
n−1∑
k=0
arb
k
1
u + bn
1
P(u), resp., P̂ωn ( f ) = b
n
1
P(u)),
proving the first and second equations in Item (iv) – (vi) of the lemma.
When s < 1, namely s = 0 and s − 1 = −1, by minimizing k, (51) becomes
P̂ωn ( f ) = arδn−1+r,Mnu + b
n
0δ0,MnP(u).
Thus when r > s = 0 (resp., r = s = 0), we obtain Mn = n − 1 + r (resp., Mn = n − 1) and
P̂ωn ( f ) = aru (resp., P̂
ω
n ( f ) = aru+δn,1b0P(u)), proving the first and second equations in Item (vii)
– (viii) of the lemma.
Now we prove the third equations in all the cases of the lemma. In each of the cases (i) – (vii),
since Mn > 0, we have P̂
ω
0
( f ) = P( f0) = P(δ0,Mn ) = 0. For case (viii),
P̂ω0 ( f ) = P( f0) = P(δ0,Mnu) = P(δ0,n−1u) = δn,1P(u).
This proves the third equations when σ = 0.
In each of the cases (i) – (viii), take σ with 1 ≤ σ < n. Then n > 1 and so Mσ < Mn. Thus the
expressions fτ appearing in P̂
ω
σ ( f ) all vanish since the subscripts of the expressions are strictly
smaller than Mn. Therefore, P̂
ω
σ ( f ) = 0. This completes the proof of Lemma 3.6. 
We also need the following facts to proceed.
For a Rota-Baxter algebra (R, P), take f := ( fℓ) and g := (gk) in R
N. Then
P̂ω1 (P̂
ω( f )g) =
r∑
i=0
ai(P̂
ω( f )g)i +
s∑
j=0
b jP((P̂
ω( f )g) j) (by (49))
=
r∑
i=0
ai
i∑
σ=0
(
i
σ
)
P̂ωσ ( f )gi−σ +
s∑
j=0
b jP

j∑
τ=0
(
j
τ
)
P̂ωτ ( f )g j−τ
 (by (9))(52)
and
P̂ω1 ( f P̂
ω(g)) =
r∑
i=0
ai( f P̂
ω(g))i +
s∑
j=0
b jP(( f P̂
ω(g)) j) (by (49))
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=
r∑
i=0
ai
i∑
σ=0
(
i
σ
)
fσP̂
ω
i−σ(g) +
s∑
j=0
b jP

j∑
τ=0
(
j
τ
)
fτP̂
ω
j−τ(g)
 . (by (9))(53)
Let N f denote the maximal subscript of expressions fm appearing in the right hand side of (53):
(54) N f := max {σ, τ |σ ≤ i ≤ r, τ ≤ j ≤ s} = max{r, s}.
Now take (R, P) := (X(k)/Im, Pk) from Example 2.1. Let g = (gk) with gk := δk,0z0, i.e., g is
the identity element of (X(k)/Im)
N. Then by (49),
(55) P̂ω1 (P̂
ω( f )g) = P̂ω1 (P̂
ω( f )) =
r∑
i=0
aiP̂
ω
i ( f ) +
s∑
j=0
b jP(P̂
ω
j ( f )).
(49) also gives
P̂ω1 (g) = a0g0 + b0P(g0) = a0z0 + b0z1.
Then
(56) P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = P̂
ω
0 ( f )(a0z0 + b0z1) + P̂
ω
1 ( f )z1.
Now we are ready to prove Case 3 of Theorem 3.1.(i).
Proposition 3.7. For each ω := xy− (φ(x)+yψ(x)) ∈ Ω with nonzero φ, ψ ∈ k[x], there is a Rota-
Baxter algebra (R, P) of weight 0 such that the cover P̂ω of P on (RN, ∂R) is not a Rota-Baxter
operator of weight 0.
Proof. By Corollary 2.10, we only need to prove that, for each givenω as in the proposition, there
is a Rota-Baxter algebra (R, P) and f , g ∈ RN such that
(57)
(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
, 0.
We will divide the proof into the eight cases of r := deg φ and s := deg ψ as in Lemma 3.6.
Denote φ(x) :=
r∑
i=0
aix
i and ψ(x) :=
s∑
j=0
b jx
j. So ar, bs , 0.
Case (i). s > 1, r > s. In Lemma 3.6.(i), take (R, P) := (X(k)/I1, Pk), n := r and u := z0. Then
the lemma gives Mr = r+(r−1)s, P̂
ω
r ( f ) = arb
r−1
s z0 and P̂
ω
σ ( f ) = 0 for σ < r. Let g ∈ (X(k)/I1)
N
be the identity element. Since P̂ωσ ( f ) = 0 for σ < r and r > 2 by the assumption of Case (i), (55)
and (56) give
P̂ω1 (P̂
ω( f )g) = arP̂
ω
r ( f ) and P̂
ω
0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = 0,
respectively. Also in this case, N f = max{r, s} = r in (54). So we have N f < Mr. Then by
fℓ = δℓ,Mrz0, (53) gives P̂
ω
1
( f P̂ω(g)) = 0. Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= arP̂
ω
r ( f ) = a
2
rb
r−1
s z0 , 0.
This is what we need.
We use the similar argument as in Case (i) to prove other cases as follows.
Case (ii). s > 1, r = s. In Lemma 3.6.(ii), taking (R, P) := (X(k)/I2, Pk), n := s and u := z1 gives
Ms = s
2, P̂ωs ( f ) = arb
s−1
s z1 + b
s
sP(z1) = arb
s−1
s z1 and P̂
ω
σ ( f ) = 0 for σ < s. Let g ∈ (X(k)/I2)
N be
the identity. Then by (55) and (56), we have
P̂ω1 (P̂
ω( f )g) = arP̂
ω
r ( f ) + bsP(P̂
ω
s ( f )) = a
2
rb
s−1
s z1 and P̂
ω
0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = 0,
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respectively. Further by N f = s < Ms and fℓ = δℓ,Msz1, (53) becomes P̂
ω
1
( f P̂ω(g)) = 0. Thus we
obtain (
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= a2rb
s−1
s z1 , 0.
Case (iii). s > 1, r < s. In Lemma 3.6.(iii), take (R, P) := (X(k)/I3, Pk), n := s and u := z0. Then
Ms = s
2, P̂ωs ( f ) = b
s
sP(z0) = b
s
sz1 and P̂
ω
σ ( f ) = 0 for σ < s. Let g ∈ (X(k)/I3)
N be the identity.
By (55) and (56), we have
P̂ω1 (P̂
ω( f )g) = bsP(P̂
ω
s ( f )) and P̂
ω
0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = 0,
respectively. Since N f = s < Ms and fℓ = δℓ,Msz0, (53) becomes P̂
ω
1
( f P̂ω(g)) = 0. Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= bsP(P̂
ω
s ( f )) = b
s+1
s z2 , 0.
Case (iv). s = 1, r > s. We consider (R, P) := (X(k)/I1, Pk) and divide the proof into two
subcases depending on whether or not
r−1∑
k=0
bk
1
is zero.
First assume
r−1∑
k=0
bk
1
, 0. In Lemma 3.6.(iv), take n := r and u := z0. Then Mr = 2r − 1,
P̂ωr ( f ) =
r−1∑
k=0
arb
k
1
z0 and P̂
ω
σ ( f ) = 0 for σ < r. Let g := (gk) ∈ (X(k)/I1)
N be the identity.
Then (55) and (56) give
P̂ω1 (P̂
ω( f )g) = arP̂
ω
r ( f ) and P̂
ω
0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = 0,
respectively. Further, by N f = r < Mr and fℓ = δℓ,Mrz0, (53) gives P̂
ω
1
( f P̂ω(g)) = 0. Thus we
obtain
(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= arP̂
ω
r ( f ) = a
2
r
( r−1∑
k=0
bk1
)
z0 , 0.
Next assume
r−1∑
k=0
bk
1
= 0. Then
r−2∑
k=0
bk
1
= −br−11 . In Lemma 3.6.(iv), we can take n := r − 1 and
u := z0. Then Mr−1 = 2(r − 1),
P̂ωr−1( f ) =
r−2∑
k=0
arb
k
1z0 = ar(
r−2∑
k=0
bk1)z0 = −arb
r−1
1 z0
and P̂ωσ ( f ) = 0 for σ < r − 1. Let g := (gk) ∈ (X(k)/I1)
N with gk := δk,1z0. Then by (52), we have
P̂ω1 (P̂
ω( f )g) = ar
(
r
r − 1
)
P̂ωr−1( f )g1 = −ra
2
rb
r−1
1 z0.
Further, by N f = r ≤ Mr−1 and fℓ = δℓ,Mr−1z0, (53) gives
P̂ω1 ( f P̂
ω(g)) = ar frP̂
ω
0 (g) = ar frP(g0) = 0.
By P̂ω
0
( f ) = P̂ω
0
(g) = 0, we have P̂ω
0
( f )P̂ω
1
(g) + P̂ω
1
( f )P̂ω
0
(g) = 0. Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= −ra2rb
r−1
1 z0 , 0.
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Case (v). s = 1, r = s. In Lemma 3.6.(v), take (R, P) := (X(k)/I1, Pk), n := 1 and u := z0.
Then M1 = 1, P̂
ω
1
( f ) = a1z0 + b1P(z0) = a1z0 and P̂
ω
0
( f ) = 0. Let g := (gk) ∈ (X(k)/I1)
N with
gk := δk,0z0. So g is the identity. By (55) and P̂
ω
0
( f ) = 0, we have
P̂ω1 (P̂
ω( f )g) = a1P̂
ω
1 ( f ) + b1P(P̂
ω
1 ( f )).
Since fℓ = δℓ,1z0 and P̂
ω
0
(g) = P(g0) = 0, (53) gives P̂
ω
1
( f P̂ω(g)) = 0. By (56) and P̂ω
0
( f ) = 0, we
have P̂ω
0
( f )P̂ω
1
(g) + P̂ω
1
( f )P̂ω
0
(g) = 0. Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= a1P̂
ω
1 ( f )+b1P(P̂
ω
1 ( f )) = a
2
1z0 , 0.
Case (vi). s = 1, r < s. We consider (R, P) := (X(k)/I3, Pk) and divide the proof into two
subcases depending on whether or not b1 = 1.
First assume b1 , 1. In Lemma 3.6.(vi), take n := 1 and u := z0. Then M1 = 1, P̂
ω
0
( f ) = 0 and
P̂ω
1
( f ) = b1P(z0) = b1z1. Let g := (gk) ∈ (X(k)/I3)
N be the identity, so gk := δk,0z0. Then (53)
and (55) give
P̂ω1 ( f P̂
ω(g)) = b1P( f1P̂
ω
0 (g)) and P̂
ω
1 (P̂
ω( f )g) = b1P(P̂
ω
1 ( f )),
respectively. By P̂ω
0
( f ) = 0, (56) becomes
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) = P̂
ω
1 ( f )z1.
Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= b21z2+b1z2−b1z1
2
= b1(b1−1)z2 , 0.
Next assume b1 = 1. Let both f := ( fℓ) and g := (gk) be the identity element of (X(k)/I3)
N.
Then P̂ω
0
( f ) = P̂ω
0
(g) = z1. By (49), we have P̂
ω
1
( f ) = P̂ω
1
(g) = a0z0 + b0z1. Then applying the
commutativity of the multiplication and (55), we have
P̂ω1 ( f P̂
ω(g)) = P̂ω1 (P̂
ω( f )g) = a0P̂
ω
0 ( f ) + b0P(P̂
ω
0 ( f )) + P(P̂
ω
1 ( f )) = 2a0z1 + 2b0z2.
Further, P̂ω
0
( f )P̂ω
1
(g) + P̂ω
1
( f )P̂ω
0
(g) = 2z1(a0z0 + b0z1) = 2a0z1 + 4b0z2. Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= 2a0z1 , 0.
Case (vii). s = 0, r > s. In Lemma 3.6.(vii), take (R, P) := (X(k)/I1, Pk), n := r and u := z0.
Then Mr = 2r − 1, P̂
ω
r ( f ) = arz0 and P̂
ω
σ ( f ) = 0 for σ < r. Let g := (gk) ∈ (X(k)/I1)
N be the
identity with gk := δk,0z0. Since P̂
ω
σ ( f ) = 0 for σ < r, (55) gives P̂
ω
1
(P̂ω( f )g) = arP̂
ω
r ( f ). By
N f = r ≤ Mr and fℓ = δℓ,Mrz0, (53) gives P̂
ω
1
( f P̂ω(g)) = ar frP̂
ω
0
(g) = 0. By P̂ω
0
( f ) = 0, (56)
becomes P̂ω
0
( f )P̂ω
1
(g) + P̂ω
1
( f )P̂ω
0
(g) = 0. Thus we obtain(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
= arP̂
ω
r ( f ) = a
2
rz0 , 0.
Case (viii). s = 0, r = s. In Lemma 3.6.(viii), take (R, P) := (X(k)/I3, Pk), n := 1 and u := z0.
Then M1 = 0, P̂
ω
1
( f ) = a0z0 + b0P(z0) = a0z0 + b0z1 and P̂
ω
0
( f ) = P(z0) = z1. Let g = f , i.e.,
g := (gk) ∈ (X(k)/I3)
N with gk := δk,0z0. Then applying the commutativity of the multiplication
and (55), we have
P̂ω1 ( f P̂
ω(g)) = P̂ω1 (P̂
ω( f )g) = a0P̂
ω
0 ( f ) + b0P(P̂
ω
0 ( f )).
Thus we obtain (
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g))
)
−
(
P̂ω0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g)
)
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= 2(a0z1 + b0z2) − 2z1(a0z0 + b0z1)
= −2b0z2 , 0.
To recapitulate, applying Corollary 2.10, we obtain that for each (s, r) ∈ N × N, the given
cover P̂ω of the chosen P on (RN, ∂R) is not a Rota-Baxter operator, completing the proof of
Proposition 3.7. 
3.4. Proof of Theorem 3.1.(ii). Finally we prove Theorem 3.1.(ii).
Let (R, P) be an arbitrary Rota-Baxter algebra of arbitrary weight λ. Recall from Proposi-
tion 2.9.(ii) that the cover P̂ω of P on (RN, ∂R) is again a Rota-Baxter operator of weight λ if and
only if for all f , g ∈ RN, and n ∈ N,
(58)
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λkP̂ωn− j( f )P̂
ω
k+ j(g) −
(
P̂ωn (P̂
ω( f )g) + P̂ωn ( f P̂
ω(g)) + λP̂ωn ( f g)
)
= 0.
(iia)=⇒(iib). If Item (iia) holds, then as a special case, for every Rota-Baxter algebra (R, P) of
weight 0, the cover P̂ω of P is still a Rota-Baxter operator of weight 0. So by Theorem 3.1.(i), ω
is in Ω0, that is, ω = xy − a0 or ω = xy − (b0y + yx).
First consider ω = xy − a0. Then (25) gives P̂
ω
n ( f ) = a0 fn−1 for all f ∈ R
N, n ∈ N+. Together
with P̂ω
0
( f ) = P( f0), we obtain
(59) P̂ω( f ) = (P( f0), a0 f0, a0 f1, · · · ).
We take (R, P) := (X(k)/I1, Pk) of weight λ, and f = g ∈ (X(k)/I1)
N with fℓ := δℓ,0z0. Apply-
ing (59), we have
(60) P̂ω1 ( f ) = P̂
ω
1 (g) = a0z0, P̂
ω
0 ( f ) = P̂
ω
0 (g) = P(z0) = 0.
Then we obtain
1∑
k=0
1−k∑
j=0
(
1
k
)(
1 − k
j
)
λkP̂ω1− j( f )P̂
ω
k+ j(g) = P̂
ω
0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) + λP̂
ω
1 ( f )P̂
ω
1 (g)
= λa20z0 (by (60))
and
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂(g)) + λP̂
ω
1 ( f g) = a0P̂
ω
0 ( f )g0 + a0 f0P̂
ω
0 (g) + λa0 f0g0 (by (59))
= λa0z0. (by (60))
Then
1∑
k=0
1−k∑
j=0
(
1
k
)(
1 − k
j
)
λkP̂ω1− j( f )P̂
ω
k+ j(g) −
(
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g)) + λP̂ω1 ( f g)
)
= λa0(a0 − 1)z0.
Thus for a given nonzero λ, (58) holds in the case of n = 1 for the above chosen Rota-Baxter
algebra (X(k)/I1, Pk) and f , g ∈ X(k)/I1 if and only if a0 = 0 or a0 = 1, i.e., ω = xy or
ω = xy − 1. Next consider ω = xy − (b0y + yx). Then applying (25) gives
(61) P̂ω1 ( f ) = b0P( f0) + P( f1) for all f ∈ R
N.
We take (R, P) := (X(k)/I2, Pk), and f , g ∈ (X(k)/I2)
N with fℓ := δℓ,1z0, gk := δk,0z0. Then we
obtain
(62) P̂ω0 ( f ) = 0, P̂
ω
0 (g) = z1, P̂
ω
1 ( f ) = P( f1) = z1, P̂
ω
1 (g) = b0P(g0) = b0z1.
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Thus
1∑
k=0
1−k∑
j=0
(
1
k
)(
1 − k
j
)
λkP̂ω1− j( f )P̂
ω
k+ j(g) = P̂
ω
0 ( f )P̂
ω
1 (g) + P̂
ω
1 ( f )P̂
ω
0 (g) + λP̂
ω
1 ( f )P̂
ω
1 (g)
= z1
2
+ λb0z1
2
= λz1 + λ
2b0z1
and
P̂ω1 (P̂
ω( f )g) + P̂ω1 ( f P̂
ω(g)) + λP̂ω1 ( f g)
= P̂ω1 (P̂
ω( f )) + P̂ω1 ( f P̂
ω(g)) + λP̂ω1 ( f ) (since g is the identity element)
= b0P(P̂
ω
0 ( f )) + P(P̂
ω
1 ( f )) + b0P(( f P̂
ω(g))0) + P(( f P̂
ω(g))1)
+λ (b0P( f0) + P( f1)) (by (61))
= b0P(P̂
ω
0 ( f )) + P(P̂
ω
1 ( f )) + b0P( f0P̂
ω
0 (g)) + P
(
f1P̂
ω
0 (g) + f0P̂
ω
1 (g) + λ f1P̂
ω
1 (g)
)
+λ (b0P( f0) + P( f1)) (by (8))
= λz1 (by (62)).
Thus for a nonzero λ ∈ k, (58) holds in the case of n = 1 for the above chosen Rota-Baxter
algebra and f , g if and only if λz1 + λ
2b0z1 − λz1 = λ
2b0z1 = 0, which holds if and only if b0 = 0.
Thus ω = xy − yx.
Therefore, ω must be in Ωk = {xy, xy − 1, xy − yx}.
(iib)=⇒(iia). For ω = xy − 1, the cover P̂ω of P on (RN, ∂R) is again a Rota-Baxter operator of
weight λ by [26, Proposition 3.8]. When ω = xy or ω = xy − yx, we need to show that the cover
P̂ω of P on (RN, ∂R) satisfies (58).
For ω = xy, applying (25), we have
(63) P̂ωn ( f ) = 0 for all n ∈ N+, f ∈ R
N.
By Proposition 2.9.(i), (58) holds for n = 0. If n ∈ N+, then the maximum of the subscripts m of
the expressions P̂ωm appearing in each term of the left side of (58) is strictly larger than 0 and then
by (63), each term in the left side of (58) is 0. Thus (58) holds for all n ∈ N+.
For ω = xy − yx, by (25), the cover P̂ω of P is given by
(64) P̂ωn ( f ) = P̂
ω
n−1(∂R f ) = P̂
ω
0 (∂
n
R f ) = P( fn) for all n ∈ N, f ∈ R
N.
Furthermore, for all f , g ∈ RN, and n ∈ N,
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λkP̂ωn− j( f )P̂
ω
k+ j(g)
=
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λkP( fn− j)P(gk+ j) (by (64))
=
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λk
(
P(P( fn− j)gk+ j) + P( fn− jP(gk+ j)) + λP( fn− jgk+ j)
)
(by (2))
=
n∑
k=0
n−k∑
j=0
(
n
k
)(
n − k
j
)
λk
(
P(P̂ωn− j( f )gk+ j) + P( fn− jP̂
ω
k+ j(g)) + λP( fn− jgk+ j)
)
(by (64))
= P((P̂ω( f )g)n) + P(( f P̂
ω(g))n) + λP(( f g)n) (by (8))
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= P̂ωn (P̂
ω( f )g) + P̂ωn ( f P̂
ω(g)) + λP̂ωn ( f g). (by (64))
Then (58) holds.
Now we have completed the proof of Theorem 3.1.
Acknowledgements: This work is supported by the National Natural Science Foundation of
China (Grant No. 11771190) and the China Scholarship Council (Grant No. 201606180084).
Shilong Zhang thanks Rutgers University-Newark for its hospitality during his visit from August
2016 to August 2017.
References
[1] C. Bai, A unified algebraic approach to the classical Yang-Baxter equations, J. Phys. A: Math. Theor. 40
(2007), 11073-11082. 2
[2] G. Baxter, An analytic problem whose solution follows from a simple algebraic identity, Pacific J. Math.
10 (1960), 731-742. 1
[3] P. Cartier, On the structure of free Baxter algebras, Adv. in Math. 9 (1972), 253-265. 2
[4] J. Cockett and J.-S. Lemay, Integral categories and calculus categories, Math. Structures in Comp. Sci.
https://doi.org/10.1017/S0960129518000014 2
[5] A. Connes and D. Kreimer, Renormalization in quantum field theory and the Riemann-Hilbert problem.
I. The Hopf algebra structure of graphs and the main theorem, Comm. Math. Phys., 210 (2000), 249-273.
2
[6] R. Friedrich, (Co)monads in free probability theory, arXiv:1709.02973. 2
[7] X. Gao, L. Guo and M. Rosenkranz, Free integro-differential algebras and Gro¨bner-Shirshov bases, J.
Algebra, 442 (2015), 354-396, arXiv:1402.1890. 2
[8] L. Guo, An Introduction to Rota-Baxter Algebra, International Press and Higher Education Press, 2012.
2, 4
[9] L. Guo, Operated semigroups, Motzkin paths and rooted trees, J. Algebraic Combinatorics 29 (2009),
35-62. 6
[10] L. Guo and W. Keigher, Baxter algebras and shuffle products, Adv. Math., 150, (2000), 117-149. 2, 4
[11] L. Guo and W. Keigher, On free Rota-Baxter algebras: completions and the internal construction, Adv.
in Math., 151 (2000), 101-127. 6
[12] L. Guo and W. Keigher, On differential Rota-Baxter algebras, J. Pure Appl. Algebra, 212 (2008), 522-
540. 2, 4, 5, 6
[13] L. Guo, G. Regensburger and M. Rosenkranz, On integro-differential algebras. J. Pure Appl. Algebra 218
(2014), 456-471. 2
[14] L. Guo and B. Zhang, Renormalization of multiple zeta values, J. Algebra. 319 (2008), 3770-3809. 2
[15] G. Janelidze, Picard-Vessiot and categorically normal extensions in differential-difference Galois theory,
Bull. Belgian Math. Soc. 23 (2016), 753-768. 2
[16] W. Keigher, On the ring of Hurwitz series, Comm. Algebra, 25 (1997), 1845-1859. 2
[17] E. Kolchin, Differential Algebra and Algebraic Groups, Academic Press, New York, 1973. 1
[18] A.G. Kurosh, Free sums of multiple operator algebras, Siberian. Math. J. 1 (1960), 62-70. 6
[19] S. Mac Lane, Categories for the Working Mathematician, Springer-Verlag, New York, 1971. 3
[20] J. F. Ritt, Differential Equations from the Algebraic Standpoint, AMS, 1932. 1
[21] M. Rosenkranz and G. Regensburger, Solving and factoring boundary problems for linear ordinary dif-
ferential equations in differential algebra, J. Symbolic Comput. 43 (2008), 515-544. 2
[22] G. Rota, Baxter algebras and combinatorial identities I, Bull. AMS, 5 (1969), 325-329. 2
[23] M. Singer and M. van der Put, Galois Theory of Linear Differential Equations, Grundlehren der mathe-
matischen Wissenschaften, 328, Springer, 2003. 1
[24] R. Street, Weighted tensor products of Joyal species, graphs, and charades, SIGMA 12 (2016) 005. 20
pages. 2
[25] Wen-TsunWu, A constructive theory of differential algebraic geometry based on works of J. F. Ritt with
particular applications to mechanical theorem-proving of differential geometries, Differential Geometry
CLASSIFICATION OF EXTENSIONS, LIFTINGS AND DISTRIBUTIVE LAWS 25
and Differential Equations (Shanghai, 1985), Lecture Notes in Math. 1255, Springer-Verlag, Berlin-New
York, 1987, 173-189. 1
[26] S. Zhang, L. Guo andW. Keigher, Monads and distributive laws for Rota-Baxter and differential algebras,
Adv. in Appl. Math. 72 (2016), 139-165. 2, 3, 5, 6, 23
[27] S. Zhang, L. Guo and W. Keigher, Extensions of operators, liftings of monads, and mixed distributive
laws, Appl. Categ. Structures 26 (2018), 747-765. 1, 2, 3, 4, 6, 7, 8, 9
College of Science, Northwest A&F University, Yangling 712100, Shaanxi, China, and Department ofMathe-
matics, Lanzhou University, Lanzhou, Gansu, 730000, China
E-mail address: 2663067567@qq.com
Department ofMathematics and Computer Science, Rutgers University, Newark, NJ 07102, USA
E-mail address: liguo@newark.rutgers.edu
Department ofMathematics and Computer Science, Rutgers University, Newark, NJ 07102, USA
E-mail address: keigher@newark.rutgers.edu
