To protect the privacy of end users from intended or unintended malicious behaviour, the Android operating system provides a permissions-based security model that restricts access to privacyrelevant parts of the platform. Starting with Android 6, the permission system has been revamped, moving to a run-time model. Users are now prompted for confirmation when an app attempts to access a restricted part of the platform.
INTRODUCTION
As mobile devices provide more advanced features, more sensitive data are manipulated and stored, including not only personal information but also data collected via sensors [1] . Aiming at protecting the privacy of end users from intended or unintended malicious behavior, the Android operating system provides a permissions-based security model that restricts the access to security-and privacyrelevant parts of the platform.
Past research in the field has evidenced the existence of usability issues within the permission system [2] [3] [4] . Only a minority of users are aware of the implications of their privacy decisions and warning dialogs are not easily understood.
Towards addressing these problems, the permission system has been revamped and, starting with Android 6 (i.e., Android API level 23), access to privacy-and security-relevant parts of the platform is enforced by a new run-time permission system. Under the new permission system, users are prompted for confirmation when an app attempts to access a restricted part of the platform for the first time [5] .
In this paper, we investigate how end users perceive the new run-time permission system of Android, with the ultimate goal of identifying possible points of improvement present in the permission system, despite the recent changes. For this purpose, we conducted a large-scale empirical study on over 4.3 million user reviews about 5,572 apps published on the Google Play Store that adopt the run-time permission system (identified within an initial dataset of over 18 million user reviews belonging to 15,124 apps). By using a combination of an established keyword-based approach [6] , we identified among them potential permission-related reviews regarding the new Android permission system. We manually analyzed a statistically representative sample of the reviews, and categorized the main concerns expressed by end users about the new system into a taxonomy. Then, by making use of machine learning and Natural Language Processing (NLP) techniques, we classified a complete set of 3,574 permission-related reviews according to the previously-built taxonomy. Finally, by analyzing the achieved classification, we identified a number of points for improvement in the new permission system related to, e.g., the lack of clarity of developers when requesting permissions, excessive number of requested permissions, and permission-related bugs. We discuss each point in details and provide insights for future research and for improving the Android permission system.
The main contributions of this paper are the following:
• a taxonomy of the main concerns expressed by users in reviews about the Android run-time permission system; • a semi-automatic classification pipeline to classify Android reviews according to specific concerns (i.e., run-time permissions in our case); • evidence about the accuracy of different combinations of machine learning techniques when classifying Android users' reviews;
• empirical results about user reviews mentioning the Android run-time permission system involving 18,326,624 reviews about 15,124 apps; • the identification of a number of potential issues of the runtime permission system; and a discussion about how those issues can be addressed in the future.
The target audience of this paper is composed of Android developers, researchers, and Android platform maintainers. We support Android developers by providing a set of actionable and evidencebased insights about how to manage Android run-time permissions. We support researchers by (i) informing them on the state of the practice about Android run-time permissions, and (ii) providing a tool-based classification pipeline for investigating on arbitrary aspects of Android user reviews. Finally, we support Android platform maintainers by providing a set of insights about how to improve the Android run-time permission system according to comments expressed by end users in app reviews.
The remainder of the paper is structured as follows. Section 2 provides background concepts about the Android run-time permissions. Section 3 describes the design of our study and Section 4 describes the semi-automatic classification pipeline we developed. The main results of our study are presented in Sections 5, 6 , and 7, and they are discussed in Section 8. Section 9 discusses the threats to the validity of our study, whereas Section 10 describes related work. Section 11 illustrates the future research challenges we identified, and Section 12 closes the paper.
ANDROID RUN-TIME PERMISSIONS
Android relies on a permission system to inform users about access to sensitive information and enforce restrictions on the operations an app can perform. As several usability issues were discovered in older versions of the platform [2] [3] [4] , most recent Android releases (i.e., from Android API version 23 onwards) moved to a run-time permission system. According to this system, permissions are divided into several protection levels, where the most important ones are about the so-called normal and dangerous permissions. Normal permissions cover areas where the app needs to access data or resources outside the app's sandbox, but with very little risk for the user's privacy (e.g., activation of the bluetooth, setting an alarm). Dangerous permissions cover areas where the app accesses data or resources that involve the user's private information (e.g., reading contacts, accessing the camera).
Granting dangerous permissions could potentially affect the user's stored data or the operation of other apps [7] . Hence, to obtain access to resources protected by dangerous permissions, developers must prompt the end user to request those permissions at run-time. To meet this requirement, developers are provided with a dedicated API to perform run-time permission requests [8] . Of course, the final decision about whether a permission is granted is in the hands of the end user, who can deny access to requested resources. Before performing a sensitive operation, developers should alway ask for required permissions, as users also have the option to enabled and disable permissions one-by-one in system settings, although they are not prompted again for accesses to resources for which permissions are already granted.
DESIGN OF THE STUDY
This section describes how we designed our study. In order to perform an objective and replicable study we followed the guidelines on empirical software engineering in [9] and [10] .
Goal and Research Questions
The goal of the study is to evaluate the Android run-time permission system for the purpose of characterizing the way end users perceive its issues and benefits in the context of 15,124 free Android apps published in the Google Play Store. We refined this goal into the following research questions: RQ1 -How accurate is an automated approach in classifying user reviews via different combinations of machine learning techniques? RQ2 -To what extent app reviews express concerns about the Android run-time permission system? RQ3 -What are the main concerns about the Android Run-time permissions system in app reviews?
RQ1 is a meta research question. By answering it we aim at objectively assessing the accuracy of different combinations of machine learning techniques, e.g., Naive Bayes classifier and support vector machines. Indeed, since the proposed software pipeline can include different components, it is expected that different combinations will result in different levels of accuracy. Obviously, we use the results of the most accurate software configuration when answering RQ2 and RQ3.
RQ2 aims at assessing how end users consider issues and benefits related to the Android run-time permission system, and if they vary across app categories.
The rationale behind RQ3 is to identify the main concerns of end users about the Android run-time permission system, what issues are still unresolved, but also positive reactions about it (e.g., praises).
Subjects Selection
In this section, we describe how we built the dataset used as a basis for our study. Collection process is shown in Figure 1 . Apps selection -As a starting point for our app selection we considered the top 500 most popular free apps from each of the 35 categories of the Google Play Store, as ranked by the App-Annie service for app ranking analysis 1 as of October 11, 2016. The total amount of entries we extracted is 15,517. At the time, some new categories (such as Dating and Parenting) had recently been introduced in the store, and they contained less than 500 entries. Finally, we removed those duplicate apps that appeared in more than one category, achieving a set of 15,124 unique app IDs. Selection was limited to free apps, as binaries are necessary to identify apps that adopt the new permission system. In fact, free apps represent 93.99% of all Google Play Store apps and they are downloaded more often [11] . Apps and reviews collection -We downloaded from a third party service 2 the binary files (i.e., the APKs) of the apps identified in the app selection step. Some of the apps were not existing on the Google Play store, and have therefore been excluded. This can happen if the developers decide to remove the app from the store or if Google decides to remove the app for violation of some publishing policies. This led to the discarding of 327 apps, resulting in a total of 14,797 apps. Using an open-source web scraper 3 , we collected all the user reviews published in the Google Play store for all the apps identified in the previous step. For each review, we collected the full review text, the publication date, and the review rating, i.e., a grade, on a scale from one to five, assigned by the reviewer to the app. As the Google Play store exhibits only a limited amount of reviews for each app at a given time [12] , we repeated the collection process multiple times to collect a more extensive dataset. Afterwards, we merged the results of each collection iteration, discarding duplicates, leading to an acquired total of 18,326,624 individual reviews. The whole process lasted 8 weeks. The most recent review in our dataset is dated 28 February 2017. Apps and reviews filtering -We developed a tool for automatically disassembling the APK of an Android app, analyzing its manifest file, and identifying the Android API Level targeted by the application (i.e., the value of the androidtargetSdkVersion attribute of the uses-sdk tag 4 ). With such a tool, we identified the apps using an Android API version equal or greater than 23, which is the Android version in which the run-time permission system was first introduced. A total of 5,572 apps fell into this last category. Since we are only interested in reviews that discuss the new run-time permission system, we excluded all reviews belonging to apps that still use an API version earlier than 23. This filtering step resulted in a set of 9,631,378 reviews. From this set, we further filtered out all the reviews predating 5 October 2015, the release date of Android API 23, hence achieving a total of 4,366,049 reviews. Keyword-based selection -In order to identify potential permission-related reviews we performed an additional keyword-based selection, following the intuition that users often use semantically similar or related keywords to describe an issue or a feature, as suggested in [6] . To select our keywords we relied on the MARK tool by Vu et al. [6, 13] . We choose MARK over other tools (e.g., CALAPPA [14] or AR-Miner [15] ) for its ability to grasp semantic similarity among words and provide suggestions of keywords similar to the ones given as input. We provided the keyword permission as input and, by following the tool suggestions, we added to the set of keywords the words privacy and consent. We choose not to expand our keywords set further and limit ourselves to a concise set of neuter, pertinent keywords. Indeed, expanding it further would allow us to identify a larger set of potentially permission-related reviews. However, it would come at the expense of precision, while potentially introducing biases into our subsequent analysis stemming from positive/negative connotations associated with some words or expressions. The result of this filtering step is a set of 6,345 reviews. The high discard-rate in this step is not surprising, rather it is in accordance with existing research confirming that only a (relatively) small fraction of app reviews mention application permissions [16] . Supervised classification -The final step of our data collection process is a supervised classification procedure. First, we manually classified a sample of 1,000 randomly extracted potential permissionrelated reviews to build a ground truth for a subsequent automatic classification procedure. This resulted in a set of 780 classified permission-related reviews (the others were discarded as, despite containing selected keywords, clearly do not deal with Android permissions, e.g., "Simple enough for beginners. Includes features like backup, paper wallet and privacy settings."). Complete details about the manual classification procedure are provided in Section 4.1. Secondly, we extended the classification to the remaining 5,345 potential permission-related reviews leveraging an automatic classification pipeline built on top of established machine learning and natural language process techniques, described in Section 4.2. The result of this step is a set of 3,574 permission related reviews, which form the objects of our study.
Variables
The main focus of RQ1 is on the configuration of the classification pipeline. The independent variables are three, each of them mapping to a specific phase of the pipeline: preprocessing, features extraction, and classification. The specific levels for these variables are described in details in Section 4. For what concerns the dependent variables, we measure the accuracy of our classification pipeline by relying on two key metrics commonly used in the field of automatic classification: precision and recall [17] . Precision c is the fraction of reviews that are classified correctly to belong to class c. Recall c is the fraction of reviews of class c which are classified correctly. We used the following formulas to calculate them:
T P c stands for True Positives, the number of reviews classified as of class c that actually belong to class c. FP c stands for False Positives, the number of reviews not belonging to class c mistakenly classified as belonging to class c. F N c stands for False Negatives, the number of reviews mistakenly classified as not belonging to class c even though they actually belong to class c. Considering precision and recall, we calculated one further metric, the F 1 -Score, defined as the harmonic mean of the two, and provides a single measure of accuracy [17] .
When addressing RQ2, for each app a in our dataset, we considered the following variables: the number of its permission-related reviews (R p a ), the total number of reviews it received in the Google Play Store (R a ), and its category in the Google Play Store (cat a ).
Concerning RQ3, we considered the different categories of reviews concerning the run-time permission system, as extracted by our classification pipeline (see Section 4).
Execution
Concerning RQ1, we implemented our classification pipeline in Python, by relying on the Scikit-learn [18] and Nltk [19] Python modules version 0.19.01 and 3.2.2 respectively, with default parameters. We executed all the meaningful (possible) configurations for our classification pipeline, investigating on the impact that each single component of the pipeline had on its overall accuracy. Then, considering the limited availability of training data, we decided to evaluate each configuration by adopting the k-fold cross-validation method [20] , with k equal to 10. According to this method, we split the available training data into k equal sized partitions. A single partition was retained as the validation data for testing; the remaining k − 1 partitions were used as training data. The training-validation process was repeated k times, with each of the k partitions being used exactly once, as per the validation data. At each iteration, we computed both the precision metric and the recall metric. In order to further account for the possible variability of the results that might occur due to the selection of the random partitions, we repeated the whole process 100 times for each configuration of our classification pipeline. Then, at the end of all iterations, we performed the average to produce a single estimation. The whole experiment was performed on a Ubuntu Linux virtual machine equipped with 8GB RAM and an Intel Xeon CPU E5630 Processor.
We extracted the values of the variables for answering RQ2 and RQ3 by relying on the data we mined when building the dataset and on the semi-automated process for identifying permission-related reviews. There, R p a is the count of permission-related reviews for each specific app category (as defined in the Google Play Store). We approached automatic classification of user reviews with a dual goal in mind: (i) we wanted to automate a process that would be unfeasible to perform manually; (ii) we still wanted to retain a satisfactory level of accuracy. R a and cat a are extracted when building the dataset (see previous section).
Study Replicability
The source code of the classification pipeline, the source code developed for the experiments, and the raw data with the results of both manual and automatic processes are publicly available in the on-line replication package 5 .
THE CLASSIFICATION PIPELINE
Given the number of items to classify (i.e., 6,435 potential permissionrelated user reviews), it would be unfeasible to perform a complete manual analysis. Therefore, we resorted to a two steps semiautomated classification pipeline. First, we manually analyzed a sample of the data and built a taxonomy of end users' comments, grouping together permission-related reviews into relevant groups with descriptive labels (see Section 4.1). Then, we trained a machinelearning classifier with the manually-built sample, and we used the trained classified on all the remaining reviews (see Section 4.2).
Manual Analysis
To perform the initial manual analysis, we randomly selected a sample of 1,000 reviews from the permission-related set of our dataset. Such a sample allows us to achieve a confidence level higher than 95% and a 5% confidence interval. We further divided the sample into two equal parts and assigned each to a different researcher. To reduce bias, each researcher independently surveyed the reviews in his sample, grouping together reviews containing similar concerns, and determined an informative label for each group found. After completing the analysis, the two researchers discussed together the identified groups, aligned the labels with each other, and solved all the cases in which there was a disagreement. During this revision step, a total of 48 reviews were reclassified: one category identified by one researcher was divided into more finer-grade ones detected by the other; another category was discarded (it grouped user complaints about apps performing actions without their knowledge but not related to the Android permission system, e.g., "Sends requests to Facebook friends without permission. "). The resulting categories are discussed in Section 7, whereas the manually-classified reviews are available in the replication package of this study.
Automatic Classification
The structure of our classification pipeline is outlined in Figure 2 . A detailed description follows.
The main input of our classification pipeline is composed of the raw text of end users' reviews. Also, since the quality of the results may potentially be improved by feeding the classification pipeline with additional data, we included also user ratings as part of the input.
In the following, we illustrate the design of our classification pipeline and the main components that constitute it. Preprocessing -The quality of the results can be affected by the preprocessing steps performed on the inputs. Therefore, we experimented with different preprocessing steps commonly performed in the field of Natural Language Processing, whose purpose is to refine the data fed to the subsequent classification step. We experimented the following techniques: • Removal of stopwords -words commonly used in the English language, such as "as", "can", "it", "so", which do not greatly affect the semantics of a sentence. Removing stopwords from reviews potentially removes noise from input data, thus allowing classifiers to focus on more relevant words. We experimented with the default list used by Scikit-learn 6 .
• Stemming -the process of reducing inflected or derived words to their root form. For instance, the words "connections", "connective" and "connected" are all reduced to the same base word "connect".
• Lemmatization -a process that reduces a word to its canonical form named lemma. Unlike stemming, lemmatization is performed with the aid of dictionaries and takes the linguistic context of the term into consideration. For instance, lemmatization correctly identifies "good" as the lemma of the word "better".
Reviews representation -We selected the popular bag-of-words model [21] to represent reviews in our pipeline. Bag-of-words is a simplifying representation in which a document is represented as the multiset of its words, disregarding grammar and word order, but keeping multiplicity. From this representation classification algorithms can learn the review type based on the terms existence and frequency. However, common words like "the", "a", "to" are almost always the terms with highest frequency in documents. To address this problem we employed tf-idf (term frequency-inverse document frequency) normalization [21] , that weights with diminishing importance terms that occur in the majority of documents. One of the known disadvantages of bag-of-words representation is that spatial information about words sequences is not preserved. Hence, we also experimented with n-grams [21] , another commonly used document representation model. An n-gram is a sequence of n contiguous words extracted from document text. We consider ngrams of length 2 and 3, namely bi-grams and tri-grams respectively. Classification -Since, potentially, a review can contain multiple users' comments, it can correctly be classified as belonging to multiple categories. Therefore, our case falls into the problem of multi-label classification. This poses the question of whether to train a single multi-label classifier or multiple binary classifiers, one for each category. A binary classifier is a classifier trained for the task of deciding whether an input instance belongs to a given class or not. A multi-label classifier instead is trained to assign a given instance to one of multiple classes, greater than two, with no restriction on how many of the classes the instance can be assigned to. We decided to rely on the former for two main reasons: (i) previous research provided evidence that multiple binary classifiers perform better than multi-label ones for user reviews [22] ; (ii) training multiple binary classifiers gives us more flexibility, potentially allowing us to choose a different classifier for each taxonomy category.
We included four commonly used binary classification techniques known to perform well on textual inputs in our experimentation [23] :
• Naive Bayes [24] , a popular algorithm for binary classifiers based on applying Bayes' theorem with strong independence assumptions between features. It is computationally efficient and achieves good predictive performance in many realworld applications.
• Decision tree learning [25] , which iteratively constructs a decision tree to be used as a classifier. A decision tree is a tree-shaped graph in which each non-leaf node denotes a test on a specific feature, each branch represents the outcome of a test, and each leaf holds a class label. Decision trees are simple to interpret and mirror human decision making more closely than other approaches. For our experimentation we adopted a CART tree [26] .
• Maximum entropy [27] (also known as MaxEnt or multinomial logistic regression), a probabilistic classifier based on the principle of maximum entropy. It does not assume conditional independence of features.
• Support vector machines (SVM) [28] , a non-probabilistic binary classifier. SVMs plot each data item as a point in ndimensional space and finds the hyper-plane that maximizes the gap among the two different classes.
RQ1 -HOW ACCURATE IS AN AUTOMATED APPROACH IN CLASSIFYING USER REVIEWS VIA DIFFERENT COMBINATIONS OF MACHINE LEARNING TECHNIQUES?
As discussed in Section 3.4, we executed a large number of runs of our classification pipeline, exploring different combinations of: reviews representations, preprocessing steps, and classification algorithms. For reasons of space, and for a clearer exposition, we report on the most indicative results only. The complete results of all the performed runs are available in the replication package, together with a complete implementation of our classification pipeline. Baseline: No preprocessing -bag-of-words representation. Table 1 summarizes the results of the first combination we explored. We provided as inputs to the classification algorithms the raw text of the reviews in the bag-of-words representation and without any preprocessing. This is a basic configuration, which allowed us to assess the baseline performance of the different algorithms for our problem. Decision Tree performed the worst, achieving an F 1 -Score of 0.635, well below the 0.75 threshold reached by the other algorithms. Still, despite achieving a similar F 1 -Score, we can notice a difference in the performances of the remaining algorithms: Naive Bayes attained an high recall (the highest for 9 categories out of 10, with an average of 0.859) at the cost of a lower precision, while the opposite is true for Maximum Entropy and SVM, as both attained an higher precision (0.735 on average for both) at the cost of a lower recall. No preprocessing -different review representations. Going further, for our second set of runs, we aimed at evaluating which reviews representation, or combination of, leads to a better classification accuracy. Hence, we performed several runs changing the reviews representation while still not performing any preprocessing or introducing the score metadata. Results highlight that adopting bigrams or trigrams does not improve the accuracy for any of the algorithms. We conjecture that this lack of improvement over the bag-of-words representation is due to the short length of reviews (in the sample we used for the manual analysis, the average length is 204 characters, with a standard deviation of 128) from which only a relatively low number of features can be extracted when choosing n-grams over bag-ofwords. However the quality of the results improves when combining bigrams with bag-of-words. With this combined representation, Naive Bayes is outperformed by both Max Entropy and SVM, the latter achieving the best F 1 -Score of 0.773. We conjecture that this improvement is due to the ability of this combined representation to extract a sufficient number of features, while preserving spatial information that helps when having to discern different usages of frequent words, e.g., the bigrams "excessive permissions" and "no permissions" have a very different meaning despite both containing the term "permission". Additionally including trigrams in this combined representation does not seem to lead to a further improvement. With preprocessing -combined review representations. For our next set of runs, we introduced different preprocessing steps in the classification pipeline, while still maintaining the combined representation of bigrams and bag-of-words, which resulted in the best quality of results in the previous case.
The results of this new set of runs evidence that stemming, stopwords removal, and the combination of the two slightly improve the accuracy of the Naive Bayes and Decision Tree algorithms, with the former achieving an F 1 -Score of 0.778 (the highest so far). SVM and Maximum Entropy are instead negatively affected by this preprocessing method. Usage of lemmatization, both alone and combined with stopwords removal, instead improves average accuracy for all algorithms. Whit lemmatization, SVM also achieves an F 1 -Score of 0.778, tying for the best performance so far. With preprocessing -with user ratings. In this case, we consider also user ratings as input to the classification pipeline. We performed both stopwords removal and lemmatization since they gave the best results in the previous set of runs. Table 2 shows the results we obtained in this set of runs. In this new configuration, the Naive Bayes algorithm achieved the highest average precision, with a value of 0.757, but it came at the cost of recall, for which it performed worst with a value of 0.578. Differently, Max Entropy and SVM have an increased F 1 -Score, while still retaining a reasonable balance among precision and recall. SVM, with an average F 1 -Score of 0.787, is the configuration that attained the best performance. We statistically tested this result by applying the Wilcoxon rank-sum test [29] for pairwise data comparison under the alternative hypothesis that the samples do not have equal medians. The performed test confirmed that this last configuration performs statistically better than the others (higher p-value = 2.2e −16 ). We believe that this improvement comes from the synergistic effect of all the techniques that we selected during the exploration. Based on this result, we adopted the lemmatization+bigrams+bag-of-words+SVM configuration to answer RQ1 and RQ2.
RQ2 -TO WHAT EXTENT APP REVIEWS EXPRESS CONCERNS ABOUT THE ANDROID RUN-TIME PERMISSION SYSTEM?
We identified a total of 3,574 reviews that discuss the Android run-time permission system. Even if they amount for a very small portion of the 18,326,624 reviews we started from, these belong to a total of 1,278 unique apps, equal to the 23% of the collected apps that employ the run-time permission system, and 8.6% of the total amount of all apps of our dataset.
Looking at the frequencies of permission-related reviews among app categories (summarized in Table 3 ), we can observe that permission-related reviews occur in almost all categories, with the exception of Libraries and demo and Events (notice that both categories were recently introduced in the Google Play Store and thus contain a smaller amount of apps). This observation may be an indication that permission-related reviews are somehow orthogonal across apps, independently of the specific context and permissions requirements. We can also notice that, even if still limited in numbers, categories Productivity and Tools contain more permission-related reviews than others. The opposite is happening for other categories, like Games and Photography, which have a lower amount, despite a high number of reviews. 
RQ3 -WHAT ARE THE MAIN CONCERNS ABOUT THE ANDROID RUN-TIME PERMISSIONS SYSTEM IN APP REVIEWS?
The manual analysis of the 1,000 reviews led to the definition of a taxonomy composed of 10 categories of recurring users's concerns. In addition, we identified two macro-categories: positive opinions (in the following marked with a + sign), and negative ones (marked with a − sign). Notice that a review can potentially be assigned to more than one category as not-all categories are mutually exclusives (e.g., Settings permissions and Permission-related bug are non-exclusive, as the user might be forced to assign permissions from the device settings to circumvent a bug). A breakdown of the amount of reviews classified in each category is provided in Table 4 .
The results of the automatic classification are summarized in Table 4 . Using our classification pipeline, we have been able to assign a total of 3,251 labels distributed among all categories of the manually extracted taxonomy. The total amount of assigned labels from the combination of manual and automatic classification is 4,156 (they are distributed over 3,574 unique reviews). The majority of the classified reviews belong to categories Unclear permissions (914), Too many permissions (745), Permissions praise (700), Permission-related bug (543) and Minimal permissions (521). A smaller amount has been identified for categories Repeated permission request (95), Functionality unavailable (86), Setting permissions (42) and Bad request timing (21), presumably since, for these categories the amount of reviews identified during the manual analysis was insufficient for proper training of the classifier. The heatmap in Figure 3 provides an overview of how the frequency of these permission-related reviews is distributed among apps, grouping the latter according to the number of requested permissions. Here, we focused only on dangerous permissions [7] , the only ones that must be granted at run-time after the changes introduces by Android 6. We can notice that, for apps that only request one or two dangerous permissions the majority of permissionrelated reviews belongs to categories Minimal Permissions (MP) and Permission Praise (PP) thus suggesting that privacy-aware users notice, and appreciate, the low amount of privileges required by these apps. Unsurprisingly instead, for app that request all 9 dangerous permissions, the majority of permission-related reviews belong to category Too Many Permissions (TMP). Furthermore, focusing on apps that request between 3 and 6 dangerous permissions, we notice that the majority of permission-related reviews for these apps belong to categories Too Many Permissions (TMP) and Unclear Permissions (UP) but does not significantly increase, as one would expect, as the number of requested permissions increases. We may conjecture that users are keen to form a binary opinion about the number of permissions requested by an app: they appreciate it when a low amount of permissions is requested and they are disappointed when it is higher than they expect. Figure 4 show the distribution of categories of permission-related reviews across the types of requested permission. Praises and complaints about permissions expressed by users in app reviews are distributed evenly, independently of the type of requested permission, with the sole exception of the Sensors permission, for which users seem to be concerned more when too many permissions are requested.
DISCUSSION
Overall we identified 3,574 reviews discussing the run-time permission system. These reviews belong to a total of 1,278 unique apps, which are 23% of the collected apps that employ the Android runtime permission system, and indeed the 8.6% of the total amount of apps collected from the store. Considering these numbers, we can infer that:
The number of users having concerns w.r.t. the Android runtime permission system is quite limited, even though problems pertaining to permissions are widespread among apps.
Going one step further, when focusing on the macro-categories of positive and negative opinions, we can notice that the majority of classified reviews belong to the latter and amount to 70.6% of the total. Negatives opinions appear in a total amount of 2,459 reviews, as opposed to 1,185 reviews containing positive ones (note that only 70 reviews contain both positive and negative opinions).
The distribution of ratings, shown in Figure 5 , is skewed towards the maximum score (i.e., 5 stars) for positive categories; instead the distribution of ratings of negative categories is skewed towards the lower end. We verified for statistical significance of these differences in ratings by performing the two-tailed Mann-Whitney U-test among each possible pair positive-negative categories, obtaining always a p-value below 2.2e −16 . Henceforth, we can deduce that:
For privacy-aware users, negative concerns on how permissions are handled are correlated with negative concerns about the whole app, thus confirming the importance of users' judgments about permissions.
We identified a total of 972 apps whose reviews contain negative opinions. Analyzing the number of identified reviews, displayed in Table 4 , negative categories with the highest count are Unclear permissions (914), Too many permissions (745) and Permission-related bug (543). The high cardinality of the first category evidences one of the problems of the run-time permission system: Users still do not understand why they are being asked for a permission. More work is required to fully point out the reasons, which could derive from poor design of the run-time permission system itself or from developers that do not utilize it properly, often requesting permissions without providing an explanation.
App com.chopracenter.meditationexperience is a clear example of the latter, one of the apps with the highest amount of this kind of reviews. One of them points out: "Why does the app now need to use my permission to use my phone and my contacts? Seems unnecessary.". Furthermore, the high number of reviews belonging to the category Too many permissions leads us to believe that:
The problem of permission creep [30, 31] , i.e., apps routinely requesting more permissions than needed to carry on with advertised functionalities, is still present under the new runtime permission system. This issue is clear when looking at the reviews of com.lge.app1, an app having numerous reviews of this kind: "Update app to use less permissions and I'll reconsider. No way it needs to make phone calls or see my calendar to function with the TV.". The high count of reviews classified under Permission-related bug evidences that:
The introduction of the new run-time permission system also introduced a new class of bugs that didn't exist before, in the old install-time permission system. These bugs derive from the fact that developers do not always correctly perform permission requests.
We believe that this misusage of permission requests by developers is partially due to a lack of understanding of the inner workings of the run-time permission system, and partially because it is hard for developers to foresee all points where a permission must be requested at run time. Indeed, Android apps often have a complex event-driven control-flow with multiple entry points [32] . For instance, one of the apps with a high amount of this kind of reviews Some developers do not adhere to the guidelines provided by Google [8, 33] . Rather, they attempt at coercing users to provide some permissions, by constantly repeating permission requests or completely blocking access to specific features when permissions are not granted. From a more technical standpoint, our analysis shows that:
Well-established, off-the-shelf machine learning techniques, combined with basic NLP preprocessing, can be profitably used to derive interesting insights from app store reviews, even on specific topics when sufficient amounts of data are considered.
THREATS TO VALIDITY
In the following we discuss the threats to validity of our study according to the Cook and Campbell categorization [34] .
Internal validity refers to the causality relationship between treatment and outcome [9] . In our study we classified user reviews dealing with Android run-time permissions relying on machine learning techniques. This kind of analysis is non-deterministic as different runs of the analysis may lead to different results. To mitigate this potential treat, we repeated the experiments multiple times to correctly assess the accuracy of the different combinations of applied techniques. Moreover, we manually created training data for the machine learning models, following the procedure described in Section 4.1. To ensure that the final model used for classification does not show abnormal behavior, we manually analyzed 100 classification results to exclude the presence of glaring anomalies.
External validity deals with the generalizability of obtained results [9] . To ensure that our subjects are representative of the population of Android apps, we downloaded the top 15,124 apps in the United States across all categories of the Google Play Store, as ranked by App-Annie. Since the apps are the top ranking apps of all categories, we can expect that they have a high number of users because they are ranked using a combination of number of downloads and aggregate user ratings. Also, by considering the most popular free apps per category, we increase the chance to include apps with a more active user base in terms of quality and number of reviews. Free apps represent 75% of all Google Play Store apps and they are downloaded more often [35] .
Construct validity deals with the relation between theory and observation [9] . The goal of our study is to analyse user reviews dealing with the Android run-time permission system, with the ultimate goal of identifying its recurrent issues from the end user perspective. Even when focusing on issues potentially noticeable by end users, only a minority of them show sufficient awareness. Hence, the proposed approach might not discover the more subtle issues. We mitigate this threat by considering an initially large set of reviews. Moreover, as we employed keyword-based filtering, we might have missed an amount of reviews that reference permissions using keywords not in our list. We mitigated this threat by adopting a list of highly pertinent neuter keywords, thus, albeit in lower number, the selected reviews are highly on target for our purposes.
Conclusion validity deals with the statistical correctness and significance [9] . In this study we assumed that user reviews are a reliable source for inferring user concerns about the Android run-time permission system. However, there may be other factors that potentially may affect users judgment. To mitigate this threat, while performing the initial manual analysis we also ensured that many permissions-related reviews bring meaningful insights on the subject. Numerous examples of purposeful reviews have been reported in the paper to highlight the usefulness of classified concerns. The full set of classified user reviews is publicly available in the replication package of this study.
RELATED WORK
In the literature, few studies have focused on the Android run-time permission model. Panagiotis et al. analyzed users' adaptation to the new run-time permission model [36] . They gathered anonymous data from 50 participants. Their analysis indicates that users adapted positively to the new model. In [37] , the same authors reported that users are willing to permit access to the devices' storage, and are more likely to grant access to some resources for specific app categories. They suggest that users should be informed about the resources an app needs to provide its core functionalities before installation.
As of today, studies about opinion mining from app reviews are quite common [38] , but those that focus on permissions are scarce. Ha et al. investigated on whether users were discussing privacy and security risks of an app in their reviews [16] . After manually analyzing 556 reviews belonging to 59 different apps, they noticed that only 1% of collected reviews mentioned permissions. Khalid et al. investigated on the most common kinds of complaints in iOS app reviews [39, 40] . By manually analyzing 6,390 app reviews, they reported that privacy and ethics related complaints amount to only 1.19% of the total, but are among the ones that bother users' the most. We conducted a semi-automated analysis on a much larger scale.
Automatic classification of app user reviews has been performed in the past for a variety of reasons. For example, Maalej et al. investigated the usage of several machine learning and NLP techniques to automatically classify user reviews into four categories: bug reports, feature requests, user experiences, and ratings [22] . In their experiment, they achieved 80% of precision and recall user experiences. Our results are comparable, when considering that we focus on much narrower categories.
McIlroy et al. investigate the multi-faceted nature of user reviews published on app stores [41] . They discovered that up to 30% of reviews raise various types of issues and propose an approach for automated multi-label classification, achieving an F 1 -Score of 45% for reviews that express privacy or ethical issues. In our work, we focused more closely on run-time permissions and leveraged multiple binary classifiers, thus achieving a much higher average F 1 -Score.
FUTURE RESEARCH CHALLENGES
Link permissions to functionalities -In Section 8 it was evidenced that: (i) users still tend to not understand why they are being asked for permissions, and (ii) developers routinely request more permissions than needed. We believe that one possible way to address these problems is to design new permission systems in which permissions are granted to individual app functionalities, rather than to the full app as a whole. With such systems, users may better understand why a given permission is requested. The first stepping stone in this direction is to devise an effective way to logically link permissions to functionalities. In this context, information coming from software repositories (e.g., GitHub) may play a key role since it empirically emerged that developing and updating app functionalities are the most frequent activities reported by developers in their commit messages [42] .
Better support for developers -A numerous category of users perceptions is about Permission-related bugs. Indeed, the shift to run-time permissions burdened developers with one additional task, as now they have to preemptively ask for allowance of permissions before accessing restricted parts of the platform. Failure to properly do so renders functionalities or, in worst cases, the whole app unreachable and/or unusable. In order to properly deal with this additional task, developers should not only be further educated, but also empowered with tools that assist them in correctly handling permissions and suitably positioning the corresponding requests.
Impact of run-time permission requests on user experience -Developers are faced with one additional challenge when dealing with run-time permissions: on the one hand, they must promptly and precisely inform users about needed sensitive data; on the other hand, they must carefully plan the usage of notification dialogs, so as to avoid disrupting the user experience (in the literature this phenomenon is called warning fatigue [43] ). When using run-time permissions, there can be cases in which introducing new functionalities that require additional permissions may even be detrimental to the app success. Hence, a further open research area is understanding and quantifying the effects of run-time permission requests on the overall user experience. We are currently investigating, leveraging static analysis techniques, how performing permission requests at different phases of program execution impacts user experience.
CONCLUSION
We conducted a large-scale empirical study to investigate users' perceptions about the run-time permission system offered by Android. We inspected over 4.3 million user reviews out of 5,572 apps within the Google Play Store.
The reviews were classified and analyzed by employing a classification pipeline based on machine learning and natural language processing techniques. Its accuracy has been empirically evaluated with promising results.
Future work involves pursuing the future research directions discussed in Section 11, extending the developed classification pipeline, and continuously evaluating its accuracy when including new preprocessing, review representations, and classification components.
