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vR ´ESUM ´E
La de´tection des clones est une discipline dynamique du ge´nie logiciel consacre´e a` la recherche
et l’analyse de similitude a` l’inte´rieur des logiciels. Ces similitudes peuvent eˆtre a` l’inte´rieur de
tous les artefacts d’un produit logiciel, mais cette discipline se consacre principalement a` celles
pre´sentes dans le code source. Les travaux pre´sente´s dans ce me´moire sont consacre´s a` l’e´tude de
certaines proprie´te´s structurelles et computationnelles des clones logiciels syntaxiques et lexicaux ;
les clones se´mantiques ne sont pas formellement aborde´s dans ces travaux.
Dans un premier temps, une analyse des relations structurelles entre les clones a e´te´ re´alise´e.
Les clones conside´re´s sont produit par la me´thode de de´tection des clones base´e sur les me´triques
d’AST. Contrairement a` la tre`s grande majorite´ des autres travaux pre´sents dans la litte´rature, qui
s’inte´ressent exclusivement aux fonctions ou aux me´thodes comme unite´ minimale de clonage, ces
travaux s’inte´ressent a` la fois aux relations impliquant des fonctions et des blocs, engendrant ainsi
trois relations d’inte´reˆt : les clones fonction a` fonction, bloc a` bloc et fonction a` bloc. Les conclu-
sions de l’e´tude indiquent clairement l’inte´reˆt de s’inte´resser a` ces relations et l’insuffisance de la
re´duction de l’espace de recherche compose´ de tous les fragments de code d’un programme a` celui
restreint aux fonctions. Les re´sultats pre´sente´s de´pendent seulement partiellement de la me´thode ;
l’inte´reˆt des relations pre´sente´es est inde´pendant tandis que les re´sultats spe´cifiques pre´sente´s sont
de´pendants.
Dans un second temps, une e´tude a e´te´ re´alise´e sur l’applicabilite´ d’algorithmes e´crits sur GPU
pour le proble`me de postfiltrage des clones. Le filtrage est une pratique re´pandue dans les ou-
tils de de´tection de clonage pour ame´liorer la pre´cision des re´sultats. La technique choisie ici est
celle du filtrage avec le calcul de la plus longue sous-se´quence commune (LCS). Cet algorithme
se paralle´lise aise´ment et se porte sans heurt sur une architecture GPU ; il est donc un candidat
ide´al. La conversion de l’algorithme classique de programmation dynamique pour le calcul de la
LCS est pre´sente´ avec plusieurs conside´rations techniques pour faciliter son imple´mentation. Les
re´sultats de l’application de l’algorithme sur deux syste`mes de grande taille, Tomcat et Eclipse, sont
pre´sente´s. Les temps d’exe´cution de l’algorithme sur GPU sont infe´rieurs a` ceux obtenus sur CPU,
meˆme si le facteur d’acce´le´ration total est relativement petit (de l’ordre de 1.2). Cette acce´le´ration
est infe´rieure aux attentes et quelques pistes d’explication sont fournies.
Dans un dernier temps, la re´alisation d’oracles automatise´s base´s sur la distance de Levensh-
tein est pre´sente´e. Pour la de´tection des clones, un oracle consiste en un ensemble de clones juge´
exact pour fin de comparaison de diffe´rents outils. Ce re´sultat est une grande nouveaute´ puisqu’il
prouve l’applicabilite´ de la distance de Levenshtein sur de grands syste`mes en utilisant une quan-
tite´ raisonnable de ressources. Pour arriver a` calculer ces oracles, les fragments des syste`mes sont
vi
inse´re´s dans un arbre de me´triques qui se construit en re´partissant les fragments en fonction de leur
distance de Levenshtein. L’utilisation des arbres de me´triques dans des expe´riences de de´tection
des clones est une nouveaute´ et les oracles obtenus sont prometteurs. Diffe´rentes statistiques sur
les oracles sont pre´sente´es. On remarque selon ces chiffres que le nombre de pairs de clones est
tre`s petit par rapport au nombre de paires total possible dans un syste`me. Cela explique le gain de
performance notable de la nouvelle me´thode pre´sente´e par rapport a` une recherche exhaustive.
vii
ABSTRACT
Clone detection is a widely known research area of software engineering, which goal is to enhance
programs understanding and detect potential bugs as well as re-factoring opportunities. The focus
of this research area is on finding and analyzing self-similarities in source code. This thesis focuses
on structural and computational properties of clones.
First, a structural classification scheme of clones is presented. Many studies have researched
properties of function clones. These studies did not take in consideration the possible presence of
clones in smaller or bigger computational unit. Moreover, they relied on the hypothesis that clone
code preserves completely the syntactic structure between fragments. To challenge this hypothesis,
classification scheme and algorithm are presented in this work and are applied to clone sets of dif-
ferent systems. Results show that clones can belong to at least three types of structural relationship:
method-method, block-block, and method-block. Examples are provided and support the useful-
ness of such classification. As a result, it mitigates the choice of performing clone analysis only on
functions and suggest to focus on other computational units.
Second, an attempt to port some clone-related computation to GPU is presented. To enhance
results quality, it is often required to filter clone analysis results with precise but computationally
expensive algorithm. The length of the longest common sub-sequence is a good candidate for such
a filter and is used by many in the literature. However, its computational cost is prohibitive in many
cases. To overcome the cost, a port on GPU of the algorithm specialized for clone detection is pro-
posed. The observed execution times suggest however that little gain is obtained for clone filtering
problems. Discussion of this unexpected result is provided along with ideas of other possible GPU
applications to clone detections.
Finally, an original algorithm to compute clone oracles is presented. An oracle is a set of clones
presumed to be of good quality and used to benchmark clone detection tools results quality. This
result is of great importance to the clone community as it provides the first automatically-generated
oracle based on an objective algebraic criterion. It also gives insight on computational difficulties
of computing good clone results. The key point of the technique is to observe the computational
bottleneck of exhaustive search is the space search size and not the distance computation, even for
complex distance. Using this knowledge, a metric tree-based algorithm is presented to compute
oracles. Details of the computed oracles are presented.
After these topics discussions, the thesis is concluded with future research possibilities.
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1CHAPITRE 1
INTRODUCTION
La compre´hension du logiciel, la de´couverte automatise´e de bogues, la refactorisation et la
de´tection du plagiat sont quelques-uns des proble`mes les plus importants du ge´nie logiciel. Depuis
une vingtaine d’anne´es, la de´tection de similitudes internes dans les syste`mes, appele´es clones,
fournit diffe´rentes pistes de solution pour les proble`mes sus-mentionne´s. Malgre´ un progre`s constant
des outils de de´tection des clones, les re´sultats obtenus au cours des anne´es n’ont pas de´montre´
clairement leur fiabilite´ et leur utilite´ et la communaute´ du ge´nie logiciel n’inte`gre pas encore les
pratiques propose´es par la communaute´ des clones. Cela est duˆ a` deux proble`mes : l’incapacite´ de
ces outils a` produire des re´sultats de grande qualite´ (taux e´leve´s de faux-positifs et faux-ne´gatifs)
et le choix des relations des clones e´tudie´es. Bien entendu, les outils disponibles aujourd’hui pro-
duisent des re´sultats inte´ressants d’un point de vue the´orique, mais l’applicabilite´ industrielle fait
toujours de´faut, faute de re´sultats significatifs. Les recherches pre´sente´es ici visent a` analyser cer-
taines proprie´te´s structurelles et computationnelles des clones afin d’ame´liorer la compre´hension de
la nature des clones. Les connaissances de´couvertes pourront servir a` calibrer les outils de de´tection
de clones existants et a` orienter les efforts de construction de nouveaux outils. Les trois proble`mes
e´tudie´s ici sont : la nature des relations structurelles syntaxiques des clones, l’applicabilite´ des
GPU pour le postfiltrage et l’utilisation des arbres de me´triques pour construire des oracles avec la
me´trique de Levenshtein.
1.1 De´finitions et concepts de base
1.1.1 Les fragments
Les fragments sont des ensembles ordonne´s de caracte`res provenant d’un meˆme fichier d’un
syste`me. Les caracte`res contenus dans les fragments sont associe´s au nume´ro de la ligne et au
nume´ro de la colonne ou` ils sont localise´s dans le fichier d’origine. L’ensemble des 2-tuples (ligne, colonne)
associe´s aux caracte`res ordonne´ lexicographiquement donne l’ordre des caracte`res dans le frag-
ment. Un fragment ne peut eˆtre discontinu ; s’il existe un caracte`re associe´ au 2-tuple (i, j) dans le
fichier original et que :
(i0, j0) ≤ (i, j) ≤ (in, jn) (1.1)
ou` (i0, j0) est le plus petit 2-tuple associe´s aux caracte`res du fragment et (in, jn) le plus grand,
2alors le caracte`re associe´ a` (i, j) doit appartenir au fragment. Ceci est une de´finition tre`s ge´ne´rale
d’un fragment de code. Il est commun de restreindre la notion de fragments au texte associe´ aux
fonctions. Cependant, la notion de fonction varie selon la grammaire utilise´e pour re´diger le pro-
gramme analyse´ et il devient donc ne´cessaire au pre´alable d’analyser syntaxiquement le syste`me,
ce qui est une contrainte mineure. Dans un le cas ou un fragment est syntaxiquement une fonction,
on dit que le fragment est associe´ a` une fonction ou tout simplement on parle de la fonction. Il est
plus rare de de´finir des fragments associe´s a` d’autres unite´s logiques du programme. Par exemple,
il peut eˆtre utile d’associer des fragments a` des pairs d’accolades ouvrantes et fermantes. Syntaxi-
quement parlant, ces pairs forment des blocs logiques a` l’inte´rieur du code. Les fonctions e´tant
consititue´es de blocs, on peut donc voir les fonctions comme une extension naturelle des blocs lo-
giques. Cependant, comme les fonctions sont des blocs remarquables, une distinction sera toujours
faite lorsque le fragment est associe´ a` une fonction.
Le formalisme utilise´ ici n’est ne´cessaire que pour fournir une de´finition alge´brique des frag-
ments. La de´finition intuitive que le lecteur a d’un fragment satisfait probablement trivialement la
de´finition propose´e ici. Cette de´finition n’est ne´cessaire que par souci de clarte´ mathe´matique.
1.1.2 Les clones, les pairs de clones et les types de clones
Un clone est un fragment de code source qui est similaire a` un autre fragment de code pre´sent
dans le meˆme syste`me. Il pourrait exister des similitudes entre les fragments de diffe´rents syste`mes
informatiques, mais dans le cadre de cette recherche ce cas n’a pas e´te´ e´tudie´. Par conse´quent, pour
le reste de cet expose´, lorsque qu’on parle de deux fragments clones l’un a` l’autre, on assume que
les deux fragments proviennent du meˆme syste`me. On de´finit une relation de clonage, ou pair de
clones, comme un 2-tuple (f0, f1) dans lequel f0 et f1 sont des fragments de code source.
Les pairs de clones e´tant de´finis, il est maintenant facile de donner une de´finition pre´cise
d’un clone. Un clone est un fragment membre d’une relation de clonage (une paire de clones).
´Evidemment, cette de´finition n’est que terminologique, puisque rien ne de´finit encore la nature de
la relation qui unit deux fragments membres d’une paire de clones.
La litte´rature et la communaute´ des clones s’entendent sur l’existence d’au moins quatre types
de relation de clonage :
– type 1 : clone identique ;
– type 2 : clone parame´trique ;
– type 3 : clone partiel ;
– type 4 : clone se´mantique.
Les clones de type 1 forment la plus simple des cate´gories. Il s’agit des clones dont le texte des
fragments est strictement identique. De par la simplicite´ de leur de´finition, les clones de type 1 sont
les plus simples a` de´tecter.
3Les clones de type 2 contiennent des parame`tres en commun. Parame`tre doit eˆtre ici pris au
sens large ; il peut s’agir autant d’un parame`tre formel diffe´rent dans les deux fragments, mais situe´
au meˆme endroit dans les deux clones, que d’un identificateur dont le nom a change´ d’un fragment
a` un autre. On peut voir un clone de type 2 comme des fragments dont on peut extraire et modifier
un parame`tre qui transformerait alors les fragments en clone de type 1.
La de´finition des clones de type 3 et 4 est beaucoup plus vague. Le type 3 regroupe les clones
dont les fragments ne partagent pas toutes les meˆmes unite´s syntaxiques. En ce sens, un clone de
type 3 est une copie partielle d’un autre fragment qui a pu subir des transformations (ope´rations sur
les caracte`res : substitution, ajout, suppression, permutation, etc.) tout en pre´servant clairement les
structures syntaxiques pre´sentes dans le fragment d’origine. Cette de´finition n’est pas alge´brique et
porte a` interpre´tation. Malheureusement, aucun consensus n’est atteint parmi les chercheurs. Pour
les besoins pre´sents, la de´finition pre´sente´e est suffisante malgre´ ses lacunes. Une attention parti-
culie`re aux clones de type 3 est apporte´e dans la section 4. Le type 4 est encore plus vague. Il porte
sur les aspects se´mantiques des clones. Il n’en existe aucune de´finition alge´brique. L’ide´e ge´ne´rale
est de regrouper dans cette cate´gorie tous les fragments qui partagent au moins partiellement la
meˆme se´mantique d’exe´cution. Ce type n’est d’aucun inte´reˆt pour les recherches pre´sente´es ici et
sera ignore´ dans le reste du texte.
41.2 ´Ele´ments de la proble´matique
Les recherches pre´sente´es sont divise´es en trois proble´matiques distinctes. Tout d’abord, l’em-
phase est porte´ sur la nature syntaxique des relations de clonage. Il ne faut pas confondre ici la
nature syntaxique des relations avec les cate´gories pre´sente´es. La nature syntaxique s’inte´resse a` la
position des fragments dans l’AST du programme. Par exemple, il est courant de voir des fragments
eˆtre des fonctions dans un syste`me. La majorite´ des analyses de clonage se concentrent exclusive-
ment sur les relations de nature fonction a` fonction. Or, plusieurs fonctions forment des unite´s
syntaxiques de grande taille qui peuvent en fait abriter des clones plus petits que l’unite´ entie`re.
Si l’unite´ principale n’est pas un clone, mais qu’elle contient des fragments clone´s, alors il peut y
avoir un inte´reˆt a` les de´tecter. Cette recherche propose d’explorer cet aspect structurel des relations
de clonage.
Ensuite, plusieurs outils connus de de´tection de clonage offrent des re´sultats de faible pre´cision
et utilisent un filtrage a posteriori des re´sultats pour en augmenter la qualite´ (voir [1] pour plu-
sieurs exemples). Ce filtrage est souvent fait sur la base du calcul de la LCS entre les fragments (ou
de la distance de Levenshtein). Ce calcul peut eˆtre tre`s exigeant en temps. Il est donc ne´cessaire
d’ame´liorer les performances de cette me´thode ou d’en concevoir une nouvelle plus efficace. L’ap-
proche retenue ici est l’ame´lioration des performances de la me´thode actuelle. En effet, le calcul de
la LCS utilise un algorithme dont les caracte´ristiques offrent l’opportunite´ d’exploiter une approche
paralle`le. Le proble`me ge´ne´ral avec les approches paralle`les est la ne´cessite´ d’utiliser une grappe de
calcul de plusieurs centaines de processeurs ; de telles grappes sont couˆteuses a` obtenir et a` mainte-
nir et sont donc peu accessibles. Il existe toutefois des composantes plus re´pandues qui offrent une
puissance de calcul paralle`le tout aussi inte´ressante : les GPU. C’est avec cette architecture que le
proble`me de filtrage est traite´ ici.
Finalement, un proble`me chronique de la communaute´ est l’incapacite´ d’e´valuer de manie`re
fiable et a` grande e´chelle les techniques connues de de´tection de clonage en mesurant leur taux
de faux-positifs et de faux-ne´gatifs. Actuellement, toutes les me´thodes d’e´valuation partagent les
meˆmes bases : l’injection artificielle de clones et la comparaison entre outils sans re´fe´rence ex-
terne e´tablie. La validation des techniques repose donc sur une logique circulaire : les techniques
existantes doivent de´tecter ce qu’elles sont capables de de´tecter. Chaque outil ayant une de´finition
alge´briquement diffe´rente des clones, l’ensemble conside´re´ valide devient alors un amalgame des
clones de´tecte´s par chacun des outils en ajustant l’ensemble obtenu au gre´ de la volonte´ subjective
des chercheurs. Il s’agit e´videmment d’un grave proble`me me´thodologique. Le proble`me est parti-
culie`rement flagrant lorsqu’il s’agit d’e´valuer la qualite´ des outils qui de´tectent les clones de type 3,
dont la de´finition est vague et varie d’un chercheur a` l’autre. Contourner ce proble`me requiert une
de´finition alge´brique qui englobe des clones de type 3 raisonnablement reconnu comme tel. La dis-
5tance de Levenshtein permet de formuler quelques de´finitions inte´ressantes de clones et sa fiabilite´
fait l’objet d’un certain consensus dans la communaute´. Il est donc envisageable de construire une
base de donne´es de re´fe´rence de toutes les paires de clones d’un syste`me en se basant sur la dis-
tance de Levenshtein. Construire cette re´fe´rence ne´cessite une recherche exhaustive des candidats
dans l’espace des pairs de fragments d’un syste`me, ce qui est impraticable. Une solution originale
et exacte base´e sur la re´duction de l’espace de recherche par arbre de me´triques est pre´sente´e ici.
L’e´valuation de la me´thode est pre´sente´e en construisant l’oracles des clones de Levenshtein pour
les syste`mes Tomcat et Eclipse.
1.3 Objectifs de recherche
Les objectifs poursuivis dans ces recherches sont les suivants :
–
´Etablir l’existence et l’utilite´ d’e´tudier les relations syntaxiques entre les clones outre la re-
lation fonction a` fonction ;
– de´terminer l’applicabilite´ d’une approche de filtrage sur GPU des clones, particulie`rement en
terme de gain computationnel ;
– de´crire une technique de construction automatise´e d’une base de donne´es de re´fe´rence, un
oracle, pour les clones de type 3.





1.4 Plan du me´moire
Ce me´moire est divise´ en trois grandes sections. La premie`re est consacre´e a` l’e´tude de la
nature syntaxique des relations de clonage, la seconde a` l’applicabilite´ des GPU dans la de´tection de
clonage et la troisie`me a` la construction automatise´e d’oracles pour les clones de type 3. Le contenu
de chaque section est entie`rement inde´pendant de celui des autres et suit son propre de´veloppement.
`A chaque section, un bref rappel introductif est pre´sente´ suivi d’un re´sume´ des re´fe´rences litte´raires
pertinentes au the`me pre´sente´. Suit dans tous les cas d’une pre´sentation des concepts importants et
des algorithmes de´veloppe´s pour re´soudre chacun des proble`mes. Les expe´riences et les re´sultats
sont ensuite pre´sente´s suivis d’une discussion et d’une conclusion. Une conclusion globale suit la
dernie`re section et pre´sente les pistes de recherches futures.
6Les re´sultats pre´sente´s dans les chapitres de ce me´moire ont e´te´ publie´s dans quelques confe´rences.
Le tableau 1.1 indique l’association de chacun des chapitres a` ses publications.
7CHAPITRE 2
ANALYSE DES RELATIONS STRUCTURELLES SYNTAXIQUES DE CLONAGE
2.1 Introduction aux clones par me´triques et aux relations de clonages
La de´tection des clones base´e sur les me´triques est essentiellement concentre´e sur la de´tection
de similitudes entre fonctions ou entre me´thodes [5, 6]. Bien que les relations de clonage entre
blocs syntaxiques arbitraires aient e´te´ e´tudie´es entre autres par Bellon et al. [1], l’existence et la
pertinence de ces relations restent sous analyse´e.
Une relation d’inclusion d’ensembles des blocs syntaxiques extraits du code source d’un syste`me
peut aise´ment eˆtre calcule´e a` partir de l’AST repre´sentant le code. La repre´sentation de cette re-
lation d’inclusion entre les blocs syntaxiques est une foreˆt d’arbres baptise´e Foreˆt d’Inclusion des
blocs, FIB. L’extraction des FIB a` partir de l’AST ne´cessite un temps line´aire sur la taille de l’AST ;
par conse´quent, on peut de´duire qu’il est indirectement line´aire sur la taille du syste`me en lignes de
code.
Deux types structurels de blocs sont de´finis a` l’inte´rieur des FIB : les blocs a` la racine des arbres
d’inclusion sont appele´s methodes et les autres noeuds sont simplement appele´s blocs. On utilise
methodes au lieu de fonctions, car le langage e´tudie´ est Java et qu’il n’y a que des me´thodes en
Java. Cette terminologie s’impose naturellement et s’adapte a` la forte majorite´ des cas de classifica-
tions structurelles, mais il existe en Java des classes internes incompatibles avec cette nomenclature.
Ce cas particulier sera analyse´ dans la section 2.5.
`A partir de cette nomenclature des fragments de code, on de´finit trois relations de clonage
fonde´es sur la combinaison de l’appellation des blocs : methode − methode (MM), bloc −
bloc (BB) et methode− bloc (MB).
Un des buts recherche´s en proposant cette classification des clones base´e sur les relations struc-
turelles est d’en ve´rifier l’existence et l’ampleur dans des logiciels existants. Pour ce faire, une
e´valuation expe´rimentale de la classification a e´te´ effectue´e sur deux syste`mes Java de grande taille :
Tomcat et Eclipse.
La me´thode de de´tection de clonage utilise´e pour appliquer la classification propose´e est celle
des clones par me´triques. Cette me´thode a fait l’objet de nombreuses publications ([5, 6, 7, 8, 9, 10,
11]). Il existe plusieurs autres me´thodes de de´tection des clones telles que celles pre´sente´es dans
[12, 13, 14, 15, 16, 17, 18, 19, 20]. Ces me´thodes ont fait l’objet de plusieurs e´tudes empiriques et
de plusieurs e´valuations de la qualite´ dans [1, 21, 22, 23, 24, 25, 26].
D’autres re´fe´rences pertinentes incluent l’application a` grande e´chelle des outils de de´tection
8de clonage telle que pre´sente´e dans [27, 28], l’e´tude de l’e´volution des clones a` travers la vie et
les versions des logiciels dans [29, 30] et l’e´tude d’applications industrielles dans le monde des
affaires [31] et l’industrie automobile [32]. Finalement, deux analyses comple`tes de la litte´rature
actuelle des clones peuvent eˆtre trouve´es dans [33, 34].
Le reste de ce chapitre est divise´ comme suit. La section 2.2 explique a` l’aide d’un exemple
la classification propose´e ainsi que l’application de l’algorithme a` cet exemple pour classifier les
clones de l’ensemble pre´sente´. La section 2.3 pre´sente l’algorithme qui calcule la classification
de chaque pair de clones de´tecte´e dans un syste`me. La section 2.4 pre´sente les expe´riences et
les re´sultats obtenus avec la classification. La section 2.5 interpre`te les re´sultats et discute des
proble`mes lie´s a` cette me´thode et la section 2.6 re´sume le contenu du chapitre et propose de nou-
velles pistes de recherche.
2.2 Exemple
Imaginons un syste`me compose´ des me´thodes A, B, C, D et E dont la structure syntaxique
est sche´matise´e sur les figures 2.1 et 2.2. Dans ce syste`me, la me´thode A est similaire a` B et la
me´thode C est similaire a` D.
1 A(Z...) { 1 B(Z...) {
2 if (W...) { 2 if (W...) {
3 X... 3 X...
4 } else { 4 } else {
5 Y... 5 Y...
6 } 6 }
7 } 7 }
Figure 2.1 Structure syntaxique des me´thodes A et B
1 C(Z...) { 1 D(Z...) { 1 E(Z...) {
2 if (W...) { 2 if (W...) { 2 X...
3 X... 3 X... 3 }
4 } 4 }
5 } 5 }
Figure 2.2 Structure des me´thodes C, D et E
Tout au long de l’exemple, les blocs et les me´thodes sont identifie´s par leur nom en majuscule
suffixe´e en indice par les identifiants nume´riques des lignes de de´but et de fin associe´e a` une paire
cohe´rente d’accolades ouvrante et fermante. Par exemple, A2,4 identifie le bloc de la me´thode A
dont le de´but est situe´ a` l’accolade ouvrante de la ligne 2 et dont la fin est situe´e a` l’accolade
9fermante de la ligne 4. Par construction de l’exemple, aucune confusion ne peut exister puisqu’une
ligne ne peut contenir qu’une seule accolade ouvrante ou fermante. La premie`re paire cohe´rente
d’accolades ouvrante et fermante dans une me´thode est associe´e a` la me´thode et les autres aux
blocs qui la composent.




2−4 4−6 2−4 4−6 2−4
1−5
2−4
1−7A B1−7 C1−5 1−3
Figure 2.3 Imbrication de la structure de sous-arbre
La figure 2.3 montre les FIB correspondant aux me´thodes A, B, C, D et E. Les noeuds de la
figure 2.3 sont repre´sente´s par des polygones afin de mettre en relief la relation de similitude entre
les diffe´rents blocs. Deux blocs sont similaires si et seulement si la forme polygonale choisie pour















Figure 2.4 Partitions des clones
La figure 2.4 regroupe les fragments en grappe de similitude nomme´e cl0, cl1, cl2, cl3. Une
grappe contient des fragments clones a` tous les autres fragments de la grappe. On peut facilement
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constater que les blocs A1−7 et B1−7 appartiennent a` la grappe cl0, les blocs C1−5 et D1−5 appar-
tiennent a` la grappe cl1, les blocs A2−4, B2−4, C2−4, D2−4 et E1−3 appartiennent a` la grappe cl2 et
les blocs A4−6 et B4−6 appartiennent a` la grappe cl3.
La paire (A1−7, B1−7) est un clone de type MM , car ses fragments sont deux me´thodes qui
n’ont aucun parent dans la FIB
La paire (A2−4, C2−4) est une relation de type BB puisque ses e´le´ments posse`dent des anceˆtres
dans la FIB, mais que ces anceˆtres ne sont pas clones entre eux. On remarque que le parent de A2−4,
A1−7, est membre de cl0 alors que le parent de C2−4, C1−5, est membre cl1. La paire (A2−4, C2−4)
n’est donc pas redondante.
La paire (A2−4, B2−4) appartenant a` la grappe cl2 est redondante, car les parents de ses e´le´ments
sont des clones. En effet, A1−7, parent de A2−4 et B1−7 parent de B2−4 sont membres de la grappe
cl0 et forment une paire de clones de type MM . Par conse´quent, il serait incorrect de classifier
(A2−4, B2−4) comme une paire de type BB, contrairement a` la paire (A2−4, C2−4) mentionne´e
plus haut. Il est important de souligner qu’il n’existe pas de contradiction a` ne rejeter qu’une seule
des deux paires meˆme si A2−4 appartient aux deux paires mentionne´es. La classification propose´e
se fait au niveau des pairs et non au niveau des grappes.
La paire (B2−4, E1−3) illustre le dernier type de relation de clonage de la classification : le type
BM . Le fragment B2−4 est un bloc imbrique´ dans la me´thode B alors que E1−3 est une me´thode.
On peut observer que, contrairement aux relations de type BB, il est impossible qu’une relation
de type BM soit redondante, puisqu’un fragment de type me´thode ne peut avoir, par de´finition,
un parent dans la FIB. Trivialement, on peut faire la meˆme observation pour les relations de type
MM .
La liste exhaustive de toutes les paires de clones appartenant aux grappes de la figure 2.4 ainsi
que leur classification est donne´e dans le tableau 2.2. Les relations classifie´es R sont des relations
de type BB redondantes.
2.3 Description de la classification structurelle des clones
Soit la FIB d’un syste`me dont la relation de similitude entre les diffe´rents fragments de code est
une relation d’e´quivalence clone(fi, fj) entre les fragments fi et fj . Il en re´sulte une partition de
l’espace de tous les fragments en grappe clk mutuellement exclusive (les grappes sont des classes
d’e´quivalence). Les proprie´te´s ne´cessaires a` la relation d’e´quivalence sont ge´ne´ralement satisfaites
par la majorite´ des techniques de de´tection de clonage, dont la de´tection base´e sur les me´triques,
sur la similitude des pre´fixes et des suffixes et sur la similitude des AST.
Les classes d’e´quivalence re´sultantes peuvent eˆtre de quatre types : BB, BM , MB et MM .
Le type MB est e´quivalent au type BM , mais il s’applique aux pairs ordonne´es pour lesquelles le
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Tableau 2.1 Exemples de classification selon les diffe´rents types propose´s
Grappe Paire Type
0 A1−7, B1−7 MM
1 C1−5, D1−5 MM
2 A2−4, B2−4 R
2 A2−4, C2−4 BB
2 A2−4, D2−4 BB
2 A2−4, E1−3 BM
2 B2−4, C2−4 BB
2 B2−4, D2−4 BB
2 B2−4, E1−3 BM
2 C2−4, D2−4 R
2 C2−4, E1−3 BM
2 D2−4, E1−3 BM
3 A4−6, B4−6 R
1 (fSet, bSet, cSet) ← classifyClones(
clusters, clId, BIF )
2 forall clk ∈ clusters
3 forall vi, vj ∈ clk | i < j
4 clType = computeCloneType(BIF, clId, vi, vj)
5 switch(clType)
6 case MM
7 fSet = fSet ∪ (vi, vj)
8 break
9 case BB
10 bSet = bSet ∪ (vi, vj)
11 break
12 case BM
13 cSet = cSet ∪ (vi, vj)
14 break
15 case MB
16 cSet = cSet ∪ (vj , vi)
17 break
18 return fSet, bSet, cSet
Figure 2.5 Algorithme de regroupement des clones par cate´gorie relationnelle
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1 cloneType ← computeCloneType(
BIF, clId, vi, vj)
2 pi = BIF.parent(vi)
3 pj = BIF.parent(vj)
4 if pi 6= UNDEF
5 if pj 6= UNDEF











Figure 2.6 Algorithme de classification des clones
premier fragment est une me´thode au lieu d’eˆtre un bloc. L’algorithme original conc¸u pour calculer
les diffe´rents types est pre´sente´ a` la figure 2.6. Tout d’abord, les parents pi et pj des fragments
candidats vi et vj sont calcule´s dans la FIB (ligne 2 et 3). Ensuite, la de´duction du type structurelle
est effectue´e (ligne 4 et 5) a` partir de la nature des parents. Si un bloc ne posse`de aucun parent, on
conclut que ce fragment est une me´thode. Dans le cas particulier ou les deux fragments sont des
me´thodes (ligne 14), on retourne le type MM . Si un seul des fragments ne posse`de aucun parent,
alors on retourne soit un type BM (ligne 9), soit un type MB (ligne 12) en fonction de l’ordre des
fragments dans la paire. Lorsque les deux fragments sont des blocs, c’est-a`-dire qu’ils ne sont pas
la racine d’un arbre dans la FIB, une condition supple´mentaire (ligne 6) ve´rifie si les parents sont
eux-meˆmes des clones. Le type BB est retourne´ seulement si les parents ne sont pas des clones
e´tant donne´ que, dans le cas contraire, on identifierait une paire structurellement redondante. La
notion de redondance n’est pas aborde´e dans ce me´moire, mais une discussion en profondeur de ce
proble`me est disponible dans [35].
L’algorithme SSCT de la figure 2.6 contient une bre`ve se´quence d’e´nonce´s conditionnels et
d’e´nonce´s simples ; il ne contient aucune boucle. Sa complexite´ est clairement O(1). L’algorithme
SCT a` figure 2.5 exe´cute l’instruction switch des lignes 5 a` 17 en complexite´ O(1). Ce branche-
ment conditionnel est exe´cute´ pour toutes les grappes clk ∈ clusters (ligne 2) et pour toutes les
pairs (vi, vj) ∈ clk (ligne 3). La complexite´ au pire cas de l’algorithme se produit lorsque tous les
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fragments sont similaires entre eux et appartiennent a` la meˆme grappe. Dans ce cas, l’algorithme
SCT est enO(n2) ou` n est le nombre de fragments analyse´s dans le syste`me. Ce cas est hautement
improbable, car il implique que tous les fragments d’un syste`me soient clones a` tous les fragments,
une absurdite´ en soi. Cependant, l’algorithme contient dans tous les cas une composante quadra-
tique sur la taille des grappes. Il est ne´cessaire de calculer le type structurel des relations de clonage
pour chaque pair puisqu’il a e´te´ de´montre´ a` la section 2.2 que deux pairs appartenant a` la meˆme
grappe peuvent eˆtre d’un type structurel diffe´rent (par exemple, un bloc peut eˆtre a` la fois dans une
relation de type BB et une autre de type BM ).
2.4 Expe´riences et re´sultats
Des expe´riences ont e´te´ mene´es sur deux syste`mes Java en code source ouvert : Tomcat et
Eclipse. Elles ont toutes e´te´ exe´cute´es sur un processeur Intel Core 2 Duo 3.0 GHz avec 3 GB
de me´moire vive ope´rant sur le syste`me d’exploitation Linux Fedora 8. Le logiciel de calcul des
types structurels a e´te´ compile´ avec g++ 4.1.2. Tomcat ([36]) est une imple´mentation du Servlet
Java et de la technologie Java Server Pages largement re´pandue pour mettre en service diffe´rents
syste`mes web. Eclipse ([37]) est un vaste IDE pour le de´veloppement d’applications dans diffe´rents
langages. La taille, le nombre de me´thodes, le nombre de blocs et le niveau moyen d’imbrication
des blocs sont pre´sente´s a` la figure 4.4 pour les deux syste`mes. Toutes les donne´es de cette table
ont e´te´ produites en conside´rant les blocs et les me´thodes de 7 LOC et plus. Les me´thodes ont un
niveau d’imbrication de 0. Le niveau d’imbrication des blocs commence a` 1 et augmente de 1 a`
chaque nouveau niveau d’imbrication.




Nombre de me´thodes 5047 60326
Nombre de blocs 5538 32113
Imbrication moyenne des FIB 0.89 0.62
L’analyse syntaxique des syste`mes analyse´s a e´te´ faite avec Eclipse. Elle consiste en l’extraction
des FIB et des me´triques des blocs. Comme mentionne´ pre´ce´demment, seuls les blocs de 7 LOC et
plus ont e´te´ se´lectionne´s. Ce choix provient de la litte´rature des clones et de l’expe´rience de l’auteur
et est ge´ne´ralement admis comme raisonnable. Il est, toutefois, possible d’utilise un autre seuil si
de´sire´.
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La similitude entre les fragments a e´te´ calcule´e avec le logiciel CLAN . On peut trouver un
re´sume´ de la me´thode dans [1]. Les me´triques suivantes ont e´te´ utilise´es pour tous les blocs dans
les syste`mes choisis : le nombre d’e´nonce´s, le nombre de branches (IF,CASE,etc.), le nombre de
boucles (FOR,WHILE,DO,etc.), le nombre d’appels a` fonction ou a` me´thode, le nombre de pa-
rame`tres (0 pour les blocs imbrique´s, possiblement non nul pour les me´thodes). Les expe´riences
pre´sente´es ici ont e´te´ re´alise´es pour diffe´rentes valeurs d’un parame`tre i ∈ N associe´ a` un tuple de
seuils [i, i, ... , i, i] avec une valeur initiale i = 0. Les diffe´rentes e´tapes de l’expe´rimentation cor-
respondent toutes a` une valeur diffe´rente du parame`tre i. La premie`re e´tape est le calcul de toutes
les grappes de fragments pour lesquels les me´triques sont identiques. Les e´tapes subse´quentes cal-
culent les grappes de fragments pour un tuple uniforme de seuils associe´ au parame`tre non nul i
dont la valeur correspond a` n − 1, ou` n est le nume´ro de l’e´tape courante. Par exemple, a` la 3e
e´tape, toutes les composantes du tuple auront une valeur de 2.
Tableau 2.3 Nombre de fragments appartenant a` chaque type de relation
System MM BB BM
Tomcat 3,859 10,413 1,991
Eclipse 324,656 190,464 175,607
Le tableau 2.4 donne la cardinalite´ des ensembles de clones de chaque syste`me pour chacun
des types structurels. Les chiffres sont relativement e´leve´s, mais il faut conside´rer que le nombre de
pairs est influence´ de manie`re quadratique par le nombre de fragments dans chacun des syste`mes.
Ne´anmoins, les chiffres pour les trois types de relation sont inte´ressants et peuvent indiquer des
opportunite´s de factorisation du code (voir [7, 38]).
Tableau 2.4 Statistiques sur la taille des blocs
Tomcat (LOC) Eclipse (LOC)
Moyenne Maximum Moyenne Maximum
MM 9.82 208 9.27 723
BB 7.97 56 8.08 600
BM 7.80 32 7.67 36
Le tableau 2.4 contient diffe´rentes statistiques sur les clones de´clare´s dans les deux syste`mes.
La taille est mesure´e en lignes de code (LOC) telles que rapporte´es par la commande Linux wc.
Les figures 2.7 et 2.8 montrent la distribution de la taille des blocs appartenant a` une relation de






































Figure 2.8 Distribution de la taille des fragments d’Eclipse appartenant a` une relation BF
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volume de donne´es pour chaque seuil est trop e´leve´. De plus, la significativite´ des donne´es diminue
rapidement a` chaque seuil d’un point de vue analytique et de ge´nie logiciel.
Meˆme si les diagrammes dans les figures pre´sente´es montrent des donne´es tre`s proches de l’axe
des x pour des tailles e´leve´es, les courbes ne semblent pas comple`tement lisses et des discontinuite´s
semblent eˆtre pre´sentes. La raison de la pre´sence de pointes de fre´quences a` certaines tailles n’a
pas e´te´ e´tudie´e dans le cadre de cette e´tude, mais une telle e´tude pourrait s’ave´rer inte´ressante.
320 void release(){
322   if(this.filter!=null)
323   {
324      if(Globals.IS_SECURITY_ENABLED){
325        try{
326          SecurityUtil.doAsPrivilege("destroy",filter);
327        }catch(java.lang.Exception ex){
328          context.getLogger().error("ApplicationFilterConfig.doAsPrivilege",ex);
329        }
330        SecurityUtil.remove(filter);
331      }else{
332        filter.destroy();
333      }
334      if (!context.getIgnoreAnnotations()){
335        try{
336          ((StandardContext)context).getAnnotationProcessor().preDestroy(this.filter);
337        }catch(Exception e){
338          context.getLogger().error("ApplicationFilterConfig.preDestroy",e);
339        }
340      }
341   }
342   this . filter = null ;
344 }
Figure 2.9 Premier fragment d’une paire de clones Tomcat appartenant a` une relation de type BF
Diffe´rents exemples de clones trouve´s et classe´s par la me´thode sont pre´sente´s aux figures 2.9,
2.10 et 2.12.
Dans la figure 2.9, le corps de la me´thode release aux ligne 320 a` 344 dans le fichierApplicationF ilterConfig
dans le re´pertoire catalina/core de Tomcat a e´te´ identifie´ et est un clone de type-1 avec un bloc
des lignes 370 a` 394 dans la me´thode de la figure 2.10 setF ilterDef provenant du meˆme fichier.
Si ne´cessaire, la me´thode setF ilterDef pourrait eˆtre modifie´e tel que propose´ a` la figure 2.11
pour e´viter une duplication du code. Il s’agit d’un exemple de re-factorisation du code de´couvert
par le sche´ma de classification propose´.
Table 2.4 reports execution times for Tomcat and Eclipse.





364 void setFilterDef(FilterDef filterDef)
365   throws ClassCastException, ClassNotFoundException,
366     IllegalAccessException, InstantiationException,
367     ServletException, InvocationTargetException, NamingException {
368
369   this.filterDef = filterDef;
370   if (filterDef == null) {
371
372     // Release any previously allocated filter instance
373     if (this.filter != null){
374       if( Globals.IS_SECURITY_ENABLED) {
375         try{
376           SecurityUtil.doAsPrivilege("destroy", filter);
377         }catch(java.lang.Exception ex){
378           context.getLogger().error("ApplicationFilterConfig.doAsPr
378             ivilege", ex);
379         }
380         SecurityUtil.remove(filter);
381       } else {
382         filter.destroy();
383       }
384       if (!context.getIgnoreAnnotations()) {
385         try {
386           ((StandardContext)context).getAnnotationProcessor().preDestroy(this.filter);
387         }catch (Exception e) {
388           context.getLogger().error("ApplicationFilterConfig.preDestroy", e);
389         }
390       }
391     }
392     this.filter = null;
393
394   }else {
395
396   // Allocate a new filter instance
397   Filter filter = getFilter();
398
399   }
400
401 }
Figure 2.10 Second fragment d’une paire de clones Tomcat appartenant a` une relation de type BF
void setFilterDef(FilterDef filterDef)
   throws ClassCastException, ClassNotFoundException,
     IllegalAccessException, InstantiationException,
     ServletException, InvocationTargetException, NamingException {
   this.filterDef = filterDef;
   if (filterDef == null) {
     this.release();
   }
   } else {
     // Allocate a new filter instance
     Filter filter = getFilter();
   }
}
Figure 2.11 Proposition de factorisation du code pour la paire pre´sente´e de type BF
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295 public void nextRequest(){
298   request.recycle();
301   if(lastValid-pos>0){
302     int npos = 0;
303     int opos = pos;
304     while(lastValid-opos>opos-npos){
305       System.arraycopy(buf,opos,buf,npos,opos-npos);
306       npos+=pos;
307       opos+=pos;
308     }
309     System.arraycopy(buf,opos,buf,npos,lastValid-opos);
310   }
313   for(int i=0;i<=lastActiveFilter;i++) {
314     activeFilters[i].recycle();
315   }
318   lastValid=lastValid-pos;
319   pos=0;
320   lastActiveFilter=-1;
321   parsingHeader = true;
322   swallowInput = true;
324 }
Figure 2.12 Fragment de Tomcat appartenant a` une relation de type MM
2.5 Discussions
Les re´sultats sugge`rent que la classification des relations structurelles de clonage peut eˆtre
e´value´e avec l’algorithme SCT sur un ordinateur de bureau ordinaire.
L’approche propose´e a identifie´ 3.859 MM , 10.413 BB, et 1.991 BM pairs de clones dans
Tomcat et 324.656 MM , 190.464 BB, et 175.607 BM dans Eclipse. La manipulation de re´sultats
de cette taille ne´cessite une forme de traitement automatise´e, comme dans [7, 38] ; il est inconce-
vable de devoir valider l’ensemble de ces re´sultats manuellement. Il faut souligner que la grande
quantite´ de re´sultats obtenus ici confirme l’influence de la composante quadratique du calcul tel
que pre´dit a` la section 2.3. Ne´anmoins, il est clair qu’il existe des relations de clonage autre que
la relation BB. On ne peut donc accepter la fonction comme unite´ syntaxique de base sans au
pre´alable rejeter la pertinence des clones forme´s au niveau des blocs.
Les re´sultats pre´sente´s sont e´galement influence´s par plusieurs facteurs expe´rimentaux.
Tous les syste`mes analyse´s sont en Java. De plus, seulement deux syste`mes ont e´te´ analyse´s
avec des configurations d’imbrication et de clonage qui leur sont propres. Il est donc difficile de
ge´ne´raliser les re´sultats. Les re´sultats pourraient diffe´rer sur des syste`mes e´crits dans d’autres lan-
gages oriente´s-objets ou d’autres paradigmes. D’autres syste`mes en Java pourraient e´galement eˆtre
analyse´s avec des caracte´ristiques d’imbrication diffe´rentes. Ne´anmoins, la nature tre`s diffe´rente
des syste`mes et leur taille conside´rable confe`rent une certaine qualite´ aux re´sultats.
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2.6 Conclusions
Dans cette section, il a e´te´ question de l’existence de diffe´rents types structurels de relations de
clonage et de leur classification en fonction de leur position dans une FIB. Trois types de relations
ont e´te´ conside´re´es : (MM), (BB), (BM) et la relation syme´trique (MB).
Les relations pre´sente´es sont inte´ressantes parce qu’elles peuvent offrir des opportunite´s de
factoriser le code : les relations BB peuvent eˆtre des candidats a` l’encapsulation dans une me´thode,
les relations BM ou MB peuvent indiquer un remplacement direct par un appel a` me´thode et les
relations MM peuvent sugge´rer une fusion de l’interface de deux classes.
Le sche´ma de classification propose´ a e´te´ e´value´ sur deux syste`mes Java : Tomcat et Eclipse.
Les re´sultats sugge`rent que les quatre types de relations sont pre´sentes dans les syste`mes et qu’on ne
peut pas se restreindre a` la seule analyse des me´thodes pour identifier tous les clones d’un syste`me.
L’e´largissement de la base expe´rimentale et la diversification des langages analyse´s pourraient
contribuer a` ame´liorer la qualite´ des re´sultats. Le de´ploiement de me´thodes automatise´es ou semi-
automatise´es de factorisation du code pourrait ve´rifier l’utilite´ pratique des re´sultats.
20
CHAPITRE 3
FILTRAGE DE CLONES SUR GPU
3.1 Introduction au calcul des clones sur GPU
L’utilisation de larges grappes de CPU est traditionnellement re´serve´e au calcul paralle`le in-
tensif. `A la fois difficile a` construire et a` entretenir, les grappes de calcul sont utilise´es par des
groupes spe´cialise´s avec des besoins pre´cis. L’arrive´e sur le marche´ de nouvelles ge´ne´rations de
GPU, architecture paralle`le spe´cialise´e dans le rendu graphique, dans les ordinateurs de bureau a
introduit une nouvelle fac¸on d’exe´cuter des calculs massivement paralle`le a` faible couˆt. Cependant,
en comparaison des CPU, les GPU ont une architecture restrictive et un mode`le de flot de donne´es
diffe´rent. Par conse´quent, la re´solution d’un proble`me sur GPU requiert une approche diffe´rente.
Cette section est consacre´e a` l’imple´mentation de la variante Smith-Watterman de l’algorithme de
Wagner-Fisher [39, 40] pour le filtrage des clones en fonction de leur distance de Levenshtein.
Smith-Watterman et Wagner-Fisher sont deux algorithmes de programmation dynamique ; ils se
paralle`lisent donc facilement. Une bre`ve discussion des autres applications possibles des GPUs
pour la re´solution d’autres proble`mes de de´tection des clones est e´galement pre´sente´e.
Cette section est divise´e comme suit : la section 3.2 pre´sente quelques travaux pertinents sur les
GPU, la section 3.3 compare les architectures des CPU et ds GPU, la section section 3.4 de´crit des
applications des GPU aux proble`mes de clonage, la section 3.5 de´crit l’algorithme de filtrage des
clones sur CPU et GPU, les sections 3.6 de´crivent l’environnement expe´rimental et les re´sultats de
l’application de l’algorithme de filtrage, la section 3.7 discute des re´sultats et des limitations et la
section 3.8 conclut le chapitre.
3.2 Revue de la litte´rature
Il a e´te´ de´montre´ dans [41] que l’architecture GPU peut re´soudre des proble`mes dont la nature
n’est pas graphique si on peut e´tablir la correspondance entre le domaine du proble`me et le do-
maine graphique. L’algorithme de Floyd-Warhsall a e´te´ imple´mente´ avec succe`s dans [42] pour la
pre´diction des structures prote´iniques. Des algorithmes de tris avec de meilleures performances que
ceux sur CPU ont e´te´ imple´mente´s dans [43]. De ces exemples, on conclut que certains algorithmes
peuvent avoir une efficacite´ accrue avec une imple´mentation sur GPU.
En ce qui a trait aux proble`mes de comparaison de sous-chaıˆnes, une solution utilisant les arbres
de suffixes sur GPU a e´te´ imple´mente´e dans [44]. Re´cemment, la comparaison approximative de
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chaıˆnes pour la de´tection de la signature de virus a e´te´ imple´mente´e dans [45] en utilisant une
me´thode base´e sur le feneˆtrage. Cependant, les me´thodes de feneˆtrage sont susceptibles de rappor-
ter un nombre e´leve´ de faux-positifs et, si une pre´cision e´leve´e est requise, une me´thode comme
l’identification de la plus longue sous-se´quence commune (LCS) est recommande´e. L’algorithme
classique pour calculer la LCS est l’algorithme de Wagner-Fisher, un mode`le de programmation
dynamique utilise´e dans plusieurs livres pe´dagogiques [40]. L’imple´mentation de l’algorithme de
[40] est parfois nomme´ DP-matching. En bio-informatique, elle est appele´e Smith-Watterman. Ma-
navski a imple´mente´ Smith-Watterman sur GPU dans [39]. Une variation appele´e Needleman-
Wunsch a e´galement e´te´ imple´mente´e sur GPU dans [46].
Ce chapitre introduit une nouvelle fac¸on d’organiser les donne´es sur le GPU afin de calculer
la LCS de plusieurs chaıˆnes de caracte`res en meˆme temps en appliquant plusieurs ide´es de [39].
L’approche propose´e est cependant supe´rieure, car elle permet de traiter plusieurs chaıˆnes au lieu
d’une seule. L’utilite´ du calcul de la LCS dans la de´tection du clonage est explique´e dans 3.4. La
section suivante compare les architectures CPU et GPU.
3.3 Architecture
Les architectures CPU usuelles sont associe´es aux mode`les de traitement SISD (Single Instruc-
tion, Single Data, une instruction, une donne´e). Une seule unite´ de calcul (par exemple ALU, FPU,
SSE, etc.) peut eˆtre active a` un moment donne´ et elle exe´cute une seule instruction a` la fois (la
technologie d’Intel Hyper Threading introduit de le´ge`res variations dans ce mode`le, mais elles ne
sont pas significatives dans le cadre de cette discussion. Le lecteur peut se re´fe´rer a` [47] pour plus
d’information sur le Hyper Threading). Les circuits de calcul sont connecte´es a` une cache unique
connecte´e a` la me´moire principale du syste`me tel qu’illustre´ sur la figure 3.1. Cependant, avec l’ar-
rive´e des CPU a` plusieurs coeurs, il est maintenant possible d’avoir plusieurs fils d’exe´cution sur
un seul CPU, un sur chaque coeur. Ces fils peuvent exe´cuter des calculs inde´pendants les uns des
autres en partageant a` la fois la me´moire cache et la me´moire principale. La figure 3.3a illustre une
architecture a` deux coeurs typique avec une cache et une me´moire principale partage´e. Les CPU a`
plusieurs coeurs peuvent exe´cuter diffe´rentes instructions sur diffe´rentes donne´es en meˆme temps ;
par conse´quent, ils appartiennent aux architectures de type MIMD (Multiple Instruction, Multiple
Data, plusieurs donne´es, plusieurs instructions).
Le mode`le architectural des GPU partage quelques caracte´ristiques avec les CPU a` plusieurs
coeurs : les deux posse`dent plusieurs coeurs de calcul et ils partagent la me´moire cache et la
me´moire principale entre leurs processeurs. Le nombre de processeurs sur les GPU est cepen-
dant beaucoup plus e´leve´ que sur les CPU : plusieurs centaines contre moins d’une dizaine. De
plus, contrairement aux CPU a` plusieurs coeurs, les coeurs d’un GPU sont limite´s a` exe´cuter la
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meˆme instruction lors d’un cycle, ce qui ajoute une contrainte. Par conse´quent, le mode`le archi-
tectural des GPU correspond au type SIMD (Single Instruction, Multiple Data, une instruction,
plusieurs donne´es). Les architectures re´centes des GPU ont e´limine´ cette contrainte en permettant
aux programmeurs de de´finir plusieurs programmes a` exe´cuter simultane´ment sur le GPU. La figure
3.3b montre un GPU moderne avec deux blocs logiques d’ALU. Chaque bloc effectue des calculs
diffe´rents. Le regroupement logique des ALU est effectue´ par le pilote du GPU si son architecture
le permet. On peut donc voir les GPU moderne comme un regroupement d’unite´ SISD formant une
plus grosse architecture MIMD.
Malgre´ cette ame´lioration re´cente de l’architecture GPU, il existe toujours un certain nombre
de contraintes qui doivent eˆtre prises en conside´ration :
– les langages de programmation oriente´s vers les GPU n’autorisent pas les fonctions re´cursives
et les pointeurs de fonctions ;
– les instructions de branchement peuvent diminuer les performances, car elles interrompent le
pipeline d’exe´cution ;
– la bande passante du bus et la latence entre le GPU et le CPU forment un goulot d’e´tranglement ;
– la majorite´ des plateformes de de´veloppement se conforment chacune a` une seule famille de
GPU et donc ne produisent pas du code portable.
Les plateformes CUDA de Nvidia [48], CTM de AMD [49] et le standard ouvert OpenCL [50]
sont les plateformes de de´veloppement principales pour GPU. Sans ces outils, le programmeur doit
contourner le pipeline de rendu graphique impose´ par les diffe´rents API comme OpenGL et Di-
rectX. Ne´anmoins, avec l’utilisation d’un langage de nuanceurs de haut niveau et une manipulation
ade´quate de la me´moire de textures pour les entre´es et les sorties, il est tout a` fait possible d’utiliser
un GPU pour exe´cuter des calculs arbitraires.
Figure 3.1 Sche´ma de l’architecture standard d’un CPU
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(a) Multicore CPU Architecture (b) Modern GPU Architecture
Figure 3.2 Sche´ma de diffe´rents types d’architectures multicoeurs
3.4 De´tection des clones
Dans cette section, l’ide´e de´veloppe´e est la suivante : choisir une me´thode de de´tection de clo-
nage et identifier une de ces e´tapes pouvant be´nificier d’un calcul sur GPU. La me´thode de de´tection
de clonage d’inte´reˆt ici est la technique base´e sur les vecteurs de me´triques. Cette technique a e´te´
utilise´e plusieurs fois dans la litte´rature, entre autres dans [51, 52], pour analyser le clonage des
me´thodes. L’analyse des unite´s syntaxiques tels que les fonctions et les me´thodes n’est pas l’apa-
nage de la me´thode par vecteurs de me´triques et le lecteur pourra en trouver d’autres exemples
dans [53]. En suivant l’approche propose´e par les auteurs de [51], les blocs syntaxiques sont
d’abord extraits de l’AST et sont ensuite compare´s en utilisant diffe´rentes me´triques du logiciel
repre´sentatives de la taille, du flot de controˆle, du couplage et la communication entre les unite´s
syntaxiques.
Dans le cadre de cette expe´rience, seuls les blocs d’e´nonce´s et les me´thodes sont conside´re´s
comme des fragments valides. `A partir de l’AST, les limites structurelles des fragments choisis sont
facilement identifiables. `A titre comparatif, les me´thodes base´es sur les jetons doivent effectuer un
post-traitement sur les re´sultats bruts afin d’obtenir des re´sultats associe´s aux unite´s syntaxiques.
Par conse´quent, le pre´-traitement associatif de la me´thode base´e sur les vecteurs de me´triques n’en-
gendre pas de couˆt computationnel significatif par rapport a` d’autres me´thodes textuelles.
L’approche base´e sur les me´triques d’AST requiert les e´tapes suivantes afin de produire les
grappes de similitude :
1. Identification des fragments.
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2. Extraction des me´triques.
3. Extraction des jetons associe´s aux fragments.
4. Construction et identification des grappes.
5. Filtrage (LCS ou autre)
Avant l’application de la premie`re e´tape, l’analyse syntaxique du syste`me analyse´ est re´pute´e
comple`te et les AST de ses fichiers disponibles. L’identification des fragments est l’e´tape a` la-
quelle chaque fragment est associe´ a` un unique nombre naturel, son identifiant. Cette association
est faite de manie`re incre´mentielle en parcourant les AST. Chaque nouveau fragment de´tecte´ lors
du parcours des AST engendre la cre´ation d’une entre´e dans un conteneur associatif. Cette entre´e
associe les informations positionnelles du nouveau fragment, i.e., le nom du fichier et les lignes
de de´but et fin du fragment, et son identifiant unique. Pour chacun des fragments identifie´s a` cette
e´tape, un parcours de l’AST est effectue´ pour collecter les me´triques requises. Dans les expe´riences
pre´sente´es ici, les me´triques retenues sont le nombre de lignes de code, le nombre d’e´nonce´s, la
complexite´ cyclomatique, le nombre de branches, le nombre de boucles, le nombre de parame`tres
rec¸us, le nombre de variables locales et le nombre d’appels a` me´thodes. Meˆme si elles sont iden-
tifie´es comme deux e´tapes se´pare´es, l’identification des fragments et l’extraction des me´triques
peuvent eˆtre re´alise´es lors du meˆme parcours des AST.
La construction des grappes se fait ensuite sur la base des me´triques extraites. La technique
exacte utilise´e est la cre´ation de grappes base´e sur la quantification de l’espace telle que pre´sente´e
dans [51]. L’e´galite´ entre les me´triques est requise pour que deux fragments appartiennent a` la
meˆme grappe. Les grappes ainsi cre´e´es contiennent les clones candidats. On dit candidats, car
certains clones seront rejete´s a` l’e´tape du filtrage.
Les grappes forme´es a` partir des vecteurs de me´triques contiennent de faux positifs, car deux
fragments ayant des me´triques identiques ne sont pas ne´cessairement syntaxiquement similaires.
Dans les faits, deux fragments radicalement diffe´rents peuvent produire des vecteurs de me´triques
identiques. Par conse´quent, il est ne´cessaire de filtrer les re´sultats apre`s la construction des grappes.
L’ide´e retenue pour cette e´tape est l’alignement lexical des se´quences de jetons des candidats en
utilisant le calcul de la plus longue sous-se´quence commune (LCS). Si cet alignement e´tait fait sur
tout un syste`me, le temps requis serait trop e´leve´ e´tant donne´ qu’il est a` la fois quadratique sur la
taille et le nombre de fragments. En utilisant d’abord la mise en grappe, le temps requis demeure
quadratique, mais seulement sur la cardinalite´ des grappes et la taille des fragments. De plus, e´tant
donne´ que les fragments d’une grappe ont tendance a` se ressembler, il est propose´ ici de faire
l’alignement sur un seul fragment de re´fe´rence, choisi de manie`re arbitraire comme le premier de
la grappe, dans une grappe. Cela conduit a` une complexite´ line´aire sur la cardinalite´ des grappes
au prix de la pre´cision des re´sultats. L’alignement de´sire´ est calcule´ sur la repre´sentation lexicale
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abstraire du code, les jetons, et non le texte original. Pour cette raison, il est ne´cessaire d’extraire
les jetons a` l’e´tape pre´ce´dente.
Cette dernie`re e´tape, l’alignement base´ sur la LCS, est intrinse`quement paralle´lisable. Il s’agit
donc d’un excellent candidat au calcul sur GPU. La prochaine section explique comment exploiter
cette opportunite´ pour ame´liorer les performances du filtrage des grappes.
3.5 Algorithme
Les e´le´ments discute´s pre´ce´demment justifient l’utilisation du GPU pour filtrer les grappes de
clones. Cette section pre´sente l’imple´mentation sur GPU de l’algorithme calculant la LCS, mais
aux fins de rappel, la version classique est d’abord pre´sente´e.
Soit s1 et s2 deux chaıˆnes de caracte`res. Leur longueur est respectivement note´e len(s1) et
len(s2). Soit D une matrice de taille (len(s1) + 1) x (len(s2) + 1) indexe´e par des entiers naturels
i et j. Enfin, soit di,j une cellule de la matrice D indexe´e par i et j. L’algorithme de la figure 3.3
calcule la plus longue sous-se´quence commune entre les chaıˆnes de caracte`res s1 et s2. Il s’agit
d’un exemple classique d’un algorithme de programmation dynamique (Dynamic Programming ou
DP en anglais) ; tous les de´tails sur cet algorithme se trouve dans [40].
1 subseqLength ← DPMatching(s1, s2)
2 i = 0
3 j = 0
4 while i <= len(s1)
5 D[i][0] = i
6 if i <= len(s2)
7 D[0][i] = i
8 i = i + 1
9 i = j = 1
10 while i <= len(s1)
11 while j <= len(s2)
12 if s1[i] 6= s2[j]
13 δ = 0
14 else
15 δ = 1
16 D[i][j] = max(D[i− 1][j − 1] + δ, D[i− 1][j],
D[i][j − 1])
17 j = j + 1
18 i = i + 1
19 return D[len(s1)][len(s2)]
Figure 3.3 Algorithme du calcul de la LCS sur CPU
Connaissant les contraintes des GPU (voir la section 3.3 sur l’architecture), il est d’abord
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ne´cessaire d’identifier les cellules de la matrice qui n’ont aucune de´pendance computationnelle.
La valeur de ces cellules peut alors eˆtre calcule´e simultane´ment sur diffe´rents coeurs. Une cellule
est libre de de´pendances computationnelles si a` une e´tape donne´e du calcul sa valeur ne de´pend
que de valeurs de´ja` calcule´es a` une e´tape pre´ce´dente. Une ve´rification rapide permet de conclure
que les valeurs sur les antidiagonales de la matrice sont libres de de´pendances au meˆme moment
puisque leur valeur ne de´pend que des valeurs des deux antidiagonales pre´ce´dentes. Aux fins de
clarete´, de´finissons l’e´tape k comme le calcul de toutes les valeurs de la ke antidiagonale.
Il est clair que les tampons de computation essentiels sont les antidiagonales. Pour simplifier
le calcul, les antidiagonales sont projete´es dans un tampon line´aire, c’est-a`-dire un tableau. Ces
tampons line´aires sont requis pour optimiser l’utilisation de l’espace me´moire et le nombre de
transferts entre le CPU et le GPU ; la consommation de me´moire est maintenant line´aire au lieu
d’eˆtre quadratique. Toutefois, il est ne´cessaire d’e´tablir une correspondance significative entre les
index originaux de la matrice et les index du tableau. Soit Vk le tampon line´aire de l’e´tape k et fk
la fonction de correspondance entre les indexes de la matrices et les indexes du tableau, alors :
fk : N → N× N
fk(u) = (u, k − u) if k <= len(s1)
fk(u) = (u + k − len(s1), len(s2)− u) if k > len(s1)
(3.1)
ou` i et j sont les indexes de la cellule originale de la matrice D, u est l’index de la cellule
correspondante dans Vk et k l’e´tape courante. Le tampon Vk est la repre´sentation de´sire´e de l’anti-
diagonale correspondante de la matrice originale.
La correspondance e´tant maintenant e´tablie entre la matrice conceptuelle et le tampon imple´mente´
en pratique, on peut maintenant de´finir la valeur de chaque cellule. Soit di,j une cellule arbitraire
de la matrice D. Alors, sa valeur est de´finie par :
di,j = 0 if i = 0 or j = 0
di,j = max(di−1,j−1 + δ, di−1,j, di,j−1)
(3.2)
ou` δ est de´fini par :
δ = 1 if s1[i] = s2[j]
δ = 0 if s1[i] <> s2[j]
(3.3)
Suivant la transformation propose´e sur la matrice, soit Vk,u une cellule d’un Vk. Alors, la valeur
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de Vk,u est dfk(u) et δ est maintenant de´fini par :
if k < len(s1) :
δ = 1 if s1[u] = s2[k − u]
δ = 0 if s1[u] <> s2[k − u]
if k >= len(s1) :
δ = 1 if s1[u + k − len(s1)] = s2[len(s2)− u− 1]
δ = 0 if s1[u + k − len(s1)] <> s2[len(s2)− u− 1]
(3.4)
Il devrait maintenant eˆtre clair qu’a` l’e´tape k, toutes les valeurs des cellules de Vk peuvent eˆtre
calcule´es sans aucune de´pendance entre elles. L’algorithme du calcul de la LCS sur GPU peut donc
eˆtre se´pare´ en deux e´tapes : la premie`re sur CPU est une boucle de commande qui indique au GPU
l’ite´ration et les tampons courants et la deuxie`me le calcul de la valeur de chaque cellule sur les
coeurs du GPU.
Le pseudo-code du pilote CPU est de´taille´ a` la figure 3.4. Ce code appelle la proce´dure du GPU
a` chaque ite´ration. Le pilote rec¸oit deux parame`tres : les chaıˆnes s1 et s2. `A la ligne 3, on voit le
nombre d’ite´rations borne´ par la longueur des deux chaıˆnes aligne´es. Ce nombre est extrait de la
structure de la matrice originale D. `A la ligne 4, un appel a` la proce´dure sur GPU est exe´cute´ et
implicitement calcule la valeur de toutes les cellules du tampon courant. La fonction est appele´e
avec quatre parame`tres meˆme si la proce´dure GPU en prend cinq ; ce cinquie`me parame`tre est passe´
a` la proce´dure par l’environnement d’exe´cution du code et l’API (GLSL est le langage utilise´ ici).
La longueur de la plus longue sous-se´quence se trouve en temps normal dans la cellule en bas a`
droite de la matrice de calcul. Cette cellule correspond a` la dernie`re antidiagonale de la matrice et
cette antidiagonale posse`de trivialement une seule cellule. La valeur recherche´e est donc l’unique
valeur du dernier tampon line´aire calcule´ et est re´cupe´re´e puis retourne´e aux lignes 6 et 7.
Tel que mentionne´ a` la section 3.3, une unite´ de calcul physique, un coeur, est associe´ et de´die´ au
calcul de la valeur de chaque cellule. La figure 3.5 montre le pseudo-code du calcul de chaque coeur.
Les parame`tres s1 et s2 sont les chaıˆnes a` aligner, b est le tableau contenant les trois tampons des
antidiagonales ne´cessaires au calcul, bIndex l’index du tampon dans b contenant l’antidiagonale
courante, k l’index du calcul courant et u est l’index de la cellule dont la valeur est calcule´e. C’est ce
dernier parame`tre qui est automatiquement calcule´ par l’environnement. Le parame`tre bIndex est la
clef derrie`re l’utilisation des tampons line´aires au lieu de la forme matricielle. Cette valeur permet
de cycler a` travers les tampons et de re´utiliser les tampons dont les valeurs ne sont plus requises aux
calculs future. Il a e´te´ montre´ plus haut que la valeur d’une cellule n’est de´pendante que des valeurs
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1 subseqLength ← DPMatching(s1, s2)
2 k = 0
3 while k 6= len(s1) + len(s2)
4 computeDPIteration(s1, s2, buf, k)
5 k = k + 1
6 subseqLength = buf [k%3][0]
7 return subseqLength
Figure 3.4 Pilote CPU de l’algorithme de LCS sur GPU
de cellules contenues sur les deux antidiagonales pre´ce´dentes. Comme ces antidiagonales ont e´te´
line´arise´es, les valeurs deviennent de´pendantes de valeurs des deux tampons line´aires pre´ce´dents.
L’utilisation de l’arithme´tique modulaire permet de calculer l’index des deux tampons pre´ce´dents
a` partir de l’index du calcul courant.
Les lignes 8 et 9 et les lignes 19 et 20 re´cupe`rent les caracte`res des chaıˆnes ne´cessaires au
calcul du δ (voir e´quation 3.4). Les groupes de lignes 11 a` 13, 15 a` 17 et 21 a` 23 re´cupe`rent les trois
valeurs pre´ce´dentes requises au calcul de Vk,u. Les lignes 25 a` 28 calculent la valeur δ et la ligne
30 calcule la valeur de Vk,u.
Le temps requis en pire cas par l’algorithme est quadratique sur la taille des chaıˆnes aligne´es.
Dans le pire cas ge´ne´ral, l’imple´mentation sur GPU exhibe un temps quadratique en pire cas. Tou-
tefois, le grand nombre de coeurs performant le calcul de la valeur des cellules peut diviser la
constante de quadraticite´ par un tre`s grand facteur. En the´orie, ce facteur et e´gal au nombre de
coeurs sur le GPU (environ 500 sur les cartes disponibles en 2010). Mentionnons e´galement que
si le nombre de coeurs sur le GPU est supe´rieur a` la taille de la plus grande des deux chaıˆnes,
l’algorithme s’exe´cute en un temps line´aire sur la taille des chaıˆnes.
Sur de tre`s petites chaıˆnes de caracte`res, le CPU est plus rapide que le GPU, en grande partie
a` cause du faible taux de transfert entre les me´moires. Cependant, la performance dans ce cas peut
eˆtre ame´liore´e si la chaıˆne doit eˆtre compare´e a` un ensemble de chaıˆnes. Dans ce cas, il est possible
d’organiser les donne´es en me´moire de manie`re a` obtenir le re´sultat de plusieurs alignements dans
le temps normalement requis pour en avoir un seul. Cette technique est de´crite ci-apre`s.
Soit C un ensemble de chaıˆnes de caracte`res, c0 un e´le´ment de C et C’ l’ensemble de´fini par :
C ′ = C − {c0} (3.5)
Les alignements de´sire´s correspondent a` l’alignement de c0 avec chacune des ci de C’. Ces
alignements peuvent eˆtre calcule´s dans une matrice qui regroupe les matrices des alignements in-
dividuels. Voir figure 3.7 pour l’illustration de ces regroupements de matrices.
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1 computeDPIteration(s1, s2, b,
bIndex, k, u)
2 a0 = UNDEF
3 a1 = UNDEF
4 l0 = 0
5 l1 = 0
6 l2 = 0
7 if k <= len(s1) + 3
8 a0 = s1[u]
9 a1 = s2[k − u− 1]
10 if k < len(s1) + 3
11 l0 = b[(bIndex− 1)%3][u− 1]
12 l1 = b[(bIndex− 1)%3][u]
13 l2 = b[(bIndex− 2)%3][u− 1]
14 else
15 l0 = b[(bIndex− 1)%3][u− 1]
16 l1 = b[(bIndex− 1)%3][u]
17 l2 = b[(bIndex− 2)%3][u]
18 else
19 a0 = s1[u + k − len(s1)]
20 a1 = s2[len(s2)− u− 1]
21 l0 = b[(bIndex− 1)%3][u]
22 l1 = b[(bIndex− 1)%3][u + 1]
23 l2 = b[(bIndex− 2)%3][u + 1]
24
25 if a0 6= a1
26 δ = 0
27 else
28 δ = 1
29
30 b[bIndex][u] = max(l2 + δ, l0, l1)
Figure 3.5 Algorithme du calcul de la LCS sur GPU
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Figure 3.6 Matrices de la programmation dynamique a` chaque e´tape k du calcul
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Bien entendu, l’imple´mentation doit contourner les contraintes architecturales du GPU. En pra-
tique, cela requiert l’insertion d’octets de remplissage entre les chaıˆnes a` aligner. Cela normalise le
nombre d’e´tapes k ne´cessaires au calcul de toutes les sous-matrices conceptuelles (en pratique, les
matrices sont line´arise´es selon le meˆme patron pre´sente´ plus haut). Les sous-matrices sont claire-
ment identifie´es aux figures 3.7 et 3.8 ; elles sont encadre´es par une ligne double´e. On remarque la
pre´sence de caracte`res ² aux fins de remplissage. La longueur p du remplissage concate´ne´ a` chaque
ci est de´fini par :
p = len(ci)−max(len(cj)|cj ∈ C) (3.6)
Les ci de C’ une fois concate´ne´ avec leur remplissage sont concate´ne´s un a` la suite de l’autre
puis se´pare´ par un caracte`re vide spe´cial pour e´viter des effets de transbordement du calcul. L’ordre
des concate´nations n’a aucune importance. Cette chaıˆne est e´quivalente a` s1 dans le proble`me ori-
ginal. Ensuite, c0 pre´ce´de´ par le caracte`re vide est concate´ne´ (|C ′|−1) fois a` elle-meˆme ; le re´sultat
est e´quivalent a` s2 dans le proble`me original. Un exemple des chaıˆnes re´sultantes est pre´sente´ a`
la figure 3.9. Le remplissage assure que chaque sous-matrice soit carre´e ; la matrice comple`te est
donc carre´. Le re´sultat de toutes ces ope´rations est visible dans les figures 3.7 et 3.8. Ces figures
contiennent e´galement l’e´tat des matrices au de´but et a` fin du calcul.
`A chaque e´tape k, toutes les cellules des antidiagonales de toutes les sous-matrices sont e´value´es.
Tel que mentionne´, les antidiagonales sont e´galement line´arise´es dans cette version du proble`me
suivant les formules pre´sente´es plus haut. La figure 3.10 montre les tampons line´aires correspon-
dants des matrices de la figure 3.7 a` l’e´tape k=3. Les tampons contenant les chaıˆnes sont illustre´s a`
la figure 3.9.
Une observation importante est que la premie`re antidiagonale e´value´e n’est pas situe´e a` la
premie`re cellule de la matrice ; la valeur initiale de k n’est donc pas 0. Cette valeur est en fait
|C ′−1| ∗ (max(len(ci)|ci ∈ C)+1) et le nombre d’e´tapes k et re´duit a` 2(max(len(ci)|ci ∈ C)−1
e´tant donne´ que seules les valeurs des sous-matrices sont requises.
Les valeurs de´sire´es sont situe´es dans les cellules du bas a` droite de chaque sous-matrice. `A
partir des tampons line´aires introduits pre´ce´demment, les indexes γ correspondant aux cellules
d’inte´reˆt peuvent eˆtre de´termine´s par l’e´quation :
γ = x(max(len(ci)|ci ∈ C) + 1) ∀ x ∈ {0..|C
′| − 1} (3.7)
Le choix de la plus longue sous-se´quence commune dans cette expe´rience au lieu de la distance
de Levenshtein est arbitraire. Toutefois, convertir la technique pre´sente´e pour calculer la distance
de Levenshtein ne requiert que des modifications au sous-programme qui calcule les valeurs des
cellules ; cette conversion se fait aise´ment. La formule suivante met en lumie`re une des relations
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Figure 3.7 ´Etape initiale du calcul de la LCS d’une a` plusieurs chaıˆnes de caracte`res. Les diffe´rentes
valeurs sont : c0 = ”ABA” et C’= {”BB”, ”A”, ”BBA”}. Les sous-matrices sont a` l’inte´rieur des
lignes doubles.
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Figure 3.8 Calcul de la LCS d’un a` plusieurs a` la dernie`re e´tape
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Figure 3.9 Tampons des chaıˆnes du calcul de la LCS d’un a` plusieurs apre`s la concate´nation de tous
les ci dans C’ (s1) et de toutes les instances de c0 a` elle-meˆme (s2)
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Figure 3.10 Calcul de la LCS d’un a` plusieurs dans des tampons line´aires a` l’e´tape k=2
entre la LCS et la distance de Levenshtein :
µ = max(s1, s2)− σ (3.8)
ou` µ est une borne supe´rieure de la distance de Levenshtein entre s1 et s2 et σ la LCS entre s1
et s2.
`A la section 3.4, la nature des donne´es de clonage a e´te´ explique´e. Le pont entre ces donne´es et
les structures propose´es dans cette section est maintenant pre´sente´. L’algorithme de conversion est
de´crit a` la figure 3.11. La fonction clusterDPmapping prend deux parame`tres : la grappe, cluster
qui doit eˆtre organise´e dans les matrices et le tableau associatif, tokens, de chaque fragment et sa
repre´sentation sous forme de chaıˆnes de jetons. ´Etant donne´ que les jetons sont identifie´s par des
nombres et non leur image, ces chaıˆnes forment en pratique des chaıˆnes de caracte`res qu’il ne faut
pas confondre avec les chaıˆnes de caracte`res originaux provenant du code. Les chaıˆnes de jetons
sont produites par l’analyse lexicale des chaıˆnes de caracte`res provenant de la source. Les fragments
peuvent avoir des chaıˆnes de jetons de longueur variable et ne´cessitent donc le remplissage propose´.
Aux lignes 4 et 6 de la figure 3.11, on calcule la valeur p de l’e´quation 3.6. En accord avec cette
e´quation, la variable tokens[fi] de l’algorithme de la figure 3.11 est e´quivalente au ci de l’e´quation ;
les deux sont des chaıˆnes de caracte`res. L’union de tous les tokens[fi] est e´quivalent a` l’ensemble C
et tokens[f0] est e´quivalent a` c0 ; l’e´quivalence avec C’ s’ensuit. Le remplissage et la construction
des tampons des chaıˆnes de caracte`res sont effectue´s aux lignes 8 a` 20. La valeur de retour buffers
est un tableau contenant les deux tampons de chaıˆnes de caracte`res. En supposant que la grappe et
que les jetons ont e´te´ extraits, la proce´dure comple`te pour calculer la LCS entre le premier fragment
de la grappe et tous les autres fragments est de´crite a` la figure 3.12. Le lecteur la comprendra sans
peine.
Une dernie`re remarque s’impose sur l’imple´mentation des algorithmes propose´s. ´Etant donne´
que la me´thode retenue est l’imple´mentation en GLSL, tous les tampons sont vus par le GPU
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1 buffers← clusterDPmapping(cluster, tokens)
2 buffers = [ ]
3 maxlen = 0
4 forall fi ∈ cluster
5 if len(tokens[fi]) > maxlen
6 maxlen = len(tokens[fi])
7
8 forall fi ∈ cluster
9 buffers[0]+ = tokens[fi]
10 i = 0
11 while i <= len(tokens[fi])−maxlen
12 buffers[0]+ =′ 0′
13 i+ = 1
14 i = 0
15 while i <= len(cluster)
16 buffers[1]+ = tokens[f0]
17 j = 0
18 while j <= len(tokens[f0])−maxlen
19 buffers[0]+ =′ 0′
20 j+ = 1
21
22 return buffers
Figure 3.11 Algorithme d’association entre les grappes et les tampons de la programmation dyna-
mique
1 subseqLength← computeClusterDP (cluster, tokens)
2 buffers = clusterDPmapping(cluster, tokens)
3 return DPMatching(buffers[0], buffers[1])
Figure 3.12 Calcul de la LCS d’une grappe
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comme des textures (1D ou 2D au besoin) dont la largeur maximale est en pratique souvent borne´e
a` 8192. Cette contrainte impose de travailler avec des se´quences d’au plus 8192 caracte`res. En
pratique, e´tant donne´ la longueur moyenne des clones ce n’est pas un proble`me (voir la section
3.6).
3.6 Expe´riences et re´sultats
Les re´sultats pre´sente´s ici sont diffe´rentes mesures de l’e´tape du filtrage ainsi que d’autres
mesures inte´ressantes afin d’interpre´ter les re´sultats d’inte´reˆts.
Le tableau 3.1 montre diffe´rentes caracte´ristiques du nombre de jetons dans les syste`mes ana-
lyse´s. En moyenne, on voit que le nombre de jetons contenus dans les fragments d’Eclipse est un
peu plus e´leve´ que dans Tomcat, mais dans les deux cas, les donne´es indiquent une tendance dans
les syste`mes a` contenir des fragments de petite taille. Un petit e´cart-type soutient cette hypothe`se
en indiquant une forte concentration de la taille des fragments autour de la moyenne.
Le tableau 3.2 montre le nombre de lot de taˆches requis pour effectuer le calcul de la LCS sur
toutes les grappes de clones identifie´es dans un syste`me. La ne´cessite´ des lots vient de la limitation
en taille des tampons. Le nombre de lots requis est directement influence´ par le nombre de frag-
ments clone´s dans un syste`me ; on observe une proportion similaire entre le nombre de lots et le
nombre de fragments dans les deux syste`mes.
Le temps d’exe´cution mesure´ sur les architectures CPU et GPU de l’algorithme calculant la
LCS sont dans le tableau 3.6. Pour les deux syste`mes, il y a une le´ge`re augmentation des per-
formances lorsque l’algorithme est exe´cute´ sur le GPU. Cette augmentation des performances est
significativement plus e´leve´e pour Eclipse. Cela est probablement cause´ par la plus grande cardina-
lite´ des grappes. Le temps requis pour extraire les jetons est e´galement rapporte´. On peut clairement
voir que cette e´tape domine le calcul de la LCS.
Tableau 3.1 Statistiques sur la distribution des fragments dans les syste`mes analyse´s
Syste`mes Eclipse Tomcat
Nombre de fragments 92.439 10.585
Longueur moyenne en jetons 75,63 61,15
´Ecart-type de la distribution des jetons 6,54 5,69
3.7 Discussions
Les re´sultats confirment l’hypothe`se de travail : le GPU peut ame´liorer les performances du
filtrage des clones base´ sur le calcul de la LCS.
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Tableau 3.2 Nombre de lots de calculs sur GPU pour les diffe´rents syste`mes
Syste`me Nombre de lots de calcul GPU
Eclipse 714
Tomcat 86
Tableau 3.3 Temps de calcul de la LCS sur CPU et sur GPU
System Eclipse Tomcat
Temps d’extraction des jetons 1.581,39 116,00
Temps de calcul de la LCS sur CPU 6,02 0,38
Temps de calcul de la LCS sur GPU 4,90 0,36
L’algorithme propose´ montre un facteur d’acce´le´ration qui peut atteindre 1,2. Comme men-
tionne´e a` la section 3.5, la performance de l’algorithme est probablement meilleure avec des en-
sembles de chaıˆnes plus longues, d’ou` la meilleure performance observe´e sur Eclipse. Toutefois, il
faudrait une base de donne´es expe´rimentale plus vaste pour pouvoir conclure a` plus forte validite´
de l’hypothe`se. Comme la distribution de la taille des fragments semble concentre´e autour de la
moyenne, le remplissage de chaque fragment est petit. Il est donc peu probable que l’on puisse
ame´liorer le remplissage pour ame´liorer les performances.
L’observation des temps d’exe´cution met en relief la dominance du temps d’extraction des
jetons par rapport au calcul de la LCS. Cela peut s’expliquer par l’organisation des donne´es des
jetons qui requie`rent plusieurs acce`s au disque dur, une ope´ration couˆteuse unitairement. De plus,
l’expe´rience a un biais dans la construction des grappes puisque l’e´galite´ entre les me´triques des
fragments est exige´e. Conse´quemment, les fragments identiques ont plus forte probabilite´ d’eˆtre
identifie´e. Or, des fragments semblables, mais non identiques, pourraient eˆtre d’excellents clones
candidats, mais ont tre`s peu de chance d’eˆtre identifie´s en amont par la me´thode de de´tection. Par
conse´quent, les conclusions de l’expe´rience sont limite´es a` un e´chantillon de l’ensemble de filtrage
total. Il est possible que sur l’ensemble au complet le gain en performance soit plus grand.
La litte´rature fait e´tat d’un facteur d’acce´le´ration pouvant aller jusqu’a` 3 sur des proble`mes
similaires en bio-informatique [39]. Cependant, puisqu’il s’agit de la premie`re expe´rience en ce
sens pour les clones logiciels, il est difficile de statuer sur la provenance exacte de la diffe´rence
de performance : est-ce que la cause est une diffe´rence d’imple´mentation et d’architecture ou une
faible similitude entre les jeux de donne´es ? En bio-informatique, les chaıˆnes de caracte`res utilise´es
ont des longueurs de l’ordre des milliers contrairement a` des longueurs infe´rieures a` la centaine
pour les clones (voir dans le tableau 3.1). Meˆme si cela sugge`re une incompatibilite´ dans les jeux de
donne´es, il ne faut pas ne´gliger l’environnement expe´rimental et davantage d’expe´riences seraient
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ne´cessaires.
´Etant donne´ la possibilite´ d’ame´liorer les performances des me´thodes de de´tection de clonage
en utilisant un GPU, il est inte´ressant d’e´nume´rer des proble`mes diffe´rents du calcul de la LCS qui
pourraient be´ne´ficier de cette approche. D’abord, les techniques de de´tection de clonage base´es sur
les arbres de suffixes peuvent eˆtre transpose´es directement sur GPU suivant l’algorithme propose´
par [44]. De plus, comme la technique de [44] se base sur les parcours d’arbre, il serait possible
de collecter les me´triques des AST avec une modification de la me´thode propose´e. Une tout autre
technique de recherche de patrons dans les chaıˆnes de caracte`res sur GPU a e´te´ propose´e par [45]
et pourrait devenir en soi une nouvelle technique de de´tection de clonage.
3.8 Conclusions
Cette section a pre´sente´ l’imple´mentation de l’algorithme du calcul de la LCS entre deux
chaıˆnes de caracte`res dans le but de filtrer des re´sultats produits par des analyses de clonage. Apre`s
expe´rimentation, un le´ger gain de performance a e´te´ observe´. Cette section a e´galement de´crit les
principales limitations des plateformes GPU et quelques solutions pour les contourner ont e´te´ pro-
pose´es.
Bien qu’il ait e´te´ de´montre´ la possibilite´ d’exploiter le GPU pour obtenir de meilleurs re´sultats
de clonage, une autre technique pour ame´liorer les performances de la notion duale de la LCS, la
distance de Levenshtein, offre des avantages supe´rieurs a` la programmation sur GPU d’un point de
vue de la performance et de simplicite´ de programmation. La prochaine section lui est consacre´e.
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CHAPITRE 4
CONSTRUCTION AUTOMATIS ´EE D’ORACLES DE CLONE PAR ARBRES DE
M ´ETRIQUES AVEC LA DISTANCE DE LEVENSHTEIN
4.1 Introduction
Le de´veloppement de nouvelles techniques de de´tection de clonage requiert une e´valuation
diligente de la qualite´ des re´sultats tout autant qu’une manie`re de la comparer avec les outils exis-
tants. L’e´valuation de qualite´ se base ge´ne´ralement sur deux crite`res : le premier est l’efficacite´ en
terme d’utilisation de ressources (temps d’exe´cution, consommation de me´moire, etc.) et le second
la qualite´ des re´sultats en terme de faux positifs et faux ne´gatifs. L’utilisation des ressources est
simple a` mesurer et a` comparer, mais obtenir des re´sultats fiables en terme d’e´valuation de qualite´
de re´sultats et plus difficile. Une manie`re de le faire est de comparer les re´sultats avec un oracle,
qui, pour les me´thodes de de´tection des clones, est une base de donne´es de tous les clones accepte´s
dans un syste`me. L’acceptation d’un ensemble de clones peut faire l’objet de de´bats et il n’existe
pas d’ensemble universel unique a` ce jour.
Plusieurs outils sont performants, mais ils offrent des re´sultats approximatifs e´tant donne´ qu’ils
rapportent de faux positifs et des faux ne´gatifs. Mesurer leur taux de faux positif requiert seulement
de valider les candidats identifie´s par l’outil pour trier les vrais et les faux positifs. Mesurer le taux
de faux ne´gatif ne´cessite un ensemble pre´de´termine´ de clones conside´re´s corrects duquel on de´duit
les faux ne´gatifs.
La construction d’un bon oracle, c’est-a`-dire un oracle permettant une mesure fiable des taux de
faux positifs et de faux ne´gatifs, doit contourner plusieurs proble`mes encore ouverts. D’abord, une
de´finition de´finitive de ce qu’est un clone doit eˆtre e´tablie. ´Etant donne´ que plusieurs de´finitions
sont accepte´es, ce proble`me peut eˆtre re´solu partiellement en acceptant une de´finition raisonnable
et stricte au couˆt de limiter l’applicabilite´ de l’oracle. Ensuite, un oracle doit pouvoir eˆtre produit
sur des syste`mes de grande taille, il est sugge´re´ ici d’utiliser au moins un million de lignes de code,
pour eˆtre d’un inte´reˆt pratique et permettre de produire de re´sultats significatifs en terme de mesure
de faux positifs et de faux ne´gatifs. Cet oracle devient donc de´pendant d’une recherche exhaustive
des clones au lieu d’une approximation. Cependant, les syste`mes de cet ordre de grandeur imposent
un couˆt prohibitif aux recherches exhaustives les rendant impraticables. Finalement, un oracle sur
un grand syste`me devrait pouvoir eˆtre produit automatiquement, meˆme si la validation a posteriori
reste utile. Les oracles utilise´s aujourd’hui sont produits soient par validation manuelle, de manie`re
artificielle a` l’exte´rieur d’un syste`me existant ou par e´chantillonnage statistique. L’objectif de ces
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travaux est de re´duire le temps de calcul ne´cessaire pour produire un oracle de qualite´ a` un niveau
raisonable et ce pour des syste`mes de grande taille.
Dans cette section, une me´thode est propose´e pour construire un oracle pour les clones de types-
1,2 et 3 ; la me´thode est applique´e pour produire l’oracle de deux syste`mes a` code source ouvert,
Tomcat et Eclipse. L’oracle est base´ sur la distance de Levenshtein pour mesurer la similitude des
fragments. Il contient toutes les paires de clones dans un syste`me pour lesquelles la distance de
Levenshtein est infe´rieure a` un seuil se´lectionne´ au moment de la construction de l’oracle. Les
re´sultats obtenus peuvent servir de base de donne´es de re´fe´rence pour comparer diffe´rents outils
de de´tection des clones en terme de taux de faux positifs et de faux ne´gatifs e´tant donne´ qu’il
contient toutes les paires satisfaisant le crite`re choisi. L’introduction d’un seuil d’acceptation des
candidats visent le partitionnement de l’espace de recherche en diffe´rents secteurs afin d’e´liminer
des sous-ensembles de pairs sans avoir a` les comparer explicitement. Si le seuil est suffisamment
petit, les paires non analyse´es seront garanties tre`s diffe´rentes, sans toutefois connaıˆtre exactement
le degre´ de leur dissimilitude, et ne seront pas incluses dans l’oracle. L’oracle peut e´videmment eˆtre
construit pour tous les seuils possibles, mais comme il sera explique´, le couˆt en temps augmente
avec le seuil. En accord avec les trois crite`res d’un bon oracle mentionne´ ci-haut, la technique
propose´e les satisfait et semble inte´ressante.
Cette section est subdivise´e comme suit : la section 4.2 survole les re´fe´rences litte´raires perti-
nentes, la section 4.3 explique en de´tail les algorithmes et la me´thodologie ne´cessaire a` construire
l’oracle, la section 4.4 pre´sente les re´sultats de la construction d’oracles en utilisant la me´thode
propose´e et la section 4.5 discute des utilisations possibles et des conse´quences de cet oracle.
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4.2 Revue de litte´rature
Il existe diffe´rentes techniques reconnues de de´tection de clonage. Pour la de´tection des clones
de type-1 ou 2, la de´tection base´e sur les AST a e´te´ introduite dans [13]. D’autres me´thodes pour
les types-1 ou 2 incluent la de´tection base´e sur les vecteurs de me´triques [5], les arbres de suffixes
[15] et la de´tection par reconnaissance de chaıˆnes [14]. D’autres approches peuvent e´galement eˆtre
trouve´es dans les re´fe´rences suivantes [6, 7, 12, 17, 18, 20, 31, 54]. Si le lecteur est inte´resse´ a` lire
en profondeur sur les techniques de de´tection de clonage publie´es a` ce jour, il est invite´ a` lire le
rapport exhaustif de Cordy et Roy [34].
Dans la suite de cette section, la construction d’oracles et les autres techniques d’e´valuation
sont aborde´es. Cette discussion est divise´e en deux sections : les techniques pour les clones de
type-1 et 2 et les techniques pour les clones de type-3.
4.2.1 Clones de type-1 et type-2
Construire un oracle pour les clones de type-1 est un proble`me simple a` re´soudre. `A titre de
rappel, un clone de type-1 et un clone textuellement identiques. L’utilisation d’une table de dis-
persement associative en utilisant la repre´sentation textuelle des fragments comme clef et leur
identifiant comme valeur permet de produire un oracle de manie`re automatique et pour de grands
syste`mes. Comme il est simple de formuler une de´finition claire des clones de type-1, il est simple
de construire un oracle qui satisfait a` une de´finition alge´brique formelle. Les e´valuations produites
dans [1] et [55] incluent des oracles pour les clones de type-1.
Construire un oracle pour les clones de type-2 est plus complexe e´tant donne´ qu’il est ne´cessaire
d’inclure les clones parame´triques. Meˆme si [1] et [55] incluent e´galement des oracles pour les
clones de type-2, les oracles utilise´s ne sont pas construits pour des syste`mes complets. Bellon et
al. [1] ont utilise´ un oracle base´ sur des statistiques des syste`mes analyse´s, tandis que Cordy [55]
utilise un oracle artificiel constitue´ de 16 cas typiques de clones. Les meˆmes observations peuvent
eˆtre faites pour leur oracle des clones de type-3.
´Etant donne´ que les clones de type-3 forment un superensemble des clones de type-1 et type-2,
il n’est pas ne´cessaire d’e´tendre cette discussion plus loin, car toutes les observations faites sur les
clones de type-3 dans la prochaine section s’appliquent aux types infe´rieurs.
4.2.2 Clones de type-3
En ce qui concerne la de´tection de clones de type-3, Tiarks et al. ont publie´ une e´tude re´sumant
l’ensemble des techniques actuelles [56]. Ce rapport classifie les clones de type-3 en deux sous
cate´gorie :
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– clones a` substitution structuelle, fragments copie´s auxquels on a substitue´ certaines des
structures du syste`me
– clones modifie´s, fragments copie´s auxquels on a ajoute´ ou supprime´ du code.
Un clone de type-3 peut appartenir aux deux sous-cate´gories, leur de´finition n’e´tant pas mu-
tuellement exclusive. La de´finition d’un clone de type-3 peut diffe´rer d’un auteur a` l’autre et se
confondre avec les clones de type-4 (clones se´mantiques). Toutefois, la de´finition utilise´e par Tiarks
et al. convient parfaitement aux fins de de´finition d’un oracle automatise´.
Un point important dans l’e´tude de Tiarks est son utilisation de la distance de Levenshtein pour
calculer un oracle. L’e´tude contient des re´sultats sur la distribution des clones de´tecte´s avec cette
distance. Cependant, les re´sultats obtenus proviennent d’un petit e´chantillon de 751 pairs de clones
dont 90% sont compose´s de fragments de moins de 65 LOC. De toute e´vidence, la faible porte´e
d’application de la distance de Levenshtein dans cette e´tude provient du couˆt computationnel pro-
hibitif qui lui est associe´. Il faut donc retenir de cette e´tude la volonte´ d’utiliser cette distance, mais
la ne´cessite´ d’ame´liorer ses performances a` l’utilisation. La nouvelle me´thode propose´e dans ces
travaux augmente le volume traiter par la distance de Levenshtein de plusieurs ordres de magnitude.
Pour cette raison, les re´sultats obtenus sont diffe´rents et meilleurs que ceux de Tiarks.
Une autre e´tude inte´ressante de l’e´valuation qualitative des outils de de´tection de clonage se
retrouve dans [55]. Cette e´tude, tel que mentionne´ dans la discussion sur les clones de type-1 et 2,
de´finit 16 patrons de clones typiques et de´termine la performance de chaque outil pour chacun des
sce´narios. Neuf des cas pre´sente´s sont des cas de type-3 (selon notre de´finition). Selon cette e´tude,
la me´thode de de´tection de clonage base´e sur les graphes a le meilleur potentiel de de´tection des
clones de type-3. Les me´thodes base´es sur me´triques, jetons et la repre´sentation textuelle a aussi un
bon potentiel de de´tection des cas pre´sente´s. Meˆme si elles peuvent de´tecter les clones de type-3,
les me´thodes actuelles base´es sur l’AST semblent eˆtre les moins efficaces. Ne´anmoins, cette e´tude
conclut qu’aucune des me´thodes actuelles ne peut identifier de manie`re fiable les 9 cas imagine´s
par l’auteur. Cette e´tude de´montre e´galement le bienfait des oracles construits a` la main. Roy et al.
ont e´galement publie´ [57] un outil automatise´ d’e´valuation de qualite´ base´ sur l’injection artificielle
de clones dans des syste`mes. Les clones injecte´s doivent respecter des patrons spe´cifie´s a priori par
l’e´valuateur. Meˆme s’il est possible avec cet outil de de´passer les 16 cas de l’e´tude pre´ce´dente, il
n’en reste ne´anmoins que les clones injecte´s sont soumis a` l’imagination de l’e´valuateur.
Enfin, une dernie`re e´tude d’inte´reˆt pour les clones de type-3 est celle de Bellon [1]. Cette e´tude
ne fournit pas de de´finition claire des clones de type-3 : elle de´finit les clones de type-3 comme
tous les clones accepte´s par un e´valuateur expert qui ne sont pas de type-1 ou 2. De plus, l’e´tude
a e´te´ re´alise´e sur un e´chantillon ale´atoire des clones rapporte´s par les outils e´value´s. L’espace des
clones e´tait donc biaise´ par le choix des outils e´value´s. Cela ne discre´dite pas l’e´tude, mais cela
de´montre la difficulte´ de construire un oracle inde´pendant des me´thodes e´value´es tout en gardant
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une de´finition des clones de type-3 claire et raisonnable. Un autre point d’inte´reˆt de cette e´tude
est le temps requis pour construire l’oracle. Bellon a travaille´ 77 heures (3,2 jours ou 10,3 jours
de travail re´gulier) pour classifier un e´chantillon de 6 518 candidats sur un total de 325 935, soit
2% de tous les candidats. Un travail identique sur tous les candidats aurait demande´ 3 850 heures
(160 jours) au meˆme rythme. Un tel oracle, meˆme exhaustif, souffre toujours du biais duˆ aux outils.
Il est tout de meˆme important de souligner que cette e´tude est une des premie`res a` avoir e´valuer
avec autant de profondeur les outils de de´tection de de´tection de clones et est une re´fe´rence dans le
domaine.
La technique de construction d’oracle propose´e ici a plusieurs caracte´ristiques propres qui
la distinguent de celles pre´sente´es plus haut. Premie`rement, elle est comple`tement automatise´e.
Deuxie`mement, la me´thode s’applique a` grande e´chelle, sur des syste`mes de l’ordre des millions de
LOC sans l’utilisation de proprie´te´s statistiques. Finalement, comme l’oracle construit est exhaus-
tif en fonction d’un crite`re inde´pendant, il n’est pas fonction des outils choisis pour eˆtre e´value´s.
Ces caracte´ristiques le rendent plus robuste que ceux connus et aussi le plus grand oracle a` ce
jour base´ exclusivement sur un crite`re alge´brique. Le choix de la distance de Levenshtein pour
l’inde´pendance ne vient pas contredire notre de´finition accepte´e des clones de type-3. En effet,
puisque la distance de Levenshtein mesure la diffe´rence entre les fragments en nombre d’insertion,
de suppression et de remplacement de jetons, les clones identifie´s appartiennent a` au moins une
des deux sous cate´gories identifie´es. Outre Tiarks, l’utilisation de la distance de Levenshtein pour
des re´sultats de qualite´ est mise de l’avant par Merlo [5], Cordy [58] et Mende et Koschke [59]
et [60]. Dans toutes ces publications, la distance de Levenshtein permet de mesurer et diminuer le
taux de faux positifs produits par les outils. Par contraste, la nouvelle technique propose´e permet
de mesurer les taux de faux positifs et de faux ne´gatifs.
En assumant le bien-fonde´ de la distance de Levenshtein (voir section 4.5, il est simplement
ne´cessaire pour la technique de de´finir une organisation des donne´es qui permet d’optimiser son
calcul a` travers toutes les paires de candidats. La prochaine section est consacre´e a` cette discussion.
4.3 Description de la me´thode
Le but est de construire un oracle de´fini comme l’ensemble de toutes les paires de fragments
d’un syste`me pour lesquelles la distance de Levenshtein entre les deux fragments constituants est
infe´rieure a` un certain seuil. L’approche naı¨ve est le calcul de la distance entre toutes les paires
possibles et l’impression de toutes celles satisfaisant le crite`re. Toutefois, le nombre de pairs e´tant
quadratique sur le nombre de fragments, cela est impraticable. Une approche du proble`me serait
de trouver une ou plusieurs proprie´te´s de la distance choisie afin d’organiser l’espace de recherche
de toutes les paires afin de trouver plus facilement les sous-espaces des paires dont la distance est
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infe´rieure au seuil choisi. L’arbre de me´trique, tel que pre´sente´ par Ciaccia dans [61], est une struc-
ture de donne´es qui organisent ses e´le´ments en fonction de la distance qui les se´pare si cette distance
satisfait certains crite`res. Cette structure de donne´es spe´cialise´e re´sout exactement le proble`me pose´
par la construction d’oracle avec la distance de Levenshtein. La description de l’arbre de me´trique
et son application au proble`me a` re´soudre sont explique´s ici.
Le point cle´ de la technique re´side dans l’utilisation d’une distance qui satisfait les axiomes
d’une me´trique dans un espace topologique. Soit X un espace topologique et δ une fonction δ :
X × X → R appele´e une distance. Alors, la distance δ est une me´trique si et seulement si les
proprie´te´s suivantes sont vraies pour tout x, y, z ∈ X :
δ(x, y) ≥ 0 (non negativite) (4.1)
δ(x, y) = δ(y, x) (symmetrie) (4.2)
δ(x, y) = 0 ⇔ x = y (4.3)
δ(x, y) + δ(y, z) ≥ δ(x, z) (inegalitedutriangle) (4.4)
Si la me´trique δ existe pour l’espace topologique X, alors X est un espace de me´trique. Dans
la majorite´ des cas, δ satisfait aux trois premiers axiomes de la me´trique, mais pas au quatrie`me,
l’ine´galite´ du triangle. En fait, c’est la quatrie`me proprie´te´ qui permet de se´parer l’espace pour
optimiser les recherches. Plusieurs distances usuelles ne sont en fait pas des me´triques. Par exemple,
le coefficient de chevauchement et le coefficient de Dice sont des distances utiles, mais ne respectent
pas l’ine´galite´ du triangle. Cependant d’autres distances tout aussi communes comme le coefficient
de Jaccard et la distance de Levenshtein respectent les quatre axiomes et sont des me´triques. Pour
cette raison, pour le reste de cette section, la distance de Levenshtein sera appele´e la me´trique
de Levenshtein. Soit N l’espace de tous les fragments de code d’un logiciel avec la me´trique de
Levenshtein, alors N est l’espace de me´trique de´sire´e pour construire l’oracle.
En utilisant l’espace N, on peut maintenant construire la structure propose´e par Ciaccia dans
[61] : l’arbre de me´trique. Cette structure posse`de deux primitives importantes : insert(f) et
rangeQuery(f, ²). La primitive insert(f) prend comme argument un fragment et l’insert dans
l’arbre. La primitive rangeQuery(f, ²) prend deux arguments : un fragment f et un nombre re´el
² et retourne l’ensemble des fragments f ′ contenus dans l’arbre pour lesquels δ(f, f ′) ≤ ². Sous
forme d’e´quation, on a :




) ≤ ²} (4.5)
Les fragments f ′ sont au plus a` distance ² du fragment f et sont ici conside´re´s des clones de
type-3 du fragment f . Une remarque importante a` faire a` ce point est que l’arbre de me´trique ne
teste que les fragments les plus susceptibles de satisfaire au crite`re et e´limine les branches de l’arbre
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qui ne peuvent plus satisfaire au crite`re graˆce a` l’ine´galite´ du triangle. Par conse´quent, en utilisant
cette structure, le but de re´duire la taille de la fouille exhaustive est atteint. La description des deux
primitives est maintenant pre´sente´e en de´tail.
Le pseudo-code de la proce´dure insert(f) est pre´sente´ a` la figure 4.1. `A la ligne 2, l’algorithme
de´bute par l’initialisation de la variable target avec comme valeur le noeud n0, la racine de l’arbre.
La variable target repre´sente le noeud dans lequel le nouveau fragment sera inse´re´. La boucle
principale qui commence a` la ligne 4 va assigner a` target diffe´rents noeuds durant l’exe´cution de
l’algorithme, chaque nouvelle assignation e´tant un noeud d’une profondeur supe´rieur au pre´ce´dent.
Aux lignes 5 et 6 on calcule la distance de f avec les deux fragments, appele´s pivots, contenu dans
target. De la ligne 7 a` 17, la distance de 7 avec les deux pivots est compare´e a` la distance entre
les deux pivots. Une re´gion dans l’arbre est se´lectionne´e en fonction des pre´dicats calcule´s avec
ces distances. La boucle s’arreˆte lorsqu’un noeud dont au moins un des pivots n’est pas de´fini est
de´couvert (si au moins un des pivots n’est pas de´fini, alors la distance entre les pivots n’est pas
de´finie). Les lignes 17 a` 22 ve´rifient quel pivot n’est pas de´finit et insert le fragment f a` l’endroit
approprie´ dans le noeud trouve´.
1 insert(f)
2 target = n0
3 region = 0
4 while target.d! = UNDEFINED
5 d1 = δ(target.x, f)
6 d2 = δ(target.y, f)
7 if d1 < target.d
8 if d2 < target.d
9 region = 0
10 else
11 region = 1
12 else
13 if d2 < target.d
14 region = 2
15 else
16 region = 3
17 target = target.c[region]
18 if target.x! = UNDEFINED
19 target.x = f
20 else
21 target.y = f
22 target.d = δ(target.x, target.y)
23 return
Figure 4.1 Algorithme d’insertion dans les arbres de me´triques
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La primitive rangeQuery fonctionne d’une manie`re analogue dans la se´lection des re´gions
d’inte´reˆt, mais avec des crite`res diffe´rents re´sume´s dans le tableau 4.3. Dans ce tableau, y et x
repre´sente les pivots du noeud courant, f est le fragment de la requeˆte, δ est la me´trique, ² est le
rayon de la requeˆte et d est la distance entre les pivots, i.e. d = δ(x, y).
La primitive rangeQuery s’exe´cute de manie`re re´cursive dans chaque re´gion se´lectionne´e,
en commenc¸ant par la racine. Cette proce´dure est de´crite a` figure 4.2. `A la ligne 2, l’ensemble
contenant le re´sultat de la requeˆte est initialise´ a` l’ensemble vide. Les lignes 3 a` 6 testent la distance
entre la requeˆte et les pivots avec le rayon de´sire´ ². S’il est plus petit ou e´gal, le pivot correspondant
est ajoute´ a` l’ensemble des re´sultats. Les lignes 7 a` 14 test les pre´dicats de chaque re´gion. S’ils sont
vrais, rangeQuery est appele´ sur la re´gion correspondante. Les quatre re´gions peuvent eˆtre visite´es
a` chaque noeud, meˆme si ce comportement est hautement improbable et il est attendu qu’au moins
une re´gion soit e´limine´e de la recherche a` chaque e´tape. Sans en donner la de´monstration, il est tout
de meˆme intuitif que cette proce´dure effectue moins de comparaison que la recherche exhaustive,
surtout si le rayon est petit.
Tableau 4.1 Crite`re de se´lection d’une re´gion dans la primitive rangeQuery
Region 1 δ(x, f) < ² + d ∧ δ(y, f) < ² + d
Region 2 δ(x, f) + ² ≥ d ∧ δ(y, f) < ² + d
Region 3 δ(x, f) < ² + d ∧ δ(y, f) + ² ≥ d
Region 4 δ(x, f) + ² ≥ d ∧ δ(y, f) + ² ≥ d
1 rangeQuery(node, f, ²)
2 result = ∅
3 if δ(node.x, f) ≤ ²
4 result = result ∪ node.x
5 if δ(node.y, f) ≤ ²
6 result = result ∪ node.y
7 if δ(node.x, f) < ² + node.d ∧ δ(node.y, f) < ² + node.d
8 result = result ∪ rangeQuery(node.region1, f, ²)
9 if δ(node.x, f) + ² ≥ node.d ∧ δ(node.y, f) < ² + node.d
10 result = result ∪ rangeQuery(node.region2, f, ²)
11 if δ(node.x, f) < ² + node.d ∧ δ(node.y, f) + ² ≥ node.d
12 result = result ∪ rangeQuery(node.region3, f, ²)
13 if δ(node.x, f) + ² ≥ node.d ∧ δ(node.y, f) + ² ≥ node.d
14 result = result ∪ rangeQuery(node.region4, f, ²)
15 return result
Figure 4.2 Algorithme de recherche d’ensemble dans l’arbre de me´trique
Pour plus de de´tails sur ces algorithmes, le lecteur se re´fe´rera a` [61]. La proce´dure de´taille´e
construisant l’oracle des clones pour un syste`me donne´ est pre´sente´e a` la figure 4.3. Dans ce code,
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tree est un arbre de me´trique tel que de´crit ici avec les deux primitives insert et rangeQuery. Deux
e´tapes peuvent eˆtre distingue´es dans cet algorithme. La premie`re, des lignes 3 a` 4, construit l’arbre
en inse´rant tous les fragments de l’ensemble N. La seconde, des lignes 6 a` 8, appelle rangeQuery
sur tous les fragments de N et me´morise les re´sultats dans la variable clones. La ligne 7 calcule le
rayon de chaque requeˆte.
Constuire l’oracle demande de trouver toutes les pairs de fragments de code pour lesquelles la
distance de Levenshtein entre ses membres est infe´rieure ou e´gale au seuil, au rayon, spe´cifie´e a`
rangeQuery. Le seuil choisi est fonction de la taille des fragments. Supposons que les fragments
de code sont les chaıˆnes de jetons produites par l’analyse lexicale des fragments initiaux. L’ide´e
d’utiliser les jetons au lieu de la repre´sentation textuelle provient de [18]. Soit a, b deux chaıˆnes et
len(a), len(b) la longueur de ces chaıˆnes. Alors, le seuil absolu entre ces deux chaıˆnes est de´fini
par :
² = distance ∗max(len(a), len(b))) (4.6)
ou` distance ∈ (0, 1) est le coefficient de´sire´ de distance maximal. Une autre interpre´tation de
distance est exprime´e par le degre´ de similitude : la similitude de´sire´e est (1.0 − distance). Le
crite`re d’acceptation des clones peut alors eˆtre reformule´ comme suit : la pair (a, b) est dans une
relation de clonage ssi la distance de Levenshtein entre a et b est plus petite ou e´gale au seuil ², ou`
² est la longueur maximale de a et b multiplie´e par le coefficient de distance relative (ou multiplie´e
par un moins le coefficient de similitude). Cette phrase n’est qu’une explication de l’e´quation 4.3.
Ainsi, le rayon ² de la requeˆte est proportionnel a` la longueur des fragments et le parame`tre variable
est le coefficient de distance et non la valeur de la me´trique de Levenshtein. Ce choix d’utiliser des
seuils proportionnels a` la longueur n’est pas duˆ a` une contrainte de l’arbre de me´trique, mais plutoˆt
un artifice de pseudonormalisation ne´cessaire pour e´viter de de´tecter de mauvais clones. Voici un
exemple qui illustre cette ne´cessite´.
Il est facile de construire des fragments pour lesquels un seuil trop petit produira des faux
ne´gatifs. Par exemple, soit un fragment f0 de taille 10 000 et un fragment f1 de taille 13 000.
Supposons que f0 et f1 aient un pre´fixe en commun d’une longueur de 10 000 jetons et que f1 a`
un suffixe de 3 000 jetons supple´mentaires. Si le seuil ² e´tait en dec¸a` de 3 000, l’algorithme ne
trouverait pas ce clone e´vident. En pratique, un tel cas pourrait eˆtre deux classes clones dont une a`
2 nouvelles me´thodes. Cependant, le choix d’un seuil aussi grand produira invariablement des faux
ne´gatifs, conside´rant que la longueur moyenne des fragments est relativement petite. Par exemple,
prenons f2 et f3 deux fragments de taille 200 pour lesquels δl(f2, f3) = 200. Clairement, si ² =
3000, f et f ′ seront conside´re´s clones meˆme s’ils ne partagent aucune similitude. Par conse´quent,
le seuil doit eˆtre sensible a` la taille des fragments.
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D’autres spe´cifications des seuils produisent des oracles diffe´rents. Ne´anmoins, la de´finition
choisie semble raisonnable et sense´e pour produire un oracle d’une qualite´ raisonnable.
Meˆme si les arbres de me´triques re´duisent la taille de l’espace de recherche et le nombre de
distances a` calculer requises pour trouver les meilleurs candidats, leur utilisation ne peut a` elle
seule eˆtre suffisante pour calculer les oracles de syste`mes dont la taille de´passe quelques centaines
de KLOC. Cette affirmation provient de l’e´chec dans ces travaux de la construction de l’oracle pour
Eclipse avec la technique de´crite (tel que pre´sente´ dans la prochaine section 4.4). Le calcul s’est
e´tendu sur 2 semaines sur un seul processeur, mais l’oracle n’e´tait que partiellement construit. `A
partir des re´sultats partiels, le temps requis pour l’ache`vement e´tait estime´ a` 4 a` 6 semaines.
Pour cette raison, il a e´te´ de´cide´ de migrer le logiciel de calcul de l’oracle vers une architecture
paralle`le pour effectuer les calculs de rangeQuery. L’arbre e´tant de´ja` construit et e´crit dans un
fichier .xml, il est facile de distribuer le calcul des diffe´rentes requeˆtes avec un effort minimal.
Il est ne´cessaire et suffisant pour calculer une partie de l’oracle de posse´der l’arbre et une liste
de requeˆtes. Si plusieurs coeurs posse`dent l’arbre et des listes inde´pendantes de requeˆtes pour
lesquelles leur union est l’ensemble total des requeˆtes, alors l’oracle peut eˆtre construit en paralle`le
avec un gain de temps proportionnel a` un facteur constant. ´Etant donne´ que les processeurs a` 2
ou 4 coeurs sont les plus re´pandus aujourd’hui, il est facile d’avoir 8,16 ou meˆme 32 coeurs a` sa
disposition. Le calcul de grands oracles devient alors possible. La paralle´lisation sur GPU peut
e´galement eˆtre envisage´e, comme celle propose´e dans [3].
1 oracleClones(N, distance)
2 tree = new MetricTree
3 forall f ∈ N :
4 tree.insert(f)
5 clones = ∅
6 forall f ∈ N
7 radius = distance ∗ len(f)
8 clones[f ] = tree.rangeQuery(tree.root, f, radius)
9 return clones
Figure 4.3 Algorithme de construction d’oracles
4.4 Caracte´ristiques des oracles construits
) La construction d’oracle a e´te´ faite pour deux syste`mes a` code source ouvert en Java : Tomcat
5.5 et Eclipse 3.3 . Tomcat [36] est une imple´mentation des technologies Java Servlet et de Java
Server Pages et est largement re´pandue pour soutenir diffe´rents types de syste`mes oriente´s Web.
Eclipse [37] est un IDE utilise´ en milieu industriel pour plusieurs langages communs de program-
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mation. La construction de l’oracle de Tomcat a e´te´ faite avec un processeur Intel Core 2 Duo, 2.16
GhZ couple´ a` 4 GB de me´moire vive sous Linux Fedora 13. L’oracle d’Eclipse a e´te´ calcule´ sur
une grappe de 32 Opteron, 2.00 GHz couple´s a` 5 GB RAM sou Adelie Linux. Dans les deux cas,
le logiciel de construction de l’oracle a e´te´ compile´ avec g++ 4.4.4.
La taille, le nombre de fragments et plusieurs statistiques inte´ressantes sur les fragments sont
pre´sente´s dans le tableau 4.4. Le nombre de LOC rapporte´ dans cette figure exclut tous les com-
mentaires des fichiers. ´Etant donne´ que le calcul de la me´trique de Levenshtein est quadratique
sur la taille des fragments, les statistiques sur les fragments peuvent servir a` estimer la difficulte´ a`
calculer les distances tout au long des requeˆtes.
Les fragments correspondent aux blocs, aux me´thodes et aux classes. Les blocs peuvent eˆtre im-
brique´s, mais ne peuvent avoir d’autres formes d’intersection ou de chevauchement. Les se´quences
d’e´nonce´s a` l’inte´rieur d’un meˆme bloc ne sont pas se´pare´es davantage en sous-se´quence pour l’ins-
tant. Si requis, il serait possible de construire des sous-se´quences a` partir de l’inte´rieur des blocs
pour utiliser une granularite´ plus fine.
Dans le tableau 4.4 et dans tous les re´sultats qui suivent, les fragments font re´fe´rences a` des
blocs d’une longueur supe´rieure a` 70 jetons, qui un seuil de significativite´ minimum pour un bloc.
La litte´rature sugge`re d’utiliser une limite infe´rieure variant de 7 a` 10 LOC. Une e´quivalence
grossie`re peut eˆtre et l’expe´rience personnelle de l’auteur permet d’e´tablir a` 70 cette limite en
terme de jetons.




Fragments 5084 129 258
Longueur moyenne des fragments en jetons 341.29 403.64
Longueur maximale des fragments en jetons 19999 128168
Les caracte´ristiques des oracles sont pre´sente´es dans le tableau 4.4. Les oracles ont e´te´ construits
selon la proce´dure de´crite a` la section pre´ce´dente pour un seuil ² de´termine´ pour chaque fragment
avec un coefficient de distance de 0.3 (se re´fe´rer a` l’e´quation 4.3.
La valeur de 0.3 pour le coefficient de distance semble eˆtre une borne supe´rieure raisonnable,
mais on ne peut le prouver formellement. Toutefois, les oracles pre´sente´s ici peuvent aise´ment eˆtre
rapetisse´s a` un oracle valide pour toute distance infe´rieure a` 0.3. Chaque entre´e dans l’oracle est un
tuple < f1, f2, δ > ou` f1 et f2 sont des fragments dans une relation de clonage et δ la distance entre
eux. Pour construire un oracle avec un coefficient de distance infe´rieur a` 0.3 il est suffisant de lire
les entre´es une par une et de choisir seulement celle dont le seuil est infe´rieur a` la nouvelle distance
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de´sire´e. Il est donc simple d’avoir des oracles plus astringents que ceux pre´sente´s.
Tableau 4.3 Nombre de paires de clones (a,b) dont la distance de Levenshtein est infe´rieure a` 0.3×
max(len(a),len(b)) et le temps ne´cessaire pour les calculer
Syste`mes Tomcat Eclipse
Nombre de paires de´tecte´es 2 933 316 728
Temps (h.) 2.67 148.80
Longueur maximal des clones en jeton 6534 115 141




















Figure 4.4 Distribution des pairs de clones en fonction de leur distance dans Tomcat
En se souvenant que l’oracle de Tomcat a e´te´ construit avec un seul coeur et que celui d’Eclipse
a e´te´ construit avec une grappe de 32 coeurs, on conclut des re´sultats pre´sente´s dans le tableau 4.4
que le temps de calcul requis pour calculer l’oracle d’Eclipse est plusieurs milliers de fois plus e´leve´
que celui requis pour calculer celui de Tomcat, meˆme si leur taille est a` l’inte´rieur d’un facteur 10.
Deux facteurs expliquent cette diffe´rence : la grande diffe´rence entre le nombre de fragments et la
diffe´rence dans la longueur moyenne des fragments. La cause de´finitive de cette e´norme diffe´rence
n’a pas e´te´ de´couverte et ne´cessite une plus grande collecte de donne´es.
Les figures 4.4 et 4.5 montrent les distributions en fre´quence des pairs de clones en fonc-
tion de la distance entre les fragments. La distance a e´te´ calcule´e comme mentionne´e a` la section



















Figure 4.5 Distribution des pairs de clones en fonction de leur distance dans Eclipse
[0.20, 0.25). La distribution d’Eclipse augmente de manie`re monotone. Dans les deux cas, la distri-
bution sugge`re que l’existence de clones strictement de type-3 ce qui justifie l’e´tude de ce type de
manie`re se´pare´e. L’analyse des distributions n’e´tant pas l’objet de cette recherche, elle n’a pas e´te´
analyse´e davantage.
Un exemple de clone trouve´ dans l’oracle de Tomcat est pre´sente´ a` la figure 4.6. La longueur
des fragments est respectivement de 177 pour 4.6a et de 145 pour 4.6b. La distance de Levensh-
tein entre les fragments est de 34 ou de manie`re e´quivalente de 0.192 selon l’e´quation 4.3. Cet
exemple pre´sente plusieurs caracte´ristiques des clones de type-3. D’abord, un pre´fixe a e´te´ ajoute´
au fragment le plus long. Ensuite, un suffixe y a e´te´ ajoute´. Finalement, La majorite´ du code du
petit fragment a e´te´ imbrique´ dans une boucle dans le fragment le plus long. Ces diffe´rences ont e´te´
correctement identifie´es par l’alignement, tel qu’indique´ en gras sur la figure.
4.5 Discussions
Les deux oracles construits et pre´sente´s dans la section 4.4 sont deux oracles complets pour la
me´trique de Levenshtein : ils contiennent un ensemble de pairs de clones pour lesquels la distance
entre les fragments est infe´rieure au seuil choisi et cet ensemble serait identique s’il avait e´te´ obtenu
par une recherche exhaustive des pairs satisfaisant ce crite`re. Il s’agit des deux premiers oracles
produits automatiquement sur de grands syste`mes suivant un crite`re objectif de similitude largement
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accepte´. En acceptant que la me´trique de Levenshtein produise de bons re´sultats, alors on peut
conclure que les oracles construits sont d’une excellente qualite´ pour les clones de type 3.
En comparaison avec les oracles construits par validation manuelle cite´s dans la section 4.2, la
me´thode pre´sente´e ici a` l’avantage principal de pouvoir eˆtre applicable a` des syste`mes de grandes
tailles en un temps raisonnable. `A titre comparatif, l’oracle produit par Bellon a e´te´ construit en 77
heures ou environ 10 jours ouvrables de travail. `A l’inte´rieur de ce temps, quelque 6 500 candidats
ont e´te´ classe´s. L’oracle construit ici pour Eclipse, malgre´ qu’il ait e´te´ ne´cessaire le construire sur
une grappe paralle`le, a classe´ plus de 8 milliards de candidats avec la me´trique de Levenshtein en
6.2 jours. Il est e´vident que ce gain est significatif par rapport au temps requis par la validation
manuelle. De plus, la me´thode propose´e ne repose sur aucun ensemble pre´construit de clones, ni
sur les outils existants, ni sur des clones injecte´s artificiellement. Par conse´quent, ces oracles sont
plus inde´pendants.
Les oracles des deux syste`mes sont de tailles relativement petites en comparaison du nombre to-
tal de pairs de fragments. Pour Tomcat, il y existe 2 920 986 pairs de fragments desquels seulement
2 933 se qualifient comme pair de clones selon le crite`re choisi ; cela donne un taux de clonage de
0.02%. Pour Eclipse, des 8 353 750 653 pairs de fragments, seulement 316 728 sont des pairs de
clones ce qui donne un taux de clonage de 0.004%. Ces nombres indiquent un taux tre`s bas de vrais
positifs a` l’inte´rieur de l’espace de recherche et expliquent partiellement la bonne performance des
arbres de me´triques. Le faible taux de proximite´ a` travers les fragments doit conduire a` un meilleur
partitionnement de l’espace et un meilleur taux d’e´limination des branches lors des recherches dans
l’arbre.
Au moment d’e´crire ce me´moire, la construction d’un oracle tel que propose´ pour un syste`me
de plus de 200 KLOCS semble prendre plus d’une semaine sur un ordinateur de bureau. Cependant,
la grande majorite´ des ordinateurs ont aujourd’hui entre 4 et 8 coeurs. Comme le calcul propose´ ne
produit pas de re´sultats interde´pendants, se´parer le calcul peut eˆtre fait a` la main et la computation
peut eˆtre place´e sur plusieurs machines physiques avec un effort minimal. ´Etant donne´ qu’il a e´te´
de´montre´ que le calcul peut eˆtre effectue´ sur 32 coeurs avec un temps d’exe´cution raisonnable,
l’utilisation de 4 a` 8 ordinateurs dote´s de processeurs modernes serait suffisant pour reproduire
l’expe´rience. Par conse´quent, la puissance computationnelle requise est un facteur limitant tre`s
faible.
Les oracles construits reposent sur la me´trique de Levenshtein et l’hypothe`se qu’elle identifie
des clones de bonne qualite´. Certains chercheurs pourraient contester la validite´ de certains clones
de´couverts par l’application de cette me´trique en fonction de la de´finition de clonage choisie. Par
observation des re´sultats, pour des distances e´leve´es, les re´sultats pourraient eˆtre a` la fois raisonna-
blement rejete´s et accepte´s, ce qui n’est pas vrai des clones a` faible distance. La validation manuelle
reste donc pertinente meˆme avec la possibilite´ de produire des oracles de manie`re automatise´e. En
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fait, ces deux techniques peuvent eˆtre perc¸us comme comple´mentaires. Il est, toute proportion
garde´e, plus simple de valider manuellement un espace re´duit par une technique automatique que
de valider un espace de recherche entier.
Il existe quelques limitations aux re´sultats pre´sente´s. ´Etant donne´ qu’il est impossible de com-
parer les re´sultats obtenus avec ceux d’une recherche exhaustive aux fins de validation, la confiance
dans les re´sultats ne peut eˆtre e´tablie que par leur caracte´ristique qui semblent plausibles aux yeux
de l’auteur. Le choix de la me´trique de Levenshtein est en soi une limitation. Elle restreint l’oracle
aux clones posse´dant des caracte´ristiques de similitude dans leur se´quence de jetons. Meˆme les
clones partageant des structures syntaxiques contiennent des similitudes dans leurs se´quences de
jetons et seraient contenus dans l’oracle, l’oracle peut contenir des clones qui partagent peu de res-
semblances syntaxiques, mais de fortes ressemblances textuelles. Il est donc possible que l’oracle
contient des faux positifs selon certaines de´finitions du clonage. Ne´anmoins, les oracles ne peuvent
contenir de faux ne´gatifs a` cause de la relation e´tablie entre la ressemblance des jetons et la res-
semblance de la syntaxe. Les oracles devraient donc eˆtre d’une bonne qualite´ pour les clones syn-
taxiques e´galement. Une limite concre`te de l’outil est son incapacite´ de traiter des clones de type 4,
car la distance de Levenshtein ignore la se´mantique des fragments. L’objectif e´tant de construire un
oracle de qualite´ pour les clones de type 3, cette remarque n’affecte en rien la qualite´ des re´sultats.
La construction d’un oracle pour les clones de type 4 est un proble`me fort diffe´rent et toujours
ouvert.
L’exactitude pratique de la me´trique de Levenshtein est e´galement une limite. Quoiqu’elle
soit conside´re´e comme bonne par plusieurs auteurs (voir section 4.2) et qu’elle soit l’alignement
mathe´matique optimal entre deux chaıˆnes de caracte`res, des e´tudes empiriques devraient eˆtre ef-
fectue´es pour en confirmer la pertinence pratique.
Comme dans toutes les sections de ce me´moire, la nature et le nombre de syste`mes choisis
est une limitation fondamentale de l’expe´rimentation. Les re´sultats montrent clairement une sen-
sibilite´ aux caracte´ristiques des syste`mes et par conse´quent on peut difficilement extrapoler les
re´sultats a` d’autres syste`mes, faute de validation statistique ade´quate. De plus, des expe´riences
sur des syste`mes plus gros seraient ne´cessaires pour valider le passage a` l’e´chelle possible de
la me´thode. Tous les fragments analyse´s e´taient e´crits en Java. ´Etant donne´ que diffe´rents lan-
gages peuvent pre´senter des caracte´ristiques de clonage diffe´rentes, la me´thode pourrait ne pas eˆtre
ge´ne´ralisable a` d’autres langages. Cependant, elle est base´e sur les jetons et les caracte´ristiques
lexicales. L’e´criture des analyseurs lexicaux e´tant plus facile que celle des analyseurs syntaxiques
et l’alignement de se´quences de jetons e´tant une ope´ration inde´pendante du langage, la me´thode
serait cependant facilement applicable sur des syste`mes e´crits dans plusieurs langages impe´ratifs et















































































































Figure 4.6 Exemple de pairs de clone provenant de l’oracle de Tomcat. La distance entre les frag-
ments est de 0.192. Les diffe´rences dans l’alignement sont indique´es en gras.
4.6 Conclusions
Cette section a pre´sente´ une me´thode pour construire des oracles pour e´valuer les performances
des outils de de´tection de clonage sur des syste`mes de l’ordre des MLOC sans utiliser de pro-
prie´te´s statistiques. La technique est comple`tement automatise´e. Les oracles pre´sente´s forment une
re´fe´rence des clones de type 3 dans les syste`mes analyse´es. Les oracles de Tomcat et Eclipse ont
e´te´ construits et leurs caracte´ristiques ont e´te´ pre´sente´es.
Des recherches futures pourront mettrent l’emphase sur l’ame´lioration du temps de calculs en
utilisant soit des alternatives aux arbres de me´triques ou en exploitant de nouvelles architectures
paralle`les comme les grappes massives ou les GPU. L’objectif principal a` accomplir est de re´duire
le temps de calculs jusqu’a` le rendre acceptable pour la production d’oracles de grands syste`mes




5.1 Synthe`se des travaux
Les travaux pre´sente´s ont atteint les trois objectifs de recherche propose´s :
– e´tablir l’existence et l’utilite´ d’e´tudier les relations syntaxiques entre les clones autres que la
relation fonction a` fonction ;
– de´terminer l’applicabilite´ d’une approche de filtrage sur GPU des clones, particulie`rement en
terme de gain computationnel ;
– de´crire une technique de construction automatise´e d’une base de donne´es de re´fe´rence, un
oracle, pour les clones de type 3.
`A chaque objectif, on peut associer un re´sultat clair :
– il existe bel et bien plusieurs relations syntaxiques entre les clones : fonction a` fonction, bloc
a` fonction et bloc a` bloc. Cette relation est utile et apporte une information qui n’est pas
capture´e par la relation fonction a` fonction ;
– le GPU a une applicabilite´ tre`s limite´e dans le proble`me de filtrage des clones par LCS ;
– il est possible de construire des oracles automatise´s pour les clones de type 3 en utilisant un
arbre de me´triques et la distance de Levenshtein.
Les objectifs de recherche ont donc e´te´ atteints et plusieurs proprie´te´s structurelles et compu-
tationnelles ont e´te´ e´tablies. En plus, une base de donne´es exhaustive de re´fe´rences aux fins de
comparaison a e´te´ produite dans le but d’ame´liorer l’e´tat des connaissances sur la fiabilite´ des
re´sultats produits par les diffe´rentes analyses de clonage. Par extension, la me´thode d’e´valuation
pre´sente´e constitue en elle-meˆme une nouvelle technique originale de de´tection des clones.
5.2 Limitations des re´sultats pre´sente´s
La principale limitation est la faible porte´e des re´sultats due a` un choix restreint de syste`mes
cible´s par les expe´riences. La grande taille des syste`mes contrebalance cette limitation et donne une
force inte´ressante aux re´sultats obtenus.
5.3 Travaux futurs
L’e´largissement de la base expe´rimentale est une ame´lioration a` court terme a` apporter a` ces
travaux. Dans le cas des relations syntaxiques de clonage, une e´tude approfondie de leur origine
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et de leur impact pourrait ame´liorer la compre´hension des syste`mes dans lesquels on les trouve.
Une exploration de diffe´rentes plateformes GPU pourrait fournir davantage de pistes d’explication
des performances mitige´es obtenues ici. Finalement, l’ame´lioration de la technique base´e sur les
arbres de me´triques pourrait conduire a` une technique de de´tection de clonage en soi et fournir un
excellent outil de de´tection des clones de type 3.
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