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Resumo 
É apresentada uma familia de métodos Least Change Secant Update para 
resolver problemas de Complementaridade Nao Linear (PCN) , baseados em sis-
temas de equações não lineares não diferenciáveis. Resultados de convergência 
local e superlinear são provados. São comparadas duas reformulações distintas 
do PCN como sistema de equações não lineares, tanto do ponto de vista teórico 
como prático. Um algoritmo global para resolver o PC~, que usa os algorit-
mos introduzidos aqui é também apresentado. Alguns experimentos numéricos 
mostram um bom desempenho deste algoritmo. 
Abstract: 
A family of Least Change Secant Update methods for solving Nonlinear Comple-
mentarity Problems based on Nonsmooth Systems of Equations is introduced. 
Local and superlinear convergence results for the algorithms are proved. Two 
different reformulations of the Nonlinear Complementarity Problem as a nons-
mooth system are compared, both from the theoretical and the practical point 
ofview. A global algorithm for solving the Nonlinear Complementarity Problem 
which uses the algorithms introduced here is also presented. Some numerical 
experiments show a good performance of this algorithm. 
Notação 
A notação que será usada ao longo da tese é a seguinte: 





11 · llxv 
Da 
Uma norma arbritária associada a um produto escalar ( , ) . 
Matriz Jacobiana de F em x. 
i-ésimo vetor coordenado unitário de R n . 
(~(x), · · ·, ~(x)) = \ltfi(x). 
Bola de centro x e raio t: . 
Subespaço linear gerado por x e y , contido num espaço de 
dimensão finita X . 
Norma sobre X relativa ao produto escalar (, )xy. 
Projeção ortogonal sobre V(x, y) com respeito à norma 11 · llxv. 
Conjunto de pontos onde a função G é diferenciável. 
B-Jacobiano generalizado da função G no vetor x*, o qual 
é definido por: {lirnxL-+x G'(xk) : xk E Da} . 
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Dada uma função F: JRn --4 mn, F(x) = (JI(x), · · ·, fn(x)f, F E C 1 (mn), o 
Problema de Complementaridade Não Linear (PCN) consiste em encontrar um 
vetor X E mn tal que 
x ~ O, F(x) ~O, xT F(x) = O. 
Relacionados com este problema estão os de inequações variacionais, comple-
mentaridade linear, complementaridade mista, complementaridade horizontal e 
outros. Este tipo de problema tem muitas aplicações em Física, Engenharia e 
Economia ([5], [7], [18]). A importância do PCN nestas áreas deve-se ao fato do 
conceito de complementaridade ser sinônimo da noção de sistema em equilíbrio. 
Nos últimos tempos tem havido uma intensa atividade no sentido de encontrar 
métodos N ewtonianos eficientes para o PCN. Por um lado, uma investigação 
orientou-se no sentido de encontrar funções de mérito eficientes cujos minimi-
zadores coincidam com as soluções do PCN. Por outro lado, na procura de 
métodos com convergência local de ordem alta ([11]). 
Uma outra forma bem conhecida de tratar com o PCN é a reformulação do 
mesmo como um sistema de equações não lineares não diferenciáveis ([19], [23]). 
Neste trabalho usamos duas reformulações. A primeira é baseada na clássica 
3 
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função Mínimo ([19]), definida por 
G : IRn ---+ !Rn 
( 
min {x1_, /1(x)} ) 
x t-----7 G(x) = : 
min {xn, fn (x)} 
Observe que, se existe i tal que xi = fi(x), a função G pode não ser diferenciável. 
É fácil verificar que resolver o PCN é equivalente a resolver o sistema de equações 
não lineares: 
G (x) O. (1.1) 
A segunda reformulação é baseada na função Fischer-Burmeister (Ver [6], [2], 
[4]), definida por : 
onde, cjJ : IR2 ---+ IR é dada por 
c/J(x, Y) = ll(x, y)ll2- x- Y · 
Esta função é tal que cjJ(x, y) =O se e somente se x 2: O, y 2: O, xy =O. Assim, 
é óbvio que o PCN é equivalente ao sistema não linear 
<I>(x) = O. (1.2) 
Se existe i tal que xi = fi(x) = O, a função <I> não é diferenciável em x. 
Chamaremos a função G "função Mínimo'', enquanto <I> será chamada "função 
Fischer" e assim (1.1) e (1.2) serão chamadas reformulações do PCN usando as 
funções Mínimo e Fischer, respectivamente. 
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Neste trabalho, desenvolvemos e analisamos (tanto na forma teórica como práti-
ca) métodos para resolver o PCN usando os sistemas (1.1) e (1.2). Em ambos os 
casos desenvolvemos uma família de métodos Least Change Secant Update 
LCSU, seguindo a teoria desenvolvida em ((15]). Para tais famllias prova-
mos convergência superlinear sob hipóteses apropriadas. Apresentamos ainda 
um algoritmo global para resolver o PCN que aproveita o comportamento lo-
cal da função Mínimo e o comportamento global da função Fischer. Alguns 
experimentos numéricos mostram o bom desempenho deste algoritmo. 
Este trabalho é organizado como segue. 
No Capítulo 2, sob certas hipóteses desenvolvemos a teoria LCSU para a 
reformulação do PCN baseada na função Mínimo (1.1). 
~o Capítulo 3 estabelecemos hipóteses semelhantes às dadas no Capítulo 
2, sob as quais desenvolvemos a teoria LCSU para a reformulação do PCN 
baseada na função Fischer (1.2). 
O Capítulo 4 é dedicado a mostrar que a hipótese de não singularidade dos ele-
mentos em 88 G(x*) feita no Capítulo 2, não é equivalente à não singularidade 
dos elementos de um subconjunto z. de 88 <I>(x*) feita no Capítulo 3. 
No Capítulo 5 apresentamos alguns resultados numéricos que mostram a sen-
sibilidade da função Fischer a degenerações na solução do PCN. Também apre-
sentamos o desempenho numérico dos algoritmos propostos nos Capítulos 2 e 
3 respectivamente, quando são aplicados a 16 problemas teste dados em ((14]). 
No Capítulo 6 apresentamos uma estratégia de globalização para resolver o 
PCN a qual usa idéias do algoritmo híbrido dado em ((8]), usando como al-
goritmo global o dado em ((2]). Apresentamos alguns resultados numéricos os 
quais mostram o bom desempenho de nosso algoritmo. Estes resultados incluem 
a aplicação de nosso algoritmo híbrido a um problema de valor de capital ótimo 
invariante. 
No Capítulo 7 fazemos alguns comentários finais e apresentamos propostas de 
trabalhos futuros. 
Capítulo 2 
Reformulação do PCN usando a 
função Mínimo 
É fácil ver que o PCN é equivalente ao problema de encontrar uma solução do 
sistema de equações não lineares G(x) = O, onde a função G : /Rn ~ IR!' é 
dada por: 
(2.1) 
Nos pontos x onde existe i tal que Xi = fi(x), a função G pode ser não diferen-
ciável. 
O objetivo deste capítulo é definir e analisar métodos quase-Newton para resol-
ver o PCN usando o sistema G(x) =O, com G como em (2.1). 
Dado x0 E !Rn uma aproximação inicial, o algoritmo genérico estudado neste 





se x~ < fi(xk), 
se x~ > fi(xk), 
se xf = fi ( xk) = O , 
7 
(2.3) 
{ e1, · · ·, en} é a base canônica de mn e Ak = ( 
[A_:k] 1 ) 
, é uma aproximação 
[Ak]n 
qualquer da matriz Jacobiana de F em xk. 
Para o sistema G(x) = O desenvolvemos uma família do tipo Least Change 
Secant Update LCSU, a qual é gerada de acordo com as regras introduzi-
das por Martínez ([15]). Além disso, provamos que a família LCSU fornece 
algoritmos localmente convergentes e superlineares. 
Observações: 
A escolha de [Bk]i sendo ef ou [Ak]i depende de 
min{xf,Ji(xk)} =Xi ou min{xf,fi(xk)} = fi(xk), 
respectivamente. Agora, se fi(xk) = xf então 
e portanto qualquer das duas escolhas serve para [ Bk]i . 
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Uma solução x* do PCN é chamada de degenerada, se para algum i, 1 ::; i f n 
x; = fdx*) =O. 
em outro caso, é chamada de não degenerada. 
Associada a cada Bk definimos uma matriz B. da seguinte forma: 
onde, para i = 1, · · · , n , 
[B']; = { 
ef se x; < fi(x*): 
fi(x*) se x; > fi(x*), 
ef ou JI(x*) se x; = fi(x*) =O, 
Como existem no máximo 2m matrizes nessas condições: onde m é o número 
de componentes degeneradas em x*, podemos definir()> O que majore IIB;1 11 
para todas elas. 
Qualquer matriz B., na hipótese A3, pode ser vista como a matriz Jacobiana 
de um sistema diferenciável de equações não lineares. Para ver isto, suponha 
que x* seja uma solução do PCN1 : 
Se a solução x* é não degenerada, i.e., se para todo 1 :::; i ::; n 
xi #O ou fi(x*) #O, 
a matriz B. considerada na hipótese A3 pode ser vista como a matriz Jacobiana 
G'(x*). 
Se a solução x* é degenerada, vamos supor que existe só uma degeneração sem 
perda de generalidade, e que ela ocorra em xi , i.e., 
h(x*) =O 
x; > fi(x*) = O, t 2,···,n. (2.4) 
1Portanto, x* é solução do G(x) =O. 
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Para as componentes não degeneradas consideraremos, sem perda de generali-
dade, a sitiação, x; > fi(x*), no outro caso a analise é análoga. 
Observe, de (2.4), que x* pode ser vista como a solução de dois sistemas não 
lineares 
G1 (x) = O e G2 (x) = O, 
onde Gi : IRn-+ mn, i= 1, 2, são duas funções definidas por: 
GI(x) = ( ~~~) l 
fn (x) ( 
JI(x) l h(x) 
fn (x) 
cujas matrizes Jacobianas na solução x*, têm a forma da matriz B. , considerada 
na hipótese A3. 
No caso geral de m degenerações, (m::; n), i.e., 
x; fi(x*) 
x; > fi(x*) 
o 
o, 
z = 1,··· ,m 
z = m+1,···,n, 
o vetor x* pode ser visto como a solução de 2m sistemas de equações não lineares 
onde, as Gi : IRn -+ IRn, i= 1, · · · , 2m, são de classe C 1 . Além disso: 
• Para algum k = 1, · · · , 2m, Gk = F, e portanto a matriz Jacobiana da 
Gk em x coincide com a matriz Jacobiana de F em x. 
• Para todo i= 1, · · · , 2m, i =f k, as matrizes Jacobianas das Gi têm pelo 
menos uma linha da matriz identidade. 
Assim, as matrizes Jacobianas das Gi numa solução degenerada x*, têm a forma 
da matriz B. considerada na hipótese A3. 
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Sob as seguintes hipóteses provaremos que as seqüências geradas pelo algoritmo 
quase-Newton genérico (2.2), estão bem definidas e convergem linearmente à 
solução de G(x) =O. 
2.1 Hipóteses Locais 
Al. x* E /Rn é tal que G(x*) =O. 
A2 . Existem 1, f > O , tais que: 
IIF'(x)- F'(x*)ll ::; 'Y llx- x*ll, 
para todo x E B (x*, f). 
A3 . As matrizes B. são não singulares. 
2.2 Resultados de Convergência 
Teorema 2.1: (Das duas vizinhanças) Dado qualquer r E (0, 1) existem 
f, 8 > O tais que, 
se llx0 - x*ll ::; f e IIAk - F'(x*)ll ::; 8, para todo k, 
qualquer seqüência { xk} gerada por 
xk+l := xk - B/;1 G (xk) ' 
está bem definida, converge para x* e satisfaz 
llxk+1 - x*ll ::; r llxk- x*ll, para todo k =O, 1, 2, · · · . 
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' O seguinte Lema será útil na prova do Teorema das duas vizinhanças. 
Lema 2.1 : Para cada X E mn, A E mnxn, seja 









Seja r E (0, 1) . Então existem fi e ói tais que, 
se llx - x*ll <fi e liA - F'(x*)ll ~ ói, 
a função f(x, A) está bem definida, e satisfaz 
lif(x,A) - x*ll ~ r llx- x*ll· 
Prova: 
Nesta prova se usa, 11· 11 = 11· lloo. Seja fi > O tal que para todo i= 1, · · ·, n, 
se fi(x*) < x; então fi(x) < Xi, 
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para todo x E B(x*, €1}. Claramente €1 existe pela continuidade da F. 
Seja 81 :::; :o, onde() é dado na hipótese A3, para 11 ·llx. 
Pela definição de li· lloo, se x E B(x*, €1), A E B(F'(x*). ói), B é matriz asso-
ciada a A pela regra (2.6)-(2.7), e B. E 8BG(x*) é matriz associada a F'(x*) 
pela mesma regra, temos que: 
logo, pelo Lema de Banach, B-1 existe e além disso, 
IIB-1 11 :::; 2IIB;1 II :::; 2(). 
Substraindo x* de (2.5) e aplicando o operador norma 11·11 tem-se: 
llf(x, A)- x*ll - ll(x- x*)- B-1 G(x) + B-1 B.(x- x*)- B-1 B.(x- x*)ll 
- II(I- B-1B*)(x- x*)- B-1[G(x)- G(x*)- B.(x- x*)]ll 
< IIB-1 11 [IIB- B*llllx- x*ll + IIG(x)- G(x*)- B.(x- x*)ll] 
Mas, 
( 
9I(x)- 9I(x*) ) 
G(x) - G(x*) = : , 
9n(X) - 9n(x*) 
(2.8) 
onde gi(x)- 9i(x*) E {xi- x;, fi(x) -fi(x*)}, 
(2.9) 
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e 
[B ( *)] { Xi - x; se x; < fi(x*), 
* x- x i = f/(x*)(x- x*) se x; > fi(x*). (2.10) 
Se x; = fi(x*) qualquer das escolhas, tanto em (2.9) quanto em (2.10), serve, 
dado que neste caso min{x;, fi(x*)} = x; = fi(x*) =O. 
Assim, de (2.7)-(2.9) e (2.10): 
( 
~,(x) ) 
IIG(x)- G(x*)- B.(x- x*)ll IIF(x)ll fn(x) 
- _.:.:........,:,-~....:.:. llx- x*ll llx- x*ll llx- x*ll ' 
onde, 
- { O se x; < fi(x*), 
fi(x) = fi(x)- fi(x*)- J:(x*)(x- x*) se x; > fi(x*). 
Usando a definição da 11 · lloo : 
IIG(x)- G(x*)- B.(x- x*)ll 
llx- x*ll 
Seja 1 ~ k ~ n tal que: 
IIF(x)ll 
llx- x*ll 
lfi(x) -fi(x*)- f[(x*)(x- x*)i 
- max .;..;...__::......;..___;_~"-----'-:':---'-.;...._.--
l::;i::;n llx - x* 11 
ifk(x)- fk(x*)- Jk(x*)(x- x*)i lfi(x)- fi(x*)- ff(x*)(x- x*)l 
.:.:...:.:....~--=-.:.:....:...,.,.....:..._~~_:__-~ = max 
llx- x*ll I::;i::;n llx- x*ll 
logo, 
IIG(x)- G(x*)- B.(x- x*)ll _ lfk(x)- fk(x*)- f~(x*)(x- x*)i 
llx- x*ll - llx- x*ll 
Capítulo 2 
e pela diferenciabilidade da F, para qualquer p > O existe f > O tal que 
lix- x*ll <f :::} IIG(x)- G(x*)- B.(x- x*)ll < 
llx- x*ll - p. 
Em particular, dado p = :o , existe fr > O tal que 
Portanto: 
llx _ x*ll < fr IIG(x)- G(x*)- B.(x- x*)ll < :::} llx- x*ll - p. 
llr(x, A)- x*ll < 2 () [.2:._ + .2:._] llx - x* li 4() 40 
r llx- x*ll· 
Portanto, o resultado está provado. 
Prova do Teorema 2.1: 
14 
I 
Considerando a função f(x, A) = X - n-1G(x) definida em (2.5), onde B é 
gerada por (2.6)-(2.7), tem-se 
k=0,1,2, .. ·. 
Sejam f 1 e 6'1 os definidos no Lema 2.1 e suponha f E (0, f 1), c5 E (0, 6'1). 
Para k =O, 
pelo Lema 2.1, x1 está bem definido e satisfaz 
Capítulo 2 15 
Portanto, para k = O a tese do Teorema 2.1 é válida. 
Suponha a hipótese indutiva para k - 1, i.e., 
se llxk-1 - x*ll :S t como IIAk-1 - F'(x*)ll < 6, 
então xk está bem definido e satisfaz 
Mas, da última desigualdade tem-se: 
Assim, pelo Lema 2.1, xk+1 está bem definido e satisfaz 
com o qual se conclui a demostração do Teorema 2.1 . I 
Observe que na prova do Teorema 2.1 usamos a norma infinito. Mas, se 
ek = llxk - x* li é o erro em qualquer outra norma, então ek :S C rk e0 , onde C 
é uma constante positiva que não depende de k e r é como no Teorema 2.1 . 
Assim, temos a convergência r-linear em qualquer outra norma. 
Teorema 2.2: Suponha as hipóteses Al, A2 e A3 e que para algum x 0 a 
seqüência de pontos gerada por 
xk+1 = xk - BJ;1 G (xk), 
onde Bk é gerada como em {2.6}, satisfaz limk-+oo xk 
como em (2.3} e sk = xk+1 - xk. 
Se 
(2.11) 
x* . Definimos Ak , 
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então a seqiiência { xk} converge superlinearmente a x* o 
O Lema 2.2 será útil na prova do Teorema 2.2 . 
Lema 2.2: Suponha as hipóteses Al, A2, e A3 o Então existem t, f3 > O 
tais que, se llx- x*ll < t então 
Prova: 
IIG(x)ll ~ f3ilx- x*llo 
llx- x*ll - II(B.)-1 B.(x- x*)ll 
< IIB;1IIIIB.(x- x*)ll (2012) 
Pelo que foi feito na demostração do Lema 2.1, para qualquer p > O existe 
t >O tal que se llx- x*ll < t então 
Assim, 
IIG(x)- G(x*)- B.(x- x*)ll 
llx -x*ll < po 
lim IIG(x)- G(x*)- B.(x- x*)ii = 0 o 
x-+x• llx - x* li 
Por (2012) e usando a hipótese Al: 
Logo, 
Mas, 
lim IIG(x)- B.(x- x*)ll =O o 
x-+x• IIB;1IIIIB.(x- x*)ll 
lim IIG(x)- B.(x- x*)ll = 0 o 
x-+x• IIB.(x- x*)ll 
IIIG(x)ll- IIB.(x- x*)lll :S IIG(x)- B.(x- x*)ll 
(2013) 
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e de (2.13), dado p = ~ existe f> O tal que, se O< llx- x*ll :::; f então 
ou seja, 
_ ~ < IIG(x)II-IIB.(x- x*)ll 




IIG(x)ll > ~ IIB.(x- x*)ll ~ ~ Ollx- x*ll, 
onde, a última desigualdade obtém-se de (2.14) e da hipótese A3. 





Na prova do Lema 2.2 usamos a norma infinito, mas o resultado é válido para 
qualquer outra norma, com uma mudança apropriada na constante (3. 
No seguinte Teorema provamos que, para a reformulação do PCN por meio de 
G(x) =O, a condição do tipo Dennis-Moré-Walker garante convergência super-
linear. Nesta prova usamos a norma infinito, mas lembremos que os resultados 
de convergência superlinear são independentes da norma. 
Prova do Teorema 2: 
Sem perda de generalidade suponha que xk E B(x*, f 1), para todo k e que 
11·11 = ll·lloo · 
Seja 
com esta notação, 
(2.16) 
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De (2.3) e pela hipótese A3, para cada Bk existe uma B. tal que 
(2.17) 
onde, 
Assim: de (2.16) e (2.17), 
II(Bk- B.) skll ::; II(Ak- F'(x*)) skll· 
De (2.11), tem-se 
O - Bksk+G(xk) 
-G(xk+1 ) - (Bk- B.)s"- G(xk+1 ) + G(xk) + B. s" (2.18) 
Multiplicando (2.18) por llskll- 1 e aplicando o operador norma 11 · 11 tem-se: 
IIG(xk+l )li 
llskll 
II(Bk- B.)skll 11- G (xk+l) + G (x") + B.s"ll 
< llskll + llskll 
II(Ak- F'(x*))skll 11- G (xk+l) + G (x") + B.skll 
< llskll + llskll 
< II(Ak- F'(x*))skll + "Y max{llxk+l- x*ll llx"- x*ll}. 
llskll ' 
Usando a hipótese de que: 
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e 
lim (xk- x*) =O, k-+oo 
tem-se, 
Mas, pelo Lema 2.2 , existe uma constante positiva {3 tal que: 
. IIG(xk+l )li . llxk+l- x*ll }~~ llskll > }~~ {3 llskll 
. llxk+l- x*ll hm {3 -:-:----:,.--...:.:.._.,..,.-~-,-:.:...._ _ 
k-+oo llxk- x*ll + llxk+l - x*ll o > 
o que implica 
. llxk+l- x*ll hm =O, k-+oo llxk -x*ll 
e portanto { xk} converge a x* super linearmente. I 
2.3 Família LCSU para G(x) =O. 
Na maior parte de algoritmos práticos a matriz Ak+ 1 é calculada depois do 
cálculo de xk+l, usando Ak e a informação disponível de xk, xk+1 . Este é o caso 
de uma importante sub-classe de métodos quase-Newton: os métodos Least 
Change Secant Update, (LCSU) para resolver sistemas de equações não li-
neares. Nestes métodos, a atualização de Ak se faz minimizando alguma medida 
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razoável da mudança da aproximação da Jacobiana atual sujeita a que a nova 
aproximação satisfaça uma condição secante (e quiçá outras propriedades). 




( sk)t Aksk ' 
Martínez ([15]), desenvolveu uma teoria de convergência local para métodos tipo 
LCSU que inclui a teoria de Dennis e Walker ([3]) e cujas regras serão usadas 
nesta seção, para gerar a família do tipo LCSU para o sistema G(x) = O, 
com G dada por (2.1). Provaremos que esta família LCSU fornece algoritmos 
localmente convergentes e superlineares. 
Algoritmo 2.1 
Suponha que x 0 e A 0 são arbitrários. Para k = 1 , 2 · · · , xk+1 e Ak+l são 
gerados como segue: 
(2.19) 
Além das hipóteses gerais Al, A2, e A3, suponha como em '([15]) que: 
A4. Existe a 1 > O tal que, para todo x, y E IRn, existe A E V(x, y) que 
satisfaz 
liA- F'(x*)ll :::; a1a(x, y), (2.20) 
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onde, a(x, y) = max{llx- x*ll, IIY- x*ll}. 
A5. Existe a 2 >O tal que, para todo x, y E mn, A E V(x, y) 
IIAilx,y 
liA li 
< [1 + a2a(x, y)JIIAII, 




Martínez ([15]) demonstrou que uma matriz A gerada pela regra (2.19) e que 
satisfaz as hipóteses A4 e AS, pode deteriorar-se mas isto ocorre de forma 
controlada, o que é garantido pelos seguintes resultados: 
Lema 2.3: Suponha as hipóteses Al-AS. Existem a 3 , a4 > O tais que para 
todo x, y E B(x*, t:1), A E V(x, y), 
IIPx,y(A)- F'(x*)ll :S [1 + a(x, y)]IIA- F'(x*)ll + a3a(x, y). 
Prova: (Ver [15) .) 
Corolário 2.1 : Existe a 5 > O tal que 
IIPx,y(A)- F'(x*)ll :S liA- F'(x*)ll + nsllx- x*ll, (2.23) 
sempre que x, y E B(x*, t:1), A E B(F'(x*), ch) e IIY- x*ll :S llx- x*ll· 
Prova: (Ver [15) .) 
Estes dois resultados, além das hipóteses Al,A2 e A3, são fundamentais para 
garantir o seguinte Teorema: 
Teorema 2.3: Suponha as hipóteses AJ-AS e que a seqüência {Ak} está 
definida por {2.19}. Dado r E (0, 1) .existem i e 8 tais que, 
se llx0 - x*ll :Si e IIAo - F'(x*)ll :S 8, 
qualquer seqüência xk gerada por 
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está bem definida, converge a x* e para todo k = O, 1, 2, · · · 
llxk+l- x*ll ~ r llxk- x*ll· 
Além disso, para todo k, j =O, 1, 2, · · · existem constantes positivas a 6 e a 7 tais 
que: 
IIAk+i- F'(x*)ll < IIAk- F'(x*)ll + a611xk- x*ll· (2.24) 
IIAk+j- F'(x*)ll 2 < IIAk- F'(x*)ll 2 + et7llxk- x*ll (2.25) 
Prova: 
Suponha l E (0, fi), 8 E (0, 81), com fi e 8I os definidos no Lema 2.1, e 
A prova é feita usando indução sobre k . 
Para k = O, se llx0 - x*ll ~ l ~ fi e IIAo - F'(x*)ll < 8 < 8I. Pelo Lema 
2.1, x1 está bem definido e satisfaz 
Portanto, para k = O a tese do teorema é verdadeira. 
Suponha a hipótese indutiva para k- 1, i.e., 
se llxk-l - x*ll ~ l e IIAk-I - F'(x*)ll ~ 8, 
então xk. está bem definido e satisfaz 
llxk- x*ll ~ rllxk-I- x*ll· 
Mas, da última desigualdade tem-se: 
llxk- x*ll ~ rllxk-I- x*ll ~ rk f< f< fi, 
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e pelo Corolário 2.1, 
IIAk- F'(x*)ll < IIAk-1- F'(x*)ll + asllx"-1- x*ll 
k-1 
< J +as f" 2:: ri 
j=O 
00 
< J +as f" 2:: ri 
j=O 
- f 
< 8+as-- < 81 1-r 
Assim, pelo Lema 2.1, xk+1 está bem definido e satisfaz 
Provaremos por indução sobre j que 
j-1 
IIAk+i- F'(x*)ll :S IIAk- F'(x*)ll + asllxk- x*ll 2:: rm. 
m=O 
Para j = O o resultado é imediato usando o fato L:~~o = O . 
Suponha a desigualdade válida para j- 1. i.e., 
j-2 
IIAk+j-1- F'(x*)ll :S IIAk- F'(x*)ll + asllxk- x*ll 2:: rm. 
m=O 
De (2.23), tem-se 
Portanto, 
IIAk+i- F'(x*)ll < IIAk+j-1- F'(x*)ll + asllxk+i-1- x*ll 
IIAk+i- F'(x*)ll < IIAk+j-1- F'(x*)ll +as ri-1llxk- x*ll, 
j-1 
IIAk+i- F'(x*)ll :S IIAk- F'(x*)ll + asllxk- x*ll 2:: rm. 
m=O 
23 
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Assim, (2.24) segue desta última desigualdade com 
e (2.25) se deduz de (2.24) usando a limitação de IIAk- F'(x*)ll· I 
Teorema 2.4: Supondo as hipóteses do Teorema 2.3, 
lim IIAk+l - Ak li = O. 
k-too 
(2.26) 
Prova: É a mesma do Teorema 3.3 em ([15].) No entanto, para maior clareza 
do texto a apresentamos no que segue. Para simplificar a notação, 11 · llk = 
11 · llxbXk+I · 
Suponha que (2.26) não é verdadeira. Então existe um conjunto infinito K 1 de 
índices tal que 
IIAk+l- Akll ~ "/ > o' 
para todo k E K1 . Portanto por (2.21), 
[1 + a2a(xk,xk+1)]11Ak+l- Akllk ~ 'Y, 
para todo k E K 1 . Assim, para k suficientemente grande e k E K 1 , 
"/ IIAk+l - Akllk 2: 2. 
Logo, 
para todo k em um conjunto infinito de índices K 2 . 
(2.27) 
Sejam A e Âk as projeções de F'(x*) sobre V(xk,xk+l) com respeito às normas 
11 · 11 e 11 · llk , respectivamente. 
De (2.20) e do Teorema 2.3, tem-se 
IIÂ- F'(x*)ll :S a1llxk- x*ll· 
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Assim, por (2.21), 
IIÂ- F'(x*)llk < (1 + a2llxk- x*ll) a1llxk- x*ll 
< (1 + a2 t) a1llxk- x*ll = asllxk- x*ll, 
Portanto, pela definição de Ak , 
IIÂk- F'(x*)llk < asllxk- x*ll, 
logo, 
IIÃk - F'(x*)ll~ < a~ llxk- x* 11 2. 
Seja k E K2. De (2.29) e pelo Teorema de Pitágoras tem-se: 
IIAk+l- F'(x*)ll% - IIAk+l- Âkll~ + IIÂk- F'(x*)ll~ 




= IIAk- Âkll% -IIAk+l- Akll% +a~ llxk- x*ll 2. 
Assim, por (2.27), (2.28), e (2.29), 
2 
IIAk+l- F'(x*)ll% < IIAk- Âkll~-: +a~ llxk- x*ll2 
2 
< (IIAk- F'(x*)llk + IIF'(x*)- Âkllk)2- : 
2 
< (IIAk- F'(x*)llk + asllxk- x*ll)2 - : 
2 
< IIAk- F'(x*)llk + 2a~ llxk- x*ll2-: + 
2 as(1 + a2llxk - x* li) IIAk - F' (x*) llllxk - x* li 
2 
< IIAk- F'(x*)ll~ + agllxk- x*ll-: , 
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Portanto, existe k tal que para k E K 2 e k ~ k, 
2 
IIAk+l- F'(x*)ll~ ::; IIAk- F'(x*)ll~- ~ . 
Assim, por (2.21), (2.22) e o Teorema 2.3, tem-se que para k grande, 
IIAk+l - F'(x*)ll2 < (1 + a2llxk- x* II)2IIAk+I - F'(x*)ll~ 
< (1 + a2llxk- x*ll)2 (l1Ak- F'(x*)ll~- ~2 ) 
< (1 + a2llxk- x*ll)2 [(1+ 
a2llxk- x*II)2IIAk- F'(x*)ll2- ~2 ] 
2 
< IIAk- F'(x*)li- J6 , (2.30) 
Seja k0 ~ k tal que, para todo k ~ ko , 
(2.31) 
onde a7 é definido por (2.25). 
Defina: 
K3 = {k E K2 : k ~ k0 } = {kb k2, k3 , • • ·}, ki < ki+1, i= 1, 2, 3, · · ·. 
Então para todo j = 1, 2, 3, · · · , tem-se, por (2.29), 
2 
IIAki+l - F' (x*) 11 2 ::; IIAk1 - F' (x*) W - J6 . (2.32) 
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Por (2.25), (2.31) e (2.32), 
IIAkHI - F'(x*)ll2 < IIAkHI - F'(x*)ll2 + a1llxk- x*ll (2.33) 
2 
< IIAkj - F'(x*)W- ; 2 . 
A desigualdade, (2.31) é satisfeita para todo j = 1, 2, 3, · · ·. Portanto: 
2 
IIAki - F'(x*)ll 2 ::; IIAki - F'(x*)W- (j- 1) ; 2 . (2.34) 
Mas, de (2.32) tem-se IIAki - F'(x*)ll2 <O para j suficientemente grande, o que 
é uma contradição . I 
Com este resultado pode-se derivar uma condição suficiente para convergência 
superlinear, como mostra o Teorema 2.5. 
Teorema 2.5: Suponha as hipóteses A1-A5, as seqüências {Ak} e {xk} 
geradas por (2.19} e por 
xk+l = xk - Bi:l G (xk)' 
respectivamente, com Bk gerada como em (2.3} e limk-+oo xk = x*. 
Além disso, se 
lim II(Ak+l- F'(x*))skll = O 
k-too llskll 
então a seqüência { xk} converge superlinearmente a x* . 
Prova: 
É uma aplicação direta dos Teoremas 2.2 e 2.4. i.e., 
(2.35) 
(2.36) 
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Ma.s, do Teorema 2.4 e da hipótese (2.34), tem-se que a expresão da direita 
da última desigualdade é zero. Assim, 
lim II(Ak- F'(x*))skil = 0 k-too jjsk li 
e pelo Teorema 2.2, a seqüência {xk} converge superlinearmente a x*. I 
De acordo com o que foi feito nesta seção, a família LCSU gerada por (2.19) 
fornece algoritmos localmente convergentes e superlineares sob as hipóteses Al-
AS. Isto é garantido no seguinte Teorema. 
Teorema 2.6: Suponha as hipóteses A1-A5 e que as seqüências {xk} e 
{ Ak} são geradas por 
e (2.19) respectivamente, com Bk gerada como em (2.3). 
Dado r E (0, 1) existem { e J tais que, se 
llx0 - x*ll ~ { e IIAo - F'(x*)ll < J, 
a seqüência { xk} converge local e linearmente a x* e se 
lim II(Ak+l- F'(x*))skll = O, 
k-too jjskll 
então a convergência é superlinear. 
Prova: é uma aplicação direta dos Teorema 3, 4 e 5. I 
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Reformulação do PCN usando a 
função de Fischer 
É facil ver que resolver o PCN é equivalente a resolver o sistema de equações 
não lineares 
<I>(x) =O, (3.1) 
onde a função <I> : mn ----t mn é dada por: 
(3.2) 
sendo que, para cada i = 1, · · ·, n , 
Se para algum i, 1 ~ i ~ n, xi = fi(x) = O, a função <I> não é diferenciável em 
x. 
O objetivo deste capítulo é desenvolver e analisar métodos para resolver o PCN 
usando sua reformulação baseada na função de Fischer, ( 3.1). 
29 
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Dado x 0 E !Rn uma aproximação inicial, o algoritmo quase-Newton genérico 
estudado neste capítulo é dado por 
xk+I = xk _ B'kl <I>(xk), 
onde, 
sendo que 




[Ak] 1 ) 
onde, { e1 , • • ·, en} é a base canônica de mn, Ak = [A~]n é uma aproxi-
mação qualquer da Jacobiana de F em xk e zk E !Rn é tal que zf # O, se 
x~ = fi(xk) =O. 
Pela definição de [Bk]i para o caso x~ #O ou fi(xk) #O, tem-se: 
Analogamente ao que foi feito no Capítulo 2 para o sistema G(x) = O, neste 
capítulo desenvolvemos uma família do tipo Least Change Secant Update 
{LCSU), para o sistema <I>(x) = O, que é gerada de acordo com as regras 
introduzidas por Martínez ([15]). Além disso, provamos que a família LCSU 
fornece algoritmos localmente convergentes e superlineares. 
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3.1 Preliminares 
Como foi dito na introdução do capítulo, a função ~ não é diferenciável em x , 
se xi = fi(x) =O, para algum i, 1:::; i:::; n. 
Observe que a função l/J que define cada uma das componentes de ~(x) é di-
ferenciável para qualquer (a, b) =/= (0, O) . Além disso, a derivada de ljJ, 'V ljJ, é 
Lipschitz contínua i.e, existem 7], f > O, tais que: 
II'Vl/J(a, b) -'VljJ(c, d)ll :::; 7JII(a-b, c-d)JJ, (3.4) 
para todo (c, d) E B ((a, b); t). 
Se D<fl denota o conjunto de pontos onde ~ é diferenciável então o B-Jacobiano 
generalizado,1 OB ~(x), é definido da seguinte forma: para qualquer X E JRn, 
O conjunto 8B ~(x) é compacto e não vazio. ([21]) 
De Luca, Facchinei e Kanzow ([2]), dão um procedimento para calcular um ele-
mento de OB ~(x), e provam que, o elemento que constroem pertence a OB ~(x). 
A idéia da prova é aplicar a definição de 8B ~(x); para isto eles constroem uma 
seqüência de pontos onde~ é diferenciável e tal que a seqüência das Jacobianas 
nesses pontos converge à matriz que eles construíram. 
A forma da seqüência por eles proposta é: 
fl = X+ fkZ (3.5) 
onde { tk} é uma seqüência de números positivos convergindo a zero e z é o vetor 
da definição de [Bk]i. 
1 Este conceito foi introduzido em ([21]). 
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Usando a seqüência {1i}, eles provam que no limite a seqüência de Jacobianas 
{<I>' Ol)} converge a 





( x _ 1) T + ( /;(x) _ 1) [!'( )] il(x;,J;(x))ii2 e, li(x;,/;(x))ll2 i X ' 
Assim, para cada 1 :::; i :::; n, 
(3.7) 
Seguindo o que foi feito em ([2]) e definindo a seqüência 
onde x* é solução do PCN, podemos provar que a matriz: 
(3.8) 
onde para todo i= 1, · · ·, n : 
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J;(x*)z 
é um elemento de BB <I>(x*). Assim, no limite, a seqüência { <I>'(yk)} converge a 
B. e portanto, para cada 1 ::; i ::; n, 
(3.9) 
Estas matrizes B. formam um conjunto infinito já que existem infinitas possi-
bilidades para o vetor z E IRn. Chamaremos tal conjunto de z .. Assim, 
z. = {B.(z) : Zi =I= O, se x; = fi(x*) =O} . (3.10) 
Provaremos a seguir que z. é um conjunto compacto. Como estamos traba-
lhando num espaço de dimensão finita então basta provar que z. é limitado e 
fechado. 
1. Observe que z. c aB<I>(x*)' e portanto z. é limitado. 2 
2. Vamos supor, sem perda de generalidade, que as primeiras m componentes 
de x* são degeneradas. 
Se z E mn é tal que as primeiras m componentes são não nulas então existe 
uma seqüência {zr} de pontos de mn tal que as primeiras m componentes de 




Seja {B:} uma seqüência infinita de matrizes contida em z. que converge para 
uma matriz B . Da definição das B. tem-se que cada uma das linhas de n: é 
uma função contínua. Então, denotando a i-ésima linha de n: por [ B:]i , para 
2âB<l>(x*) é um conjunto compacto em /Rnxn. 
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simplicidade de notação, temos: 
li mr-+oo [ B;] 1 
onde, para i= 1, 2, · · ·, m, 
[( Zi ) r ( ff(x*)z ) '( *)] = ll(zi, ff(x*)z)il2 - 1 ei + ll(zi, fi(x*)z)ll2 - 1 fi x · 
e, para i = m + 1, · · · , n , 
[B-] 1. [Br] { -ei se O= x; < fi(x*) i = 1m * i = f'( *) f ( ) r-+oo - i x se O = i x* < x; 
Assim, a matriz B E z. e portanto z. é fechado. 
Logo, por 1. e 2. o conjunto z. é compacto. 
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3.2 Hipóteses Locais 
Hl. x* E !Rn é tal que cf>(x*) =O. 
H2 . Existem f, f > O , tais que: 
IIF'(x)- F'(x*)ll :::; f llx- x*ll· 
para todo x E B (x*, f). 
H3 . Todas as matrizes de z. são não singulares. 
Da hipótese H3 e pela compacidade de z. , tem-se que existe uma constante 
positiva J.l tal que para toda B.(z) E z. : 
3.3 Resultados de Convergência 
A seguir apresentamos dois Lemas , que serão de utilidade na demonstração do 
Teorema 3.1. 
Lema 3.1: Seja F: mn ---+ mn, F E C1 cuja Jacobiana satisfaz a hipótese 
H2. Sejam f, 8 2: O dados e sejam B e B definidas por (3. S) e {3. 6 ), respec-
tivamente. Então para cada x E B(x*,f), A E B(F'(x*),8), 
existem constantes T 2: 2 e 8 2: O tais que 
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Prova 
Assim como no Capítulo 2 usaremos aqui, 11·11 = ll·lloc. 
Sejam: 
02 - {i : X i = fi (X) = Ü} . 
Usando (3.3) e (3.6 ), tem-se: 
onde, 
( 
[B] 1 ~: [B-] 1 ) ' IIB-BII= 
[B]n- [B]n 
{ 
( fi(x) - 1) ([A] - f~(x)) 
- li(x;,/;(x))lb i t ' [B]i- [B]i = 
(ai- õ:i)ef + (f3i- l)[A]i- (jji- l)f;(x), 
Sejam, 
36 
se i E r1 
se i E r2, 
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1Pela definição de 11 · lloo, temos duas situações para analisar: 
L IIB- Bll = ll(ll(x/);c~m2 - 1)([A]i- fj(x))lll · 
2. IIB- Bll = ll(ak- ãk)ef + ((Jk- 1)[A]k- (i3k- 1)/~(x)lh 
No primeiro caso usando propriedades das normas temos: 
IIB-BII < ll(x}:j;~~))II 2 II[A]j- Jj(x)lh + II[AL- !j(x)lh 
< 2II[AL- /j(x)ll1 
< 2 (II[A]i- Jj(x*)lh + 11/j(x*)- /j(x)lh) 
< 2n (II[A]i- Jj(x*)ll + llfj(x*)- Jj(x)ll) 
< 2n(b+!'f), 
onde, 1' 2 1 existe pela hipótese 2. 
Portanto, existem constantes T = 2 e J = n (b + 1' f), tais que: 
IIB- E li ~ T J. 
No segundo caso, usando a desigualdade triangular, temos 
IIB- Bll ~ ll(ak- ãk)eflh + ll(fJk- 1)[A]k- (i3k- 1)/~(x)lh · (3.12) 
O primeiro termo do lado direito de (3.12) pode limitar-se assim: 
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ll(ak- ak)eflh -
11 cl(z,, [~J.z)lb - ll(z,, ~·(x)zll,) erll, 
< I llll(z.,jk{x)zll, -l[(z., [A[,z)[l'lll Til 
zk ll(zk, [A]kz)ll2i1(zk, /k(x)z)ll2 ek 1 
< I I 11(0, fk(x)z- [A]kz)ll2 
Zk ll(zk, [A]kz)ll2ll(zk, /~(x)z)ll2 
-
I I I[A]kz- Jk(x)zl 




< II[A]k- /~(x)ll2llzll2 ll(zk, [A]kz)ll2 
< 
II[A]k- fk(x)lh llzll2 
ll(zk, [A]kz)ll2 
logo, 
ll(ak- ãk)eflh ::; n (8 + !'t) ll(zk,ll[~~:z)ll2 . (3.13) 
Agora, o segundo termo do lado direito de (3.12): 
(3.14) 
Mas, II[A]k- fk(x)lh ::; n (8 + it), onde, 1' 2 1 existe pela hipótese H2. Logo, 
se Ek = [A]k - fk(x) então [A]k = fk(x) + Ek, com IIEih ::; n (8 + !'t) e pela 
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continuidade do produto interno: 
então, (3.14) pode escrever-se assim: 
Logo, 
IJHx)zl ll(zkl fHx)z)ll2- ll(zk,' [A]kz)lb III[A]klh 
ll(zk, [Ahz)ll211(zk, Jk(x)z)ll2 
iEkzl lfk(x)zl 
+ ll(zk, [A]kz)II211[A]klh + ll(zk, fk{x)z)ll21k:klh + llcklh < 
Por (3.12), (3.13) e da última desigualdade tem-se: 
39 
(3.15) 
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Assim, existem 
T ~ 2, 
tais que, 
IIB- Bil ~ TJ' 
com o que fica provado o Lema 3.1 . I 
Lema 3.2: Para cada X E mn, A E mnxn, seja 
w(x, A) = X - B-1 <I>(x)' (3.16) 
onde 
sendo que 
Seja r E (0, 1). Então existem fi, 8I ~O tais que, 
se llx - x*ll <fi e liA - F'(x*)ll ~ 8I, 
a função \ll(x, A) está bem definida, e satisfaz 
11\ll(x, A) - x*ll ~ r llx - x*ll· 
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Prova 
Nesta prova se usa 11 · 11 = 11 · lloo. Seja fi >O tal que para todo i= 1, · · ·, n, 
se fi(x*) > x; então fi(x) > Xi, 
se fi(x*) < x; então fi(x) < Xi, 




- 16 "Y' r T J..t ' 
onde J..l é dado na hipótese H3 para 11 · lloo, i 2: 1 e T são as constantes do 
Lema 3.1. Seja r = n rl (1 + K 1)' com r/2: 1' K 1 2: 1' que existem por (3.4) 
e porque F E CI, respectivamente. 
Seja ainda (h~ I 6:1J. Sejam x E B(x*,ti), A E B(F'(x*),8I), B matriz asso-
ciada a A pela regra (3.3), B. matriz associada a F'(x*) pela mesma regra e B 
definida no Lema 3.1 . Temos que: 
IIB- B.ll ~ IIB- Bll + IIB- B.ll· (3.17) 
Usando o Lema 3.2, o primeiro termo do lado direito de (3.17) pode limitar-se 
da seguinte forma: 
(3.18) 
Para limitar o segundo termo de (3.17), observemos o seguinte: 
Pela definição de 11 · 11 = 11 · lloo , 
IIB- B.ll = m~x {II[BL- [B.]ilh} · l:::;J:::;n 
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Para cada 1 ::; 'i ::; n, usando (3. 7), (3.9 ), a continuidade da norma e a conti-
nuidade de F, assim como a continuidade Lipschitz de V ÇJ, temos: 
II[B]i- [B.]ilh < n II[B]i- [B.]ill 
- n klim IIVc;)(yf, /i(i/))- Vc;)(yf, fi(Yk))ll 
-700 
< n r/ (1 + K,1 ) llx - x*ll = r fi l 
Assim, 
IIB- B.ll < r 
Logo, de (3.17), (3.18), e (3.19) temos que: 
3r 1 IIB - B 11 < - < -• - 16j.t 2j.t 
Portanto, pelo Lema de Banach, B-1 existe e além disso, 
Subtraindo x* de (3.16) e aplicando o operador norma 11·11 tem-se: 
(3.19) 
(3.20) 
ll'll(x, A)- x*ll - ll(x- x*)- B-1 <I>(x) + B-1 B.(x- x*)- B-1 B.(x- x*)ll 
_ 11(1- B-1 B*)(x- x*)- B-1 [<I>(x)- <I>(x*)- B.(x- x*)JII 
< IIB-1 11 [IIB- B*llllx- x*ll + II<I>(x)- <I>(x*)- B.(x- x*)IIJ 
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< 2 [~ II<I>(x)- <I>(x*)- B.(x- x*)ll]ll _ *li J.L 16J.L + llx-x*ll x x {3.21) 
Mas, 
II<I>(x)- <I>(x*)- B.(x- x*)ll 
llx- x*ll 
< II<I>(x)- <I>(x*)- B(x- x*)ll + IIB _ B.ll 
llx- x*ll 
onde, B E aB<I>(x). Assim3 para qualquer p >o existe f >o tal que 
llx _ x*ll <_c II<I>(x)- <I>(x*)- B(x- x*)ll < 
._ ==> llx- x*ll - p. 
Em particular, dado p = 4r~-' , existe Er > O tal que 
llx- x*ll ::S: Er II<I>(x) - <I>(x*) - B(x- x*)ll r =} < -. llx - x* li - 4J.L 
Logo, 
II<I>(x)- <I>(x*)- B.(x- x*)ll < 
llx- x*ll 
r - r r 5 
- + IIB- B 11 < - +-=-4J.L * - 4J.L 16 J1 16J1 
Finalmente, de (3.21) e da última desigualdade: 
ll\ll(x, A)- x*ll < 2J1 [~ + ~]11x- x*ll 16J1 16 J.L 
- rllx-x*ll, 
3Qi [1994], provou que se H é semisuave em x, 
lim IIH(x+h)-H(x)-Bh11_ 0 
(z+h)-+z llhll - ' 
para toda matriz Ê E 8BH(x). 
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com o que fica provado o Lema 3.2 . I 
Teorema 3.1 : {Das duas vizinhanças) Dado qualquer r E (0, 1) existem 
t, 6 > O tais que, 
se llx0 - x*ll :::; t e IIAk - F'(x*)ll :::; 6, para todo k, 
a seqüência {xk} gerada por 
xk+l = xk - B-;;1 <I> (xk)' 
está bem definida, converge a x* e satisfaz 
Prova do Teorema 3.1 
Considerando a função 'W(x, A) = x- B- 1<I>(x) definida em (3.16 ), onde B é 
gerada por (3.3), tem-se: 
xk+1 = 'W(x", Ak), k =O, 1, 2, · · ·. 
Sejam t 1 e 61 os mesmos definidos no Lema 3.2 e suponha t E (0, ti), 6 E 
(0, 61). 
Para k =O, se llx0 - x*il:::; t:::; t1 e IIAo - F'(x*)ll :::; 6:::; 61, pelo Lema 3.1, 
x 1 está bem definido e satisfaz 
Portanto, para k =O a tese do Teorema 3.1 é válida. 
Suponha a hipótese indutiva para k- 1, i.e., 
se lixk-1 - x*ll :::; t , como IIAk-1 - F'(x*)ll :::; 6, 
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então xk está bem definido e satisfaz 
Da última desigualdade tem-se: 
Assim, pelo Lema 3.2, xk+1 está bem definido e satisfaz 
llxk+l- x*ll ::; rllxk- x*ll, 
com o que fica provado o Teorema 3.1,. I 
Teorema 3.2 Suponha as hipóteses Hl, H2 e H3 e que para algum x 0 
qualquer seqüência de pontos gerada por 
onde Bk é gerada como em (3.3}, satisfaz limk-+oo xk 
como em (3.3} e sk = xk+l - xk. 
Se 
lim II(Ak- F'(x*)) skll = 0 k-too llskll 
então a seqüência { xk} converge superlinearmente a x* . 
O seguinte Lema será útil na prova do Teorema 3.2. 
(3.22) 
x* . Definimos Ak , 
Lema 3.3 Suponha as hipóteses Hl, H2, e H3 . Então existem f, 17 > O 
tais que, se llx - x* li < f então 
II<I>(x)ll ~ 1711x- x*ll· 
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Prova: 
lix- x*ll = II(B.)-1 B.(x- x*)ll 
:S IIB;1 IIIIB. (x - x*) li 
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(3.23) 
Conforme à demonstração do Lema 3.1, para qualquer p > O existe t > O tal 
que se llx - x* li < t: então 
Assim, 
II<I>(x) - <l>(x*)- B.(x- x*)ll 
llx- x*ll < p. 
lim II<I>(x)- <l>(x*)- B.(x- x*)ll = 0 
x-+x* llx - x* li . 
Por (3.24) e usando a hipótese Hl: 
Logo, 
Mas, 
lim II<I>(x)- B.(x- x*)ll =O. 
x-+x* IIB;1 IIIIB.(x- x*)ll 
lim II<I>(x)- B.(x- x*)ll =O. 
x-+x* IIB.(x- x*)ll 
III<I>(x)ll -IIB.(x- x*)lll ::; II<I>(x)- B.(x- x*)ll; 
de (3.24), dado p =~existe t >O tal que, se O< llx- x*ll :S t: então 
1 II<I>(x)ll- IIB.(x- x*)ll 1 
-- < < -




1 1 II<I>(x)ll 2: 2IIB.(x- x*)ll 2: 2 JLIIx- x*ll, (3.26) 
onde, a última desigualdade obtém-se de (3.25) e da hipótese H3. 
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Portanto, a tese do Lema 3.3 segue de (3.26), com ry = ~ Jl. I 
Prova do Teorema 3.2: Suporemos que xk E B(x*, E I}, para todo k e 
que 11 · 11 = 11· lloo · 
Seja 
com esta notação 
(3.27) 
De (3.3) e pela hipótese H3, para cada Bk existe uma B. tal que 
(3.28) 
onde, 
o x; =O e fi(x*) > O 
-([AL- JI(x*)) 
ai = ll(zi, [A]iz)ll2' 
(J _ [A]iz 
1 
- ll(zi, [ALz)ll2' 
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Assim, de (3.27) e (3.28), conforme a demonstração do Lema 3.1: 
De (3.22), tem-se 
O - Bk sk + 4> (xk) 
-4>(xk+1) - (Bk- B:)sk- 4>(xk+1 ) + 4>(xk) + B: sk. (3.29) 
Multiplicando (3.29) por llskll- 1 e aplicando o operador norma 11 ·li tem-se: 
ll4>(xk+l) li 
llskll 
< II(Bk- B:)skll 11- 4> (xk+1 ) + 4> (xk) + B:skll 
llskll + llskll 
< II(Ak-F'(x*))skll ll-4>(xk+1)+4>(xk)+B:skll 
llskll + llskll 
< II(Ak -~~~~~r))skll + 'Y max{llxk+l- x*ll, llxk- x*ll}. 
Usando a hipótese 
e 
lim (xk- x*) = O, k-+oo 
tem-se, 
Mas, pelo Lema 3.3 , existe uma constante positiva rJ tal que: 
. llci>(xk+1 )11 . llxk+l- x*ll 
hm 11 kll 2: kl-+Imoo rJ llskll . k-+oo S 
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Então, 
o que implica 
. llxk+l- x*ll O > h m rJ ~=--....;.;_-:-:----:-:---,-....;.;...-__,.,. 
k-+oo llxk- x*ll + IJxk+l- x*ll 
llxk+l_x•lf 
I. llx'-x·ll 1m rJ -....!"-::-:-:-:!'------,... 
k-+oo 1 + llxk+l-x•ll ' 
llxk-x•ll 
llxk+l- x*ll lim O, 
k-+oo llxk -x*ll 
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e portanto { xk} converge a x* superlinearmente. I 
3.4 Família LCSU para <I>(x) =O. 
De forma análoga ao que fizemos no Capítulo 2 para o sistema G(x) = O, 
geraremos uma família do tipo LCSU para o sistema <I>(x) = O, com <I> dada 
por (3.1). Para isto, usaremos as regras gerais da teoria de convergência local 
desenvolvida por Martínez [refmm1) para métodos tipo LCSU. Além disso, 
provaremos que a família LCSU fornece algoritmos localmente convergentes e 
super lineares. 
Algoritmo 3.1 
Suponha que x 0 e Ao são arbitrários. Para k = 1, 2 · · · , xk+1 e Ak+l sao 
gerados como segue: 
(3.30) 
Além das hipóteses gerais Hl, H2, e H3, suponha como em [15) que: 
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H4. Existe o-1 > O tal que, para todo x, y E JRn, existe A E V(x, y) que 
satisfaz 
liA- F'(x*)ll ::; a1a(x, y), 
onde, a(x, y) = max{llx- x*ll, IIY- x*ll}. 
H5. Existe o-2 >O tal que, para todo x, y E JRn, A E \'{x, y) 
IIAIIx,y 
liA II 
< [1 + a2a(x, y)JIIAII· 




Martínez {[15]), demonstrou que uma matriz A gerada pela regra {3.30) e que 
satisfaz as hipóteses H4 e H5, pode deteriorar-se mas isto ocorre de forma 
controlada, o que é garantido pelos seguintes resultados: 
Lema 3.4 Suponha as hipóteses Hl-H5. Existem a-3 , o-4 > O tais que para 
todo x, y E B(x*, f 1 ), A E V(x, y), 
IIPx,y(A)- F'(x*)ll ::; [1 + a(x, y)]IIA- F'(x*)ii + 0'3a(x, y). 
Prova: (Ver [15]). 
Corolário 3.1 : Existe a-5 > O tal que 
IIPx,y(A)- F'(x*)ll ::; liA- F'(x*)ll + osllx- x*ll, (3.34) 
sempre que x,y E B(x*,fi),A E B(F'(x*),8I) e IIY- x*ll::; llx- x*ll· 
Prova: (Ver [15]). 
Estes dois resultados, além das hipóteses Hl, H2 e H3, são fundamentais para 
garantir o seguinte Teorema: 
Teorema 3.3: Suponha as hipóteses Hl-H5 e que a seqüência {Ak} está 
definida por (3.30). Dado r E (0, 1) existem t e J tais que, 
se llx0 - x*ll ::; t e IIAo - F'(x*)ll ::; J, 
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qualquer seqüência Xk gerada por 
xk+1 = xk - B-;;1 ~ (xk)' 
está bem definida, converge a x* e para todo k = O, 1, 2, o o o 
Além disso, para todo k, j = O, 1, 2, o o o existem constantes positivas a 6 e a7 tais 
que: 
IIAk+i- F'(x*)ll < IIAk- F'(x*)ll + a611xk- x*llo 
IIAk+j- F'(x*)ll 2 < IIAk- F'(x*)ll 2 + a1llxk- x*ll 
(3035) 
(3036) 
Prova: Suponha l E (0, t:1), J E (0, <h), com t:1 e c51 os definidos no Lema 
3.2, e 
- l 
c5 + as -- < 6"1 1-r 
A prova é feita usando indução sobre k o 
Para k =O, 
se llx0 - x*ll :S l :S t:1 e IIAo - F'(x*)ll :S J :S Ó1, 
então, pelo Lema 3.2, x1 está bem definido e satisfaz 
Portanto, para k = O a tese do teorema é verdadeira o 
Suponha a hipótese indutiva para k- 1, i.eo, 
se llxk-1 - x* li :S l e IIAk-1 - F' (x*) li :S J, 
então xk está bem definido e satisfaz 
llxk- x*ll :S rllxk-1 - x*llo 
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Mas, da última desigualdade tem-se: 
llxk - x* li :::; rllxk-1 - x* li :::; rk f < f < fi , 
e pelo Corolário 3 , 
IIAk- F'(x*)ll < IIAk-1- F'(x*)ii + asllxk-1- x*ll 
k-1 
< J + a 5 f: L ri 
j=O 
00 
< J + a 5 f: L ri 
j=O 
- f 
< 8 +as--< 81 1-r 
Assim, pelo Lema 3.2, xk+1 está bem definido e satisfaz 
Provaremos por indução sobre j que 
j-1 
IIAk+j- F'(x*)ll :::; IIAk- F'(x*)ll + asilxk- x*ll L rm. 
m=O 
Para j = O o resultado é imediato usando o fato de que 2::~~0 = O . 
Suponha a desigualdade válida para j - 1 , i.e., 
j-2 
IIAk+j-1- F'(x*)ll :::; IIAk- F'(x*)ll + etsllxk- x*ll L rm. 
m=O 
De (2.35), tem-se 
Portanto, 
IIAk+i- F'(x*)ll < IIAk+j-1- F'(x*)ll + asiixk+j-1 - x*ll 
IIAk+j- F'(x*)ll < IIAk+j-1- F'(x*)ll +as rj-1llxk- x*ll, 
j-1 




Assim, (3.35) segue desta última desigualdade com 
as 
a6= --, l-r 
e (3.36) se deduz de (3.35) usando a limitação de I!Ak - F'(x*)ii· 
Teorema 3.4 : Sob as hipóteses do Teorema 3. 3, 
lim IIAk+l- Akll = O. 
k-+oo 




Com este resultado pode-se derivar uma condição suficiente para convergência 
superlinear, como mostra o seguinte Teorema: 
Teorema 3.5: Suponha as hipóteses Hl-H5, as seqüências {Ak} e {xk} 
geradas por {3.30} e por 
xk+l = xk - BJ;l 4> (xk) ' 
respectivamente, com Bk gerada como em (1.3} e limk-+oc xk = x*. 
Além disso, se 
lim II(Ak+l- F'(x*))skii = O 
k-+oc llskll 
então a seqüência { xk} converge superlinearmente a x* . 
Prova: 
É uma aplicação direta dos Teorema 3.2 e 3.4. i.e., 
(3.38) 
(3.39) 
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Mas, do Teorema 3.4 e da hipótese (3.39), tem-se que a expresão da direita 
da última desigualdade é zero. Assim, 
lim II(Ak- F'(x*))skll = 0 k-too llsk li 
e pelo Teorema 3.2, a seqüência {xk} converge superlinearmente a x•. 
De acordo com o que fizemos nesta seção, a familia LCSU gerada por (3.30) 
fornece algoritmos localmente convergentes e superlineares sob as hipóteses Hl-
H5. Isto é garantido no seguinte Teorema: 
Teorema 3.6: Suponha as hipóteses Hl-H5 e que as seqüências {xk} e 
{ Ak} são geradas por 
(3.40) 
e {3.30} respectivamente, com Bk gerada como em {3.3}. 
Dado r E (0, 1) existem t e 8 tais que, se 
llx0 - x*ll ~ t e IIAo - F'(x*)ll ~ é5, 
a seqüência { xk} converge local e linearmente a x• e se 
(3.41) 
então a convergência é superlinear. 
Prova: 
É uma aplicação direta dos Teorema 3.3, 3.4 e 3.5. 
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A hipótese de não singularidade 
Uma das hipóteses sob a qual foi desenvolvida a teoria de convergência local, 
nos Capítulos 2 e 3, é a não singularidade das matrizes de oBG(x*) e z. C 
[)B<I>(x*), respectivamente. Esta hipótese é conhecida como a hipótese de BD-
regularidade das funções G e <I> na solução x* . 
Observe que estamos supondo BD-regularidade da função <I> só num subcon-
junto do [)B<I>(x*), que logicamente é uma hipótese mais fraca que pedir BD-
regularidade em todo o [)B<I>(x*) . 
Neste capítulo mostraremos que sob a hipótese de BD-regularidade de G em 
x* é possível encontrar elementos singulares em z. c aB <I> ( x*) . Esta situação 
é ilustrada com o primeiro exemplo do capítulo e generalizada para o caso 
n = 2. No caso de n qualquer, sob certas hipóteses, apresentamos uma condição 
suficiente para ter elementos singulares em Z. C OB<l>(x*). 
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Iniciamos dando resposta à seguinte pergunta: 
Se todas as matrizes de 88 G(x*) são não singulares então todas as matrizes em 
z. C 88 <I>(x*) são não singulares. ? 
A resposta é: não necessariamente. Ilustramos este fato nos seguintes exemplos: 
Exemplo 1: Seja: 
F: R2 
X 
x* = (1, Of é solução degenerada do PCN associado a F, já que 
xi > !I(x*)=O, 
x; = h(x*) =O. 
Assim, 
As matrizes em 88 G(x*) são não singulares. Pelo que foi feito no Capítulo 3, 
sabemos que Um elemento de Z. C 8B <J>(x*) tem a forma: 
B.(z) = ( -1 -3 ) 
(a- 1)er + (,8- 1) (1, 1) 
com a 2 + ,82 = 1 , sendo que 
Z2 Z2 
ll(z2, /2(x*)z)ib - li(z2, Z1 + z2)ll2 
,8 
f~(x*)z 
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1 e z E m2 é tal que z2 =/=O já que x2 = h(x*) =O. 
( 
-1 -3 ) B.(z) 
(~ -1)ef+ (~ -1) (1, 1) 
ou seja 
que é uma matriz singular. 
Portanto, existe pelo menos um elemento singular em z. c 88 4l(x*) . 
O segundo exemplo se enquadra nos problemas para os quais sob a hipótese 
de não singularidade dos elementos de BBG(x*), temos todos os elementos de 
Z. C 8Bcfl(x*) também não singulares. 
Exemplo 2: Seja: 
F: R2 
X 
x* = (1, Of é solução degenerada do PCN associado a F, já que: 
x~ > !1(x*) =O 
x; = !2(x*) =O 
Assim: 
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Observe que as matrizes em 88 G(x*) são não singulares. 
Novamente temos que toda B.(z) E z. C ân «<>(x*) é da forma: 
B.(z) = ( -2 -1 ) 
(a- 1)ef + (,8- 1)(1, 1) 




e z E JR2, tal que z2 ::/=O já que x2 = h(x*) =O. 
( 
-2 -1 ) 
B.(z) (i- 1)ef + (t- 1)(1, 1) 
( 
-2 -1 ) 
B.(z) = -~ -i , 
que é uma matriz não singular. 
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Mas, será que B.(z) é não singular para toda B.(z) E z. C ân «<>(x*) ? A 
resposta é sím!. 
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Felizmente, no caso n = 2 podemos dar uma condição necessária e suficiente que 
nos permite saber se existem elementos singulares ou não em z. C 88 ci>(x*), 
dado que todos os elementos de â8 G(x*) sejam não singulares. 
Seja F : R2 ---+ JR2 , F E C1 e x* uma solução degenerada do PCN. Em 
particular e sem perda de generalidade, consideraremos a situação: 
xi > !I(x*)=O 
x* 2 h(x*) =O, 
para a qual, G(x*) = O e ci>(x*) = O. 
As funções : G , <I> : JR2 ---+ JR2 estão definidas por: 
e 
G (x) = ( m~n {x1, h (x)} ) 
mm{x2,!2(x)} 
ci>(x) 
sendo que, para i = 1, 2, 
Assim: 
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Teorema 4.1 :Sejam F : R2 --t /R2 , F E C1 , G e <I> definidas como em 
(4.1} e (4.2). Se todas as matrizes de aBG(x*) são não singulares então existem 
matrizes singulares em z. c aB<I>(x*) se e somente se 
1. bu e det(B) têm sinais opostos. 
2. ( b12 , b22) = p (O , 1) com p < O . 
Prova: 
Pela hipótese de não singularidade dos elementos de aB G(x*) temos que 
det(B) #O, o que implica: 
bu # O 
bn b22 # b12 b21 . 
Agora, 
[3 = ( -bu 
(o- l)ef + 
Nosso interesse é, sob a hipótese de não singularidade dos elementos de BBG(x*), 
encontrar um critério que permita decidir se existem ou não elementos singulares 
em z. c aB <I>(x*). Podemos então perguntar o seguinte: 
Existirá >. E IR tal que 
(4.4) 
Em primeiro lugar, suponhamos (b21, b22) # p (0, 1). com p #O. 
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De (4.4), tem-se: 
{3 (4.5) 
(4.6) 
De o:2 + {32 = 1, (4.5) e (4.6): 




c = 1. 
O valor do discriminante de p(À) é 
b2- 4ac = 8 (bn b12- bil b22) 
b21 b~l (4.7) 
bn 
- 8 b2 det(B) . 
21 
(4.8) 
Portanto, se b11 e det(B) têm sinais opostos1 existem valores reais de À que 
satisfazem (4.4) i.e., existem elementos singulares em Z* C 8B cl>(x*). 
1det B =/:-O pela hipótese de não singularidade dos elementos de ÔBG(x*). 
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B.(z) = -bl2 ) 
(a- 1) +(f) -1)p 
assim, det(B.(z)) = b11 (1- a- f)p + p). 
Assim det(B.(z)) =O se e somente se2 : 
(1-a-f)p+p)=O, 
i.e., se e somente se 
Q - (1 + p)- f)p. 
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(4.9) 
Substituindo esta expressão em a 2 + !32 = 1 , temos um polinômio de segundo 
grado em (3 cujo discriminante é - Bp. Portanto, det(B.(z)) = O se e somente 
se p < O, o que conclui a prova do Teorema 4.1. I 
Mas, BD-regularidade de <I> em x* implica BD-regularidade de G em x* , isto é 
formalizado no seguinte Lema . 
Lema 4.1: Sejam F: R 2 ~ m2 , F E C1 , G e <I> definidas como em (4-1) 
e (4.2). Se todas as matrizes de Z* são não singulares então todas as matrizes 
em âBG(x*) são não singulares. 
Prova: Dado que qualquer matriz B E ÔB G(x*) pode ser vista como- B.(z) E 
z. se tomamos a= 1, f)= O ou a= O, f)= 1 então ÔB G(x*) C z. e assim, se 
todos os elementos de z. são não singulares, então G é BD-regular em x* . I 
2 Já que bu =/:- O. 
Capítulo 4 63 
Voltando ao exemplo 2 observamos que para 
B = ( : : ) E BsG(x•), 
tem-se que b11 e det(B) têm o mesmo sinal. Assim, nesse exemplo, todas as 
matrizes em Z* C 8B <l>(x*) são não singulares. 
Na situação geral, i.e., para F : mn ~ !Rn, F E C1 , seja x* uma solução 
degenerada do PCN. Suponhamos que x* tem m degenerações. Sem perda 
de generalidade suporemos que as degenerações se apresentam nas últimas m 
componentes: 
x; > fi(x*) =O 
fi(x*) =O 
i = 1 , · · · , n - m, . 
i=n-m+1, .. ·,n. 
Logo, 88 G (x*) tem no máximo 2m elementos, que vamos supor não singulares. 
Seja, 
bn b12 blj bln 
B =c~],) bil bi2 bij bin E 8B G(x*). 
[BJn 
bnl bn2 bnj bnn 
Assim, as componentes de B.(z) E z. c aB <I>(x*)' são da forma: 
se i = 1 , · · · , n - m 
se i = n - m + 1 , · · · , n . 
Como no caso n = 2 , vamos perguntar se existe À E IR tal que: 
(4.10) 
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para alguns i = 1, · · · , n- me j = (n- m + 1), · · · , n fixos. 
Se [B]i # peJ, p # O então bik #O para pelo menos um k, k = 1, · · · , n. 
Sem perda de generalidade suponhamos que [B]i tem as primeiras j componen-
tes não nulas. Assim, de (4.10) temos: 
1 
(
j-l b b ) ik jj . 1 + -. - L: -- - (J - 1 )bij .x. 
J - 1 k=l bjk 
(4.11) 
1 - -. 1_ (~ bik) À 
J - 1 k=l bjk 
(4.12) 
O = - bik .X , k = j + 1 , · · · , n . (4.13) 




a (j- 1)2 
b 
c 1. 
O valor do discriminante, b2 - 4 a c, de p(.X) é 
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8 
(n- 1)2 
Portanto, se as expressões entre parênteses têm sinais opostos, então existem 
valores reais de À que satisfazem {4.10) i.e., existem elementos singulares em 
z. C 8B <l>(x*). 
Observe que, em particular, se [B]i não tem componentes nulas, tem-se: 
a· J 
1 1+--
n-1 ( t bikbii- (n -1)bij) À. k=l,k#j bjk 
1 - _1 ( t bik) À. 
n- 1 k=l,k#i bik 
(4.14) 
(4.15) 
Substituindo (4.14) e (4.15) em a]+ f3] = 1, obtemos o seguinte polinômio em 
À: 
onde, 
1 [ ( )2 ( )2] t bik bii _ (n _ 1)bij + t bik k=l,k#;j bjk k=l,k#j bjk a (n- 1)2 
b 
2 
(n-1)2 [ ( t bikbii _ (n _ 1)bij) _ ( t bik)] k=l,k#j bjk k=l,k#j bjk 
c 1. 
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Logo, o valor do discriminante, lfl- 4 a c, de p(>.) é 
bik bij I bik b· IJ 
8 (E bjk bjj n bjk bjj )(f b,.) L: (n- 1)2 bjk bjk k=l k=j+l k=l,k-:j:j bjk 
Portanto, se as expressões entre parênteses têm sinais opostos, então existem 
elementos singulares em Z. C 8B ~(x*). 
Se [B]j = peJ, p =f- O então (4.10) é equivalente a: 
[(o:j- 1) + ({3j- 1) p] eJ = - >. [B]i, (4.16) 
para alguns i = 1, · · · , n - m e j = ( n - m + 1) , · · · , n fixos. 
Assim de (4.16), existirá um valor real de>. que satisfaça (4.10) se e somente se 
>. = _ (a j - 1) + ({3j - 1) p , 
bij 
e [B]i = eJ. Neste caso existirão elementos singulares em z .. 
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Testes numéricos 
Neste capítulo analisamos a sensibilidade das funções Mínimo e Fischer a dege-
nerações na solução do PCN e o comportamento local dos algoritmos propostos 
nos Capítulos 2 e 3, respectivamente. Para isto consideramos a funçã.o F 
definida em ([8]), i.e., 
onde, 
sendo que, 
F: mn ~ mn 
x t---t F(x) = (/I(x), · · · , fn(x)f 
/;(x) - { 
hi(x) - hi(x*) 
hi(x) - hi(x*) + 1 
se i é ímpar ou i > n/2, 
em outro caso , 
x* = (1, 0, 1, 0 ... f E !Rn. 
Para i= 1, · · · , n, hi são as 17 funções definidas em ([14]). 
Neste caso a função F não é diferenciável em x*, visto que, para i par e i > n/2 
tem-se: 
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Assim: x*' é solução do PCN associado a F e portanto x* é solução degenerada 
dos sistemas não lineares G(x) =O e ci>(x) =O com G e ci> definidas respectiva-
mente por (2.1) e (3.2). 
5.1 Sensibilidade em soluções degeneradas 
Para F, G e ci> definidas desta forma, usando as 17 funções definidas em ([14]) 
e com n fixo, fizemos os seguintes testes: 
1. Calculamos o número de condição de cada matriz de 88 G(x*) e em cada 
caso determinamos o número de condição mínimo e o máximo. 
2. Para uma amostra aleatória de vetores z, calculamos os números de 
condição das matrizes B.(z) E z. c 88 ci>(x*) e em cada caso, deter-
minamos o mínimo e o máximo número de condição. 
3. Maximizamos o número de condição dos elementos de z. como função de 
z. 
Todos os testes foram feitos usando o MATLAB e os resultados são apresentados 
nas seguintes tabelas: 
A Tabela 1 resume os resultados dos items 1. e 2. Nas duas primeiras colunas 
fazemos referência ao número e à dimensão, respectivamente, do problema consi-
derado. (Prob, Dim) 
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Pro h. Dim. Mínimo Fischer 
mm. max. mm. max. 
1 6 18.18 28.37 17.72 43.61 
2 6 15.45 38.45 19.09 54.45 
3 10 2.82 5.50 5.50 157.71 
4 6 14.36 15.63 14.98 21.52 
5 7 00 00 00 00 
6 6 34.73 00 33.53 00 
7 6 32.13 33.00 32.35 35.69 
8 6 34.03 35.01 34.03 46.62 
9 6 32.79 34.18 36.16 71.31 
10 6 24.37 35.37 23.93 48.52 
11 6 25.01 50.08 32.64 543.21 
12 8 116.46 256.20 117.09 846.31 
13 8 22.29 76.90 38.03 256.80 
14 6 6.15 38.47 5.93 645.89 
15 6 23.36 25.58 24.27 27.58 
16 6 3.87 7.23 5.49 13.14 
17 6 9.52 10.93 19.86 24.79 
Tabela 1 : Comparação entre números de condição 
de matrizes de 8BG(x*) e de Z •. 
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A Tabela 2 resume os resultados do item 3. 
Prob. Dim. Mínimo Fischer 
1 6 28.37 00 
2 6 38.45 00 
3 10 5.50 00 
4 6 15.63 22.34 
5 7 00 00 
6 6 00 00 
7 6 33.00 00 
8 6 35.01 00 
9 6 34.18 1.83 X 1018 
10 6 35.37 48.55 
11 6 50.08 00 
12 8 256.20 00 
13 8 76.90 253.86 
14 6 38.47 2.19x1019 
15 6 25.58 31.89 
16 6 7.23 13.23 
17 6 10.93 2.98x1018 
Tabela 2 : O máximo número de condição das 
matrizes de 8BG(x*) para a função Mínimo e a 
maximização do número de condição das matrizes 
em z. para a função de Fischer. 
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Nesta última tabela encontramos os resultados mais interessantes, os quais nds 
permitem concluir que a função de Fischer é muito mais sensível a degenerações 
na solução x• que a função Mínimo. Isto afetará a convergência local do método 
que usa a função de Fischer, i.e., em problemas degenerados, se para ambas as 
reformulações do PCN tem-se convergência, a convergência da reformulação que 
usa a função de Fischer pode ser mais lenta que a reformulação que usa a função 
Mínimo. 
5.2 Comportamento local dos algoritmos 2.1 e 
3.1 
No que segue analisamos o comportamento local dos algoritmos propostos nos 
Capítulos 2 e 3, respectivamente. Para isto, implementamos os algoritmos 2.1 
e 3.1, em MATLAB, e os testamos em uma estação SUN SPARC 2 usando os 
17 problemas teste gerados e sugeridos em [8]. Para ambos os casos, testamos e 
comparamos o método de Newton generalizado ([21]) e os algoritmos 2.1 e 3.1, 
usando a fórmula esparsa de Schubert para atualizar a matriz Ak . ([22]) 
Declaramos convergência em xk sempre que: 
IIG(xk)ll2 < ylnl0-5 para o Algoritmo 2.1, 
II<I>(xk)ll2 < ylni0-5 para o Algoritmo 3.1, 
e divergência se k > 100 ou 
IIG(xk)lioo > 1020 para o Algoritmo 2.1, 
II<I>(xk)lloo > 1020 para o Algoritmo 3.1. 
Para todos os problemas o vetor inicial foi x0 = (0.9, 0.1, ···,···f E IRn. Os re-
sultados deste conjunto de experimentos são resumidos na Tabela 3 onde Prob 
denota o número do problema considerado, Dim é a dimensão do problema e 
cada uma das outras colunas resume o número total de iterações efetuadas por 
cada método. 
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Se houve convergência para uma solução do PCN diferente de x* isto é indicado 
com um * depois do número de iterações. A divergência é indicada com - . 
O problema 6 do conjunto de testes não satisfaz a hipótese de não singularidade 
(Capítulos 2 e 3), nem para a função Mínimo nem para a função de Fischer 
e por isso este problema não é considerado no conjunto de experimentos. 
Pro h Dim Newton Newton Alg. 2.1 Alg. 3.1 
Mínimo Fischer Mínimo Fischer 
1 100 3 4 3 6 
2 100 4 5 3 6 
3 100 - - - -
4 100 3 4 4 4 
5 101 - - - -
7 100 4 4 4 6 
8 100 3 4 6 -
9 100 5 4 6 6 
10 100 4 4 7 7 
11 100 1* - 1* -
12 100 1* 6* - -
13 100 - - - -
14 100 - - - -
15 100 15 17 - -
16 100 2 4 2 4 
17 100 5 5 6 6 
Tabela 3: Comportamento local do método de Newton generalizado 
e dos Algoritmos 2.1 e 3.1 usando a fórmula esparsa de Schubert. 
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Os resultados da Tabela '3 mostram que, para este conjunto de experimentos, 
o comportamento local do método que usa a função Mínimo é ligeiramente 
melhor do que aquele que usa a função de Fischer. Esta característica também 
foi observada recentemente em ([12]) através de experimentos numéricos e os 
autores usam esta observação para introduzir uma estratégia de globalização 
para resolver o PCN. 
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Estratégia de globalização 
Baseados no bom comportamento local da função Mínimo, provado tanto en 
forma teórica como numérica nos capítulos anteriores, e no fato que a soma 
de quadrados do sistema relacionado com a função de Fischer é diferenciável, 1 
apresentamos neste Capítulo um algoritmo híbrido global para resolver o PCN. 
A idéia do algoritmo é a seguinte: iniciamos com o método local que usa a 
função Mínimo e continuamos usando o método se IIG(x)ll está decrscendo em 
um certo sentido. Caso contrário usamos um algoritmo global de minimização, 
o qual usa a função de Fischer. Mas, em cada iteração deste algoritmo de 
minimização estamos controlando o comportamento monótono de IIG(x)ll· 
O algoritmo global de minimização2 que estamos usando e que usa a função de 
Fischer é proposto em ([2]). Para maior clareza incluímos o algoritmo no texto. 
Apresentamos alguns resultados numéricos do comportamento do algoritmo 
híbrido e comparamos estes resultados com os obtidos usando o algoritmo pro-
posto em ([2]). 
1 métodos globalmente convergentes relacionados com sua minirnização podem ser desen-
volvidos. Infelizmente, esse não é o caso da função Mínimo. 
2 E que resolve também o PCN. 
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6.1 Iterações ordinárias e especiais 
No que segue apresentamos os dois algoritmos que combinamos formando um 
algoritmo híbrido para resolver o PCN. 
O Algoritmo 6.1 , é um algoritmo local tipo Newton Generalizado, i. e, as 
matrizes Bk E BBG(xk). 
Algoritmo 6.1 
Sendo dado um ponto inicial x0 , para k = 1 , 2 · · · , xk+ 1 é gerado como segue: 
xk+1 = xk - B"k1 G(xk), 
onde, Bk E BBG(xk), é calculada como em (2.3). 
Uma iteração produzida por este algoritmo será chamada de iteração or-
dinária. 
O Algoritmo global de minimização que usamos em nosso Algoritmo 
híbrido é o proposto em [2] e usa somente a função de Fischer. Esse algoritmo 
resolve o PCN resolvendo o problema equivalente: 
min w(x) 
onde, 
1 2 1~ ()2 W(x) = 211~(x)lb = 2 ~ cP(Xi, fi X ) · 
1=1 
Observe-se que W E C 1 . Além disto, para cada matriz V E BB~(xk), 
V'w(xk) = vr ~(xk). 
Ver ([2]). 
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Para maior clareza, apresentamos o algoritmo a seguir. 
Algoritmo 6.2 
P. O :(Inicialização) x0 E !Rn, p >O, p > 2, a E (0, 1/2), f3 E (0, 1), 
E?:O,k=O 
P. 1 :(Critério de parada) ll'\7\ll(xk)ll ~E. 
P. 2 :(Cálculo da direção de descida) 
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Escolha um elemento Hk E 88 4>(xk). Encontre a solução dk do sistema: 
Se o sistema não tem solução ou se a condição 
não é satisfeita, fixe dk = - '\7\ll(xk). 
P. 3 :(Busca linear) Encontre tk := max{/31 : l =O, 1, 2, ···}tal que 
P. 4 :(Atualização) 
k f- k + 1 , e volte ao passo P.1 . 
Uma iteração gerada por este algoritmo será chamada de iteração especial . 
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6.2 Algoritmo híbrido 
Iterações ordinárias e iterações especiais, definidas na seção anterior são 
combinadas no Algoritmo híbrido 6.3, que é um algoritmo tolerante no sen-
tido que permite uma seqüência de iterações locais até que o decréscimo em 
IIG(xk)ll não seja satisfatorio. Os parámetros q e'' no algoritmo definirão dita 
tolerancia. 
Iniciamos o Algoritmo híbrido com uma iteração do Algoritmo 6.1 e a 
cada iteração, fazemos decrescer IIG(xk) li . Quando isto não é possível usando 
somente o algoritmo 6.1 então usamos o Algoritmo de minimização 6.2. 
Definimos, para todo k E N , 
wk = argmin{IIG(x0 )11 · · · IIG(xk)ll} · 
Para completar, definimos IIG(wk)ll = IIG(x0 )11 se k < q. 
Algoritmo híbrido 6.3. (Mínimo- Fischer) 
P. O : k =O, x 0 E !Rn, FLAG = 1. Sejam q;?: O um inteiro, 'Y E {O, 1). 
P . 1 :Se F LAG = 1 obtenha xk+1 usando a iteração ordinária. 
Caso contrário obtenha xk+1 usando a iteração especial. 
P. 2 :Se 
então F LAG = 1, k +--- k + 1 e volte ao passo P.1. 
Caso contrário redefina xk+1 +--- wk+1 , 
FLAG = -1, k +--- k + 1 e volte ao passo P.1. 
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6.3 Testes numéricos 
O Algoritmo 6.3 foi implementado em MATLAB e testado numa estação 
SUN SPARC 2 usando os 17 problemas teste gerados e sugeridos em ([8]) com 
os pontos iniciais propostos em ([14] ). 
Declaramos convergência em xk sempre que IIG(xk)ll 2 < y'nio-s e declaramos 
divergência se o número de iterações é maior que 100 ou tk < tmin. 
Usamos os seguintes valores para nossos parâmetros: 
'Y = 0.9 q=5 p =lo-s {3 = 0.5 
a= 10-4 p = 2.1 tmin = 10-12 
Seguindo o que foi feito em ([2]), na implementação do Algoritmo 6.2, in-
corporamos em P.2 a estratégia de busca linear não monótona proposta em 
([9]). 
Os resultados deste conjunto de experimentos estão resumidos na Tabela 4 onde 
apresentamos o comportamento do método global que usa as funções Mínimo 
e Fischer (Algoritmo híbrido), com o algoritmo global que usa somente a 
função de Fischer (Algoritmo 6.2) 
Para cada teste reportamos o número do problema (Prob), a dimensão do pro-
blema (Dim) e o número total de iterações efetuado por cada método. Para 
o caso do Algoritmo Mínimo- Fischer reportamos o número de iterações 
seguido de (O, E) onde O é o número total de iterações ordinárias e E repre-
senta o número total de iterações especiais. 
Se a convergência ocorreu numa solução do PCN diferente de x• isto é indicado 
com um * depois do número de iterações. A divergência é indicada com - . 
Da mesma forma que no Capítulo 5, não incluímos o problema 6 do conjunto de 
testes porque ele não satisfaz a hipótese 3 da teoria de convergência desenvolvida 
nos Capítulos 2, 3 respectivamente. 
Capítulo 6 
1 1Prob. I Dim. I Mínimo-Fischer 11 Fischer I 
1 n=100 4 (4,0) 6 
2 n= 100 6 (1,5) 29 
3 n=100 - -
4 n=100 10* (7,3) 13* 
5 n=101 - -
7 n=100 - -
8 n=100 - -
9 n=100 - -
10 n=100 6 (6,0) 7 
11 n=100 1 {1,0) 4 
12 n=100 23 (9,14) 13 
13 n=100 11 (6,5) 11 
14 n=100 12 (7,5) -
15 n=lOO - -
16 n=100 4* (4,0) 6* 
17 n=100 7 (7,0) 7 
Tabela 4 : Comparação entre o Algoritmo hzôrido 6. 3 
e Algoritmo global 6. 2 
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Observamos na Tabela 4 que, na maioria dos casos de convergência de ambos 
os algoritmos, o Algoritmo 6.3 efetua menos iterações que o Algoritmo 6.2. 
No caso de convergência a outra solução, ambos os algoritmos convergen ao 
mesmo ponto. 
Nos problemas onde as iterações especiais não foram acionadas (1, 10, 11, 16 
e 17), era de se esperar que o número de iterações fosse menor, porque nesta 
situação tem-se Mínimo x fischer. 
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Dos 16 problemas, 6 não convergiram. Dos 10 restantes em apenas 5 as iterações 
especiales foram acionadas. Chaman atenção os problemas 2, 12, e 14. Em 14 
somente o híbrido converge, indicando uma posibilidade deste algoritmo ser mais 
robusto. Contudo, o fato de não ter conseguido convergência em 6 problemas do 
conjunto de 16 impossibilita uma conclusão mais segura no sentido de robustez. 
6.4 Uma aplicação 
O Problema de Complementaridade Não Linear (PCN) tem tido, nas últimas 
três décadas, um papel central na modelagem matemática de problemas em 
diferentes áreas. A importância do PCN em Engenharia e Economia deve-se 
ao fato de que o conceito de complementaridade é sinônimo da noção de sis-
tema em equilíbrio. Recentemente Ferris e Pang (ver [5]), fizeram uma 
documentação extensa de aplicações de Problemas de Complementaridade Não 
Linear de dimensão finita a problemas de Engenharia e Economia, com o obje-
tivo de estimular a investigação em aproximações de complementaridade para 
resolver esses e outros problemas. 
A seguir consideramos um desses problemas, conhecido como problema de 
valor de capital invariante ([5], [19], [10]). Nosso interesse é aplicar a teoria 
desenvolvida nos capítulos anteriores, (em particular testar o algoritmo híbrido, 
proposto no capítulo 4) a tal problema. 
No problema de valor de capital invariante, o interesse é encontrar um 
capital inicial z que seja invariante sob o modelo de otimização ( 6.1). Para isto, 
segundo ([19]), se supõe que uma economia se desenvolve em um número infinito 
de períodos de tempo com produção e recursos constantes em cada período. No 
início de cada período de tempo t , a economia investe seus bens de capital 
Zt no processo de produção os quais produzem bens de capital e bens de 
consumo. O capital produzido no período t , Zt+l , será investido no período 
seguinte, enquanto os bens de consumo Xt , produzidos nesse período vão 
determinar a utilidade do investimento. A utilidade total do invstimento 
é uma soma ponderada, isto é, a utilidade ganha por consumo no tempo t é 
ponderada pelo fator O:t E (O, 1). 
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O problema pode ser formulado da seguinte forma: se cada t = 1, 2, · · · , A é a 
matriz de investimento de capital, B é a matriz de capital final nesse período, 
C é a matriz de investimento de recursos, e w é um vetor de disponibilidade de 
recursos, que é assumido constante para todos os períodos de tempo, enão 
max E~o ctt V (xt) 
s.a Axt :S Zt 
Bxt 2: Zt+l (6.1) 
Cxt :S w 
Xt 2: 0, 
onde, V(x) é a utilidade proveniente do consumo especificado por x. Além disso, 
assume-se que V é côncava e continuamente diferenciável. 
Portanto, as condições de factibilidade em ( 6.1) conectam o vetor de capital 
inicial do t-ésimo período, Zt, o vetor de capital final nesse período, zt+1 e 
o vetor disponibilidade de recursos w , com o vetor de consumo Xt . Se quer 
encontrar um valor z0 = z para o valor de capital inicial que forneça como saida 
um caminho de crescimento constante ótimo { (xt, Zt)} que seja tal que 
Xt = x e Zt = z, para todo t. 
Um valor de capital z 2: O é chamado reproduzível se as condições de fac-
tibilidade em (6.1) para t = O permitem que no final de um único período 
Z1 = Zo = Z. 
Hansen e Koopmans ([10]), demonstram que existe uma equivalência entre o 
problema de encontrar um valor de capital invariante e o problema com 
período único, porém com uma restrição adicional, o que é descrito a seguir em 
dois passos: 
P 1 : Dado um valor z reproduzível, resolver o problema: 
max V (x) 
s.a Ax :S z 
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Bx 2 z 
Cx:::; w 
X 2 0, 
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(6.2) 
P2 Dado um fator de ponderação a E (0, 1 ), escolha um valor reproduzível 
z em Pl de tal forma que exista uma solução x(z) de {6.2) com multipli-
cadores de Lagrange associados, y e u, que satisfaçam u = a y. 
O valor z satisfazendo P 1 e P2 é chamado de valor de capital ótimo inva-
riante. Assim, usando essa informação tem-se que um valor de capital inicial 
z0 dá um caminho de crescimento constante ótimo { (zt, Xt)} se e somente 
se existe (x, y, u) resolvendo o PCN: 
0 :::; X j_ 
o < y j_ 
o < u j_ 
- VV(x) +(A- aBfy +cru 
(B- A)x 
-Cx+w 




Implementamos o exemplo dado em {[19]) no qual se considera uma economia 
com 3 bens de consumo, 2 bens de capital, e 2 recursos {mão de obra 
qualificada e não qualificada). Cada bem pode ser produzido por dois processos 
alternativos. Assim, tem-se um total de 10 processos, dos quais os processos 1 
até 6 produzem bens de consumo. 
O modelo de valor de capital invariante pode ser formulado como o PCN com 
a função F : m~o X m2 X m2 -t m10 X m2 X m2 definida por 
( 
- VV(x) +(A- aBfy + CI'u) 
F(x,y,u) = (B- A)x , 
-Cx+w 
onde, a função utilidade v : m~ -t m definida da seguinte forma: 
Capítulo 6 83 
que é côncava e continuamente diferenciável. 
As matrizes A, B e C são dadas por: (ver [10]) 
A=(~ 2 2 2 2 2 2 2 2 0~5) 3 2 2 1 1 1 0.5 1 
B = ( 1.5 1.5 1.5 1.5 1.5 1.5 4 3 1.5 1.5) 
2.7 2.7 1.8 1.8 0.9 0.9 0.9 0.4 2 1.5 
C= (o\ 1 1 1 1 1 1 1 1 1\ ) 1.5 1.5 0.5 0.5 1.5 1.5 0.5 0.5 
e a disponibilidade de recursos dada por: 
w = (0.8' 0.8). 
O Algoritmo híbrido 6.3 proposto na seção anterior foi testado usando como 
valores de desconto a : O. 7, 0.8, 0.9, sugeridos em ([19]) e os pontos iniciais como 
em ([10]): 
a (0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, 0.3, O, O, O, O) 
b (0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, O, O, O, O) 
O número de iterações efetuadas pelo Algoritmo híbrido, o valor da utili-
dade obtida na solução e o valor de capital invariante ótimo são apresen-
tados na seguinte tabela para cada um dos valores de a mencionados anterior-
mente. 
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Desconto Utilidade lter. a Iter. b Valor capital 
Ü' V(x*) (ti, ni) (ti, ni) Ax* 
0.7 0.48855 11 (5 '6) 12(5,7) (1.0667, 0.7794)T 
0.8 0.52216 10(4,6) 10 (3 '7) (1.1789, 0.9258)T 
0.9 0.55935 8(4,4) 11 (4' 7) {1.6000' 1.1706f 
Esta tabela permite observar que, a medida em que o valor de o aumenta, a 
utilidade atingida, e o valor de capital ótimo também aumentam. 
Os valores obtidos são análogos aos obtidos em [10], mas eles não reportam o 
número de iterações tomadas por seu algoritmo. 
Em [19], para o mesmo exemplo e com o = O. 7, o algoritmo converge em 10 




A técnica de reduzir Problemas de Complementaridade Não Linear a sistemas 
de equações não lineares é muito importante para resolver esse tipo de problemas 
porque, desta forma, o trabalho principal na maioria das iterações é a resolução 
de um único sistema linear. Na aproximação Newtoniana a matriz deste sistema 
é a matriz Jacobiana e se exige o cálculo da solução exata, enquanto que no 
método de Newton-Inexato somente se precisa de uma solução aproximada. 
Neste trabalho consideramos a aproximação Quase-Newton, que pode ser muito 
útil quando as derivadas do sistema são muito caras ou difíceis de obter. 
O fato de que, no fundo uma iteração consista na resolução de um sistema 
linear junto com somente uma avaliação da função está associado à possibilidade 
de obter taxas de convergência altas (geralmente convergência superlinear) de 
métodos locais puros. Procedimentos de globalização são usualmente feitos de 
tal forma que iterações globais coincidam com iterações locais numa vizinhança 
da solução, mantendo desta forma convergência local rápida. 
No entanto, convergência local rápida depende usualmente das características 
do problema, a principal das quais é a não singularidade dos Jacobianos (gene-
ralizados) do sistema não linear na solução considerada. De Luca, Facchinei e 
Kanzow ([2]) mostraram que, quando se usa o sistema não linear induzido pela 
aplicação da função de Fischer componente a componente, a não singularidade 
85 
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dos Jacobianos Generalizados não está associada diretamente a degenerações 
na solução. Em outros termos, Jacobianos Generalizados não singulares podem 
ser encontrados em soluções degeneradas, e ainda nestes casos pode esperar-se 
convergência rápida. É fácil provar que os mesmos resultados se verificam para 
a clássica função Mínimo considerada nesta tese e para generalizações da função 
de Fischer introduzidas em ([12]). A soma de quadrados do sistema relacionado 
com a função de Fischer é suave, portanto métodos globalmente convergentes 
relacionados com sua minimização podem ser desenvolvidos. Infelizmente, esse 
não é o caso da função Mínimo. 
Por outra parte foi provado nesta tese que Jacobianos Generalizados singulares 
podem aparecer em soluções degeneradas do Problema de Complementaridade 
Não Linear quando se usa a reformulação relativa à função de Fischer como 
resultado da forma algébrica dessa função de duas variáveis. Para entender 
geometricamente porque isto acontece, considere o Problema de Complementa-
ridade em m2, definido por h(xi,x2) =XI +2x2-1 e h(xi,x2) =XI +x2-1, o 
qual tem solução não degenerada (0, 1) e solução degenerada em (1, O). Numa vi-
zinhança de (1, O) a reformulação relativa à função Mínimo é formada pela linha 
XI +2x2 -1 =O e a "curva" linear por partes min{x2, XI +x2-1} =O. Portanto, 
as curvas de nível das duas funções de Fischer envolvidas são aproximações sua-
ves das curvas de nível de (xi + x2 - 1) e min{x2,xi + x2 - 1} =O. É fácil 
ver, geometricamente, que o conjunto de pontos nos quais as curvas de nível da 
primeira função de Fischer são tangentes às curvas de nível da segunda formam 
uma curva contínua que emana de (1, O). Evidentemente, a Jacobiana da refor-
mulação relativa à função de Fischer é singular em todos os pontos dessa curva 
e, assim, existe um Jacobiano Generalizado singular em (1, 0). Claramente, esse 
fenômeno não ocorre no caso da função Mínimo. (Para a reformulação relativa 
à função Mínimo, o conjunto de Jacobianos Generalizados é formado por duas 
matrizes não singulares). 
As observações anteriores parecem indicar que o desenvolvimento de teorias 
locais tipo-Newton para o sistema que usa a função Mínimo podem ser uma 
ferramenta útil para entender o comportamento de métodos práticos. Nesta 
tese desenvolvemos uma teoria Least Change Secant Update para métodos 
quase Newton baseados em projeções tipo secante. (As teorias de Newton e 
Newton-Inexato são simples aplicações de teorias existentes para sistemas semi-
suaves.) 
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Finalmente, a associação entre métodos local e globalmente convergentes deveria 
ser considerada. Com este fim, sugerimos combinar estratégias locais baseadas 
na função Mínimo com estratégias globais baseadas na função de Fischer como 
as desenvolvidas em ([8]) . Resultados numéricos preliminares mostraram que 
esta combinação vale a pena. No entanto muita investigação é necessária ao 
longo dessas linhas tanto do ponto de vista teórico como prático. 
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