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ABSTRACT 
Participation in agrichemical training courses and awareness of the benefits of information on safe 
and efficient agrichemical use and management is ultimately dependant upon recognition of a need 
or a desire for such training on the part of the primary producer. However, despite the benefits that 
can accrue to primary producers from being trained in efficient and safe agrichemical use and 
management, the majority of primary producers undertake no formal agrichemical training. One 
reason often identified for the low level of primary producer agrichemical training participation is 
a perception, held by many primary producers, that agrichemical training is not cost effective. In 
addition to this reason there is also an erroneous belief, again held by many primary producers, that 
their current agrichemical practices are efficient and safe. 
The primary objective of this study is to investigate the influence on agrichemical training 
participation of two factors that have been identified as possible causes of the low level of primary 
producer agrichemical training participation: (i) The cost effectiveness of training. (ii) Primary 
producer' uncertainty about efficient and safe agrichemical use and management practices. In order 
to achieve this objective the research was conducted in two phases. In the first phase a cost-benefit 
analysis of agrichemical training for New Zealand growers was undertaken. The second phase of 
the research then examined the factors that "trigger" New Zealand primary producers' recognition 
of a problem in their use and management of agrichemicals. 
In order to develop a model that examines the dimensions that influence problem recognition, a 
comprehensive data set on New Zealand primary producers' attitudes, information, behaviour and 
current situation is factor analysed to identify the underlying dimensions in the data. A logistic 
regression model is then estimated in order to eval uate the effects of these dimensions on problem 
recognition. 
The results from the cost-benefit analysis indicates that agrichemical training participation is cost 
effective for a significant percentage of primary producers. The findings of the empirical analysis 
suggests that employee involvement and safe use and export factors are positively associated with 
problem recognition. Conversely, the factors representing experience, health ambivalence and 
overconfidence are significantly negatively associated with problem recognition. 
KEYWORDS: Agrichemicals, Training, Problem Recognition, Decision Making, Uncertainty. 
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1.1 The Problem Setting 
CHAPTER 1 
INTRODUCTION 
The safe management and use of agrichemica1s1 is an important issue in the primary sector (Gray 
1994). However, despite the substantial concern about the safe use and management of 
agrichemicals, there is evidence that a large percentage of primary producers2 do not follow safe 
agrichemical practices (Pryde 1981, Houghton and Wilson 1992). These particular primary 
producers continue to expose themselves to serious acute and chronic health risks from agrichemical 
exposure through improper management and inefficient use of agrichemicals (Burgess 1987). 
In addition to the health risk considerations that arise from agrichemical use, a considerable body 
of legislation mediates the use and management of agrichemicals. Non-compliance with this 
legislation and the associated regulations may result in considerable penalties being imposed. 
However, notwithstanding that considerable penalties may be imposed, there is evidence that 
primary producers are committing offenses when using and managing agrichemicals (Pryde 1981, 
Houghton and Wilson 1992, Ministry of Agriculture and Fisheries 1992, Gee 1993, Scully, Brush 
and Sheppard 1993). 
1 Agrichemicals, for the purposes of this thesis, are defined as any substance, whether inorganic 
or organic, man-made or naturally occurring, modified or in its original state, that is used in any 
agriculture, horticulture, or related activity, to eradicate, modify, or control, flora and fauna (New 
Zealand Agrichemical Education Trust 1992). 
2 For the purposes of this thesis, primary producers and the primary sector are defined as 
including farmers, farm workers, agricultural occupations and horticulturalists, but not forestry and 
fishing occupations. This terminology is necessary due to the inconsistent vocabulary used in the 
epidemiological literature and the frequent use of various aggregated occupational groupings from 
the primary sector. 
2 
Further, agrichemicals are also considered to be a major cost component by many pnmary 
producers in the New Zealand agribusiness sector (Mumford 1980). On average, primary producers 
spent NZ$2517 on weed and pest control in 1991. 3 There is also evidence that despite the 
technological advances in spray equipment and Integrated Pest Management,4 that if applied would 
lower the costs of agrichemical use, many primary producers are not taking advantage of the 
rapidly developing technology (Martin 1992). 
Although there is evidence on the health, legislative compliance, and financial benefits that accrue 
to primary producers through using and managing agrichemical safely and efficiently, recent 
research suggests that participation in agrichemical safety and management training courses is very 
low (MacIntyre, Allison and Penman 1989, Robertson 1993). Findings from MacIntyre, Allison 
and Penman (1989) and Robertson (1993) indicate that only 5 per cent of New Zealand primary 
producers, who currently use agrichemicals, have participated in agrichemical safety and 
management training. One reason proposed for this low level of primary producer agrichemical 
training participation is a belief, amongst some trainers in the agrichemical training industry and 
amongst a segment of primary producers, that agrichemical training is not cost effective for many 
agrichemical users (Scully, Brush and Sheppard 1993). 
Uncertainty, about agrichemical health risks (Sharp el al. 1986), and technological developments 
in IPM (Martin 1992), has however been found to lead primary producers into erroneously 
3 This estimate is derived from agricultural production account figures (Statistics New Zealand 
1994), and Anon (1992a). The production account figures state that $151m was spent on weed and 
pest control in the New Zealand primary sector. This figure is divided by the estimated 60 000 
agrichemical users in the primary sector (Anon 1992a). 
4 Integrated Pest Management (IPM) is an approach to pest control based on an understanding 
of ecological interactions within the crop, economic consequences of pest control designs, and the 
social impact of any interventions. IPM utilises all available control strategies to reduce pest 
populations below economically damaging levels. A key component of IPM is the use of monitoring 
techniques to assist in pest control decision making and, where appropriate, the use of economic 
thresholds as the basis for such decisions (Washington State Cooperative Extension 1991). 
3 
believing their practices are efficient and safe (Gee 1993). Further, uncertainty has also been found 
to contribute to a limited and often incorrect consumer assessment of the recognition of a problem 
(Hale and Glendon 1987). The majority of primary producers have also stated that they need more 
information to be 'completely happy' with their agrichemical decision making (Mumford 1980). 
The debate over whether cost effectiveness or uncertainty is the reason why primary producers have 
low levels of participation in agrichemical training is partially fuelled by the absence of a published 
New Zealand cost-benefit analysis of agrichemical training participation. Further, assuming the 
results from a cost-benefit analysis did indicate that agrichemical training participation is cost 
effective for a significant percentage of primary producers, more investigation into the subject 
would be warranted. As an example, an investigation into the effects of uncertainty on pri mary 
producers problem recognition may provide important insights into the reasons for the low level 
of primary producer' participation in agrichemical training. 
The investigation over safe agrichemicai use has focused on all primary producers as a group, 
however this study focuses specifically on New Zealand growers. For the purposes of this study, 
New Zealand growers are defined as those people who produce vegetables and pipfruits (inclusively 
termed growers in this thesis), and who have not undertaken previous agrichemical training. New 
Zealand growers were specifically selected as the focus for this thesis due to the following reasons: 
(i) The health risks, from occupational exposure to agrichemicals, have been found to be 
significant for New Zealand growers (Pearce, Smith and Fisher 1985). 
(ii) Comprehensive legislation and regulations govern the production and supply of 
vegetables and pipfmils grown using agrichemicals. 
(iii) Empirical evidence indicates that a segment of New Zealand growers are not complying 
with the agrichemical legislation (Ministry of Agriculture and Fisheries 1992, Scully, 
Brush and Sheppard 1993). There is also evidence that growers are not using 
agrichemicals efficiently (Martin 1992). 
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(iv) Growers are the most intensive users of agrichemicals In New Zealand agribusiness 
(MacIntyre, Allison and Penman 1989). 
(v) Recent developments in IPM and spray equipment technology have been estimated a.s 
providing significant production cost savings for New Zealand growers (Dudley 1986, 
Cameron ana Beck 1992). 
(vi) New Zealand food con.sumers have expressed a high and increasing concern over 
agrichemical residues in vegetables and pipfruits (Lamb 1991, Wilson-Salt 1993). 
(vii) A segment of New Zealand consumers have expressed a willingness to pay a price 
premium for vegetables and pipfruits grown using IPM (Fulton et al. 1991, Wilson-Salt 
1993). 
1.2 Research Objective 
The prImary objective of this study is to investigate the influence, on agrichemical training 
participation, of two factors, namely cost effectiveness and uncertainty, that have been proposed 
as possible reasons for the apparent contradiction in the primary sector. The apparent contradiction 
implies that even though there is evidence that suggests the safe use and management of 
agrichemicals is an important issue for primary producers (Gray 1994), a large percentage of 
primary producers do not follow safe and efficient agrichemical practices (Pryde 1981, Houghton 
and Wilson 1992, Ministry of Agriculture and Fisheries 1992, Gee 1993, Scully, Brush and 
Sheppard 1993), and only 5 per cent of primary producers have participated in formal agrichemical 
training (MacIntyre, Allison and Penman 1989, Robertson 1993). 
1.3 Thesis Overview 
In order to meet the research objective the study will be conducted in two phases. Phase one will 
provide a comprehensive cost-benefit analysis of agrichemical training participation which examines 
the costs and benefits for an average New Zealand grower, using information and data based on 
5 
the three major areas of agrichemicaJ use and management covered in the New Zealand 
Agrichemical Education Trust's Standard and Advanced 'Growsafe' Agrichemical training 
courses. 5 The second phase of the research will investigate the consumer's problem solving and 
decision making process and the factors that influence New Zealand growers' recognition of a 
problem in their use and management of agrichemicals. Section 1. 3 continues by providing a brief 
outline of the contents of the remaining chapters of this thesis. 
Chapter 2 - The Risks To New Zealand Growers' Health From Occupational Exposure 
To Agrichemicals 
Chapter 2 develops a cost-benefit model that presents an analysis of the costs of implementing safe 
agrichemical practices, and the benefits derived from implementing safe agrichemical practices. The 
cost-benefit analysis applied in chapter 2 relies on surveys of the prevalence of short term acute 
cases of agrichemical poisoning among primary producers, and epidemiological research on the 
elevated cancer risks for primary producers. The findings provide an indirect, albeit consistent, 
investigation into the health risks from agrichemical exposure for New Zealand growers. The 
increased risks of short term acute agrichemical poisoning and cancer, due to agrichemical 
exposure, is then valued, using as a reference the literature on the willingness to pay for 
preventative action. Finally, the limitations of the methodology used in the cost-benefit analysis are 
examined. 
5 The New Zealand Agrichemical Education Trust provide comprehensive agrichemical training 
courses in the safe and responsible use and management of agrichemicals. The 'Growsafe' courses, 
initiated in 1992, are based on the Agrichemical User's Code of Practice which was produced by 
ajoint working party that included the New Zealand Fruitgrowers Federation and the New Zealand 
Vegetable and Potato Growers Federation. The New Zealand Apple and Pear Marketing Board and 
the New Zealand Kiwifruit Marketing Board were also represented. 
The reference to agrichemical training or education in this thesis refers to the 'Growsafe' courses 
provided by the New Zealand Agrichemical Education Trust, unless otherwise specified, as a 
representative example of a comprehensive training programme in agrichemical use and 
management targeted at New Zealand growers. A brief description of the New Zealand 
Agrichemical Education Trust'" GROWSAFE training courses is provided in Appendix 1. 
Chapter 3 -
6 
The Legal Responsibilities Imposed On New Zealand Growers Over Their Use 
And Management Of Agrichemicals 
This chapter continues to develop the cost-benefit analysis on agrichemical training, and examines 
the considerable body of legislation that mediates the use and management of agrichemicals in New 
Zealand. The value of information to growers' on their agrichemical responsibilities is evaluated 
by providing an overview of the legislative obligations imposed on agrichemical users. 
Agrichemical users' compliance with these obligations, the case law, and the penalties that can be 
imposed, are also examined. 
Chapter 4 - The Economics Of Food Safety And Integrated Pest Management For New 
Zealand Growers 
Chapter 4 investigates the cost-benefit tradeoffs for New Zealand growers inherent in alternative 
pest control methods. The chapter examines consumer concerns over agrichemical use in food 
production and how produce prices and quality are affected by alternative food production methods. 
The chapter concludes with an overview of the potential cost savings from the implementation of 
IPM, and the effect of non-conventional agrichemical management on vegetable and pipfruit 
produce yield. 
Chapter 5 - The Consumer's Problem Solving Process 
Chapter 5 examines the consumer's problem solving process, and assesses the factors that influence 
problem recognition. 
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Chapter 6 - Decision Making Under Uncertainty 
This chapter examines the effects of uncertainty on consumer decision making. The chapter begins 
by considering the various approaches to consumer decision making, and then reviews the three 
sources of consumer uncertainty as defined by Suter (1990). The examination of the literature 
provides both a theoretical and empirical perspective. 
Chapter 7 - Research Methodology 
The methodological approach, including the derivation of the sample, questionnaire design, method 
of data collection, and methods of questionnaire analysis, used to collect the data and identify and 
describe the factors that influence problem recognition is outlined in Chapter 7. 
Chapter 8 - Results and Discussion 
Chapter 8 examines the sample and response rate and presents the descriptive statistics and an 
evaluation of the preliminary findings from the survey. The chapter further examines the 
appropriateness of the data set for factor analysis, presents a description of the factors and develops 
hypotheses for further empirical testing. Chapter 8 then overviews the results derived from a 
logistic regression analysis of the effects of the derived factor dimensions on problem recognition. 
Chapter 9 - Conclusions And Implications 
This chapter considers the implications, from the fmdings of this study, for marketers and public 
policy analysts. The possible contribution of the study's findings to marketing and economic theory 
and practice is also examined. Finally, a number of areas for future research are identifIed. 
CHAPTER 2 
THE RISKS TO NEW ZEALAl\O GROWERS' HEALTH FROM OCCUPATIONAL 
EXPOSURE TO AGRICHEMICALS 
2.1 Introduction 
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The objective of this chapter is to develop a cost-benefit methodology that presents an analysis of 
the costs of implementing safe agrichemical practices, these costs being the use of recommended 
protective equipment, and the benefits derived from these practices, these benefits being the reduced 
risk of consequent health problems. 
Although the focus of this study is on New Zealand growers, there is limited published research 
that has investigated International or New Zealand growers' protective equipment use, extent of 
acute agrichemical poisoning, and chronic health risks occurring from occupational agrichemical 
exposure. The limited amount of published research on growers prevents a direct assessment of the 
costs and benefits from safe agrichemical use based only on growers. There is however, sufficient 
internationally published research on the chronic health risks to primary producers from 
occupational exposure to agrichemicals, and there are also two published New Zealand studies that 
have investigated primary producers' protective equipment use and illness and injury experience. 
These published research studies provide satisfactory data for the development of the model to 
assess, albeit implicitly, occupational agrichemical exposure costs specifically for New Zealand 
growers. 
The cost-benefit analysis presented in this chapter partially relies on figures derived from the two 
published New Zealand surveys on primary producers' illness and injury experience which included 
3.n analysis of the prevalence of short term acute cases of agrichemical poisoning. The analysis also 
Jses figures derived from published International and New Zealand studies on primary producers' 
~levated cancer risks due to exposure to etiological substances. The derived figures from the 
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published studies are then used to model the agrichemical exposure risks for primary producers as 
an indirect, albeit consistent, investigation into the risks of agrichemical exposure for New Zealand 
growers. The increased risks of health problems due to agrichemical exposure are then valued, 
using as a reference the literature on the willingness to pay for preventative action. 
The model is then further developed to illustrate the benefits of implementing safe agrichemical 
practices. These safe agrichemical practices are modeled as the use of recommended agrichemical 
protective equipment. The final two sections of this chapter examine the limitations of the model 
and its application to New Zealand growers' agrichemical use. 
2.2 Protective Equipment Use in New Zealand 
The majority of New Zealand's primary producers appear to believe that the safe management and 
use of agrichemicals is an important issue for most producers in the primary sector (Gray 1994). 
However, although there have been no published studies of New Zealand growers' agrichemical 
protective equipment use, there is evidence that a considerable segment of New Zealand primary 
producers are not using adequate protective equipment (Pryde 1981, Houghton and Wilson 1992). 
Table 2.1 presents the findings of these two New Zealand studies that investigated primary 
producers and their agrichemical protective equipment use. 
Generally for primary producers, the normal protection from exposure to agrichemicals is through 
the use of protective equipment (British Agricultural Engineers Association 1987). Freed el al. 
(1980) and Davies (1984) have found statistically significant differences in exposure to 
agrichemicals, when such exposure is measured on the basis of use/non-use of recommended 
protective equipment. 
Further Pryde (1981), in his study of New Zealand primary producers, found those respondents not 
wearing any protective equipment had an approximately six times greater risk of suffering acute 
10 
agrichemical related health problems than those primary producers using some form of protective 
equipment. Cantor er al. (1992) has also found that those primary producers who did not use 
protective equipment, as compared to the entire exposed group, had a significantly higher risk of 
developing non-Hodgkins lymphoma. 
TABLE 2.1 
New Zealand Primary Producers and Agrichemical Protective Equipment Use6 
Protective Equipment Pryde (1981) Houghton and 
Use by Body Part Wilson (1992)7 
Protected (%) 
No Protection8 42.3 28.0 
Face/Head/Neck 24.6 26.1 
Eye Protection 13.7 
Upper Trunk 16.4 44.1 
Lungs 28.6 
Arms and Hands 42.0 41.6 
Lower Trunk 15.3 44.7 
Legs and Feet 17.8 49.7 
Despite the health risks for pnmary producers uSIng agrichemicals, the non-use of protective 
equipment is generally considered to occur because of insufficient training (MacIntyre, Allison and 
Penman 1989), and inadequate short term health risk feedback to primary producers (White 1993). 
The inadequate short-term health risk feedback is attributed to a significant lag in the onset of long 
6 The findings presented for Pryde (1981) and Houghton and Wi] son (1992) are the aggregated 
results from their survey's of primary producers' practices. 
7 Only respondents in the sample who considered their health had been affected by 
agrichemicals, in the previous 12 month period, were surveyed on their protective equipment usc. 
8 An additional 48.4 per cent of respondents in the Pryde (1981) survey stated that they did not 
consistently wear protective equipment when handling agrichemicals. 
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term chronic effects from agrichemicaJ exposure (Sharp er (1/. 1986). The conclusions drawn from 
these studies indicate that the combined factors of inadequate short term feedback and insufficient 
training have contributed to a significant percentage of primary producers underestimating the 
health risks from agrichemical exposure. Consequently these primary producers appear to 
undervalue the implementation of 'safe' agrichemical practices, especially the use of protective 
equipment. 
2.3 Agrichemica\ Poisoning Risks to Human Health 
Two separate classes of the agrichemical poisoning risk to human health are commonly referred 
to in the literature studying the effects of chemical exposure (World Health Organisation and United 
Nations 1990). These are the acute and long-term chronic health risks. 
Acute health risks are defined as cases of agrichemical poisoning that result from short term 
exposure. Acute agrichemical poisoning generally occurs in the event of an accident or because of 
poor working practices. The outcome of the acute short term exposure occurs soon after the 
exposure event (Timbrell 1989). Symptoms of acute agrichemical poisoning generally include 
fatigue, headache, dizziness or nausea. Severe agrichemical poisoning may however result in 
unconsciousness, coma and death (Stimmann 1980). 
Chronic health risks apply to repeated exposure to a substance which may accumulate or cause a 
cumulative toxic effect. Chronic toxicity may apply to an event that occurs many months or years 
after repeated doses to a particular toxic substance (Timbrell 1989). Unlike acute poisoning, which 
generally causes rapidly developing and easily recognised symptoms, symptoms of chronic 
poisoning may not become evident for a very long time. When the symptoms finally develop, they 
may not be recognised as having been caused by exposure to an agrichemical months or years in 
the past. 
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For the purposes of this study the acute health risks from agrichemical exposure are derived from 
surveys of illness and injury experience among primary producers which also investigated the extent 
of self-reported cases of minor agrichemical poisoning. The chronic health risks from agrichemical 
exposure are derived from epidemiological research that has investigated the cancer mortality risk 
for primary producers. 
2.3.1 The Extent Of Acute Agrichemical Poisoning In New Zealand 
Two New Zealand surveys have investigated the incidence of acute agrichemical poisoning in New 
Zealand primary production (Pryde 1981, Houghton and Wilson 1992). These studies found that 
4.4 per cent and 8 per cent of primary producers respectively, indicated that their health had been 
affected by agrichemical usage over the preceding twelve month period. However, although results 
from these two studies indicate a significant and increasing incidence of acute agrichemical 
polsomngs, the results could actually underestimate the true incidence of acute agrichemical 
poisonings. The underestimate may have occurred as both surveys asked respondents to make a 
non-professional subjective statement about the causal connection between agrichemical use and 
health impairment. 
2.3.2 The Risks to New Zealand Primary Producers' Health from Long Tenn Chronic 
Agrichemical Exposure 
There is increasing evidence that long term chronic occupational exposure to agrichemica1s may 
not produce accompanying acute symptoms (Sharp et al. 1986). In addition, Schramm and 
Teichmann (1977) indicate that it is impossible to determine a minimum exposure level for a 
chemical carcinogen below which level there is no carcinogenic risk . 
Many methods and study populations have been used to investigate the relationship between 
agrichemical exposure and cancer. However, three general lines of research have dominated the 
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inquiry into the carcinogenicity of agrichemicals (Sharp er al. 1986). One such line of research 
studies primary producers as an indirect, albeit consistent, line of inquiry into the carcinogenicity 
of agrichemicals. 9 A second line of inquiry has been the study of pest control operators and cohorts 
of workers with known exposure to agrichemicals. Generally, these studies do not address the 
effects of specific agrichemicals, but attempt to show an associative relationship between some type 
of agrichemical exposure and a cancer outcome. The third body of literature attempts to assess the 
risk of cancer from specific agrichemicals, notably phenoxy herbicides and related compounds, 
organochlorides, and DDT. 
Table 2.2 presents a summary of selected epidemiological studies that have investigated the 
relationship between occupational agrichemical exposure and cancer mortality. Table 2.2 outlines 
the source of the research, the geographic location, the study period and number of diseased, 10 the 
study population characteristics, and the type of cancer for which an associative link to agrichemical 
exposure was investigated. The relative risks (or relative odds) are presented for the case-control 
studies. The strength of an association in a case-control study may be expressed in terms of the 
relative risk (risk ratio or odds ratio(OR)). In occupational epidemiology the relative risk is the 
most common measure of a risk related to a compound. The standardised mortality rate (SMR) 
findings are also presented for the cohort studies (Wang and MacMahon 1979, Blair et al. 1983). 
The SMR is the ratio between the observed number of events, which is assumed to be Poisson 
distributed, and the expected number of events, which is assumed to be fixed. II 
9 These studies generally investigate elevated risks for selected cancers for male primary 
producers only. The author is only aware of a few studies that have evaluated cancer risks among 
female primary producers (See for example Fasal, Jackson and Klauber 1968, Milham 1983, Olsen 
and Jensen 1987). Further, although the female primary producers presumedly operated or worked 
on farms or orchards, no information was available to compare the type of primary production 
preformed by women with the type performed by men. For the purposes of this study only health 
risks for male primary producers, as the predominant users of agrichemicals, are considered. 
10 The number of cases sampled for the selected cancers for the case-control studies, and the 
number of exposed subjects in the cohort studies, are given in parentheses. 
II See Appendix 2 for the analytical derivation of the relative risk (risk ratio or odds ratio) 
measure and the standardised mortality rate. 
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TABLE 1.1 
Selected Studies into the Delayed Health "uards of Agrichem.ical Exposure 
Soul"Ce Region Study Period Activit~, Outcome ORlSMR. 
Fasal, JackilOn and California 1959-61 farming Leukaemia 1.14 
Klauber (1968) (1882) 
MIlham (1971) Oregon! 1950-67 Fanning Leukaemia 1.26 
Washington (327) Horticulture 2.3 
Blair and Thomas Nebraska 1957-74 Fanning Leukaemia 1.25 
(1979) (1 (84) 
Wang and United States 1967-76 Agrichemical Applicators Lung Cancer 1.15 
MacMahon (1979) (16126) 
Barthel (1981) East Germany 1948-72 Fanning Lung Cancer 2.0 
(1648) 
EriksilOn el a/' Sweden 1974-8 Phenoxy Acid Soft Tiaaue 6,8 
(1981) (38) Exposure Sarcoma 
Burmeister (1981) Iowa 1971-78 Fanning Multiple 1.27 
(133) Myeloma 
Burmeister, Van Lier Iowa 1964-78 Fanning Leukaemia 1.24 
and lucson (1982) (5025) 
Smith eI aI. (1982) New Zealand 1976-80 Farming Soft Tissue 1.45 
(102) Sarcoma 
Cantor (1982) Wisconsin 1968-76 Farming Non-Hodgkin. 1.7 
(774) High Insecticide Use Lymphoma 2.4 
Higb Herbicide Use 2.1 
Blair d aI. (1983) Aorida 1965-77 Licensed Agrichemical Lung Cancer 1.35 
(3827) Applicators 
Burmeister el aI. Iowa 1964-78 Farming Multiple 1.48 
(1983) (I 651) Myeloma 
Non-Hodgkill!. \.26 
Lymphoma 
Buesching and Northwestern Illinois 1973-80 Fanning Non-Hodgkina 2.65 
won.tadt (1984) (71) Lymphoma 
Balarajan and England/Wales 1968-76 Farming Soft Tillue 1.7 
Acbeoon (19M) (52) Sarcoma 
Cantor and Blair Wisconsin 1968-76 FarmlDg Multiple 1.4 
(1984) (411) Myeloma 
Delzell aod North Carolina 1976-78 Fanning Non-Hodgkin. (.0 
Grufferman (1985) (47) Lympboma 
Pearce, Smith and New Zealand 1977-81 Farming Multiple 2.22 
Fisher (1985) (734) Myeloma 
Non-Hodgkins 1.76 
Lymphoma 
Malignant 
Horticulture Lympbom.al 5,.'11 
Multiple 
Myeloma 
Musicco a al. (1988) haly 1983A Fanning Brain Cancer 1.6 
(240) 
Canlor el aI. (1992) lowalMinnesota 1980-83 Fanning Non-Hodgkills 1.2 
(622) Lymphoma 
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The findings of the studies reviewed in Table 2.2, that have investigated primary producers and 
cancer mortality risk, indicate a significant association between primary production occupation and 
an increased risk of certain cancers. 
The Fasal, Jackson and Klauber (1968) study results, presented in Row 1 Table 2.2, is one of the 
first inquiries into the effects of long term chronic agrichemical exposure to investigate primary 
producers and cancer mortality. Fasal, Jackson and Klauber (1968) found that although mortality 
from all cancer types was significantly reduced in primary producers, as contrasted to a control 
group of non-primary producers, leukaemia mortality was significantly higher among pnmary 
producers. An increased leukaemia mortality rate among primary producers from chronic 
agrichemical exposure has also become one of the most consistent findings in later studies (Milham 
1971, Blair and Thomas 1979, Burmeister, Van Lier and lsacson 1982). 
Pearce, Smith and Fisher (1985) in a study of New Zealand pnmary producers and forestry 
workers, found the case group displayed a higher cancer mortality rate in the occupational category 
involving primary production and forestry (OR = 1.25). This excess was almost entirely among 
those aged less than sixty five years at time of registration (OR = 1.45), particularly among patients 
with multiple myeloma (OR=2.22), and the category including nodular lymphoma, mycosis, 
fungoides and unspecified non-Hodgkins lymphoma (OR = 1. 76). 
The New Zealand findings on the chronic effects of agrichemical exposure add to the growing body 
of evidence that indicates primary producers are at an increased risk of developing non-Hodgkins 
lymphoma (Burmeister et al. 1983, Buesching and Wollstadt 1984) and multiple myelomal2 
(Burmeister 1981, Can tor and Blai r 1984). M usicco et al. (1988) has al so found pri mary producers 
face an increased risk of developing brain cancer. The observed risk ratio's however were not 
large, but the use of relatively crude exposure information, such as is found on cancer registration 
12 Cancer of the bone marrow. 
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certificates, tends to bias the observed excess risk toward the null value (Copeland et al. 1977). 
Hence, the true risk to primary producers is likely, if anything, to be larger than the data suggest. 
A limited number of studies (Cantor 1982, Burmeister et al. 1983, Cantor and Blair 1984) have 
also considered case groups that have a greater use of herbicides. These studies found that those 
case groups, which had a higher mean use of herbicides, also had a relative cancer risk rate that 
was significantly elevated from the average primary producer. Horticulturalists as an occupational 
group have also been found to have a statistically significant higher rate of cancer mortality than 
the cancer mortality rate of the primary sector as a whole (Milham 1971, Pearce, Smith and Fisher 
1985). These studies, that control for non-agrichemical related etiologic factors, tend to support a 
chronic agrichemical exposure link to cancer. 
2.4 The Valuation of Risk Reduction 
In order to make decisions about valuing acute and chronic agrichemical health risks at an 
individual level, and in order to value the information on safe agrichemical use derived from 
agrichemical training participation, an analysis is required on the benefits of safety and the costs 
of achieving safety. In this type of analysis the optimum level of safety is achieved when the risks 
have been reduced to the point where the cost of any extra reduction just equals the benefits, ie. 
risks should be reduced until the 'marginal cost equals the marginal benefit.'I3 
An analysis of the cost-benefit implications of agrichemical practices therefore requires that a 
monetary value is placed on the benefits of safe agrichemical practices. If this is not done, then the 
financial resources allocated to the risk reduction strategy, in this case agrichemical safety 
equipment, may be inefficient. The relevant questions become how much people will pay for a 
13 The relevant question is 'Is agrichemical application safe enough?' This involves an analysis 
of the level of risk acceptable to the primary producer in terms of the costs of protection and the 
benefits from being protected. 
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reduction in their chance of premature death?, or how much compensation they would require to 
accept a higher risk? If such explicit monetary valuations of the benefits of reduced risk are to be 
used in cost-benefit approaches to decision making, a method of calculating the required valuation 
is necessary. The following two subsections consider the valuation of mortality and then examine 
the valuation of non-fatal injury. 
2.4.1 Valuation of Mortality 
Several methodologies have been proposed for generating estimates of the monetary value of 
reducing the risks of death. The current consensus in the economics profession however, is that the 
appropriate way to measure mortality value is to determine what people are willing to pay to save 
a life (Fisher, Chestnut and Violette 1989). Willingness to pay (WTP) estimation studies can be 
grouped into three categories: wage-risk studies, consumer market studies and contingent valuation 
studies. 
Wage-risk studies estimate the wage premium associated with greater risks of death on the job, 
while consumer market studies examine the observable trade-offs people make between risks and 
benefits in their consumption decisions. In comparison, the contingent valuation approach poses 
respondents with a hypothetical market situation to survey their WTP for alternative levels of 
safety. In general, the contingent valuation methodology is favoured as the preferred approach to 
statistical life valuation, and contingent valuation methodology is considered to provide estimates 
that are a reliable indication of the order of magnitude of the 'true life value' (Jones-Lee, 
Hammerton and Phillips 1985). 
In contingent valuation studies the 'value of a statistical life' is computed by surveying what people 
will pay on average ($n), to reduce their probability of death per year by Xl (where Xl is very 
small). The assumption is that x people would together be willing to pay $n.x to avoid one expected 
death. Therefore in these studies a calculated $n.x is the 'value of a statistical life' (Marin 1992). 
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The most recent and comprehensive New Zealand contingent valuation study, that investigated 
values of New Zealand statistical life, was a study by the Land Transport Division (Millar and 
Guria 1991), Five WTP questions yielded average values of a statistical life from S2.15 to $3.44 
million, with an overall average of $2.84 million.14 
2.4.2 Valuation Of Non-Fatal Injury 
The contingent valuation approach may also be used to value non-fatal injury. However little 
research has been undertaken to elicit the valuation of non-fatal injury or illness nsk reduction, 
partly because fatal injuries generally constitute the 'worst case' , and partly because death is clear-
cut. 
Moore and Viscusi (1988) in a US study have however made calculations of the WTP to avoid a 
non-fatal injury that was severe enough to involve time off work. From this study the valuation of 
a non fatal injury (which was severe enough to involve days of work) was less than 0.5% of the 
value of a fatal injury. Although non-fatal injury valuations are not as reliable as the value of life 
estimates, the range of non-fatal injury valuations, calculated by Moore and Viscusi (1988), are 
consistent with those values found elsewhere in the literature (Viscusi 1979). Other US studies 
have determined similar percentages, of 1 % or less, for non-fatal as compared to fatal injuries 
(Marin 1992). Applying a non-fatal injury valuation of 0.5% to Millar and Guria's (1991) New 
Zealand 'statistical life' valuation would result in a non-fatal injury valuation of $14 200. 
14 Unless otherwise stated monetary values are reported in September 1994 New Zealand 
dollars. The New Zealand long term interest rate (GNP Deflator) is used as the adjustment factor. 
The interest rate figure equals the unweighted average yield to maturity of ten issues with 10 years 
or more to maturity. Data comes from various issues of International Financial Statistics headed 
"Government Stock" published by the International Monetary Fund, Washington. 
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2.5 Development of a -'lodel for Assessing and Valuing New Zealand Primary 
Producers' Acute and Chronic Risks from Agrichemical Exposure 
The development of the cost-benefit model provides an indirect indication of the agrichemical 
exposure risk for New Zealand growers and the benefits of agrichemical training participation that 
covers protective equipment use. The results of the model however are considered to underestimate 
chronic agrichemical poisoning risk for New Zealand growers (Pearce, Smith and Fisher 1985) and 
. the average New Zealand grower's protective equipment costs (Protector Safety Limited 1994a, 
1994b). This underestimation is due to the average New Zealand grower's greater use of 
agrichemicals than the average primary producer (MacIntyre, Allison and Penman 1989). 
In order to develop the model used in this study a number of factors were specified and quantified: 
(i) The risk of New Zealand primary producers suffering acute agrichemical poisoning. 
(ii) The primary producer-related cancer mortality risk. 
(iii) The WTP for a reduction in the acute and chronic risks of agrichemical poisoning. 
(iv) The length of exposure to agrichemicals and its effect on cancer mortality risk. 
(v) The cost of risk reduction. 
2.5.1 Acute Agrichemical Poisoning Risk For New Zealand Primary Producers 
The most recent New Zealand survey of agrichemical illness and injury experience among primary 
producers (Houghton and Wilson 1992) indicated that 8 per cent of sampled primary producers 
thought their health had been affected by chemicals used on their property over the period April 
1991 to March 1992. However, only 25 per cent of the 8 per cent of affected respondents (2 per 
cent) indicated they were unable to continue their normal wOok routine. Therefore the 2 per cent 
estimate is the correct one to use as the lack of published research into non-fatal injury valuation 
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means only the valuation of injuries or Illnesses that are severe enough to involve days off work 
can be calculated. The model used in this study therefore docs not explicitly value the 6 per cent 
risk of acute agrichemical poisoning, incurred by pri mary producer" from occupational agrichemical 
exposure, that did not result in time off work. Such a specification will neces~rily underestimate 
primary producers WTP for avoidance of acute agrichemICal poisoning risk. 
2.5.2 The Primary Producer-Related Cancer !\lortality Risk 
In 1992 approximately 26 per cent of all deaths in New Zealand were attributed to cancer according 
to a detailed report on cancer mortality in New Zealand published by the New Zealand Health 
Information Service (New Zealand Health Information Service 1994). 
Exposure to agrichemicals, particularly phenoxy acid herbicides. have been linked to non-Hodgkin's 
lymphoma (Cantor 1982, Burmeister er 01. 1983, Pearce, Smith and Fisher 1985) and soft tissue 
sarcoma (Eriksson er 01. 1981, Smith er a/. 1982, Balarajan and Acheson 1984), although risk 
estimates vary widely among studies, and in some the risk was not increased at all (Pearce and Reif 
1990). Insecticides have also been associated with leukaemia (Fasal, Jackson and Klauber 1968, 
Burmeister el 01. 1983), mUltiple myeloma (Cantor and Blair 1984, Pearce, Smith and Fisher 
1985), and brain cancer (Musicco er a/. 1988). 
For the purposes of the development of a model for assessing primary producers' health risks from 
agrichemical exposure, the findings from Blair er 01. '5 (1992) comprehensive meta analysis of 
cancer risks among primary producers will be used to derive the cost of chronic long term exposure 
to agrichemicals. Blair er 01. (1992), in their article which summarised cancer risks among primary 
producers, included data from broad occupational surveys on cancer mortality or morbidity 
lssembled from several countries including New Zealand. They included published surveys which 
Jrovided data on many occupations or many diseases, or both, to avoid the potential problem of 
l bias toward the reporting of positive findings. Blair er a/. (1992) specifically excluded studies of 
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individual cancers in \/hich negative findings were likely to go unreported. In their meta-analysis 
they summed the observed and expected numbers for specific cancers among primary producers 
to create metkrelatlve risk (MRR) estimates to minimise the innuence of unusual chance findings 
from individual studies on the overall interpretation. II 
Table 2.3 presents a summary of the Blair el at. (1992) findings for cancer types that have been 
specifically associated with agrichemical exposure. 16 Table 2.3 outlines the nature of the disease, 
the total sampled number diseased, the meta relative risk, and the number of studies that were 
reviewed. 
for the selected cancers that have been linked to agrichemical exposure, the MRR estimates are 
not large. The reviewed studies indicate that the average increased relative risk for primary 
producers for the selected agrichemical exposure related cancers was between 5 and 12 per cent. 
Blair el al. (1992) note that it is perhaps not surprising that the relative risks from these summary 
measures were small because the broad occupational category of primary producer was all that was 
available for these analyses. Since not all primary producers have the same ex{X)sures, combining 
15 This procedure weights the contribution of each study by its size. 
16 The incidence of soft tissue sarcomas has also been linked to ex{X)sure to agrichemicals 
(Smith el al. 1982, Balarajan and Acheson 1984), however the meta-analysis by Blair er al. (1992), 
which is the source for the relative risk estimates used in this model, did not analyse the MRR for 
soft tissue sarcomas among primary production occupations. A measure for the increased risk of 
the incidence of soft tissue sarcoma due to occupational agrichemical ex{X)sure is therefore not 
included in this study. In New Zealand in 1992 soft tissue sarcoma was the cause of 15 male 
deaths. 
Further, although Barthel (1981) has found primary producers face an increased risk of developing 
lung cancer, Blair er al. 's (1992) meta-analysis of the epidemiological literature that has 
investigated primary producers and lung cancer risks indicated that the risk to primary producers 
in developing lung cancer is not elevated from the general population. The general epidemiological 
finding of low rates of cancer of the lung, for primary producers, may be explained by the low 
prevalence of smoking observed globally among primary producers (Donna er al. 1984). This 
hy{X)thesis could explain the significant finding in the Barthel (1981) study, as the smoking habits 
of Barthel's ex{X)sed subjects did not differ from those of the general male {X)pulation in the 
German Democratic RepUblic. 
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those with different exposures would tend to dilute the effects of relevant exposurEs and bias risk 
estimates toward the null (Checkoway, Pearce and Crawford-Brown 1989). Blair er (1/. (1992) 
highlight the potential magnitude of such a dilution effect by referring to data from a recent study 
in Iowa and Minnesota (Brown er af. 1990). Among the 698 population-based referents who ever 
lived on farms, 110 (16 per cent) never used insecticides and 344 (49 per cent) never used 
herbicides. The proportion of primary producers who used specific classes of agrichemicals was 
even smaller. Approximately 40 per cent of the primary producers used phenoxy acid herbicides 
and 20 per cent used organochloride insecticides, the two most frequently used agrichemical 
classes. Even if these chemicals were strong risk factors for a particular cancer, analyses based 
simply on the occupational title of the primary producer could seriously underestimate the relative 
risks. As Blair er af. (1992) note, classifying primary producers by specific exposures is clearly 
preferable, but such a classification was not available from the surveys included in their review. 
TABLE 2.3 
Summary of Mortality Risks for Primary Producers from Selected Cancers Linked to 
Agrichemical Exposure 
Disease Total Meta Number 
Diseased Relative of 
Risk Studies 
Brain 979 1.05 18 
Non-Hodgkins 911 1.05 14 
Lymphoma 
Multiple Myeloma 694 1.12 12 
Leukaemia 2 625 1.07 23 
Table 2.4 presents the cancer mortality statistics for the selected cancers for New Zealand males 
in 1992. The disease type, number of deaths, and mortality rate per 100 000 of population at the 
ages given, are presented for males by age grouping. 
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In New Zealand cancers that have been linked to agrichemical exposure, namely brain cancer, non-
Hodgkins lymphoma, leukaemia and multiple myeloma, accounted for 449 male deaths in 1992.17 
TABLE 2.4 
Cancer Mortality for New Zealand Males over 20! by Age Group! for Selected 
Cancer Types! 1992 
Di~ease Cancer Mortality Rates (or NZ Males over 20, by Age Group1l 
20-24 25-29 30-34 35-39 40-44 45-49 50-54 55-59 60-64 65-69 70-74 
Brain 3 5 6 6 8 10 10 19 12 9 
Cancer (0.72) (232) (3.66) (481) (5.03) (8) (11.86) (14.42) (2720) (19.58) (19.88) 
Non- 2 2 2 6 4 6 10 8 24 20 
Hodgkins (0.72) (155) (1.46) (160) (5.03) (4) (7.12) (14.42) (11.45) (39.16) (44.18) 
Lymphoma 
Multiple 2 3 I 8 12 11 
Myeloma (2) (3.56) (1.44) ( 11.45) (19.58) (24.30) 
Leukaemia 4 6 3 2 3 7 9 9 21 17 
(2.86) (464) (2.20) (1.68) (3) (8.30) (13.0) (1288) (3426) (37.55) 
2.5.3 Calculated Willingness to Pay for Chronic and Acute Agrichemical Exposure Risk 
Reduction Used in the Model 
Millar and Guria's (1991) New Zealand Statistical Life Valuation of $2.84 million is used in this 
model. WTP to avoid a non-fatal injury (which was serious enough to involve interruption to the 
work routine) of $14200, derived from the Moore and Viscusi (1988) and Millar and Guria (1991) 
studies, is also used in this model. 
\7 This figure is derived from Mortality and Demographic Data, 1992, published by the New 
Zealand Health Information Service (1994). Causes of death included in the mortality figure, and 
the subsequent analysis, include brain cancer (malignant neoplasm of the brain, ICD 191), non-
Hodgkins lymphoma (lymphosarcoma and reticulosarcoma, ICD 200; other malignant neoplasm of 
lymphoid and histiocytic tissue, ICD 202), multiple myeloma (multiple myeloma and 
immunoproliferative neoplasms, leo 203), and leukaemia (lymphoid leukaemia, leo 204; myeloid 
leukaemia, leo 205; monocytic leukaemia, leo 206; other specified leukaemia, leo 207). leo 
refers to the International Classification of Diseases numbers. 
\8 Rate per 100 000 of population at ages given is presented in the parentheses. 
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2.5.4 Length Of Agrichemical Exposure And Cancer Mortality Risk 
In order to develop a model that examines the chronic risks of agrichemical exposure, it is 
necessary to calculate the effects of exposure duration on primary producers' cancer mortality risks. 
The duration of agrichemical exposure is generally considered one of the most important factors 
in assessing chronic agrichemical hazards to human health (World Health Organisation and United 
Nations 1990). 
Barthel (1981), in a study of lung cancer risk in German agrichemical-exposed male primary 
producers, found that there was a statistically significant relationship between the total years of 
exposure and lung cancer SMR. Standardised mortality rates of 1.2, 1.7 and 3.0 were found in 
subjects with less than 10 years exposure, 10-19 years exposure, and greater than 19 years 
exposure, respectively. 
Blair et al. (1983), in a study of agrichemical applicators in Florida, also found that the ratios of 
directly adjusted standardised mortality rates rose with the number of years licensed to spray, with 
SMR's of 1.0, 1.75 and 1.86 for those licensed for less than 10 years, for 10-19 years and for 20 
years or more, respectively. 
These studies provide evidence that cancer mortality risk is significantly increased in subjects that 
have a longer agrichemical exposure history. Primary producers' cancer mortality risks were 
adjusted by a factor to account for the effects of exposure duration. Table 2.5 presents the 
adjustment factors used in the model. These factors were derived from the findings of Barthel 
(1981) and Blair et al. (1983). 
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TABLE 2.5 
The Effects of Exposure Duration on Cancer Mortality 
Length of Adjustment 
Exposure Factor 
(Years) 
> 10 0.67 
10-19 1.08 
20+ 1.44 
2.5.5 The Cost of Risk Reduction 
The New Zealand AgrichemicaJ Users' Code of Practice provides specifications for minimum 
protective clothing and respirator requirements for agrichemical use, by agrichemica1 toxicity class 
(New Zealand Agrichemical Education Trust 1992). Research by Scully, Brush and Sheppard 
(1993) into agrichemical usage indicates that the majority of primary producers commonly use class 
3 'poisons', or agrichemicaJs of a lower toxicity. The annualized cost of the minimum protective 
equipment requirements for the mixing and application of 'poisons' is $220 (Protector Safety 
Limited 1994a). The replacement rate for agrichemical protective equipment is estimated as one 
year for the average New Zealand primary producer (Protector Safety Limited 1994b). As 
agrichemical protective equipment for the average primary producer is estimated to require yearly 
replacement, a one-period choice model is used. 
2.6 Model Specification 
The health related monetarised benefits of agrichemical protection over a primary producers 
agrichemical use history and lifespan are represented in this model by the sum of the chronic and 
acute risks caused by non-protected agrichemical exposure. This sum is derived from the following 
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model which calculates an average New Zealand primary producer's agrichemical exposure risk 
in year i. For the purposes of this model increased mortality risks from chronic agrichemical 
exposure for brain cancer, non-Hodgkin's lymphoma, multiple myeloma and leukaemia are 
included. Epidemiological investigations of primary producers have suggested elevated incidence 
and mortality for these cancers due to agrichemical exposure. 
2.6.1 Cost Of Acute Risks From Agrichemical Exposure 
The cost of acute poisoning risk, in year i, is specified as: 
Where: 
= 
= 
= 
(2.1) 
Cost of acute health problems, in year i, caused by agrichemical exposure. 
Risk of acute health problems in year i caused by agrichemical exposure resulting 
in an interruption to the work routine. 
Statistical valuation of a non-fatal agrichemical accident requiring interruption of 
the work routine. 
2.6.2 Cost Of Chronic Long Tenn Exposure To Agrichemicals 
The cost of adverse long term health effects from chronic exposure to agrichemicals is specified 
as: 
(2.2) 
Where: 
C 1 
LEx 
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Cost of chronic long term exposure to agrichemicals in year i. 
Adjustment factor for cancer mortality risk (SMR) by the length of agrichemical 
exposure (K). 
The age group related elevated cancer mortality risk from chronic occupational 
agrichemical exposure in year i (E4.j=lC~(MRRj-l). This is the sum of the 
products of the elevated MRR for the jth (j = 1,2,3,4) agrichemical exposure 
related cancer type and the male age group related risk of mortality for that 
specified cancer type. 
The statistical valuation of a fatality (Statistical Life Valuation). 
CRj = The age group related cancer mortality risk for the specified cancer type j for New 
Zealand males. 
SMR = Standardised Mortality Rate: the increased risk of mortality due to occupational 
agrichemical exposure. 
MMR ) = Meta-Relative Risk. The standardised risk of mortality for primary producers from 
the specified agrichemical related cancer type j due to occupational agrichemical 
exposure. 
2.7 Model Results 
Table 2.6 presents the direct lifetime costs and benefits of agrichemical protective equipment use 
for the average New Zealand primary producer. Six typical cases are shown for the average 
primary producer at various ages and with different agrichemical exposure histories. 
The replacement rate for agrichemical protective equipment, for the average pri mary producer, is 
yearly, and thus costs and benefits are calculated for each yearly replacement decision period. The 
costs and benefits for acute agrichemical risks are calculated over the average primary producers 
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working life,19 and the costs of chronic exposure over the average expected lifetime of the primary 
producer. 10 
TABLE 2.6 
Average Direct Lifetime Costs and Benefits of Agrichemical Protection for New 
Zealand Primary Producers ($NZ 1994Q3) 
Primary Exposure Protective Cost of Cost of Total Benefit-
Producer History Equipment Acute Chronic Acute and Cost 
Age (Years Cost Poisoning Poisoning Chronic Surplus 
Exposed) Risk Risk Health 
Risk Costs 
20 0 9900 12 780 990 13 770 3 870 
25 5 8 800 11 360 985 12 345 3 545 
30 10 7700 9940 975 10 915 3 215 
35 0 6600 8 520 914 9434 2 834 
40 20 5 500 7 100 953 8053 2553 
45 0 4400 5 680 793 6473 2073 
The findings in Table 2.6 represent an average primary producer's working life, however the 
replacement decision for protective equipment is made by the primary producer on an annual basis. 
Calculations for each single replacement period, used to present the aggregated findings in Table 
2.6, however also indicated that in no single period were the replacement costs of protective 
equipment greater than the WTP for prevention of acute and chronic agrichemical poisoning risk 
in that same period. 
In the case of an average 20 year old New Zealand primary producer, who has had no previous 
history of agrichemical use, Table 2.6 indicates that the costs of agrichemical protective equipment 
19 The model assumes that farmers will retire from active agricultural employment at age 65. 
20 The average expected lifetime of a New Zealand male is 72 years (Statistics New Zealand 
1994). 
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over this primary producers working life with agrichemicals is $9 900. Valuing the risks of acute 
and chronic agrichemical poisoning for the same average 20 year old primary producer, using the 
findings from the surveys on primary producers' acute poisoning incidence, and the chronic 
agrichemical related cancer mortality risk estimates derived from Blair er al. '5 (1992) literature 
review on the increased cancer mortality risk from long term chronic exposure, indicate that the 
cost of the non-use of protective equipment is $3 870 (September 1994 New Zealand dollars) over 
the average primary producers lifetime. 
The fmdings for the other average New Zealand primary producer cases in Table 2.6 also identify 
a signifIcant benefIt-cost surplus that strongly supports the cost-effectiveness of agrichemical 
protective equipment use. 
The cost of information on New Zealand primary producers' agrichemical protective equipment 
requirements should also be incorporated in this model. As stated in Appendix 1, the standard 
'Growsafe' course trains agrichemical users in protective equipment use. The Standard course is 
run over a ten hour period, generally conducted in a full day, and the cost is $150. Appendix 
overviews the content of the New Zealand Agrichemical Trust's Growsafe programme. 
2.8 Limitations of the Model 
The risk estimates that have been sourced in calculating the results presented in this chapter may 
under or overestimate the actual risk from agrichemical exposure. The factors that could contribute 
to the risk estimates being overestimations or underestimations of actual exposure risk are examined 
in sections 2.8.1 and 2.8.2. A number of other factors, that were not specified and quantifIed in 
the model, may also be responsible for underestimating the costs associated with risk reduction 
strategies and understating the WTP for preventative action. These factors are examined in sections 
2.8.3 and 2.8.4. 
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2.8.1 Factors that may Contribute to Overestimation 
Through normal primary production practices, primary producers are exposed to many potential 
carcinogenic or etiologic substances. The potential etiologic factors for non-Hodgkin's lymphoma 
and multiple myeloma, which may be associated with pri mary production, fall into three major 
categories: agrichemicals, zoonotic oncornaviruses and chronic antigenic stimuli. However, the 
nature of the survey instrument used to derive the findings that are presented in the studies 
reviewed in this thesis, prevents a determination of the extent to which these etiologic factors 
contribute to the excess of non-Hodgkins lymphoma and multiple myeloma. 
A possible excess risk associated with exposure to zoonotic viruses has been suggested by the high 
rates of cancer of the lymphatic and haematopoietic system among veterinarians (Blair and Hayes 
1982). However, although there is no proven evidence of virus induced tumours in humans there 
are clear cut cases of virus-induced malignant lymphomas in animals (Malignant Lymphoma 1978). 
Other possible etiologic risk factors are suggested by the hypothesis that non-Hodgkins lymphoma 
and multiple myeloma may occur after prolonged antigenic stimuli to Iymphoproliferation (Greene 
1982, Blattner 1982). However, it has not been determined if these diseases are more prevalent in 
the primary sector (Pearce, Smith and Fisher 1985). 
2.8.2 Factors that may Contribute to Underestimation 
One important factor that may underestimate the chronic exposure risk calculations used in this 
study is the latency period of cancer. The primary producer-cancer mortality association is 
generally evaluated by considering the occupational class that is recorded on the death certificate, 
or is coded from data collected at the time of cancer diagnosis, or even later if cancer registration 
is delayed. If the agrichemical exposure related cancer latency period is similar to that for other 
cancers initiated by chemical exposures, etiological exposures would have occurred many years 
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earlier, probably in the period 10 to 30 years prior to diagnosis. 21 The occupation at the time of 
diagnosis is also only relevant if the patient has had the same occupation for many years. This will 
not always be the case, although the number of changes which would involve movement from one 
major occupational classification to another is estimated to be very small (Smith et al. 1982). 
White (1993) has further considered reasons why the risk of primary producers developing cancer 
in many studies appear to be statistically small. Primary producers are one of the largest 
occupational groups with exposure to agrichemicals, but they are also less likely to suffer from ill 
health generally. This is usually attributed to their higher level of fitness, younger average age, and 
higher intake of fruit and vegetables. Primary producers are also less likely to smoke than the 
average person (Donna et al. 1984). Blair et al. (1992) in their review of the literature found that 
in all of the 21 studies analysed, the 'healthy worker' effect contributed to an absence of a greater 
risk to primary producers from most major diseases, including all causes, all cancers, and 
ischaemic heart disease. The excesses among primary producers for a few specific cancers, against 
a background of low risk for most other diseases, however suggest work-related exposures are a 
factor in increased cancer mortality risks. 
The acute and chronic risks of agrichemical poisoning to primary producers, in the absence of 
protective equipment use, that are reported in this study may also be understated due to the existing 
research methodology. This methodology generally takes no account of protective equipment use, 
or does not interpret the findings in relation to agrichemical toxicity. As an example of this 
underestimation, Cantor et al. (1992) reported a significantly higher relative cancer risk rate for 
primary producers who had handled agrichemicals without protective equipment than for the total 
sample that had handled agrichemicals with or without protective equipment. 
21 The latency period for the chemical induction of solid malignant tumours in man is generally 
considered to be in the range of 10-30 years (Smith et al. 1982, Sharp ef al. 1986). 
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The limited epidemiological evidence on eXIXlsure risks for growers, or areas of high insecticide 
or herbicide use, which may include growers, also indicate that there are significantly higher cancer 
mortality risks for growers as compared to general primary production occupations. 
Epidemiological findings indicate that growers have an approximately two times greater risk of 
cancer mortality than farming occupations (Milham 1971, Pearce, Smith and Fisher 1985). Due to 
a significantly higher use of agrichemicals by New Zealand growers', as compared to the primary 
sector (MacIntyre, Allison and Penman 1989), protective equipment costs are also estimated to be 
increased by a factor of two (Protector Safety Limited 1994b). 
There is also considerable evidence that the risks to human health from chronic exposure to 
agrichemicals include inhibition of the nervous system (Ngatia and Mgeni 1980), and behavioural 
impairment in terms of neurological and psychological effects (Hayes 1982, Maizlish et al. 1987, 
Savage et al. 1988). This study did not consider these suggested physiological, neurological and 
psychological risks. 
2.8.3 Underestimation of The Actual Costs of Risk Reduction 
The analysis, which assumes the use of recommended agrichemical protective equipment by 
primary producers' results in an insignificant risk of acute or chronic agrichemical IXlisoning from 
occupational use, may underestimate the actual costs of agrichemical risk reduction. However, 
although no published longitudinal epidemiological studies have investigated the effects of 
recommended agrichemical protective equipment use on cancer mortality, studies by Pryde (1981) 
and Cantor et al. (1992) have found significantly lower health risks for primary producers who use 
some form of agrichemical protective equipment. Burgess (1987) has also stated that 'there is good 
evidence that pesticides handled correctly pose no significant threat to health' (pp58). 
Further, it is IXlssible that the model developed for this study which does estimate the costs of 
recommended protective equipment, but does not estimate the indirect costs to primary producers 
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of weanng protective equipment (including time costs and discomfort costs), may also 
underestimate the actual costs of agrichemical risk reduction. 
2.8.4 Underestimation of the Actual Willingness-To-Pay for Risk Reduction 
A refinement of the WTP approach involves recognition of the fact that safety improvements also 
have 'direct' economic effects, such as the avoidance of net output 10sses,22 material damage and 
medical costs. As many people appear not to take account of these "direct effects" in assessing their 
WTP for improved safety (Jones-Lee, Hammerton and Phillips 1985), then an allowance for these 
factors should be added to values of 'statistical life' and safety. 
2.9 Summary 
The findings of this chapter indicate that, despite the limitations of the model and the use of data 
from studies of primary production occupations that necessarily understate New Zealand growers 
agrichemical exposure risk (Pearce, Smith and Fisher 1985), there is a significant benefit-cost 
surplus in the use of agrichemical protective equipment and in exposure to agrichemical training. 
22 The discounted present value of the excess of an individual's expected future output over and 
above his future consumption is defined as his 'net output', and would clearly represent a direct 
loss to the rest of society should he die prematurely. 
34 
CHAPrER 3 
THE LEGAL RESPONSIBILITIES IMPOSED ON NEW ZEALAND GROWERS OVER 
THEIR USE AND MANAGEMENT OF AGRICHEMICALS 
3.1 Introduction 
Chapter 3 continues the cost-benefit analysis of agrichemical training participation for New Zealand 
growers by examining the legislative responsibilities that govern the use and management of 
agrichemicals. 
A large body of legislation mediates the use and management of agrichemicals in New Zealand, 
and non compliance can result in considerable penalties being imposed. Agrichemical training, that 
provides information and knowledge to growers of their agrichemical legislative responsibilities, 
can however significantly reduce the risks of non-compliance, and the subsequent imposition of 
penalties. 
3.2 Overview of the Legislation 
Table 3.1 presents a summary of the current and proposed agrichemical related legislation and their 
statutory regulations, their area of responsibility, and the maximum penalties that can be imposed 
for offenses committed under the relevant legislation. 
The legislation imposes responsibilities on growers, who use agrichemicals, in respect of 
occupational health and safety, public health and safety responsibilities, the transportation, storage 
and disposal of agrichemicals, food quality regulations, and environmental and wildlife damage 
arising from agrichemical use. 
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TABLE 3.1 
Summary of Current and Proposed Legislation, Area of Responsibility and 
Maximwn Penalties for Offenses 
Act/Regulation 
Conservation Act 1987 
Food Regulations 1984 
Health Act 1956 
Health and Safety in Employment 
Act 1992 
Li tter Act 1979 
NZ Grown Fruit and Vegetables 
Regulations 1975 
Noxious Substances Regulations 
195423 
Occupational Health and Safety Bill 
1991 24 
Pesticide Regulations 198325 
Plants Act 197025 
Resource Management Act 1991 
Toxic Substances Act 197925 
Toxic Substances Regulations 198325 
Transport Amendment Act 1989 
Traffic Regulations 1976 
Wildlife Regulations 1955 
Area of Responsibility 
Water Pollution 
Detrimental Effect on Fishery 
Food Residues 
Public Health 
Water Pollution 
Employee Health and Safety 
Agrichemical Disposal 
Food Residues 
Employee Health and Safety, 
Agrichemical Storage and Disposal 
Employee Health and Safety 
Transportation of Agrichemicals, 
Environmental and Property Damage. 
Food Residues 
Envi ron mental Damage 
Storage of Agrichemicals 
Disposal 
Storage 
Transportation 
Transportation of Agrichemicals 
Transportation of Agrichemicals 
Endangerment of Wildlife 
Maximum Penalty 
$30 000, and additional $3 000 per 
day if a continuing offence 
$500, and $50 per day if a 
continuing offence 
$500 
$1000 
$100 000 and/or I mprisonment up 
to a year 
$750 and/or 1 month Imprisonment 
$500, and $50 a day if a 
continuing offence 
$5 000, and $250 per day if a 
continuing offence 
$100 000 and/or Imprisonment up 
to 1 year 
$1 000, and $50 a day if a 
continuing offence 
$500 
$200 000 or 2 years imprisonment, 
and 
$1 000 per day if a continuing 
offence 
$500, and $50 a day if continuing 
offence 
$500 
$500 
$2000 
$5 000 and Disqualification 
$500 
$2000, and $20 a day if a 
continuing offence 
It is proposed that the forthcoming Occupational Safety and Health Bill will repeal these regulations. 
Proposed Legislation 
It is proposed that the forthcoming Hazardous Substances and New Organisms Bill will repeal all or part of these 
Acts and regulations. 
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Appendix 3 provides a comprehensive overview of the legislation summarised in Table 3.1. The 
overview includes an investigation of the agrichemical legal responsibilities imposed on New 
Zealand growers, an examination of growers' compliance with these agrichemical responsibilities, 
and an assessment of the penalties that can be imposed for specific acts of non-compliance. 
3.3 Review of Significant Resource Management and Health and Safety Case Law 
As the findings in Table 3.1 reveal, the Resource Management Act 1991 and the Health and Safety 
in Employment Act 1992 are the dominant legislative vehicles in the area of agrichemical use and 
management, and provide for considerable penalties in the order of $200 000 and $100 000 
respectively. Although the recency of the enactment of the Resource Management Act 1991 
precludes a significant history of case law on the interpretation of the Act, two cases have recently 
been decided that offer some guidance to growers usi ng agrichemicals, on the courts interpretation 
of SIS, the discharge of contaminants into the environment, and the penalties that will be imposed 
for offenses committed under this section. 
In the first case, Augustowicz v Machinery Movers Ltd [1992] 2 NZRMA 209; the court was asked 
to decide a possible contravention of S 15(l)(b); the discharge of water containing toxic trade waste 
onto land resulting in its entering natural water. The defendants, without specific Regional Council 
consent, discharged the contents of two tanks, one containing a significant amount of water (at least 
17 000 litres), highly contaminated, though low in concentration, with the toxic chemicals 
tributyltyn and chlordane. The second tank contained approximately 600 litres of a comparably 
concentrated mixture of contaminants consisting of tributyltyn, chlordane and dry cleaning fluid, 
along with water. The effect of the discharges on the stream was 'dramatic and severe', with many 
birds and other wildlife destroyed, as well as some injury to people. It was estimated that 100 
wildlife were killed as a consequence of the discharges. Various members of the public also had 
to receive treatment or assistance from the effects of the poisonous content of the discharge which 
entered the stream, in some cases out of an endeavour to assist ducks, in their plight, by entering 
the stream themselves. 
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The evidence, preser.ted in Augustowicz v Machinery Movers [1992], left the court in no doubt that 
serious contamination of the stream had taken place which was directly attributable to the actions 
of the defendants' employees in emptying the tanks as they had. Under S 339 the defendant was 
ordered to pay a fine of $25 000, expert fees of $8 785, costs of $1 903, as well as incurring 
expenses associated in the cleanup in the order of $12 200. On appeal of the extent of the fine 
(Machinery Movers Ltd v Auckland Regional Council HC Auckland AP 21/91), the Court 
acknowledged that the penalty was one quarter of the firms assets, but noted that the District Court 
Judge had taken this into account. Their Honours held that the sentence was not excessive, and that 
the seriousness of the offending, and the impact, justified the penalty imposed. 
In the second case, Bay of Plenty Regional Council v Pro Pacific Limited [1993] 7 DCR 289, the 
Court also had to decide a case under S 15 of the Resource Management Act 1991. In May of 1992 
complaints were received by the informant that Pro Pacific Ltd., an abattoir, had dug trenches and 
was dumping offal and blood in them. An inspection was made confirming the complaint, and the 
company and its Managing Director were prosecuted under the Resource Management Act 1991. 
Evidence was given that offal and blood were organic materials which without special preservation 
would decay, releasing solid, liquid and gaseous products into the environment. When such 
products were discharged onto land, contamination would be caused by altering the physical, 
chemical and biological condition of the land. A fine of $10 (X)() plus costs was imposed on the 
defendant for this breach of the Resource Management Act. 
The findings from these two cases indicate that the courts are prepared to impose significant 
penalties for offenses committed under the Resource Management Act 1991. Further, the decision 
in Augustowicz v Machinery Movers [1992] imposed liability on the employer for his employees 
behaviour, as prescribed in S 340(1) of the Act. 
Further, although no cases have been decided under the Health and Safety in Employment Act 
1992, there are three reported New Zealand cases of employees taking their employers to court for 
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failure to safeguard machinery in the workplace that resulted in non fatal injury. A brief overview 
of the considerable penalties imposed in the first two cases examined, that found a breach of 
statutory duty, may provide some guidance to the degree of penalty that may be imposed for similar 
cases, of agrichemical use or management negligence, under the Health and Safety in Employment 
Act 1992. The three cases overviewed below were decided under S 41 of the Factories Act 1946, 
prior to the Accident Compensation Act 1972. 
In Howard v Caxton Printing Works [1971] NZLR 1068, as the result of an industrial accident, 
an employees right arm was crushed. As a consequence of the accident the employee was left with 
an 'unsightly hand and wrist and a claw hand in which some of the fingers of the right hand were 
in a state of fixed flexion'. Medical evidence was given that the injury was equivalent to 50 per 
cent of the loss of the hand. The award made was $15 069 ($158 739 $NZ1994Q3), reduced by 
75 per cent due to contributory negligence. 
In Ralph v Henderson and Pollard [1968] NZLR 759, a sawmill employee sustained injury to the 
fingers of his right hand. The first, second and ring fingers of that hand were later amputated at 
levels which, for all practical purposes, left the plaintiff with only the thumb and little finger. The 
finding for the defendant was £6433 ($159 152 $NZ1994Q3). 
In the third case, Williams v BALM (NZ) Ltd [1951] NZLR 518, an employee unnecessarily 
deviated from an approved system, and although he suffered injury, failed in his action for 
damages. In this case no breach of statutory duty was found on the employer's part. 
3.4 Summary 
::::hapter 3 (Appendix 3) has presented a comprehensive overview of the legislative responsibilities 
mposed on growers in their use and management of agrichemicals. Although the legislation is 
:omprehensive in its nature, it is fragmented, and in some areas, for example Occupational Health 
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and Safety, overlaps to a considerable degree. Not surprisingly the Commissioner for the 
Environment, Helen Hughes (Hughes 1993) amongst others, have called for a consolidation of the 
legislation into a comprehensive framework. 
Recently enacted legislation such as the Resource Management Act 1991, the Health and Safety in 
Employment Act 1992, and the proposed Occupational Safety and Health legislation, have pointed 
to a decided shift towards the adoption of the legal premise of strict liability. This later legislation 
also increasingly recognises that safety is not an absolute and prevention of accidents through 
elimination, isolation, or minimisation of hazards, is a vastly superior focus than imposing penalties 
after the fact. The new legislation also brings with it a greater responsibility for the environment 
and increased penalties. Further, there is a commitment by the administering authorities that they 
will implement these Acts, and any future regulations made under these Acts, at a level far in 
excess of that previously enforced (Anon 1993b). 
Notwithstanding the developments in the agrichemical related legislation, there is still no 
requirement for commercial users of agrichemicals, except those for vertebrate control (the 
Pesticides (Vertebrate Pest Control) Regulations 1983), to have undertaken a comprehensive 
training programme. It is however interesting to note that both the Health and Safety in 
Employment Act 1992, and the Occupational Safety and Health Bill 1991, provide for the invoking 
of regulations that can impose on growers, or other agrichemical users, the need to have undertaken 
a comprehensive training programme before being given the right to use agrichemicals. 
Further, the degree of case law dealing with the legislative responsibilities of growers and 
agrichemical users is disappointing. Although there is clear evidence that offenses are being 
committed under the legislation (Pryde 1981, Houghton and Wilson 1992, Ministry of Agriculture 
and Fisheries 1992, Gee 1993, Scully, Brush and Sheppard 1993), few offenders have found their 
way into the courts. This absence of feedback may be estimated as having some effect on problem 
recognition and behaviour modification of agrichemical use (Hale and Glendon 1987). 
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Finally, the Advanced 'Growsafe' course educates growers in the legislative requirements affecting 
agrichemical use. The Advanced Certificate course is an intensive three day course costing $300. 
However, notwithstanding the considerable information burden placed on New Zealand growers 
to comply with the legislation, and the existence of evidence that indicates that a segment of 
growers are not complying with New Zealand agrichemicaJ law, the lack of a significant case law 
history in this area prevents an accurate assessment of the value of legislative information and 
training for New Zealand growers. 
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CHAPTER 4 
THE ECONOMICS OF FOOD SAFETY AND INTEGRATED PEST MANAGEMENT 
FOR NEW ZEALAND GROWERS 
4.1 Introduction 
This chapter continues the cost-benefit analysis of agrichemica1 training participation for New 
Zealand growers by examining the economics of food safety and the economics of the 
implementation of an Integrated Pest Management(IPM) programme. 
An analysis of the value to New Zealand growers of information on the implementation of non-
conventional agrichemical management (IPM), that may be gained through agrichemica1 training 
participation, requires four questions be answered. These are: 
1 How willing are consumers to pay a price premium for food produced under an IPM 
system?26 
2 How is produce quality affected by IPM methods? 
3 What are the effects of IPM on produce yield and food production costs? 
4 How much does the implementation of an IPM system cost? 
Chapter 4 begins examining these questions by providing an overview of consumer concerns over 
agrichemica1 use in food production (Section 4.2.1) and then identifies the reasons for these 
concerns (Section 4.2.2), and discusses consumer perceptions of the benefits of agrichemica1 use 
(Section 4.2.3), The translation of these concerns into modified consumer behaviour is then 
reviewed in Section 4.2.4. The chapter then continues by presenting an overview of the effects of 
26 IPM has been found to result in considerably reduced agrichemical usage in food production, 
when compared to food produced under a conventional system, and consequently lower 
agrichemica1 residue levels on fresh produce. See Section 4.3.2 for a detailed overview of the 
effects of IPM on agrichemical usage. 
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IPM programmes on produce quality (Section 4.3.1), and identifies the food production cost 
advantages of IPM implementation (Section 4.3.2). Section 4.4 provides a summary of the findings 
of chapter 4. 
4.2 Consumer Concerns over Agrichemical Use in Food Production 
Wilson-Salt (1993) identified the following benefits of agrichemical use; 
(i) A significantly reduced spoilage rate for all crops, both in the field and in storage. 
(ii) A reduction in the presence of natural poisons (for example fungal aflatoxins) which are 
highly oncogenic. 
(iii) Decreased costs of food production due to reduced labour and capital requirements. 
The benefits of agrichemical use identified by Wilson-Salt appeared to have little or no hidden costs 
until nearly two decades after the introduction of agrichemicals in the 1940's, when some food 
chain effects and some chronic health effects first appeared. Rachel Carson's evocative and emotive 
book, 'Silent Spring', published in 1962, exposed some of the hidden costs of agrichemical use and 
heralded the beginning of a change in attitudes regarding the costs and benefits of agrichemical use, 
and a search for alternatives to conventional agrichemical management. 27 
27 Conventional agrichemical management involves the routine periodic use of agrichemical 
applications to control pests, without monitoring for pest levels and crop tolerance, or consideration 
of alternative pest control methods. 
Non-conventional agrichemical management is an approach to pest control based on an 
understanding of ecological interactions within the crop, economic consequences of pest control 
designs, and the social impact of any interventions. Non-conventional agrichemical management 
systems may utilise biological controls (including parasitoids, predators, and pathogens), cultural 
controls, plant resistance and behavioural disrupters (including pheromones), as a complement, or 
substitute, for agrichemical use. 
For the purposes of this thesis non-conventional agrichemical management is termed Integrated Pest 
Management and does not include organic systems. 
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Three aspects of consumer attitudes and concerns over agrichemical use in food production are of 
particular interest in determining the value to New Zealand growers of implementing a non-
conventional agrichemical management programme (IPM). These are: 
The nature and extent of consumer concerns over agrichemical use in food production. 
2 The extent to which these concerns have resulted in changes in consumer behaviour. 
3 The extent of consumer willingness to accept, or pay, a price premium for produce grown 
under an IPM system. 
The following four subsections will examine the extent of consumer concerns over agrichemical 
use in food production, the factors that influence these concerns, consumers' perceptions of the 
benefits of agrichemical use in food production, and the extent of the translation of these concerns 
and perceptions into a WTP for reduced agrichemical use on food produce. 
4.2.1 The Extent of Consumer Concerns over Agrichemical Use in Food Production 
A trend towards increasing health consciousness among consumers has been widely accepted during 
the 1980's and the early 1990's (Weaver, Evans and Luloff 1992, Lamb 1993). Further, dietary 
concerns have focused on both the intrinsic quality of food (ie. fat and cholesterol content), as well 
as the suspected or known effects of agricultural production practices on food quality and safety 
(Wilson-Salt 1993). 
Consumer concern over agrichemical use in food production is however broader than the concern 
over food safety and dietary content. Other important related issues are agrichemical residues in 
groundwater, environmental effects including those on wildlife, and impacts on applicator health. 
Several studies have however focused specifically on consumer attitudes and concerns toward 
agrichemical use in food production and the existence of chemical residues on fresh produce. These 
surveys, which are presented in Table 4.1, have consistently found that consumers have both high 
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and increasing levels of concern about health risks due to the possible presence of chemical residues 
on fresh produce. 
TABLE 4.1 
The Extent of Consumer Concerns over Agrichemical Use in Food Production 
Source Area Percentage of 
Sample 
Respondents 
Indicating 
Concern 
Bealer and Willets (1968) Pennsylvania USA 41.5 
Burbee and Kramer (1986) USA 95 
Sachs, Blair and Richter (1987) Pennsylvania USA 71.1 
Lamb (1988) Christchurch 52 
Zellner and Degner (1989) USA 83 
Ott (1990) Atlanta, USA 94 
Ful ton et al. (1991) Palmerston North 77 
Lamb (1991) Christchurch 73 
Weaver, Evans and Luloff (1992) Pennsylvania USA 83.5 
Wilson-Salt (1993) New Zealand 90 
In 1965, Bealer and Willets (1968), in response to Carson's (1962) concern over agrichemical use, 
surveyed American households in Pennsylvania to estimate the public concern over agrichemica1s. 
Less than half of the sample (41.5 per cent) stated a 'great deal' or 'some' concern when 
questioned on the dangers they perceived a consumer faced by eating fruit and vegetables sprayed 
or dusted with agrichemicals. Bealer and Willets (1968) also explored respondents' concern for 
primary producer health when using agrichemica1s (31.6 per cent),28 the danger respondents 
perceived that primary producers faced when handling or applying chemicals (15 per cent), and the 
danger respondents perceived to wildlife from exposure to chemical sprays (51.8 per cent). 
28 All percentages quoted for the Bealer and Willets (1968) study refer to the percentage of 
respondents who stated either 'great' concern or 'some' concern over the relevant statement. 
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It appears however ~hat consumer concern over agrichemical use has increased significantly since 
Bealer and Willets study in 1965. Sachs, Blair and Richter (1987) conducted a replication of the 
Bealer and Willets (1968) survey in the same geographical area and found that responses to all the 
questions indicated consumer concern over agrichemical use had increased signi ficantl y. The 
greatest concern was shown for the impact of agrichemicals on wildlife, with 80.8 per cent of the 
respondents reporting a 'great' deal or 'some' concern. Consumer concern for primary producer 
safety in applying chemicals was 78.7 per cent, and concern for the dangers of agrichemicals to 
the person consuming sprayed fruit and vegetables was 71.1 per cent. 
Following on from the Bealer and Willets (1968) and Sachs, Blair and Richter (1987) studies, 
Weaver, Evans and Luloff (1992), in a further survey of Pennsylvania consumers, also found a 
significant altruistic concern for the external effects of agrichemical use that went beyond personal 
consumption impacts. Respondents agreed or strongly agreed that the use of agrichemicals harms 
primary producers (78.6 per cent), the environment (85.5 per cent), wildlife (88.5 per cent) and 
groundwater (91.3 per cent). 
Research carried out in New Zealand also indicates that there is a continuing increase in consumer 
concern regarding the artificial chemical content in food (Lamb 1988, 1990, 1991). Over the period 
1988 to 1991 Lamb found that there was an increase from 52 per cent to 73 per cent of the 
Christchurch public who had become concerned about the use of chemicals and sprays in food 
production. However, in comparison to findings reported in the U ni ted States (Ott 1990, Weaver, 
Evans and Luloff .1992), and New Zealand (Wilson-Salt 1993), Lamb's finding that 73 per cent of 
sampled consumers were concerned about agrichemical use appears to be approximately 10 per cent 
to 20 per cent lower than most recent studies. 
Lamb (1991) also examined Christchurch consumers' perceptions of their most serious food 
concerns. 20.4 per cent of respondents believed agrichemical residues were the most serious food 
problem, and a further 22.5 per cent of respondents thought it was the second most serious food 
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problem. Additives and preservatives, and fat and cholesterol were however considered the two 
most serious food problems, ranked most serious by 27.5 per cent and 25.8 per cent of respondents 
respectively. Wilson-Salt (1993), in her study of New Zealand consumers food concerns, found that 
foods grown using agrichemicals were ranked by consumers as the second greatest food concern 
behind food poisoning (botulism and salmonella), and just above chemical food additives and foods 
high in saturated fats, which were ranked third and fourth respectively. 
New Zealand consumers have also been found to have a significant altruistic concern for the 
external effects of agrichemical use. Fulton et al. (1991), in a study of Palmerston North food 
consumers, found that consumers felt residues from spraying had negative long term effects on soil 
and water (28 per cent). Twenty-two per cent also felt that wind drift from agrichemical sprays 
being applied could affect neighbouring properties and peoples' health, and 28 per cent commented 
on the harmful effects of sprays on people, specifically orchid workers and pregnant women. Ott 
(1990) however has ventured further in surveying American consumers' perceptions of the costs 
and benefits of agrichemical use. 50.4 per cent of respondents considered that all (13.1 per cent) 
or some (37.3 per cent) agrichemicals should be banned. 43.6 per cent estimated that agrichemicals 
could be used safely but there should be greater testing, and a mere 6 per cent stated that current 
agrichemicals are safe and consumer fears are unwarranted. 
It is not surprising that the degree of concern about the effects of agrichemicals has increased 
significantly since the 1960's, both in New Zealand and internationally. As agrichemical application 
rates have increased so has the number of episodes of specific agrichemical related problems. 
Recent New Zealand incidents of local water contamination by agrichemicals (Anon 1993c), 
suspected agrichemical exposure links with fetal abnormalities (Mathias 1993, Crichton 1993), 
suspected serious poisoning of children (Heeringa 1991), the removal of DDT from approved use, 
and the continuing clean-up of PCP contamination, have all made a significant impact on the 
public's perceptions of safe agrichemical use. Lack of information and personal control may also 
influence consumers to rate agrichemical residues as one of their top food concerns. 
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However, although food consumers are generally concerned about agrichemical residues in food, 
one highly quoted US consumer survey (published by the Washington based Food Marketing 
Institute (FMI)) has suggested that US consumers are generally confident about the overall safety 
of the food supply. From 1985 through 1988 over 90 per cent of surveyed consumers indicated they 
believed that the food in supermarkets was wholesome and safe to eat. However, this percentage 
unexpectedly dropped to 81 per cent in January 1989. Subsequently the FMI conducted 
supplemental polling through the northern spring and summer of 1989, after the US publication in 
February 1989 of the Natural Resources Defence Council Report, Intolerable Risks: Pesticides in 
our Children's Food, and the Chilean grape scare. This polling suggested that by mid-April the 
number of completely or mostly confident consumers had dropped to 65 per cent of the total 
number surveyed. Even after 3 months the percentage of confident consumers was still hovering 
around 67 per cent. 
The conclusions that can be drawn from the FMI report indicate that although the use of 
agrichemicals in the production of fresh produce causes consumer concern, the concern over 
agrichemical use does not necessarily imply that consumers believe that all fresh produce grown 
with agrichemicals are totally unsafe. 
4.2.2 Factors Influencing Consumer Concern over Agrichemicai Residues 
The previous subsection has reported a high and increasing consumer concern over agrichemical 
use and any resulting chemical residues in food production. Lamb (1991) has however stated that 
the reasons for consumer concerns over agrichemical residue content in food produce are numerous 
and varied. The single most commonly reported concern arising from agrichemical use in Lamb 
(1991) was the possible long term health effects of consuming food with high levels of chemical 
residues (16 per cent). Further, in the Fulton et al. (1991) study 68 per cent of respondents 
believed that sprayed apples are harmful to eat, and only 32 per cent believed that sprayed apples 
were safe to eat. Fifty per cent of respondents also believed that apples with spray residues would 
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lead to personal health problems, however 16 per cent indicated that if they washed, rubbed, or 
peeled the apples, the apples would no longer cause any harm. 
Lamb (1991) has also found that many consumers are confused about agrichemical residues and 
often give contradictory responses for their reasons for concern over agrichemical residues. For 
example, only 15 per cent of respondents appeared convinced that agrichemical residues were as 
low as possible in food products, 46 per cent were doubtful that this is the case, with the remaining 
39 per cent being unsure. In further explaining reasons for their concern, only 4 per cent of the 
respondents stated that they 'had personally bought food and had consequent residue problems.' 
The New Zealand consumer perceptions from Lamb (1991), are interesting when they are compared 
to a recent MAF and Department of Health survey on the actual residue status of domestically 
consumed vegetables, fruit and cereal products (Ministry of Agriculture and Fisheries 1992). Over 
50 per cent of the 741 samples analysed for 82 different agrichemicals, and over 80 per cent of the 
488 samples taken for ethylenebisdithiocarbamate (EBDC) testing, contained no residues. Where 
specific Maximum Residue Limits (MRLs) had been established as part of the pesticide registration 
process (See Appendix 4), violations (possibly reflecting misuse) were less than 0.7 per cent. This 
low percentage compares favourably with identical overseas test results which revealed violations 
of between 1 and 2 per cent in the sample (Environmental Protection Agency 1992). l.2 per cent 
of the EBDC samples, and l.l per cent of the samples tested for multiresidues, were also found 
to be in excess of the general 'Fruit and Vegetable MRLs'. A further 4 per cent of the fruit and 
vegetable samples contained agrichemical residues greater than O.lmg/kg, the maximum level 
permitted where no specific MRL has been established. The results from the MAF and Department 
of Health survey when compared to the consumer perceptions of Lamb (1991) indicate that a 
significant proportion of New Zealand food consumers actually overestimate the health risks of 
eating food grown with agrichemicals. 
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Fulton et al. (1991) has also stated that even though the majority of their survey respondents lacked 
a detailed knowledge of agrichemical sprays, 77 per cent of their sample perceived them as being 
potentially harmful. Further uncertainty, over quantifiable risk estimates of the environmental 
impact of agrichemicals, also influences the conservative attitude taken by both consumers and 
policy makers towards agrichemical hazards (National Research Council (US) 1987). For example, 
it may be relatively easy to identify a residue or water contamination level, but it is much more 
difficult to identify what the residue or contamination level means in terms of life span, health, and 
days of work missed. It is also unlikely that definitive agrichemical related health risk data, which 
could change consumer perceptions, will become available in the near future. The effects of 
imperfect and incomplete information, on the health risks and environmental costs of consuming 
food produced with agrichemicals, has also been estimated to lead to problems for consumers in 
translating their concern over agrichemical use into behaviour modification (Jolly et al. 1989). 
Coinciding with an increasing consumer concern over agrichemical usage, Sachs, Blair and Richter 
(1987), in their replication of Bealer and Willets (1968) survey, have also found that consumer 
confidence in precautions and government regulations on agrichemical use had altered dramatically 
over time. In Bealer and Willets 1965 survey, the overwhelming majority of consumers (97.7 per 
cent) responded positively when asked if the government adequately regulated chemical use in or 
on food. However, in 1984 (Sachs, Blair and Richter 1987), only 45.8 per cent of consumers 
agreed that the government does an adequate job of regulation. Consumers are also less likely in 
the latter study to report that primary producers are careful with agrichemicals. Confidence in food 
inspection procedures has also dropped. Ninety-four per cent of consumers in 1965 reported that 
food purchased from retail stores was adequately inspected, compared to 48.9 per cent in 1984. 
Overall, consumers' concern about the effects of agrichemicals, and doubts about the adequacy of 
regulation, have increased substantially. 
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4.2.3 Consumer Perceptions of the Benefits of Agrichemical Use in Food Production 
In the preceding two subsections it has been implied that agrichemicals have been generally 
perceived by many consumers as having a negative impact on future levels of environmental and 
human health. However despite negative perceptions, agrichemical use also has a specific utility; 
namely the ability to promote short-term welfare to humans. For example, agrichemicals have been 
credited with keeping food prices low (Schrader 1991), and the food supply abundant and 
dependable (East and Holland 1991). Agrichemicals have also eradicated some insect pests and 
insect-borne diseases (Wilson-Salt 1993), and are claimed to be responsible for the high degree of 
visual perfection in fruit and vegetables that consumers have come to expect (Office of Technology 
Assessment 1979). Therefore, it may be possible that consumer concerns for health and the 
environment are tempered by their favourable perceptions of the benefits of agrichemical use. 
In a recent US study Weaver, Evans and Luloff (1992) illustrated these favourable consumer 
perceptions by reporting on respondents' perceptions of the benefits of agrichemical use on fresh 
produce. Generally respondents believed that agrichemical use increases the supply of fresh produce 
(77 per cent) and increases storage life (54.5 per cent). Respondents were however slightly more 
divided on whether agrichemical use actually resulted in reduced price~ (49.6 per cent yes, 36.6 
per cent no), or increased quality (46.9 per cent yes, 44.3 per cent no). 
Wilson-Salt (1993) also examined New Zealand consumers' opinions of the benefits of agrichemical 
use and found that 37 per cent of consumers generally believed agrichemicals improved the quality 
of the fresh fruit and vegetables, and 42 per cent believed agrichemical use increased the storage 
life of the food. Many consumers also believed that the use of agrichemicals led to lower priced 
produce (30 per cent), and a reduction of natural poisons from pests (30 per cent). 
The studies, by Weaver, Evans and Luloff (1992) and Wilson-Salt (1993), suggest that consumer 
concerns over agrichemical use on fresh produce must be assessed in conjunction with the perceived 
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benefits of agrichemical use in order to more accurately predict consumer behaviour. These two 
studies show that strong consumer concerns over health and environmental risks, caused by 
agrichemical use and residues, are balanced to some degree with consumers' perceptions of the 
benefits of agrichemical use on fresh produce. 
4.2.4 The Behaviour Modification Response to Consumer Concerns over Agrichemicals 
The studies overviewed in Section 4.2.1 and 4.2.2 indicated a significant and increasing consumer 
concern over agrichemical use and agrichemical residue content in food production. Weaver, Evans 
and Luloff (1992) have stated that this trend of a growing consumer concern over residues in fresh 
produce could be expected to manifest itself in changes in consumer behaviour in two ways: 
Decreased demand for fresh produce, and/or 
2 Increased demand for IPM and organically grown produce, and produce certified as pesticide 
residue free. 
The following two subsections will examine consumer behaviour modification effects that may 
result from rising consumer concerns over agrichemical use on fresh produce. 
4.2.4.1 Decreased Demand for Fresh Produce 
Although consumers can either eat less produce or choose produce that is grown using an IPM or 
organic programme, or certified as pesticide residue free, eating less fresh produce is contrary to 
recent public health recom mendations to eat more frui t and vegetables (Anon 1991). However, 
despite the repeated pleas by public health organisations to eat more fresh produce, a number of 
studies have found that a significant segment of consumers have decreased their daily consumption 
of fresh produce due to concerns over agrichemical use. 
52 
In 1988 the University of Florida and the United States Department of Agriculture (USDA) 
Economic Research Service surveyed consumers on their food purchase behaviour in four different 
locations across the United States. Over half the respondents said they were eating less of some 
foods because of safety concerns (University of Florida/USDA 1988). McGuirk, Preston and 
McCormick (1990) also found that 77 per cent of their sample avoided buying some foods because 
they were concerned about their safety. 
Further, Weaver, Evans and Luloff (1992) conducted an extensive investigation into the effects of 
consumer concerns over agrichemical use in food production and behaviour modification. Weaver, 
Evans and Luloff (1992) surveyed consumers, who had stated they were concerned about 
agrichemical residues on fresh produce, on their attitudes and behaviour towards certified pesticide 
residue free (CPRF) tomatoes. Although 57 per cent of the respondents did not change their buying 
habits due to their concern for agrichemical use in fresh produce production, 43 per cent of 
respondents modified their food purchase behaviour. For these 43 per cent of consumers that did 
modify their behaviour, three strategies dominated: 
1 Forty-one per cent brought more organic/CPRF produce 
2 Twenty-two per cent reduced purchases of fresh produce, and 
3 Twenty-eight per cent stopped purchases of produce highlighted by the media as dangerous 
due to the presence of residues. 
Therefore, despite the health recommendation to eat more fresh produce (Anon 1991), the results 
of these reviewed studies indicate that some consumers have modified their purchase behaviour and 
reduced or eliminated purchases of conventionally grown produce. 
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4.2.4.2 Increased Demand for Food Grown Under an IPM System 
Weaver, Evans and Luloff (1992) have stated that the second significant result of an increasing 
consumer concern over agrichemical use in food production is a consumer WTP a price premium 
for IPM or organically grown food produce, or produce CPRF. Table 4.2 presents the findings of 
four studies that have investigated the extent of consumer WTP a price premium for produce grown 
under an IPM system or CPRF. 
TABLE 4.2 
Consumers' WTP for Fresh Fruit and Vegetables Grown Using 
Non Conventional Agrichemical Management Programmes 
Source Area Fresh Produce Type A verage Price 
Premium (%) 
Ott (1990) Atlanta USA CPRF 3.8 
Fulton et al. Palmerston North Insecticide Free 14-17 
(1991)29 
Weaver, Evans and Pennsylvania USA CPRF 9.4 
Luloff (1992) 
Wilson-Salt (1993) New Zealand IPM 13.6 
In Ott's (1990) study, shoppers were presented with three choices for stating their willingness to 
pay higher prices for CPRF produce, assuming no change in qUality. 33.9 per cent of the shoppers 
expressed an unwillingness to pay higher prices, 56.5 per cent of these shoppers indicated they 
would pay a 5 per cent premium and 9.6 per cent a 10 per cent premium. 
In a limited pilot observation experiment conducted in Palmerston North (Fulton et al. 1991), 
insecticide free apples put on sale, that had an unblemished appearance and good colour 
development, sold 'well' at a price premium of 17 per cent over conventionally grown apples. 
29 Market Observation Experiment 
54 
Subsequently, in a market experiment conducted in Palmerston North (Fulton et al. 1991), 
insecticide free apples, sold at an approximately 14 per cent price premium over conventionally 
grown apples in 1991, at similar quality levels, achieved a store share of 19.3 per cent of total 
conventional and insecticide free apple sales over the three day period of the experiment. Twelve 
per cent of consumers also payed the same price for reasonable quality insecticide free apples, ie. 
apples with a few blemishes, as they would have payed for conventionally grown apples of near 
perfect qUality. This behaviour observed by Fulton et al. (1991) also appears to demonstrate a 
willingness by a segment of consumers to accept a trade-off between the visual appearance of the 
apple and the perceived benefits gained from the apples being insecticide free. 30 
Weaver, Evans and Luloff (1992) examined respondents' WTP a price premium for CPRF tomatoes 
over that paid for conventionally grown tomatoes. The results indicated that only 19 per cent of 
respondents were not willing to pay more for CPRF tomatoes, while 25 per cent were willing to 
pay up to 5 per cent more, 30 per cent were willing to pay up to 10 per cent more, and almost 26 
per cent were willing to pay more than a 15 per cent premium for CPRF tomatoes. 
Wilson-Salt (1993), in a New Zealand food consumer survey, found that of the 98 respondents, 90 
per cent said they would purchase produce grown using rPM, while 10 per cent said they would 
not. Of those respondents who would buy rPM produce, 41 per cent said they would not be willing 
to pay a price premium for rPM over what they would pay for conventionally grown produce. 52.3 
per cent said they would be willing to pay 20 per cent more, 4.5 per cent said they would pay 40 
per cent more, and 2.2 per cent said they would pay 60 per cent more. Further, in a study of 
Christchurch households food consumption trends, Lamb (1990) found that 46 per cent of 
respondents would pay more for 'environmentally friendly' products, and 43.5 per cent would pay 
more for spray free products. A further 10.8 and 13.1 per cent would consider paying a price 
premium, dependant on the product, for 'environmentally friendly' and spray free produce 
respectively. 
30 The agrichemical free - cosmetic appearance trade-off is examined in detail in Section 4.3.1. 
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In conclusion, although these studies indicate that sampled consumers are, on average, willing to 
pay a price premium of about 10 per cent for IPM grown produce or produce CPRF; Morgan and 
Barbour (1991) and Lamb (1993) have emphasised that care must be taken in interpreting some of 
these results. Often WTP, when measured from a consumer survey, is significantly inflated when 
compared to actual buying behaviour. It has further been stated that although recent research 
findings (Zind 1990, Ott 1990) suggest that consumers' concern about residues is high, this 
consumer concern has not resulted in fundamental changes in observed consumer behaviour, at least 
not in the short run (Jolly e( al. 1989). This finding of a low level of behavioural modification is 
estimated to occur due to the translation of consumer perceptions into behaviour being mediated 
by a lack of information on the true 'safety' of the produce (ie. its residue content), and the limited 
supply of IPM and CPRF produce in the market (Fulton e( al. 1991). 
4.3 Produce Quality and Food Production Cost Savings from the Implementation of 
an IPM Programme 
Section 4.2 examined the consumer concern over agrichemical use in food production, and the 
translation of this concern into modified food purchase behaviour. However, in order to estimate 
the value to New Zealand growers of information on the implementation of IPM, that may be 
gained through training participation, an analysis is also required of the effects of IPM on produce 
quality (Section 4.3.1), and crop yields and food production costs (Section 4.3.2). 
4.3.1 Produce Quality under IPM Programmes 
The importance of aesthetic standards in food production has been debated by proponents and critics 
of current conventional agrichemical practices. A widespread belief in the produce industry is that 
consumers insist upon blemish-free fruit and vegetables. Consumer advocates and environmentalists 
however maintain that consumers are willing to trade off some degree of physical perfection for 
a reduction in agrichemical use in food production (Feenstra 1988). 
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Although generally resulting in reduced agrichemical residue levels on food produce, it is 
commonly asserted that IPM programs may also contribute to an increased number of defects in 
food produce (Ott, Misra and Huang 1991). It has also been observed that a producer perception 
exists that IPM grown produce will result in considerably more down-graded produce than 
conventionally grown produce. Further, perceptions that IPM grown produce will result in lower 
retail prices arising from poor visual presentation of produce are believed by producers to reduce, 
or eliminate, the benefits derived from consumers' WTP a price premium for food safety and 
environmental benefits deriving from the implementation of an IPM programme (Feenstra 1988). 
These perceptions are a considerable barrier to the implementation of IPM. 
An example of consumers' reluctance to purchase visually imperfect produce is the Weaver, Evans 
and Luloff (1992) survey. Consistent with respondent concerns for appearance as a determinant of 
the purchase decision, 52 per cent of respondents indicated they would not purchase CPRF 
tomatoes that had cosmetic defects. Fifty-seven per cent of the sample also perceived that CPRF 
tomatoes would have more cosmetic defects. A finding consistent to that observed in Weaver, 
Evans and Lu10ff (1992) was also found in Ott (1990). While shoppers in Ott's (1990) survey 
indicated a WTP higher prices for CPRF fresh produce, they were also generally unwilling to 
accept a decline in cosmetic quality. Less than 40 per cent (38.5 per cent) would accept any 
cosmetic defects, and only 11.6 per cent were prepared to accept insect damage. 
Consumer support for an agrichemical free-imperfect cosmetic appearance trade off has however 
been found in a marketing survey conducted by the New York State Integrated Pest Management 
(IPM) programme (Tette and Koplinka-Loehr 1988). The results of the survey showed that over 
75 per cent of respondents would accept blemishes if the fresh produce were CPRF. 
Bunn et al. (1990), in a survey conducted in Californian supermarkets in 1987, also found that 
when offered a choice between picture perfect oranges and blemished oranges Californian 
consumers preferred the cosmetically perfect oranges. Only 5 per cent were willing to buy an 
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increased quantity of thrips damaged oranges,31 compared to standard quality oranges. Consistent 
with Ott (1990) and Weaver, Evans and Luloff (1992), Bunn er al. (1990) found that cosmetic 
appearance, without any other 'purchase clues', appeared to dictate consumer preference. Bunn er 
al. (1990) however investigated consumer purchase behaviour further by exploring the possibility 
that consumers are willing to sacrifice some cosmetic perfection for lower agrichemica1 use. When 
consumers were told that the thrips scarred oranges had received half as many sprays as the 
standard orange, consumer acceptance of scarred oranges, as defined as an increased willingness 
to purchase, jumped to 63 per cent for the level one orange (l0 per cent thrips scarring) and 58 per 
cent for the level two orange (20 per cent thrips scarring). The findings of Bunn er al. 's study 
suggest that information about reduced agrichemica1 use affected a change in consumers' 
willingness to accept cosmetic imperfection. 
The Washington (State) Public Interest Research Group Foundation (Miller and McClelland 1989) 
has also repeated the Bunn et al. (1990) survey, substantiating the Bunn et al. ' findings. As in the 
Bunn et al. (1990) study, initial acceptance of the thrips-scarred oranges was very low, only 6.5 
per cent of consumers surveyed stated that they would be willing to buy more scarred oranges. 
However, once told about the lower agrichemica1level, willingness to purchase rose to 74 per cent 
for level one, and 59 per cent for level two scarred oranges. Although findings from Tette and 
Koplinka-Loehr (1988), Miller and McClelland (1989), and Bunn et al. (1990) are encouraging for 
continued implementation of IPM systems, Bunn et al. (1990) have noted that their results may not 
be generalisable to all fruit and vegetables. Oranges represent a special case where scarring has 
been demonstrated not to affect flavour or nutritional quality. Further research is needed to 
determine other fruit or vegetables where consumers would be prepared to trade off blemishes for 
reduced agrichemica1 use. 
31 Thrips scars on oranges do not affect the edible quality of the fruit, its storability, or 
nutritional value. 
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4.3.2 Food Production Cost Savings From IPM 
In examining the supply side cost-benefit implications arising from the implementation of an IPM 
programme, an analysis of the effects of IPM on produce yield and food production costs is also 
required. In terms of supply side cost savings, New Zealand growers are estimated to benefit from 
the implementation of an IPM programme in the following ways (The Least is Best Pesticide 
Strategy 1978, Cameron and Beck 1992): 
(i) Decreased agrichemical costs. 
(ii) Decreased chemical residues on food grown under IPM. 
(iii) Decreased environmental and grower contamination. 
(iv) A reduced chance of pests developing agrichemical resistance. 
(v) A reduced risk of phytotoxicity from agrichemicals applied to young plants. 
(vi) A reduction in labour costs as the distribution of natural enemies is less time consuming 
than the high volume application of agrichemicals. 
(vii) When biological control agents are being used there IS no safety interval (harvest 
withholding period) required before harvesting the crop. 
Although information about how IPM controls affect primary production often is not readily 
available under actual growing conditions, and good alternatives do not appear to exist for all pests 
(East and Holland 1991), there is growing evidence that significant production cost savings for 
many fruit and vegetable crops can be made from the implementation of IPM through decreased 
usage of agrichemicals (Zind 1989). 
Table 4.3 presents the findings of seven studies that have examined the extent of food production 
cost savings from the implementation of IPM, when compared to conventional agrichemical 
systems. 
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TABLE 4.3 
Food Production Cost Savings From the Implementation of an IPM Programme 
Source Food Type Area Average Food 
Production Cost 
Savin~2 
Way et al. (1977) Beans Great Britain £UK 3.78/ha 
Jansson (1977) Various United States $US 1671 Acre 
Tette (1978) Various New York 42 per cent 
Tette and Koplinka-Loehr Apples New York 23 per cent 
( 1988) 
Cameron and Beck (1992) Cabbage New 1-2 Applications per 
Broccoli Zealand crop 
Cauliflower 
Condie (1993) Various New Zealand 50 per cent 
Herman (1993) Various New Zealand 50 per cent 
The economics of control based on forecasting (IPM) relative to other control strategies has been 
evaluated by comparing forecasting with a routine conventional preventative treatment, which is 
suggested to be the best alternative strategy, on spring sown field beans (Way et al. 1977). During 
the 1970-75 period on average only 8 per cent of the crop would have been unnecessarily treated 
following advice based on the forecast, compared to 62 per cent of the crop if control had been 
based on routine chemical treatment. Overall, during the period 1970-75 the forecasting(IPM) 
scheme showed a mean gain of UK £3. 78/ha of bean crop over the routine preventative 
treatmentY Furthermore, the economic analysis of the scheme undoubtably underestimated the 
value of the forecasting as no account was taken either of the improved timing of chemical 
32 The findings presented from the Condie (1993) and Herman (1993) studies are observed 
production cost savings for a segment of surveyed primary producers. The figures reported for 
these two studies do not represent average production cost savings. 
33 Growers implementing the IPM strategy reported input cost results ranging from a small loss 
(UK£0.14/ha), the costs of implementation of the IPM scheme, to a gain (UK£lO.60/ha), 
representing the decreased costs of the insecticide used and its application costs. 
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application obtained from the forecasting data, or of the wider environmental benefits resulting 
from reduced agrichemical application. 
In Jansson (1977) apple growers who had implemented an IPM programme indicated they had made 
either dramatic savings, US$IOO to US$IOOO an acre, or substantial savings, US$6-US$I00 an 
acre. Potato and tomato growers also indicated they had made substantial savings. Jim Tette, 
manager of the New York S tate Tree Fruit Pest Management Program (Tette 1978), has also stated 
that insecticide use by growers who left the state IPM programme in 1975 had nearly doubled in 
1976 and their cost per acre had increased by 42 per cent. Fruit quality was also examined in Tette 
(1978) and there were found to be no significant differences between IPM and pre-IPM quality 
levels. Two New Zealand studies (Herman 1993, Condie 1993) also indicate that cost savings of 
50 per cent in insecticide use are common among New Zealand growers using IPM. 
However, although the reviewed studies indicate that significant food production cost savings are 
possible from the implementation of IPM, and Gould (1987), in his comprehensive review of the 
literature on the food production cost effects of IPM implementation, has stated that when correctly 
used and monitored IPM will usually give very satisfactory results and will maintain pest levels 
below economic damage thresholds; a number of factors may however contribute to failures in 
controlling IPM programmes. One of the most important of these factors is identified as a lack of 
monitoring or management of the programme by the grower. Further, where IPM programmes with 
reduced agrichemical applications are in use, unexpected flare ups of major pests such as thrips, 
capsids and leafhoppers may occur. The use of non selective agrichemicals for these pests, for 
which natural enemies are unlikely to be available, will result in the failure of the biological control 
of the major pests (Gould 1987). 
IPM programmes for the major protected crops have however been successful throughout Europe 
for the control of pests which are becoming resistant to many of the available agrichemica\s 
(Hussey 1985). Further, the ability under an IPM programme for the grower to suspend a harvest 
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withholding period can be particularly important for tomato and cucumber growers where their crop 
are picked daily. Further, the direct cost of biological and integrated control programmes will 
usually be less than the cost of very intensive agrichemical programmes where resistant populations 
are present and pest control is difficult (Integrated Pest Management 1987). 
There is also evidence to show that IPM programmes can have a beneficial effect on crop yield and 
qUality. Early observations on cucumbers have showed that when the large number of acaricidal 
or whitefly treatments (often 15-20 annual sprays) were discontinued, lateral growth improved and 
yield increases of up to 25 per cent were recorded (Hussey 1985). 
4.4 Summary 
This chapter has presented a comprehensive overview of the economics of food safety and IPM 
implementation for growers. Although the literature in this area is often incomplete, and 
experimental research is rare, there are some significant trends and developments that highlight the 
importance to New Zealand growers of being aware of the cost-benefit tradeoffs inherent in the 
selection and implementation of an IPM programme. 
The findings reported in Section 4.2 suggest that the public is becoming significantly more 
concerned about the use of agrichemicals in food production (Lamb, 1988, 1990, 1991). This 
increased level of concern has been shown in a significant segment of food consumers to manifest 
itself in a stated WTP a price premium for produce grown under an IPM system (Wilson-Salt 
1993). However, experimental research into modified food purchase behaviour is limited, and the 
effects of IPM on produce quality,34 as a further mediating factor on consumer food purchase 
behaviour, needs future investigation in order to gain a greater understanding of actual marketplace 
behaviour. 
34 Produce quality is often perceived to be lower in food produced under non-conventional 
systems (Ott, Misra and Huang 1991). 
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Although the literature on food quality effects and WTP for rPM grown food is inconclusive 
(Morgan and Barbour 1991, Lamb 1993), the findings reviewed in section 4.3.2, that investigated 
the food production cost effects of rPM implementation, indicated that although the benefits of IPM 
have generally been found to be significant, especially where implementation and management of 
the programme is undertaken by the grower (The Least is Best Pesticide Strategy 1978), the extent 
of the specific cost savings to individual growers are both product and geographic specific. On the 
basis of the study's reviewed, the implementation of IPM could however be conservatively 
estimated to result in agrichemical cost savings of at least 20 per cent. 35 In most cases cost savings 
below this figure are due to mismanagement of the IPM process or the high additional indirect costs 
incurred when implementation and/or management of the programme is undertaken by crop 
consultants (Gould 1987). Translating this saving into production costs, based on 1991 primary 
producer agrichemical expenditures, the average New Zealand grower could expect to save about 
$500 a year. 36 
Finally, although the Advanced 'Growsafe' certificate course, which trains growers in the principles 
of IPM, is an intensive three day course costing $300, the estimated annual agrichemical cost 
savings of $500 and the complementary benefits from IPM indicate that for many growers the value 
of information on the implementation of rPM is considerable, and agrichemical training covering 
IPM is cost effective. 
Chapters 5 and 6 which follow explore the literature that examines the consumer's problem solving 
process and the effects of uncertainty on consumer decision making. An investigation into the 
35 In addition, there are also complementary benefits resulting from the implementation of IPM 
from reduced pesticide resistance, lower chemical residues, and decreased grower and 
environmental exposure (Cameron and Beck 1992). 
36 This estimate necessarily underestimates the true cost saving for New Zealand growers from 
the implementation of IPM. This underestimation is due to the significantly greater use of 
agrichemica1s by New Zealand growers, as compared to the primary sector (MacIntyre, Allison and 
Penman 1989). 
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factors that influence primary producers37 recognition of a problem in their use and management 
of agrichemicals, and the effects of uncertainty on consumer decision making, should provide 
important insights into the reasons why, inspite of the significant benefits that can be achieved 
through agrichemical training participation, there is a very low level of New Zealand primary 
producer' participation in agrichemical training. 
37 As stated in chapter one, for the purposes of this thesis New Zealand growers, defined in this 
study as vegetable and pipfruit growers who have not undertaken previous agrichemica1 training, 
are the focus of this thesis. See section 1.1 for an explanation for the choice of this sample of 
primary producers for the analysis. 
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CHAPTER 5 
THE CONSUMER'S PROBLEM SOLVING PROCESS 
5.1 Introduction 
Chapter 5 first examines the literature which overviews the consumer's problem solving process, 
and then investigates each step or phase of the problem solving process, with particular emphasis 
being placed on the problem recognition stage which is the focus of this thesis. 
The consumer's problem solving process (McCarthy and Perreault 1987), or decision process 
(Engel, Kollat and Blackwell 1973), is concerned with the procedure a consumer uses in reaching 
a decision. Dewey (1910) first introduced what he termed "steps in problem solving" to explain the 
process an individual goes through in solving a problem or making a decision. Dewey (1910) 
defined the "steps in problem solving" as problem recognition, information search, alternative 
evaluation, choice and outcome. Since that time many conceptualisations of the steps or phases of 
problem solving have been advanced and Used. 38 Figure 5.1 outlines a modification of the Dewey 
(1910) framework adapted from Engel, Kollat and Blackwell (1968). 
38 See for example, Gagne, R.M. (1959), 'Problem Solving and Thinking', in Farnsworth, P.R. 
and McNemar, Q. (eds), Annual Review of Psychology, Palo Alto, CA, 147-72; Brim, 0., Glass, 
D.C., Lavin, D.E. and Goodman, N. (1962), Personality and Decision Processes, Stanford 
University Press, Stanford, CA, 9; and Barnes, N.G. (1986), 'The Consumer Decision Process for 
Professional Services Marketing: A New Perspective', Journal of Professional Services Marketing 
2(112), 39-45. 
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FIGURE 5.1 
The Consumer's Problem-Solving Process 
Problem Recognition 
J! 
Information Search 
Evaluation of Alternative Solutions 
Solution Selection 
Purchase 
Post Purchase Evaluation 
5.2 Problem Recognition 
Problem recognition is predominantly regarded as the first stage of the consumer's decision 
process39 (Engel, Kollat and Blackwell 1968; Barnes 1986). Problem recognition is also 
considereda necessary but not sufficient condition for consumer action, since a consumer does not 
make a purchase unless a problem is perceived, recognised and delineated (Bruner and Pomazal 
1988). Problem recognition is therefore a critical process because if a problem is not perceived then 
a purchase does not occur. 
39 While it is generally unwise to state where an individual starting point IS in the 
decision process (Fletcher 1988), for the purpose of conceptualisation, problem recognition 
is usually taken as the initial stage. 
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5.2.1 The Cause of Problem Recognition 
In the Engel, Kollat and Blackwell (1968) model, problem recognition is defined as occurring 
"when a consumer recognises a difference oj a significanr magnitude between what is perceived as 
the desired state oj affairs and what is perceived as the actual state oj affairs" (P360-61). Engel, 
Kollat and Blackwell (1973) however stated that not every perceived discrepancy between actual 
and ideal states will result in problem recognition. They imply that there is a minimum level of 
perceived difference which must be surpassed before a problem is recognised, and that this 
threshold level is probably learned and will vary with individual circumstances. 
Fletcher (1988) has further stated that problem recognition differs from, and is more than, 
awareness or knowledge of a product's or service's attributes, the initial starting point of some 
models (Lavidge and Steiner 1961, Rogers 1962). Awareness is considered by Fletcher (1988) a 
much more general term than problem recognition, and may not precipitate the decision process 
or motivate behavioural or cognitive activity. 
Howard and Sheth (1969) in their decision process model however do not explicitly consider 
problem recognition, instead referring to a perceptual sub-system where ambiguity occurs through 
lack of clarity in the stimulus object (ie. competing claims, inconsistent facts, lack of information). 
Ambiguity in itself however is usually insufficient to motivate action, simply encouraging attention 
(Fletcher 1988). Problem recognition in the Howard and Sheth (1969) model is considered by 
Fletcher (1988) to presumably take place when the ambiguity leads to sufficient uncertainty to 
arouse the individual to gather further information to clarify the situation. 
Webster (1965) however believes that problem recognition can be rephrased as dissatisfaction with 
the present level of goal attainment. Webster considers that this dissatisfaction can be created by 
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the marketer by increasing the consumer's aspiration level (the desired state) or by pointing out 
deficiencies in existing solutions to problems (the actual state). 
Several authors have also suggested that the cause of problem recognition is a departure from 
homeostasis (Bruner 1986). In the physiological sense of the term, homeostasis is the process of 
body "steady states" being maintained. For example, in the case of a grower using agrichemicals, 
when the brain perceives that the acute agrichemical exposure level (actual state) has deviated 
significantly from the individual's exposure tolerance level (desired state) then an involuntary 
corrective action of some sort is automatically triggered, such as sweating, head pain or loss of 
motor functioning (World Health Organisation and United Nations 1990). 
Bruner and Pomazal (1988) have stated that there are at least two kinds of homeostasis, static and 
dynamic. They further explain that static homeostasis occurs only when the actual state changes, 
as in the agrichemical exposure example cited above from the World Health Organisation and 
United Nations. Most consumer behaviour however is illustrative of dynamic homeostasis which 
can be brought on by changes in either state. 
Dynamic Homeostasis theory, which has also been termed Compensation Theory (Cownie and 
Calderwood 1966), also maintains that people have a certain desired or acceptable level of risk 
(probability of an undesirable event occurring) which functions within the motivation block. If the 
perceived level of risk (actual state) is above or below the target level (desired state), people adjust 
their behaviour to compensate for their perceived level of risk and bring their behaviour back to 
the desired level (Cownie and Calderwood 1966; Wilde 1982a, 1982b) 
Finally, although there is a great deal of debate on how problem recognition should be specified, 
Fletcher (1988) has stated that ' .. . problem recognition would best be defined as the period when 
a decision was taken to resolve a problem J (Pp61). Prior to this period, awareness and interest were 
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being created, but no 'problem' was perceived and therefore no motivation existed, so that there 
was no cognitive or behavioural effort. The initial point of problem recognition is thus difficult to 
identify, but will occur before the information stage is entered (Fletcher 1988). 
5.2.2 The Conceptualisation of Problem Recognition 
Even though problem recognition has been repeatedly discussed in the consumer behaviour and 
marketing literature for more than 25 years, very little empirical work has been offered to 
substantiate the components and operation of the process. The empirical research that has attempted 
to conceptualise the problem recognition process is also generally fragmented and inconsistent. 
Further, few researchers have addressed problem recognition as a multifaceted process. 
There is some debate in the literature as to whether problem recognition should be defined either 
as that state where a consumer becomes aware of a significant discrepancy between a desired state 
and actual state with respect to a particular want or need (Engel, Kollat and Blackwell 1968, Bruner 
and Pomazal 1988), or defined as occurring only when the perceived difference between actual and 
desired states is significant enough to activate an intention to purchase a potential problem solving 
instrument (Block and Roering 1976). 
Block and Roering (1976), in their work based on Engel, Kollat and Blackwell's "Consumer 
Behaviour", stated that "Consumer analysts now believe that Problem Recognition can best be 
measured by obtaining information on purchase intentions" (P261). Block and Roering (1976) 
considered that purchase intentions had become recognised as the intervening variable between the 
attitudes and the behaviour that is operative when a problem is recognised. They also stated that 
a consumer's indicated intention to purchase can be interpreted as an acknowledgement that a 
problem has been recognised and the consumer is in the early stage of problem solving activity. 
They concluded that a consumer's expressed intention to purchase a product or service indicates 
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that the consumer perceives a discrepancy between the actual and desired states, and consequently 
will be seeking to facilitate resolution of the problem. 
Sirgy (1983) however has taken a rather more sophisticated approach to measuring problem 
recognition. In his mathematical model, problem recognition occurs only when there is significant 
incongruity between some "perceptual stimulus" and an "evoked referent". That is, a consumer 
mentally compares two things and recognises a problem when the two things are substantially 
different. The model can also take into account multiple product attributes as well as attribute 
importance weights, then predict some intensity level of problem recognition. Limited empirical 
testing has provided results in general support of the model (Bruner and Pomazal 1988). 
Pomazal (1985) has also proposed a somewhat elaborate model of the problem recognition process. 
Pomazal's approach emphasises the various stages that occur before the recognition of a problem. 
Consideration is also given to the various rationalisation tactics consumers use to deny that they do 
in fact have a consumer problem. Further, the numerous types of consumer action and inaction 
taken after problem recognition, of which purchase intention is only one of many alternative 
strategies, are identified by Pomazal. 
5.2.3 Detenninants of Problem Recognition 
Several researchers have emphasised the importance of determinants stimulating or inhibiting 
problem recognition (Fisk 1961, Granbois 1971, Baker 1983, Fletcher 1988). There are however 
estimated to be an unlimited number of determinants that can influence a consumer's problem 
recognition process; the number of determinants involved as well as the way they interact vary 
according to the type of situation (Bruner and Pomazal 1988). Researchers in the marketing, 
economics, and risk management disciplines have however identified and discussed several of the 
more common influences (Hale 1969, Slovic, Fischhoffand Lichtenstein 1984, Bruner 1987, Hale 
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and Glendon 1987, Bruner and Pomazal 1988). The determinants that have been identified as 
contributing to problem recognition, either positively or negatively, and that are relevant to this 
study are: 
(i) Information Sources 
(ii) Experience 
(iii) Overconfidence 
(iv) Perceptions, Attitudes and Concerns 
(v) The Current Situation 
(vi) Marketing Effort 
5.2.3.1 Infonnation Sources 
The relationship of information sources to problem recognition is dependant on the nature of the 
source and the information that is dispersed from that source (Hale and Glendon 1987, McCarthy 
and Perreault 1987). Douglas (1985) has stated that a consumer's informal and formal relationships 
set constraints and obligations upon a consumer's behaviour, provide a broad framework for the 
shaping of their attitudes and beliefs, and are closely tied to questions of both morality and what 
is to be valued. 
Further, group norms are estimated as being powerful controllers of behaviour. Consumers rely 
heavily on things they learn from their friends, neighbours and colleagues to determine whether 
they believe something is a problem (Hale 1969). For example, people trust friends, neighbours 
and colleagues far more than the media or abstract information sources when it comes to such 
things as taking precautions against, or evacuating before, natural disasters (Burton, Kates and 
White 1978). Many researchers (See especially Cunningham 1967, and Perry and Hamm 1969) 
have also confirmed that the credibility of personal information sources encourages their use in 
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situations of high perceived risk. This risk includes physical, financial or emotional risk and is 
typically associated with the service sector (Murray and Schlacter 1990). However, one problem 
commonly identified with learning from information derived from secondary sources such as 
friends, neighbours and colleagues is that the information may be inaccurate and therefore 
inappropriate. 
5.2.3.2 Experience 
Hale and Glendon (1987) believe that experience can have either a positive or negative effect on 
behaviour, and that this type of behaviour is mediated in large part by the feedback mechanism. 
The absence of sufficient negative unsafe and inefficient agrichemical use related feedback (eg. the 
absence of acute feedback on the chronic health effects resulting from long term agrichemica1 
exposure, and minimal past enforcement of the agrichemical legislation) could result in stable use 
behaviour and positive reinforcement of current agrichemica1 practices. Further, the consequences 
of an absence of sufficient negative agrichemica1 use related feedback could result in the non-
recognition of an agrichemical use problem state by New Zealand growers. 
There also appears to be a relationship between perceived skill and experience. The more 
consumers have had the personal opportunity to experience problems, the more control they feel 
over those problems, and the less they consider the problems to be serious (Rantanen 1981). 
5.2.3.3 Overconfidence 
A number of studies and reviews of the risk management literature have concluded that 
overconfidence is a major source of bias in consumer decision making (Stilwell, Seaver and 
Schwartz 1982, Slovic, Fischhoff and Lichtenstein 1984, Cooke el al. 1987). Further, it has been 
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found that the more confident consumers are of their own judgement, the more overconfident they 
are likely to be in their decision making (Fishhoff, Slovic and Lichtenstein 1977). 
There is also substantial proof that people can have illusions of great control where none or less 
exists. For example, in a study of people trained in cardiopulmonary resuscitation, Ramirez et al. 
(1977) found that 80 per cent of respondents felt confident after an interval of several mon ths to 
perform it, while only 1 per cent of respondents actually performed the task adequately. 
5.2.3.4 Perceptions, Attitudes and Concerns 
Problem recognition is fundamentally a subjective concept and leads to a consideration of individual 
perceptions, understanding and behaviour. Numerous studies (See for example, Melinek, Woolley 
and Baldwin 1973, Ross 1974, Wilson 1975, Williams 1976) have found that those people who 
believe themselves knowledgeable about, and in control of a dangerous situation, show little fear 
or concern about it. Further, consumers are not natural processors of probabilistic information, but 
they do have certain built-in biases in the way in which they collect and process information 
(Slovic, Fischhoff and Lichtenstein 1984). 
The consumer may also believe a problem exits if the actual state is perceived as unsatisfactory 
(Engel, Kollat and Blackwell 1973). An example could include a situation where a grower is 
concerned about their use and management of agrichemicals. 
5.2.3.5 The Current Situation 
The current situation a consumer finds themself in also has an enormous influence on the problem 
recognition state (Bruner and Pomazal 1988). A grower who has significant physical and managerial 
agrichemical responsibilities and employees involved in agrichemical related tasks may ceteris 
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paribus benefit from agrichemical training more than the average grower. The perception or 
expectation by these growers of significant benefits deriving from agrichemical training 
participation may result in these growers exhibiting an increased desire for agrichemical training. 
Further, the perception of significant benefits from training participation may "trigger" problem 
recognition even in the absence of a deficiency in the actual state. 
5.2.3.6 Marketing Effort 
Marketing effort has also been observed to affect problem recognition. Bruner and Pomazal (1988) 
have stated that the usual opportunity for triggering problem recognition is in influencing the 
desired state in the minds of the target market. Adverti sing, publicity, personal selling and 
promotional displays are all direct attempts to affect consumers' perceptions of their desired state 
of affairs, and thus increase the likelihood of problem recognition. For example, advertising or 
publicity informing growers of the benefits of agrichemical training may increase growers' desire 
for training. 
Engel, Kollat and Blackwell (1973) have however stated that an awareness of, or exposure to, 
products and/or services mayor may not precipitate problem recognition. Further, Engel, Kollat 
and Blackwell (1973) also consider that marketing efforts, particularly advertising, are likely to be 
relatively ineffective for stimulating problem recognition. 
5.3 Infonnation Search 
Once a problem is recognised and no constraints intervene to halt the decision process,40 an 
information search process is undertaken. The initial step in the consumer's information search 
40 Bruner and Pomazal (1988) have stated that these constraints may include a low importance 
attached to the problem, insufficient resources, and insufficient information. 
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process will be a search of stored information and experience to determine whether or not 
alternatives are known and have been satisfactorily evaluated. If this internal search does not prove 
to be sufficient, external search will be activated. 
5.3.1 Internal Search 
Engel, Kollat and Blackwell (1973) have stated that internal search occurs instantaneously and 
largely unconsciously. !fa consumer's attitudes towards alternatives are formed and fully operative, 
it is probable, all other things being equal, that the remaining stages in the decision process will 
be circumvented and the most preferred alternative purchased. If this is not the case, internal search 
will probe further to inquire if evaluative criteria have been formed and if there is a sufficient 
information base to permit alternative evaluation. In the event that further information is needed, 
ex ternal search is activated. 
5.3.2 External Search 
In routine consumer problem-solving behaviour an external information search generally will not 
be activated because a consumer's internal search has proved sufficient to identify the preferred 
alternative(s). Extended or extensive problem solving however is involved when a need is 
completely new or important to a consumer. The information search involved when extensive 
problem solving is initiated will proceed until information feedback signifies that enough is known 
to proceed to the next stage in the problem solving process. 
Engel, Kollat and Blackwell (1973) have however stated that there are individual differences in 
willingness to engage in external search. Some people are known to be cautious and unwilling to 
act, even when alternatives are known, because of the perceived risk of making a wrong decision, 
hence additional justification is sought through further information. However in other situations an 
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opposite result will be observed. This is when an awareness develops that the time and energy 
required for information search (the transaction costs of search) outweigh any expected gains, even 
though the existing information base is insufficient. 
5.4 Evaluation of Alternative Solutions 
Based on studies of how consumers seek out and evaluate information about products, the 
marketing research literature generally suggests that consumers view each product as a 'bundle' of 
features or attributes (McCarthy and Perreault 1987). However, some consumers will reject a 
product if one feature is below standard - regardless of how favourable they might be about the 
product's other features. In other instances a consumer's overall attitude toward the product might 
be such that a few good features could make up for some shortcomings (McCarthy and Perreault 
1987). Therefore in each market situation it is necessary to define what the information structure 
is, since this information structure will determine (together with the decision rules followed by the 
buyer and sellers) what the market outcome will be (Phlips 1988). 
Before it is possible to be able to find out how potential buyers will search for information, and 
what the outcome of the search will be, it is necessary to define the information structure. Given 
an information structure, it is assumed that economic agents will choose an action (with certainty 
or with some probability) when a signal is observed. That is, we assume economic agents will 
follow a decision rule (Phlips 1988). When the costs of information are positive, then information 
is imperfect in the sense that the consumer must compare the marginal cost of an additional piece 
of information (in terms of the consumer's opportunity cost of time and displacement, etc), with 
the expected marginal gain from additional information (in terms of the consumers increased level 
of product knowledge and decreased purchase uncertainty). 
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Finally, neo-classical economists postulate that the only rational product purchase behaviour is one 
which maximises the gain to be had at a given moment by the individual. There is however 
significant evidence from experimental studies to show that this is not a strategy used by ordinary 
people, even in decisions where only money is at stake (Pruitt 1962). People will often use other 
decision criteria, such as accepting the first alternative which satisfies certain minimum criteria, 
without attempting to maximise gains (satisficing). In situations of uncertainty people are also 
inclined to use a 'minimax' strategy, minimising the maximum loss they can possibly suffer, even 
if this means foregoing the chance of a large gain. 
5.5 Solution Selection And Purchase 
The preceding stages in the consumer's problem solving process often lead to a decision by the 
consumer to purchase a suitable product that will meet their needs. Consumers may however 
regress to a preceding stage of the problem solving process at any point in order to redefine the 
initial problem, search for new information, or re-evaluate potential problem solving solutions. The 
consumer may also discontinue the problem solving process at any stage due to changes in their 
desired or actual state. Further, Engel, Kollat and Blackwell (1973) have also stated that consumer 
action could be constrained by the intervention of external factors that include income, cultural, 
family, social and physical dimensions. 
If the problem solving process leads to a decision to purchase a product, the information structure 
and decision rule the consumer has operationalised will determine the optimal solution. The 
selection of the optimal solution to the consumer's problem solving decision matrix is then acted 
upon through a purchase process. The decision process however may not necessarily cease at this 
stage because there may still be a necessity to select the appropriate distribution outlet and engage 
in negotiation before the purchase is made. 
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5.6 Post-Purchase Evaluation 
After a consumer makes a purchase decision, the consumer may experience doubts. The consumer 
may have chosen from among several alternatives, weighing the advantages and disadvantages and 
finally making a decision. Post-purchase doubts may lead to cognitive dissonance which is 
manifested in tension caused by uncertainty about the correctness of a decision. Dissonance may 
lead a consumer to search for additional information to confirm the wisdom of the decision and so 
reduce the tension or unease. Without this confirmation the consumer might purchase something 
else next time or not give positive feedback to others (Cunnings and Venkatesan 1976). 
Engel, Kollat and Blackwell (1973) have however noted that cognitive dissonance is not the only 
outcome of purchase. It is also possible that problems with the product and its benefits can lead to 
a reconsideration of evaluation criteria. In this case the consumer learns from experience and will 
avoid mistakes of the same type in the future. Further, Engel, Kollat and Blackwell (1973) have 
stated that the most common post-purchase outcome is satisfaction with the purchase. This post 
purchase satisfaction would serve to reinforce existing attitudes and the evaluative criteria on which 
they are based, in which case the probability of the same decision response, in the event of a 
similar problem being recognised in the future, is strengthened. 
S.7 Summary 
Problem recognition is generally considered the flrst stage of the consumer's decision process 
(Engel, Kollat and Blackwell 1968, Barnes 1986), and is deemed a necessary but not sufficient 
condition for consumer action. Theoretical discussion and empirical investigation has however 
largely ignored the problem recognition stage (Bruner and Pomazal 1988), although considerable 
attention has been devoted in textbooks and journals to the other stages in the decision process, 
generally regarded as information search, alternative evaluation, solution selection, purchase, and 
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post-purchase evaluation (Engel, Kollat and Blackwell 1968). There is however a growing body of 
literature in the Marketing, Economics and Risk Management disciplines that, since the 1970's, 
have investigated the determinants that influence the consumer's problem recognition process. 41 
These determinants, which are identified as being relevant to this thesis, are information sources, 
experience, overconfidence, perceptions, attitudes and concerns, the current situation and marketing 
effort. 
41 The research to date in the Marketing discipline, which has only begun to evolve in the late 
1980's, has however only focused on search products, namely frequently purchased consumer 
products such as clothing (Bruner 1987), or consumer durables such as video recorders (Fletcher 
1988). 
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CHAPTER 6 
DECISION MAKING UNDER UNCERTAINTY 
6.1 Introduction 
Chapter 5 examined the determinants that have been identified as contributing to problem 
recognition, either positively or negatively, and that are relevant to this study. Recognition by 
consumers that a problem exists is however inherently more complex in an environment of 
uncertainty (Hale and Glendon 1987). Incomplete and imperfect information, especially in the form 
of 'not knowing what you don't know' rather than 'knowing what you don't know' may contribute 
to a limited and often incorrect consumer assessment of the recognition of a problem. As the 
consequences of many aspects of agrichemical use and management are estimated to be uncertain 
(East and Holland 199!, White 1993, Wilson-Salt 1993), an investigation into the effects of 
uncertainty on consumer decision making is desirable in order to obtain a more thorough 
understanding of the data analysis in chapter 8. 
Chapter 6 examines the effects of uncertainty on consumer decision making. The chapter begins 
by overviewing the approaches to decision making and then investigates the sources of consumer 
uncertainty, providing both a theoretical and empirical perspective. The literature that is examined 
in chapter 6 is predominantly drawn from the Risk Management and Economics disciplines. 
Generally, decision making under uncertainty has been examined in the Risk Management and 
Economics disciplines in terms of consumer behaviour under conditions of risk and consumers' 
assessment of hazard probabilities and hazard behaviour. The literature overviewed in this chapter 
provides important insights into consumer behaviour under uncertainty and consumer information 
processing techniques used in assessing problem situations. 
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6.2 Approaches to Decision Making 
Three approaches to consumer decision making have been examined in the literature (Kmietowicz 
and Pearman 1981). Each approach is distinguished by the amount of information that is assumed 
to be available to the consumer about the probabilities with which the states of nature or outcomes 
are likely to occur. 
The first approach assumes that the consumer is working in conditions of complete uncenainty 
about the future. That is, there is no irifonnation available to the consumer about the probabilities 
with which the states of nature are likely to occur. 
The second approach takes the view that the probabilities of the states of nature can be specified 
uniquely, either by repeated experimentation (where this is possible), or by eliciting unique 
subjective probabilities from the consumer. 
The third approach attempts to strike a balance between the two approaches overviewed above. This 
approach assumes that in many decision problems (panicularly in economics and marketing), some 
irifonnation is available about the probabilities of the states in nature, but the infonnation that is 
available is not comprehensive enough to enable an exact specification of the outcome probabilities. 
Decision making under such circumstances has been referred to as decision making under 
conditions of incomplete knowledge (Kmietowicz and Peannan 1981), decision making under 
conditions of risk (Suter 1990), and decision making under uncenainty (Schlaifer 1969).42 
The first two approaches to consumer decision making that respectively assume that either the 
consumer works in conditions of complete uncertainty, or that the probabilities of the states of 
42 For the purposes of this thesis, decision making, in an environment where the information 
available is not comprehensive enough to enable the consumer to generate an exact specification 
of the probabilities of the states of nature, will be referred to as decision making under uncertainty 
(Schlaifer 1969). 
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nature can be specified uniquely, are rare in economics and marketing. This situation has resulted 
in the majority of economic and marketing empirical research, in the area of decision making, 
investigating consumer behaviour where the situation dictates that the information framework is not 
comprehensive enough to enable an exact specification of the outcome probabilities. 
The third approach to decision making, that attempts to strike a balance between the two extreme 
approaches, is most relevant in an examination of New Zealand growers' recognition of a problem 
in their use and management of agrichemicals. In this scenario some information is available to the 
grower in an incomplete or imperfect form, and growers, on the basis of their information 
processing framework, decision making criteria and risk aversion or risk seeking behaviour, 
develop subjective probabilities of their risk of adverse health or financial effects from their 
agrichemical practices and consequently their perception or non-perception of the existence of a 
problem in their agrichemical use and management practices. 
6.3 Decision Making Under Uncertainty 
The following three subsections will examine the determinants of uncertainty and investigate the 
influence of these three sources of uncertainty on decision making and consumer behaviour. 
Consumer uncertainty has been stated as being derived from three sources (Suter 1990). These 
sources are: 
1 Stochasticity - The inherent randomness of the world. 
2 Ignorance - Impeifect or incomplete knowledge of things that could be known. 
3 Error - Mistakes in the execution of assessment activities. 
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6.3.1 Stochasticity 
Stochasticity has been defined as that portion of uncertainty that can be described and estimated, 
but not reduced, because it is characteristic of the system being assessed. It results from the 
intrusion of uncertainties at small scales into large scale phenomena through the action of a variety 
of agencies termed randomness amplifiers or multipliers (Mercer 1981, Kolata 1987). 
The small scale source of stochasticity however need not itself be truly random. Systems 
characterised by nonlinear dynamics display a sensitive dependence on initial conditions. As a 
consequence of stochasticity, a deterministic system can have an unpredictable outcome because the 
initial conditions can not be perfectly specified. In an agrichemical exposure risk assessment model 
these initial conditions that can not be perfectly specified may include genetic or adaptative factors 
(Kersey and Spector 1975, Mulvihill 1975, Weisburger 1981, Ottoboni 1986). Further, even if 
perfect measurements of all the relevant parameters for an assessment of agrichemical exposure risk 
were available for enough grid points to fill the memories of all the world's computers with 
epidemiological data, the risk of chronic agrichemical poisoning at some distant time would still 
be unpredictable because of a lack of knowledge of parameter values at subgrid level (Suter 1990). 
There are also few chemical substances where there are no objective controversies over the quality 
of the evidence and/or how it should be used to arrive at exposure standards. 
6.3.2 Ignorance 
The second source of uncertainty in consumer decision making is ignorance. Ignorance is defined 
as the lack of knowledge of some aspect of a system that is potentially knowable. In some cases 
this is a fundamental ignorance of some scientific issue. For example, ignorance of any long term 
effects of agrichemicals on the environment and human health made assessments of the costs of 
agrichemical use incomplete prior to the 1960' s (Carson 1962). 
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This fundamental ignorance of some scientific issue results in undefined uncertainty, the 'unknown 
unknowns', that can not be described or quantified (Suter, Bamthouse and O'Neill 1987). More 
commonly however, ignorance is simply a result of constraints on scientific investigation, or 
consumers information processing capability, that limit ones ability to accurately count or measure 
everything that pertains to an outcome or risk estimate. These constraints may be ethical (toxicity 
tests can generally not be performed on humans), or practical (sufficient time and resources are not 
available to perform toxicity tests on all species that will be exposed to a chemical). 
Consumer uncertainty in the form of incomplete or imperfect information has been found to be a 
significant factor in consumers' failure to recognise a problem (Fishhoff, Slovic and Lichtenstein 
1978). It has also been noted that the existence of imperfect and incomplete information in 
consumers' information processing environment may be a significant component of consumers' 
limited ability to detect problems and take the required preventative action (Hale and Glendon 
1987). These findings by Fishhoff, Slovic and Lichtenstein (1978) and Hale and Glendon (1987) 
may have important implications for a study of growers' problem recognition, as imperfect and 
incomplete agrichemical information exists in a number of areas. These include: 
(i) The health risks from chronic long tenn occupational exposure to agrichemicals (Sharp et al. 
1986). 
(ii) Technological developments in IPM and consequent food production cost savings for New 
Zealand growers (Manin 1992). 
(iii) The willingness of a significant segment of consumers to pay a price premium for non-
conventionally grown produce (Wilson-Salt 1993). 
(iv) Minimal past enforcement of the legislation and associated regulations governing 
agrichemical use and management. 
As an example, there are clearly some agrichemical health hazards (eg. cancer) whose presence is 
not directly perceptible to the human senses (Sharp et al. 1986). These hazards present a special 
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problem as their very presence must be signalled by devices which translate the presence of the 
hazard into something that is perceptible in order for behaviour modification to occur. 
Limitations in consumers' hazard or problem perception has been found to be a significant cause 
of accidents. For example, in a study of gold mining accidents Lawrence (1974) found that 50 per 
cent of mining accident victims failed to detect the hazard to which they succumbed. Brown (1984) 
also reports that problems with hazard perception played a part in 49 per cent of the automobile 
accidents attributed to drivers unimpaired by alcohol or other drugs. Dunn (1972) has also found 
that assessments given by chainsaw operators of the likelihood of different types of injury was a 
poor match with reality in many cases. 
A number of studies have however noted that the existence of imperfect and/or incomplete 
information in the consumers' information processing environment may only be one component of 
consumers' limited ability to detect hazards or problems and take the required preventative action. 
The ability to utilise hazard or problem information in a comprehensive search process has also 
been considered to be a necessary condition. Research with miners (Lawrence 1974, Blignault 
1979a, 1979b) showed that failure to detect hazards, particularly potential rock falls, was an 
important factor in mining accidents, and the ability to do so was not present in miners, particularly 
novices. Training in formal search strategies in the laboratory using slides of actual mining 
situations improVed this ability, but only for groups given actual practice in the skill and not for 
. those who were just told what to look for without any chance to try it out for themselves. There 
is also evidence that suggests that if an action has been taken which is incorrect, but which is made 
at the appropriate point in a sequence, and this action remains initially undetected (delayed-in-
effect), and there is no obvious feedback, then the belief that the correct action has been taken often 
persists (Edwards 1987). 
'Delayed-in-effect' hazards, that would include the health effects of chronic long term exposure to 
agrichemicals (Sharp et al. 1986, White 1993), also tend to be seen as unfamiliar and generally as 
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less controllable than acute hazards. There is less certainty about both their presence and effects 
(Hale and Glendon 1987). 
Further, the conceptualisation and development of the search, experience and credence attribute 
qualities framework ascribed to Nelson (1970) and Darby and Karni (1973), indicate that an 
intangible service, such as agrichemical training, is considered high in credence attribute qualities 
and low in search and experience qualities. Credence Attribute qualities are defined as those 
"qualities of a product [or service] that cannot be accurately and efficiently evaluated even after 
the product [or service] is used, because of the consumer's lack of technical expenise, or because 
the cost of obtaining sufficient accurate information to check the veracity of the claim is higher than 
the expected value" (Ford, Smith and Swasy 1988, p241). The dominant credence attribute qualities 
of agrichemical training programmes may result in growers being unable to diagnose their own 
need for the service. In addition, many growers are not technically competent to evaluate the 
benefits of training in terms of the value of information on how to reduce the risks of adverse 
health effects from occupational agrichemical exposure, and techniques to improve chemical 
efficiency (Martin 1992, Brush and Clemes 1994). 
6.3.3 Error 
The third source of uncertainty, human error, is a proverbial inevitability and, to the extent that 
it occurs in risk or outcome assessments, it contributes to uncertainty concerning the accuracy of 
predictions. Examples of human error include incorrect measurements, misidentifications, data 
recording errors, data entry errors, and computational errors. 
A consumer's assessment of risk, risk perceptions, or problem perception, is a significant source 
of consumer processing error (Suter 1990). In the Royal Society Report, Risk: Analysis, Perception 
and Management (Royal Society 1992) risk perception was defined to involve consumers' beliefs, 
attitudes, judgements and feelings, as well as the wider social or cultural values and dispositions 
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that consumers adopt towards hazards. Assessments of risk, whether they are based upon individual 
consumer attitudes, the wider beliefs within a culture, or on the models of mathematical risk 
assessment, necessarily depend upon the consumer's judgement. Most contemporary social-science 
treatments of risk accept that assessments of individual consumer risk involve a degree of 
subjectivity, to a lesser or greater extent. The concept of risk also appears to mean much more to 
consumers than merely estimated fatalities in some unit of time. Consumers' conceptions of a wide 
range of hazards have been found to involve several qualitative factors such as an activities 
voluntariness, its personal controllability, and individual familiarity with the hazard (Slovic 1987). 
Preston, Taylor and Hodge (1983) have also found that even acute awareness of hazards can coexist 
with lack of action against them. This inaction however tended to be in cases where the consumer 
was largely powerless to act. In these cases this conflict was often partly resolved by importing 
some other belief, for example, that science would come up with an answer in the long term. In 
other cases the consumer's attitude was one of passive endurance. 
Further, numerous studies (see for example Tversky and Kahneman 1974, 1981) have observed the 
following information processing biases inherent in consumers' cognitive assessment of outcome 
and hazard probabilities and the severity of potential harm. These biases in consumers' assessment 
of outcome and hazard probabilities are: 
(i) Availability (considering recem and dramalic evems as more probable). 
(ii) Represemaliveness (considering small samples represemalive of large populations). 
(iii) Overconfidence (being more cenain of eSlimales Ihan Ihe dala warrams). 
(iv) Anchoring (not changing estimates enough with new information). 
The following four subsections- will examine the theoretical and empirical literature that has 
investigated the effects of these information processing biases in consumers' outcome assessment 
on decision making and behaviour. 
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6.3.3.1 Availability 
Numerous studies have stated that consumers selectively process information. Hazard vividness and 
identifiable causes often lead to an under assessment of the probability of an event's occurrence 
(See for example, Tversky and Kahneman 1973, Lichtenstein et al. 1978, Bastide et al. 1989). The 
findings from Cohen (1964, 1972), Jones and Johnson (1.973), Tversky and Kahneman (1974, 1981) 
and Hale and Glendon (1987) also appear to indicate that consumers are poor at making 
assessments about unusual or improbable events. Consumers are generally over-influenced by the 
features which they see as salient in a situation. 
6.3.3.2 Representativeness 
Grey shadings around estimates are often transformed into black and white, and consumers are 
often far too willing to draw firm conclusions from small samples of behaviour or information. 
Even providing information about the unreliability of figures does not have as much influence as 
it should on the confidence with which conclusions are drawn (Tversky and Kahneman 1981). 
Research on gambling by Cohen (1964, 1972) has also shown that consumers confuse long-run 
probability with short-run patterns, and believe that the latter is, or should be, representative of the 
former. 
6.3.3.3 Overconfidence 
Edwards (1954) has stressed the importance of risk-aversion for gains and risk loving for losses. 
He also stated that ' ... subjects strongly preferred low probabilities of losing large amounts of 
money to high probabilities of losing small amounts of money (P396). ' Shackle (1952) has further 
observed that hope and fear can co-exist in a consumer's mind ... even when both arise from a 
single issue and therefore cannot both be (objectively) well grounded. 
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Further, two studies (Lefcourt 1973, Perusse 1982) measured the rated hazard of noise for 
consumers who were either in direct control of the noise (could turn it off if they wished) or who 
were not. The former rated the noise far less of a problem, a result that was also found when mild 
electric shocks were used as the hazard. Despite being able to tum the noise or the shock off, the 
subjects in the experiment did not in fact do so. The feeling of control in this case did not lead to 
extra preventative action. This sort of overconfidence seems particularly likely to occur with 
chronic hazards or ones which only rarely lead to harm, since there is no feedback to teach 
consumers the inaccuracy of their beliefs, and they can maintain the belief that additional action 
can be taken later. 
6.3.3.4 Anchoring 
Slovic, Fischhoff and Lichtenstein (1980) have found that consumers find the process of thinking 
about problems and hazards an uncomfortable one, and they want to round it off as fast as possible. 
Consumers therefore often seek closure, and once a decision has been made they resist attempts 
to go back and reopen the issue, even to consider more evidence. In order to achieve closure 
consumers will oversimplify situations by leaving out all but a few factors, or accept some action 
which gives at least the semblance of certainty, rather than ambiguity (Reason 1985). It also 
appears 10 some cases that consumers gain their certainty by ignoring the risk or problem 
al together. 
Hale and Glendon (1987) consider that the most pervaSIve example of this behaviour is the 
phenomenon called 'habituation'. Habituation is regarded to be the ability to ignore what does not 
change, leaving the limited. processing capacity of the brain free to concentrate on what is changing. 
This can create problems when a hazard warning increases very slowly. For example, there is 
increasing evidence that long term chronic exposure to agrichemicals may not produce 
accompanying acute symptoms (Sharp et al. 1986). The rate of change of the warning may also be 
so slow that it is treated by the habituation mechanism as a constant, and so is not registered until 
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it is well above the theoretical threshold of detection. There is also a tendency for consumers to 
treat hazards which are familiar more lightly than those which are new to them (Royal Society 
1992). 
Several studies of protective equipment use have also shown that both users and non-users think 
it is a good thing, and even that users rate the negative aspects of the protection higher than non-
users (probably because they have more experience in their use). What distinguishes the two groups 
is habit, and sometimes general attitudes to rules or coercion to obey them (Cesa Bianchi and 
Dinaro 1964, Douchy and Feldheim 1967, Knapper, Cropley and Moore 1976). 
Feedback of the results of behaviour have however been found to make consumer actions more 
conscious and salient (Sulzer-Azaroff and De Santamaria 1980). For example, Zohar, Cohen and 
Azar (1980) found an increase in the wearing of hearing protection when feedback on the effects 
of temporary threshold shift using audiometry were communicated to the participants. 
Further, Fessenden-Raden, Fitchen and Health (1987) have stated that action (and inaction) by a 
risk management institution can, depending upon the context, speak louder than words, sending 
important messages, and ones that may conflict with official communications. Chapter 3 (Appendix 
3) presented evidence that despite numerous incidences of offences committed under New Zealand's 
extensive agrichemicallegislation, the New Zealand enforcement authorities have been notoriously 
lax in prosecuting offenders. Further, the progress of Bills dealing with proposed agrichemical 
legislation (the Hazardous Substances and New Organisms Bill, and the Occupational Health and 
Safety Bill) tends to indicate that agrichemical and occupational health and safety issues are given 
a low priority in the legislative hierarchy. 
Choice behaviour under uncertainty is also often bounded by historical or conventional limits. The 
skil1 and knowledge of the consumers themselves is the paramount restriction on the type of 
decision-making framework that can be, or indeed is, utilised by them. Bounded Rationality theory 
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posits that short circuiting of the reasonIng process IS not uncommon in industrial settings, 
especially where action is being taken to put right a preceding problem which has disturbed the 
normal flow of work (Winsemius 1971, Janis and Mann 1977, Rassmussen 1980). 
Henslin (1967) and Hale and Glendon (1987) have also noted that the way in which consumers 
process information, and try to make sense of it, leads them to adopt particular frames of reference 
into which they try to fit the evidence before them, even doing minor damage to that evidence in 
order to make it fit the frame. Collection and evaluation of evidence is guided by the hypothesis 
which is governing that frame, and consumers will continue to use that hypothesis to guide their 
behaviour until they become aware that it can no longer be made to fit. At that point there may 
come a reevaluation of the evidence and, with hardly any new information, the behaviour will alter 
sharply. 
The need to reduce uncertainty also leads people to simplify the choices in front of them. This 
reflects the belief that the simultaneous or consecutive occurrence of a whole series of unusual 
events presents a picture of the world which is too complex and serendipitous to be true, and that 
there really is some guiding principle which ensures a predictable and just world (Lerner and 
Simmons 1966). Hale and Glendon (1987) have stated that such conservatism means that there is 
a threshold which has to be got over before any learning takes place. This contention posits that 
a consumer takes some convincing that there is any need to make a behavioural change, because 
the feedback can still be forced into the old theory which supports the old way of coping. This 
means that small increments of information are often no good at producing change. 
Further, the assumption that consumers prefer to have more complete and perfect information, if 
they can acquire it without cost, is implicit in models determining efficient information structures 
and even in models of optimal search. In these models the costs of information acquisition and 
t!"ansmission, and the costs of search, are the only factors that limit the quest for more information. 
For example, in game-theoretic models players are given subjective probability distributions and 
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are supposed to consistently revise these as new information becomes available. Festinger (1957) 
and Akerloff and Dickens (1982) have contended however that for some economic problems it is 
necessary to postulate another type of behaviour, or at least to take some contradictory results from 
social psychology into account. In special circumstances, the theory of 'cognitive dissonance' might 
be relevant. In economic terms Akerloff and Dickens (1982) have reduced this to three 
propositions: 
'First, persons not only have preferences over states of the world, but also over their beliefs aboUl 
the state of the world. Second, persons have some control over their beliefs; not only are people 
able to exercise some choice about belief given available information, they can also manipulate 
their own beliefs by selecting sources of information likely to confirm "desired" beliefs. Third, it 
is of practical imponance for the application of our theory that beliefs, once chosen, persist over 
time' (P307). 
The theory of cognitive dissonance is supported by experiments showing that: (i) Groups of 
consumers with symmetrical information have systematically different beliefs so that they interpret 
given information differently. (ii) Groups of consumers with different beliefs display differences 
in receptivity to new information. (iii) Consumers who justify to themselves some difficult 
undertaking are likely to have a strong and persistent belief that the undertaking is a good one. 
These findings are relevant for a number of economic problems. Akerloff and Dickens (1982) 
thoroughly discuss the case of workers in dangerous jobs. Workers in atomic power plants typically 
fail to wear the safety badges that measure radiation exposure because they prefer to believe that 
their work is safe, and thus make a subjective choice about whether to believe the job is safe or 
not safe. 
The existence of fear at a subjective level, such as the use and management of hazardous chemicals, 
can result in a search for ways of restoring subjective control, and in doing so reduce the fear. 
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Festinger (1957) called this process the reduction of 'cognitive dissonance'; the removal of a state 
in which there is conflict between what a consumer would like to believe, or to happen, and the 
state they believe themselves to be in. Hale and Glendon (1987) have observed that at both the 
physiological and cognitive level there seems to exist powerful mechanisms to avoid, or to reduce, 
strong levels of fear, just because these levels of fear negatively affect the bodily and mental 
functioning if they go on for too long. 
At the behavioural level consumers can protect themselves from fear in several ways. In the short 
term consumers can avoid the non-positive, or non-confirming, information by turning the other 
way. In the longer term they can learn defence mechanisms to convince themselves that the 
situation is under control. Consumers often rationalise negative information so that they may live 
with the information on the negative effects of an action, without the belief that it will affect them 
personally. Hale and Glendon (1987) have found this behaviour in a series of informal experiments 
with smokers and ex-smokers. This behaviour enables the illusion of control to be maintained and 
the 'hazard' or problem dismissed. A further problem is that many of these rationalisations can be 
highly plausible, and very difficult to disprove, especially where there is conflicting scientific 
evidence. In the case of chronic hazards, such as the carcinogenicity of agrichemica1s, there is a 
very long latency period in which all personal evidence seems to reinforce the belief that there is 
no problem, and strong contrary evidence can only come from outside in the form of death or 
disability of friends or family. 
However, even the evidence of an associative link between agrichemical exposure and cancer 
mortality may not negate personal beliefs due to medical science's inability to comprehensibly 
detect post hoc causes of cancer where consumers may have exhibited behaviour on many 
dimensions that may have increased their risk of cancer, for example life style (Correa and 
Haenszel 1978) and increased genetic susceptibility (Weisberger 1981). Also, in the case of acute, 
but rare events, the proof of control, or lack of it, may also be long in coming. 
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6.4 Summary 
The existence of uncertainty, in the form of imperfect and incomplete information, in a consumer's 
decision making framework that is used to assess problem recognition, on the basis of the literature 
reviewed in chapter 6 that has examined decision making under uncertainty, leads to an assessment 
that consumers may use decision rules that conflict with the neo-c1assica1 economics concept of 
'rational behaviour'. Biases in cognitive information processing and limitations in information 
processing capabilities, such as considering recent and dramatic events as more probable, 
considering small samples representative of large populations, being more certain of estimates than 
the data warrants, and not changing estimates enough with new information; as well as the 
existence of fear and imperfect feedback, have all been found in the literature to cause consumers 
to modify their behaviour to an extent that decision making reflects subjective biases. The inherent 
randomness of the world and human ignorance (ie. imperfect or incomplete knowledge of things 
that could be known) has also been shown to possibly contribute to a limited and often incorrect 
assessment of the recognition of a problem. 
The findings presented in chapter 6, in Vlew of the existence of imperfect and incomplete 
agrichemica1 information, therefore may have important implications for the analysis of the factors 
that influence New Zealand growers' recognition of a problem in their use and management of 
agrichemica1s. 
7.1 Introduction 
CHAPTER 7 
RESEARCH METHODOLOGY 
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The methodological approach (eg. the derivation of the sample, questionnaire design, method of 
data collection, and methods of questionnaire analysis), used to collect the data and identify and 
describe the factors that influence New Zealand growers' recognition of a problem in their use and 
management of agrichemicals is outlined in Chapter 7. 
The absence of worldwide published research in the area of problem recognition under uncertainty, 
made it necessary to collect primary data which describes New Zealand growers' agrichemical 
related attitudes, information and use behaviour. In order to describe and identify the factors that 
influence growers' problem recognition, data from individual growers was required. 
7.2 Sample Derivation 
The primary sector sampled in this study and the rationale for focusing on New Zealand growers 
has been described in Section 1.1. A random sample of 1000 growers was requested from Valuation 
New Zealand. The sample was derived as follows: 
A random sample of 500 market gardeners from rural categories H-M, and a random sample of 500 
pipfruit growers from rural categories H-P was requested. There was no restriction on the property 
size, and the sample was selected from all rural categories H-M and H-P New Zealand properties. 
The samples excluded properties which formed a part of a larger farm unit (ie. had a fourth 
character "X" in their property definition). It was also requested that there were to be no repeats 
(double-ups) within the samples. 
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7.3 Questionnaire Design 
Following the review of the literature presented in chapter 5 SIX areas were identified as 
contributing to problem recognition, either positively or negatively, that were relevant to this study. 
These six areas, that included information sources, experience, overconfidence, perceptions, 
attitudes and concerns, the current situation and marketing effort, that were represented in the 
survey, were first identified by examining the literature from the Risk Management, Economics and 
Marketing disciplines. Focus groups with growers, agrichemical trainers, and academics also 
provided industry specific knowledge to help specify the attitudinal, informational and behavioural 
questions that would elicit information on the six areas identified as contributing to problem 
recognition. The variables derived from these questions, used in the analysis, can be classified into 
eight categories. These eight categories represent the six areas that were identified as contributing 
to problem recognition. These are: 
1 Responsibilities 
Following the discussion on the influence of the current situation on problem recognition (Section 
5.2.3.6), this study surveyed multiple indicators (termed variables) of the degree of each grower's 
agrichemical responsibility. 
2 Employees 
Due to the additional responsibilities, under the Health and Safety in Employment Act 1992, 
imposed on growers who have employees involved in agrichemical use, questions were asked to 
measure employee involvement and training in agrichemical use, and growers' perceptions of their 
employees need for training. 
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3 Practices 
These questions measured the degree of compliance by growers' of selected agrichemical practices. 
4 Information Sources 
The problem recognition literature suggests that information sources are an important factor in 
shaping attitudes and beliefs (Douglas 1985), therefore variables which represent the sources of 
agrichemical information are included in this study. 
5 ConcernJ 
Problem recognition is fundamentally a subjective concept and requires an analysis of individual 
perceptions and understanding. This study includes variables which represent growers' perceptions 
of their concerns about their agrichemical use and management practices. 
6 Knowledge Evaluation 
A question was included In the survey to measure growers' evaluation of their knowledge of 
agrichemical practices. 
7 Marketing Effort 
A question was included in the survey to measure awareness of an agrichemical course specifically 
targeted at growers. 
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8 Demographics 
Variables were included in this study to measure growers' age, agrichemical experience, growing 
area size, and whether produce was intended for export. 
A question was also included in the survey to measure growers' problem recognition. 
7.4 Method of Data Collection and Questionnaire Development 
Three modes of data collection were evaluated as to which method of data collection should be used 
for this study. These methods of data collection included telephone interviews, personal interviews 
and mail surveys. For the purpose of this study the telephone interview was considered the most 
appropriate for a number of reasons, principally as; 
A larger number of interviews can be conducted given a specific time period. 
2 Repeated call backs at different times of the day can be made at very low cost. 
3 The intrusiveness of the telephone, plus the ease of making call-backs, means there should 
be less sample bias due to high non-response rates (Aaker and Day 1986). 
4 The amount of information and low degree of complexity of the responses required from the 
respondents for this survey particularly suited a telephone interview format. 
S The speed of immediate response 
6 Several studies have demonstrated that the quality of data collected by telephone is 
comparable to that of data collected by personal interviews or mail questionnaires (Tyebjee 
1979). 
The questionnaire was designed so that the answers to questions relating to the attitudinal, 
informational and behavioural variables were standardised, and when coded could be subjected to 
further multivariate analysis. 
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The review of the problem recognition literature, discussions with growers and previous piloting 
of the questionnaire lead to the conclusion that the final questionnaire should be primarily designed 
as a qualitative instrument that allowed growers considerable flexibility in the responses they were 
able to give. Justification of a qualitative instrument arises from the lack of published research in 
the area of New Zealand growers' attitudes toward agrichemical use, agrichemical information 
sources, agrichemical concerns and behaviour, which prevented a satisfactory framework for the 
a priori analysis of the factors that influence agrichemical training problem recognition for New 
Zealand growers. Further, although the decision to use a predominantly qualitative instrument may 
present problems for further analysis that utilises correlation coefficients, due to the effect of the 
difference in marginal distributions of dichotomous data43 (Stewart 1981), there is support in the 
problem recognition literature for the use of a qualitative instrument in this area of research 
(Fletcher 1988). 
After designing the initial questionnaire, the survey questions were all pretested with growers and 
academics. Respondents were asked for suggested improvements on the nature of the questions, 
their ease of understanding and their exact meaning. 
The final version of the questionnaire is in Appendix 5. As the questionnaire had a dual role in 
providing information for this study and primary market research data for the New Zealand 
Agrichemical Education Trust, a number of additional questions, while not related to this study, 
are also contained in the questionnaire in Appendix 5. 
43 Holley and Guilford (1964) and Holley (1966) have suggested addressing the distribution 
problem in dichotomous data by using the G-coefficient. However, this procedure can not be 
utilised for cases, such as this study, that involve a mixture of dichotomous and nondichotomous 
variables. 
A second approach to the distribution problem has been suggested by Peters and Van Voorhis 
(1940) and elaborated by Martin (1978). This approach involves the use of correction factors which 
take into account the differences in scaling. However, the use of this approach is limited by the fact 
that little work to date has examined the effects the corrected correlation coefficients would have 
on the subsequent use of multivariate procedures. 
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Pertaining to this study, seven variables associated with growers' agrichemical responsibilities 
(questions la and 2a), three employee related variables (questions lc and Id), four behavioural 
(practices) variables (question 4), twelve variables representing sources of agrichemical information 
(question 6b), sixteen variables representing growers' agrichemical concerns (question 11), one 
variable representing growers' evaluation of their agrichemical knowledge (question 5), one variable 
measuring marketing effort (question 9), four demographic variables (question 13) and a variable 
representing problem recognition (question 7a) were derived from the questionnaire as inputs into 
further statistical analysis to identify and determine the factors that influence problem recognition. 
7.5 Questionnaire Analysis 
The objectives of the data analysis used in this study are to identify and describe the factors that 
influence problem recognition for New Zealand growers in their use and management of 
agrichemicals. The data analysis must therefore perform two tasks: 
1 To identify a set of factor dimensions from a larger set of attitudinal, informational, and 
behavioural variables. 
2 To subject these factor dimensions to further analysis in order to determine their influence 
on problem recognition. 
In order to perform the first task exploratory factor analysis methods will be evaluated as an 
appropriate technique of analysis. To perform the second task Discriminant Analysis, Linear 
Probability, Probit and Logit Regression models will be overviewed. 
7.5.1 Factor Analysis 
The discussion in chapter 5 suggested that theoretical constn:cts for the a priori determination of 
the factors that influence problem recognition are not well developed in the literature. Further, 
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intercorrelations among some variables were also expected to be significant in this study. 
Therefore, exploratory factor analysis techniques were examined to determine their suitability to 
reduce the number of attitudinal, informational and behavioural variables to a smaller more focused 
set of dimensions. 
Factor analysis is a statistical technique used to identify a relatively small number of factors that 
can be used to represent relationships among sets of many interrelated variables. Factor analysis 
performs two specific functions that are relevant to this study (Hair, Anderson and Tatham 1990). 
These are: 
The identification of a set of dimensions that are latent (not easily observed) in a large set of 
variables. 
2 Identification of appropriate variables for subsequent regression or discriminant analysis from 
a much larger set of variables. 
The following subsections will overview the modes of factor analysis, the types of factor analysis, 
tests for determining the appropriateness of the data set for factor analysis, factor extraction 
decision rules, factor rotation, factor interpretation, and factor score derivation. 
7.5.1.1 Modes of Factor Analysis 
There are a number of modes of factor analysis available to the researcher (See Table 7.1). The 
appropriate mode of factor analysis depends on the objective of the research. In this study the 
objective is to factor a set of variables collected at the same time from a number of individuals. In 
order to achieve this objective the R technique is the most desired mode of factor analysis. 
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The R technique derives factor dimensions along which attributes may differ. The R technique uses 
all of the variables in the data set to obtain a smaller set of new variables that can be used to 
approximate the data set. 
TABLE 7.1 
Modes of Factor Analysis 
Technique Factors are Indices of Data are Collected 
loaded by Association are On 
Computed Across 
R Variables Persons One Occasion 
Q Persons Variables One Occasion 
S Persons Occasions One Variable 
T Occasions Persons One Variable 
P Variables Occasions One Person 
0 Occasions Variables One Person 
Source: Stewart (1981) 
7.5.1.2 Types of Factor Analysis 
Stewart (1981) suggests that two general types of factor analysis can be defined by the intended 
purpose of the analysis. These are confirmatory factor analysis and exploratory factor analysis. 
Confirmatory factor analysis is a procedure developed to allow the testing of hypotheses about the 
structure of a data set. Confirmatory analysis is a procedure that attempts to estimate population 
parameters from sample statistics, and is particularly appropriate for theory building. 44 The most 
44 See Anderson, Engledow and Becker (1979) for an example of the use of confirmatory factor 
analysis in a marketing application. 
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common of the confirmatory factor analytic procedures is maXImum likelihood factor analysis 
(Joreskog 1971). However, in those cases where the underlying dimensions of a data set are 
unknown, as in this study, exploratory factor analysis is appropriate (Stewart 1981). 
There are two basic exploratory factor analytic models that the analyst can use in order to obtain 
factor solutions.45 They are known as common factor analysis and principal components or 
component analysis. When using component analysis, the total variance is considered46 and hybrid 
factors are derived that contain small proportions of unique and in some instances error variance, 
but not enough in the first few factors to distort the overall factor structure. Specifically, with 
component analysis, unities are inserted in the diagonal of the correlation matrix. Conversely, with 
common factor analysis communalities are inserted in the diagonal, and the factors are derived 
based only on common variance (Hair, Anderson and Tatham 1990). 
The common-factor (or shared factor) model, which is the classical model used for factor analysis, 
considers a set of variables XI>X2 , ••• ,Xp each observed on n subjects. The common factor model 
states that, for variable j, j = I ,2, ... ,p, 
(7.1) 
45 Although there is a number of factor analytic techniques available to the researcher, including 
principal compcnents, common factor analysis, alpha analysis and maximum likelihood analysis, 
the empirical evidence, that has compared several factor analysis techniques, indicates that the 
choice of technique is not crucial to the final result and practically any technique other than 
multiple group analysis will lead to the same interpretation (Browne 1968; Tucker, Koopman and 
Linn 1969; Harris and Harris 1971; Gorsuch 1974). The subjective choice of procedure therefore 
seems to ultimately have little bearing on the results of an analysis. 
46 Total variance consists of three kinds (I) Common, (2) Specific and (3) Error. Common 
variance is defined as that variance in a variable that is shared with all other variables in the 
analysis. Specific variance is that variance associated with only a specific variable. Error variance 
is that due to unreliability in the data gathering process or a random component in the measured 
phenomenon (Hair, Anderson and Tatham 1990). 
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Where, the {F m}, m = 1,2, ... c, with c ~ p, denote a collection of variables called the common 
factors. The A's are unknown regression-type coefficients called factor loadings. Finally, Uj denotes 
a component of Xj that is called the unique factor. Note that the F-variables are common to (shared 
by) each Xj variable, whereas Uj is associated only with Xj and not with any of the other X-
variables. 
A special case of the common factor model is the principal components model. This model has the 
form: 
(7.2) 
Where j = 1,2, ... ,po The model differs from the common factor model in that there are no unique 
factors Uj (Kleinbaum, Kupper and Muller 1988). 
An advantage of the principal components model over the common factor model is that the former 
leads to unique expressions for the factor variables {Fm} as linear functions of the original X-
variables (Kleinbaum, Kupper and Muller 1988). Further, Kleinbaum, Kupper and Muller (1988) 
have stated that the principal components model is preferred if the focus of the analysis is score 
replacement47 and variable reduction. 
7.5.1.3 Tests for Detennining the Appropriateness of the Data Set for Factor Analysis 
Since one of the goals of factor analysis is to obtain factors that help explain intercorrelations 
among the variables, the variables must be related to each other for the factor model to be 
appropriate. Testing for the appropriateness of the data set for factor analysis is especially 
important as Armstrong and Soelberg (1968) and Shaycroft (1970) have shown that an ostensibly 
47 The use of factor scores in subsequent regression or discriminant analysis. 
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acceptable factor structure can be obtained through the application of factor analysis to a correlation 
matrix based on random normal deviates. 
The simplest procedure for determining the appropriateness of a matrix for factoring is an 
examination of the correlation matrix. Though this procedure may not be definite, it does provide 
some important clues. If the correlation coefficients are small throughout the matrix, factoring may 
be inappropriate. 
There are also several very useful formal methods for determining whether a factor analysis should 
be applied to a set of data. Three formal tests used to determine if the data set is appropriate for 
factor analysis are outlined (Stewart 1981, Novusis 1 992a); 
1 Banleu's Test of Sphericity 
2 Inspection of the Anti-Image Correlation Matrix 
3 The Kaiser-Meyer-Olkin Measure of Sampling Adequacy 
7.5.1.3.1 Bartlett's Test of Sphericity 
Bartlett's test of sphericity (Bartlett 1950, 1951) can be used to test the hypothesis that the 
correlation matrix is an identity matrix. That is, all diagonal terms are 1 and all off-diagonal terms 
are O. The test requires that the data be a sample from a multivariate normal population. If the 
hypothesis that the population correlation matrix is an identity cannot be rejected, ie. the value of 
the test statistic for sphericity (based on a chi-square transformation of the determinant of the 
correlation matrix) is small and the associated significance level is large, the researcher should 
reconsider the use of the factor model. 
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7.5.1.3.2 Inspection of the Anti-Image Correlation Matrix 
Another indicator of the strength of the relationship among variables is the partial correlation 
coefficient. If variables share common factors, the partial correlation coefficient between pairs of 
variables should be small when the linear effects of the other variables are eliminated. The partial 
correlations are then estimates of the correlations between the unique factors, and should be close 
to 0 when the factor analysis assumptions are met. 
The negative of the partial correlation coefficient is called the anti-image correlation. If the 
proportion of large coefficients is high, in the matrix of anti-image correlations, the researcher 
should reconsider the use of the factor model (Kaiser 1963). 
7.5.1.3.3 The Kaiser-Meyer-OUun Measure of Sampling Adequacy 
The Kaiser-Meyer-Olkin measure of sampling adequacy is an index for comparing the magnitudes 
of the observed correlation coefficients to the magnitudes of the partial correlation coefficients 
(Kaiser 1970). It is computed as: 
HMO (7.3) 
2 2 ~~ r .. +~~ Q •• ~ ~i~j I] ~ ~i .. j I] 
where rij is the simple correlation coefficient between variables i and j, and a;j is the partial 
correlation coefficient between variables i and j. If the sum of the squared partial correlation 
coefficients between all pairs of variables is small when compared to the sum of the squared 
correlation coefficients, the KMO measure is close to 1. Small values for the KMO measure 
however indicate that a factor analysis of the variables may not be a good idea, smce 
autocorrelations between pairs of variables cannot be explained by the other variables. 
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7.5.1.4 Factor Extraction in Principal Components Analysis 
In principal components analysis, linear combinations of the observed variables are formed. The 
first principal component is the combination that accounts for the largest amount of variance in the 
sample. The second principal component accounts for the next largest amount of variance and is 
uncorrelated with the first principal component. Successive components explain progressively 
smaller portions of the total sample variance, and all are uncorrelated with each other. 
It is possible to compute as many principal components as there are variables. If all principal 
components are used, each variable can be exactly represented by them, but nothing has been 
gained, since there are as many factors (principal components) as variables. 
In response to this issue Stewart (1981) has stated that "perhaps no problem has generated more 
controversy aOO misuOOerstaOOing than the number of factors problem (pp58)." Stewart (1981) 
however further states that careful examination of the literature on factor analysis indicates that the 
criteria for ceasing to extract factors are both well established and objective. Several tests (Bartlett's 
test (1950,1951), construction of random number matrices (Hom 1965), the roots criterion 
(Gorsuch 1974) and the scree test (Cattell 1966)), have been proposed to aid the analyst in deciding 
on the number of factors to be extracted. Stewart (1981) has however stated that the use of the 
roots criterion and the scree test appear to provide an effective means for determining the number 
of factors. 
7.5.1.4.1 The Use of the Roots Criterion 
This procedure, which stops the extraction process when all factors with eigenvalues greater than 
1.0 have been removed, is a common default criterion built into most computer programmes, 
including SPSS-X. The rule involves the assumption that population correlations are being 
considered and that it represents the minimum number of factors in each case. The criterion 
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suggests that only factors that account for variance greater than 1 (eigenvalue greater than 1) should 
be included. Factors with a variance less than 1 are no better than a single variable, since each 
variable has a variance of 1. 48 
Although many researchers have used the roots criterion to provide an indication of both the 
minimum and maximum number of factors, Linn (1968) and Tucker, Koopman and Linn (1969) 
show that when a sample correlation matrix is being factored, the roots criterion produces an 
exorbitant number of factors. Gorsuch (1974) has also concluded that the roots criterion is at best 
an approximate procedure, and Stewart (1981) has stated that the roots criterion appears to be most 
accurate when the number of variables is small to moderate and the communalities are high.49 
7.5.1.4.2 The Scree Test 
The scree test suggested by Cattell (1966) involves plotting of the roots obtained from 
decomposition of the correlation or covariance matrix. A large break in the plot of the roots is 
taken to indicate the point where factoring should stop (Stewart 1981). Stewart (1981) suggests that 
a straight edge be laid across the bottom portion of the roots to see where they form an 
approximately straight line. The point where the factors curve above the straight line gives the 
number of factors, the last factor being the one whose eigenvalue immediately precedes the straight 
line. Strong support for the efficacy of the scree test is provided by Cattell and Dickman (1962), 
Cattell and Gorsuch (1963), and Tucker, Koopman and Linn (1969). 
48 The roots ~ 1.0 criterion holds only when unities are in the diagonal of the correlation matrix 
being factored, as is the case in principal components analysis (Guttman 1954). 
49 The communality is the amount of variance an original variable shares with all other 
variables included in the analysis. 
108 
7.5.1.4.3 Factor Extraction Summary 
Although the roots criterion and the scree test provide formal decision rules for deciding on the 
number of factors to be extracted, Aaker and Day (1986) state that the most appropriate rule is to 
stop factoring when the factors stop making sense. They conclude that if a factor, which would be 
excluded by one of the two decision rules outlined above, was theoretically interpretable and of 
practical interest, it probably should be retained. 
Further, Aaker and Day (1986) suggest that just because there is a lot of variance explained by a 
factor, this does not mean that the factor is valid or meaningful or useful. The use of formal 
decision rules such as the roots criterion and scree test should therefore be used only as guides in 
deciding on the number of factors to be extracted. 
Several researchers have also sought to examine the effects of extracting too few or too many 
factors on the stability of the factors after rotation (Keil and Wrigley 1960; Howard and Gordon 
1963; Dingman, Miller and Eyman 1964). The findings of these studies suggest that over-factoring 
by one or two factors has less severe consequences for the final solution than does taking too few 
factors. 
7.5.1.5 Factor Rotation 
Novusis (1992a) has stated that although the factor matrix obtained in the extraction phase indicates 
the relationship between the factors and the individual variables, it is usually difficult to identify 
meaningful factors based on the matrix. Often the variables and factors do not appear correlated 
in any interpretable pattern, and most factors are correlated with many variables. Since one of the 
goals of factor analysis is to identify factors that are substantively meaningful (in the sense that they 
summarise sets of closely related variables), the rotation phase of factor analysis attempts to 
transform the initial matrix into one that is easier to interpret. 
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The purpose of rotation is to achieve a simple structure (Thurstone 1942, Cattell 1952). This means 
that the researcher would like each factor to have non-zero loadings for only some of the variables. 
This helps us interpret the factors. The researcher would also like each variable to have non-zero 
loadings for only a few factors, preferably one. This permits factors to be differentiated from each 
other. If several factors have high loadings on the same variables, it is difficult to ascertain how 
the factors differ. 
Rotation does not affect the goodness of fit of a factor solution. That is, although the factor matrix 
changes, the communalities and the percentage of total variance explained do not change. In 
addition, the percentage of variance accounted for by each factor does change however as rotation 
redistributes the explained variance for individual factors (Novusis 1992a). 
There are two general procedures available to researchers to rotate the factors. One procedure 
assumes that the factors will be orthogonal or uncorrelated. The other procedure allows the factors 
to be oblique, that is, some minor correlation is possible among the factors. 
7.5.1.5.1 Orthogonal Rotation 
A variety of algorithms are used for orthogonal rotation. These include the varimax, quartimax and 
equimax methods (Hair, Anderson and Tatham 1990). The most commonly used method is the 
varimax method, which attempts to minimise the number of variables that have high loadings on 
a factor. This method should enhance the interprebility of the factors. The quartimax method 
emphasises simple interpretation of variables, since the solution minimises the number of factors 
needed to explain a variable. A quartimax rotation often results in a general factor with high to 
moderate loadings on most variables. This is one of the main shortcomings of the quartimax 
method. The equimax method is a combination of the varimax method, which simplifies the factors, 
and the quartimax method, which simplifies variables. 
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7.5.1.5.2 Oblique Rotation 
To rotate orthogonally it must be assumed that the factors are uncorrelated. This assumption may 
not be justified in many cases and the researcher may prefer to allow some minor correlations 
among the factors. Such solutions are referred to as oblique because the angles between the factors 
are no longer orthogonal when represented geometrically (Gorsuch 1983). The degree of correlation 
allowed among factors in an oblique rotation is always minor to moderate and can be influenced 
by user-defined parameters in several procedures. 
Oblique solutions have been found to be particularly useful in the theory building of other 
disciplines (eg. psychology, sociology, regional science and biology) and are likely to play a 
significant role in the development of any theory of consumer behaviour (Stewart 1981). However, 
one disadvantage of using oblique rotation is where the researcher wishes to use the factor score 
outputs as inputs in a subsequent regression or discriminant analysis. The extraction of factors that 
are correlated may lead to multicollinearity problems in subsequent analysis. This problem of 
multicollinearity is particularly evident in oblique rotations that use the oblimax method (Pinzka and 
Saunders 1954) and the Quartimin method (Carroll 1957). 
7.5.1.5.3 Factor Rotation Summary 
The orthogonal approach is used in this study as it results in uncorrelated factors which can be used 
in subsequent 3tatistical analysis. Further, the varimax rotation procedure has been shown to be 
among the best orthogonal rotation procedures (Dielman, Cattell and Wagner 1972, Gorsuch 1974). 
However, Hom (1963) and Gorsuch (1970) have found that the basic solutions provided by most 
rotational programs result in the same factors. Therefore, the rotation employed should have 
relatively little impact on the interpretation of the results. 
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7.5.1.6 Interpretation of Factors 
In interpreting factors, a decision must be made regarding which factor 10adings50 are worth 
considering. Hair, Anderson and Tatham (1990) have stated factor loadings greater than ± 0.30 
are considered significant, loadings ± 0.40 are considered more important, and if loadings are ± 
0.50 or greater, they are considered very significant. Kim and Muller (1978) have also stated that 
factor loadings greater than ± 0.30 are significant. Thus, the larger the absolute size of the factor 
loading, the more significant the loading is in interpreting the factor matrix. Hair, Anderson and 
Tatham (1990) further state that these guidelines are considered useful when the sample size is 50 
or larger, and that although the approach may appear simplistic, compared with other criteria it is 
quite rigorous and acceptable. For the purposes of this study an observed variable-common factor 
correlation of 0.30 or above is considered a meaningful loading of an observed variable on a 
common factor. Factors are named and described after examining all the variables with significant 
loadings on a particular factor. 
7.5.1.7 Factor Scores 
One of the objectives of factor analysis in this study is score replacement. That is, it is necessary 
to reduce a large number of variable measures to a smaller number of factor scores. The factor 
scores are then used in subsequent analysis to represent the values of the factors. For every New 
Zealand grower, factor scores are computed using the following formula (Novusis 1992a): 
F.='" W .. Y.=W·1X1+W Y2+ ... +W. X ,L.Jp,i=l ,r", , ,r: ,p p (7.4) 
50 Factor loadings are the correlation between the original variables and the factor. 
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where Fj is factor j (j = 1, '" ,k), Wji is the factor score coefficient for factor j (a weighting 
mechanism) on variable Xi (1, ... ,p), where k is the number of factors and p is the number of 
variables. 
After completing the factoring procedure, orthogonal uncorrelated standardised factor scores 
(mean=O, standard deviation = 1) are saved for subsequent discriminant or regression analysis. The 
resulting factor scores represent each of the factors that were extracted from the factor solution. 
The factor score represents the degree to which each individual scores high on the group of items 
that load high on a factor. Thus, a grower who scores high on the variables that have heavy 
loadings for a factor will obtain a high factor score on that factor. The factor score, therefore, 
shows that a grower possesses a particular characteristic represented by a factor to a high degree 
(Hair, Anderson and Tatham 1990). 
7.5.2 Analysis of Models with Qualitative Dependant Variables 
The second requirement of the data analysis in this study is to determine the influence of the factor 
dimensions, derived from the principal components analysis, on problem recognition. Since the 
dependant variable in this study, problem recognition, is modeled as a discrete variable, the 
following sub-sections overview models designed to explain variation in a qualitative dependant 
variable. 
7.5.2.1 Discriminant Analysis 
Discriminant analysis involves deriving the linear combination of two (or more) independent 
variables that will discriminate best between the a priori defined groups. This is achieved by the 
statistical rule of maximising the between-group variance relative to the within-group variance, and 
this relationship is expressed as the ratio of between-group to within-group variance. The linear 
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combinations for a discriminant analysis are derived from an equation that takes the following form 
(Hair, Anderson and Tatham 1990): 
(7.5) 
Where: 
Z = the discriminant score 
W = the discriminant weights 
x = the independent variables 
The traditional approach used in interpreting discriminant functions involves examining the sign and 
magnitude of the standardised discriminant weight assigned to each variable in computing the 
discriminant functions. Independent variables with relatively larger weights contribute more to the 
discriminating power of the function than do variables with smaller weights.51 
The use of discriminant analysis by the analyst can provide information on: 
1 Determining if statistically significant differences exist between the average score profiles of 
the two (or more) a priori defined groups. 
2 Establishing procedures for classifying individuals into groups on the basis of their scores on 
several variables. 
3 Determining which of the independent variables account most for differences in the average 
score profiles of the two or more groups (Churchill, Ford and Ozanne 1970). 
51 Discriminant loadings have however increasingly been used as a basis for interpretation 
because of the deficiencies in utilising weights (Hair, Anderson and Tatham 1990). Discriminant 
loadings measure the simple linear correlation between each independent variable and the 
discriminant function. The discriminant loadings reflect the variance that the independent variables 
share with the discriminant function, and can be interpreted like factor loadings in assessing the 
relative contribution of each independent variable to the discriminant function. 
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Discriminant analysis has been shown by statisticians to be essentially a least squares approach 
(Kleinbaum 1994). Restrictive normality assumptions on the independent variables in the model are 
however required to make statistical inferences about the model parameters. The assumptions for 
deriving the discriminant function are multivariate normality of the distributions and unknown (but 
equal) dispersion and covariance structures for the groups. When classification accuracies are 
determined, equal costs of misclassification, equal a priori group probabilities, and known 
dispersion and covariation structures must be assumed (Hair, Anderson and Tatham 1990). 
7.5.2.2 Qualitative Choice Analysis 
The qualitative choice model, like discriminant analysis, can be used to characterise group 
differences and classify unknowns. The following three sub-sections will consider three altemati ve 
specifications of qualitative choice models; the linear probability model, the probit model and the 
logit model. 
7.5.2.2.1 The Linear Probability Model 
Perhaps the most obvious approach to finding how a probability (or proportion) p depends on a set 
of factors Xl! X2 , ••• , Xio is to use Ordinary Least Squares (OLS) to estimate the regression model: 
(7.6) 
where Y j = 0 or 1. However, such an approach gives rise to the following problems: 
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(i) The disturbance U; is heteroscedastistic. 52 It can be shown (Goldberger 1964) that: 
var (uJ = E(YJ[1-E(y j)].53 
(ii) The disturbance U; is not normal. We have 
(7.8) 
Because Yj is either ° or 1, it follows that for given values of Xl;, .. ,XKj, llj can only take two 
values. Therefore, it cannot possibly be a normal random variable. This implies that the inference 
procedures used with the regression model are not valid (Doran 1989). 
(iii) Probabilities will be predicted by 
However, there is no guarantee that all the expected probabilities will lie in the range (0,1). For 
these reasons, the linear probability model is not likely to be a very successful approach to 
estimating probabilities as functions of Xl, ... , XK • 
7.5.2.2.2 The Probit Model 
Two choices of the nonlinear function Pi = g(XJ are the cumulative density functions of normal 
and logistic random variables (Fomby, Hill and Johnson 1984). The former give rise to the probit 
model and the latter to the logit model. 
52 Heteroscedasticity implies that the conditional variance of Yj is not constant. If the 
assumption of homoscedasticity (the conditional variance of Yi never changes) does not hold, OLS 
estimators are no longer efficient. 
53 This can however be overcome in the usual way by dividing throughout by 
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Consider problem recognition (E) is an action taken by an individual grower if his/her expected 
utility is high enough. What "high enough" is of course, depends on the individual. Then let Zi = 
x;'{3 be a latent index variable, that is linear in {3, such that the larger the index variable the greater 
the probability of the event E in question occurring. Since the probability must fall between zero 
and one, the monotonic relationship between Zi and Pr [E/Z;l must assume the general form of a 
cumulative density function. 
The assumption is that each individual makes a choice between E and not-E by comparing the value 
of Zj to some threshold level, say Z., so that if Zj ~ Z., then E occurs. For each individual the 
value of the threshold Z. is determined by many independent factors and thus can be assumed 
normally distributed by the central limit theorem. Therefore: 
(7.10) 
where F ( • ) is the value of the standard normal cumulative distribution function evaluated at the 
argument. 
7.5.2.2.3 The Logit Model 
The 10git model is based on the logistic cumulative distribution function and is written as: 
1 
I 1 +exp( -Xi P) 
I 
-oo<x. A<oo 
, ,p (7.11) 
The logistic cumulative distribution function closely approximates that of a normal random variable 
and has been widely used, generally due to estimation difficulties associated with the probit model 
(Fomby, Hill and Johnson 1984). 
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The logit of the multiple logistic regression model is given by Equation 7.12. 
(7.12) 
where there are p independent variables denoted by the vector x' = (Xl' X2, ... , ~). 
In logistic regression, the parameters of the model are estimated using the maximum-likelihood 
method. That is, the coefficients that make our observed results most 'likely' are selected. Since 
the logistic regression model is non-linear, an iterative algorithm is necessary for parameter 
estimation. 
The logistic model can be written in terms of the log of the odds, which is called a logit: 
log = f30 + p.X. + •••• + f3pXp [ 
Prob(event) 1 
Prob(no event) (7.13) 
From Equation 7. 13, the logistic coefficient can be interpreted as the change in the log odds 
associated with a one unit change in the independent variable. The logistic equation can also be 
written in terms of odds as: 
Prob (event) 
Prob (no event) 
- e 11, + I1,X, + •••• + I1,X, - e l1'e I1,X, e I1,X, 
- - .... (7.14) 
In Equation 7.14 the natural log(e) raised to the power f3i is the factor by which the odds change 
when the ith independent variable increases by one unit. If f3 i is positive, this factor will be greater 
than 1, which means the odds are increased. If f3i is negative, the factor will be less than 1, which 
means that the odds are decreased. When f3i is 0, the factor equals 1, which leaves the odds 
unchanged (Novusis 1992b). 
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Although the linear probability model, the probit model, and the logit model are possible alternative 
specifications of qualitative choice models (Pindyck and Rubinfeld 1991), Maddala (1983) has 
considered that the logit technique is preferred over other categorical variable estimating techniques. 
Further, Maximum Likelihood estimation, which is used to derive the parameters in the logistic 
regression model, requires no restriction of any kind on the characteristics of the independent 
variables. For this reason, Maximum Likelihood estimation is preferred to Discriminant Analysis 
(Kleinbaum 1994). 
7.6 Summary 
After a review of the research methodology literature, and an examination of the various alternative 
analytical techniques, it was determined that the methodology used to identify and describe the 
factors that influence problem recognition, for New Zealand growers in their use and management 
of agrichemica1s, would involve two stages. These stages are presented in Figure 7.1. 
FIGURE 7.1 
Methodology Used to Identify and Describe the Factors that Influence Problem Recognition 
Stage 1 
Identification of the underlying factor dimensions using R type principal components factor 
analysis and variable measure replacement by factor scores for each New Zealand grower 
Stage 2 
Subjection of the factor scores to a logistic regression analysis to determine the influence of the 
factor dimensions on problem recognition 
8.1 Introduction 
CHAPTER 8 
RESULTS AND DISCUSSION 
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Chapter 7 outlined the research methodology used in analysing the factors that influence problem 
recognition. Chapter 8 reports on the results of the analysis of the factors that influence New 
Zealand growers' problem recognition. 
8.2 The Sample and Response Rate 
As discussed in Section 7.2 originally, a random sample of 1000 New Zealand growers was 
specified and requested from Valuation New Zealand.54 The sample lists received from Valuation 
New Zealand included names, postal addresses and electorates. However telephone contact numbers 
were also required for each individual, and after a comprehensive search of New Zealand telephone 
listings, 716 individuals from the original sample frame provided by Valuation New Zealand were 
matched with their telephone contact numbers. 
Table 8.1 presents a breakdown of the sample response and non-response categories, and the 
number of individuals in each category. The telephone interviewing was undertaken by Christchurch 
based Strategic Research Services (SRS). 
The percentage of selected eligible respondents for this study, with known telephone numbers, was 
49 per cent, after accounting for sample frame inaccuracies and ineligible respondents. When this 
response rate is compared to the response rates of other marketing surveys that have also used the 
telephone interview format, this study's response rate of 49 per cent is slightly lower than that of 
54 Although a sample size of 1000 growers was requested, Valuation New Zealand provided 
a sample list of 1036 individuals. 
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comparable marketing surveys. Wiseman and McDonald (1979), in their comprehensive review of 
consumer telephone surveys, found that the median response rate from 21 consumer telephone 
surveys was 55.8 per cent when 2 attempts were made to contact the potential respondent. 
TABLE 8.1 
Breakdown of Sample Response and Non-Response 
Variable 
Sample Frame from Valuation New 
Zealand 
Individuals phone number unlisted, 
unpublished or disconnected 
Reduced Sample Number after accounting 
for the inability to locate potential 
respondents telephone contact number 
Non-Growers 
Non-Chemical Users 
Reduced Sample Number after accounting 
for the inability to locate potential 
respondents telephone contact number and 
non-q ualifiers 
Respondent not at home 
Refusal 
Completed Interviews55 
Unusable due to missing information 
Completed interviews ineligible due to prior 
agrichemical training participation 
Final Usable Questionnaires 
Number 
1036 
320 
716 
136 
18 
562 
133 
75 
354 
30 
97 
227 
55 Note that as the questionnaire had a dual role in providing information for this study and 
primary market research data for the New Zea1and Agrichemical Education Trust, growers who 
had participated in previous agrichemical training programmes were also surveyed. However, for 
the purposes of this study only responses from growers who had not undertaken previous 
agrichemical training were used. 
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One reason for the lower than median response rate for this survey could be the sensitive nature 
of the topic and the requirement for respondents to provide information on their current 
agrichemical practices. In many cases, current agrichemical practices of growers contravene New 
Zealand legislation and if discovered could lead to prosecution and sizeable penalties. 
8.3 Descriptive Statistics 
Forty eight attitudinal, informational and behavioural variables, derived from the questions, 
emerged from the survey. The descriptive statistics of the independent variables used in the analysis 
are presented in Table 8.2. 
As the results presented in Table 8.2 suggest, the majority of growers indicated that they were 
involved in all aspects of agrichemical use and management. Growers also reported that their 
knowledge of chemical practices was very good, however a large segment of growers were not 
using the correct agrichemical protective equipment, locking their chemicals in storage areas, 
keeping chemical records, or using warning signs when applying chemicals. The respondents 
however exhibited a large degree of variance on their sources of agrichemical knowledge and their 
concerns regarding agrichemical use. Reliance on personal experience and reading agrichemical 
literature were the two most common sources of information. Spray drift, efficient use and timing 
of application, and health issues were the most predominant concerns of growers. 
8.4 Results of the Tests for the Appropriateness of the Independent Data Set for Factor 
Analysis 
Section 7.5.1.3 suggested that examination of the correlation matrix and use of three formal tests 
could be used in order to determine if the data set used in this study is appropriate for factor 
analysis. 
TABLE 8.2 
()~lpllv~ SlJAtlsUcs of lht lnd~dml Vllr)abld .... 
Vllrblblt M",n Standard ~n .. V~bt.b\t 
D.-.1alkwl 
R"pon,lbIllU .. InformaUofl Source'! (coni) 
App\\CiI.\ion 0.90 O.JO 0-1 Local C <>.mcil 
Storace 0.97 0.17 0-1 Family 
Cillibnitioo. 0.81 0.39 0-1 Ministry of Ag an:::I FiAh 
T ~portation 0.79 0.41 0-1 Knowtodl< EwJuaUon 
C OI:IU.incr OisJ"088J 0.93 0.26 0-1 C...ourMAwarftlcsl 
Chemical Type 0.92 0.28 0-1 
Docio ion MWn& 0.97 0.16 0-1 Avk:han k::aJ Concn- n. 
Efficicnl UK an:::I Timing 
Employ ... Applicalion 
Employoe lavoNancnt 0.22 0.41 0-1 Cbaniotl Altcmali'-'C8 
UnlnUncd Employoe 0.11 0.)1 0-1 Inoufficicnl Knowi<dgt' 
Employoe T.-aining N«d 0.11 0.)1 0-1 Safety 
Siorage 
Pract\ceo Mixing 
Prol<cti~ Equi.,.,- 0.4) 0.50 0-1 Consum:.r Pe~i~ 
Ch:micaIo Loeb:<! 0.77 0.42 0-1 COIllainor Diopooal 
R=ords 0.75 0.4) 0-1 <kmical Diopooal 
Wunin& Sigilli 0.08 0.28 0-1 Spray Orif\ 
EnvUa.mont 
Inro<maUon Sourao Withholding Po ned 
o..n E<pericuoc 0.45 0.50 0-1 Peal Rco;'<anoe 
Gl'O"NCt Auociatioo O.IS 0.36 0-1 Health 
Cbcmical lDduouy O.JO 0.46 0-1 a...rucal COOl 
p~ Employer am 0.16 0-1 
R<.>:Iing 0.34 0.48 0-1 DtmocraPh IcJ 
Field 00)'1 o.rn 0.25 0-1 A&e 
Pro:!uct Labola 0.19 0.40 0-1 CbcmicaI E<peric= 
Otbor Cbcmical Uocn 0.17 0.37 0-1 CirowUI& Area (.in:) 
NeigbbourslLocala 0.04 0.21 0-1 Export 
56 The independent variables were coded as follows: 
Responsibilities = I if Ihe grower was fully or partly responsible, 0 oIherwise 
Employee Involvement = I if employee(s) were involved in agchem use, 0 olherwise 
Untrained Employee = I if employee(s) untrained, 0 olherwise 
Employee Training Need = I if employee(s) need further training, 0 olherwise 
Practices = I if grower using safe practices, 0 olherwise 
Information Sources = I if grower relies on Ihat source for chem info., 0 olherwise 
Knowledge Evaluation = grower evaluation of Iheir chemical practices I =poor, 5 = excellent 
Course Awareness = I if grower aware of Agrichemical Trust courses, 0 olherwise 
Agrichemical Concerns = I if grower expresses a concern, 0 olherwise 
Age = I = Under 25, 2 = 26-35,3 = 36-45,4 = 46-55,5 = 56+ 
Chemical Experience = agrichemical work history (years) 
Growing Area = growing area size (acres) 
Export = I if any produce intended for export, 0 olherwise 
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Mailn s ..... dard Ron .. 
Dnlat>on 
0.01 0.07 0-1 
00'l 0.29 0-1 
0.0, 0.15 0-1 
).65 0.82 1·5 
0.)1 0.46 0-1 
0.13 0.14 0-1 
0.0) 0.16 0-1 
0.04 0.20 0-1 
0.0) 0.16 0-1 
0.08 0.27 0-1 
00) 0.17 0-1 
am 0.17 0-1 
0.02 0.]) 0-1 
0.04 0.18 0-1 
0.06 0.24 0-1 
0.20 0.40 0-1 
0.08 0.28 0-1 
0.04 0.20 0-1 
am 0.17 0-1 
0.1) 0.)) 0-1 
0.01 0.11 0-1 
).)7 0.95 1·5 
19.37 12.43 I-55 
57.18 143.88 1-1729 
0.62 0.49 0-1 
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8.4.1 Examination of the Correlation Matrix: 
The correlation matrix of the 48 independent variables is presented in appendix 6. Inspection of the 
correlation matrix and Pearson statistical significance levels indicates that every variable 
significantly correlates (p < 0.1) with at least one other variable, and for many variables the 
correlations are relatively high. These results indicate that the variables share common factors and 
are suitable for factor analysis. 
8.4.2 Bartlett's Test of Sphericity 
Bartlett's test of sphericity was used to test if the correlation matrix is an identity matrix. As the 
test value is very large (2.358 x 101~ and the level of significance is low (0.000), it is unlikely that 
the population correlation matrix is an identity. Therefore Bartlett's test of sphericity indicates that 
the data is likely to be suitable for a factor model. 
8.4.3 Examination of the Anti-Image Correlation Matrix 
The second test involves examining the anti-image correlation matrix, which is presented in 
Appendix 7. The anti-image of a variable is that part of a variable which is unique, ie. cannot be 
predicted from the other variables (Stewart 1981). The work of Kaiser (1963) suggests that when 
the factor analytic model is appropriate for a set of data, the matrix of the anti-image covariances 
or correlations should approach a diagonal. If the anti-image matrix does have many non-zero off-
diagonal entries, the correlation matrix is not appropriate for factoring. Inspection of the anti-image 
correlation matrix indicates that most off-diagonal values were low and the correlation matrix is 
appropriate for factoring. 
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8.4.4 The Kaiser-Meyer-Olkin Test of Sampling Adequacy 
The third test, the Kaiser-Meyer-Olkin test of sampling adequacy (KMO), was used to measure the 
extent to which the variables belong together, and thus are appropriate for factor analysis (Kaiser 
1970). Although there is no statistical test for determining the significance of the KMO test statistic, 
Kaiser and Rice (1974) have proposed a rule of thumb that suggests that sampling accuracy 
measures of 0.90+ are marvellous, 0.80+ meritorious, 0.70+ middling, 0.60 + mediocre, 0.50 + 
miserable, and below 0.50 unacceptable for factor analysis. The calculated KMO statistic of 0.57 
indicates that the data set is only bordering on mediocre in terms of its suitability for factor analysis 
(Kaiser and Rice 1974). 
8.4.5 Summary of the Tests for Determining the Appropriateness of the Data Set for 
Factor Analysis 
Although the KMO test was less positive about the appropriateness of the data set for factor 
analysis, Bartlett's test of sphericity and inspection of the correlation matrix and anti-image 
correlation matrix indicated that the independent data set was highly suitable for factor analysis. 
On the strength of these test findings it was determined that the correlation matrix was suitable for 
factor analysis. 
8.5 Detennination of the Number of Factors to Extract 
Section 7.5.1.4 indicated that the use of the roots criterion and the scree test appear to provide an 
effective means for determining the number of factors to be extracted. The findings from these two 
formal tests were considered along with an examination of the interprebility of the factors. The use 
of the roots criterion (eigenvalues ~ 1) indicated that a model containing 19 factors should be used 
(See Table 8.3). 
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TABLE 8.3 
Eigenvalues and the Percentage of Variation Explained by the Factors 
Factor E~envaJue Percentage of Variance Cumulative Variance 
Explained Explained 
by the Factor by the Factors 
I 3.87994 8.1 8.1 
2 3.72221 5.7 13.8 
3 2.58754 5.4 19.1 
4 2.00282 4.2 23.3 
5 1.86167 3.9 27.2 
6 1.69683 3.5 30.7 
7 1.60057 3.3 34.1 
8 1.57199 3.3 37.3 
9 j .43381 3.0 40.3 
10 1.42375 3.0 43.3 
II 1.33412 2.8 46.1 
12 1.30324 2.7 48.8 
13 1.26197 2.6 51.4 
14 1.18427 2.5 53.9 
15 1.15290 2.4 56.3 
16 1.14413 2.4 58.7 
17 1.12249 2.3 61.0 
18 1.11194 2.3 63.3 
19 1.06076 2.2 65.5 
20 0.98750 2.1 67.6 
21 0.94216 2.0 69.6 
22 0.92570 1.9 71.5 
23 0.87828 1.8 73.3 
24 0.84649 1.8 75.1 
25 0.84013 1.8 76.8 
26 0.80622 1.7 78.5 
27 0.74128 1.5 80.1 
28 0.73477 1.5 81.6 
29 0.70485 1.5 83.1 
30 0.64993 1.4 84.4 
31 0.63220 1.3 85.7 
32 0.61213 1.3 87.0 
33 0.58103 1.2 88.2 
34 0.54154 1.1 89.3 
35 0.53593 1.1 90.5 
36 0.51885 1.1 91.5 
37 0.48430 1.0 92.5 
38 0.45479 0.9 93.5 
39 0.43584 0.9 94.4 
40 0.40501 0.8 95.2 
4\ 0.38314 0.8 96.0 
42 0.37079 0.8 96.8 
43 0.33584 0.7 97.5 
44 0.33103 0.7 98.2 
45 0.28427 0.6 98.8 
46 0.24537 0.5 99.3 
47 0.19797 0.4 99.7 
48 0.\3573 0.3 100.0 
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The scree test however indicated that a large break in the plot of the roots occurred after the 13th 
factor and the 19th factor (See Figure 8.1). Therefore solutions containing between 13 and 19 
factors were subjected to trail rotations and the factors were interpreted. 
FIGURE 8.1 
The Scree Plot 
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FACTORS 
8.6 Description of Factors 
Nineteen factors explaining 65.5 per cent of the total variation appeared to glve the best 
representation of the underlying relationship among the variables. Table 8.4 presents the principal 
factor solution obtained after a varimax rotation of responses from the 48 independent variables. 
Factors are presented in order according to the proportion of variance explained. After examining 
factor loadings the factors have been named to reflect the dimensions they represent. Variables with 
high factor loadings had the most influence on the naming of a factor. 
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Responsibility 
The first factor is related to growers' agrichemical responsibilities. These responsibilities include 
agrichemical application, storage, calibration of spray equipment, transportation, disposal, and 
responsibility for making the decision on the type of chemicals to be used. Growers with high 
factor scores on this dimension were likely to be directly involved in agrichemical use. 
Employee Involvemenr 
This factor had high loadings on the variables that investigate employee involvement in 
agrichemical use. Growers with high factor scores on this factor were likely to have employees 
involved in agrichemical use. These growers, who had high factor scores on this dimension, also 
generally had employees involved in agrichemical use who were not trained in the use of 
agrichemicals. They did however believe that their employees needed further training. Growers 
with high factor scores on this dimension also tended to delegate responsibility for application. 
Safe Use and Export 
Growers who had high factor scores on this dimension were likely to lock their chemical storage 
area and keep chemical records. Correct identification of agrichemical through record keeping is 
advised for chemical identification in the event of poisoning, and for efficient use and management 
of agrichemicals (New Zealand Agrichemical Education Trust 1992). This factor however also had 
a high loading on the question relating to export involvement. This association results from the 
mandate from the New Zealand Apple and Pear Marketing Board and the New Zealand Kiwifruit 
Marketing Board that growers keep agrichemical records. The use of sprays outside the NZKMB 
and the NZA&PMB recommended spray programme for export fruit may jeopardise the acceptance 
of that fruit. Vegetable growers exporting certain vegetable varieties to some markets (ie.Japan) 
are also required to keep agtichemical records similar to the ones kept by pipfruit growers. 
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Experience 
Growers who had high factor scores on this dimension were likely to be relatively older than the 
average grower 'and have had greater experience in agrichemical usage. Growers with high factor 
scores on this factor also tended not to rely on other agrichemical users for agrichemical 
information. 
Efficient Use 
This factor had high loadings on variables that indicate a concern with efficient use and 
management of agrichemicals. Variables which loaded highly on this factor included a concern 
about efficient use and timing of sprays, application and agrichemical alternatives. Growers with 
high factor scores on this dimension were also likely to be concerned that they had insufficient 
knowledge to make agrichemical decisions, although they tended not to read agrichemical related 
literature. 
Experience and Awareness 
Growers who had high factor scores on this dimension tended to rely on their own agrichemical 
experience to make their agrichemical decisions, and not to rely on Grower association sources. 
Growers who had high factor scores on this dimension were also likely to be aware of the New 
Zealand Agrichemical Education Trust's training programmes. 
Size 
Factor loadings indicated that growers with high factor scores on this factor had a large growing 
area and were concerned about agrichemical mixing and consumer perceptions of agrichemical use. 
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Hazardous Use 
This factor is associated with a low usage of agrichemical protective equipment. Growers with high 
factor scores on this dimension were also likely to not use agrichemical literature or field days as 
sources of agrichemical information and not be responsible for deciding on the type of 
agrichemical s to be used on the property. 
Environmental Concern 
An examination of the factor loadings for this factor indicated that growers with high factor scores 
on this dimension had a high concern for the environment. The factor also had significant loadings 
on locals and neighbours and the local council as sources of chemical information. A possible 
explanation for the significance of the factor loadings on environmental concern and the local 
council as a source of information, is that the local council often provides information on unneeded 
agrichemical and chemical container disposal. 
Health Ambivalence 
This factor appears to relate to a perception that there are low health risks from agrichemical use. 
Growers having high factor scores on this dimension also indicated they tended to rely on their 
growing association as a source of information and not on chemical industry representatives. 
Unsafe Practices 
This factor was associated with unsafe practices. The high negative loading on the use of warning 
signs when spraying, and a low concern about chemical disposal, indicates that growers with high 
factor scores on this factor were generally not following, or concerned about, safe agrichemical 
practices. 
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Handling Concern 
This factor was associated with a significant concern for the safe handling of agrichemicals. This 
factor had a high positive loading on variables that measured growers concern for chemical safety, 
storage of chemicals and mixing of chemicals. 
Spray Drift Concern 
This factor was associated with a high level of concern about spray drift by growers and a low use 
of the Ministry of Agriculture and Fisheries as an information source. 
Decision Making 
Factor loadings indicate that growers with high factor scores on this factor were likely to be 
responsible for agrichemical decision making on their property and significantly unconcerned about 
the cost of chemicals. A logical explanation for this relationship is that growers tend to be more 
interested in whether a product works than what it costs (Martin 1992). Martin's surveys of 
growers also indicated there was no clear preference for cheaper products. 
Previous Employment 
An examination of the factor loadings for this factor indicated that growers with high scores on this 
dimension relied significantly on previous employers for their agrichemical information. This factor 
also had a significant negative loading on the reliance on agrichemical literature as a source of 
information and a significant positive loading on concern for chemical safety. 
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Immunity Concern 
This factor had a significant loading on concern for pest resistance. Growers who had a high factor 
score on this factor were likely to be concerned about pest immunity and the effectiveness of 
agrichemicals on their property. 
Disposal and Infonnation 
An examination of the factor loadings for this factor indicated that it appeared to represent a high 
concern for the disposal of unneeded agrichemicals and agrichemical containers. Growers with high 
factor scores on this dimension were also likely to rely on information from agrichemical labels, 
which provide some information on agrichemical disposal, and shy away from using information 
from other agrichemical users. 
Overconfidence 
This factor is associated with a grower's perception that he/she had sufficient agrichemical 
knOWledge. However, the factor also exhibited a high negative factor loading on the use of a locked 
agrichemical storage area. This significant negative factor loading on chemical storage indicates this 
factor is also related to unsafe agrichemical practices. 57 This perception of a high level of 
agrichemical knowledge by growers, combined with a low level of safe use of agrichemical, 
indicated that the grower exhibited a degree of overconfidence relating to his agrichemical 
practices. Growers with high factor scores on this dimension were also more likely to have a low 
concern for the agrichemical withholding period. 
57 Storage of agrichemicals in an unlocked area has resulted in accidental death from chemical 
poisoning (New Zealand Toxicology Group 1993). 
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Family Influence 
This factor was associated with a significant dependence on family sources for agrichemical 
information. Growers with high factor scores on this factor also indicated a significant concern 
about agrichemical spray drift. 
8.7 Hypothesis Development 
Recognition of a problem by growers in their use and management of agrichemicals (Problem 
Recognition) is hypothesised to be a function of the nineteen factors identified in Section 8.6. The 
model proposed to investigate the effects of the factors on problem recognition can be written under 
the general fonn: 
Problem Recognition = f(responsibility, employee involvement, safe use and expon, 
experience, efficient use, experience and awareness, size, hazardous use, environmental 
concern, health ambivalence, unsafe practices, handling concern, spray drift concern, 
decision making, previous employment, immunity concern, disposal and infonnation, 
overconfidence, family influence, €) 
Where: 
Problem Recognition = 1 if individual exhibited problem recognition, 0 otherwise 
From this model a number of predictions can be made which directly flow from the economics, 
marketing, consumer behaviour and risk management literature overviewed in chapters 5 and 6. 
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As discussed in chapter 5, the current situation (Bruner and Pomazal 1988), and consumers' 
concern over the actual state of affairs (Engel, Kollat and Blackwell 1973), have been found to be 
related positively to problem recognition. In view of these findings, the following hypotheses are 
offered: 
HI: There is a positive relationship between Responsibility and Problem Recognition. 
H2 : There is a positive relationship between Employee Involvement and Problem 
Recognition. 
H3: There is a positive relationship between Safe Use and Expon and Problem 
Recognition. 
H4 : There is a positive relationship between Efficient Use and Problem Recognition. 
H j : There is a positive relationship between Size and Problem Recognition. 
H6: There is a negative relationship between Hazardous Use and Problem 
Recognition 
H7: There is a positive relationship between Environmental Concern and Problem 
Recognition. 
H8: There is a negative relationship between Health Ambivalence and Problem 
Recognition. 
H9: There is a negative relationship between Unsafe Practices and Problem 
Recognition. 
HlO: There is a positive relationship between Handling Concern and Problem 
Recognition. 
HlI : There is a positive relationship between Spray Drift Concern and Problem 
Recognition. 
H12 : There is a positive relationship between Decision Making and Problem 
Recognition. 
H13: There IS a positive relationship between Immunity Concern and Problem 
Recognition. 
H14: There is a positive relationship between Disposal and Information and Problem 
Recognition. 
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The problem recognition literature also indicates that consumer experience (Rantanen 1981), and 
consumer overconfidence in their decision making (Slovic, Fischhoff and Lichtenstein 1984), is 
negatively related to problem recognition. Consequently, the following predictions are possible. 
HIS: There is a negative relationship between Experience and Problem Recognition. 
H16 : There is a negative relationship between Overconfidence and Problem Recognition. 
The literature has however been contradictory on the effects on problem recognition of information 
sources (Hale and Glendon 1987, McCarthy and Perreault 1987), and marketing effort (Bruner and 
Pomazal 1988, Engel, Kollat and Blackwell 1983). Without clear evidence in the literature for the 
rem2ining dimensions of problem recognition, the following hypotheses can be tested against 
acceptance of the null hypothesis. 
H 17: There is no relationship between Experience and Awareness and Problem 
Recognition. 
HIS: There is no relationship between Previous Employment and Problem Recognition. 
H 19: There is no relationship between Family Influence and Problem Recognition. 
These nineteen hypotheses are intended to test the prediction that the derived factors are associated 
with growers' problem recognition in their use and management of agrichemicals. Collectively, they 
represent a synthesis of current marketing, economics and risk behaviour literature with respect to 
problem recognition and decision making concepts. 
8.8 Logistic Regression Results 
In order to test the hypotheses and investigate the effects of the 19 derived factors on problem 
recognition, a logistic regression model was estimated in which the likelihood of problem 
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recognition is a function of the set of factors derived from the factor analysis. 58 For the purposes 
of this analysis growers' problem recognition was derived from a question that asked: 
" Do you feel you would like further training in chemical 
application practices?" 
Although, as noted earlier in this study, there is some debate over the conceptualisation of problem 
recognition, consumer behaviour analysts have previously demonstrated that purchase intention data 
provide marketing strategists with accurate measures of problem recognition (Pratt 1965, Grauber 
1970). 
Support for the conceptualisation of problem recognition used in this study is provided by the recent 
findings of a study by Warshaw and Davis (1985). Warshaw and Davis (1985) introduced a 
distinction between behavioural intentions ("I will ... ") and behavioural expectations ("I am likely 
to ... "). They were able to show that, defined in this way, behavioural expectations outperformed 
behavioural intentions in the prediction of subsequent behaviour. Further, Fishbein (1967), in his 
seminal work on attitude theory and measurement, has also used 'expectations' in the Warshaw and 
Davis (1985) sense to measure behavioural intentions. 59 
Further, the specification and application problems involved in applying the recent sophisticated 
:md elaborate approaches to the measurement of problem recognition (Sirgy 1983, Pomazal 1985) 
Jrohibited their use in this study. For the purposes of this analysis problem recognition was 
nodeled as a discrete (binary) variable. Forty four per cent of growers exhibited problem 
'ecognition in their use and management of agrichemicals. 
58 After completing the factoring procedure, orthogonal uncorrelated standardised factor scores 
Mean =0, Standard deviation = 1) were saved for the subsequent logistic regression analysis. 
59 The term intentions is however retained in view of its common use in both marketing and 
ocial psychology to refer to measures of problem recognition. 
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TABLE 8.5 
Maximum Likelihood Estimates of the Logit .Model 
Factor {3 Standard Odds Wald Sig 
Coefficient Error Change (efi) 
Responsibility 0.0875 0.1444 1.0915 0.3673 0.5445 
Employee 0.2573 0.1513 1.2935 2.8919 0.0890 
Involvement 
Safe Use and 0.2727 0.1546 1.3136 3.1128 0.0777 
Export 
Experience -0.8128 0.1718 0.4436 22.380 0.0000 
Efficien t Use -0.0186 0.1502 0.9816 0.0153 0.9016 
Experience and -0.0418 0.1498 0.9591 0.0777 0.7804 
Awareness 
Size 0.0780 0.1425 1.0811 0.2995 0.5842 
Hazardous Use -0.1427 0.1462 0.8670 0.9539 0.3287 
Environmental 0.0035 0.1380 1.0035 0.0006 0.9798 
Concern 
Health -0.3555 0.1523 0.7008 5.4459 0.0196 
Ambivalence 
Unsafe Practices -0.1516 0.1532 0.8594 0.9786 0.3225 
Handling 0.1892 0.1477 1.2083 1.6412 0.2002 
Concern 
Spray Drift -0.0564 0.1550 0.9452 0.1324 0.7160 
Concern 
Decision Making 0.0263 0.1609 1.0266 0.0266 0.8704 
Previous -0.1430 0.1490 0.8667 0.9212 0.3372 
Employment 
Immunity -0.1795 0.1869 0.8357 0.9229 0.3367 
Concern 
Disposal and -0.0144 0.1445 0.9857 0.0099 0.9206 
Information 
Overconfidence -0.3384 0.1517 0.7129 4.9786 0.0257 
Family Influence 0.0517 0.1436 1.0531 0.1299 0.7186 
Constant -0.3383 0.1521 4.9439 0.0262 
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The Maximum Likelihood beta({3) coefficient esti mates, the odds change(eP), Wald test statistics 
and Wald test probabilities from the logit analysis are presented in Table 8.5. Sixty seven percent 
of the growers were correctly classified as recognising, or not recognising, a problem in their use 
and management of agrichemicals (See Table 8.6). When considering the 50-50 nature of the 
classification scheme this result indicates the model has a reasonable predictive capability. The 
Model Chi-Square diagnostic, which tests the null hypothesis that the coefficients for all of the 
terms in the model are 0, is highly significant (i=46.52, p<O.OOl) which indicates the estimated 
model is a good fit of the data. 
TABLE 8.6 
Classification Table for Problem Recognition 
Predicted Percent Correct 
(%) 
Observed Non-Problem Problem 
Recognition Recogni tion 
Non-Problem 97 31 75.78 
Recognition 
Problem 44 55 55.56 
Recogni tion 
Overall 66.96 
8.8.1 Hypothesis Test Results 
The empirical results of the hypothesis tests, derived from the Maximum Likelihood estimates of 
the logit model (fable 8.5), are summarised in Table 8.7. Beta ({3) coefficients for the factors are 
considered significant at the 0.1 level or lower (p < 0.1). 
139 
TABLE 8.7 
Hypothesis Test Results 
Hypothesis Factor Hypothesis Test Findings 
Hypothesis Hypothesis 
Upheld Rejected 
1 Respons ibility ./ 
2 Employee Involvemenr ./ 
3 Safe Use and Expon ./ 
4 Efficient Use ./ 
5 Size ./ 
6 Hazardous Use ./ 
7 Environmental Concern ./ 
8 Health Ambivalence ./ 
9 Unsafe Practices ./ 
10 Handling Concern ./ 
11 Spray Drift Concern ./ 
12 Decision Making ./ 
13 Immunity Concern ./ 
14 Disposal and Infonnation ./ 
15 Experience ./ 
16 Overconfidence ./ 
17 Experience and Awareness ./ 
18 Previous Employment ./ 
19 Family Influence ./ 
:onsistent with Rantanen (1981) and Slovic, Fischhoff and Lichtenstein (1984), the findings of the 
mpirica1 analysis provide strong support for the negative influence consumer experience and 
Iverconfidence have on problem recognition. The empirical results however only provide limited 
upport for the current situation and consumers' concern over the actual state of affairs as 
.eterminants of problem recognition. Only the Employee Involvement, Safe Use and Expon and 
lealth Ambivalence factors were found to be significant determinants of problem recognition, 
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although in all three cases the directional influence on problem recognition was as hypothesised. 
Finally, the three factors that measured the effects of information sources and marketing effort on 
problem recognition were found to be not significantly associated with problem recognition. 
8.9 Summary 
In this chapter, the results of the data analysis were presented and discussed. The weight of the 
evidence indicated that the data set was suitable for factor analysis and inspection of the findings 
from the roots criterion, the scree test, and examination of the interprebility of the factors from a 
number of trial rotations indicated that a 19 factor solution appeared to give the best representation 
of the underlying relationship among the variables. 
After completing the factoring procedure, orthogonal uncorrelated standardised factor scores were 
saved for subsequent logistic regression analysis. The findings from the logistic regression analysis 
indicated the Employee Involvement, and Safe Use and Expon factors, were positively associated 
with problem recognition. Conversely, the factors representing Experience, Health Ambivalence and 
Overconfidence were found to be significantly negatively associated with problem recognition. 
The following chapter will discuss these findings in further detail, and present some conclusions 
and implications derived from the analysis. 
9.1 Introduction 
CHAPTER 9 
CONCLUSIONS AND IMPLICA TrONS 
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This chapter reviews the main problem areas in primary producer agrichemical use and 
management identified by this study, and provides conclusions drawn from the study's quantitative 
analysis. The implications of the study's findings for marketers and public policy analysis are also 
discussed, and the possible contribution of the study's findings to Marketing and Economic theory 
and practice is examined. Finally, a number of areas for future research are identified. 
9.2 Problem Identification 
The initial motivation to undertake research in the area of agrichemical use arose from; 
(i) The apparent contradiction over the stated concerns of correct agrichemical use and the 
resulting deviant use of agrichemicals by many members of the primary sector. 
(ii) The fact that the contradiction occurs in an environment where although the safe use and 
management of agrichemicals is reported to be an important issue (Gray 1994), there is also 
conclusive evidence that suggests a large percentage of primary producers do not follow safe 
and efficient agrichemical practices (Pryde 1981, Houghton and Wilson 1992, Ministry of 
Agriculture and Fisheries 1992, Gee 1993, Scully, Brush and Sheppard 1993). 
(iii) Reviewing recent research which suggests that participation by primary producers In 
agrichemical safety and management training is very low (MacIntyre, Allison and Penman 
1989; Robertson 1993), even though a majority of primary producers have stated that they 
need more pest control information to be 'completely happy' with their agrichemical decision 
making (Mumford 1981). 
142 
(jv) The apparent uncertainty in a consumer's information processing environment, in the form 
of imperfect and incomplete information on agrichemical health risks (Sharp et al. 1986) and 
technological developments in agrichemical management (Martin 1992), that may contribute 
to a limited and often incorrect assessment of the recognition of a problem (Hale and Glendon 
1987). 
(v) The suggestion that many pnmary producers erroneously believe their agrichemical 
management practices are efficient and safe (Gee 1993). 
This study investigates the possible reasons for the apparent contradiction over the stated concerns 
about correct agrichemical use and the resulting deviant use of agrichemicals arising (at least in 
part) from the low level of agrichemical training participation by the primary sector. 
9.3 Conclusions 
The findings of the cost-benefit analysis of agrichemical training participation presented in chapters 
Two, Three and Four indicates, that even with data limitations arising from a lack of previous 
research in some of the areas overviewed in the analysis, sizeable benefits, for the average grower, 
can be derived from agrichemical training in terms of providing information on how to implement 
safe agrichemical practices that may significantly reduce the risks of negative health effects. 
Providing information on the implementation of Integrated Pest Management policies that may lead 
to considerable food production cost savings is also identified as an area in which sizeable benefits 
could accrue. 
Although the study focused on only one segment of primary producers, namely growers, the study's 
results contradict the opinions of some trainers in the agrichemical training industry, and some 
primary producers, that agrichemical training is not cost effective for many agrichemical users 
(Scully, Brush and Sheppard 1993). 
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However, despite the findings of this study that suggest there is conclusive evidence that many 
growers could benefit from agrichemical training in the areas of health, safety and efficient 
agrichemical management, the participation by primary producers in agrichemical safety and 
management training is very low (MacIntyre, Allison and Penman 1989, Robertson 1993). 
The literature that has investigated decision making under uncertainty (chapter 6) however indicated 
that consumers, who face a situation that involves the existence of imperfect and incomplete 
information, may use decision rules that contribute to a limited and often incorrect assessment of 
the recognition of a problem (Hale and Glendon 1987). 
The findings of the data analysis presented in chapter 8 suggest that Employee Involvement and Safe 
Use and Expon factors are positively associated with problem recognition. Conversely, the factors 
representing Experience, Health Ambivalence and Overconfidence are significantly negatively 
associated with problem recognition. These findings were consistent with the hypotheses derived 
from the problem recognition and decision making literature. 
The current situation a grower finds them self in, reflected in the Employee Involvement factor, was 
significantly positively related to problem recognition. This finding may be a result of the 
considerable responsibilities imposed on employers, under the Health and Safety Act 1992, to 
ensure their employees are formally advised and adequately trained in workplace hazards, use and 
care of protective clothing and equipment, and emergency procedures (Anon 1993a). Employers 
have also been held responsible for their employees actions (Augustowicz v Machinery Movers 
[1992] 2 NZRMA 209). 
Growers who are involved in export of their produce, reflected in high factor scores on the Safe 
Use and Expon factor, also had a significantly greater degree of problem recognition. Further, 
growers who were likely to lock their chemical storage area and keep chemical records, who also 
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had high factor scores on the Safe Use and Expon dimension, also indicated that they were 
significantly more likely to perceive a problem in their use and management of agrichemicals. 
Conversely, growers with longer experience with agrichemical use (the Experience Factor), are less 
likely to indicate they perceive a problem in their use and management of agrichemicals, even 
though their agrichemical practices are in many cases unsafe and inefficient. One reason proposed 
for this finding is the absence of sufficient negative unsafe and inefficient agrichemical use related 
feedback (eg. the absence of acute feedback on the chronic health effects resulting from long term 
agrichemical exposure through unsafe use (Sharp et al. 1986), and minimal past enforcement of the 
agrichemicallegislation), which may result in 'habituation'. 
Further, the findings of this study suggest that a common belief among growers that there are low 
health risks from agrichemical use (Health Ambivalence factor) and a perception by the growers 
that they have sufficient agrichemical knowledge, even where their stated agrichemical practices 
refute this perceived ability (Overconfidence factor), are also negatively associated with problem 
recognition. 
9.4 Implications for Marketing and Policy Analysis 
The findings from this research present a number of challenges for providers of agrichemical 
training programmes and primary sector policy analysts. The unjustified reliance by growers on 
experience as a substitute for agrichemical training, and a stated overconfidence by growers of the 
extent of their knowledge of agrichemical practices, presents a marketing Challenge to agrichemical 
training providers such as the New Zealand Agrichemical Education Trust, which is the largest 
New Zealand provider of agrichemical training. 
In response to this marketing challenge, the Agrichemical Education Trust has already acted to 
specifically target grower intermediaries, such as the Apple and Pear Marketing Board (A&PMB) 
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and the Kiwifruit Marketing Board (KMI3), in an apparent response to a perceived problem in 
attracting growers voluntarily to participate in training. The A&PMB and the KMB have now 
mandated that their growers must obtain an agrichemical training certification by 1995 and 1996 
respectively. 
Agrichemical training providers and primary sector policy analysts may also consider, in the 
absence of grower intermediary support, seeking a non-market response as a potential solution to 
the inhibition of the growers' problem recognition process from the effects of uncertainty and 
overconfidence. This approach could involve lobbying government for agrichemical training to be 
made compulsory for growers under the provisions of SS 21,22 and 23 of the Health and Safety 
in Employment Act 1992, or clause 59 of the Occupational Health and Safety Bill 1991. 
Comprehensive procedures for monitoring agrichemical practices and enforcement of the current 
legislation may also be warranted as the minimal past enforcement of the agrichemica1 legislation 
may lead to growers' failing to recognise a problem in their use and management of agrichemica1s. 
9.5 The Study's Contribution to Marketing and Economic Theory and Practice 
The study'S contribution to economic and marketing theory is in the provision of a preliminary 
methodological framework for investigating problem recognition under conditions of uncertainty. 
The findings of the analysis also indicate that the effects of imperfect and incomplete information 
in a consumer's information processing framework should be investigated when evaluating the 
consumer's decision making process. 
The study is also valuable for public policy analysis in the area of agrichemical education provision, 
and for the development of marketing policy in the agrichemical training industry. The value of the 
study in these policy areas directly results from the specific investigation that was undertaken into 
the factors that influence agrichemical training participation. 
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.6 Directions for Future Research 
\.s a result of this study's findings a number of avenues worthy of future research have emerged: 
i) An examination of other primary producer groups' problem recognition processes would be 
valuable in order to explore the extent of factor consistency, and the influence of uncertainty 
and primary producers' attitudes, information and behaviour on their assessment of problem 
recognition. This research would have important implications for training programme 
marketers and primary sector policy analysts. 
ii) Research developing more comprehensive measures which relate attitudinal, informational and 
behavioural measures to problem recognition would also allow a better understanding of the 
relationship between these factors and problem recognition. 
iii) A longitudinal study may also provide information regarding how primary producers attitudes, 
information sources and behaviour change over time, and how these changes influence 
problem recognition. 
iv) Further, although problem recognition is considered a necessary condition for consumer 
action, it is not a sufficient condition on its own. Valuable insights may be gained by future 
research that investigates primary producers' behaviour through the proceeding stages in the 
consumer's problem solving process. 
v) Finally, future research could also investigate whether the findings from this study may be 
common in some problem recognition situations for other services, such as the provision of 
health services. As an example, the existence of uncertainty in terms of an absence of acute 
feedback accompanying chronic symptoms (Schramm and Teichmann 1977), and the frequent 
requirement for complex cause-effect diagnosis, may lead to the existence of a consumer 
dependence on inappropriate attitudes and beliefs, and a significant level of consumer 
overconfidence when evaluating the quality of their health. If present, these factors may act 
to inhibit the problem recognition process and may lead to consumers failing to seek medical 
assistance. 
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APPENDIX 1 
THE NEW ZEALAND AGRICHEMICAL EDUCATION TRUST'S GROWSAFE 
PROGRAMME 
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There are two agrichemical user, or candidate, courses in the 'Growsafe' training programme, the 
Standard course and the Advanced course. A brief description of each course follows: 
The Standard Course 
This course is intended for those who are involved in applying agrichemicals. Growers who have 
completed the Standard Course will be able to apply agrichemicals safely and accurately according 
to the Agrichemical Users' Code of Practice. Specifically, Standard Course participants will be able 
to: 
Describe the function and purposes of the Code of Practice. 
Identify information categories from the agrichemical product label. 
Recognise the most common symptoms of agrichemical poisoning. 
Follow basic safety procedures that aim to prevent poisoning from agrichemical use. 
Respond appropriately in cases of agrichemical poisoning. 
Prepare equipment and agrichemical for application. 
Apply agrichemical according to instructions. 
Decontaminate and store equipment after use. 
Calibrate a hand operated sprayer. 
166 
The Advanced Course 
Growers who have completed the Advanced Course will be able to manage and direct the safe, 
responsible and effective use of agrichemicals according to the Agrichemical Users' Code of 
Practice. Specifically, Advanced Course participants will be able to: 
Demonstrate a working knowledge of the important legislative and regulatory requirements 
affecting agrichemical use. 
Describe the principles of plant pest and disease identification and management. 
Explain the factors affecting agrichemica1 selection. 
Explain the significance of agrichemical residues. 
Identify the important factors governing rural transport of agrichemicals. 
Manage on property storage of agrichemicals. 
Identify important safety precautions relating to agrichemical use. 
Calibrate spray application equipment. 
Apply agrichemica1s efficiently, safely, and accurately. 
Source: New Zealand Agrichemical Education Trust (1993). 
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APPENDIX 2 
Analytical Derivation of the Standardised Mortality Rate and the Relative Risk (Risk 
Ratio or Odds Ratio) Measures 
Table A2.1 presents an analytical derivation of the risk rates used in epidemiology. In a 
cohort study, if (ala +b)/(c/c+d) is statistically significantly greater than 1.0, an association 
can be said to exist between the exposure and the disease. This measure is termed the 
Standardised Mortality Rate. In a case-control study, if ala+c is statistically significantly 
greater than b/b+d, an association can be said to exist between the disease and the 
characteristic. The degree or strength of the association, expressed as relative risk (or relative 
odds), may be estimated in the case-control study by the ratio of cross products, ad/bc. 
TABLE A2.1 
Analytical Derivation of Risk Rates Used in Epidemiology 
Etiologic Number of Individuals 
Characteristic or 
Exposure With Disease Without Disease Total 
Present a b a+b 
Absent c d c+d 
Total a+c b+d a+b+c+d=N 
Source: Schotten feid and Haas (1981). 
APPENDIX 3 
OVERVIEW OF NEW ZEALAND AGRICHEMICAL USE AND MANAGEMENT 
RELA TED LEGISLATION 
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Appendix 3 begins with an overview of each area of agrichemical use and management. These 
areas include growers' occupational health and safety, growers' public health and safety 
responsibilities, the transportation, storage and disposal of agrichemicals, food quality regulations, 
and environmental and wildlife damage arising from agrichemical use. The overview includes an 
investigation of the agrichemical legal responsibilities imposed on New Zealand growers, an 
examination of growers' compliance with these agrichemical responsibilities, and an assessment of 
the penalties that can be imposed for non-compliance. Appendix 3 concludes by examining 
proposed developments in the legislation. 
3.1 Occupational Health and Safety 
The health and safety of agrichemical workers was first legislated for in the Factories Act 1946. 
Under the Factories Act 1946, the Noxious Substances Regulations 1954 were invoked. These 
regulations place comprehensive responsibilities on employers to ensure their employees safety 
when handling noxious substances in factories. Part III of the Noxious Substances Regulations 
1954, made under the Health Act 1920, also provided that the regulations applied to the handling 
of noxious substances in workplaces other than factories. 
The recent enactment of the Health and Safety in Employment Act 1992 (which operates alongside 
the Noxious Substances Regulations 1954) provided in general terms the responsibility of employers 
and managers to ensure a safe work environment and the implementation of all practical steps to 
eliminate, or if elimination is not feasible, to minimise workplace hazards. The Health and Safety 
in Employment Act 1992 confers responsibilities on all individuals and corporates that use and 
manage agrichemicals, including employees and the self employed, if their use of agrichemicals is 
169 
for a commercial purpose. The Health and Safety in Employment Act 1992 also provides for the 
imposition of considerable penalties for offenses committed under the Act. 
The following two subsections more closely examine the responsibilities imposed on New Zealand 
growers using and managing agrichemicals by the Health and Safety in Employment Act 1992, and 
the Noxious Substances Regulations 1954. 
3.1.1 The Health and Sarety in Employment Act 1992 
This section begins by outlining the most relevant sections of the Act pertaining to the duties 
decreed on growers using and managing agrichemica1, and then discusses an interpretation of the 
specific responsibilities these sections imply. 
S 6 of the Health and Safety in Employment Act 1992 considers the duty of employers to ensure 
the safety of their employees. S 6 speci fica1ly states 'Every employer shall take all practicable steps 
to ensure the safety of employees while at work; and in particular shall take all practicable steps 
to-
(a) Provide and maintain for employees a safe working environment; and 
(d) Ensure that while at work employees are not exposed to hazard.fiO arising out of the 
arrangement, disposal, manipulation, organisation, processing, storage, transport, working, 
or use of things -
(i) In their place of work. 
SS 8 and 10 of the Health and Safety in Employment Act 1992 further examine the employers duty 
to minimise, and if practicable eliminate, hazards to employees in the workplace. This 
60 S 2 of the Health and Safety in Employment Act defines 'Hazard' as meaning an activity, 
arrangement, circumstance, event, occurrence, phenomenon, process, situation, or substance 
(whether arising within or outside a place of work), that is an actual or potential cause or source 
of harm. 
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responsibility is deemed to include the provision and use of suitable clothing and equipment 
(SlO(2)(b)), and the monitoring of employees' exposure to hazards (S10(2)(c)). SS 16, 17 and 19 
further assess the responsibility of persons in control of the place of work, self employed people, 
and employees, to take all practicable steps to ensure they themselves, and people in the vicinity 
of the place of work, are not harmed by any hazard that is, or arises, in the place of work. 
SS 12 and 13 of the Health and Safety in Employment Act 1992 examine the provision of hazard 
and emergency information to employees, and employee training and supervision. S 12 provides 
that 'Every employer shall ensure that every employee who does work of any kind, ... in a place 
of work, has been given ... information about -
(a) What to do if an emergency arises while the employee is doing work of that kind, using plant 
of that kind, or dealing with substances61 of that kind in that place, - and all identified 
hazards to which the employee may be exposed (or create) while doing work of that kind, 
dealing with substances of that kind, and the steps to be taken to minimise the likelihood that 
the hazard will be a cause or source of harm to the employee or other people (S 12(b)(c)).' 
S 13 examines training and supervision and states 'Every employer shall take all practicable steps 
to ensure that every employee who does work of any kind, .. , or deals with a substance of any kind 
(a) Either -
(i) Has; or 
(ii) Is so supervised, by a person who has - such knowledge and experience ofsimilar places, and 
work, plant or substances of that kind, as to ensure that the employee's doing the work ... 
or dealing with the substance, is not likely to cause harm to the employee or other people; 
and 
61 S 2 of the Health and Safety in Employment Act 1992 defines 'Substance' as including a 
thing that is an organic material, whether living or not. 
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(b) Is adequarely rrained in rhe safe use of all plant, objects, substances, and protective clothing 
and equipmenr rhar rhe employee is, or may be, required to use or handle. ' 
S 50 provides for penalties for offenses under this Act. These are in the order of 
'(a) A fine not exceeding $50000 if rhe failure caused any person serious hann62 
(e) A fine not exceeding $25 000 in any other case. ' 
S 53 further provides for strict liability. That is 'In any prosecution for an offence against section 
50 of this act, it is not necessary ro prove rhat the defendanr -
(a) Intended to take the acrion alleged ro constitute the offence, or 
(b) Intended not to take the action, the failure or refusal to take which is alleged to constitute rhe 
offence. ' 
S 49 of the Health and Safety in Employment Act 1992 makes further specific provision for 
offenses under the Act which cause serious harm, and where the perpetrator of the action is 
reasonably likely to be aware of the consequences of the action or inaction. S 49 (l)(2)(a)(b) states 
'Mere - A person who, knowing that any action (or inaction) is reasonably likely to cause serious 
hann to any person, takes the action (or fails to act), and the action is contrary to a provision of 
this act, -the person commits an offence against this Act. S 49(3) provides that 'Every person who 
commits an offence under this section is liable on conviction to -
62 S 2 of the Health and Safety in Employment Act 1992 defines 'Serious Harm', subject to 
subsection(4) of this section, to mean 'death, or hann of a kind or description declared by the 
Governor-General by order in council to be serious for the purposes of this Act. ' 
S 2(4) further states 'Under the commencement of the first order in council made under this act 
declaring hann of any kind or description to be serious for the purposes of this act, hann of any 
of the kinds and descriptions specified in the First Schedule to this act shall be deemed serious 
hann. ' 
The First Schedule to the Health and Safety in Employment Act 1992 deems that' Serious Harm' 
includes loss of consciousness or acute illness requiring treatment from a registered medical 
practitioner, from absorbtion, inhaJation, or ingestion, of any substance. 
(a) Imprisonment 10 a term of not more than 1 year; or 
(b) A fine of not more than $100 (X)(); or 
(c) Both. ' 
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As overviewed in this section, the Health and Safety in Employment Act 1992 imposes a long list 
of responsibilities on growers to ensure their own health and safety, as well as the health and safety 
of their workers and the general public, when using and managing agrichemicals. However, the Act 
is broad and unspecific and it has raised many questions as to which features of employment and 
the workplace are in fact the responsibility of the employer (Anon 1993b). These problems are 
assessed as being due to the absence of detail in the Act, and the way in which an individual is 
interpreting the wording and perceiving the potential hazards on their properties, rather than a 
considered view of the employer's responsibilities under the Act (Anon 1993b). 
The Health and Safety in Employment Act 1992 does not describe what is a hazard. It simply states 
that if an object, an event, or a process can injure, or affect the safety and health of a worker, it 
is a hazard in the place of work. The Act sets down the principles and it is up to the 
employer/manager to ensure that dangers are identified and eli minated, or if elimination is not 
possible, isolated or minimised. The Health and Safety in Employment Act 1992 also states that 
if you are self employed and do not employ others, you are still required to look after your own 
safety. The general nature of the Act therefore imposes an informational burden on the grower, as 
employer or manager, that they have the knowledge to: 
a) Identify a hazard, and 
b) Know the appropriate response to eliminate or minimise the hazard. 
In practice this means that every grower has to make sure his workers are formally advised and 
adequately trained in: 
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(i) All the hazards and c'onrrols associated with their work 
(ii) The use and care of prO/ec/ive clO/hing and safety equipmenr, and 
(iii) Emergency procedures (Anon 1993b), 
In the report Health and Safety (Anon 1993a), it was stated that it was not enough just warning a 
person to be careful. Should a serious accident occur, the employer would have to show that he 
took the necessary action to either eliminate or minimise the hazard. The Act also extends the 
responsibility, of employers and managers, to the health and safety of the general public who may 
be exposed to hazards that are caused by a workplace under their control. This responsibility is 
especially relevant to growers and the problem of agrichemical spray drift. 
It has however been observed (Anon 1993b) that if a grower's employee suffers injury or health 
problems related to their work activity, an employer or manager who is able to show that they did 
all that could reasonably be expected to prevent the accident or hazard, ie. the accident is due to 
the random chance element of the accident function, it is considered that it is unlikely to be an 
offence under the Act (Anon 1993b). It has also been stated that it has been unofficially assured, 
by legal counsel, that growers who follow 'industry acceptable' standards in their use of 
agrichemicals, for example complying with the New Zealand Agrichemical Education Trust's Code 
of Practice, need have nothing to fear (Anon 1993b). 
Section 2.2 however provided evidence that many primary producers are not complying with the 
duties prescribed in the Health and Safety in Employment Act 1992Y Although, despite this 
evidence of offenses being committed under the Health and Safety in Employment Act 1992, a 
technical report in the New Zealand Commercial Grower (Anon 1993b) stated that as yet there had 
been no prosecutions under the Act. One reason given for the current non enforcement of the 
Health and Safety in Employment Act 1992, was that the Labour Department's Occupational Safety 
63 Section 2.2 of this thesis examined the findings of two New Zealand studies that surveyed 
agrichemical users and their health and safety practices with respect to protective equipment use. 
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and Health Unit (OSH) was still analysing the Act and resolving the issues posed by the very 
unspecific legislation. 
3.1.2 The Noxious Substances Regulations 1954 
The Noxious Substances Regulations 1954, although in general surpassed in scope and penalties for 
non compliance by the Health and Safety in Employment Act 1992, remains in force and imposes 
specific responsibilities on growers as occupiers, managers and employers of workers using noxious 
substances,64 to safeguard the health and safety of themselves and their employees. Although these 
regulations are proposed to be repealed by the Occupational Safety and Health Bill (see Appendix 
3.8), the Noxious Substances Regulations give significantly greater direction to growers, employers 
of those growers, and managers of properties on which agrichemicals are used, in regard to what 
is considered appropriate action to minimise workplace hazards. RR 6,7,8 and 16, which are 
overviewed below, outline the specific nature of the responsibilities. 
R 6(1) of the Noxious Substances Regulations 1954 states 'Every employer or occupier who 
handles, or causes to be handled, any noxious substance shall provide and maintain in a 
serviceable condition,/or every person so engaged as to be exposed to its effects, including himself, 
such equipment and clorhing as is necessary to give protection from the effects, including an 
overall, gloves and rubber boors, and mask or goggles, as the case may require. ' R 7(2) continues 
'No person shall mix or dilute any noxious substance unless he is wearing an overall and gloves, 
and a mask or goggles as the case may require. ' 
R 8(1) further states that 'every employer or occupier shall take all reasonable steps to ensure that 
overalls used in the handling 0/ any noxious substance are thoroughly washed after every six uses 
64 Noxious substances are defined in the Schedule to the Noxious Substances Regulations 1954 
as including DNBP, Parathion, Methyl Bromide, and any other organo-phosphate compound, and 
other dinitro phenolic derivative; but not including a substance used as an insecticide and containing 
not more than 5 percent of a dinitro phenolic derivative. 
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and all other protective clothing washed immediately after every use. ' 
R 16 imposes a restriction on agrichemical related employment, in that 'No person shall work, or 
so employ any other person that works, more than 10 hours a day in the handling of any noxious 
substance or noxious substances. ' 
Offenses committed under the Noxious Substances Regulations 1954 are subject to a fine not 
exceeding $5 000, and if the offence is a continuing one, to an additional fine of $250 for each 
additional day on which the offence occurs. 
3.2 Protection of Public Health 
This section further exarr.ines the requirement of growers using and managing agrichemicals to 
safeguard public health. Notwithstanding the responsibilities imposed on growers by the Health and 
Safety in Employment Act 1992, to protect the public from hazards arising from the workplace (See 
Appendix 3.1.1), the Health Act 1956 further regulates behaviour, that may involve agrichemical 
use, where the consequences of that behaviour results in a situation that is likely to be injurious to 
health. 
S 29 of the Health Act 1956 examines offenses that can accrue due to the act of 'nuisance'. Three 
subsections of S 29 can poter.tially be applied to agrichemical use. S 29(a), S 29(1) and S 29(p) 
deem that a nuisance can be created in any of the following cases: 
(a) Where a pool, ditch, gutter, watercourse, sanitary convenience, cesspool, drain or vent pipe 
is in such a state or is so situated as to be offensive or likely to be injurious to health. 
(I) Where any trade, business, manufacture, or other undenaking is so carried on as to be 
unnecessary or likely to be injurious to health. 
176 
(p) Where any well or other source of water supply, or any cistern or other receptacle for water 
which is used for domestic purposes, or in the preparation of food, is so placed or 
constructed, or is in such a condition, as to render the water therein offensive, or liable to 
contamination, or likely to be injurious to health. 
Penalties for committing offenses under S 29 of the Health Act 1956 are limited to a fine not 
exceeding $500 and an additional fine of $50 for every additional day on which the nuisance 
continues (S 136). S 60 of the Health Act also provides for a fine not exceeding $1000 for directly 
or indirectly polluting the water supply of a local authority (S 60(1»), or the pollution of a 
watercourse (S 60(2», in such a manner as to make the water dangerous to health or offensive. 
3.3 Transportation of Agrichemicals 
The transportation of agrichemicals is governed by three statutes and their associated regulations. 
The Pesticide Regulations 1983 and the Toxic Substances Regulations 1983, both of which will be 
repealed in whole or part by the Hazardous Substances and New Organisms legislation, the Traffic 
Regulations 1976 and the Transport Amendment Act 1989 consider the legislative responsibilities 
of those who transport agrichemicals. 
The following three subsections overvIew the duties the legislation imposes on growers who 
transport agrichemicals, specifically, the packaging and labelling of agrichemicals for 
transportation, the covering and securing of the load, the segregation of hazardous substances, and 
the requirement to carry emergency information and a licence endorsement. 
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3.3.1 Packaging and Labelling 
R 26 of the Toxic Substances Regulations 1983, states that ' ... no person shall transport or cause 
to be transponed any container that contains any substance classified as a ... toxic substance65 ••. 
unless there is affixed to the container (the prescribed) label ... ' S 26(5) of the Toxic Substances 
Act 1979 provides for a fine not exceeding $2 000 for contravention of this provision. 
S 70F of the Transport Amendment Act 1989 also examines the labelling of hazardous 
substances,66 and overlaps R 26 of the Toxic Substances Regulations 1983 in requiring under S 
70F(a) that 'the vehicle and the load bear such signs and labels indicating the nature of the 
hazardous substance. ' S 70F(2) provides for a fine not exceeding $5 ()()() and disqualification from 
holding or obtaining a licence 'for such a period as the court thinks fit'. 
3.3.2 Covering, Securing and Segregating Agrichemicals 
R 8 of the Pesticide Regulations 1983 states 'No person shalltranspon any herbicide/7 
a) In bulk, unless the herbicide is effectively covered and secured 10 prevent escape, 
b) Otherwise than in bulk, unless the herbicide is packed in closed packages or cOnlainers. ' 
65 S 2 of the Toxic Substances Act 1979 defines 'Toxic Substance' as including 
(a) Any poison or harmful substance, 
(b) Any acaracide, insecticide, fungicide, larvicide, nematocide, pesticide or herbicide. 
66 Hazardous Substances, as defined in Section 3 of the New Zealand Standard, Code of 
Practice for the Transport of Hazardous Substances on Land (NZS 5433: 1988), include 2,4D, 
Maneb, Methyl Bromide, Carbamates, Organochlorides, Organophosphates, and Phenoxy Acids. 
67 For the purposes of the regulations, 'Herbicide' is defined in S 2 of the Pesticides Act 1979 
as 'a pesticide used for desiccating, controlling, or killing any plants, or severely interrupting their 
normal growth processes. 
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In respect of a contravention of R 8, R 16 of the Pesticide Regulations 1983 provides for a fine not 
exceeding $1 000, and a further fme of $100 for every additional day the offence is committed. 
R 27 of the Traffic Regulations 1976 imposes further responsibilities on those who transport 
agrichemicals. R 27(1) states 'No person shall operate any vehicle in such a condition, or in such 
a manner, or so loaded, or with a load so unsafely secured or covered as to cause or be liable to 
cause injury to any person or animal, or annoyance to any person, or damage to any propeny. ' 
R 27(2) further states 'No person shall operate any vehicle so loaded or with a load so unsafely 
secured or insufficiently covered that the load or ponion thereof escapes or falls from the vehicle 
or is likely to do so. ' R 137(2) of the Traffic Regulations 1976 provides for a maximum pena1ty, 
in the event of a contravention of R 27(1) or R 27(2), of $500 and disqualification. 
S 70F(b) of the Transport Amendment Act 1989 also states 'The operator of every transpon service 
vehicle who knows, or ought to know, any load or pan of the load on the vehicle is a hazardous 
substance, shall ensure that - the hazardous substance is segregacedfrom other substances in such 
a manner as may be required by New Zealand Standard 5433: Code of Practice for the Transpon 
of Hazardous Substances on Land. ' The maximum penalty that can be imposed for non compliance 
of S70F(b) of the Transport Amendment Act 1989 is $5 000 and disqualification (S70F(2». 
3.3.3 Emergency Information and Licence Endorsement 
R 38 of the Toxic Substances Regulations 1983 imposes the requirement on those transporting toxic 
substances to carry, in the vehicle, emergency information that includes the following: 
a) The common chemical or trade name of the substance. 
b) A warning statement of the hazards of the substance. 
c) A statement of the appropriate precautions to be taken in the handling of the container. 
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d) A srarement of rhe firsr aid rrearment fO be followed in rhe event of splashes of rhe subsrance 
on rhe skin or in rhe eyes, or of inhalarion of rhe subsrance. 
e) A sraremenr of rhe appropriare measures fO be raken in rhe event of spillage. 
R 54(2) of the Toxic Substances Regulations 1983 provides for a penalty not eXCeeding $500 for 
the contravention of R 38. 
R 27 A of the Traffic Regulations 1976 mirrors the duties outlined in R 38 of the Toxic Substances 
Regulations 1983. However, S 70F(c) and S 70F(2) of the Transport Amendment Act 1989, under 
which the Traffic Regulations were invoked, provide for a maximum penalty of $5 000 and 
disqualification for non compliance with R 27 A of the Traffic Regulations 1976. 
S 70H of the Transport Amendment Act 1989 also imposes a requirement on those who transport 
agrichemica1s to obtain a licence endorsement. S 70H(a)(b) states that drivers that transport 
hazardous substances, as classified in the New Zealand Standard 5433: 1988 Code of Practice for 
the Transport of Hazardous Substances on Land, must have a hazardous substance endorsement on 
their licence 'indica ring rhar rhe person has, wirhin rhe past five years, complered a hazardous 
substances course (unless) rhe hazardous subsrance is of such a nature or such a quantity that no 
such endorsement is required pursuant fO regulations made under the Transpon (Vehicle and Driver 
Registration and Licensing) Act 1986. ' S 70H(2) of the Transport Amendment Act 1989 provides 
for a maximum penalty of $2000 and disqualification for an offence committed under S 70H(a)(b). 
3.3.4 Agrichemical Transportation Summary 
The duties and responsibilities imposed by the legislation that governs the transportation of 
agrichemicals, which has been overviewed in the previous three subsections, is comprehensive and 
demanding. There is however anecdotal evidence that some gro'Wers are not complying with all of 
their responsibilities under the legislation (Scully, Brush and Sheppard 1993). However, despite this 
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indication of non compliance, there is no evidence of any cases being brought before the courts 
under the legislation overviewed in Appendix 3.3.1,3.3.2 or 3.3.3, that have involved growers, 
or other primary producers. 
3.4 Storage of Agrichemicais 
The Noxious Substances Regulations 1954 and the Toxic Substances Act 1979, and regulations 
invoked under that Act, govern the responsibilities of those who store agrichemicals. This section 
overviews these regulations as they apply to New Zealand growers and their storage of chemicals. 
R 15(4) of the Toxic Substances Regulations 1983 states 'No person shall have in his possession 
or charge any poison or hannful substance in an open container except while the container is being 
filled, or the poison or hannful substance in the container is being used. ' R 15(5) continues, and 
states 'No person in possession or charge of any poison or hannful substance shall keep it, whether 
temporarily or pennanently, in any bottle, jar, can, tinplate, container, culinary utensil, or other 
container of the type that -
a) Bears any brand, mark, statement or picture -
b) Indicating the presence in the container of any food, drink, or condiment, or any medicine 
intended for internal use,· or 
(ii) That is likely to lead any person to believe that the contents of the container are intended for 
internal use, has been commonly or is being currently sold, whether or not the container 
bears any brand, mark, statement or picture. ' 
Penalties for offenses committed under R 15(4)(5) of the Toxic Substances Regulations 1983 are 
limited to fines not exceeding $500 (R 54(2)). 
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S 29 of the Toxic Substances Act 1979 further examines agrichemical storage. S 29(3) states ' ... 
no person in possession or charge of any deadly poison or dangerous poison68 shall keep fhaf 
pOison elsewhere fhan in a locked room, locked companmenr, locked cage, or securely fenced and 
locked oUfdoor compound.' S 62 imposes a maximum penalty of $500 and provision for an 
additional fine of $50 for each additional day an offence, under S 29(3) of the Toxic Substances 
Act 1979, is committed. 
The Noxious Substances Regulations 1954 impose further responsibilities on those who store 
noxious substances. R 14 of the Noxious Substances Regulations 1954 states 'Every person who has 
any noxious substance in his possession shall store if, while it is not being handled, in such a 
manner thaf the container is profecfed from damage, and shall do lhings reasonably necessary to 
ensure that no unauthorised person has access to if. ' R 21 provides for a maximum penalty of 
$5 000 and an additional fine of $250 for each additional day an offence under S 14 occurs. 
Finally, in the Houghton and Wilson (1992) study of primary producers work practices, 6.1 per 
cent of respondents stated they stored their agrichemica1s inside their house, and 18.1 per cent in 
their garage. 64.9 per cent of respondents also failed to lock any of the areas where agrichemica1s 
were kept, and a further 21 per cent only locked some of these areas. However, despite these 
findings, and an observation that non compliance with the legislation that imposes responsibilities 
on those who store agrichemica1s has eventuated in accidental death (New Zealand Toxicology 
Group 1993), there is, as in the case of the transportation of agrichemicals, no evidence of any 
cases being brought to court under the regulations outlined in Appendix 3.4 that involve growers 
or other primary producers. 
68 The Schedules to the Toxic Substances Regulations 1983 provide legislative definitions for 
agrichemica1s by toxicity. Agrichemica1s are classed as Deadly Poisons, Dangerous Poisons. 
Standard Poisons, Harmful Substances and Exempted Substances. 
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3.5 Disposal of Agrichemical Containers 
R 15(1) of the Noxious Substances Regulations 1954 states 'Eve!}' person who empties any 
container in which any noxious substance was held, shall forthwith dispose of the container in one 
of the following ways: 
a) If the container is made of combustible material it shall be burned; 
b) If the container is made of glass, metal or other non combustible material it shall, if it is 
returnable, be returned immediately to the supplier, and if it is not returnable, it shall be 
broken, flattened, or otherwise rendered unusable and thereafter disposed of in such a way 
as not to endanger any person or animal. ' 
R 15 (2) continues 'Every person who uses any noxious substance and thereafter has in his 
possession any residue thereof that is not required by him, shall empty from the container and 
dispose of such residue, as is not so required, in such a manner as not to endanger any person or 
animal, and shall dispose of any empty container in accordance with this regulation, ' 
R 21 of the Noxious Substances Regulations 1954 provides for penalties for offenses committed 
under R 15 of these regulations in the order of a fine not exceeding $5 000, and if the offence is 
a continuing one, to an additional fine of $250 for each additional day, or part day, on which the 
offence occurs. 
R 17(1) of the Toxic Substances Regulations 1983 also imposes specific duties on those who 
dispose of agrichemical containers which contained deadly poisons. These duties mirror those 
outlined in R 15(1) of the Noxious Substances Regulations 1954, with the additional responsibility 
that agrichemical containers made of glass, metal, or other non combustible material, must be 
buried at least 600mm beneath the surface of the ground (R 17(1)(i». R 54 of the Toxic Substances 
Regulations 1983 provides for a fine not exceeding $500 for an offence committed under this 
regulation. 
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Evidence of the storage of unneeded agrichemicals was observed from interviews with New Zealand 
growers, and comments that they were unaware of suitable facilities for the disposal of 
agrichemicals in their area (Scully, Brush and Sheppard 1993). This later concern, the problem of 
inadequate facilities for disposal of unneeded agrichemicals, has also been highlighted by Bedford 
(1993) and Tasker (1993). However, although there is evidence, albeit limited, of New Zealand 
growers non compliance with the regulations concerning the disposal of agrichemical containers 
(Scully, Brush and Sheppard 1993), there is no report of a case ever being brought under the 
regulations overviewed in Appendix 3.5. 
3.6 Food Quality Regulations 
The production of food for consumption, and allowable agrichemical residue levels, is governed 
by the Plants Act 1970, the New Zealand Grown Fruit and Vegetables Regulations 1975, and the 
Food Regulations 1984. This section examines this legislation and the associated regulations that 
impose duties on growers to maintain a high standard of food quality, and produce food within 
acceptable minimum residue levels. 
S 15 of the Plants Act 1970 governs diseases and pests in crops for export. S 15(1) gives authority 
to the Director General of Agriculture and Fisheries to prevent the export of 'all or such a ponion 
of the crop' that is diseased or has unacceptable residue content. S 28(b) of the Plants Act further 
gives authority to MAF inspectors to prosecute growers who 'directly or indirectly by himself, his 
servant, or agent - possesses, keeps, retains, sells, offers or exposes for sale, carries, conveys, 
gives, or distributes in any manner, any plan! material or beneficial organism which to his 
knowledge is SUffering from a serious disease or pest which an inspector has by notice in writing 
directed him to control. ' S 29 provides that a fine not exceeding $500 can be imposed for offenses 
committed under S 15(1) or S 28(b). 
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The New Zealand Grown Fruit and Vegetables Regulations 1975 also imposes responsibilities on 
sellers of fruit and vegetables for domestic and export consumption. R 18(4) states 'If any inspecTor 
is saTisfied That the fruit or vegeTables not yet exporTed from New Zealand that have been 
certified .... 
(a) Are, or are likely to be, damaged, diseased, pestiferous, or contaminated with toxic material, 
the inspector may revoke the certificate concerned, and require the owner to surrender it to 
the inspector. ' 
R 28 of the New Zealand Grown Fruit and Vegetables Regulations 1975 further imposes duties on 
those producing for the domestic market, in that diseased or pestiferous fruit or vegetables shall 
not be sold for human consumption. R 38 however provides that there is no offence for inspected 
produce being of pestiferous or diseased quality, or exposed to unacceptable levels of toxic 
materials. R 36 does however deem that the costs of inspection be borne entirely by the grower. 
R 257(lA) of the Food Regulations 1984 also provide that 'No person shall sell any food containing 
an incidental constituent (toxic substance or pesticide) except as othelWise pennitled by these 
regulations. ' The Second Table to this regulation specifies the maximum allowable residue content 
for that food, in relation to that incidental constituent (R 257(2)). R 257(2A) further states that 'No 
food shall contain an incidental constituent that is a pesticide69 ••• at a level that exceeds 0.1 ppm 
(parts per million), except where the food and the incidental constituent are specified in respect of 
each other in the Second Table to this regulation.' R 257(2) provides for penalties for the 
contravention of R 257 in the order of a fine not exceeding $500, and, in the case of a continuing 
offence, to a further fine not exceeding $50 for every day on which the offence has continued. 
69 S 2 of the Pesticides Act 1979 (Amendment 1987) defines 'Pesticide' as meaning any 
substance or mixture of substances .... suitable for the eradication or control of any pest, whether 
by way of modification of behaviour or development or otherwise; and includes any substance or 
mixture of substances .... suitable for use as a plant growth regulator, or a defoliant, or a desiccant 
... but does not include a fertiliser or an animal remedy. 
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Recent Ministry of Agriculture and Fisheries (MAF) and Department of Health residue testing 
(Ministry of Agriculture and Fisheries 1992) uncovered a number of cases of produce that had 
residue levels that exceeded those prescribed in the statutory regulations. 1. 2 per cent of fruit and 
vegetable samples tested exceeded the Maximum Residue Level (MRL) for ethylene-
bisdithiocarbamate (EBDC) residues. A further 4 per cent of the fruit and vegetable samples 
contained agrichemical residues greater than 0.1 ppm (the maximum level permitted where no 
specific MRL has been established). It was also found that some of the samples contained more 
than one agrichemical residue greater than 0.1 ppm. 
However, despite this finding and evidence that there are incidences where withholding periods for 
sprayed produce are not being adhered to (Scully, Brush and Sheppard 1993), no cases have been 
reported of growers being charged under the statutory regulations relating to food quality and 
residue content. Further, although there is comprehensive legislation in the area of the control of 
chemical residues on food produce, it has been observed that due to reduced MAF monitoring of 
the quality of market produce, there is a moral hazard problem (Scully, Brush and Sheppard 1993). 
Moral hazard in this case arises because the fruit and vegetable buyer has imperfect information 
on the quality of the food product due to its actual agrichemical residue level being visually 
unobservable. Because the agrichemical residue level on food produce cannot be monitored or 
detected by the buyer without advanced technological, equipment the grower or seller has an 
incentive to provide lower quality produce. The occurrence of this event has been known to occur 
amongst growers not following stated withholding periods, which may result in produce containing 
unacceptably high agrichemical residues (Scully, Brush and Sheppard 1993). 
3.7 Environment and Wildlife Damage 
The following two subsections investigate the responsibilities imposed on growers in their use and 
management of agrichemicals, in respect of the protection of the environment and wildlife. 
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3.7.1 Environmental Damage 
R 10(1) of the Pesticide Regulations 1983 (Amendment Regulations 19851196) states that 'Every 
person commils an offence againsl Ihese regulQlions who applies, or causes to be applied, any 
herbicide in such a manner Ihal damage results 10 any properry OIher Ihan Ihe property on which 
Ihe herbicide was applied or was inlended 10 be applied. ' R 10(2) however notes that 'It shall be 
a good defence 10 a charge under subc/ause(l) of Ihis regulalion if the defendant proves that, in 
applying Ihe herbicide or causing illo be applied, Ihe defendanllOok all reasonable sleps 10 prevenl 
damage resulling 10 Ihe property 10 which Ihe charge relales. ' R 16(2) provides that 'Every person 
who commits an offence againsl regulalion IOoflhese regulalions is liable on summary conviction 
to a fine not exceeding $1 000. ' 
The recently enacted Resource Management Act 1991 is however the dominant legislative vehicle 
for the protection of the New Zealand environment. The following overview examines the sections 
of the Act that impose environmental responsibilities on growers who use and manage 
agrichemicals. 
S 15 of the Resource Management Act 1991 considers the discharge of contaminants into the 
environment. This section provides the legal sanctions for controlling discharges of contaminants 
into water, onto or into land, or into air, and the discharge of water into water. The presumption 
in S 15(1), is that a discharge is prohibited unless it is expressly allowed by a resource consent, 
a rule of a regional plan (and any relevant proposed plan), or regulations. The discharge of 
contaminants into air, or onto land, from moveable sources or places other than the individual or 
trade premises, may also be restricted by rules in regional plans (subsection (2». Further, Milne 
(1993) has stated, in his analysis of the management of water under the Resource Management Act 
1991, that the definition of 'contaminant' (S 2) is sufficiently broad to include substances which 
may have only a minor impact on water quality. 
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S 339(1) of the Resource Management Act 1991 provides for offenses and penalties under the Act. 
S 339(1) states 'Every person who commils an offence againsl .. 5 15 is liable on summary 
conviction 10 imprisonment for a lerm nOl exceeding 2 years, or a fine not exceeding $200 ()(X), and 
iflhe offence is a continuing one, 10 ajurrher fine nOl exceeding $10 ()(X)for every day, or pan of 
a day, during which lhe offence continues. ' 
S 340 of the Resource Management Act 1991 also charges employers with responsibility for their 
employees or agents behaviour. S 340(1) states 'Where an offence is commilled againslthis ACI by 
any person acting as the agent or employee of anolher person, thar olher person shall, WilhoUl 
prejudice to lhe liability of the first-mentioned person, be liable under this Act in lhe same manner 
and to the same extent as If he, she, or it, had personally commilled the Act. ' S 340(2) continues 
'Notwithstanding anYlhing in subsection (1), where any proceedings are brought by vinue of lhal 
subsection, it shall be a good defence if the defendant proves -
(i) He or she did not know or could not reasonably be expected to have known that the offence 
was to be or was being commilled,' or 
(ii) He or she took all reasonable steps to prevent the commission of the offence. ' 
It is however probable that an acceptable defence under S 340(2)(ii) would be the provision of 
comprehensive employee training and education in their responsibilities under the relevant industry 
code of practice (Anon 1993b). 
3.7.2 Damage to Wildlife 
S 39(4) of the Conservation Act 1987 provides that 'Every person commits an offence who dislurbs. 
injures, poisons, kills, or detrimentally affects any freshwater fishery, fish spawning ground, or food 
offreshwaler fish in any river, Slream, lake or any olher waler, by allowing any subslance 10 enter 
infO any such warer or refuses 10 remove as much as may be prGclicable of lhe material in respecl 
of which lhe breach arose immediarely upon having been ordered 10 do so by a warranted officer .. 
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S 39(6) states that 'Where any person is convicted of an offence under subsection (4) of rhis secrion, 
r17ar person shall be liable to afine nor exceeding $30000, and ro afurrher fine of $3000 per day 
if rhe offence is a continuing one. ' 
R 43A of the Wildlife Regulations 1955 further regulates the pollution of New Zealand waters. R 
43A(1) specifically states 'No person shall cast or throw inro any warers, or discharge or cause ro 
be put or discharged into or placed on the bank or the margin of any warers, or in a posirion where 
ir is likely ro fall or descend or percolare into any waters, any .. . pesticide , or any orher substance 
poisonous or injurious to wildlife or the food of wildlife. ' R 43A(3) provides for a maximum fine 
of $2 000 for offenses committed under R 43A(1), and provision for a further fine not exceeding 
$20 for every day during which the offence continues. 
3.8 The Occupational Safety and Health Bill 1991 
This section overviews a major proposed development in the legislation that governs the 
responsibilities imposed on New Zealand growers in their use and management of agrichemicals. 
The Occupational Safety and Health Bill 1991 is proposed to repeal or revoke a number of existing 
statutes and regulations, including the Noxious Substances Regulations 1954, relating to specific 
aspects of occupational safety and health, and replace them with -
a) A series of general provisions about occupational safety and health; and 
b) Provisions enabling the making of more specialised (and, where necessary, more stringent) 
regulations. 
Many of the provisions of the Occupational Safety and Hea1th Bill mirror those in the Health and 
Safety in Employment Act 1992. Table A3.1 presents a comparative overview of the responsibilities 
imposed by the Health and Safety in Employment Act 1992 and their equivalent provision(s) under 
the Occupational Safety and Health Bill. 
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TABLE A3.1 
Duties Relating to Occupational Safety and Health 
Duty Legislation 
Health and Safety in 
Employment Act 1992 
Occupational Safety and 
Health Bill 
Provision of a Safe Working 
Environment 
Elimination or Minimisation 
of Workplace Hazards 
Provision of Training and 
Information 
S 6 
SS 8 and 10 
SS 12 and 13 
Clause 9 and 10 
Clause 11 
Clause 12 and 13 
Although there is considerable similarity in both the provisions and objectives of the two pieces of 
legislation, the Occupational Safety and Health Bill has the potential to impose a number of 
additional responsibilities on New Zealand growers using and managing agrichemicals. These are 
as follows: 
(i) Clause 20 considers that 'Regulations made under this Act may require every employer (being 
an employer of a specified class or description) to prepare a written statement of what the 
employer intends to do to promote safety and health. ' 
(ii) Clause 57 and 58 provide for the making of regulations under this Act to 'impose duties 
relating or relevant to the safety and health of workers or the public. ' 
(iii) Clause 59 provides that 'regulations may be made under the Act that provide for: 
(b) Persons engaged in particular work or activities, to be, or employ people, holding 
certificates of competence or registration. 
(c) The issue, renewal, cancellation, and suspension of cenificates of competence, and the 
examination of applicants for certificates of competence. ' 
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Clause 84 of the Occupational Safety and Health Bill provides for a maxImum penalty of 
imprisonment for a year and a fine of $100 000 for offenses committed under the proposed Act that 
are known to the offender to be reasonably likely to cause death or serious harm, and to a 
maximum fine of $50000 otherwise. In the case of an offence being committed under the proposed 
Act that was not known to the offender, and the result of the offence is not death or serious harm, 
a maximum penalty of $25 000 can be imposed. 
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APPENDIX 4 
THE SECOl'lD TABLE TO REGULATIO]'; 257, FOOD REGULATIONS 1984 
The following table presents an overview of the allowable proportions of agrichemical residues in 
food products permitted under the Food Regulations 1984. 70•71 
COMPOUND FOOD PERMISSIBLE 
PROPORTIONS 
(Parts per million) 
Cap tan Fruit and Vegetables 10 
2,4-D Stone Fruit 1 
Citrus Fruit 5 
Diazinon Fruit and Vegetables 0.5 
Lindane Fruit and Vegetables 2 
Parathion Methyl Fruit and Vegetables 0.5 
Triforine Celery 10 
Stone Fruit 3 
Berry Fruit 10 
Tomatoes 2 
Other Vegetables 0.5 
70 Selected agrichemicals commonly used by New Zealand growers. 
71 The regulations relating to Mancozeb and Maneb were omitted by R34(2) of the Amendment 
Regulations 1987/265. The regulation regarding Parathion residues was omitted by R 106 (3) of the 
Amendment Regulation 1991/262. All pesticides that are not explicitly stated in the regulations. 
including MCPA, MCPB, Malathion, Paraquat, Mancozeb, Maneb and Parathion, are subject to 
R 257(2A) of the Food Regulations 1984. R 257(2A) deems that residues from agrichemicals not 
explicitly stated in the regulations must not exceed 0.1 ppm. 
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APPENDIX 5 
THE QUESTIONNAIRE 
Vegetable Growers Sample 
Interviewer ____________ _ 
OUESTIONNAIRE 
CHEMICAL USE AND MANAGE~IENT 
Good evening, my name is . I am calling from Christchurch on 
behalf of Lincoln University. We are carrying out a survey on growers and their use and 
management of agricultural chemicals. (If necessary ask for the person with primary 
responsibility for the property.) Would you be able to spend a few minutes completing the 
questionnaire? 
If NO, thank the person and move on to the next phone number. 
If YES, ask the following two qualifYing questions. 
Do you grow vegetables on your property? 
1. Yes 2. No 0 
Are chemicals used on your property for the control of either insects, weeds or plant 
diseases? 
1. Yes o 2. No 0 
If NO to either or both of these questions, thank him/her for their time and move on to the 
next telephone number. 
If necessary assure the respondent that all infonnation given by individuals will remain 
strictly confidential, and will only be usedfor the purpose ofinvestigaTing general trends and 
practices in chemical use. 
(Infonn respondent): All questions refer to the respondent's use and management of 
agricultural chemicals. 
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Question 1 
(a) I am going to read out a list of jobs related to chemical application. Could you please 
tell me who does each of these jobs? 
Read area of responsibiliry lisl from Ihe box and lick answers according 10 Ihe key 
below. 
A Respondent 
B = Employee 
C = Contractor 
0 = Other (slale) 
E = Not applicable 
Area of Responsibility A B C 0 E 
(a) Application of chemicals 
(b) Storage of chemicals 
(c) Calibration of chemical spray equipment 
(d) Transportation of chemicals 
(e) Disposal of used chemical containers 
(f) Disposal of old unneeded chemicals 
(g) Decision on the type of chemicals to be used 
IfE. Cor D licked (EMPLOYEES. CONTRACI'ORS or OTHERS) ask O.l(b). 
Otherwise go 10 Q.2 
(b) Ask the respondent why do you get other people to do these particular jobs (jor that 
area of chemical use relating to the findings in Q.l (a)). 
Record responses in box below. 
Area of Responsibility Reason 
(a) Application of chemicals 
(b) Storage of chemicals 
(c) Calibration of chemical spray equipment 
(d) Transportation of chemicals 
(e) Disposal of used chemical containers 
(f) Disposal of old unneeded chemicals 
(g) Decision on the type of chemicals to be used 
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If box B (EMPLOYEE(s) ticked in O. }(a). ask O. }(c) and O. }(d). 
If not. go to 0.2. 
(c) Do any of your employee(s) have training in the use of chemicals? 
1. Yes D 2. No D 3. Don't know D 
If YES lis! (if possible) ___________________ _ 
(d) Do you feel that any of your employees involved in chemical use need further 
training? 
1. Yes D 2. No D 3. Don't know D 
Question 2 
(a) Are you responsible for decision making and management of ALL of the areas of 
chemical use on your property? 
1. Yes D 2.No D 
If NO. ask O.2(b). 
If YES. go 10 0.3. 
(b) What areas of chemical use do you NOT have decision making authority for? 
Please lis! _________________________ _ 
Question 3 
What type of sprayer is used on your property? (Tick appropria!e responses.) 
1. Knapsack D 2. Mist sprayer D 3. Boom sprayer D 4. Air Blast D 
5. Spray Tank D 6. Hand Gun D 7. None D 8. Don't know D 
Other (mime) ________________ _ 
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Question 4 
I would now like to ask you some questions regarding the chemical application practices that 
are followed on your property. (If necessary again restate the confidentiality of individual 
respondents.) 
(a) Which chemical is most commonly used on your property? 
List response ________________________ _ 
(b) Is the chemical used in liquid, powder or granule form? Tick response. 
1. Liquid D 2. Powder D 3. Granule D 
Other (state) ________________________ _ 
(c) Is any protective clothing worn when applying this chemical? 
1. Yes D 2. No D 3. Don't know D 
If YES. ask O.4(dJ. 
If NO. ask 0.4(fJ. 
(d) What protective clothing is worn? 
(If necessary prompt "anything else" but do not read responses.) 
1. Full Face Mask D 2. Full Overalls D 3. Gloves D 
4. Rubber boots D 5. Respirator D 6. Eye Protection D 
7. Don't know D 
Other (nam~ ____________________________________________ __ 
Iffull overalls are used ask 0.4 (eJ. 
If not go to 0.4(f2. 
(e) Are your overalls cotton or PVC Waterproof? 
Tick response. 1. Cotton D 2. PVC Waterproof D 
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(f) How often do you check the delivery rate of your application equipment? 
(Record answer.) _______________________ _ 
(g) Are chemicals kept on your property? 
1. Yes D 2.No D 3. Don't know D 
If YES, ask 0.4(h). 
If NO, go fO 0.4(i). 
(h) Are your chemicals stored in a locked area? 
1. Yes D 2.No D 3. Don't know D 
(i) Are warning signs displayed when applying chemicals? 
1. Yes D 2. No D 3. Don't know D 
G) Do you keep records of chemical application? 
1. Yes D 2. No D 3. Don't know D 
Question 5 
(a) On a scale of one to five, one being poor and five being excellent, 
how would you evaluate your knowledge of chemical practices? 
Question 6 
(a) Have you ever attended any training courses in chemical application? 
1. Yes D 2. No D 
If NO, go to 0.6(b) 
If YES. go to Q.6(c) 
D 
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(b) How did you obtain your knowledge of chemical application? _______ _ 
Go to Ouestion 7 
(c) Which chemical application training courses have you done? 
(d) How long ago were these courses done? 
Question 7 
(a) Do you feel you would like further training in chemical application practices? 
1. Yes D 2. No D 3. Undecided D 4. Don't know D 
If YES. ask 0.7(b). 
If NO. ask 0.8. 
(b) If you were required to complete a test after attending a training course would this 
cause you to reconsider your participation? 
1. Yes D 2.No D 3. Don't know D 
Question 8 
Are you aware of any training courses which teach chemical practices? 
1. Yes D 2.No D 3. Don't know D 
If YES. ask respondent to list 
If respondents are aware of GROWSAFE go to Ouestion 10 
Question 9 
Have you ever heard of GROWSAFE? 
1. Yes D 2.No D 3. Don't know D 
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Question 10 
If a training course in chemical practices was available in your district what aspects would 
you like to see covered? 
(List response(s)) _________________________ _ 
Question 11 
What are some of the areas of concern with respect to the use and management of chemicals 
on your property? 
(List response(s)) _________________________ _ 
Question 12 
On a scale of one to five, one being unimportant and five being very important how would 
you rate the following issues in terms of their importance to vegetable growers using and 
managing chemicals? 
If necessary, restate scale. 
(a) A marketing advantage in having successfully completed a chemical 
application training course 
(b) The possibility of legislation requiring all chemical users to have some form 
of training in safe and efficient chemical application practices 
(c) The possibility of market access being denied due to unacceptable chemical 
practices 
(d) Potential liability of employers for their employees safety 
Question 13 
Finally, just a few questions about yourself. 
(a) I am going to read out some age groupings could you please tell me which one you 
fit into? 
1 Under 25 126-35 36-45 146-55 1 156+ 
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(b) How long have you used chemicals for? _________ _ 
(c) What is the size of the growing area on your property? 
acres/hectares (delete one) 
(d) Is any of your produce intended for export? 
1. Yes D 2. No D 3. Don't know D 
Thank the respondent for his/her assistance, and move on to the next telephone number. 
Number called: ________ _ Location: _________ _ 
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APPENDIX 6 
Correlation Matrix of Varia hies Used in the Factor AnalysisT.:·n 
RI R2 R3 R4 R5 R6 R7 
Rl 1.0000 
R2 0.5445*** 1.0000 
R3 0.5637*** 0.3690*** 1.0000 
R4 0.3471 *** 0.2233*** 0.1692** 1.0000 
R5 0.3594*** 0.4333*** 0.2896*** 0.2677*** 1.0000 
R6 0.2236*** 0.3141*** 0.2528*** 0.0811 0.3370*** 1.0000 
R7 0.1317** 0.1295* 0.2007*** -0.0164 0.0575 0.1485** 1.0000 
El -0.4072*** -0.2161*** -0.2929*** -0.3133*** -0.2575*** -0.0347 -0.1805*** 
E2 -0.2177*** -0.1000 -0.1891 *** -0.2023*** -0.1672** -0.0461 -0.1175* 
E3 -0.3128*** -0.2628*** -0.2609*** -0.2717*** -0.2207*** -0.0461 -0.2929*** 
PI -0.0752 -0.0503 -0.0780 -0.1034 -0.0899 0.0386 -0.0227 
P2 -0.0400 0.0220 -0.0011 -0.1021 -0.0383 -0.0164 0.1038 
P3 -0.0180 0.0142 -0.0466 -0.1455** 0.0282 -0.0650 -0.0321 
72 Two-tailed statistical significance levels are indicated with asterisks: 
* = prob. <0.1, ** = prob. <0.05, *** = prob. <0.01. 
73 The variables are coded as follows: 
Responsibilities: Rl = Application, R2 = Storage, R3 = Calibration, R4 = Transportation, R5 
= Container Disposal, R6 = Chemical Type, R7 = Decision Making. 
Employees: El = Employee Involvement, E2 = Untrained Employee, E3 = Employee Training 
Need. 
Practices: PI = Protective Equipment, P2 = Chemicals Locked, P3 = Chemical Records, P4 = 
Warning Signs. 
Infonnation Sources: 11 = Own Experience, 12 = Grower Association, 13 = Chemical Industry, 
14 = Previous Employer, 15 = Reading, 16 = Field Days, 17 = Product Labels, 18 = Other 
Chemical Users, 19 = Neighbours/Locals, 110 = Local Council, III = Family, Il2 = Ministry 
of Agriculture and Fisheries. 
Knowledge Evaluation: Kl = Grower Evaluation of Chemical Practices. 
Marketing Effort: Ml = Agrichemical Training Course Awareness. 
Agrichemical Concerns: Cl = Efficient Use and Timing, C2 = Application, C3 = Chemical 
Alternatives, C4 = Insufficient Knowledge, C5 = Safety, C6 = Storage, C7 = Mixing, C8 = 
Consumer Perceptions, C9 = Container Disposal, CIO = Chemical Disposal, Cll = Spray Drift, 
Cl2 = Environment, C13 = Withholding Period, C14 = Pest Resistance, Cl5 = Health, Cl6 = 
Chemical Cost. 
Demographics: 01 = Age, 02 = Chemical Experience, 03 = Growing Area Size, 04 = Export. 
P4 
II 
U 
I3 
14 
15 
16 
17 
18 
19 
110 
III 
112 
Kl 
Ml 
Cl 
C2 
C3 
C4 
CS 
C6 
C7 
C8 
C9 
CIO 
Cll 
C12 
C13 
C14 
CIS 
C16 
Rl 
-0.0623 
-0.0603 
-0.0294 
-0.0165 
-0.0388 
-0.0452 
-0.0327 
-0.0277 
0.0671 
-0.0748 
0.0218 
0.0532 
-0.0523 
0.0226 
-0.1037 
-0.0920 
0.0540 
-0.0097 
0.0540 
0.0410 
0.0584 
-0.0277 
0.0439 
-0.0181 
0.0221 
-0.0612 
0.0990 
-0.0097 
-0.0277 
0.0808 
0.0379 
R1 
0.0539 
0.0090 
0.0749 
0.0037 
-0.1295* 
0.1291* 
-0.0551 
0.0875 
-0.0565 
-0.0859 
0.0119 
-0.0310 
0.0268 
0.0784 
0.0639 
-0.1561 ** 
0.0294 
0.0362 
0.0294 
0.0523 
0.0318 
-0.1156* 
0.0239 
-0.1041 
0.0457 
0.0248 
0.0539 
0.0362 
0.0318 
0.0683 
0.0206 
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Correlation Matrix (Continued) 
R3 
-0.1381** 
0.0567 
-0.0491 
-0.1308** 
-0.0096 
0.0184 
-0.0524 
0.0095 
0.0060 
-0.0606 
0.0322 
0.0767 
-0.0806 
0.0116 
0.0550 
-0.0437 
0.0096 
-0.0170 
0.0797 
-0.0246 
0.0862 
-0.0438 
-0.1916*** 
0.0314 
-0.0630 
-0.0416 
0.1055 
-0.0746 
-0.1089 
-0.0171 
0.0559 
R4 
-0.1204* 
-0.2113*** 
0.0317 
-0.1222* 
0.0164 
-0.0881 
-0.1267* 
0.0305 
0.1418** 
-0.1022 
-0.1302* 
-0.0245 
0.0767 
-0.1263* 
-0.0119 
0.0068 
0.0842 
0.0481 
-0.0514 
-0.0110 
0.0911 
-0.0346 
-0.0142 
-0.0792 
-0.1402** 
-0.0732 
0.0759 
-0.0076 
-0.0975 
0.0001 
0.0591 
RS 
0.0860 
-0.0769 
0.0256 
-0.0727 
-0.0575 
0.0649 
0.0083 
0.0972 
0.0379 
-0.1020 
0.0189 
0.0331 
0.0427 
-0.0608 
0.0088 
-0.0372 
0.0469 
-0.0280 
0.0469 
0.0216 
0.0508 
-0.1429** 
-0.0891 
-0.1272* 
0.0034 
0.0995 
0.0860 
0.0578 
0.0508 
-0.0415 
0.0329 
R6 
0.0339 
0.1157* 
-0.0960 
-0.1881 *** 
-0.0494 
0.2187*** 
0.0164 
0.0275 
-0.0349 
-0.1677** 
0.0201 
0.0416 
-0.1714** 
0.1605** 
0.0985 
-0.0230 
-0.1485** 
0.0614 
0.0498 
-0.0290 
0.0539 
-0.0381 
0.0405 
0.0578 
0.0114 
0.0306 
0.0339 
0.0614 
-0.0381 
-0.0273 
0.0350 
R7 
0.0498 
-0.0153 
0.0692 
-0.0740 
0.0271 
0.1192* 
0.0438 
-0.1276* 
-0.0732 
0.0354 
0.0110 
0.0526 
-0.1624** 
0.0295 
-0.0684 
-0.1790*** 
-0.1440** 
0.0335 
0.0271 
0.0484 
0.0294 
0.0294 
0.0221 
0.0315 
0.0422 
0.0130 
0.0498 
0.0335 
0.0294 
-0.0192 
-0.2214*** 
201 
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Correlation Matrix (Continued) 
Rl Rl R3 R4 R5 R6 R7 
Dl -0.0276 0.0166 0.0603 -0.0275 0.0945 0.0521 -0.0506 
D2 0.0325 0.2045*** 0.1746*** -0.0673 0.0907 0.1858*** -0.0593 
D3 -0.0452 0.0387 -0.1505** -0.1312** -0.2164*** 0.0289 -0.0646 
D4 0.0480 0.0166 -0.1036 -0.2016*** -0.0177 -0.0747 -0.0169 
El E2 E3 PI P2 P3 P4 
El 1.0000 
E2 0.6705*** 1.0000 
E3 0.6705*** 0.3257*** 1.0000 
PI 0.0831 -0.0793 0.1195* 1.0000 
P2 0.0618 0.0278 0.0944 0.2288*** 1.0000 
P3 0.1310** 0.0415 0.1388** 0.1971 *** 0.2567*** 1.0000 
P4 0.0734 0.0047 0.0461 0.1220* 0.0916 0.0283 1.0000 
11 0.1670** 0.0751 0.1033 0.0095 0.1265* 0.0992 0.0760 
I2 -0.1002 -0.0294 -0.1082 0.0828 0.0857 0.1576** -0.0823 
I3 0.0596 0.0809 0.0809 0.0990 0.0147 0.2188*** 0.0834 
14 0.0470 0.1175* 0.1175* -0.0327 -0.0389 -0.0946 -0.0498 
15 -0.0189 -0.0471 -0.0471 0.1559** 0.0485 0.1623** -0.0512 
16 0.0760 0.0197 0.0764 0.1620** 0.0630 0.1131* 0.1757*** 
17 0.0407 0.0767 0.0767 -0.1349** -0.0982 -0.1786*** -0.0677 
18 -0.0919 -0.1201 * -0.0447 -0.0573 -0.0593 -0.0397 0.0349 
19 -0.0605 -0.0069 -0.0069 0.1163* 0.0677 0.1243* -0.0649 
110 -0.0349 -0.0234 -0.0234 0.0763 0.0367 0.0385 -0.0201 
III -0.0197 0.0334 -0.1123* -0.0020 -0.0394 0.0096 0.0133 
112 -0.0058 0.0431 0.0431 0.0510 0.0828 0.0177 -0.0454 
Kl 0.2246*** 0.0480 0.1677** 0.0490 0.0167 0.1223* -0.0059 
Ml 0.1366** 0.0698 0.1612** -0.0620 0.0303 -0.0533 0.0393 
Cl 0.0798 -0.0126 0.0705 0.1063 0.0309 0.0460 -0.0710 
C2 -0.0865 -0.0580 -0.0580 0.0227 -0.0389 0.0321 -0.0498 
C3 0.0031 0.0006 . -0.0715 -0.0404 0.0588 0.0656 0.1016 
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Correlation Matrix (Continued) 
El E2 E3 PI P2 P3 P4 
C4 -0.0865 -0.0580 -0.0580 0.0782 0.0909 0.0954 -0.0498 
CS 0.0838 0.0009 0.1051 0.0734 0.0849 0.0947 0.0290 
C6 -0.0317 0.0186 -0.0628 -0.0526 0.0382 -0.142 0.0381 
C7 0.0922 0.0186 0.1000 -0.0011 -0.0220 -0.0142 -0.0539 
C8 0.0925 -0.0471 0.1668** 0.0185 0.0739 0.0776 0.2013*** 
C9 0.0159 0.0091 0.0091 -0.0701 -0.0075 -0.0546 0.0285 
CIO 0.0435 0.0268 -0.0317 0.0353 0.0982 0.1062 0.2531*** 
Cll 0.0345 0.1074 0.0369 0.0128 -0.0129 0.0841 0.0492 
C12 -0.0812 -0.0555 -0.1063 0.0577 -0.0212 0.0650 -0.0913 
C13 0.0031 0.0006 0.0728 -0.1315** 0.1121* 0.0135 0.1016 
C14 0.0922 0.0186 0.1000 -0.0526 -0.0220 0.0445 0.0381 
CIS 0.0237 0.0340 0.0761 0.0927 0.1488** 0.1303* 0.0749 
C16 0.0330 -0.0407 0.0825 0.0549 0.0639 -0.0219 -0.0350 
D1 -0.0152 -0.0498 0.0539 0.0028 -0.0455 -0.0925 0.0350 
D2 0.1338** 0.1212* 0.0758 -0.1461** -0.0324 -0.1876*** 0.0334 
D3 0.2825*** 0.1317* 0.2674*** 0.0491 0.0229 0.0614 0.0334 
D4 0.2374*** 0.1905*** 0.1326** 0.1383** 0.1861 *** 0.4838*** 0.0747 
11 12 I3 14 IS 16 17 
11 1.0000 
12 -0.2338*** 1.0000 
I3 -0.1242* -0.0821 1.0000 
14 -0.1502** -0.0692 -0.1066 1.0000 
15 -0.1377** 0.0602 -0.0208 -0.1192* 1.0000 
16 0.0069 0.0374 0.1000 -0.0438 -0.0431 1.0000 
17 -0.1335** -0.0809 0.0003 0.0581 -0.0967 -0.1304* 1.0000 
18 -0.1480** -0.0559 -0.0573 -0.0739 -0.0511 -0.1193* -0.1005 
19 -0.0663 0.0904 0.0023 0.0984 0.0707 -0.0571 -0.0510 
110 -0.0606 0.1585** -0.0430 -0.0110 0.0919 -0.0177 -0.0326 
III -0.0467 -0.0488 0.0267 -0.0526 -0.0069 -0.0849 -0.0796 
112 -0.1368** 0.1052 -0.0313 -0.0247 0.0810 -0.0399 -0.0736 
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Correlation Matrix (Continued) 
11 12 13 14 15 16 17 
Kl 0.2397*** -0.0153 0.0424 -0.0963 0.1069 0.0708 -0.0067 
Ml 0.1962*** -0.1733*** -0.1393** 0.0089 -0.0211 -0.1008 0.0104 
Cl -0.1205* 0.1278* -0.0529 0.0979 -0.1454** 0.0533 -0.0597 
C2 -0.0399 0.1617** -0.0464 -0.0271 -0.1192* -0.0438 0.0581 
C3 0.0869 0.0412 -0.0820 -0.0335 -0.0995 0.1277* -0.0996 
C4 0.0153 0.0848 0.0740 -0.0271 0.0543 0.1773*** -0.0113 
CS -0.0382 0.0139 0.0246 0.1549** -0.0407 0.1188* 0.0211 
C6 -0.0602 -0.0035 -0.0037 -0.0294 0.0856 -0.0474 0.1059 
C7 0.0422 -0.0035 -0.0037 -0.0294 0.0319 -0.0474 -0.0230 
C8 0.1470** -0.0562 -0.0133 -0.0221 -0.0264 -0.0356 -0.0657 
C9 0.0657 -0.0802 -0.0713 -0.0315 -0.0377 0.0453 0.0876 
CIO 0.0974 0.0463 0.0750 -0.0422 0.1230* -0.0682 -0.0794 
Cll 0.1239* 0.0700 0.0658 -0.0819 -0.0573 0.0901 0.0078 
Cll -0.0837 0.0514 0.0137 -0.0498 0.0828 -0.0804 -0.0677 
cn 0.0869 -0.0853 -0.0820 -0.0335 -0.0519 -0.0540 0.0146 
C14 0.0933 -0.0749 0.0522 -0.0294 -0.0754 -0.0474 0.1059 
CIS -0.0572 -0.0497 0.2442*** 0.0192 0.0010 0.0044 0.0126 
C16 0.0495 0.0595 0.0097 -0.0191 -0.0837 -0.0308 0.0408 
Dl -0.0332 0.1593** -0.0618 -0.0649 -0.0801 -0.0302 0.1116* 
D2 0.2620*** -0.0969 -0.0767 -0.1045 -0.0796 0.0236 0.2379*"'* 
D3 0.}468** -0.1161 * -0.0312 -0.0339 0.0197 -0.0180 0.0622 
D4 0.1179* 0.0262 0.1923*** -0.0396 0.0934 0.1367** -0.0948 
18 19 no III 112 Kl Ml 
18 1.0000 
19 -0.0963 1.0000 
110 -0.0298 0.3099**'" 1.0000 
III -0.1024 0.0796 -0.0212 1.0000 
112 0.0935 0.1140* -0.0100 -0.0479 1.0000 
Kl -0.1091 0.0137 0.0285 -0.0480 -0.0087 1.0000 
Ml -0.0183 -0.0504 -0.0444 -0.0486 -0.0352 0.1352** 1.0000 
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18 19 110 III 112 KI MI 
CI 0.1734"''''''' -0.0204 -0.0260 -0.0797 0.1187* -0.0542 -0.0352 
C2 0.0732 -0.0354 -0.0110 0.0422 0.1624 ...... -0.0295 0.0089 
C3 0.0903 -0.0436 -0.0135 -0.0649 -0.0305 0.0596 0.0599 
C4 -0.0739 -0.0354 -0.0110 -0.0526 -0.0247 0.0705 -0.0506 
C5 -0.0442 0.0164 -0.0195 0.0188 -0.0440 0.0464 -0.0194 
C6 0.0565 0.0859 ·0.0119 -0.0570 -0.0268 0.0145 -0.0088 
C7 0.0565 0.0859 -0.0119 0.1189* -0.0268 0.0145 0.0464 
C8 0.0296 -0.0288 -0.0089 0.0728 -0.0201 0.0980 0.0556 
C9 -0.0857 -0.0410 -0.0127 0.0214 -0.0287 0.0238 0.0276 
CIO -0.0169 0.0342 -0.0171 0.0445 -0.0385 0.1098'" -0.0522 
Cll 0.0138 0.0009 -0.0331 0.1082 -0.0746 0.0518 -0.0210 
C12 0.0349 0.0126 0.2201 ......... -0.0965 -0.0454 -0.0638 -0.0640 
C13 -0.0911 -0.0436 -0.0135 0.0130 -0.0305 -0.1324** 0.0599 
C14 -0.0800 0.2101*** -0.0119 0.0310 -0.0268 0.0764 0.0464 
CIS -0.1009 0.1108* 0.1738*** 0.0144 0.0325 -0.0285 -0.1412** 
C16 -0.0519 -0.0248 -0.0077 -0.0369 -0.0174 0.0495 0.0063 
DI -0.1270* 0.0283 -0.0262 -0.1737*** 0.0040 0.0223 -0.0423 
D2 -0.2006*** 0.0300 -0.0234 -0.0425 -0.1157* 0.2011*** 0.1472** 
D3 -0.0613 -0.0580 -0.0219 -0.0460 -0.0514 0.1897*** 0.1903*** 
D4 -0.1562** 0.0809 0.0524 0.0328 -0.0669 0.0698 -0.1015 
CI C2 C3 C4 C5 C6 C7 
CI 1.0000 
C2 0.3411"'** 1.0000 
C3 0.1874"'** 0.1073 1.0000 
C4 0,1790"'** 0.1440** 0.2480*** 1.0000 
C5 0.0299 -0.0484 -0.0596 0.0533 1.0000 
C6 0.0809 -0.0294 -0.0362 0.1295* 0.1363"'* 1.0000 
C7 -0.0696 -0.0294 -0.0362 -0.0294 0.1363** 0.2630"'** 1.0000 
C8 -0.0523 -0.0221 -0.0272 -0.0221 -0.0393 -0.0239 0.1698"'''' 
C9 -0.0040 -0.0315 -0.0388 -0.0315 -0.0561 -0.0341 -0.0341 
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Cl C2 C3 C4 C5 C6 C7 
CI0 -0.1000 -0.0422 -0.0521 0.0119 -0.0015 0.0602 -0.0451 
Cll -0.0309 0.0558 0.0689 0.0558 -0.0232 0.0391 -0.0248 
CI2 0.0230 -0.0498 0.0201 0.0494 -0.0298 -0.0539 -0.0539 
C13 -0.0193 -0.0335 -0.0413 -0.0335 0.0239 -0.0362 -0.0362 
C14 -0.0696 -0.0294 -0.0362 -0.0294 0.0420 -0.0318 -0.0318 
CIS -0.1104* -0.0631 -0.0101 0.0192 0.1319** -0.0683 0.0081 
C16 0.0681 -0.0191 -0.0235 -0.0191 0.1088 -0.0206 -0.0206 
01 0.0242 0.0506 0.0150 -0.0011 -0.1499** -0.0911 -0.1501** 
02 -0.1551 ** -0.0668 -0.0133 -0.0292 -0.1282* -0.0525 -0.0151 
03 -0.0618 -0.0515 -0.0466 -0.0335 -0.0409 -0.0363 0.2153*** 
04 -0.0134 -0.0396 0.0613 0.1299* 0.0631 0.0358 -0.0166 
C8 C9 CIO Cll C12 Cl3 CI4 
C8 1.0000 
C9 -0.0256 1.0000 
CIO 0.1048 0.1496** 1.0000 
Cll 0.0114 -0.0351 0.1022 1.0000 
C12 -0.0405 0.0285 -0.0114 0.0492 1.0000 
Cl3 0.1444** -0.0388 -0.0521 -0.0444 0.0201 1.0000 
C14 0.1698** -0.0341 -0.0451 -0.0881 -0.0539 0.0943 1.0000 
CIS -0.0513 -0.0131 -0.0433 -0.0519 0.0213 -0.0101 -0.0683 
C16 -0.0155 -0.0221 -0.0291 -0.0515 -0.0350 -0.0235 -0.0206 
01 -0.0528 -0.1158*** -0.0625 0.0134 -0.0354 0.0862 0.0906 
02 -0.0093 -0.0653 -0.0341 0.0806 -0.1499** 0.0141 0.1365** 
03 0.3653*** 0.0092 -0.0113 0.0162 -0.0605 0.0444 -0.0345 
D4 0.1056 -0.0459 0.1644** 0.0511 -0.0235 -0.0256 0.0358 
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CIS Cl6 Dl D2 D3 D4 
CI5 1.0000 
CI6 -0.0443 1.0000 
Dl -0.0813 0.0356 1.0000 
D2 -0.0060 0.0650 0.5732 ......... 1.0000 
D3 -0.0236 0.0036 -0.0037 0.1560"'''' 1.0000 
D4 0.0845 0.0119 -0.0898 -0.1199'" 0.1298'" 1.0000 
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The Anti-Image Correlation Matrix74 
R1 R2 R3 R4 R5 R6 R7 
R1 0.63987 
R2 -0.35951 0.67674 
R3 -0.44918 -0.07583 0.67876 
R4 -0.18709 -0.01310 0.07580 0.75736 
R5 -0.08575 -0.19968 -0.01339 -0.14072 0.71709 
R6 -0.02341 -0.14935 -0.03644 -0.02011 -0.25586 0.62988 
R7 0.02972 -0.01471 -0.17671 0.06864 0.01384 -0.09173 0.59116 
EI 0.29256 -0.06460 -0.03681 -0.00772 0.01481 0.02692 -0.06204 
E2 -0.15828 0.02475 0.09577 0.05318 0.06304 -0.06166 0.04677 
E3 -0.08260 0.14790 -0.00387 0.09591 0.01579 -0.07019 0.22741 
PI -0.02829 -0.01192 0.02776 -0.02370 0.11283 -0.13012 0.03468 
P2 0.05080 -0.01443 -0.04471 0.02460 0.00823 0.04873 -0.15970 
P3 0.05866 0.01005 -0.11563 0.00879 -0.12072 0.03739 0.08813 
P4 0.08217 -0.07744 0.06519 0.10299 -0.15352 0.03623 -0.04577 
It 0.10317 0.00826 -0.11365 0.15562 0.03129 -0.07486 0.06136 
U 0.10513 -0.19196 0.05478 -0.01844 0.04180 0.07787 -0.08597 
13 0.01792 -0.11679 0.06632 0.09098 0.05794 0.14525 0.02017 
74 The variables are coded as follows: 
Responsibilities: RI = Application, R2 = Storage, R3 = Calibration, R4 = Transportation, R5 
= Container Disposal, R6 = Chemical Type, R7 = Decision Making. 
Employees: EI = Employee Involvement, E2 = Untrained Employee, E3 = Employee Training 
Need. 
Practices: PI = Protective Equipment, P2 = Chemicals Locked, P3 = Chemical Records, P4 = 
Warning Signs. 
Information Sources: 11 = Own Experience, 12 = Grower Association, I3 = Chemical Industry, 
14 = Previous Employer, 15 = Reading, 16 = Field Days, 17 = Product Labels, 18 = Other 
Chemical Users, 19 = Neighbours/Locals, 110 = Local Council, III = Family, 112 = Ministry 
of Agriculture and Fisheries. 
Knowledge Evaluation: KI = Grower Evaluation of Chemical Practices. 
Marketing Effort: MI = Agrichemical Training Course Awareness. 
Agrichemical Concerns: CI = Efficient Use and Timing, C2 = Application, C3 = Chemical 
Alternatives, C4 = Insufficient Knowledge, C5 = Safety, C6 = Storage, C7 = Mixing, C8 = 
Consumer Perceptions, C9 = Container Disposal, CIO = Chemical Disposal, Cll = Spray Drift, 
Cl2 = Environment, Cl3 = Withholding Period, Cl4 = Pest Resistance, Cl5 = Health, Cl6 = 
Chemical Cost. 
Demographics: DI = Age, D2 = Chemical Experience, D3 = Growing Area Size, D4 = Export. 
14 
15 
16 
17 
18 
19 
110 
III 
112 
Kl 
Ml 
Cl 
C2 
C3 
C4 
C5 
C6 
C7 
C8 
C9 
ClO 
Cll 
C12 
C13 
C14 
C15 
C16 
01 
02 
03 
04 
Rl 
0.02793 
0.16620 
-0.04277 
0.12664 
-0.08661 
0.04452 
-0.01765 
-0.00577 
0.07652 
-0.14461 
0.17415 
0.02333 
-0.06669 
0.01731 
0.03021 
-0.05094 
0.00207 
-0.05092 
-0.13781 
-0.05260 
-0.09565 
0.09163 
-0.02671 
-0.02921 
-0.05907 
-0.09225 
-0.01098 
-0.00372 
0.03397 
-0.07538 
-0.20848 
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Anti-Image Correlation Matrix (Continued) 
R2 
0.07415 
-0.11845 
0.09125 
-0.07912 
0.08678 
0.01434 
0.03879 
0.12864 
-0.12622 
0.03792 
-0.09584 
0.08125 
-0.05466 
-0.09467 
0.05407 
-0.11962 
0.01906 
0.13325 
-0.01986 
0.10905 
-0.01327 
-0.03024 
0.00155 
-0.02554 
-0.04772 
-0.02290 
0.02957 
0.18270 
-0.18791 
-0.13694 
0.00883 
R3 
-0.10093 
-0.01635 
0.01467 
-0.01902 
-0.02380 
0.03749 
-0.03520 
-0.13967 
-0.00344 
0.05827 
-0.12312 
-0.02420 
0.01608 
0.06937 
-0.08378 
0.08217 
-0.09346 
-0.01670 
0.19309 
-0.04740 
0.08896 
0.04585 
-0.08560 
0.11600 
0.13128 
0.04913 
-0.07577 
-0.03707 
-0.13317 
0.12879 
0.10311 
R4 
-0.00284 
0.11100 
0.07426 
0.03097 
-0.00429 
0.01373 
0.17873 
0.05638 
-0.04317 
0.02309 
-0.04119 
0.07085 
-0.03548 
-0.08993 
0.07051 
0.01702 
-0.11697 
0.03613 
-0.09337 
0.03397 
0.09107 
0.03822 
-0.05564 
0.00985 
0.08764 
-0.05460 
-0.05071 
0.06177 
-0.01438 
0.05533 
0.09700 
R5 
-0.01212 
-0.00726 
-0.06477 
-0.11351 
-0.01609 
0.07617 
-0.07069 
-0.04809 
-0.12256 
0.07377 
-0.05612 
-0.00927 
-0.01695 
0.13168 
-0.04423 
-0.00256 
0.02094 
-0.00377 
0.09829 
0.13497 
-0.00626 
-0.13997 
-0.05538 
-0.00674 
-0.09396 
0.07762 
-0.02947 
-0.05849 
0.00537 
0.17275 
-0.05818 
R6 
-0.01699 
-0.22941 
-0.02467 
0.00041 
-0.01827 
0.13427 
-0.04881 
-0.09697 
0.17210 
-0.12653 
-0.01639 
-0.14019 
0.16980 
-0.07817 
-0.01708 
0.06049 
-0.04975 
-0.00535 
-0.05640 
-0.11987 
0.00830 
-0.00256 
0.02442 
-0.06466 
0.03317 
-0.06101 
-0.04816 
-0.04907 
-0.03294 
0.00578 
0.08073 
209 
R7 
-0.05739 
-0.03806 
-0.01650 
0.10086 
0.06151 
-0.05569 
0.05961 
0.04621 
0.13947 
-0.07769 
0.06541 
0.12882 
0.06644 
-0.03175 
0.00744 
-0.07095 
0.02826 
-0.03587 
-0.06161 
-0.02492 
0.03644 
-0.04694 
0.01145 
-0.04351 
-0.07120 
0.02460 
0.23175 
-0.01082 
0.09668 
-0.00270 
0.00977 
210 
APPENDIX 7 
Anti-Image Correlation matrix (Continued) 
El E2 E3 PI P2 P3 P4 
E1 0.62861 
E2 -0.64230 0.56371 
E3 -0.55194 0.20932 0.69304 
PI 0.10429 -0.14930 0.01241 0.56157 
P2 -0.06549 0.04929 0.07542 -0.19598 0.61385 
P3 0.01547 -0.03280 0.04797 -0.02745 -0.13784 0.64350 
P4 0.02314 -0.02438 -0.02543 -0.15024 0.00196 0.05168 0.47135 
11 0.01690 -0.01093 0.02890 -0.07791 -0.06992 -0.12045 0.00403 
U 0.07501 -0.10136 0.00401 -0.01274 -0.06482 -0.18504 0.06861 
I3 0.09112 -0.09556 -0.06182 -0.05673 0.04634 -0.17313 -0.04597 
14 0.010054 -0.16055 -0.14081 0.00992 0.03080 0.03405 -0.00990 
15 0.01939 0.02530 -0.00232 -0.11780 0.01838 -0.13927 0.07761 
16 -0.00573 0.01909 -0.04084 -0.11953 0.00182 -0.04925 -0.18537 
17 0.05321 -0.04459 -0.06823 -0.00114 0.00583 0.06832 0.05322 
18 -0.02043 0.05448 -0.02426 0.04812 -0.01242 -0.06479 -0.09355 
19 0.15719 -0.04914 -0.03855 -0.13012 0.00808 -0.11775 0.06781 
110 -0.01111 0.01559 0.01672 -0.01443 0.00567 0.08380 -0.00819 
III -0.05384 -0.02306 0.12848 -0.04321 0.02265 0.01288 -0.04011 
112 0.05566 -0.12440 -0.06462 -0.02036 -0.10637 0.04428 0.02494 
K1 -0.18374 0.15128 -0.01009 0.03048 0.04636 -0.09095 0.05102 
M1 0.04819 -0.04412 -0.12476 0.01273 -0.05837 -0.00432 -0.06227 
C1 -0.15214 0.10145 0.05339 -0.06428 -0.04367 -0.01948 0.06762 
C2 0.02833 -0.00522 0.01334 -0.03721 0.05243 -0.04174 -0.00905 
C3 -0.04144 0.00617 0.07977 0.12579 -0.04991 -0.05654 -0.15316 
C4 0.11145 -0.02172 -0.02159 -0.05124 -0.03015 0.04675 0.12983 
C5 -0.07628 0.07851 -0.04144 -0.02332 -0.02646 -0.06250 -0.00860 
C6 0.00660 -0.06136 0.04638 0.07933 -0.06828 0.02503 -0.14229 
C7 -0.05436 0.05179 -0.03344 0.01371 0.04549 0.05330 0.07449 
C8 0.00161 0.10981 -0.10749 0.05313 -0.05452 -0.02887 -0.17934 
C9 0.01193 0.01790 -0.03023 0.09157 -0.01416 -0.01358 -0.06159 
C10 -0.08588 0.04380 0.07104 0.03870 -0.07382 -0.00169 -0.25331 
211 
APPENDIX 7 
Anti-Image Correlation Matrix (Continued) 
El E2 E3 PI P2 P3 P4 
C11 0.12019 -0.12988 -0.12278 -0.02711 0.04708 -0.03671 0.02880 
C12 -0.06407 -0.00740 0.07320 -0.06115 0.02860 -0.05182 0.05995 
C13 0.03570 -0.00817 -0.09419 0.16500 -0.13026 -0.07618 -0.08988 
C14 -0.08118 0.05021 -0.03444 0.03943 0.03545 -0.04957 -0.00357 
C15 -0.00885 0.01641 -0.08628 -0.00628 -0.13329 -0.09538 -0.12962 
C16 -0.02346 0.06303 -0.02831 -0.03338 -0.09192 0.06965 -0.00678 
D1 0.06141 0.07419 -0.09939 -0.11761 0.05273 -0.02681 -0.08135 
D2 -0.11152 -0.06259 0.07530 0.16918 -0.05634 0.14831 0.01041 
D3 -0.08241 0.02787 -0.03453 -0.04588 0.01686 -0.07513 -0.00063 
D4 -0.16017 -0.03711 0.05438 0.00455 -0.06270 -0.35518 0.00400 
11 U 13 14 15 16 17 
11 0.49295 
U 0.23273 0.47838 
13 0.21767 0.19827 0.51411 
14 0.17326 0.11116 0.14125 0.41954 
15 0.25899 0.05643 0.10144 0.12430 0.48227 
16 0.13775 -0.01408 -0.03037 0.08330 0.08954 0.43332 
17 0.24877 0.08069 0.02427 -0.00929 0.11476 0.16432 0.49992 
18 0.17621 0.12262 0.06294 0.16562 0.06859 0.16200 0.09811 
I9 0.07757 0.02534 0.08034 -0.12654 -0.02271 0.04500 0.06831 
110 0.03821 -0.16461 0.06160 0.03246 -0.01205 0.00523 0.00725 
III 0.21100 0.05616 0.01000 0.12781 0.07323 0.16955 0.12374 
112 0.05629 0.00088 0.07099 0.05993 -0.09400 0.00576 0.10066 
K1 -0.13982 -0.05489 -0.09437 0.03131 -0.08237 -0.02727 -0.02070 
M1 -0.01286 0.11259 0.06597 0.01524 0.03541 0.12727 0.09355 
C1 0.09607 -0.06450 -0.00204 -0.09071 0.15718 -0.00670 0.08609 
C2 -0.06915 -0.08839 0.04287 0.02534 0.02276 0.04433 -0.11861 
C3 -0.04786 0.02007 0.10853 0.00331 0.08349 -0.07561 0.02899 
C4 -0.00622 -0.04257 -0.07955 0.00330 -0.05994 -0.13961 -0.02450 
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APPENDIX 7 
Anti-Image Correlation Matrix (Continued) 
II U I3 14 15 16 17 
C5 0.00882 -0.00141 0.07452 -0.15633 0.05766 -0.12129 -0.04207 
C6 0.05330 0.04016 -0.00146 0.09499 -0.06646 0.07804 -0.12041 
C7 -0.08473 -0.11466 -0.05587 0.04775 -0.03135 0.00548 0.01137 
C8 -0.09533 -0.02108 0.01506 -0.06212 0.01344 0.02757 0.02250 
C9 -0.00201 0.02715 0.06966 0.09871 0.06533 -0.06426 -0.14389 
CIO -0.05827 -0.07692 -0.04883 -0.03676 -0.08862 0.17641 0.05002 
Cll -0.12070 -0.08481 -0.06215 0.04455 0.08241 -0.07714 -0.02881 
C12 0.04615 0.03537 -0.02605 0.06795 -0.03729 0.10663 0.04348 
C13 -0.04064 0.08412 0.07517 0.06486 0.03551 0.04909 0.01261 
Cl4 -0.05873 0.04351 -0.05935 0.05858 0.07041 0.06042 -0.09874 
Cl5 0.04443 0.07071 -0.18612 0.01546 0.05019 0.11348 -0.01957 
Cl6 -0.02539 -0.10645 -0.05789 0.04463 0.06146 0.07803 -0.00117 
01 0.22275 -0.18109 0.02096 0.07321 0.10167 0.17269 0.07214 
02 -0.25248 0.08673 0.00176 0.04944 -0.02794 -0.16953 -0.18283 
03 0.05880 0.09834 0.09478 0.01372 0.01297 0.03970 -0.06344 
D4 -0.08203 0.04476 -0.05020 0.00712 -0.05542 -0.05129 -0.01708 
18 I9 110 111 112 Kl Ml 
18 0.51391 
I9 0.05264 0.48201 
110 -0.02004 -0.29823 0.47512 
111 0.19033 -0.08238 0.04720 0.29674 
112 -0.04637 -0.12448 0.06003 0.03221 0.49425 
Kl 0.05665 -0.02741 -0.04733 0.02941 -0.09577 0.60790 
Ml 0.04984 -0.00532 -0.00599 0.06575 0.05111 -0.08483 0.58973 
Cl -0.11350 -0.03675 0.04422 0.04453 -0.05513 0.04512 0.03272 
C2 -0.00066 0.05571 -0.03987 -0.09470 -0.09150 -0.02478 -0.05897 
0 -0.08631 -0.01661 -0.00667 0.02085 0.03182 -0.06014 -0.07266 
C4 0.07710 0.06092 0.03821 0.02941 0.01286 -0.04290 0.01521 
C5 0.00761 0.02974 0.02831 -0.04774 0.04384 -0.06161 -0.01942 
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APPENDIX 7 
Anti-Image Correlation Matrix (Continued) 
18 19 IlO III 112 KI MI 
C6 0.01396 -0.12043 -0.00284 0.14867 0.03703 -0.03702 0.02035 
C7 -0.06003 -0.10297 0.04912 -0.12574 0.00066 0.07440 -0.01601 
C8 -0.04213 0.05613 -0.05153 -0.11318 -0.03688 -0.01420 0.01660 
C9 0.13847 -0.00304 0.00846 0.01885 -0.04675 0.01513 -0.00568 
CIO -0.02029 -0.07135 0.05716 -0.00445 0.03358 -0.06426 0.04666 
Cll -0.07967 -0.05065 0.05782 -0.14820 0.06906 -0.01898 0.04281 
C12 0.03518 0.00944 -0.21123 0.14393 0.07082 0.03528 0.03230 
C13 0.10848 0.01898 -0.01646 -0.02906 0.00586 0.16366 -0.01049 
Cl4 0.02369 -0.25602 0.06115 -0.02459 0.02868 -0.02362 -0.01834 
CIS 0.11505 -0.07190 -0.16195 0.02892 -0.04631 0.05930 0.14565 
Cl6 0.07572 -0.02120 0.00618 0.04000 0.03925 -0.03048 0.04334 
DI 0.13803 0.01594 0.07707 0.22655 -0.05169 0.04407 0.12453 
D2 0.01905 -0.14831 -0.01325 -0.08965 0.10331 -0.11411 -0.07329 
D3 0.3832 0.04688 -0.00456 0.07514 0.01416 -0.07383 -0.11991 
D4 0.13047 -0.05443 -0.04500 -0.02443 0.07783 0.08153 0.07101 
CI C2 C3 C4 CS C6 C7 
CI 0.58113 
C2 -0.30390 0.58286 
C3 -0.12314 -0.02400 0.46767 
C4 -0.11169 -0.10785 -0.24608 0.54937 
CS -0.03189 0.04565 0.09148 -0.04834 0.51330 
C6 -0.14023 0.06895 0.09309 -0.13563 -0.10712 0.39707 
C7 0.11522 -0.03376 -0.05541 0.03487 -0.13283 -0.28761 0.50643 
C8 -0.01697 0.00874 0.06500 -0.03742 0.09593 0.02109 -0.09420 
C9 -0.03565 0.00189 0.03876 0.03876 0.04907 0.05658 0.04243 
CIO 0.08238 0.00707 0.09113 -0.11586 -0.00185 -0.02804 0.05461 
Cll 0.05183 -0.06368 -0.06048 0.00135 -0.00239 -0.07945 0.06515 
C12 -0.03408 0.08663 -0.02357 -0.05686 0.00076 0.09236 0.00306 
C13 0.03426 -0.01218 0.05450 -0.02837 -0.04936 0.00672 0.04360 
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APPENDIX 7 
Anti-Image Correlation Matrix (Continued) 
Cl C2 C3 C4 CS C6 C7 
CI4 0.03851 0.00488 0.01045 -0.03169 -0.05193 0.02514 0.05406 
CIS 0.08338 0.01273 -0.02298 -0.04796 -0.11743 0.11381 -0.02440 
CI6 -0.03495 0.06037 -0.00212 0.02967 -0.13116 0.05227 0.01833 
D1 -0.02797 -0.05674 -0.05075 0.02940 0.04028 0.06182 0.05815 
02 0.05594 0.05916 0.04494 -0.02138 0.07368 0.01715 0.02723 
03 -0.00265 0.01865 0.07938 -0.03655 0.08133 0.08341 -0.26113 
04 0.02248 0.03779 -0.06621 -0.07855 0.02429 -0.06085 0.07714 
C8 C9 CIO CU C12 C13 C14 
C8 0.57548 
C9 0.05082 0.43668 
CI0 -0.05558 -0.16404 0.50444 
C11 -0.02670 0.03609 -0.07001 0.40397 
C12 -0.01866 -0.05720 0.00560 -0.1I116 0.53795 
C13 -0.07436 0.05143 0.06976 0.05308 -0.05655 0.49643 
C14 -0.17428 0.01042 0.10680 0.14461 0.00164 -0.01297 0.47056 
CIS 0.07147 0.07388 0.09294 0.05796 0.01149 0.04673 0.12785 
C16 -0.00180 0.02205 0.02540 0.05263 0.03310 0.02147 0.03696 
01 0.01496 0.16459 0.01401 0.02400 -0.03577 -0.06208 -0.02020 
02 0.021I8 0.01707 -0.00442 -0.06629 0.12415 0.00270 -0.04758 
03 -0.026475 -0.00692 0.08097 -0.03069 -0.00192 0.00264 0.15148 
04 -0.02775 0.04968 -0.06311 0.01380 0.07362 0.05890 0.02558 
CIS C16 01 02 03 04 
CIS 0.47302 
CI6 0.10076 0.43761 
D1 0.1I931 0.05199 0.44006 
02 -0.10061 -0.04099 -0.61168 0.55412 
03 0.04750 0.00116 0.02761 -0.12203 0.64835 
04 0.03282 -0.03205 -0.04351 0.12146 -0.08318 0.67128 
