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I. INTRODUCTION
Central to approximation theory, machine learning, and computational sciences in general is the task of learning a function given its finitely many point samples. More concretely, consider an open set D ⊆ R n , equipped with probability measure µ. The objective is to learn (approximate) a smooth function f : D → R from the query points {x i } N i=1 ⊂ D, and evaluation of f (·) at these points [5] , [12] , [19] , [20] , [22] .
An important quantity in this context is the second-moment matrix of f (·) with respect to the measure µ, defined as the n × n matrix
where ∇f (x) ∈ R n is the gradient of f (·) at x ∈ D and the superscript * denotes vector and matrix transpose. 1 In this matrix, Σ µ [i, j], the [i, j]th entry of Σ µ , measures the expected product between the ith and jth partial derivatives of f (·). Note that Σ µ captures key information about how f (·) changes along different directions. Indeed, for an arbitrary vector v ∈ R n with v 2 = 1, the directional derivative of f (·) at x ∈ D and along v is v * ∇f (x), and the average energy of the directional derivative of f (·) along v and with respect to µ is v * Σ µ v. Furthermore, in ridge approximation, the leading r eigenvectors of Σ µ span an r-dimensional active subspace of f (·) with respect to the measure µ [7] . AE was partially supported by the Alan Turing Institute under the EPSRC grant EP/N510129/1. MBW was partially supported by NSF grant CCF-1409258 and NSF CAREER grant CCF-1149225. PGC was partially supported by the DOE Office of Science, Office of Advanced Scientific Computing Research, Applied Mathematics program under award DE-SC0011077 and DARPA's Enabling Quantification of Uncertainty in Physical Systems. RW was partially funded by NSF CAREER Grant CCF-1255631. 1 As suggested above, we will often suppress the dependence on f (·) in our notation for the sake of brevity.
If U µ,r ∈ R n×r denotes an orthonormal basis for this active subspace, then it might be possible to reliably approximate f (x) with h(U * µ,r x) for all x ∈ D and for some smooth function h : R r → R; one can estimate the L 2 error in such an approximation from the trailing r eigenvalues of Σ µ [8] . Beyond approximation theory, the significance of secondmoment matrices (and related concepts) across a number of other disciplines is discussed in Section IV.
The main contribution of this paper is the design and analysis of a simple algorithm to estimate the second-moment matrix Σ µ of a smooth function f (·) from its point samples. This algorithm can be used, in particular, in situations where the gradients ∇f (x) appearing in (1) are not explicitly available. The key distinction of this work is the lack of any structural assumptions (such as small rank or sparsity) on Σ µ ; mild assumptions on f are specified at the beginning of Section II. Imposing a specific structure on Σ µ can lead to more efficient algorithms, as we discuss in Section IV.
At a high level, there is a parallel between estimating the second-moment matrix of a function and estimating the covariance matrix of a random vector; our algorithm might be considered as an analogue of the standard sample covariance matrix, adjusted to handle missing data [17] . In this context, more efficient algorithms are available for estimating, for example, the covariance matrix with a sparse inverse [13] . In this sense, this work fills an important gap in the literature of ridge approximation and perhaps dimensionality reduction by addressing the problem in more generality.
The rest of this paper is organized as follows. The problem of learning the second-moment matrix of a function is formalized in Section II. Our approach to this problem, along with the theoretical guarantees, is described in Section III. In Section IV, we sift through a large body of literature and summarize the relevant prior art. Proofs, numerics, and technical details are available in an online preprint [11] .
II. PROBLEM STATEMENT AND APPROACH
Consider an open set D ⊆ R n , equipped with subspace Borel σ-algebra and probability measure µ. We assume that f : D → R is twice differentiable on D, and that
where ∇f (x) ∈ R n and ∇ 2 f (x) ∈ R n×n are the gradient and Hessian, respectively, of f (·) at x ∈ D, and we use the notation · 2 to denote both the 2 -norm of vectors and the spectral norm of matrices. Moreover,
Consider Σ µ ∈ R n×n defined as in (1), where E x computes the expectation with respect to x ∼ µ. Our objective in this work is to estimate Σ µ . To that end, consider N random points drawn independently from µ and stored as the columns of X ∈ R n×N . Then, it is easy to verify thaṫ
is an unbiased estimator for Σ µ in (1). To interpret (4), note that we treat matrices and sets interchangeably throughout, slightly abusing the standard notation. In particular, x ∈ X can also be interpreted as x being a column of X ∈ R n×N . The following result quantifies how wellΣ X approximates Σ µ . See [6] for related results. Proposition 1. Let X ∈ R n×N contain N independent samples drawn from the probability measure µ. Then,Σ X is an unbiased estimator for Σ µ ∈ R n×n (see (1) and (4)). Moreover, except for a probability of at most n −1 , it holds that
Since only point values of f (·) are at our disposal, we cannot computeΣ X directly. Instead, we will systematically generate random points near X and then estimateΣ X by aggregating local information, as detailed next.
Given the point cloud X ⊂ D, fix > 0, small enough so that X is a 2 -separated point cloud that belongs to the -interior of D. Formally, fix ≤ X , where
Let
denote the -neighborhood of the point cloud X. Consider the conditional probability measure on B X, described as
For an integer N X, , draw N X, independent random points from µ X, and store them as the columns of Y X, ∈ R n×NX, . Finally, an estimate ofΣ X (and in turn of Σ µ ) as a function of X, Y X, ⊂ D and f (·) evaluated at these points is proposed byΣ X,YX, in Figure 1 .
III. THEORETICAL GUARANTEES
Recalling (1) and (4), how well doesΣ X,YX, in Figure  1 approximateΣ X and in turn Σ µ ? Parsing the answer requires introducing additional notation and imposing a certain regularity assumption on µ. All these we set out to do now, before stating the results in Section III-B.
For each x ∈ X, let the columns of Y x, ∈ R n×Nx, contain the -neighbors of x in Y X, . In our notation, this can be written as
Because ≤ X is small (see (6)), these neighborhoods do not intersect, that is
therefore, Y X, is simply partitioned into #X = N subsets {Y x, } x∈X . Observe also that, conditioned on x ∈ X and N x, , each neighbor y ∈ Y x, follows the conditional probability measure described as follows:
A. Regularity of µ
Here we introduce the regularity condition imposed on µ.
Assumption 1. (Local near-isotropy of µ)
Throughout this paper, we assume that there exist µ , K µ > 0 such that for all ≤ µ , the following requirement holds for any arbitrary -interior point x ∈ D . Given x, draw y from the conditional measure on theneighborhood of x, namely y|x ∼ µ x, with µ x, defined in (12) . Then, for every γ 1 ≥ 0 and arbitrary (but fixed) v ∈ R n , it holds that
where
is the orthogonal projection onto the direction of y −x. Above, Pr y|x [·] = Pr y [·|x] stands for conditional probability.
Roughly speaking, under Assumption 1, µ is locally isotropic. Indeed, this assumption is met when µ is the uniform probability measure on D, as shown in [11] .
Given the point cloud X, we also set µ,X := min [ µ , X ].
B. Theoretical Guarantees
In Theorems 1 and 2, for a fixed point cloud X, we focus on how wellΣ X,YX, in Figure 1 approximatesΣ X . Then, in the ensuing remarks, we remove the conditioning on X, using Proposition 1 to see how wellΣ X,YX, approximates Σ µ .
Theorem 1 states thatΣ X,YX, can be a nearly unbiased estimator ofΣ X given X (see (4) ). Throughout, E z1|z2 [·] = E z1 [·|z 2 ] stands for conditional expectation over z 1 and conditioned on z 2 for random variables z 1 , z 2 .
Estimating the second-moment matrix Input:
• Open set D ⊆ R n , equipped with probability measure µ.
• An oracle that returns f (x) for a query point x ∈ D.
• Neighborhood radius > 0, sample sizes N , N X, , and integer N X,min, ≤ N X, . Output:
•Σ X,YX, , as an estimate of Σ µ . Body:
• Draw N random points independently from µ and store them as the columns of X ∈ R n×N .
• Draw N X, random points independently from µ X, and store them as the columns of Y X, ∈ R n×NX, . Here, µ X, is the conditional probability measure induced by µ on B X, = ∪ x∈X B x, . In turn, B x, ⊂ R n is the Euclidean ball of radius about x. Partition Y X, according to X by setting Y x, = Y X, ∩ B x, , so that Y x, ∈ R n×Nx, contains all -neighbors of x in Y X, .
• Compute and return
where I n denotes the n × n identity matrix, anḋ 
Theorem 1. (Bias)
Consider an open set D ⊆ R n equipped with probability measure µ satisfying Assumption 1, and consider a twice differentiable function f : D → R satisfying (2), (3) . Assume that the (fixed) columns of X ∈ R n×N belong to D. Fix also ∈ (0, µ,X ]. For an integer N and integers N X, ≥ N and N X,min, ≤ N X, , assume also that
and N X,min, log 2 N,
Then, the estimatorΣ X,YX, defined in (9) satisfies
where B µ, is defined explicitly in [11] .
A few remarks are in order.
Remark 1. (Discussion) Theorem 1 describes how well Σ X,YX, approximatesΣ X , in expectation. To form a better understanding of this result, let us first study the conditions listed in (14) .
• The quantity ρ µ,X, , which appears in (14) and is defined in (15) , reflects the non-uniformity of µ over the set D.
In particular, if D ⊂ R n is bounded and µ is the uniform probability measure on D, then ρ µ,X, = 1. Non-uniform measures could yield ρ µ,X, < 1.
• The requirements on N X, and N X,min, in (14) ensure that every x ∈ X has sufficiently many neighbors in Y X, , i.e., N x, is large enough for all x. For example, if µ is the uniform probability measure on D and ρ µ,X, = 1, we might take N X,min, ≈ log 2 N so that (16) holds with a total of N X, = O(N log 2 N ) samples. Here, O(·) is the standard Big-O notation. Let us next interpret the bound on the bias in (16) .
• The first term on the right-hand side of (16), B µ, , is given explicitly and further discussed in [11] ; it depends on both the probability measure µ and the function f (·), and it can also be viewed as a measure of the non-uniformity of µ. In fact, in the special case where µ is the uniform probability measure on a bounded and open set D and every x ∈ X has the same number of neighbors N x, = N X, /N within Y X, , then conditioned on this event, (16) can in fact be sharpened by replacing the definition of B µ, simply with B µ, = 0. In general, the more isotropic µ is (in the sense described in Assumption 1), the smaller B µ, will be.
• The second term on the right-hand side of (16) is negligible, as we will generally have N n 2 .
• The third and fourth terms on the right-hand side of (16) can be made arbitrarily small by choosing appropriately small (as a function of L f , H f , n, K µ , and N X, ). In computational applications, however, choosing too small could raise concerns about numerical precision.
• To get a sense of when the bias in (16) is small relative to the size of Σ µ , it may be appropriate to normalize (16) . A reasonable choice would be to divide both sides of (16) by L 2 f , where L f (defined in (2)) bounds ∇f (x) 2 on D. In particular, such a normalization accounts for the possible scaling behavior of Σ µ F if one were to consider a sequence of problems with n increasing. For example, in the case where n increases but the new variables in the domain of f (·) do not affect its value, then L 2 f and Σ µ F are both constant. On the other hand, in the case where n increases and f (·) depends uniformly on the new variables, then L 2 f and Σ µ F both increase with n. In any case, one can show that Σ µ F ≤ L 2 f . With this choice of normalization, the second, third, and fourth terms on the right-hand side of (16) can still be made arbitrarily small as described above. In the special case where µ is uniform on D and every x ∈ X has the same number of neighbors N x, = N X, /N , the first term on the right-hand side of (16) remains zero, as also described above. More generally, however, B µ, / L 2 f will contain a term that scales like n 1/2 N −1 X,min, , and to control this term it is necessary to choose N X,min, n 1/2 log 2 N so that (14) is also satisfied. We revisit the impact of n on the choices of N and N X, after presenting Theorem 2 below.
Our second result is a finite-sample bound forΣ X,YX, .
Theorem 2. (Finite-sample bound)
Under the same setup as in Theorem 1 including the conditions in (14) , it holds that
except with a probability of O N −10 . Here, the probability is with respect to the selection of Y X, , conditioned on the fixed set X. Remark 2. (Discussion) Theorem 2 states thatΣ X,YX, can reliably estimateΣ X with high probability. We offer several remarks to help interpret this result.
• The conditions in (14) were discussed in Remark 1.
• Let us now dissect the estimation error, namely the righthand side of (17) . As discussed in Remark 1, B µ, in effect captures the non-uniformity of µ. In particular, the right-hand side of (17) can be sharpened by setting B µ, = 0 in the setting described in that remark.
• Similar to Remark 1, the terms involving in (17) can be made negligible by choosing to be suitably small. We omit these terms in the discussion below.
• The fourth term on the right hand side of (17) can be controlled by making N and N X, suitably large. We discuss this point further below.
• The final term on the right hand side of (17) is negligible and we omit this in our discussion below. 
with high probability when both X and Y X, are selected randomly, therefore quantifying how well the full algorithm in Figure 1 estimates the second-moment matrix of f (·).
As suggested in Remark 1, we can normalize this bound by dividing both sides by L 2 f :
We discuss the terms appearing on the right hand side of (19):
• As described in Remark 1, in some settings B µ, / L 2 f will be zero, while in other settings controlling B µ, / L 2 f will require choosing N X,min, n 1/2 log 2 N .
• The third term in (19) dominates the second and therefore dictates the convergence rate of the error as the number of samples increases. In particular, setting N X, proportional to N log 2 (nN ) gives N ≈ N X, / log 2 (nN ) and an overall convergence rate (perhaps to a nonzero bias B µ, / L 2 f ) of log 4 (N X, )/ N X, as the number N X, of secondary samples (which dominates the total) increases. Up to log terms, this is the same as the convergence rate appearing in Proposition 1 where perfect knowledge of gradients was available.
• As a function of the ambient dimension n, controlling the third term in (19) will require ensuring that N scales like n 3 . In cases where N X, is set proportional to N log 2 (nN ) the overall number of samples therefore also must scale like n 3 (neglecting log factors). In cases where N X,min, n 1/2 log 2 N , however, the overall number of samples must scale like n 3.5 .
IV. RELATED WORK
As argued in Section I, the second-moment matrix (or its leading eigenvectors) is of particular relevance in the context of ridge approximation. A ridge function f (·) is one for which f (x) = h(A * x) for all x ∈ D, where A is an n×r matrix with r < n and h : R r → R. Such a function varies only along the r-dimensional subspace spanned by the columns of A and is constant along directions in the (n−r)-dimensional orthogonal complement of this subspace. A large body of work exists in the literature of approximation theory on learning ridge functions from point samples. Most of these works focus on finding an approximation to the underlying function h and/or the dimensionality-reducing matrix A (or its column span).
When f (·) is a ridge function, the r-dimensional column span of A coincides with the span of the eigenvectors of Σ µ , which will have rank r. This illuminates the connection between ridge approximation and second-moment matrices.
In [12] , the authors develop an algorithm to learn the column span of A when its basis vectors are (nearly) sparse. The sparsity assumption was later removed in [4] , [21] and replaced with an assumption that this column span is lowdimensional (r is small). For learning such a low-dimensional subspace, these models allow for algorithms with better sample complexities compared to Theorem 2 which, in contrast, provides a guarantee on learning the entire second-moment matrix Σ µ and holds without any assumption (such as low rank) on Σ µ . For completeness, we note that it is natural to ask whether the results in [21] could simply be applied in the "general case" where the subspace dimension r approaches the ambient dimension n (thus relaxing the critical structural assumption in [21] ). As detailed in Section 5 of [21] , however, the sampling complexity in this general case will scale with n 5 (ignoring log factors). In contrast, (18) requires only that the total number of function samples N + N X, scale with n 3 . A ridge-like function is one for which f (x) ≈ h(A * x). The framework of active subspaces provides a mechanism for detecting ridge-like structure in functions and reducing the dimensionality of such functions [6] , [7] , [9] . For example, in scientific computing f (x) may represent the scalar-valued output of some complicated simulation that depends on a highdimensional input parameter x. By finding a suitable n × r matrix A, one can reduce the complexity of parameter studies by varying inputs only in the r-dimensional column space of A * . The term active subspace refers to the construction of A via the r leading eigenvectors of Σ µ .
In high-dimensional statistics and machine learning, similar structures arise in the task of regression, where given a collection of data pairs (x i , z i ), the objective is to construct a function z = f (x) that is a model for the relationship between x and z. One line of work in this area is projection pursuit where, spurred by the interest in generalized additive models [15] , the aim is to construct f (·) using functions of the form i h i (a * i x) [10] , [14] , [16] . Sufficient dimension reduction and related topics are still other lines of related work in statistics. In this context, a collection of data pairs (x i , z i ) are observed having been drawn independently from some unknown joint density. The assumption is that z is conditionally independent of x, given A * x for some n × r matrix A. The objective is then to estimate the column span of A, known as the effective subspace for regression in this literature; see, e.g., [1] for a review.
Finding the second-moment matrix of a function is also closely related to covariance estimation (see (1)), which is widely studied in modern statistics often under various structural assumptions on the covariance matrix, e.g., sparsity of its inverse. In this context, it appears that [2] , [3] , [18] are the most relevant to the present work, in part because of their lack of any structural assumptions. For the sake of brevity, we focus on [3] , which offers an unbiased estimator for the covariance matrix of a random vector x given few measurements of multiple realizations of x in the form of {Φ i x i } i for lowdimensional (and uniformly random) orthogonal projection matrices {Φ i } i . It is important to point out that, by design, the estimator in [3] is not applicable to our setup. 2 Our framework might be interpreted as sum of rank-1 projections. To further complicate matters, the probability measure µ on D is not necessarily uniform; we cannot hope to explicitly determine the distribution of the crucial components of the estimator. Instead, we rely on the standard tools in empirical processes to control the bounds.
