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ABSTRAK 
 
 
 
 
 Pengelasan merupakan satu salah satu bidang kajian dan  aplikasi  rangkaian 
neural yang giat dijalankan. Peta swa-organisasi (PSO) ialah rangkaian neural yang 
mengaplikasikan pembelajaran tanpa seliaan telah membuktikan kemampuannya 
dalam menyelesaikan masalah pengelasan dan pengecaman pola. PSO tidak 
memerlukan sebarang pengetahuan mengenai corak taburan pola seperti kaedah-
kaedah statistik yang sedia ada. Di dalam kajian ini, kaedah pembelajaran multiaras 
telah dicadangkan untuk diimplentasikan ke atas rangkaian neural PSO. Keupayaan 
dan keberkesanan kaedah ini dalam menyelesaikan masalah berkaitan pengelasan 
pola dianalisa. Keadah pembelajaran PSO yang dicadangkan dan kaedah 
pembelajaran PSO piawai dianalisa dengan menggunakan beberapa jenis sukatan 
jarak atau ketakserupaan yang digunakan bagi mengukur keserupaan antara pola. 
Penilaian dibuat terhadap kualiti maklumat yang dipersembahkan di atas peta output 
yang dihasilkan melalui proses pembelajaran menggunakan beberapa jenis sukatan 
ketidakserupaan ini. Hasil yang diperolehi melalui kedua-dua kaedah pembelajaran 
ini digunakan untuk membuat peramalan dan pengelasan ke atas sampel pola yang 
baru. Eksperimen ini dijalankan bertujuan untuk membuat perbandingan terhadap 
keupayaan algoritma PSO menggunakan kaedah pembelajaran multiaras dengan 
pembelajaran piawai. Keberkesanan kedua-dua kaedah ini dapat dibuktikan dengan 
mengimplementasikannya ke atas lima set data.  Hasil kajian menunjukkan bahawa 
kaedah yang dicadangkan berupaya menjadi rangka alternatif bagi masalah 
pengelasan data. Ini adalah ekoran daripada keupayaannya memberi persembahan 
yang baik dari aspek pengelasan data dan mengurangkan masa pemprosesan 
berbanding pembelajaran PSO piawai terutamanya bagi data yang bersaiz kecil dan 
sedarhana. Walaupun begitu, bagi masalah pengelasan yang melibatkan data yang 
bersaiz besar, ia masih didominasi oleh kaedah pembelajaran PSO piawai. 
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ABSTRACT 
 
 
 
 
 Classification is one of the most active research and application areas of 
neural networks. Self-organizing map (SOM) is a feed-forward neural network 
approach that uses an unsupervised learning algorithm has shown a particular ability 
for solving the problem of classification in pattern recognition. Classification is the 
procedure of recognizing classes of patterns that occur in the environment and 
assigning each pattern to its relevant class.  Unlike classical statistical methods, SOM 
does not require any preventive knowledge about the statistical distribution of the 
patterns in the environment. In this study, an alternative classification of self 
organizing neural networks, known as multilevel learning, is proposed to solve the 
task of pattern separation.  The performance of standard SOM and multilevel SOM 
are evaluated with different distance or dissimilarity measures in retrieving similarity 
between patterns. The purpose of this analysis is to evaluate the quality of map 
produced by SOM learning using different distance measures in representing a given 
dataset. Based on the results obtained from both SOM learning methods, predictions 
can be made for the unknown samples. This study aims to investigate the 
performance of standard SOM and multilevel SOM as supervised pattern recognition 
method. The multilevel SOM resembles the self-organizing map (SOM) but it has 
several advantages over the standard SOM. Experiments present a comparison 
between a standard SOM and multilevel SOM for classification of pattern for five 
different datasets. The results show that the multilevel SOM learning gives good 
classification rate, however the computational times is increased compared over the 
standard SOM especially for medium and large scale dataset. 
 
 
 
