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ABSTRACT
We investigate the problem of automatically identifying char-
acters in a movie with the supervision of actor-character
name correspondence provided by the movie cast. Our pro-
posed framework, namely Cast2Face, is featured by: (i) we
restrict the names to assign within the set of character names
in the cast; (ii) for each character, by using the correspond-
ing actor’s name as a key word, we retrieve from Google im-
age search a group of face images to form the gallery set; and
(iii) the probe face tracks in the movie are then identiﬁed as
one of the actors by robust multi-task joint sparse represen-
tation and classiﬁcation method. The assigned actor name
of a face track is then mapped to the character name based
on the cast again. In addition to face naming, we further
apply the proposed method to spotlights summarization of
a particular actor in his/her movies. Empirical evaluations
on several feature-length movies demonstrate the satisfying
performance of our method.
Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentation]: Mul-
timedia Information Systems-Evaluation/methodology; I.2.10
[Vision and Scene Understanding]: Video analysis; I.5.4
[Applications]: Computer Vision
General Terms
Experimentation, Performance
Keywords
Character Identiﬁcation, Cast Analysis, Video Summariza-
tion, Face Recognition, Multi-Task Learning
1. INTRODUCTION
The problem of character identiﬁcation concerns identify-
ing the faces of the characters in a movie and label them
with their corresponding names. In a feature-length movie,
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the characters are often the most important contents to be
indexed, and thus character identiﬁcation becomes a critical
step on ﬁlm semantic analysis. As has been noted by previ-
ous studies [1][2][3] that although very intuitive to humans,
automatic character identiﬁcation is still tremendously chal-
lenging due to: 1) the lack and ambiguity of available anno-
tations; and 2) many factors other than identity (e.g., pose,
light and expression) inﬂuence the way a face appears in a
frame.
In this work, we present a novel cast analysis and image
retrieval based approach for automatically naming the faces
of the characters in a movie. One basic motivation is that
the cast of a ﬁlm is always available and the internet provides
a vast of information on the actors. Typically, a ﬁlm cast
contains the names of actors, characters and their (one-one)
correspondence. We propose to do a matching between the
faces detected from the movie and a gallery set of face images
searched from web for the actors in the cast. The assigned
actor name of a face is then mapped to the character name
by the actor-character correspondence. This work is diﬀer-
ent from the state-of-the-art name-to-face methods [1][2][12]
where subtitle and/or scripts are required. Based on the re-
sults of character identiﬁcation, a further application to gen-
erate spotlights summarization and digestion of a particular
actor in many of his/her movies is also presented.
1.1 Related Work
The task of associating faces with names in a movie or
TV program is typically accomplished by combining multi-
ple sources of information, e.g. image, video and text, under
less or even no manual intervention. Extensive research ef-
forts have been concentrated on this task. Arandjelovic and
Zisserman [1] used face image as a query to retrieve partic-
ular characters. Aﬃne warping and illumination correcting
were utilized to alleviate the eﬀects of pose and illumination
variations. In [5], a multi-cue approach combining facial fea-
tures and speaker voice models was proposed for major cast
detection. However, these approaches cannot automatically
assign real names to the characters. To handle this, Evering-
ham et al. [2] proposed to employ readily available textual
sources, the ﬁlm script and subtitle, for text video align-
ment and thus obtained certain annotated face exemplars.
The rest of the faces were then classiﬁed into these exem-
plars for identiﬁcation. Their approach was also followed by
Laptev et al. [4] for human action annotation. However, in
their approach [2], the subtitle text and time-stamps were
extracted by OCR, which required extra computation cost
on spelling error correction and text veriﬁcation. Moreover,
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Figure 1: Scheme illustration of Cast-to-Face method.
for some movies, the scripts can not be found easily or the
scripts may be quite diﬀerent from subtitles. In this work,
we aim to develop a name-to-face method without costly
textual analysis.
1.2 Outline of Our Method
The Cast2Face method we describe is a novel framework
for labeling the faces of the characters in a movie with cast.
Our method comprises three components: 1) gallery face set
collection with cast analysis and web image search; 2) probe
face tracks extraction and description; and 3) face tracks
identiﬁcation with robust multi-task joint sparse represen-
tation and classiﬁcation. Compared with previous studies on
name-to-face, the main contributions of this paper include:
1. To the best of our knowledge, Cast2Face is the ﬁrst
work combing character identiﬁcation with cast anal-
ysis and web image retrieval.
2. A robust multi-task joint sparse representation method
is developed to classify each face track without training
on possibly contaminated gallery set.
3. We design a novel application of our method to auto-
matically generate the spotlights summarization of a
particular actor in many of his/her movies.
Figure 1 depicts the working mechanism of our proposed
Cast2Face method.
2. THE CAST-TO-FACE SYSTEM
2.1 Cast basedWeb Image Search andGallery
Set Generation
In order to associate names with characters detected in a
movie, we use the movie cast list which is easily available on
the web or at the end of the movie. We restrict the names
to assign within the set of character names appeared in the
cast. For each character, by using the corresponding actor’s
name as a key word, we retrieve from Google image search
a set of images. We observe that the top hundreds of the
returned images belong to the actor with high precision. We
then employ a frontal face cascade detector [9] included in
OpenCV2.0 1 to detect and crop faces from the downloaded
images. In this way, the gallery set is established, and then
1http://sourceforge.net/projects/opencvlibrary
Figure 2: Some exemplar faces of the star actor
George Clooney in the gallery set generated by web
image search and face detection.
used for labeling the faces of the characters extracted from
the movie. Taking the movie “Ocean’s Twelve” as an ex-
ample, some gallery face images for the key actor, George
Clooney, are shown in Figure 2. Note that a few incorrect
faces are inevitably introduced in the gallery set due to im-
age retrieval and face detection errors. As we shall see in
later on experiments that our face identiﬁcation method is
quite robust to such noises contained in the gallery set.
2.2 Probe Face Tracks Extraction and Descrip-
tion
In this step, we again use the frontal face cascade detec-
tor [9] to detect faces appeared in each frame of the movie.
A typical movie may contain tens of thousands of detected
faces. However, these faces merely arise from a few hundred
“tracks” of a particular character. Therefore it is plausible
to discover the correspondences between faces to reduce the
volume of data need to be processed. Furthermore, stronger
appearance models can be built for each character since a
face track provides multiple examples of the character’s ap-
pearance. To obtain face tracks, a robust foreground corre-
spondence tracker [11] is applied for each shot. Here shot
changes are automatically detected using color histogram
diﬀerence between consecutive frames. The short tracks
which are often introduced by false positive detections are
discarded.
We construct the representation of a face by a part-based
descriptor extracted around local facial features [2]. Here
we ﬁrst use a generative model [1] to locate nine facial key-
points in the detected face region, including the left and
right corners of each eye, the two nostrils and the trip of
the nose and the left and right corners of the mouth. We
then extract the 128-dim SIFT [6] descriptor from each key-
point and concatenate them to form the face descriptor with
832
Figure 3: Examples of detected face with facial fea-
ture points.
dimensionality 1,152. Figure 3 illustrates some selected faces
with facial feature points marked.
2.3 Multi-Task Joint Sparse Representation and
Classiﬁcation
Given a set of retrieved gallery face images and the ex-
tracted probe face tracks, we present in this section a simple
yet eﬃcient algorithm for face track identiﬁcation.
Each unlabeled face track is, nevertheless, simply repre-
sented as a set of image feature vectors extracted from all
images in the track. One simple method for identiﬁcation, as
conducted in [2], is to directly calculate the feature distance
between a probe face track and the labeled exemplar faces,
and then assign probe face track to the nearest neighbor-
hood. Another feasible method is to classify each image in
the track independently via, e.g., sparse representation clas-
siﬁcation [10], and then assign the face track to the subject
that achieves the highest frequency.
In this work, by viewing the identiﬁcation of each image in
a probe face track as a task, the face track identiﬁcation can
be naturally casted to a multi-task face recognition prob-
lem. This motivates us to apply the multi-task joint sparse
representation model [7] to face track classiﬁcation. The
key advantage of multi-task learning lies in that it can ef-
ﬁciently make use of complementary information contained
in diﬀerent sub-tasks.
Suppose we have a set of exemplar faces with M subjects.
Denote X = [X1, ..., XM ] as the feature matrix where Xm ∈
R
d×pm is associated with the m-th subject. Here d is the
dimensionality of features and p =
∑M
m=1 pm is the total
number of samples. Given a probe face track as an ensemble
of L images {yl}l=1,...,L , yl ∈ Rd , we consider a supervised
L-task linear representation problem as follows:
yl =
M∑
m=1
Xmw
l
m + ε
l, l = 1, ..., L, (1)
where wlm ∈ Rpm is a reconstruction coeﬃcient vector as-
sociated with the m-th subject, and εl is the residual term.
Denote wl = [(wl1)
T , ..., (wlM )
T ]T the representation coeﬃ-
cients for the probe image feature yl , and wm = [w
1
m, ..., w
L
m]
the representation coeﬃcients from the m-th subject across
diﬀerent images. Furthermore, we denoteW = [wlm]. There-
fore, our proposed multi-task joint sparse representation model
is formulated as the solution to the following problem of
multi-task least square regressions with 1,2 mixed-norm reg-
ularization:
min
W
F (W ) =
1
2
L∑
l=1
∥∥∥∥∥y
l −
M∑
m=1
Xmw
l
m
∥∥∥∥∥
2
2
+ λ
M∑
m=1
‖wm‖2.
(2)
Here, we use the popular optimization method of Acceler-
ated Proximal Gradient (APG) [8] to solve the Eqn. (2) with
fast convergence rate guaranteed.
When the optimal Wˆ = [wˆlm] are obtained, a probe image
yl can be approximated as yˆl = Xmwˆ
l
m . For classiﬁcation,
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Figure 4: Framework of Actor-Speciﬁc Spotlights
summarization.
the decision is ruled in favor of the subject with the lowest
total reconstruction error accumulated over all the L tasks:
m∗ = argmin
m
L∑
l=1
∥∥∥yl −Xmwˆlm
∥∥∥
2
2
. (3)
We call model (2) along with classiﬁcation rule (3) as the
multi-task joint sparse representation and classiﬁcation (MTJSRC )
in this paper.
3. APPLICATION: ACTOR-SPECIFIC SPOT-
LIGHTS SUMMARIZATION
Based on the results of character identiﬁcation, there are
many applications, such as character-speciﬁc movie retrieval,
personalized video summarization, intelligent playback and
video semantic mining, etc. Here we apply Cast2Face to
actor-speciﬁc spotlights summarization, on which users can
input the actor names to search and digest the ﬁlm content.
We ﬁrst divide the movie into several sub-shots with scene
change detection. Each shot is about 1∼2 minutes dura-
tion. After the identiﬁcation of all the detected face tracks
in these shots, we rank the tracks associated with a particu-
lar actor according to the reconstruction error calculated in
rule (3). The video shots containing the top 10 tracks are
then taken as the candidate spotlight videos. We further re-
strict that the actor should be speaking in the summarized
video. The speaker is identiﬁed using visual information,
i.e., ﬁnding face detections with signiﬁcant lip motion [2].
We then combine the obtained key shots together as a di-
gested movie. Figure 4 illustrates the working scheme of the
proposed actor-speciﬁc movie summarization method.
4. EXPERIMENTS
The Cast2Face method along with its application in spot-
lights summarization is empirically evaluated on several feature-
length movies. All the movie casts are obtained from the
Internet Movie Database (IMDB)2.
4.1 Performance of Character Identiﬁcation
via MTJSRC
As a quantitative study of Cast2Face, we evaluate in this
experiment the accuracy of our proposed MTJSRC method
for character identiﬁcation. We report the corresponding re-
sults on three ﬁlms “Ocean’s Twelve”(2004), “Titatic”(1997)
and “Twilight”(2008). The sizes of the constructed gallery
sets for some selected actors are listed in Table 1. Two base-
line methods are employed for comparison: 1) the nearest
neighbor(NN) classiﬁer used in [2] which directly calculates
2http://www.imdb.com/
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Table 1: The quantitative results on the evaluation of Cast2Face method.
Movie Name Actor Name Gallery Set Size Probe Face Tracks Total Faces Accuracy(%)
NN SR MTJSRC
George Clooney 90 27 1,477 63.4 63.1 73.3
Ocean’s Twelve Julia Roberts 94 28 1,677 30.0 41.9 82.1
Matt Damon 96 32 1,310 72.6 73.8 87.5
Brad Pitt 90 13 522 43.8 72.6 92.3
Leonardo DiCaprio 43 19 429 37.0 69.6 68.4
Titanic Kate Winslet 57 41 1,015 62.4 72.2 82.9
Billy Zane 47 18 386 57.7 80.0 88.8
Kristen Stewart 96 122 3,321 82.4 84.5 89.3
Twilight Robert Pattinson 92 98 2,612 70.8 82.8 89.8
Taylor Lautner 47 6 86 16.6 53.3 50.0
Table 2: Quantitative Results on Spotlights Sum-
marization for actor George Clooney.
Movie Name Total Tracks Positive True Positive
Ocean’s Eleven 232 23 19
Ocean’s Twelve 228 17 15
Up In The Air 274 40 38
the feature distance between a probe face track and the la-
beled exemplar faces, and then assign probe face track to the
nearest neighborhood; and ii) the sparse representation(SR)
classiﬁer [10] which classiﬁes each image in the track inde-
pendently and then assign the face track to the subject that
most frequently occurs in this track. As aforementioned,
there always exist a few incorrect faces in the gallery set,
thus training based methods, e.g., SVM and Subspace anal-
ysis, are not applicable in our setting. In contrast, our multi-
task linear representation based method is quite robust to
the condemnation since the joint representation ability of
noise images are low comparing to those “good” samples.
The evaluation results are listed in Table 1, from which we
can see that MTJSRC signiﬁcantly outperforms both base-
lines for 8 out of the 10 testing actors. For computational
cost, Cast2Face method is training free and the most expen-
sive calculation lies in the testing phase where a multi-task
regression problem (see Eqn. (2)) is optimized. In our ex-
periment, the adopted APG algorithm converges at roughly
10∼20 rounds of iterates. The average running time is 0.31s
per probe face track. The parameter λ in Eqn. (2) is set to
0.1 throughout our experiment.
4.2 Actor-Speciﬁc Spotlights Summarization
In this experiment, we apply Cast2Face to spotlights sum-
marization and evaluate the performance. We build a gallery
set containing face images of 21 actors from three ﬁlms
“Ocean’s Eleven”(2001), “Ocean’s Twelve”(2004) and“Up In
the Air”(2009). Taking actor George Clooney as an exam-
ple, we aim to extract the key shots for him from these
ﬁlms. After the multi-task joint sparse representation and
classiﬁcation, we obtain a set of tracks identiﬁed as George
Clooney, among which, the tracks including speakers are
taken as the key tracks. Table 2 shows the tracks detection
and identiﬁcation results. The sub-shots including key track
is called as key shot. By assembling these key shots we can
get the ﬁnal spotlights summarization for George Clooney.
The result on this experiment and the results from previous
experiment are online available in YouTube:
http://www.youtube.com/user/cast2face.
5. CONCLUSION
Cast2Face is a novel cast and image retrieval based movie
character identiﬁcation method. We demonstrate that high
precision can be achieved by combining multiple sources of
information including the cast, web image and movie. Com-
paring to the subtitle and script based methods, one ap-
pealing aspect of our method is that it is textual analysis
free. We also explored an application of our method for
actor-speciﬁc spotlights summarization. Empirical evalua-
tions on feature-length movies show the satisfying perfor-
mance of Cast2Face method.
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