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Summary
This work addresses the task of spoken document retrieval (SDR) – the retrieval
of speech recordings from speech databases in response to user queries.
In the SDR task, we are faced with the problem that automatic transcripts as
generated by a speech recognizer are far from perfect. This is especially the case
for conversational speech, where the transcripts are often not of sufficient quality
to be useful on their own for SDR – due to environment and channel effects, as
well as intra-speaker and inter-speaker pronunciation variability. Recent research
efforts in SDR have tried to overcome the low quality of 1-best transcripts by
using statistics derived from multiple transcription hypotheses, represented in
the form of lattices; however, these efforts have invariably used the classical
vector space retrieval model or the Okapi BM25 model.
In this thesis, we present a method for lattice-based spoken document re-
trieval based on a statistical approach to information retrieval. In this method,
a smoothed statistical model is estimated for each document from the expected
counts of words given the information in a lattice, and the relevance of each
document to a query is measured as a log probability of the query under such a
model. We investigate the efficacy of our method as compared to two previous
SDR methods – statistical retrieval using only 1-best transcripts, and a recently
proposed lattice-based vector space retrieval method – as well as a lattice-based
BM25 method which we implemented. Experimental results obtained on Man-
darin and English conversational speech corpora show that our method consis-
vii
tently achieves better retrieval performance than all three methods.
We also extend our statistical lattice-based SDR method to the task of query-
by-example SDR – retrieving documents from a speech corpus, where the queries
are themselves in the form of complete spoken documents (query exemplars). In
our query-by-example SDR method, we compute expected word counts from
document and query lattices, estimate statistical models from these counts, and
compute relevance scores as Kullback-Leibler divergences between these models.
Experiments on English conversational speech show that the use of statistics
from lattices for both documents and query exemplars results in better retrieval
accuracy than using only 1-best transcripts for either documents, or queries,
or both. Finally, we investigate the effect of stop word removal on query-by-
example SDR performance; we find that stop word removal further improves
retrieval accuracy, and then lattice-based retrieval also yields an improvement
over 1-best retrieval even in the presence of stop word removal.
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In recent years, the processing power of computers and the capacity of storage
devices have advanced to the point where it is practical to use computers to store
and manipulate large amounts of data. With more and more information being
stored in computers, there is a need for systems for analyzing, indexing, and
searching for items of data according to a user’s information needs – information
retrieval (IR) systems. In particular, a number of search engines for searching
textual information on the World Wide Web have been developed and have
achieved wide popularity, such as Google1 and Yahoo2.
The increase in storage capacity of computers has also resulted in large
amounts of data in the form of speech recordings to be stored: news broad-
casts, voice mails, and so forth. This has spurred an interest in the task of
looking for speech recordings in speech databases – the task of spoken document
retrieval (SDR). Indeed, as more and more speech data are being stored and
transmitted, it is expected that SDR will become a more important task than
speech compression or dictation transcription[25].
The shift from textual data to speech data presents additional difficulties:
unlike for digitized text, a waveform of a speech segment cannot be straightfor-
1http://www.google.com/
2http://www.yahoo.com/
2wardly matched against a search term provided by the user, or with other speech
segments. Techniques for automatic speech recognition (ASR) have developed to
the point where production systems for dictation transcription are now a reality;
such dictation transcription systems produce 1-best transcripts of speech record-
ings giving a sequence of words hypothesized to be spoken, in a human-readable
form. When transcribing read, prepared speech in clean environments, current
dictation transcription systems can achieve word error rates below 10% [62]. In
general however, spoken documents may come from a wide variety of sources –
they may be recorded
• over different acoustic channels – lapel microphones, cellular phones, and
so on – which produce varying sorts of channel distortions;
• in diverse environments – in an office, on a street, in a crowded room, and
so on – with various amounts and types of background noise; and
• from different speakers with different accents.
In addition, the speech may be highly spontaneous in nature, in which case the
pronunciations of words tend to show a marked deviation from their “prescribed”
dictionary pronunciations[97]. Under such conditions, the word error rates of the
output transcripts can be as high as 50% under current systems[99, 70]; clearly
such error rates are too high for the transcripts to be useful for purposes of
information retrieval. (While there are systems which can achieve error rates of
about 20% on noisy conversational speech[31, 32], they involve the use of very
complex acoustic and language models, and are computationally expensive to
train and use.)
One way to ameliorate the problem of high word error rates is to work with
not just one ASR hypothesis for each utterance, but multiple hypotheses pre-
sented in a lattice data structure[48]. A lattice encodes information on several
different transcription hypotheses, and the likelihood of each hypothesis given
3the speech recognizer’s state of knowledge; the richness of the lattice information
can be seen from the fact that one can obtain different 1-best transcripts from
a lattice by re-ranking the hypotheses according to different language models.
While a lattice is not as human-readable as a single transcript, this is not cru-
cial as the objective of SDR is to retrieve documents, not to transcribe them.
By making use of the alternative hypotheses and the uncertainty information
present in a lattice, instead of merely using the most probable transcription, one
can obtain an SDR method which overcomes the problem of recognition errors
to some degree.
1.1 Original Contribution
In this dissertation, we present a method for SDR using statistical models es-
timated from lattices. A novel aspect of our work is that we perform lattice-
based SDR with a statistical retrieval model[105], in contrast to previous work
on lattice-based SDR which use the classical vector space and Okapi BM25 re-
trieval models. In our method, we calculate the expected word count – the mean
number of occurrences of a word given a lattice – for each word in each lattice,
estimate a statistical language model for each spoken document from these ex-
pected counts, and finally compute each document’s relevance to each query as
a probability under this model.
We also extend our lattice-based SDR method to the task of query-by-example
SDR, in which the queries themselves are in the form of full-fledged spoken
documents, and the goal is to find documents in the collection which are on
similar topics as the queries.
41.2 Structure of This Thesis
The rest of this thesis is structured as follows:
• Chapter 2 provides an overview on the fields related to our work: informa-
tion retrieval, speech recognition, spoken document retrieval, and query by
example. We also give a review of previous work in each of these areas.
• Chapter 3 lays out our proposed method for SDR using the statistical
retrieval model. In this chapter, we describe the probabilistic retrieval
method which was formulated for text IR. We outline the process of lattice
generation and rescoring; and we describe how to compute expected word
counts encoded in a lattice. We then propose a way to extend the statistical
IR model to lattice-based SDR, by estimating smoothed document n-gram
models from the expected word counts.
• Chapter 4 compares and contrasts our method with other methods, namely
statistical retrieval using 1-best transcripts, lattice-based retrieval using
the vector space retrieval model, and lattice-based retrieval using the Okapi
model.
• Chapter 5 details the experimental setup for comparing the performance
of the various approaches, as well as the experimental results. We describe
two sets of experiments on conversational telephone speech, one on a 17-
hour corpus in Mandarin Chinese, and another on a 1,920-hour English
corpus.
• Chapter 6 extends our lattice-based SDR method to query-by-example
SDR, and describes experiments and results for this task. For this task,
we experiment with SDR with and without stop word removal, and with
different stop word lists.
• Finally, Chapter 7 presents our conclusions and suggestions for future work.
5Research reported in this dissertation were presented in the following publi-
cations:
• T. K. Chia, H. Li, and H. T. Ng. A statistical language modeling approach
to lattice-based spoken document retrieval. In Proceedings of EMNLP-
CoNLL 2007, pages 810–818, June 2007.
• T. K. Chia, K. C. Sim, H. Li, and H. T. Ng. A lattice-based approach
to query-by-example spoken document retrieval. In Proceedings of SIGIR
2008, pages 363–370, July 2008.
• T. K. Chia, K. C. Sim, H. Li, and H. T. Ng. Statistical lattice-based spoken




Information retrieval deals with “the representation, storage, organization of,
and access to information items”, in such a way as to allow a user to easily
find items which he is interested in[8]. In a typical IR setting, there is a large
collection C of information items – documents – stored in a database; a user who
has an information need to fulfil then formulates his information request as a
query, which is usually an expression consisting of a list of keywords describing
his request. The goal of the IR system is to identify which documents in the
collection are relevant to the user’s underlying information need as conveyed in
the query.
2.1.1 Document Preprocessing
Before any queries are processed, the IR system will need to apply some prepro-
cessing to its document collection. In the case where the documents are digitized
text, the following preprocessing steps are usually performed: tokenization (or
lexical analysis), stop word removal (or stopping), stemming, and finally index-
ing. The workings of these steps are illustrated in Figure 2.1.
7... Information retrieval deals with “the representation, storage,
organization of, and access to information items”. ...y Tokenization
... information retrieval deals with the representation storage
organization of and access to information items ...y Stop word removal
... information retrieval deals representation storage
organization access information items ...y Stemming
... inform retriev deal represent storag organ access inform item ...y Indexing
...
document 336, 624, 864, ...
identifi 609
index 1099
inform 33, 128, 315, ...
...
Figure 2.1: Preprocessing steps normally applied to a text document for IR
Tokenization
During tokenization, each document is first converted from its original format
into a stream of units, or tokens, expressing the document’s content. For En-
glish IR, the most common type of token is the orthographic word; tokenization
usually involves recognizing spaces as word separators, removing punctuation
marks, and mapping all letters to the same case[8]. (In the case of IR for other
languages, however, other types of tokens have proven to be useful – for example,
character n-grams have been successfully employed for Chinese IR[120].) More
advanced analyses, such as normalization of dates and numbers, may also be
performed during tokenization.
Stop Word Removal
Next, stop word removal may optionally be performed, in which occurrences
of function words – such as “I”, “the”, and “but”, in the case of English –
are removed from the stream of tokens comprising each document. Stop word
8removal is usually done with a predefined stop word list, though there are also
efforts to automatically derive such lists from collection corpora[104, 64].
Stop word removal is generally considered to provide a number of benefits:
it reduces noise in the retrieval process by eliminating terms which are poor
discriminators of content, and it also reduces the amount of information that
the IR system needs to maintain. Despite this, one problem with stop word
removal is that its effects depend on the particular stop word list used, and
possibly also on the corpus’ subject domain[33].
Stemming
The words in each document may then be subjected to a process of stemming:
morphological inflections are removed from words, thereby converting each word
into its stem form. As an example of this process, consider the English words
“probate”, “probation”, and “probationary”; a stemming technique reduces all
three words to their common stem “probat”. The stemming process allows the
IR system to match query words to similar words of related meaning occurring
in documents, and not just the exact word forms. A commonly-used stemmer
for the English language is the Porter stemmer[82].
Indexing
Finally, the resulting representation of each document is stored in a data struc-
ture which allows rapid answering of questions, especially rapid access to doc-
uments according to their constituent tokens. A common type of structure for
this is the inverted file, which is composed of a sorted list of vocabulary words,
and a list of positions at which each word occurs (as illustrated in Figure 2.1).
In cases where the document collection is static, or where updates to the col-
lection need not be processed immediately, the vocabulary and word occurrence
lists in the index may be maintained simply as flat arrays[8] (see Figure 2.2);
Arau´jo et al.[7] presented an algorithm for constructing such an index. However,
9Table




... 921 336 624 864 907 2081 609 1099 33 128 315 ...
Figure 2.2: Possible structure of an inverted file, with the vocabulary and oc-
currence list represented as flat arrays
if fast response to changes in the collection is required, then more complex data
structures such as B-trees are needed[110].
2.1.2 Relevance Scoring and Retrieval Models
When a query is received, an IR system needs to process the query and consult
its document index, to determine as best as it can the set of documents which
fulfils the information need expressed in the query. In current retrieval systems,
this is done by assigning to each document a relevance score, a value which
gives an estimate of the document’s relevance to the information request. The
documents can then be sorted by relevance score to produce a ranked list for the
particular query. Thus, a good IR system will produce a ranked list in which
documents which are more pertinent to the information need are ranked higher.
To obtain an algorithm for assigning relevance scores, one adopts a particu-
lar abstract mathematical representation of documents and queries, and then
uses this representation to get a general strategy for estimating relevance –
a retrieval model. Historically, the vector space retrieval model with tf · idf
weighting[93, 94, 106, 96, 95] has been the dominant model in use in IR work;
however, the Okapi BM25 retrieval model[91, 89] and a more recent model based
on probabilistic language n-gram models[105, 16, 79] have also proven to be suc-
cessful in achieving good IR performance. In the vector space model, documents
and queries are viewed mathematically as vectors in Euclidean space. The BM25





cos(d, q) = cos τ
Figure 2.3: Cosine similarity between two vectors in Euclidean space
sequences of random events produced by stochastic processes. We now describe
these three models.
Vector Space Retrieval Model
In the vector space model, each document d and each query q is seen as a vector
in Euclidean space. Given vectors d and q, we can compute the cosine similarity





where d · q denotes the dot product of the d and q vectors, and ‖d‖ and ‖q‖
denote the Euclidean norms (vector lengths) of d and q respectively.
Geometrically speaking, cos(d,q) gives the cosine of the angle between the
two vectors d and q; this is shown in Figure 2.3. Thus, a large cosine similarity
means that the angle between the two vectors is small, and that the vectors have
similar directions. We can therefore use cos(d,q) as a measure of relevance of d
to q.
The tf · idf Weighting Scheme. We now describe the components of the
d and q vectors. Typically, each component d(i) of the vector d corresponds
to a word in the collection vocabulary V = {w1, w2, · · ·wV }. The values of
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the components are assigned according to the tf · idf weighting scheme; in this
scheme, each d(i) is a product of two terms:
• tf(wi,d), the “term frequency”, is an increasing function of c(wi;d), the
number of times wi occurs in d – that is,
tf(wi,d) = h(c(wi;d))
for some increasing function h;
• idf(wi), the “inverse document frequency”, is a decreasing function of the

















tf(wV ,d) · idf(wV )


Similarly, each component q(i) of the vector q is a product of two terms, the
“query term frequency” tf(wi,q) = h(c(wi;q)) which is an increasing function
of the count of wi in q, and the “inverse document frequency” idf(wi).


















Okapi BM25 Retrieval Model
The Okapi BM25 retrieval model[88] is based on an approximation to Harter’s
2-Poisson theory of word distribution across documents[41, 87], and the Robert-
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son/Spa¨rck Jones (RSJ) relevance weight based on the binary presence of terms
in documents[85, 86].
The 2-Poisson model says that, given a word w, the distribution of w across
documents in a collection follows a Poisson distribution if w is a non-content
word, and follows a mixture distribution of two different Poisson distributions
otherwise. More precisely, if f(x;w) denotes the probability that a random







wherem1 and m2 are unknown Poisson means with m1 > m2, and ν is a mixture
weight with ν = 1 if w is a non-content word.
To use the 2-Poisson model in IR, Robertson and Spa¨rck Jones[85] employed
the Probability Ranking Principle, which states that an IR system should rank
documents by their probability of relevance; that is, it should assign a rank to
each document d according to Pr (R | d), where R denotes the event that d is
relevant to the query at hand. It was shown[86, 88] that this is equivalent to
ranking by
W (d) = log
Pr (d | R) Pr (0 | ¬R)











where 0 denotes a “document” containing no terms, fR and f¬R are Poisson
























(ν1e−m1 + (1− ν1)e−m2)
where m1, m2, m3, and m4 are unknown Poisson means which depend on the
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length of d and the query q, and ν1 and ν2 are unknown mixture weights.
Due to a large number of unknown parameters in the above formula – which
make it difficult to use the formula directly – Robertson et al.[88] proposed to




(rw + 0.5)(|C| − nw −R+ rw + 0.5)












• |C| is the number of documents in the collection C;
• nw is the number of documents containing the word w;
• R is the number of documents in C which are known to be relevant;
• rw is the number of known relevant documents which contain w;
1
• |d| is the length of d;
• avdl the average document length across C; and
• κ, k2, and k3 are parameters.







where k1 ≤ 0 and b ∈ [0, 1] are parameters which are constant across all doc-
uments. This gives the relevance scoring formula for the Okapi BM25 retrieval
1R and rw can be estimated from user judgements (relevance feedback), or from a prelimi-
nary retrieval pass (pseudo-relevance feedback). Alternatively, if relevance feedback is not used,
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In contrast to the vector space model and the BM25 model, Song and Croft’s[105]
statistical retrieval model views each document d in a collection C, and each
query q issued by the user, as probabilistic events. In this framework, the
relevance of d to q can be defined as Pr (d | q). Under the assumption that the
prior Pr(d) is uniform over all documents in C, we see that by Bayes’ rule
Pr (d | q) =
Pr (q | d) Pr(d)
Pr(q)
∝ Pr (q | d) ;
this means that ranking documents by Pr (d | q) is equivalent to ranking them
by Pr (q | d), and thus Pr (q | d) can be used to measure relevance[16]. We can
therefore define relevance as the logarithm of Pr (q | d):
Relstat(d,q) = log Pr (q | d)
One reason for applying Bayes’ rule, instead of computing Pr (d | q) directly,
is that the probabilities Pr (· | d) and Pr(d) can be estimated more accurately
than Pr (· | q) [56]; another reason is that different documents have different
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lengths, so computing Pr (d | q) directly will bias the retrieval against long
documents[58].
The probabilities Pr (d | q) and Pr (q | d) can be interpreted in a number of
ways. Hiemstra and Kraaij[46] viewed q as a compound event, and Pr (q | d)
as the probability of generating the events in q from the process underlying d.
Berger and Lafferty[16] treated Pr (d | q) as the a posteriori probability that the
verbose language of d “translates” to the more concise language of q. Lafferty
and Zhai[58] argued that Pr (q | d) could be seen as the probability of generation
of both d and q under an implicit model of relevance.
To compute Pr (q | d), we express q as a series of words drawn from a vo-
cabulary V = {w1, w2, · · ·wV }; that is, q = q1q2 · · · qK , where K is the number
of words in the query, and qi ∈ V for 1 ≤ i ≤ K. Then given a unigram model
derived from d which assigns a probability Pr (w | d) to each word w in V, we
can compute Pr (q | d) as follows:
Pr (q | d) = Pr (q1q2 · · · qK | d) =
K∏
i=1





Pr (w | d)c(w;q) (2.4)
where c(w;q) is the word count of w in q. To estimate Pr (w | d) for each w in
the case of textual documents, we can compute the relative frequency of w in the
stream of tokens in d, and then apply smoothing. With these, we can compute
the relevance of d to q:





c(w;q) log Pr (w | d) (2.5)
Lafferty and Zhai[57] showed that this method of relevance scoring happens
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to be equivalent to ranking documents by the negative Kullback-Leibler (KL)
divergence −∆KL(Mq,emp,Md) from the unsmoothed empirical distribution of
words in q of a (possibly smoothed) distribution of words in d. If we define
Pr emp (· | q) to be the empirical distribution of query words, and Hq to be the
information entropy of q’s empirical distribution, namely







Pr emp (w | q) log Pr emp (w | q)




Pr emp (w | q) log
Pr (w | d)



























since the query length |q| and the entropy Hq are constants which do not depend
on d.
2.1.3 System Evaluation
To evaluate the effectiveness of an IR system, we can compare the ranked list of
documents output by the system with the ground truth relevance judgements as
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produced by humans. Let q denote a query, Rq the total number of documents
relevant to q, ri,q the number of truly relevant documents returned among the
first i documents in the ranked list, and r′j,q the position of the jth relevant
document in the ranked list. At each cut-off point i along the ranked list, we
can compute the retrieval precision and recall for the first i ranked documents.
Precision at this cut-off point is defined as the proportion of documents returned
by the IR system which are truly relevant, while recall is defined as the proportion
of relevant documents which are retrieved. In addition, we can also define the
precision at j relevant documents, to be the precision at the cut-off point where
j relevant documents are retrieved. We have
Prec. at cut-off point i =
ri,q
i
Recall at cut-off point i =
ri,q
Rq






The above formulae give us precision and recall values at various points along
the ranked list. For each query q, we can combine these values into a single
average precision (AP) value, the mean precision over all points of recall. If we
are to evaluate retrieval quality for several queries Q, we can also compute the
































Intuitively, a high MAP means that the IR system tends to place relevant




The use of mechanical techniques for automatic literature search was proposed
as early as 1957 by Luhn[68]. Building on Luhn’s ideas, Salton formulated a doc-
ument retrieval method based on performing linear algebra operations on term
frequency (tf) vectors[93]. These operations formed the basis of his SMART
system for library housekeeping, which was found to be able to achieve accu-
racy comparable with manual searching by trained expert indexers[94]; and the
view of documents as vectors was later presented as a retrieval model in its own
right[95]. Spa¨rck Jones introduced the idf measure as a way to estimate term
specificity (the semantic precision of words), and improved retrieval accuracy by
applying idf weighting to tf values[106].
Retrieval methods which adhere to the view of documents as vectors, but
attempt to improve upon the simple use of tf · idf vectors by exploiting term
correlations, have also been proposed: these include Wong et al.’s Generalized
Vector Space Model[121] and Deerwester et al.’s Latent Semantic Analysis[29].
Following the empirical success of the tf · idf method, researchers strove to
further improve retrieval accuracy by using formal probabilistic models to guide
the design of IR algorithms. To this end, Harter[41] proposed the 2-Poisson
model; and Robertson and Spa¨rck Jones considered the problem of assigning
weights to query terms according to the presence or absence of terms in relevant
and irrelevant documents, and derived the Robertson/Spa¨rck Jones relevance
weight from statistical principles[85, 86]. This, along with Harter’s 2-Poisson
model, formed the theoretical basis of the Okapi BM15 and BM11 relevance
ranking formulae[90, 87]; the Okapi BM25 ranking formula[91, 89] was a combi-
nation of these two formulae.
The view of documents as samples from n-gram models was proposed by
Kalt[55]. He assumed that the underlying process which generated the doc-
uments can be approximated by Markov models, where there is one Markov
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model per “class” of documents, and suggested that the parameters of these
models can be estimated using a maximum likelihood estimator. An advantage
of this approach over the Okapi BM25 approach is that it obviates the need to
model the distribution of word counts over different documents.
Ponte and Croft[81] used the same basic idea as Kalt, but estimated an
n-gram model individually for each document instead of postulating document
classes, and also introduced a more robust model estimation procedure involving
a risk function. Ponte and Croft’s method computed relevance as the probability
Pr (q | d) of generating a query from an n-gram model of a document; they
treated each query as a set of terms – more specifically, as a series of binary
events corresponding to the presence and absence of words in the query.
Song and Croft[105] improved on this method by treating each query not as
a set of terms, but as a sequence of terms, each corresponding to an independent
event. This approach provides a straightforward way of handling duplicate terms
in a query. Similar methods were discovered by Miller et al.[74] and Hiemstra
and Kraaij[46].
Several improvements to Song and Croft’s basic method have been proposed.
Berger and Lafferty[16] framed the problem of IR as a task of “translating” from
the verbose “language” of documents to the concise “language” of queries, and
introduced techniques from statistical machine translation for doing retrieval.
Lafferty and Zhai[57] cast the task of relevance scoring as a computation of the
KL divergence between a query model and a document model, and used Markov
chains derived from the document collection to expand the n-gram models for
both queries and documents. Instead of computing Pr (q | d), Lavrenko and
Croft[59] estimated for each query q a “relevance model” R from q and the col-
lection C, and computed relevance scores as Pr (d | R). Zhai and Lafferty[127]
studied the effect of various model smoothing algorithms and smoothing pa-
rameters on retrieval accuracy, and introduced a “two-stage smoothing” method
which combined two smoothing algorithms.
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2.2 Speech Recognition
Automatic speech recognition (ASR) is the use of computers to convert a raw
waveform of a speech into a transcription of the words (or, more generally, to-
kens) spoken therein. The dominant paradigm for ASR in use today is based
on the theory of hidden Markov models (HMM), which has been shown to work
well for this task[83].
2.2.1 Properties of Speech
Before describing the process of speech recognition and the application of HMM
theory to it, we examine some of the properties of human speech.
In its raw input form, a sound recording is a waveform as captured by (for
instance) a microphone; Figure 2.4 illustrates such a waveform. For purposes
of speech recognition, it is more useful to view the speech in a different way, as
a series of frequency spectra. Here, each short moment of speech – each speech
frame – is seen as a composition of several simple sinusoidal waveforms, and
a frequency spectrum is a two-dimensional plot of the magnitude of each such
sinusoidal component as a function of frequency. Such a representation is useful
in speech analysis as it mimics the workings of the human vocal tract and inner
ear, which respectively produce and respond to frequency resonances.
At a higher level, we can view human speech as a physical realization of a
string of phonemes – contrastive speech units – which represent the meaning
and content being expressed by the speaker. The utterance in Figure 2.4, for
example, comprises the phonemes /ae t hh ow m/. The goal of ASR is thus to
recover from a raw speech recording the underlying phonemes and words of the
speech utterance.
A complication in ASR is that the relationship between a phoneme and
its realization in the actual speech is not a straightforward one. A phoneme

































Figure 2.5: Overview of the process of automatic speech recognition; o denotes
the acoustic observations comprising an utterance, and t denotes a hypothesized
transcript
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acoustics of different phonemes[98]. Furthermore, the surface form of a phoneme
may differ between speakers due to variations in dialect and idiolect, and may
even change within a single speaker according to emotional status, degree of
formality, and other factors[109].
2.2.2 The Speech Recognition Process
With this, we now describe the process of speech recognition. Figure 2.5 gives
an overview of this process.
Front End Parameterization
In a typical ASR system, the input speech waveforms are first preprocessed.
Three types of preprocessing commonly done are
• speech/non-speech segmentation, in which a spoken document is divided
into segments of speech punctuated by periods of non-speech2, so that the
later ASR stages do not need to process long intervals of environmental
noise[101];
• pre-emphasis, in which a first order difference equation is applied to the
speech signals in order to amplify higher frequencies; and
• windowing, in which each speech frame is passed through a tapered window
function, such as a Hamming window[40].
After preprocessing, each speech frame is converted into a frequency spec-
trum, using a discrete Fourier transform algorithm, to give the frequency compo-
nents contained in the frame. From each spectrum, a vector of spectral features
is extracted which encodes the salient speech features of the frame. Commonly-
used spectral feature representations include vectors of mel-frequency cepstrum
2In our experiments, we make use of the segmentations given in the respective speech
corpora, although practical systems will need to employ automatic methods for detecting
speech/non-speech boundaries.
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coefficients (MFCCs) [28] and vectors of perceptual linear prediction (PLP)
coefficients[44]; both these representations are based on models of the human
auditory system. The process of feature extraction helps to make the task of
ASR computationally tractable – it condenses the information in the spectra
into a smaller set of values, and it decorrelates the spectral information, making
it easier to model statistically[48, 123].
Acoustic Models
After obtaining a series of feature vectors, we now view the vectors as the output
of a stochastic process; this is a useful approach as it allows us to model the high
degree of variability in speech effectively. More precisely, we assume that the
stochastic process underlying speech production can be described with hidden
Markov models (HMMs). An HMM consists of
• a set of states {s1, s2, · · · sQ};
• a space of possible output observations Y;
• an output probability distribution for each state, specifying p(y | si) for
each y ∈ Y; and
• an initial state distribution Pr(x1 = si); and
• state transition probabilities Pr (sj | si).
Thus the HMM starts out in a state si with probability Pr(x1 = si), and
at each moment t in time, 1 ≤ t ≤ T , the HMM is in a particular state
xt = si, produces an output observation y according to the probability den-
sity p(y | si), and proceeds to transition to a state xt+1 = sj with probability
Pr (xt+1 = sj | xt = si) = Pr (sj | si); the sequence of states traversed by the
HMM is thus x1, x2, · · · xT .
In most speech recognition systems, HMMs are used to model the acoustics
of phonemes (acoustic models), and these phoneme HMMs are then combined
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s0 s1 s2 s3 s4
Pr(s1 | s0) = 1 Pr(s2 | s1) Pr(s3 | s2) Pr(s4 | s3)





y1 y2 y3 y4 y5 y6
Pr(y1 | s1) Pr(y2 | s1) Pr(y5 | s2) Pr(y6 | s3)
Figure 2.6: Structure of a typical triphone HMM
into models for words and whole utterances. Typically, a separate HMM is built
for each triphone, where a triphone denotes a phoneme in a particular context;
for example, the pronunciation of /ow/ in /ae t hh ow m/ will be assigned an
HMM for the triphone hh-ow+m (/ow/ which is preceded by /hh/ and followed
by /m/). To overcome the sparse data problem arising from the huge number of
triphones that must be trained, one can tie the parameters of different models[10]
and states[124], where the tying is done with the help of decision trees.
The structure commonly used for triphone HMMs has three emitting states
and a left-right topology, as shown in Figure 2.6; in this topology, the HMM’s
initial state is fixed to be the leftmost state. Also, the output distribution
p(y | si) is assumed to be a multivariate mixture of Gaussians[123]:




where G is the number of mixtures, the ci,k are mixture weights, the µi,k and
Σi,k denote mean and covariance matrices, and N is the multivariate Gaussian
probability density function.
Although HMMs are a powerful way for modeling the acoustics of speech,
they suffer from a number of inherent limitations due to their structures[48]:
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...
hombre hh aa m b r ah
homburg hh aa m b er g
home hh ow m
home’s hh ow m z
home-made hh ow m m ey d
...
Figure 2.7: Fragment of a pronouncing dictionary
• The most likely duration of time spent in a single state is constrained to
be the duration of one feature vector; it would be more sensible to have
a model in which state occupancy duration is related to the number of
speech frames assigned to it during training.
• Successive speech frames are assumed to be independent, even though it
is known that speech is highly correlated in time.
The Pronouncing Dictionary and Language Model
From a set of triphone models, we can construct an HMM for an entire speech
segment. This is done with the help of a pronouncing dictionary and a language
model. A pronouncing dictionary contains a list of words along with their phone-
mic transcriptions (see Figure 2.7). Such dictionaries are usually compiled by
hand. A language model – typically an n-gram model – gives probabilities of
various combinations of words; such a model can be estimated using a sufficiently
large text corpus from the appropriate subject domain.
Language Model Perplexity. We can attempt to gauge the quality of a
language model M by computing the perplexity of a text corpus T under M,
where the corpus is represented as a series of random events t1t2 · · · tN . The
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perplexity is computed as[17]
Perplexity = 2− log2 Pr(t1t2···tN |M)/N
= (Pr (t1t2 · · · tN | M))
−1/N (2.7)
The perplexity is a measure of the average number of possible choices for each
word given the preceding words; thus, a low perplexity will suggest that M is
a good model for predicting T . Generally, a trigram model can be expected to
yield a lower perplexity for T , than a bigram model for the same domain.
Modeling an Utterance
Given a set of acoustic models, a pronouncing dictionary, and a language model,
we can now notionally construct an HMM for an entire utterance. We first
construct models for pronunciations of entire words, by concatenating triphone
HMMs end to end according to each word’s pronunciation given in the pronounc-
ing dictionary. Next, we connect the word HMMs according to the language
model, to obtain a single large model for a complete speech segment.
Acoustic Model Training
Before attempting to recognize speech, we need to train a set of acoustic mod-
els. To do so, we start with a training corpus comprising several utterances
along with their reference transcripts, create an initial set of acoustic mod-
els, and apply Baum-Welch reestimation[15] (a particular case of Expectation-
Maximization[30]) to progressively improve the models. Let
o(1) = y1,1y1,2 · · ·y1,T1
· · ·
o(M) = yM,1yM,2 · · ·yM,TM
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be the training utterances represented as sequences of spectral feature vectors,
where M is the number of utterances and Tm denotes the number of speech
frames in the mth utterance; and let t(1), t(2), · · · t(M) denote their correspond-
ing phoneme transcripts. We can construct a large HMM consisting of the unions
of triphone models concatenated according to the phoneme transcripts, and it-
eratively train the various parameters ci,k, µi,k, Σi,k, and Pr (sj | si) of the
individual HMMs by way of this large HMM (embedded training). The precise


























































where the superscripts denote iteration counts, and
ξ
(n)
m,t(i, j) = Pr
(n)
(
xt = si, xt+1 = sj | o
(m), t(m)
)
can be computed by dynamic programming (the forward-backward algorithm[83])




















In practice, the first few iterations of Baum-Welch are performed on a set
of HMMs with a simple structure – with context-independent phoneme models,
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and single Gaussians for output probability distributions – to obtain good initial
estimates; and as the training proceeds, the complexity of the model set is grad-
ually increased[122]. The outcome of this procedure is a set of acoustic models
which locally maximize the probability of the training data.
Speech Decoding
With a set of trained acoustic models, a language model, and a pronouncing
dictionary, we can now attempt to transcribe, or decode, new unseen utterances.
Given a new utterance o, the goal of decoding is to find a 1-best transcript
t which maximizes Pr (t | o). Theoretically, this is the same as maximizing
Pr(t,o) = Pr (o | t) Pr(t), where Pr (o | t) and Pr(t) are computed with the
acoustic models and language model respectively. However, as an empirical
correction to the limitations of HMMs described in Section 2.2.2, current ASR
systems also apply a grammar scale factor ω > 1 and a word insertion penalty




Pr (o | t) eρ|t|
)1/ω
To find the 1-best transcript t = argmaxt P˜r(t,o), the ASR engine performs
a search through a huge HMM formed from the acoustic models, pronouncing
dictionary, and language model. This can be done using a Viterbi search, in
which the system keeps track of the best sequence of states up to each state in
the HMM state at each speech frame. Since the HMM contains a large number
of states, speech recognizers normally maintain only paths which are within a




After obtaining 1-best transcripts of utterances from an ASR engine, we can use
them to evaluate the recognizer’s performance – by comparing them against the
reference, ground truth transcripts for the utterances. The standard metric for
this is the word error rate (WER), which is determined by the minimum number
of word insertions, deletions, and substitutions needed on the ASR transcripts
to obtain the reference transcripts:
Word error rate =
Insertions + Deletions + Substitutions
Length of reference transcripts
× 100%
For languages such as Mandarin Chinese in which word boundaries are not
indicated in the standard orthography, the WER metric cannot be applied di-
rectly. In such cases, possible alternative metrics are the character error rate
(CER) and the syllable error rate (SER), where the insertions, deletions, and
substitutions are measured in terms of characters and syllable pronunciations
respectively, instead of words.
2.2.4 Literature Review
One of the earliest systems for speech recognition was that of Davis et al.[27],
which was capable of recognizing isolated digits (“one” to “nine”, and “oh”)
spoken by a single speaker. This system was an analogue circuit which worked
by analyzing the trajectories of formants – peaks in the energy spectrum in fre-
quency domain – and comparing these trajectories to reference patterns for the
ten digits. In 1957, Fry[34] proposed that knowledge of the statistical distribu-
tion of phonemes plays a part in human speech recognition; this idea formed the
basis for the use of statistical syntax in ASR. The use of dynamic programming
in speech recognition was discovered by Sakoe and Chiba[92], among others;
dynamic programming was employed to transform the time axes of speech seg-
ments to account for different speaking rates (“dynamic time warping”), and to
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notionally concatenate multiple reference speech patterns for continuous speech
recognition.
The mathematical theory of hidden Markov models was formulated by Baum
and colleagues in the Institute for Defense Analyses in Princeton[14, 13, 15].
Baker[12] applied this work to speech recognition, and built the DRAGON
speech understanding system which was based on HMM theory and used the
Viterbi decoding algorithm. Independently, Jelinek et al.[51] developed a speech
recognizer which worked similarly, but used a stack (A*) decoder[50]; this was
a speaker-dependent, large vocabulary continuous speech recognition (LVCSR)
engine.
Subsequent research efforts built on the HMM paradigm and improved on
the acoustic modeling process in myriad ways. The use of context-dependent
phoneme models was proposed by Bahl et al.[9]; model tying and state ty-
ing were later introduced by Bahl et al.[10] and Young et al.[124] respectively.
Lee et al.[61, 60] incorporated several improvements – such as using differenced
cepstrum coefficients, function-word-dependent phoneme models, and deleted
interpolation of models – into the CMU SPHINX system, to yield a speaker-
independent LVCSR engine with reasonable recognition accuracy. The HMM
Tool Kit (HTK) from Cambridge University[122] has various features which can
be used to achieve good speaker-independent ASR, such as model interpolation,
cepstral mean and variance normalization, and unsupervised speaker adapta-
tion.
2.3 Spoken Document Retrieval
Spoken document retrieval is the task of information retrieval in which the col-
lection of documents to retrieve from is in the form of speech recordings. In a
typical SDR task, the system is faced with a query in text form expressing the



















Figure 2.8: Overview of the process of spoken document retrieval
relevant to this query.
Currently, SDR is done with a combination of IR and ASR techniques.
Speech recordings are processed by a speech recognizer to produce document
surrogates representing the information content of the speech[114]. The sur-
rogates may be comprised of the 1-best transcripts of the speech, or multiple
individual transcripts (N -best lists[100]), or transcription hypothesis arranged
in a lattice; in addition, the transcription can be based on words, or on other
linguistic units such as phonemes[36]. These surrogates are then processed into
an index, which can then be queried using IR techniques to produce a list of
documents ranked by relevance to the query. The process of SDR is summarized
in Figure 2.8.
2.3.1 SDR Using Different Types of Document Surrogates
SDR Using 1-best Word Transcripts
A straightforward way to perform SDR is to simply use 1-best word transcripts
as document surrogates: that is, one uses ASR to obtain the most probable word
transcript of each of the documents, and then performs IR on the transcripts as
if they are text documents. This method has been found to lead to good retrieval
performance when the speech is not noisy; indeed, in the SDR track of the Ninth
Text REtrieval Conference (TREC-9), in which participants were required to
perform retrieval from a collection of news broadcasts, the participating systems
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all used 1-best word transcripts to perform retrieval[37, 53, 84]. It was found
that[115]
“for each of the participants, retrieval from the transcripts created by
their own recognizer was comparable to the retrieval from the human
reference transcripts.”
Despite this success, it is opined that 1-best word transcripts are still not of
sufficient quality when the speech are of a more challenging nature, where the
WER can be 50% or higher; in such cases, the use of information from lattices
has proven to be useful for SDR[99, 70].
SDR Using Subword Transcripts
Besides transcribing speech into orthographic words, it is also possible to tran-
scribe speech into units which are parts of words, or “subwords”. Glavitsch and
Scha¨uble[38] proposed a SDR system in which the speech is transcribed into
overlapping units of consonants flanked by vowels, as shown in Figure 2.9. Ma-
teev et al.[73] and Fuller et al.[35] converted word transcriptions of documents
as well as queries into strings of phonemes, and performed fuzzy matching be-
tween the phoneme strings in the queries and the documents. Other types of
subword units which have been proposed for SDR include phoneme n-grams[78],
syllables[24], and morphemes[112].
The retrieval accuracy of subword-based SDR alone has been generally found
to be poor compared to word-based SDR (for instance, in the TREC-8 SDR
track[36]); however, subwords are still proposed as a solution to the problem
of out-of-vocabulary (OOV) words, where a word needs to be recognized and
searched for, but does not appear in a word-based ASR system’s pronouncing
dictionary.
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Die neue franzo¨sische Premier-
ministerin Edith Cresson hat
in ihrer Regierungserkla¨rung den
Schwerpunkt auf die Wirtschafts-
und Sozialpolitik gelegt. Ihre
Hauptaufgabe sei ...
→ DIE NEUE FRA ANZOE OESI
ISCHE PRE EMIE IERMI INI
ISTE ERI IN EDI ITH CRE
ESSO ON HA AT IN IHRE
ER RE EGIE IERU UNGSE
ERKLAE AERU UNG ...
Figure 2.9: An example of how a Swiss German passage could be represented as
subword units, from Glavitsch and Scha¨uble[38]
SDR Using Lattices
A lattice[49, 48] is a connected directed acyclic graph generated from a speech
segment by an ASR engine, in which each path through the graph corresponds to
a transcription hypothesis suggested by the speech recognizer. In a lattice, each
edge is labeled with a hypothesis for a transcription unit (for example, a word),
an acoustic likelihood for the hypothesis, and a language model probability; the
product of all the probabilities along a path then gives the probability of that
transcript corresponding to the path, given the recognizer’s state of knowledge.
Lattices are computed using an extension of the decoding pass of ASR; a more
detailed description of the lattice generation process is given in Section 3.2.1.
Figure 2.10 shows an example of a lattice.
The lattice representation for indexing spoken documents was introduced by
James and Young[49], as part of a method for vocabulary-independent keyword
spotting. James used phoneme lattices, in which lattice edges were labeled with
phonemes and phoneme likelihoods. Searching for a keyword in a spoken doc-
ument then involved finding a fuzzy match between the keyword’s phonemic
realization and the phoneme labels in the paths through the document’s lattice.
The lattice representation was later applied to the task of SDR by James[48].
James searched each phone lattice for phoneme sequences corresponding to query
words, and computed the durationally-normalized log likelihood ratio (DNLLR)
of each match; the number of times the DNLLR exceeded a given threshold was
then determined, and these counts were then used in retrieval under a vector
3
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a = −598. 849
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a = −4562. 52
l = −1. 644
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a = −4562. 52
l = −1. 644
<s>
a = −11 7. 546
l = 0
<s>
a = −148. 49
l = 0 oh
a = −158. 496
l = 1. 226
I’m
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l = 1. 876
I’m
a = −39 4.852
l = 1. 993
I’m
a = −392. 016
l = 1. 993 in
a = −544.831
l = 1. 009
in
a = −540. 692
l = 1. 009
Philadelphia
a = −21 39. 57
l = −1. 644
it’s
a = −2384. 66
l = −2. 567
</s>
a = 0
l = −1. 563
Figure 2.10: Portion of a word lattice for the utterance “I’m in Philadelphia”, from the Fisher English Training corpus; nodes are
labeled with word hypotheses, log acoustic likelihoods (a), and log language model probabilities (l) likelihoods
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space model with tf · idf weighting.
Since then, a number of different methods for SDR using lattices have been
proposed. Jones et al.[54] combined retrieval from phoneme lattices using vari-
ations of James’ method with retrieval from 1-best word transcripts, and ex-
perimented with both inverse document frequency (idf) term weighting and a
modified version of the Okapi BM25 relevance weighting function. Siegler et
al.[103] used word lattices instead of phoneme lattices as the basis of retrieval,
and used a somewhat different approach to retrieval; they also generalized the
tf · idf formalism to allow uncertainty in word counts, by interpreting the tf
component as a word probability, and the idf component as a mutual informa-
tion metric. Abberley et al.[2] treated each lattice as a bag of graph links, and
used the Okapi BM25 function in retrieving spoken documents from a broad-
cast news corpus, but did not obtain an improvement in retrieval performance
over using 1-best transcripts. Saraclar and Sproat[99] performed word-spotting
in word lattices by looking for query word occurrences whose expected counts
were above a certain threshold; they also computed the expected count of the
occurrences of query word pronunciations, when using phone lattices for word-
spotting. Chelba et al.[22, 23] preprocessed lattices into more compact Position
Specific Posterior Lattices (PSPL) – a generalization of an inverted index which
records not only the positions of words, but also their posterior probabilities
at each position – and used the PSPL to compute an aggregate score for each
document based on the posterior probabilities of query words, as well as their
proximity within the document. Mamou et al.[70] converted each lattice into
a word confusion network[71], and estimated the inverse document frequency
(idf) of each word t as the ratio of the total number of words in the document
collection to the total number of occurrences of t.
Expected Counts from Lattices. A technique often used in lattice-based
speech processing is to compute the expected count of each word in each docu-
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ment, where a word’s expected count is the statistical expectation of the number
of times the word is spoken.
Siegler[102] described expected word counts and formulated a way to estimate
expected word counts from lattices based on the relative ranks of word hypothesis
probabilities, by finding an empirical relationship between relative ranks and
actual term presence. Chelba and Acero[22] used a more explicit formula for
computing expected word counts based on summing edge posterior probabilities
in lattices. Allauzen et al.[6] proposed a method for indexing phone lattices
to allow efficient searching of phone strings and computation of their expected
counts. Saraclar and Sproat[99] performed word-spotting in word lattices by
looking for query word occurrences whose expected counts were above a certain
threshold; they also computed the expected count of the occurrences of query
word pronunciations, when using phone lattices for word-spotting. Yu et al.[125]
searched for phrases in spoken documents using a similar measure, the expected
word relevance. Finally, Yu and Seide[126] proposed a method for estimating
the expected counts of phone strings of arbitrary length from statistical models
obtained from shorter n-grams, to support efficient keyword search.
Expected counts have also been used to summarize the phonotactics of a
speech recording represented in a lattice: Hatch et al.[42] performed speaker
recognition by computing the expected counts of phone bigrams in a phone
lattice, and estimating an unsmoothed probability distribution of phone bigrams.
In addition, Allauzen et al.[4, 5] outlined algorithms based on automata theory
for obtaining expected counts and estimating backoff and interpolated language
models from such counts, for speech recognizer adaptation and speech mining.
Although many uses of expected counts have been studied, the use of statis-
tical language models for IR built from expected word counts has not been well
explored.
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2.3.2 SDR Using Different Retrieval Models
As with IR on text documents, SDR can be done under various retrieval models.
For SDR with 1-best transcripts, researchers have experimented with the tf · idf
model[37, 78, 24], the Okapi BM25 relevance scoring formula[53, 78], and Song
and Croft’s[105] statistical retrieval model[37, 24]. Chen et al.[24] showed that
the statistical model outperformed the tf · idf model when retrieving broadcast
news stories using their 1-best transcripts; that is, the statistical language mod-
eling approach to retrieval has been shown to be superior to the vector space
approach for both text retrieval and SDR.
In contrast to the situation for SDR with 1-best transcripts, the methods
which have been proposed for lattice-based SDR, from James[48] to Mamou et
al.[70], have all been based on the classical vector space retrieval model with
tf · idf weighting, or the Okapi BM25 model, even though there are differences
in the details of the methods. Indeed, our research aims to fill this gap by
proposing a lattice-based SDR method which uses Song and Croft’s statistical
retrieval model.
2.4 Query by Example
Finally, we look at the task of query by example. In query by example, a system
is provided with a collection of objects, as well as a query which is itself an
object of like form – a query exemplar – and the task is to find objects in the
collection which are similar to the exemplar. In this task, the query is not a
concise description of the user’s information need, but rather an example of the
type of object which the user wishes to seek in the collection.
Methods for query-by-example retrieval have been proposed for several types
of media. For instance, Zhu et al.[128] demonstrated a “query by humming”
system which retrieves music pieces according to a user’s melody humming,
while Vu et al.[116] described a query-by-example image retrieval system which
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accepts a picture as a query, and attempts to find images containing the elements
presented in the query image. An advantage of query-by-example retrieval is that
it does not require the user to formulate an explicit short textual description of
his information need[18].
In this thesis, we look at the task of query-by-example spoken document re-
trieval, in which both the document collection and the query exemplar are in the
form of full-length spoken documents, and the goal is to find documents which
are of a similar subject matter to the query exemplar.
2.4.1 Previous Work Related to Query-by-Example Spoken Doc-
ument Retrieval
Query by Example for Speech and Text
An instance of query-by-example retrieval for speech and text is the tracking
task in the Topic Detection and Tracking (TDT) project[118]. In this task, the
system is provided with one or more training news stories (in text or speech
form) on specific event, and it must be able to find later news stories (in text or
speech form) directly related to this event. For instance, the training stories may
be about the Oklahoma City bombing in 1995, in which case the system should
retrieve stories about the investigations into the bombing, the prosecution of
Timothy McVeigh, and so forth. In this setup, the training news stories can be
seen as query exemplars in a query-by-example task.
Efforts to solve this tracking task – for instance, He et al.[43] and Lo and
Gauvain[65, 66] – have made use of only ASR transcripts; this is likely because
topic tracking, like SDR, can be done accurately even with 1-best transcripts
when the rate of transcription errors is low enough[3].
Another instance of query by example is the Mandarin SDR task of Chen et
al.[24]. In this task, Chen et al. used newswire (text) articles as query exemplars
for retrieving news broadcast (speech) recordings on similar topics; for retrieval,
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they used the statistical language modeling approach with 1-best transcripts of
the collection corpus.
Spoken Queries for IR
In addition to query-by-example retrieval for text and speech documents, there
has also been prior work on the use of spoken queries for retrieval.
Colineau and Halber[26] measured the precision and recall for extracting
keywords from queries in speech form. In their task, the queries were speci-
fied as short natural language sentences, such as “What do you have on John
Kennedy?”; these were recognized and transcribed by applying grammar parsing,
followed by rescoring with a domain-specific n-gram model, onto a word lattice.
While this method is useful for short queries which are relatively formulaic and
specify the information need concisely, it is not directly applicable to our task,
where the query exemplars comprise unrestricted speech and may contain much
non-topical material. A different approach is thus needed in our case.
Another work on retrieval with short spoken queries is that of Bai et al.[11],
who proposed a method for retrieving both text and speech documents in Man-
darin Chinese in response to such queries. Bai et al. converted spoken queries
and documents into Mandarin syllable lattices, and then computed feature vec-
tors from the query lattices, the spoken documents’ lattices, as well as the text
documents; relevance scores were then computed from the vectors under the
tf · idf model. Chang et al.[21] also described a method for spoken-query IR
under the vector space model, using character and syllable transcripts of Chi-
nese queries. In contrast to both of these methods, our proposed approach is to






In this chapter, we describe our proposed lattice-based method for SDR with
short queries, based on the statistical model of IR. Our method uses the ba-
sic approach of Song and Croft[105], and uses the language model smoothing
methods of Zhai and Lafferty[127].
3.1 Statistical Retrieval Model
As discussed in Section 2.1.2, we can compute the relevance of a document d to
a query q under Song and Croft’s retrieval model according to Equation 2.5:





c(w;q) log Pr (w | d)
Before using this equation, we must estimate a unigram model from d: that
is, an assignment of probabilities Pr (w | d) for all w ∈ V. If d is in the textual
form, one can simply estimate Pr (w | d) by computing the relative frequency of
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Hypothesis Probability




















Figure 3.1: An N -best list of transcription hypotheses
w in the stream of tokens in d and applying smoothing. If however d is in speech
form, and we wish to make use of multiple speech recognition hypotheses, we
need to obtain Pr (w | d) through different means.
3.2 Estimating Expected Word Counts Using Lat-
tices
We propose to estimate each Pr (w | d) from the expected count of w in d – the
mean number of times w occurs in d – as well as the expected length of d, under








|t|Pr (t | d)
Here, each t denotes a transcription hypothesis, c(w; t) is the number of occur-
rences of w in t, |t| is the length of t in words, and Pr (t | d) likelihood that t is
the correct transcription of d given the speech recognizer’s state of knowledge.
As an example of expected counts, consider a document for which the tran-
scriptions proposed by the speech recognizer are as in Figure 3.1. (Such a list of
transcriptions is usually termed an N -best list
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count of the word “like” is
















= 1 · 0.41401 + 1 · 0.36088 + 1 · 0.13118 + 0 · 0.09393
= 0.90607
while the expected document length will be
E[|d|] =
∣∣∣t(1)∣∣∣Pr(t(1) | d)+ ∣∣∣t(2)∣∣∣Pr(t(2) | d)
+
∣∣∣t(3)∣∣∣Pr(t(3) | d)+ ∣∣∣t(4)∣∣∣Pr(t(4) | d)
= 3 · 0.41401 + 4 · 0.36088 + 3 · 0.13118 + 3 · 0.09393
= 3.36088
Although the above example involves only four transcriptions, efficient al-
gorithms exist for computing expected counts even from lattices containing a
vast number of hypotheses[99, 42]. From the expected counts, we can proceed
to estimate unigram probabilities Pr (w | d), and from them obtain scores for
query-document relevance.
3.2.1 Initial Lattice Generation
First, to obtain multiple transcription hypotheses from a spoken document d, we
use a speech recognizer to compute speech lattices from d. In order to do this,
we first divide each spoken document into several short speech segments. Let M
be the number of speech segments, and o the acoustic observations comprising
such a speech segment. We then use a speech recognizer to compute a lattice
from each o.
As aforementioned, lattices are generated by performing a decoding pass as
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described in Section 2.2.2, using an adaptation of the Viterbi algorithm: specifi-
cally, the decoder does not merely maintain the best (maximum likelihood) path
leading to each point in the search, but keeps track of multiple paths[48]. To
prevent the Viterbi search from becoming prohibitively expensive, we use a rel-
atively simple language model – in this case, a word bigram model trained from
general text – to guide the search, with appropriate pruning to reduce the decod-
ing search space. As in 1-best decoding, the set of paths which are maintained at
each search point is controlled by beam width parameters[80]; a modified Viterbi
traceback procedure starting from the last speech frame thus yields a directed
graph containing all recognition hypotheses within the search beam, and this
graph is our speech lattice.
Let L denote such a lattice produced by the speech recognizer. We can
consider L to comprise a set of nodes S and a set of edges A ⊂ S × S, where
each edge a ∈ A is labeled with a word hypothesis t[a], an acoustic likelihood
pam[a], and a language model probability plm[a]. Each path
π = a1a2 · · · aN
through the lattice contains a hypothesis of the series of words spoken in this
speech segment,
t[π] = t[a1]t[a2] · · · t[aN ],
along with acoustic probabilities
Pr (o1 | a1) = pam[a1],
Pr (o2 | a2) = pam[a2],
Pr (o3 | a3) = pam[a3],
· · ·
Pr (oN | aN ) = pam[aN ]
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as well as bigram probabilities
Pr(t[a1]) = plm[a1],
Pr (t[a2] | t[a1]) = plm[a2],
Pr (t[a3] | t[a2]) = plm[a3],
· · ·
Pr (t[aN ] | t[aN−1]) = plm[aN ].
Here, oi denotes the acoustic observations for the time interval corresponding to
the edge ai and the word ti hypothesized by the speech recognizer, such that
o1o2 · · · oN = o. Furthermore, o1 and oN commonly correspond to the silence
period at the beginning and end of the speech segment, and t[a1] and t[aN ] will
be the utterance beginning and ending tags <s> and </s> respectively. The
acoustic likelihood for the entire path π is
Pr (o | π) =
N∏
i=1




and the bigram probability for π is




Pr (t[ai] | t[ai−1])
)











After generating the initial lattice, we can either use the language model prob-
abilities in the lattice as obtained from the simple language model, or we can
rescore the lattice with a more complex language model[119] to yield a better-
quality lattice1.
In rescoring, we transform L into another lattice L′ by discarding the bigram
probabilities plm[·], and replacing them with probabilities p
′
lm[·] from the more
elaborate language model. For this we use a trigram model for general text; thus
for a path π = a1a2 · · · aN , the new language model probabilities are
Pr t[a1] = p
′
lm[a1],
Pr (t[a2] | t[a1]) = p
′
lm[a2],
Pr (t[a3] | t[a1]t[a2]) = p
′
lm[a3],






t[aN ] | t[aN−2]t[aN−1]
)
= p′lm[aN ]





1Decoding followed by rescoring is computationally less expensive than directly decoding
with a complex language model: the beam pruning in the first decoding pass helps reduce the
space of hypotheses which the rescoring pass will need to go through.
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fe 03 00002, 3.41s to 3.88s 28.9 44.5 (+54%)
fe 03 00011, 245.21s to 247.02s 364.3 795.2 (+118%)
fe 03 00661, 222.74s to 223.51s 118.1 270.8 (+130%)
fe 03 01271, 0.43s to 1.97s 10.2 10.6 (+4%)
fe 03 02643, 177.18s to 179.91s 244.5 432.7 (+77%)
fe 03 05450, 352.57s to 367.54s 5,940.2 19,243.5 (+224%)
fe 03 07893, 378.87s to 382.92s 174.1 321.4 (+85%)
fe 03 08554, 465.55s to 478.57s 10,921.8 17,147.6 (+57%)
fe 03 08992, 37.08s to 39.01s 722.5 2,425.6 (+236%)
fe 03 11358, 83.98s to 84.87s 7.8 9.8 (+26%)
Table 3.1: Sizes of unpruned lattices for 10 speech segments in the Fisher English
Training corpus, before and after rescoring with a trigram model
Some nodes and edges in the original lattice L may be shared by different
paths, and yet have differing trigram contexts. To take care of this it is often
necessary to create several duplicates of a single node to cater to the different
trigram histories; thus in general the rescored lattice L′ will be larger than L
(Table 3.1).
3.2.3 Lattice Pruning
After rescoring, we prune the lattice L′ by removing paths in the lattice whose
log joint probabilities (ln P˜r(π,o)) are not within a threshold Θdoc of the best
path’s log probability; specifically, by removing nodes and edges which occur
only on such low-probability paths[75]. Lower values of Θdoc prune the lattice
more, and run the risk of pruning away useful paths and statistics involving key
query terms; in contrast, higher values of Θdoc preserve more information from
the lattice, but may thus introduce noise by retaining spurious transcription
hypotheses – the individual probabilities of these spurious hypotheses are small,
but the number of such hypotheses may be large, in which case they will exert
a significant influence on the resulting expected word counts if they are not
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removed. There is thus a tradeoff involved in the setting of Θdoc which can
affect the final accuracy of the retrieval algorithm.
The pruning process yields a rescored and pruned lattice L′′. For each path
π through L′′, we have an acoustic likelihood Pr (o | π) and an n-gram model
probability Pr(t[π]). Since Pr (t | o) ∝ Pr(t,o) = Pr(t) Pr (o | t), in theory we
should be able to obtain the posterior probability Pr(π,o) by simply multiplying
Pr (o | π) and Pr(t[π]). However, as stated in Section 2.2.2, it has been found to
be useful[22] to assign a higher weight to the n-gram probabilities by applying
a grammar scale factor ω > 1, and to introduce a word insertion penalty ρ ≤ 0;
thus, we weight the paths in the rescored and pruned lattice by
P˜r(π,o) = Pr(t[π])
(
Pr (o | π) eρ|pi|
)1/ω
where |π| is the length of π.
3.2.4 Expected Count Computation
With this information, we can compute the expected count of each word in each
speech segment – the mean number of times a word occurs in the speech segment
given the knowledge presented in its lattice. For each word w and each speech




c(w;π)P˜r(π | o) (3.1)
where the sum is taken over all lattice paths π in L′′, and c(w;π) denotes the word
count of w in the hypothesized transcript given by π, and P˜r(π | o) ∝ P˜r(π,o).




|π| P˜r(π | o) (3.2)
A naive implementation of Equations 3.1 and 3.2 will be extremely inefficient,
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since the total number of paths in each lattice is roughly exponential in the
length of the speech segment[102]. To compute E[c(w;o)] and E[|o|] efficiently,
one practical approach is to use a dynamic programming algorithm, based on
the standard forward-backward algorithm[83]. Let
• S′′ be the set of nodes in L′′;
• A′′ the set of edges in L′′;
• sI and sF the initial and final nodes of the lattice respectively;
• s s′ the set of partial paths in L′′ from a node s to a node s′;
For each pair of nodes (u, v), each edge a, and each partial path π = a1a2 · · · aN
in L′′, define







































p′′[(u, s)]β[s], v 6= sF
Thus, the α and β values can be computed using dynamic programming,
by traversing the nodes in L′′ in topological order and reverse topological order
respectively. Once this is done, we can easily compute for each edge a = (u, v)
the posterior probability P˜r(a | o) – the probability that a random path through
the lattice will contain a – since































The expected count E[c(w;o)] of each word w can then be calculated by
taking the sum of the posterior probabilities of edges labeled with w, and the










It can be seen that
• the initialization step for the computation of E[c(w;o)] takes O (|V|) time
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to execute in total, since there are |V| words in the vocabulary;
• topological sorting takes O (|S′′|+ |A′′|) time; and
• the forward-backward algorithm visits each edge a = (u, v) in A′′ a constant
number of times – once in computing α[v], once in computing β[u], once
in computing P˜r(a | o), once in computing E[c(w;o)] when t[a] = w, and
once in computing E[|o|].
It thus follows that the entire expected count computation can be done in
O (|V|+ |S′′|+ |A′′|) time.
Finally, for each document d comprised of M speech segments represented
by M series of acoustic observations o(1), o(2), · · · o(M), we can compute the










3.3 Estimating a Unigram Model for a Document
from Expected Counts
Given the expected counts, we can now try to estimate a unigram model for d.
One way to do this is to simply normalize the expected counts:
Pr unsmoothed(w | d) =
E[(w;d)]
E[|d|]
However, using this formula means we will get a value of zero for Pr (q | d) if
even a single query word qi is not found anywhere in the pruned lattices for d.
To overcome this problem, we smooth the model by assigning some probability
mass to such unseen words.
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Specifically, we use a modified version of Zhai and Lafferty’s two-stage smooth-
ing method[127], which is a combination of Bayesian smoothing using Dirich-
let priors[69] and Jelinek-Mercer smoothing[52]; Bayesian smoothing is used to
improve the estimation of the word distributions in documents, while Jelinek-
Mercer smoothing helps to “explain” the non-content words in a query. The
original two-stage smoothing formula was formulated for textual documents,
and has the form
Pr text(w | d) = (1− λ)
c(w;d) + µPr (w | C)
|d|+ µ
+ λPr (w | U) (3.4)
where c(w;d) is the number of times w occurs in the text of d, |d| is the length
of d, Pr (· | C) denotes the collection language model, Pr (· | U) denotes a back-
ground language model for the user’s queries (ideally, U will model the types of
queries the user is likely to issue), and µ > 0 and λ ∈ (0, 1) are parameters to the
smoothing procedure. For text IR, Zhai and Lafferty found that retrieval perfor-
mance was sensitive to different settings of the smoothing parameters, especially
in the case of long verbose queries, and that the optimal value of λ depends on
the verbosity of the queries.
For lattice-based SDR, we modify the above smoothing formula to make use
of expected word counts:
Pr (w | d) = (1− λ)
E[c(w;d)] + µPr (w | C)
E[|d|] + µ
+ λPr (w | U) (3.5)
where we estimate Pr (w | C) and Pr (w | U) by normalizing the expected counts
of w in C and U :









The parameter λ can be set empirically according to the nature of the queries.
For the parameter µ, we adopt a variation of the estimation procedure of Zhai
and Lafferty[127]: specifically, we use an approximate procedure for estimating
µ, by attempting to maximize the leave-one-out log likelihood of a virtual data











The leave-one-out log likelihood of the virtual data set is then







c∗(w;d) − 1 + µPr(w | C)
|d|∗ − 1 + µ
)
(3.6)
To maximize this log likelihood, we use Newton’s method to solve the equation
ℓ′−1(µ | C) = 0,
specifically by applying the update formula






iteratively, where we have





c∗(w;d) ((|d|∗ − 1)Pr (w | C)− c∗(w;d) + 1)
(|d|∗ − 1 + µ) (c∗(w;d) − 1 + µPr (w | C))





c∗(w;d) ((|d|∗ − 1)Pr (w | C)− c∗(w;d) + 1)
2
(|d|∗ − 1 + µ)2 (c∗(w;d)− 1 + µPr (w | C))2
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3.4 Computing Relevance Scores
After µ is estimated, we can substitute probability estimates from Equation 3.5













E[c(w;d)] + µPr (w | C)
E[|d|] + µ




In this chapter, we laid out our proposed method for spoken document retrieval
using multiple recognition hypotheses from speech lattices. In our method, we
generate lattices for the speech segments in each document, rescore and prune
the lattices, and compute the expected count of each word from the lattices; we
then use the expected counts to estimate unigram models giving the probability




Comparative Study of SDR
Methods
In the previous chapter, we discussed our method for lattice-based SDR under
the statistical IR model. We now describe two other SDR methods which have
been proposed in the literature and another method based on BM25 that we
implemented, and compare and contrast them with our approach.
4.1 Comparison With 1-best Retrieval Using the Sta-
tistical Model
One way to perform SDR is to use Song and Croft’s retrieval model on the 1-best
automatic transcript of each document. As stated in Section 2.3, a number of
variations of this approach have been used in previous work on SDR; here we
describe a retrieval algorithm which is most similar to our proposed approach.
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4.1.1 Method Description
For retrieval using 1-best transcripts with the statistical model, the same general
method of relevance scoring as in Equation 2.5 is used:





c(w;q) log Pr (w | d)
where d denotes a document, q a query, each qi is a query term, and c(w;q)
denotes the count of w in q.
In order to use this equation, we must estimate a unigram model from d
from its 1-best transcript. One way to do this is to use a maximum likelihood
estimate (MLE) – an assignment of Pr (w | d) for all w which maximizes the
probability of generating d. The MLE is given simply by the normalized counts
of words within d; that is,




where c1-best(w;d) is the number of occurrences of w in d’s 1-best transcript,
and |d1-best| is the total number of words in d’s transcript. However, there is a
problem of sparse data; using Equation 4.1 means we will get a value of zero for
Pr (q | d) if even a single query word qi is not found in the transcript.
To overcome this problem, we use Zhai and Lafferty’s two-stage smoothing
method[127], as before:
Pr (w | d) = (1− λ)
c1-best(w;d) + µPr (w | C)
|d1-best|+ µ
+ λPr (w | U) (4.2)
where C denotes the document collection, U a background language model, and
λ and µ are retrieval parameters.
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4.1.2 Similarities With and Differences From Our Method
Both this method and our proposed method are based on the same basic retrieval
model, and applying the same relevance scoring method on the estimated docu-
ment models. Indeed, it can be shown that this method is in fact a degenerate
case of our proposed method: if we prune each lattice to leave only one single
transcription hypothesis (Θdoc = 0), then we have
E[c(w;d)] = c1-best(w;d)
E[|d|] = |d1-best|
and Equation 3.5, the two-stage smoothing formula in lattice-based retrieval,
reduces to Equation 4.2 above.
In our proposed method, however, we estimate the document models not from
a single transcript, but from information about multiple hypothesized transcripts
given in a lattice. Since the speech recognition process is subject to uncertainty
– especially in situations where the speech is highly spontaneous or noisy – it
seems useful to incorporate the uncertainty into the retrieval process, instead of
treating the 1-best transcription as if it was perfect text and discarding all other
hypotheses[102].
As an illustration of how retrieval may benefit from the introduction of ad-
ditional recognition hypotheses, we consider a speech segment from a recording
of a conversation regarding food. The 1-best transcript as output by a speech
recognizer is
and my son’s mentor
while the words actually spoken were
and it’s nice and tender
Part of the lattice generated by the ASR engine for this speech segment is shown
in Figure 4.1. While the content word “tender” does not appear in the 1-best
5
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a = −848. 49
l = −1. 244
it’s
a = −902. 881
l = −1. 907
my
a = −53 5.159
l = −2. 035
nice
a = −753. 566
l = −2. 172
nice
a = −825. 498
l = −2. 172
to
a = −221. 264
l = −0. 434
to
a = −253. 876
l = −0. 434
and
a = −31 8. 012
l = −1. 167
son’s
a = −78 7. 45
l = −2. 290
mentor
a = −1236.15
l = −2. 125
tender
a = −1479. 39
l = −7. 269
tender
a = −1447. 76
l = −7. 269
tender
a = −1317. 21
l = −6. 268
</s>
a = 0
l = −1. 378
</s>
a = 0
l = −0. 533
Figure 4.1: Portion of a word lattice for the utterance “and it’s nice and tender”, from the spoken document fe 03 00002 in the
Fisher English Training corpus
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transcript at all, it is included in the alternative transcription hypotheses repre-
sented by the lattice. Therefore the word “tender” will be assigned a non-zero
expected count in this utterance, and thus the document model Pr (· | d) will
more correctly reflect the presence of this word.
To see how this can eventually affect the estimated language model Pr (· | d)
used in relevance scoring, we look at the document models computed for a group
of 10 spoken conversations. For each document d, we estimate document mod-
els Pr ref (· | d) and Pr 1-best (· | d) from d’s reference and 1-best transcripts re-
spectively using Equation 3.4, and a model Pr lat (· | d) from expected word
counts in lattices using Equation 3.5. We then compare both Pr 1-best (· | d)
and Pr lat (· | d) against the model derived from the ground truth transcript,
by computing the K divergences[63] of these models from Pr ref (· | d). The K
divergence of a probability distribution p1(·) from another distribution p2(·) is







2 (p1(x) + p2(x))





Pr ref (w | d) log
Pr ref (w | d)
1




Pr ref (w | d) log
Pr ref (w | d)
1
2(Pr lat (w | d) + Pr ref (w | d))
(We use the K divergence measure instead of the KL divergence measure, as the
latter may be undefined if a word which does not occur in d’s 1-best transcripts
or lattices (so that Pr 1-best (w | d) = 0 or Pr lat (w | d) = 0) nevertheless appears
in its reference transcripts.)
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Conversation ∆K(Md,1-best,Md,ref) ∆K(Md,lat,Md,ref)
fe 03 00011 0.27649 0.27423 (−0.00226)
fe 03 00534 0.25371 0.24964 (−0.00407)
fe 03 00854 0.25649 0.25237 (−0.00412)
fe 03 02500 0.27320 0.27074 (−0.00246)
fe 03 03412 0.26887 0.26702 (−0.00185)
fe 03 05613 0.26279 0.26036 (−0.00243)
fe 03 06958 0.25512 0.25348 (−0.00164)
fe 03 07970 0.27427 0.27433 (+0.00006)
fe 03 08280 0.28555 0.28411 (−0.00144)
fe 03 10371 0.25353 0.24947 (−0.00406)
Table 4.1: K divergences of document models computed using 1-best transcripts
and lattice expected counts from models computed using reference transcripts,
for a group of 10 conversations from the Fisher English Training corpus, with
λ = 0.7 and Θdoc = 20
Table 4.1 shows that, when compared to the document models computed
from 1-best transcripts, the lattice-based models tend to diverge less from the
“true” models obtained from reference text. This suggests that the use of lattice
statistics can help model the actual spoken words in each document more ac-
curately, and yield relevance scores which more closely reflect each document’s
relevance to each query.
4.2 Comparison With Vector Space Retrieval Using
Word Confusion Networks
As a further comparison, we look at a retrieval algorithm based on the vector
space formalism with tf · idf weighting described in Section 2.1.2.
Mamou et al.’s lattice-based retrieval algorithm[70] is a recently proposed
lattice-based SDR method which was shown to yield better retrieval accuracy
than vector space retrieval using 1-best transcripts. In addition, it built on
previous work by introducing a way of boosting word hypotheses with higher
probabilities. We thus use this method as a baseline for comparison with our
proposed method.
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Our implementation of Mamou et al.’s algorithm closely follows their descrip-
tion, except for the following details:
• Lattice rescoring and pruning are done in the same manner as in our pro-
posed method.
• We omit the use of query refinement via lexical affinities, to make the
retrieval algorithm more comparable to our method in which no query
expansion is performed.
4.2.1 Word Confusion Networks
In Mamou et al.’s algorithm, each document d is represented as a word con-
fusion network (WCN). As defined by Mangu et al.[71], a WCN is a simplified
lattice which can be viewed as a sequence of confusion sets g1, g2, g3, · · · gi, · · · .
Each gi corresponds approximately to a time interval in the spoken document
and contains a group of word hypotheses, and each word w in this group of
hypotheses is labeled with the probability Pr (w | gi,d) – the probability that w
was spoken in the time interval of gi. A confusion set may also give a probability
for Pr (ǫ | gi,d), the probability that no word was spoken in the time of gi. If
we view a lattice as a time-synchronous graph, then a WCN can be seen as an
approximation to a lattice in a word-synchronous manner. Figure 4.2 shows a
WCN generated from the lattice shown in Figure 4.1.
Since a lattice for a speech segment o is a connected directed acyclic graph
L′′ = (S′′, A′′), we can view L′′ as defining a partial order ≤ on its edges A′′,
where for each edge a1 and each edge a2 we have a1 ≤ a2 if a1 “comes before”
a2 in the lattice:
a1 = (u1, v1) ≤ a2 = (u2, v2) iff
• a1 = a2, or
• v1 = u2, or
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g1 g2 g3 g4
and p = 0. 902
it’s p = 0. 078
it p = 0. 020
my p = 0. 926
ε p = 0. 034
nice p = 0. 020
is p = 0. 020
son’s p = 0. 729
son p = 0. 197
nice p = 0. 053
that p = 0. 021
mentor p = 0. 729
center p = 0. 196
tender p = 0. 055
enter p = 0. 020
Figure 4.2: Word confusion network generated from the lattice shown in Figure
4.1; word hypothesis in the WCN are shown along with their posterior probabil-
ities (p)
• a1 ≤ a3 and a3 ≤ a2 for some a3 ∈ A
′′.
Given L′′, a WCN for the speech segment for o is obtained by finding an
equivalence relation ≃ over A′′, and a total ordering  over the equivalence
classes induced by ≃, such that ≃ and  are “consistent” with ≤. Consistency
means that
• for each pair of equivalence classes g1 and g2, we have a1  a2 if a1 ≤ a2,
for all a1 ∈ g1 and a2 ∈ g2; and
• if a1 ≤ a2 for any a1 6= a2, then a1 6≃ a2.
The equivalence classes then correspond to the confusion sets in the final WCN,
and  corresponds to the ordering of the confusion sets in the network.
WCN Generation
In order to compute a WCN for a spoken document, the document is first divided
into speech segments, lattices are generated from the speech segments, and the
lattices are pruned according to the path probability threshold Θdoc, as described
in Section 3.2.
We then initialize the set of confusion sets such that each set contains all
edges with the same starting time and the same word hypothesis. Next, we
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combine confusion sets and construct the total ordering  by proceeding in two
phases: intra-word clustering, and inter-word clustering.
Intra-Word Clustering. During intra-word clustering, we iteratively merge
confusion sets for the same word. At each iteration, we find the pair of sets
gwi and g
w
j with the highest similarity, subject to the constraints that both sets
correspond to the same word w, and merging gwi and g
w
j preserves consistency





j ) = max
a1∈gwi ,
a2∈gwj
(overlap(a1, a2) · Pr (a1 | o) · Pr (a2 | o))
where a1 and a2 denote edges from the original lattice which are contained in
gwi and g
w
j respectively, overlap(a1, a2) denotes the time overlap between a1 and
a2 normalized by the sum of their lengths, and Pr (a1 | o) and Pr (a2 | o) denote
posterior probabilities as computed by Equation 3.3.
After intra-word clustering, we obtain a series of confusion sets, each con-
taining only one word. For each such set gwi , we can compute the word w’s
posterior probability in gwi , by simply summing the posterior probabilities for
all the edges from the original lattice which are contained in gwi :
Pr (w | gwi ,o) =
∑
a∈gwi
Pr (a | o)
where Pr (a | o) can be computed via Equation 3.3.
Inter-Word Clustering. During inter-word clustering, we merge confusion
sets for different words. This is done by repeatedly finding a pair of sets gi and
gj with the highest similarity which are unrelated under , and merging them;
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we choose the pair of sets with the highest similarity measure
sim2(gi, gj) = avg
w1∈words(gi),
w2∈words(gj)
(wsim(w1, w2) · Pr (w1 | gi) · Pr (w2 | gj))
Here,
words(g) = {t[a] | a ∈ g}
is the set of words in the confusion set g; and wsim(w1, w2) is a measure of the
similarity between w1 and w2, which can be defined to be a constant, or computed
based on the similarity of the words’ dictionary pronunciations. Again, the choice
of which sets to merge is subject to the consistency constraint.
After this step, we obtain a totally ordered sequence of confusion sets; this
is the WCN for the speech segment o. We can then concatenate the WCNs
for speech segments in each document, to form a single WCN for the whole
document.
Similarities and Differences Between Using Lattices and Using WCNs
Both Mamou et al.’s method and our proposed method utilize information from
multiple recognition hypotheses by way of lattices. However, our method com-
putes expected word counts directly from lattices after rescoring and pruning
them, while Mamou et al.’s method introduces an additional step to approxi-
mately convert lattices to WCNs.
Furthermore, their method uses a weighting scheme which boosts the scores
of word hypotheses which are ranked higher within each confusion set (via the b
vector), in addition to the words’ posterior probabilities. This is made possible
by the grouping of words into confusion sets as imposed by the WCN structure.
Our proposed method, in contrast, only makes use of word posterior probabilities
when computing expected counts.
An advantage of our method is that it can be extended from using unigram
64
models for documents to using bigram models for documents; that is, from esti-
mating Pr (w | d) for each word w, to Pr (w2 | w1,d) for words w1 and w2. This
can be done by computing expected bigram counts instead of expected unigram
counts, using the algorithm outlined by Hatch et al.[42], and then smoothing
and normalizing the bigram counts. Mamou et al.’s method cannot be extended
similarly, as the WCN generation process destroys information about word tran-
sitions – it may cause words to appear in adjacent confusion sets even if they
were not adjacent in the original lattice.
4.2.2 Relevance Scoring
Now, to retrieve documents in response to a query q according to Mamou et
al.’s algorithm, we compute for each document d ∈ C and each word w ∈ V
• a document length measure |d|, computed as the number of confusion sets
in the WCN of d;
• a document term frequency measure c∗∗(w;d), computed as a weighted




(brank(w|g,d) · Pr (w | g,d))
where occ(w,d) is the set of confusion sets in d’s WCN which contain w as a
hypothesis, rank(w | g,d) is the rank of w in terms of probability within the
confusion set g, and (b1, b2, b3, · · · ) = (10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0, 0, 0, · · · ) is
a boosting vector which serves to discard all but the top 10 hypotheses,
and give more weight to higher-ranked word hypotheses;
• the query term frequency c(w;q), which is simply the word count of w in
q; and
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In addition, we can also compute an average document length measure avdl,






With these, the relevance of d to q is computed with the scoring method




∗∗(w;d) · c(w;q) · idf(w))√
0.8 · avdl + 0.2 · |d|
It can be seen that this relevance scoring formula is similar, though not
identical, to the tf · idf scoring formula given in Equation 2.2.
Similarities and Differences Between Vector Space Retrieval and Sta-
tistical Retrieval
Mamou et al.’s retrieval method and our proposed method are based on different
formalisms: the former is based on the representation of documents and queries
1This measure used in Mamou et al. is different from the standard definition of inverse
document frequency, which is a decreasing function of the number of documents in which a
term occurs. A possible alternative is Turunen and Kurimo’s[113] idf formula, which is based
on the number of documents containing at least one confusion network which includes a word
w.
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as vectors, while our method is based on that of Song and Croft[105], in which
documents and queries are viewed as statistical events.
The two approaches are not wholly dissimilar. In both methods, the rele-
vance scores are computed from the same basic set of statistics – word counts
in documents and queries. Furthermore, Gauvain et al.[37], Hiemstra[45], and
Hiemstra and Kraaij[46] showed that the relevance scoring function Relstat(d,q)
in statistical retrieval can be cast as a product of a query vector and a document




E[c(w;d)] + µPr (w | C)
E[|d|] + µ






















then we see that Relstat(d,q) is simply the dot product d
′ · q′.
However, the vector space model and the statistical model apply different
treatments to the document word counts and query word counts. In the classical
vector space model, the same function h(·) is applied to both document and
query word counts (in the case of Mamou et al.’s method, h(·) is the identity
transformation). In the statistical model, however, the document word counts
are transformed logarithmically, while the query word counts are not.
A more important difference between the two models is this: the statistical
model, being based on a sound statistical foundation, would seem to provide
a more natural and more principled approach to IR. The statistical approach
67
also means that the SDR method can be more easily augmented with additional
statistical knowledge sources in a principled way.
4.3 Comparison With BM25 Retrieval Using Lattices
We additionally implemented a lattice-based SDR method based on Robertson
et al.’s Okapi BM25 model[88] as described in Section 2.1.2 and Equation 2.3,
without relevance feedback information (that is, R = rw = 0). This comparison
was done to test our proposed method against one using a reasonably advanced
retrieval model.
To adapt BM25 for lattice-based retrieval, we replaced the term frequencies
c(w;d) and document lengths |d| in Equation 2.3 with expected values E[c(w;d)]
and E[|d|]. The document frequency nw must also be estimated in a different
way, as the presence of a term in a document is no longer a crisp binary prop-
erty. Using an idea from Turunen and Kurimo[113], we decided to estimate the




1, if E[c(w;d)] > θ
0, otherwise
(4.3)




























4.3.1 Similarities With and Differences From Our Method
One difference between our proposed method and the BM25 retrieval method
is that BM25 is ultimately based on an assumption – the 2-Poisson paramet-
ric assumption[41] – about the distribution of content words across documents,
while no such assumption is needed[81] in the statistical IR model which we use.
In addition, the BM25 method for lattice-based SDR requires not only expected
word counts, but also information about estimated term presence (pres(w;d)),
and such information must either be computed independently, or estimated from
the expected counts. Our proposed method, in contrast, does not require addi-
tional term presence information.
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Chapter 5
Experiments on SDR With
Short Queries
In the previous chapter, we looked at the similarities and differences between
our proposed statistical lattice-based SDR method and previous SDR methods –
retrieval under the statistical model using 1-best transcripts, and retrieval under
the vector space model using word confusion networks – as well as a method
based on the BM25 formula that we implemented. To evaluate our proposed
method and compare its performance with the other methods, we performed a
series of retrieval experiments on conversational speech corpora. In addition, to
gauge the potential improvement we can obtain through the use of alternative
ASR hypotheses, we also performed retrieval experiments with the human ref-
erence transcripts of the corpora. We now describe our experiments and present
experimental results.
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5.1 Mandarin Chinese SDR Task
5.1.1 Task Setup
For our first set of experiments, we used the Hub5 Mandarin Training corpus re-
leased by the Linguistic Data Consortium (LDC98T26). This is a conversational
telephone speech corpus which is 17 hours long, and contains recordings of 42
telephone calls corresponding to approximately 600Kb of transcribed Mandarin
text. Each conversation has been broken up into speech segments of less than 8
seconds each.
Documents
As the telephone calls in LDC98T26 have not been divided neatly into “doc-
uments”, we had to choose a suitable unit of retrieval which could serve as a
“document”. An entire conversation would be too long for such a purpose, while
a speech segment or speaker turn would be too short. We decided to use 12 -
minute time windows with 50% overlap as retrieval units, following Abberley et
al.[1] and Tuerk et al.[111]. The 42 telephone conversations were thus divided
into 4,312 retrieval units (“documents”). Each document comprises multiple
consecutive speech segments.
Queries and Ground Truth Relevance Judgements
We then formulated 18 queries (14 test queries, 4 development queries) to issue
on the document collection. Each query was comprised of one or more written
Chinese keywords. We then obtained ground truth relevance judgements by
manually examining each of the 4,312 documents to see if it is relevant to the
topic of each query1. The number of retrieval units relevant to each query was
found to range from 4 to 990. The complete list of queries and the number of
1The list of queries and the ground truth relevance judgements have been made available
at http://www.comp.nus.edu.sg/~chiateek/research/hub5ma.queries.utf8.txt and http:
//www.comp.nus.edu.sg/~chiateek/research/hub5ma.qrel.txt.gz.
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documents relevant to each query are given in Table 5.1.
5.1.2 Preprocessing of Documents and Queries
Next, the document collection was processed with a speech recognizer.2 For this
task we used the Abacus system[47], a large vocabulary continuous speech recog-
nizer which contains a triphone-based acoustic system and a frame-synchronized
search algorithm for effective word decoding. Each Mandarin syllable was mod-
eled by one to four triphone models. Acoustic models were trained from a cor-
pus of 200 hours of telephony speech from 500 speakers sampled at 8kHz. For
each speech frame, we extracted a 39-dimensional feature vector consisting of
12 MFCCs and normalized energy, and their first and second order derivatives.
Sentence-based cepstral mean subtraction was applied for acoustic normalization
both in the training and testing. Each triphone was modeled by a left-to-right
3-state HMM, each state having 16 Gaussian mixture components. In total, we
built 1,923 untied within-syllable triphone models for 43 Mandarin phonemes, as
well as 3 silence models. The search algorithm was supported by a loop grammar
of over 80,000 words.
The speech segments in our collection corpus were processed to generate
lattices in the HTK Standard Lattice Format (SLF) [122]. We then rescored the
lattices using a backoff trigram language model interpolated in equal proportions
from two trigram models:
• a model built from the TDT-2, TDT-3, and TDT-4 Mandarin news broad-
cast transcripts (about 58Mb of text); and
• a model built from corpora of transcripts of conversations, comprised of
a 320Kb subset of the Callhome Mandarin corpus (LDC96T16) and the
CSTSC-Flight corpus from the Chinese Corpus Consortium (950Kb).
2We thank Mr. Bai Shuanhu, Dr. Ma Bin, and Ms. Tong Rong of the Institute for Infocomm
Research for helping us train and run the speech recognizer and generate lattices.
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Development queries
Topic Keywords # relevant
documents
1996 Olympics 奥运会, 亚特兰大 8
Passport and visa 护照, 签证, 入境, 手续, 绿卡, 移民 143
matters
Washington D. C. 华盛顿 15
Working life 活儿, 钱, 打工, 税, 工作, 老板, 出差, 509
公司, 挣, 工资, 上司, 同事, 忙, 职业
Test queries
Topic Keywords # relevant
documents
Chicago 芝加哥 15
Christian churches 教会, 神, 主, 礼拜, 教堂, 活动, 圣经, 78
团契
Clothing 衣服, 皮衣, 帽子, 裤子, 高统袜, 袜子, 28
牛仔裤, 西服, 穿
Computers and 电脑, 计算机, 软件 175
software
Contact information 电话, 号码, 地址, 联系, 姓 103
Dealings with banks 银行, 支票, 钱, 开户, 贷款 54
Eating out 吃, 餐馆, 外卖, 中餐, 请客, 饭店 57
Floods 洪水, 淹, 堤, 水 4
Housing matters 房子, 家, 住, 房租, 家具, 搬, 厨房, 354
卧室, 水电, 房东, 院子
Litigation 法律, 律师, 打官司, 起诉 31
Playing sports 打球, 活动, 橄榄球, 排球 24
Raising children 小孩, 孩子, 生育, 儿子, 幼儿园, 玩, 334
玩具, 女儿
Studies, academia 毕业, 学位, 考试, 修, 读, 托福, 念书, 990
课, 学分, 进修, 学费, 同学
Weather 天气, 冷, 热, 暖和, 风, 凉快, 雨, 空调, 117
干燥, 潮湿, 气候, 温度
Table 5.1: List of test and development queries for the Mandarin SDR task
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The unigram counts from this model were also used as the background language
model U in Equations 3.4 and 3.5.
We segmented the reference transcripts, queries, and trigram model training
data into words using Low et al.’s Chinese word segmenter[67], trained on the
Microsoft Research (MSR) corpus, with the speech recognizer’s vocabulary used
as an external dictionary. The 1-best ASR transcripts were decoded from the
rescored lattices. For the grammar scale factor ω and the word insertion penalty
ρ, we used ω = 8 and ρ = 0.
We performed lattice rescoring, trigram model building, WCN generation,
and computation of expected word counts using the SRILM toolkit[107], while
lattice pruning was done with the help of the AT&T FSM Library[76].
We also computed the character error rate (CER) and syllable error rate
(SER) of the 1-best transcripts, and the lattice oracle CER, for one of the tele-
phone conversations in the speech corpus (ma 4160). The CER was found to be
69%, the SER 63%, and the oracle CER 29%.
5.1.3 Retrieval and Evaluation
We then performed retrieval on the document collection using the statistical
method with 1-best transcripts and reference transcripts, Mamou et al.’s vector
space method with WCNs, and our proposed method. For statistical retrieval,
we set λ = 0.1 in Equations 3.4 and 3.5, as this value was suggested by Zhai and
Lafferty[127] to give good retrieval performance for keyword queries.
The results of retrieval were checked against the ground truth relevance
judgements, and evaluated in terms of the non-interpolated mean average preci-
sion (MAP) as defined in Equation 2.6.
For the lattice-based retrieval methods, we pruned lattices using several val-
ues of the pruning threshold Θ˜ = 10000.5Θdoc in the range 0 < Θ˜ ≤ 100,000;
we performed retrieval with the development queries using lattices pruned at
the various thresholds, and then used the value of Θ˜ with the best MAP to do
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Retrieval Retrieval MAP for MAP for
method source devel. queries test queries
Statistical Reference transcripts 0.5052 0.4798
Statistical 1-best transcripts 0.1251 0.1364
Vector space Lattices, Θ˜ = 27,500 0.1685 0.1599
Statistical Lattices, Θ˜ = 65,000 0.2180 0.2154
Table 5.2: Summary of experimental results for the Mandarin SDR task
retrieval with the test queries.
5.1.4 Experimental Results
The results of our experiments are summarized in Table 5.2; the MAP of the two
lattice-based retrieval methods, Mamou et al.’s vector space method[70] and our
proposed statistical retrieval method, are shown in Figure 5.1 (numerical results
are listed in Table A.1 in the appendix).
The results show that, for the vector space retrieval method, the MAP of
the development queries is highest at Θ˜ = 27,500, at which point the MAP
for the test queries is 0.1599; and for our proposed method, the MAP for the
development queries is highest at Θ˜ = 65,000, and at this point the MAP for
the test queries reaches 0.2154.
As can be seen, the performance of our statistical lattice-based method shows
a marked improvement over the MAP of 0.1364 achieved using only the 1-best
ASR transcripts, and indeed a one-tailed Student’s t-test shows that this im-
provement is statistically significant at the 99.5% confidence level. The statis-
tical method also yields better performance than Mamou et al.’s vector space
method – a t-test shows the performance difference to be statistically significant
at the 97.5% confidence level. Although the performance of our method is still a
distance away from the performance achievable using the human reference tran-
scripts, it is able to significantly outperform both statistical retrieval using 1-best
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MAP for Mamou et al.’s method MAP for our proposed method
Figure 5.1: Graphs of MAP for lattice-based retrieval methods in the Mandarin
SDR task, at various lattice pruning thresholds
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5.2 English SDR Task
For our second set of experiments, we used the Fisher English Training cor-
pus, also from the Linguistic Data Consortium (LDC2004S13 and LDC2005S-
13). This is a conversational telephone speech corpus comprising 11,699 recorded
conversations each taking up to 10 minutes, for a total of more than 1,920 hours,
corresponding to approximately 109Mb of transcribed text. The conversations
were sampled at 8kHz, and have been broken up into speech segments of up to
30 seconds each. Each conversation was initiated by a topic statement chosen
from a list of 40 topics, each of which was specified as a topic title followed by
a verbose topic description; speakers mostly adhered to the suggested topics.
We divided the speech corpus into three portions3:
• 1,600 conversations for training acoustic models (S1);
• 5,005 conversations for training an n-gram language model for lattice rescor-
ing (S2); and
• 5,094 conversations to serve as the collection corpus to retrieve from (C).
5.2.1 Task Setup
Documents
As each telephone conversation pertains to a single topic, we decided to simply
treat each conversation (up to 10 minutes) in the collection corpus as a unit of
retrieval – a document. Each document comprises multiple consecutive speech
segments.






We used all the 40 topic statements used to initiate the conversations as queries.
We randomly selected 8 of these topics as development queries, and used the
remaining 32 as test queries. The 8 development queries, and the number of
conversations in the collection corpus pertaining to each query, are shown in
Table A.2, and the 32 test queries are listed in Table A.3.
Ground Truth Relevance Judgements
Since speakers tended to stay on topic, we used a simple procedure to obtain
ground truth relevance judgements: a conversation (document) was deemed to
be relevant to a topic (query) if and only if the topic was used to initiate the
conversation.
5.2.2 Preprocessing of Documents and Queries
To process the conversations in the Fisher corpus, we used the HTK speech
recognition engine[122] for acoustic model training, lattice generation, and lattice
rescoring. We divided each speech segment into 25-millisecond speech frames
with a frame shift of 10 milliseconds, and coded each frame as a 39-dimensional
feature vector consisting of 12 mel frequency cepstral coefficients (MFCCs) and
normalized energy, and their first and second order derivatives; speaker-based
cepstral mean and variance normalization were also applied.
Using the 1,600 conversations of acoustic modeling data in S1, we trained a
set of 33,830 tied-state cross-word triphone models for 39 English phonemes, and
two silence models. Each triphone was modeled as a left-to-right 3-state HMM
with each state having 8 Gaussian mixture components; in total the acoustic
models contained 14,585 tied states. Pronunciations of words were obtained






Table 5.3: Perplexities (closed test) of n-gram models used for lattice rescoring
in the English SDR task; perplexities were computed according to Equation 2.7
We then generated lattices for the speech segments in the collection corpus
C using HTK. In order to examine how retrieval performance is affected by the
quality of lexical context modeling, we compared lattices generated using bigram
and trigram language models – more precisely, we performed an initial full de-
coding pass to obtain lattices incorporating bigram model scores, and rescored
the output lattices with the trigram model to obtain lattices incorporating tri-
gram model scores. Both the bigram and trigram models were trained from the
reference transcripts of the 5,005 conversations in the subset S2. The size of this
n-gram model training corpus is approximately 65Mb, and the perplexities of S2
under each of two models we trained from it are given in Table 5.3. Again, 1-
best ASR transcripts were decoded by finding the highest-probability hypothesis
from each of the lattices. The grammar scale factor ω and the word insertion
penalty ρ were set to 15 and 0 respectively, as these values were found to give
the best WER for a small sample of the corpus.
All words in the collection corpus and the queries were stemmed using the
Porter stemming algorithm [82]. We also experimented with removing stop words
from queries and documents, using two different stop word lists:
• a 319-word stop list5 (gla) maintained by the University of Glasgow; and
• a 571-word stop list6 (smart) which was used in the classical SMART
information retrieval system[19].
As with our previous set of experiments, we also used the AT&T FSM library




computation, and WCN generation. In addition, to make retrieval efficient, we
stored lattice statistics in B-tree index structures by means of library routines
in the CMU Lemur toolkit7. Each B-tree index contained
• expected document lengths E[|d|], indexed by document identifiers id(d);
• expected collection word counts E[c(w; C)], indexed by w;




• expected word counts E[c(w;d)], indexed by 〈id(d), w〉.
This information allowed the relevance scores Relstat(d,q) (Equation 3.8) to be
computed efficiently.
We also computed the word error rates (WER) of the 1-best transcripts, as
well as the collection corpus’s out-of-vocabulary (OOV) rate – the proportion
of word occurrences in the reference transcripts which are not in the speech
recognizer’s vocabulary. With bigram model decoding, the WER achieved on
the collection corpus was 50.8%; using trigram model rescoring decreased the
WER to 48.1%8. The OOV rate was found to be 0.63%.
5.2.3 Retrieval and Evaluation
We then performed retrieval on the document collection using the algorithms in
Chapters 3 and 4. For the language smoothing parameter λ in Equations 3.4 and
3.5, we used λ = 0.7, as this value was found to be good for verbose queries[127].
We computed Pr (w | C) by normalizing the expected counts of words over the
entire collection; this language model was also used as the background model U .
Query words which did not occur in the collection were discarded.
For the lattice-based BM25 retrieval method, we set k1 = 1.2, b = 0.75, and
k2 = 0, as in the Robertson et al.’s TREC-7 experiments. The parameters θ
7http://www.lemurproject.org/
8As a rough comparison, a state-of-the-art speech recognizer achieved a WER of 31.9% on
a small (1,474-utterance) subset of the Fisher corpus[108].
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and k3 in Equations 4.3 and 4.4 were tuned using the development queries and
1-best transcripts, and were eventually set at θ = 40 and k3 = 500.
Finally, the retrieval results were evaluated in terms of the mean average
precision (MAP) as given in Equation 2.6. We optimized the lattice pruning
threshold Θdoc on the development queries by trying various values of Θdoc from
20 to 200, and using the pruning threshold which yielded the best MAP to do
retrieval for the test queries.
5.2.4 Experimental Results
The retrieval MAPs of the lattice-based retrieval methods under various settings
of the pruning threshold parameter Θdoc are shown in Figures 5.2, 5.3, 5.4, and
5.5; the experimental results are summarized in Table 5.4. Detailed experimental
results, including the MAPs at various pruning thresholds, and the amounts of
time taken to build the B-tree indices, to estimate the smoothing parameter µ,
and to answer the 40 queries, are given in Tables A.4, A.5, A.6, A.7, A.8.
Results for Statistical Retrieval Methods
The results in Figure 5.2 and Table 5.4 show that, when using lattices rescored
with the trigram model (Tg-Lat), the MAP of the development queries is highest
at Θdoc = 160, at which point the MAP for the test queries is 0.7717. A one-
tailed paired Student’s t-test with 31 degrees of freedom between the 1-best
retrieval results (Tg-1b) (0.7611) and the lattice-based results yields t = 2.86,
while a one-tailed Wilcoxon signed-rank test[117] yields w+ = 354; these indicate
that the improvement over 1-best retrieval due to lattice-based retrieval in this
case is significant at the 99.5% confidence level.
Furthermore, when we perform statistical retrieval using lattices rescored
with the bigram model (Bg-Lat), the MAP of the development queries is highest
at Θdoc = 60, at which point the MAP for the test queries is 0.7630; a t-test





















































































































For 32 test queries For 32 test queries
Lattices rescored with trigram model Lattices rescored with bigram model
Figure 5.2: Graph showing results for statistical lattice-based retrieval for the
English SDR task, using lattices generated with acoustic models with 8 Gaussians
per state
the lattice-based results yield t = 3.11 and w+ = 386, which indicate that the
improvement due to lattice-based retrieval is significant at the 99.75% confidence
level.
Thus, in both cases, the performance of our statistical lattice-based retrieval
method shows an improvement over that achieved using only the 1-best ASR
transcripts, and the improvement is statistically significant.
With regard to the effect of lexical context modeling, we expect the retrieval
performance obtained with trigram model rescoring to be better, since the tri-
gram model’s perplexity is lower than the bigram model’s (Table 5.3). Indeed,
we see that for 1-best retrieval, the difference in retrieval accuracy between
using lattices with bigram model scores (Bg-1b) and using trigram model rescor-
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ing (Tg-1b) is statistically significant at the 99.98% confidence level (t = 4.17,
w+ = 377); and for our proposed lattice-based method, the accuracy difference
between using bigram model rescoring (Bg-Lat) and using trigram model rescor-
ing (Tg-Lat) is significant at the 99.95% confidence level (t = 3.81, w+ = 389).
As for the effect of statistical lattice-based retrieval with stop word removal
(Tg-Lat-gla, Tg-Lat-smart), we find that using the smart stop word list gives no
significant improvement in retrieval accuracy (t = 0.831, w+ = 191) over retrieval
without stop word removal (Tg-Lat), while the gla stop word list actually yields
a slight drop in retrieval accuracy. This result agrees with Zhai and Lafferty’s
claim[127] that language modeling techniques are sufficient to handle stop words.
Results for tf · idf Method and Comparison With Statistical Lattice-
Based Method
As reported in Figure 5.3 and Table 5.4, for Mamou et al.’s vector space retrieval
method, we obtain very low retrieval performance when stop words are not
removed (Tg-WCN-VS) – the MAP achieved on the test queries is 0.1877. With
stop word removal using the gla stop list (Tg-WCN-VS-gla), the MAP of the
development queries is highest at Θdoc = 20, at which point the MAP for the test
queries is 0.6246. A t-test and a Wilcoxon test show that the difference between
the vector space retrieval results with stop word removal (Tg-WCN-VS-gla) and
the statistical lattice-based retrieval results without stop word removal (Tg-Lat)
is significant at the 99.99% confidence level (t = 5.10, w+ = 464). Using the
smart stop list (Tg-WCN-VS-smart), the MAP of the development queries is
highest at Θdoc = 20, 40, and 80; the MAP for the test queries at these pruning
thresholds are 0.6876, 0.6867, and 0.6849 respectively. The accuracy differences
between these results and the statistical retrieval results (Tg-Lat) are significant
at the 99.9% level (t = 3.52, 3.54, and 3.60 respectively for the t-test; w+ = 404,
404, and 410 respectively for the Wilcoxon test).


























































For 32 test queries
Figure 5.3: Graph showing results for
vector space lattice-based retrieval
for the English SDR task, using lat-
tices generated with acoustic models
with 8 Gaussians per state and tri-
gram model rescoring, and with stop






















Lattice pruning threshold Θdoc
Using WCN counts
Using 1-best trans.
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Lattice pruning threshold Θdoc
Using WCN counts
Using 1-best trans.
Θdoc = 20, 40, 80
For 32 test queries
Figure 5.4: Graph showing results for
vector space lattice-based retrieval
for the English SDR task, using lat-
tices generated with acoustic models
with 8 Gaussians per state and tri-
gram model rescoring, and with stop




























































For 32 test queries
Figure 5.5: Graph showing results for BM25 lattice-based retrieval for the En-
glish SDR task, using lattices generated with acoustic models with 8 Gaussians
per state and trigram model rescoring, and without stop word removal
85
Retrieval Retrieval Word MAP MAP
method source error for for
rate devel. test
queries queries
Reference transcripts 0% 0.8346 0.8135
1-best transcripts (Tg-1b) 48.1% 0.7942 0.7611
Expected counts, Θdoc = 160 - 0.8036 0.7717
Lattice (Tg-Lat)
rescoring Expected counts, Θdoc = 120, 0.7889 0.7714
Statistical with trigram gla stop word removal
model (Tg-Lat-gla)
Expected counts, Θdoc = 160, 0.8047 0.7761
smart stop word removal
(Tg-Lat-smart)
Full decoding 1-best transcripts (Bg-1b) 50.8% 0.7917 0.7499
with bigram Expected counts, Θdoc = 60 - 0.7986 0.7630
model (Bg-Lat)
Reference transcripts, gla stop word removal 0% 0.7203 0.6546
Reference transcripts, smart stop word removal 0.8317 0.7294
WCN counts, Θdoc = 80 - 0.2331 0.1877
(Tg-WCN-VS)
1-best transcripts, 48.1% 0.6960 0.6020
gla stop word removal
(Tg-1b-VS-gla)
Vector Lattice 1-best transcripts, 0.8052 0.6858
space rescoring smart stop word removal
with (Tg-1b-VS-smart)
trigram WCN counts, Θdoc = 20, - 0.7095 0.6246
model gla stop word removal
(Tg-WCN-VS-gla)
WCN counts, Θdoc = 20, 0.8068 0.6876
smart stop word removal
(Tg-WCN-VS-smart)
Reference transcripts 0% 0.8121 0.7206
Okapi Lattice 1-best transcripts 48.1% 0.7753 0.6773
BM25 rescoring (Tg-1b-BM25)
with trigram Expected counts, Θdoc = 160 - 0.7974 0.7139
model (Tg-Lat-BM25)
Table 5.4: Summary of retrieval results, using lattices generated with acoustic
models with 8 Gaussians per state
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better performance than Mamou et al.’s vector space method. Moreover, this
improvement can be achieved without any special handling of stop words, since
the language model smoothing mechanism has taken care of them.
5.2.5 Results for BM25 Method and Comparison with Statisti-
cal Lattice-Based Method
As for the BM25 lattice-based retrieval method described in Section 4.3, the
MAP of the development queries is highest at Θdoc = 160, at which point the
MAP for the test queries is 0.7139. A t-test and a Wilcoxon test between the
BM25 retrieval results (Tg-Lat-BM25) and the statistical retrieval results (Tg-
Lat) show that the latter approach gives an accuracy improvement which is
significant at the 99.99% level (t = 4.55, w+ = 438). Thus, while the accuracy of
the BM25 method is an improvement over that of Mamou et al.’s vector space
retrieval method, our proposed statistical lattice-based retrieval method is able
to yield even better retrieval performance.
5.2.6 Computational Cost of Indexing and Retrieval
As for the computational time and space requirements of lattice-based SDR, it
can be seen in Tables A.4 to A.8 that for all the retrieval methods, the size of
the search index, the time required to build the index, and the time required
to answer the queries tend to increase with the lattice pruning threshold Θdoc.
This is expected, as a smaller lattice will tend to contain fewer transcription
hypotheses, and thus fewer vocabulary words for each document which must be
maintained.
However, the time needed to estimate the smoothing parameter µ in statis-
tical retrieval has no direct relation to either Θdoc or the size of the index. This
is due to the use of Newton’s method to solve for µ: the amount of time taken
to find µ depends not only on the index size, but also on the rate of convergence
of Equation 3.7.
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Comparison of Computational Costs for Statistical Retrieval Methods
For statistical retrieval trigram model rescoring of lattices, we see from Table
A.4 that the size of the index files for lattice-based retrieval range from 143.7Mb
to 430.9Mb (for various lattice pruning thresholds), while the times needed to
answer the queries range from 80s to 287s; in contrast, for 1-best retrieval (Tg-
1b), the index file size is 122.6Mb, and the time needed to answer the queries is
77s. For statistical retrieval without lattice rescoring, Table A.5 shows that the
size of the index files for lattice-based retrieval range from 147.1Mb to 453.5Mb,
and the times needed to answer the queries range from 110s to 273s; in contrast,
the index file size for 1-best retrieval (Bg-1b) is 123.4Mb, and time needed to
answer the queries is 78s.
Thus, in both cases (with and without trigram rescoring), our proposed
method needs not more than 3.8 times the amounts of time and space required
by statistical retrieval using 1-best transcripts, at retrieval time – though our
method will require somewhat more time during preprocessing, as it needs to
perform steps such as lattice pruning and expected count computation.
5.2.7 Discussion of Results
The results illustrated in Figure 5.2 suggest that, as we adjust the lattice pruning
threshold to include more information from alternative recognition hypotheses in
the retrieval process, we can increase the MAP of the statistical retrieval method
over using only the 1-best transcripts. In addition, the use of statistical lattice-
based retrieval, which is grounded in statistical theory, allows us to obtain better
accuracy than with the vector space retrieval method using lattice information
(Figures 5.3 and 5.4).
We believe that this difference in performance is due to the different term
weighting schemes used in the vector space and statistical retrieval models. As
discussed in Section 4.2.2, in the relevance scoring function for statistical re-
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trieval, document word counts are transformed logarithmically while query word
counts are not; in vector space retrieval, however, both document and query
word counts are not transformed.
In addition, Mamou et al.’s method performs poorly when stop words are not
removed; this is not a problem with our proposed statistical retrieval method. A
possible reason is that, even though the vector space method uses idf weighting
to give smaller weights to non-content words in queries, this is still not enough to
overcome the differences in the distributions of stop words in documents; Table
5.5 shows that the differing expected counts of the word “you” can cause a large
divergence in its term weight under Mamou et al.’s approach, causing this term
to erroneously become a major ranking criterion. In contrast, the statistical
model – with Zhai and Lafferty’s smoothing method – is able to correctly assign
higher weights to content words.
For the BM25 retrieval method, the product
log




k1((1− b) + bE[|d|]/avdl + E[c(w;d)]
in Equation 4.4 is an approximation to the 2-Poisson independence weight of
the term w [86]. Furthermore, we can see that the term c(w;q)/(k3 + c(w;q))
is approximately proportional to c(w;q), since k3 = 500≫ c(w;q) for our set of
queries. Thus the BM25 retrieval method differs from our proposed statistical
retrieval method, in that the BM25 method multiplies the query term frequencies
measure by 2-Poisson independence weights, while our method multiplies query
term frequencies by log document word probabilities. We hypothesize that this
difference might be the cause of our method’s superior performance.
Comparison With Results for Mandarin Chinese SDR Task
Finally, it can be seen that the retrieval MAPs for this SDR task are generally
much higher than those we obtained for the Mandarin task (Section 5.1). We
8
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Query Vector space retrieval Statistical retrieval
word idf(w) Term weight Difference Pr (w | C) Term weight Difference
w fe 03 06049 fe 03 02742 fe 03 06049 fe 03 02742
(non-relevant) (relevant) (non-relevant) (relevant)
do 4.947 48.850 13.162 −35.688 0.00707 −9.699 −10.022 −0.323
it 3.716 34.965 28.473 −6.492 0.04359 −3.139 −3.110 +0.029
you 3.426 146.300 67.656 −78.644 0.03235 −6.719 −6.894 −0.175
favorit 8.792 3.091 3.192 +0.101 0.00014 −8.270 −8.229 +0.041
sport 7.797 0.000 26.651 +26.651 0.00095 −23.941 −21.532 +2.409
week 7.523 3.524 1.662 −1.862 0.00053 −7.393 −7.513 −0.120
Table 5.5: Term weights of stop words and content words (after stemming) in the computation of query-document relevance without
stop word removal, for the query ENG01 and two Fisher conversations, fe 03 06049 and fe 03 02742, using Mamou et al.’s method
(Tg-WCN-VS) and our proposed method (Tg-Lat); the largest difference in term weights for each retrieval method is highlighted
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believe that this difference stems mainly from the different natures of the two
collection corpora, and our choice of retrieval units. As stated previously, the
conversations in the Fisher corpus were initiated by topic statements which were
largely adhered to. In contrast, the topics in the Hub5 corpus were not fixed
beforehand, and a single Mandarin conversation often involves several disparate
topics; these properties make it more challenging to achieve accurate retrieval on
the Mandarin corpus. Furthermore, the use of different types of retrieval units
for the two SDR tasks – 12 -minute overlapping time windows for the Mandarin
task, and entire conversations for the English task – means that each English
retrieval unit contains more data compared to each Mandarin unit, making it
easier to accurately model the meanings of the retrieval units in the English
task. Our proposed lattice-based method does not currently overcome these
differences.
Despite this, our method was able to yield improved performance over sta-
tistical 1-best retrieval for both sets of experiments. Thus our method is capable
of giving better retrieval results, both in cases where the spoken documents are
short (about 12 minute) and where the spoken documents are long (about 10
minutes).
5.3 Conclusion
In this chapter, we detailed the experiments we performed to evaluate our pro-
posed statistical lattice-based retrieval method, and to compare its retrieval ac-
curacy to that of statistical retrieval via 1-best transcripts, Mamou et al.’s vec-
tor space retrieval method using word confusion networks, and a lattice-based
method based on the BM25 retrieval model. The experiment were done on two
conversational telephone speech corpora, one in Mandarin, and one in English.
The experimental results suggest that, as we adjust the lattice pruning
threshold to include more information from alternative recognition hypotheses in
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the retrieval process, we can increase the MAP of the statistical retrieval method
over using only the 1-best transcripts.
In addition, the use of statistical lattice-based retrieval, which is grounded
in statistical theory, allows us to obtain better accuracy than with the vector





In Chapter 3 to Chapter 5, we presented a method for lattice-based SDR with
Song and Croft’s statistical retrieval model[105]; we contrasted it against two
retrieval methods previously proposed in the literature and the lattice-based
BM25 method which we implemented; and we detailed experiments to test the
retrieval accuracy of the various methods and reported the experimental results.
We now propose to extend our method in Chapter 3 to query-by-example
SDR: we compute expected counts from the speech lattices of documents and
queries, build a statistical unigram model for each document and each query, and
compute each document’s relevance to a query as the Kullback-Leibler divergence
between the document model and query model[57].
6.1 Problems Faced by Query-by-Example SDR
As pointed out in Section 2.4, in the task of query-by-example SDR, we have a
collection of documents C in spoken form, as well as a query exemplar q which
is also a speech recording, and we wish to retrieve the documents in C which are
similar in subject matter to the exemplar. Unlike the queries in the previous
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task which are short and in textual form, the query exemplars in this query-by-
example task are in the form of speech, and are also full-fledged documents in
their own right. This presents additional challenges for lattice-based query-by-
example SDR: specifically,
• the retrieval system must cope with the presence of uncertainty in the
speech recognizer’s transcription of the queries, and
• it must also deal with the high concentration of non-content words occur-
ring in the query exemplars which may interfere with the retrieval process.
6.1.1 Using Multiple Transcription Hypotheses for Queries
If we wish to utilize multiple ASR hypotheses of query exemplars, then we cannot
simply compute the query probability
log Pr (q | d) =
K∑
i=1
log Pr (qi | d)
as in the task of SDR with short textual queries, since the query is no longer
merely a single string of terms q1q2 · · · qK . To overcome this problem, we make
use of the formulation of statistical retrieval as ranking by negative KL diver-
gence of smoothed document models from unsmoothed query models, as men-




Now, given two language modelsM1 andM2 which assign probabilities Pr (w | M1)
and Pr (w | M2) respectively to each vocabulary word w, the KL divergence be-
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Pr (w | M1)










Pr (w | M1) log Pr (w | M1)
where the second summation term is independent of M2. This suggests that,
to perform lattice-based query-by-example retrieval, we can estimate language
models Pr (· | d) and Pr (· | q) from the expected counts derived from lattices of
the documents and query exemplars, and then rank documents according to the
negative KL divergences of document models from query models.
6.1.2 Handling of Non-Content Words
Another problem in query-by-example SDR lies in the fact that the queries are
now full-fledged documents, rather than short descriptions of the information
need. As illustrated in Table 6.1, the distribution of words is different in the
two types of queries; a short query contains stop words but still has a high
concentration of content words specifying the topic, while the most frequent
words in a query exemplar are all stop words (such as “the”) or filler words
(such as “yeah”).
Although stop word removal has been found to be unneeded for the SDR
with short queries (Section 5.2), this may not be the case for query-by-example
SDR, as query exemplars have different distributions of words; we thus propose
to perform stop word removal in this task.
6.2 Our Proposed Method
Our method for lattice-based query-by-example SDR is described below. As
mentioned above, in our method we estimate unigram models of documents
and query exemplars from expected word counts, and then calculate negative
Kullback-Leibler divergences of document models from query models.
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ENG01 topic spec. fe 03 02783
Word Frequency Word Frequency
v. 3 i 108
t. 3 the 82
sport 3 and 66
you 2 thei 54
on 2 to 53
do 2 it 41
week 1 yeah 39
watch 1 on 37
spend 1 you 36
profession 1 like 36
Table 6.1: Most frequent words (after stemming) in the topic specification
for ENG01 (a short query), and in the reference transcripts of a conversation
fe 03 02783 on this topic (a possible query exemplar); both are from the Fisher
English Training corpus
6.2.1 Estimating Expected Word Counts from Lattices
First, we divide the documents in the collection and the query exemplars into
speech segments, generate lattices for the speech segments, prune the lattices,
and compute expected word counts in documents and queries from the pruned
lattices; these steps are done in the manner described in Section 3.2. For lattice
pruning, we use not just one pruning threshold, but two separate thresholds:
document lattices are pruned according to the threshold Θdoc, while query lat-
tices are pruned according to another threshold Θqry. (A reason we use two
thresholds is that the query and document models will later be estimated dif-
ferently, and this may cause the optimal pruning thresholds to be different.)
6.2.2 Removing Stop Words
Stop word removal is done during the computation of expected counts: to achieve
the effect of stop word removal, we treat all words from a stop word list as having
an expected count of zero in both documents and queries, and also leave them
out of the computation of the expected document and query lengths.
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After the above steps, we obtain for each document d the expected count
E[c(w;d)] of each word w in d, and the expected document length E[|d|]; sim-
ilarly, for each query exemplar q we obtain expected counts E[c(w;q)] and the
expected query length E[|q|].
6.2.3 Estimating Unigram Models for Documents and Queries
from Expected Counts
From the expected counts, we now attempt to estimate unigram models Pr (· | d)
and Pr (· | q) for the distribution of words in each document d and query q. Since
our method for SDR with short queries is equivalent to computing the divergence
of a smoothed document model from an unsmoothed query model, we therefore
estimate our models for this query-by-example task correspondingly: that is, we
compute a smoothed model for the words in d, and an unsmoothed model for
words in q.
To estimate Pr (· | d), we employ the adaptation of Zhai and Lafferty’s two-
stage smoothing method[127], as in Section 3.3. For each word w, we compute
Pr (w | d) = (1− λ)
E[c(w;d)] + µPr (w | C)
E[|d|] + µ
+ λPr (w | U)
where λ ∈ (0, 1) and µ > 0 are smoothing parameters, and








To estimate Pr (· | q), we simply normalize the expected counts of words in
q; for each word w,




6.2.4 Computing Relevance Scores
After estimating the document and query models Pr (· | d) and Pr (· | q), we can
















E[c(w;q)] log Pr (w | d) +Hq




Pr (w | q) log Pr (w | q)
and E[|q|] both do not depend on d, we can disregard them for purposes of











E[c(w;d)] + µPr (w | C)
E[|d|] + µ
+ λPr (w | U)
)
Note that, in the degenerate case where the query exemplar q is given only
by a single transcript, this ranking formula reduces to the log query probability
formula used in SDR with short queries (Equation 3.8).
6.3 English Query-by-Example SDR Task
To evaluate our proposed method for query by example, we used the Fisher
English Training corpus. We divided the speech corpus into three portions:
• 1,600 conversations for training acoustic models (S1);
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• 5,005 conversations for training an n-gram language model for lattice rescor-
ing (S2); and
• 5,094 conversations for the collection corpus and query exemplars (S3).
6.3.1 Task Setup
As in the previous English SDR task, we treated each conversation in S3 as a
“document”.
To obtain query exemplars for our task setup, we decided to select 40 con-
versations as exemplars to represent the 40 topics. To do this, we performed a
preliminary round of text retrieval on the reference transcripts of the conversa-
tions in S3, using the titles and verbose descriptions of the 40 topic specifications
as queries; for each topic, we then selected the highest-ranked conversation as
an exemplar. (We used this procedure instead of randomly selecting exemplars,
as the latter might cause us to select exemplars which are unrepresentative of
their topics, and retrieval results obtained with them would not be useful for our
subsequent analysis.)
We then assigned 8 of the query exemplars to be development queries, and
the remaining 32 as test queries. The exemplars, along with the Fisher topics
they represent, are listed in Table 6.2. The remaining 5,054 conversations in S3
were designated as the collection corpus (C) for our experimental setup.
To obtain ground truth relevance judgements, we adopted the following pro-
cedure: a document in C was deemed to be relevant to a query if and only if the
document and query exemplar were about the same Fisher topic, according to
the topic assignment tables provided by the LDC with the corpus. An examina-
tion of a small sample of the corpus showed that the conversations did tend to
stay with their initial topics; thus we had reason to believe that the LDC’s topic




ENG04 fe 03 03609
ENG05 fe 03 03916
ENG09 fe 03 09859
Topic Exemplar
ENG20 fe 03 10205
ENG22 fe 03 08256
ENG23 fe 03 08390
Topic Exemplar
ENG29 fe 03 08738
ENG39 fe 03 09447
Test queries
Topic Exemplar
ENG01 fe 03 02783
ENG02 fe 03 03138
ENG03 fe 03 09686
ENG06 fe 03 00329
ENG07 fe 03 07846
ENG08 fe 03 04071
ENG10 fe 03 04364
ENG11 fe 03 05948
ENG12 fe 03 01242
ENG13 fe 03 10001
ENG14 fe 03 08034
Topic Exemplar
ENG15 fe 03 06120
ENG16 fe 03 04700
ENG17 fe 03 06378
ENG18 fe 03 06419
ENG19 fe 03 05482
ENG21 fe 03 04938
ENG24 fe 03 00267
ENG25 fe 03 05055
ENG26 fe 03 00279
ENG27 fe 03 08587
ENG28 fe 03 11639
Topic Exemplar
ENG30 fe 03 07041
ENG31 fe 03 05822
ENG32 fe 03 08970
ENG33 fe 03 09033
ENG34 fe 03 02223
ENG35 fe 03 02282
ENG36 fe 03 05254
ENG37 fe 03 00075
ENG38 fe 03 02628
ENG40 fe 03 10613
Table 6.2: List of query exemplars
6.3.2 Preprocessing of Documents and Queries
As in our experiments in Section 5.2, to process the conversations in the corpus
we used HTK[122], the AT&T FSM library[75], the SRILM toolkit[107], and the
CMU Lemur toolkit1, to do acoustic model training, lattice generation, lattice
rescoring, lattice pruning, expected count computation, and IR indexing.
As in our earlier SDR experiments in Section 5.2, we tried three different
approaches for stop word handling:
• no stop word processing;
• stop word removal with a 319-word stop list (gla) maintained by the Uni-
versity of Glasgow; and
• stop word removal with a 571-word stop list (smart) which was used in
the classical SMART information retrieval system[19].
1http://www.lemurproject.org/
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6.3.3 Retrieval and Evaluation
We then performed retrieval on the document collection using the algorithms
in Section 6.2, using the reference transcripts, the 1-best ASR transcripts, and
expected counts from lattices of the query exemplars and the collection corpus.
For the retrieval parameters, we used λ = 0.7 as in our SDR experiments with
short natural language queries; values of µ (obtained by solving Equation 3.3)
were found to range between 1,300 and 2,600. For the background language
model U , we used the language model derived from the collection corpus C.
For the lattice-based retrieval method, we performed retrieval with the de-
velopment queries using different values of the query lattice pruning threshold
Θqry from 20 to 260, and values of the document lattice pruning threshold Θdoc
from 20 to 200; we then used the values of Θqry and Θdoc with the best MAP to
do retrieval with the test queries.
As a further comparison, we also performed retrieval on the collection corpus
using the original Fisher topic specifications (as in Tables A.2 and A.3) as queries.
6.3.4 Experimental Results
The results of our experiments are summarized in Tables 6.3 and 6.4, and the
amounts of time taken to perform indexing and retrieval are given in Table A.9.
Detailed retrieval results are presented in Tables A.10 to A.15.
Retrieval Without Stop Word Removal
In the case where stop word removal was not done, we see that when performing
retrieval using lattices (Lat → Lat), the MAP of the development queries was
highest at Θqry = 240 and Θdoc = 120, at which point the MAP of the test
queries was 0.7079. A one-tailed paired Student’s t-test with 31 degrees of free-
dom between the 1-best retrieval results (1-best → 1-best) and the lattice-based
retrieval results yields t = 3.58, and a one-tailed Wilcoxon signed-rank test[117]
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yields w+ = 440; these indicate that the improvement due to lattice-based re-
trieval in this case was significant at the 99.95% confidence level.
We also found that using expected counts of lattices from both queries and
documents (Lat → Lat) resulted in better retrieval performance than using lat-
tices for documents only (1-best → Lat), or using lattices for queries only (Lat
→ 1-best). This shows that the alternative hypotheses contained in query and
document lattices were able to reinforce one another to yield better retrieval
accuracy.
However, when compared against the performance obtainable by using short
queries – namely, using the original Fisher topic specifications as queries – our
lattice-based query-by-example method still fell short. In fact, even when the
reference transcripts of documents and query exemplars are used in query-by-
example retrieval (Ref → Ref), we found that the MAP achieved on the test
queries is only 0.7468, which is still lower than the MAP of 0.7613 obtainable
using topic specifications, even when working merely with 1-best transcripts of
the collection corpus (Top → 1-best). This suggests that the very nature of the
query exemplars is indeed presenting difficulties in the way of accurate retrieval,
as illustrated in Table 6.1.
6.3.5 Retrieval With Stop Word Removal
When performing retrieval using lattices with stopping using the gla stop list
(Lat
gla
−−→ Lat), the MAP of the development queries was highest at Θqry = 240
and Θdoc = 120, at which point the MAP of the test queries was 0.7364; a t-test
shows that the improvement over retrieval using 1-best transcripts (1-best
gla
−−→
1-best) was significant at the 99.99% confidence level (t = 4.24, w+ = 483).
When the smart stop list was used, the MAP of lattice-based retrieval (Lat
smart
−−−→ Lat) was also found to be significantly better than 1-best retrieval (1-best
smart
−−−→ 1-best) at the 99.95% confidence level under the t-test (t = 3.76), and
at the 99.99% confidence level under the Wilcoxon test (w+ = 472). Thus, the
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System Retrieval source Pruning Mean average precision
Queries Documents parameters For devel. For test
(Θqry,Θdoc) queries queries
Ref → Ref Exemplar
reference
Reference − 0.7941 0.7468
1-best → 1-best Exemplar
1-best
1-best − 0.7580 0.6958
1-best → Lat Exemplar
1-best
Lattices (−, 120) 0.7613 0.7009
Lat → 1-best Exemplar
lattices
1-best (240,−) 0.7669 0.7023
Lat → Lat Exemplar
lattices
Lattices (240, 120) 0.7740 0.7079
Top → Ref Topic
specifica-
tions
Reference − 0.8325 0.8149
Top → 1-best Topic
specifica-
tions
1-best − 0.7922 0.7613
Top → Lat Topic
specifica-
tions
Lattices (−, 160) 0.8023 0.7723
Table 6.3: Summary of experimental results for the English query-by-example
task, without stop word removal
use of lattices for query-by-example SDR still produces better performance than
query-by-example SDR with 1-best transcripts,
When compared to lattice-based retrieval without stop word removal (Lat→
Lat), the results were also better. The MAP increased from 0.7079 to 0.7364 with
the use of the gla stop list (Lat
gla
−−→ Lat), with the difference being significant
at the 99.75% confidence level (t = 2.99); while using smart (Lat
smart
−−−→ Lat)
caused the MAP to increase to 0.7569, with the difference being significant at
the 99.9% confidence level (t = 3.40). We therefore see that stop word removal
can help to boost retrieval accuracy for the query-by-example task.
Also, we found a significant difference between the effects of the two different
stop lists: for lattice-based retrieval, switching from the gla stop list to the
smart stop list resulted in a MAP increase which was significant at the 97.5%
confidence level (t = 2.02, w+ = 379). This suggests that the precise choice of
stop list can also have an impact on query-by-example performance.
To obtain some hints as to how and why stop word removal can give such a
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System Retrieval source Stop Pruning Mean average precision
Queries Documents word parameters For devel. For test





Reference gla − 0.7884 0.7630
1-best
gla



















Reference smart − 0.8363 0.7781
1-best
smart














Lattices smart (240, 160) 0.8421 0.7569
Table 6.4: Summary of experimental results for the English query-by-example
task, with stop word removal
Without With stop With stop
stop word removal, word removal,
word using gla using smart
removal stop list stop list
Word Frequency Word Frequency Word Frequency
i 108 yeah 39 yeah 39
the 82 like 36 watch 25
and 66 oh 29 um 22
thei 54 know 28 sport 22
to 53 it 26 v. 19
it 41 watch 25 t. 19
yeah 39 mean 25 game 9
on 37 um 22 basketbal 9
you 36 sport 22 week 8
like 36 don’t 22 show 8
Table 6.5: Most frequent words (after stemming) in the reference transcripts of
the conversation fe 03 02783 from the Fisher English Training corpus, before
and after stop word removal
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noticeable change in retrieval performance, we looked at the reference transcripts
of the query exemplars, and examined their lengths before stopping and after
stopping. As shown in Table 6.6, in most cases more than half of the words in
each of the query exemplars were found to be stop words, and were removed by
stopping. Furthermore, by removing the frequently-occurring stop words, the
stopping process caused the content words to receive more prominence in the
resulting word distribution; this is illustrated in Table 6.5. Clearly, the use of
stop word removal in query-by-example SDR, and the precise choice of stop word
list, are issues that merit attention.
6.4 Conclusion
In this chapter, we extended our method for statistical lattice-based spoken
document retrieval to the task of query-by-example SDR, in which both queries
and documents are in speech form. In our proposed method, we generate lattices
for both queries and documents, compute expected counts from the lattices, and
estimate unigram models from the expected counts; we then compute query-
document relevance as negative divergences between query models and document
models.
Experiments with English telephone speech show that, by using alternative
transcription hypotheses for both documents and queries, we can achieve an
improvement in retrieval accuracy over retrieval with only 1-best transcripts.
Furthermore, unlike SDR with short queries, query-by-example SDR does benefit
from stop word removal.
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Query Length of exemplar (number of words)
exemplar without with stop with stop
stop word removal, word removal,
word using gla using smart
removal stop list stop list
fe 03 02783 2,008 892 (−56%) 524 (−74%)
fe 03 03138 1,401 725 (−48%) 480 (−66%)
fe 03 09686 1,947 814 (−58%) 475 (−76%)
fe 03 03609 1,990 910 (−54%) 550 (−72%)
fe 03 03916 1,536 762 (−50%) 510 (−67%)
fe 03 00329 2,090 970 (−54%) 569 (−73%)
fe 03 07846 1,817 748 (−59%) 487 (−73%)
fe 03 04071 1,613 633 (−61%) 407 (−75%)
fe 03 09859 2,099 953 (−55%) 503 (−76%)
fe 03 04364 2,104 882 (−58%) 593 (−72%)
fe 03 05948 1,245 500 (−60%) 371 (−70%)
fe 03 01242 1,887 733 (−61%) 480 (−75%)
fe 03 10001 1,726 831 (−52%) 553 (−68%)
fe 03 08034 1,975 895 (−55%) 528 (−73%)
fe 03 06120 2,299 1,045 (−55%) 640 (−72%)
fe 03 04700 2,234 958 (−57%) 616 (−72%)
fe 03 06378 1,926 913 (−53%) 541 (−72%)
fe 03 06419 2,317 1,046 (−55%) 622 (−73%)
fe 03 05482 1,803 794 (−56%) 516 (−71%)
fe 03 10205 1,910 944 (−51%) 625 (−67%)
fe 03 04938 1,917 850 (−56%) 480 (−75%)
fe 03 08256 1,747 842 (−52%) 533 (−69%)
fe 03 08390 1,284 593 (−54%) 427 (−67%)
fe 03 00267 1,849 910 (−51%) 648 (−65%)
fe 03 05055 1,438 650 (−55%) 420 (−71%)
fe 03 00279 1,504 700 (−53%) 548 (−64%)
fe 03 08587 2,223 1,075 (−52%) 701 (−68%)
fe 03 11639 989 418 (−58%) 288 (−71%)
fe 03 08738 1,440 715 (−50%) 448 (−69%)
fe 03 07041 1,533 696 (−55%) 462 (−70%)
fe 03 05822 2,054 987 (−52%) 667 (−68%)
fe 03 08970 1,501 814 (−46%) 618 (−59%)
fe 03 09033 1,522 659 (−57%) 394 (−74%)
fe 03 02223 1,810 814 (−55%) 551 (−70%)
fe 03 02282 1,943 875 (−55%) 540 (−72%)
fe 03 05254 2,041 980 (−52%) 645 (−68%)
fe 03 00075 1,534 711 (−54%) 445 (−71%)
fe 03 02628 1,557 639 (−59%) 406 (−74%)
fe 03 09447 1,922 935 (−51%) 566 (−71%)
fe 03 10613 2,052 937 (−54%) 537 (−74%)





The task of spoken document retrieval from databases of spontaneous, conver-
sational speech is a challenging one. The SDR system must be able to deal with
not only the vagaries of natural language itself, but also the recognition errors
caused by the high degree of inter-speaker and intra-speaker pronunciation vari-
ation in speech, and the presence of environmental noise and channel noise. In
addition, it must be able to correctly retrieve relevant documents, even when
the speech recognizer’s 1-best transcripts have too many transcription errors to
be useful for retrieval.
By merging the use of a statistical IR framework with the use of multiple
speech recognition hypotheses, we were able to obtain an SDR method which
achieves improved SDR accuracy as compared to previous methods and lattice-
based BM25 retrieval. Furthermore, we have also formulated and demonstrated
an extension of our new method to the task of query-by-example SDR.
7.1 Contributions
7.1.1 SDR With Short Textual Queries
In this dissertation, we proposed a novel method for improving SDR performance
which combines
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• the use of multiple transcription hypotheses – output by a speech recognizer
in the form of a lattice – instead of just a single automatic transcript for
each document; and
• the use of Song and Croft’s probabilistic model of information retrieval[105].
Our proposed approach was motivated by the observation that, in previous work,
each of the two techniques above have been shown individually to lead to im-
proved retrieval accuracy: SDR with lattice statistics was able to achieve better
performance than SDR with only 1-best transcripts, under the vector space IR
model with tf · idf weighting; while Song and Croft’s IR model had been shown
to outperform the tf · idf model, both for the task of text IR and for the task of
SDR with 1-best transcripts.
In our proposed method, we generated lattices from speech segments, com-
puted the expected counts of words from the lattices, and constructed a unigram
model for each document by normalizing and smoothing the expected counts;
we then use these unigram models to obtain scores of query-document relevance.
Experiments showed that our method was able to improve SDR performance
compared to using only the 1-best ASR transcripts, and could also outperform
a recently proposed lattice-based SDR method based on the vector space model,
as well as another lattice-based method using the Okapi BM25 model. In re-
trieval experiments with the Hub5 Mandarin Training corpus, the mean average
precision (MAP) of our method was found to be 0.2154, in contrast to 0.1364
achieved by the statistical model with 1-best transcripts, and 0.1599 achieved
by the vector space model with lattice statistics; in experiments with the Fisher
English Training corpus, the MAP achieved by our method was 0.7717, com-
pared to 0.7611 achieved by the statistical model with 1-best transcripts, 0.6246




We also extended our proposed method to the problem of query-by-example
SDR, in which the queries are themselves spoken documents. In our method for
query by example, we built unigram models for documents and queries, and com-
puted query-document relevance as negative Kullback-Leibler divergence mea-
sures between the document models and query models. We also attempted to
improve the accuracy of query by example by performing stop word removal,
using two different stop word lists.
Retrieval experiments with the Fisher corpus showed that, without stop word
removal, our lattice-based query-by-example method achieved an MAP of 0.7079,
compared to 0.6958 achieved by statistical retrieval with 1-best transcripts. With
stop word removal using the two stop lists, our lattice-based method attained
MAPs of 0.7364 and 0.7569 respectively, as compared to 0.7193 and 0.7406 un-
der 1-best retrieval. In summary, our lattice-based retrieval method yields a
consistent improvement over 1-best retrieval across a variety of retrieval setups.
7.2 Suggestions for Future Work
We now outline a few possible directions for future research.
Incorporating Proximity-Based Search Into Our Method. Chelba and
Acero[22] describe a way of weighting query terms according to their proximity
within documents, under a vector space retrieval framework. In their method,
if a query contains the phrase “language modeling”, then these two terms will
be assigned higher weights for documents in which “language” and “modeling”
occur near each other, than if they occur far apart. Although our statistical
retrieval method can conceivably be modified to search for the exact phrase
“language modeling” – by estimating n-gram models instead of unigram models
– it is not obvious how it can be extended further. A lattice-based statistical
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retrieval method which can deal with arbitrary degrees of term proximity, and
incorporate such proximity information in retrieval, will prove interesting.
Formulating a More Principled Way of Deriving Lattice Pruning Thre-
sholds. In our work, as well as previous work in lattice-based speech process-
ing, the thresholds for lattice pruning (Θdoc and Θqry) are practically obtained
by trial and error. A more precise study on how varying the pruning thresholds
affects the quality of the document models Pr (· | d) estimated from expected
counts using our method, and how it affects the quality of SDR, will certainly
be useful. In addition, a more efficient and more principled way of obtaining
good pruning thresholds will definitely be of theoretical interest and practical
value. A possible offshoot of this development may be to implement query-biased
lattice pruning for SDR, such that the pruning threshold is dynamically tuned
according to the query at retrieval time.
Examining How Stop Words Affect SDR and Query by Example. We
have seen that stop word removal has little effect on the performance SDR with
short queries, but has a significant impact on query-by-example SDR. A study
on why this is so, as well as the exact ways in which stop words and stop word
removal affect retrieval accuracy, will be enlightening.
Extending Our Statistical Lattice-Based Retrieval Framework to Other
Tasks. Finally, it will be useful to extend our proposed method to other tasks,
such as spoken document classification and spoken document summarization.
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Details of Experimental Setups
and Results
A.1 Details for Mandarin SDR Task
Lattice MAP for vector space MAP for statistical
pruning retrieval method retrieval method
threshold Θ Devel. queries Test queries Devel. queries Test queries
2,500 0.1453 0.1440 0.1298 0.1373
5,000 0.1540 0.1476 0.1356 0.1351
7,500 0.1547 0.1489 0.1346 0.1420
10,000 0.1664 0.1517 0.1404 0.1439
12,500 0.1673 0.1499 0.1420 0.1496
15,000 0.1664 0.1502 0.1411 0.1482
17,500 0.1666 0.1497 0.1408 0.1522
20,000 0.1659 0.1548 0.1384 0.1584
22,500 0.1671 0.1578 0.1409 0.1616
25,000 0.1679 0.1591 0.1447 0.1622
27,500 0.1685 0.1599 0.1470 0.1870
30,000 0.1681 0.1615 0.1484 0.1880
32,500 0.1671 0.1591 0.1488 0.1932
35,000 0.1666 0.1859 0.1498 0.1927
37,500 0.1671 0.1856 0.1494 0.1754
40,000 0.1682 0.1887 0.1530 0.1841
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Lattice MAP for vector space MAP for statistical
pruning retrieval method retrieval method
threshold Θ Devel. queries Test queries Devel. queries Test queries
42,500 0.1670 0.1853 0.1566 0.1867
45,000 0.1612 0.1780 0.1536 0.1968
47,500 0.1607 0.1790 0.1520 0.1962
50,000 0.1591 0.1810 0.1527 0.2009
52,500 0.1603 0.1822 0.1755 0.2086
55,000 0.1617 0.1808 0.1761 0.2065
57,500 0.1623 0.1809 0.1783 0.2193
60,000 0.1599 0.1810 0.1766 0.2164
62,500 0.1586 0.1812 0.1773 0.2148
65,000 0.1560 0.1786 0.2180 0.2154
67,500 0.1517 0.1781 0.2179 0.2144
70,000 0.1507 0.1758 0.2160 0.2150
72,500 0.1487 0.1734 0.2143 0.2095
75,000 0.1455 0.1666 0.2151 0.2057
77,500 0.1461 0.1651 0.2159 0.2022
80,000 0.1479 0.1620 0.2142 0.2071
82,500 0.1460 0.1585 0.2154 0.2019
85,000 0.1422 0.1580 0.2177 0.2009
87,500 0.1392 0.1561 0.2175 0.1946
90,000 0.1383 0.1550 0.2157 0.1928
92,500 0.1327 0.1530 0.2131 0.1861
95,000 0.1299 0.1514 0.2113 0.1848
97,500 0.1261 0.1501 0.2096 0.1860
100,000 0.1217 0.1458 0.2073 0.1843
Table A.1: Results for lattice-based retrieval methods in the
Mandarin SDR task, at various lattice pruning thresholds
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A.2 Details for English SDR Task
Topic # Title and verbose description # rel. calls
ENG04 Minimum Wage. Do each of you feel the min-
imum wage increase – to ≪$5.15 an hour – is
sufficient?
221
ENG05 Comedy. How do you each draw the line between
acceptable humor and humor that is in bad taste?
212
ENG09 Hypothetical Situations. Time Travel. If each
of you had the opportunity to go back in time
and change something that you had done, what
would it be and why?
146
ENG20 Drug Testing. How do each of you feel about
the practice of companies testing employees for
drugs? Do you feel unannounced spot-checking
for drugs to be an invasion of a person’s privacy?
43
ENG22 Censorship. Do either of you think public or pri-
vate schools have the right to forbid students to
read certain books?
118
ENG23 Health and Fitness. Do each of you exercise reg-
ularly to maintain your health or fitness level? If
so, what do you do? If not, would you like to
start?
143
ENG29 Education. What do each of you think about
computers in education? Do they improve or
harm education?
160
ENG39 Holidays. Do either of you have a favorite hol-
iday? Why? If either of you you could create
a holiday, what would it be and how would you
have people celebrate it?
112
Table A.2: List of development queries for the English SDR
task
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Topic # Title and verbose description # rel. calls
ENG01 Professional Sports on TV. Do either of you have
a favorite TV sport? How many hours per week
do you spend watching it and other sporting
events on TV?
200
ENG02 Pets. Do either of you have a pet? If so, how
much time each day do you spend with your pet?
How important is your pet to you?
281
ENG03 Life Partners. What do each of you think is the
most important thing to look for in a life partner?
240
ENG06 Hypothetical Situations. Perjury. Do either of
you think that you would commit perjury for a
close friend or family member?
45
ENG07 Hypothetical Situations. One Million Dollars to
Leave the US. Would either of you accept one
million dollars to leave the US and never return?
If you were willing to leave, where would you go,
what would you do? What would you miss the
most about the US? What would you not miss?
42
ENG08 Hypothetical Situations. Opening Your Own
Business. If each of you could open your own
business, and money were not an issue, what type
of business would you open? How would you go
about doing this? Do you feel you would be a
successful business owner?
107
ENG10 Hypothetical Situations. An Anonymous Bene-
factor. If an unknown benefactor offered each
of you a million dollars – with the only stipula-
tion being that you could never speak to your
best friend again – would you take the million
dollars?
171
ENG11 US Public Schools. In your opinions, is there cur-
rently something seriously wrong with the public
school system in the US, and if so, what can be
done to correct it?
151
ENG12 Affirmative Action. Do either of you think affir-
mative action in hiring and promotion within the
business community is a good policy?
66
130
Topic # Title and verbose description # rel. calls
ENG13 Movies. Do each of you enjoy going to the movies
in a theater, or would you rather rent a movie and
stay home? What was the last movie that you
saw? Was it good or bad and why?
97
ENG14 Computer Games. Do either of you play com-
puter games? Do you play these games on the
Internet or on CD-ROM? What is your favorite
game?
67
ENG15 Current Events. How do both of you keep up
with current events? Do you get most of your
news from TV, radio, newspapers, or people you
know?
109
ENG16 Hobbies. What are your favorite hobbies? How
much time do each of you spend pursuing your
hobbies? Do you feel that every person needs at
least one hobby?
120
ENG17 Smoking. How do you both feel about the move-
ment to ban smoking in all public places? Do ei-
ther of you think Smoking Prevention Programs,
Counter-smoking ads, Help Quit hotlines and so
on, are a good idea?
87
ENG18 Terrorism. Do you think most people would re-
main calm, or panic during a terrorist attack?
How do you think each of you would react?
45
ENG19 Televised Criminal Trials. Do either of you
feel that criminal trials, especially those involv-
ing high-profile individuals, should be televised?
Have you ever watched any high-profile trials on
TV?
47
ENG21 Family Values. Do either of you feel that the
increase in the divorce rate in the US has altered
your behavior? Has it changed your views on the
institution of marriage?
52
ENG24 September 11. What changes, if any, have either
of you made in your life since the terrorist attacks
of Sept 11, 2001?
183
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Topic # Title and verbose description # rel. calls
ENG25 Strikes by Professional Athletes. How do each of
you feel about the recent strikes by professional
athletes? Do you think that professional athletes
deserve the high salaries they currently receive?
111
ENG26 Airport Security. Do either of you think that
heightened airport security lessens the chance of
terrorist incidents in the air?
110
ENG27 Issues in the Middle East. What does each of
you think about the current unrest in the Mid-
dle East? Do you feel that peace will ever be
attained in the area? Should the US remain in-
volved in the peace process?
89
ENG28 Foreign Relations. Do either of you consider any
other countries to be a threat to US safety? If
so, which countries and why?
110
ENG30 Family. What does the word family mean to each
of you?
174
ENG31 Corporate Conduct in the US. What do each of
you think the government can do to curb illegal
business activity? Has the cascade of corporate
scandals caused the mild recession and decline in
the US stock market and economy? How have
the scandals affected you?
99
ENG32 Outdoor Activities. Do you like cold weather or
warm weather activities the best? Do you like
outside or inside activities better? Each of you
should talk about your favorite activities.
106
ENG33 Friends. Are either of you the type of person who
has lots of friends and acquaintances or do you
just have a few close friends? Each of you should
talk about your best friend or friends.
86
ENG34 Food. Which do each of you like better – eating at




Topic # Title and verbose description # rel. calls
ENG35 Illness. When the seasons change, many people
get ill. Do either of you? What do you do to
keep yourself well? There is a saying, “A cold
lasts seven days if you don’t go to the doctor
and a week if you do.” Do you both agree?
149
ENG36 Personal Habits. According to each of you, which
is worse: gossiping, smoking, drinking alcohol or
caffeine excessively, overeating, or not exercising?
105
ENG37 Reality TV. Do either of you watch reality shows
on TV. If so, which one or ones? Why do you
think that reality based television programming,
shows like “Survivor” or “Who Wants to Marry
a Millionaire” are so popular?
199
ENG38 Arms Inspections in Iraq. What, if anything, do
you both think the US should do about Iraq? Do
you think that disarming Iraq should be a major
priority for the US?
117
ENG40 Bioterrorism. What do you both think the US
can do to prevent a bioterrorist attack?
97
Table A.3: List of test queries for the English SDR task
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Pruning MAP for MAP for Size of Time to Time to Time to
threshold 8 devel. 32 test index build find answer
Θ queries queries file (Mb) index (s) µ (s) queries (s)
20 0.7994 0.7624 143.7 532 918 80
40 0.8011 0.7683 168.0 633 245 125
60 0.8020 0.7708 200.4 737 253 141
80 0.8022 0.7714 240.2 859 245 161
100 0.8028 0.7726 284.8 1,009 240 240
120 0.8028 0.7716 325.1 1,118 253 261
140 0.8019 0.7726 360.1 1,241 245 263
160 0.8036 0.7717 388.7 1,301 851 272
180 0.7993 0.7698 411.0 1,367 211 285
200 0.7847 0.7541 430.9 1,392 892 287
Table A.4: Results for statistical lattice-based retrieval in the English SDR task,
using lattices generated with acoustic models with 8 Gaussians per state, and
trigram model lattice rescoring, without stop word removal
Pruning MAP for MAP for Size of Time to Time to Time to
threshold 8 devel. 32 test index build find answer
Θ queries queries file (Mb) index (s) µ (s) queries (s)
20 0.7964 0.7502 147.1 599 274 110
40 0.7977 0.7608 176.2 746 923 156
60 0.7986 0.7630 215.9 849 222 179
80 0.7985 0.7637 262.5 975 831 213
100 0.7971 0.7634 312.2 1,084 233 238
120 0.7955 0.7636 352.6 1,191 234 252
140 0.7961 0.7629 386.2 1,261 825 267
160 0.7964 0.7633 412.0 1,336 231 273
180 0.7966 0.7628 432.7 911 790 173
200 0.7782 0.7434 453.5 982 855 273
Table A.5: Results for statistical lattice-based retrieval in the English SDR task,
using lattices generated with acoustic models with 8 Gaussians per state, and
bigram model scores, without stop word removal
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Pruning MAP for MAP for Size of Time to Time to
threshold 8 devel. 32 test index build answer
Θ queries queries file (Mb) index (s) queries (s)
20 0.7095 0.6246 65.1 224 26
40 0.7078 0.6241 87.6 327 31
60 0.7069 0.6207 111.6 526 35
80 0.7073 0.6174 131.8 821 61
100 0.7011 0.6110 147.3 1,182 66
120 0.6875 0.6058 159.5 1,667 69
140 0.6903 0.5947 169.5 2,164 72
160 0.6733 0.5777 177.9 2,769 74
180 0.6679 0.5742 183.8 3,322 75
200 0.6816 0.5682 186.8 1,721 79
Table A.6: Results for vector space lattice-based retrieval in the English SDR
task, using lattices generated with acoustic models with 8 Gaussians per state,
and trigram model lattice rescoring, with stop word removal using the gla stop
word list
Pruning MAP for MAP for Size of Time to Time to
threshold 8 devel. 32 test index build answer
Θ queries queries file (Mb) index (s) queries (s)
20 0.8068 0.6876 41.9 75 10
40 0.8068 0.6867 62.4 113 12
60 0.8059 0.6862 91.2 181 14
80 0.8068 0.6849 123.0 288 17
100 0.8059 0.6851 151.9 441 20
120 0.8038 0.6843 176.0 632 22
140 0.8031 0.6821 195.1 868 24
160 0.8034 0.6810 210.4 1,166 25
180 0.8057 0.6810 221.6 1,409 25
200 0.8063 0.6829 228.7 1,575 26
Table A.7: Results for vector space lattice-based retrieval in the English SDR
task, using lattices generated with acoustic models with 8 Gaussians per state,
and trigram model lattice rescoring, with stop word removal using the smart
stop word list
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Pruning MAP for MAP for Size of Time to Time to
threshold 8 devel. 32 test index build answer
Θ queries queries file (Mb) index (s) queries (s)
20 0.7792 0.6942 76.3 111 37
40 0.7864 0.7018 102.2 161 48
60 0.7905 0.7065 134.9 221 70
80 0.7923 0.7097 174.8 289 49
100 0.7946 0.7116 216.1 440 54
120 0.7955 0.7137 254.2 497 66
140 0.7943 0.7121 287.5 655 60
160 0.7974 0.7139 315.2 734 61
180 0.7962 0.7137 336.7 878 63
200 0.7479 0.6837 353.2 779 72
Table A.8: Results for BM25 lattice-based retrieval in the English SDR task,
using lattices generated with acoustic models with 8 Gaussians per state, and
trigram model lattice rescoring, without stop word removal
System Pruning Time to Time to Time to
parameters build find answer
(Θqry,Θdoc) index (s) µ (s) queries (s)
Ref → Ref − 254 796 1,039
1-best → 1-best − 268 787 1,020
1-best → Lat (−, 120) 687 196 1,318
Lat → 1-best (240,−) 268 787 5,152
Lat → Lat (240, 120) 687 196 7,918
Top → Ref − 254 796 37
Top → 1-best − 268 787 40
Top → Lat (−, 160) 467 486 52
Ref
gla
−−→ Ref − 95 463 302
1-best
gla
−−→ 1-best − 181 741 308
1-best
gla
−−→ Lat (−, 140) 603 1,111 452
Lat
gla
−−→ 1-best (240,−) 181 741 2,274
Lat
gla
−−→ Lat (240, 120) 242 573 3,381
Ref
smart
−−−→ Ref − 155 630 517
1-best
smart
−−−→ 1-best − 82 368 494
1-best
smart
−−−→ Lat (−, 140) 262 316 758
Lat
smart
−−−→ 1-best (240,−) 82 368 4,556
Lat
smart
−−−→ Lat (240, 160) 264 319 7,350
Table A.9: Amounts of time taken to build indices, find µ, and answer 40 queries,





0 (1-best) 20 40 60 80 100 120 140 160 180 200
0 (1-best) 0.7580 0.7578 0.7588 0.7591 0.7606 0.7608 0.7613 0.7601 0.7609 0.7602 0.7581
20 0.7639 0.7645 0.7644 0.7644 0.7659 0.7659 0.7661 0.7656 0.7661 0.7653 0.7642
40 0.7641 0.7644 0.7646 0.7650 0.7662 0.7664 0.7671 0.7660 0.7665 0.7655 0.7644
60 0.7637 0.7643 0.7645 0.7649 0.7662 0.7665 0.7672 0.7663 0.7667 0.7657 0.7641
80 0.7656 0.7657 0.7658 0.7661 0.7678 0.7680 0.7684 0.7676 0.7683 0.7672 0.7664
100 0.7639 0.7637 0.7644 0.7650 0.7658 0.7664 0.7665 0.7660 0.7664 0.7654 0.7649
Θqry 120 0.7623 0.7620 0.7625 0.7630 0.7641 0.7645 0.7648 0.7639 0.7643 0.7639 0.7625
140 0.7669 0.7677 0.7675 0.7672 0.7690 0.7692 0.7695 0.7688 0.7695 0.7681 0.7684
160 0.7494 0.7493 0.7503 0.7505 0.7513 0.7521 0.7523 0.7520 0.7521 0.7514 0.7491
180 0.7613 0.7621 0.7628 0.7631 0.7641 0.7644 0.7651 0.7644 0.7647 0.7642 0.7618
200 0.7673 0.7682 0.7686 0.7690 0.7699 0.7702 0.7707 0.7699 0.7702 0.7698 0.7688
220 0.7633 0.7631 0.7633 0.7638 0.7648 0.7649 0.7652 0.7649 0.7650 0.7646 0.7644
240 0.7713 0.7710 0.7710 0.7719 0.7728 0.7732 0.7740 0.7729 0.7730 0.7724 0.7737
260 0.7636 0.7634 0.7638 0.7645 0.7656 0.7659 0.7662 0.7655 0.7656 0.7651 0.7649
Table A.10: MAP of development queries for lattice-based retrieval methods in the English query-by-example SDR task, at various





0 (1-best) 20 40 60 80 100 120 140 160 180 200
0 0.6958 0.6811 0.7001 0.7009 0.7008 0.7011 0.7009 0.7014 0.7014 0.7003 0.6840
20 0.6991 0.6851 0.7036 0.7033 0.7042 0.7044 0.7042 0.7052 0.7042 0.7038 0.6866
40 0.7024 0.6881 0.7064 0.7068 0.7071 0.7076 0.7072 0.7078 0.7075 0.7065 0.6890
60 0.6999 0.6856 0.7036 0.7038 0.7044 0.7052 0.7044 0.7053 0.7047 0.7038 0.6868
80 0.7020 0.6612 0.7055 0.7061 0.7065 0.7073 0.7067 0.7069 0.7070 0.7060 0.6882
100 0.7020 0.6610 0.7053 0.7056 0.7062 0.7069 0.7067 0.7073 0.7068 0.7060 0.6882
Θqry 120 0.7009 0.6605 0.7048 0.7054 0.7056 0.7063 0.7057 0.7061 0.7064 0.7052 0.6873
140 0.7023 0.6611 0.7056 0.7064 0.7069 0.7075 0.7075 0.7075 0.7073 0.7058 0.6878
160 0.6985 0.6584 0.7021 0.7026 0.7030 0.7038 0.7038 0.7040 0.7037 0.7028 0.6852
180 0.6999 0.6592 0.6930 0.7032 0.7037 0.7046 0.7043 0.7049 0.7042 0.7034 0.6864
200 0.7003 0.6601 0.6942 0.7041 0.7044 0.7054 0.7051 0.7054 0.7051 0.7040 0.6863
220 0.7027 0.6621 0.6962 0.7067 0.7068 0.7073 0.7070 0.7080 0.7076 0.7069 0.6879
240 0.7037 0.6623 0.6969 0.7069 0.7076 0.7082 0.7079 0.7083 0.7086 0.7070 0.6895
260 0.7021 0.6612 0.6956 0.7058 0.7064 0.7071 0.7070 0.7068 0.7071 0.7056 0.6883
Table A.11: MAP of test queries for lattice-based retrieval methods in the English query-by-example SDR task, at various lattice





0 (1-best) 20 40 60 80 100 120 140 160 180 200
0 (1-best) 0.7699 0.7708 0.7720 0.7722 0.7746 0.7750 0.7752 0.7753 0.7752 0.7739 0.7664
20 0.7729 0.7758 0.7751 0.7759 0.7771 0.7783 0.7782 0.7778 0.7784 0.7771 0.7702
40 0.7729 0.7758 0.7755 0.7761 0.7775 0.7784 0.7787 0.7781 0.7785 0.7778 0.7694
60 0.7723 0.7755 0.7752 0.7762 0.7773 0.7783 0.7784 0.7777 0.7776 0.7774 0.7695
80 0.7734 0.7767 0.7770 0.7776 0.7790 0.7801 0.7799 0.7796 0.7792 0.7791 0.7715
100 0.7720 0.7756 0.7756 0.7763 0.7775 0.7784 0.7787 0.7782 0.7781 0.7776 0.7702
Θqry 120 0.7703 0.7733 0.7736 0.7746 0.7760 0.7768 0.7767 0.7765 0.7761 0.7761 0.7686
140 0.7751 0.7785 0.7792 0.7800 0.7814 0.7818 0.7820 0.7822 0.7816 0.7811 0.7745
160 0.7576 0.7610 0.7610 0.7620 0.7638 0.7647 0.7645 0.7644 0.7641 0.7638 0.7560
180 0.7689 0.7713 0.7722 0.7731 0.7745 0.7756 0.7756 0.7756 0.7747 0.7747 0.7764
200 0.7765 0.7793 0.7806 0.7815 0.7825 0.7831 0.7833 0.7826 0.7823 0.7816 0.7753
220 0.7733 0.7763 0.7765 0.7773 0.7788 0.7797 0.7798 0.7794 0.7796 0.7793 0.7717
240 0.7801 0.7829 0.7830 0.7839 0.7858 0.7862 0.7864 0.7858 0.7796 0.7756 0.7757
260 0.7724 0.7756 0.7757 0.7769 0.7784 0.7794 0.7793 0.7790 0.7787 0.7784 0.7712
Table A.12: MAP of development queries for lattice-based retrieval methods in the English query-by-example SDR task, at various





0 (1-best) 20 40 60 80 100 120 140 160 180 200
0 (1-best) 0.7193 0.7063 0.7257 0.7267 0.7273 0.7281 0.7281 0.7283 0.7281 0.7275 0.7106
20 0.7242 0.7104 0.7301 0.7309 0.7318 0.7321 0.7321 0.7320 0.7319 0.7308 0.7147
40 0.7268 0.7133 0.7328 0.7338 0.7341 0.7349 0.7342 0.7351 0.7350 0.7340 0.7176
60 0.7251 0.7199 0.7309 0.7321 0.7325 0.7331 0.7326 0.7328 0.7332 0.7322 0.7152
80 0.7278 0.6870 0.7332 0.7341 0.7345 0.7349 0.7351 0.7351 0.7358 0.7343 0.7182
100 0.7263 0.6856 0.7318 0.7328 0.7331 0.7337 0.7340 0.7340 0.7344 0.7333 0.7175
Θqry 120 0.7264 0.6854 0.7319 0.7332 0.7341 0.7343 0.7344 0.7348 0.7350 0.7334 0.7179
140 0.7274 0.6864 0.7327 0.7338 0.7346 0.7350 0.7352 0.7348 0.7355 0.7343 0.7187
160 0.7225 0.6823 0.7282 0.7295 0.7299 0.7305 0.7306 0.7307 0.7312 0.7298 0.7140
180 0.7264 0.6861 0.7209 0.7322 0.7326 0.7329 0.7327 0.7330 0.7334 0.7326 0.7166
200 0.7256 0.6860 0.7220 0.7326 0.7331 0.7337 0.7333 0.7342 0.7344 0.7334 0.7169
220 0.7284 0.6883 0.7239 0.7353 0.7359 0.7366 0.7366 0.7368 0.7375 0.7359 0.7195
240 0.7285 0.6881 0.7243 0.7352 0.7357 0.7364 0.7364 0.7367 0.7369 0.7356 0.7196
260 0.7278 0.6874 0.7237 0.7346 0.7349 0.7355 0.7356 0.7358 0.7366 0.7349 0.7188
Table A.13: MAP of test queries for lattice-based retrieval methods in the English query-by-example SDR task, at various lattice





0 (1-best) 20 40 60 80 100 120 140 160 180 200
0 (1-best) 0.8271 0.8293 0.8295 0.8299 0.8314 0.8317 0.8317 0.8321 0.8312 0.8315 0.8254
20 0.8288 0.8318 0.8321 0.8328 0.8338 0.8346 0.8345 0.8347 0.8341 0.8339 0.8276
40 0.8284 0.8312 0.8315 0.8325 0.8336 0.8343 0.8344 0.8341 0.8338 0.8338 0.8271
60 0.8277 0.8313 0.8318 0.8327 0.8337 0.8342 0.8346 0.8338 0.8339 0.8337 0.8265
80 0.8286 0.8323 0.8330 0.8337 0.8347 0.8350 0.8355 0.8348 0.8350 0.8349 0.8285
100 0.8278 0.8318 0.8323 0.8330 0.8339 0.8341 0.8344 0.8340 0.8343 0.8338 0.8275
Θqry 120 0.8254 0.8288 0.8295 0.8304 0.8317 0.8320 0.8322 0.8321 0.8322 0.8318 0.8252
140 0.8309 0.8340 0.8345 0.8355 0.8367 0.8367 0.8372 0.8366 0.8374 0.8370 0.8321
160 0.8115 0.8153 0.8163 0.8172 0.8184 0.8194 0.8191 0.8191 0.8191 0.8184 0.8131
180 0.8246 0.8283 0.8290 0.8298 0.8311 0.8311 0.8319 0.8319 0.8313 0.8313 0.8251
200 0.8312 0.8341 0.8347 0.8356 0.8368 0.8371 0.8371 0.8370 0.8367 0.8365 0.8300
220 0.8270 0.8302 0.8308 0.8317 0.8327 0.8334 0.8336 0.8330 0.8332 0.8326 0.8264
240 0.8355 0.8381 0.8390 0.8399 0.8411 0.8412 0.8417 0.8416 0.8421 0.8417 0.8358
260 0.8282 0.8318 0.8324 0.8331 0.8340 0.8343 0.8347 0.8343 0.8347 0.8342 0.8280
Table A.14: MAP of development queries for lattice-based retrieval methods in the English query-by-example SDR task, at various





0 (1-best) 20 40 60 80 100 120 140 160 180 200
0 (1-best) 0.7406 0.7260 0.7479 0.7483 0.7492 0.7496 0.7499 0.7499 0.7499 0.7493 0.7334
20 0.7446 0.7299 0.7514 0.7519 0.7525 0.7532 0.7528 0.7539 0.7535 0.7532 0.7377
40 0.7469 0.7316 0.7531 0.7535 0.7541 0.7548 0.7547 0.7557 0.7550 0.7547 0.7400
60 0.7451 0.7303 0.7517 0.7521 0.7531 0.7541 0.7536 0.7542 0.7541 0.7536 0.7388
80 0.7477 0.7055 0.7535 0.7541 0.7550 0.7562 0.7559 0.7566 0.7563 0.7556 0.7410
100 0.7467 0.7041 0.7531 0.7535 0.7543 0.7551 0.7550 0.7554 0.7553 0.7548 0.7400
Θqry 120 0.7466 0.7041 0.7529 0.7535 0.7544 0.7554 0.7555 0.7555 0.7557 0.7547 0.7409
140 0.7473 0.7048 0.7536 0.7539 0.7549 0.7559 0.7554 0.7559 0.7560 0.7556 0.7406
160 0.7431 0.7021 0.7502 0.7508 0.7516 0.7525 0.7523 0.7526 0.7530 0.7523 0.7376
180 0.7468 0.7046 0.7412 0.7529 0.7536 0.7548 0.7543 0.7550 0.7545 0.7540 0.7393
200 0.7473 0.7055 0.7428 0.7534 0.7547 0.7555 0.7553 0.7556 0.7558 0.7551 0.7402
220 0.7494 0.7059 0.7431 0.7555 0.7559 0.7570 0.7565 0.7577 0.7572 0.7566 0.7420
240 0.7487 0.7060 0.7432 0.7547 0.7552 0.7566 0.7563 0.7570 0.7569 0.7561 0.7417
260 0.7482 0.7058 0.7431 0.7546 0.7552 0.7566 0.7561 0.7569 0.7570 0.7560 0.7418
Table A.15: MAP of test queries for lattice-based retrieval methods in the English query-by-example SDR task, at various lattice
pruning thresholds, with stop word removal using the smart stop word list
