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Abstract—Introducing consumed items as users’ implicit feed-
back in matrix factorization (MF) method, SVD++ is one of
the most effective collaborative filtering methods for person-
alized recommender systems. Though powerful, SVD++ has
two limitations: (i). only user-side implicit feedback is utilized,
whereas item-side implicit feedback, which can also enrich item
representations, is not leveraged; (ii). in SVD++, the interacted
items are equally weighted when combining the implicit feedback,
which can not reflect user’s true preferences accurately. To tackle
the above limitations, in this paper we propose Graph-based
collaborative filtering (GCF) model, Weighted Graph-based col-
laborative filtering (W-GCF) model and Attentive Graph-based
collaborative filtering (A-GCF) model, which (i). generalize the
implicit feedback to item side based on the user-item bipartite
graph; (ii). flexibly learn the weights of individuals in the implicit
feedback hence improve the model’s capacity. Comprehensive
experiments show that our proposed models outperform state-of-
the-art models. For sparse implicit feedback scenarios, additional
improvement is further achieved by leveraging the step-two
implicit feedback information.
Index Terms—Recommender Systems, Collaborative Filtering,
Attentive Model, Neural Networks, Data Mining
I. INTRODUCTION
Rapid and accurate prediction for users’ preference is the
ultimate goal of today’s recommender systems [1]. Accurate
personalized recommender systems benefit both demand-side
and supply-side including content publisher and platform[2],
[3]. For this reason, recommender systems not only attract
great interests in the academia [4], [5], [6], [7], but also are
widely developed in industry [8], [9], [10].
Matrix factorization (MF) [8] models are one of the re-
markable solutions in recommender systems. MF models, as
a branch of collaborative filtering techniques, characterize both
items and users by vectors in the same space, inferred from the
observed entries of the user-item rating matrix; while predict-
ing an unknown rating of a user-item pair relies on the item
and the user vectors (the predicted score is usually the inner
product of the corresponding item and user vectors). Singular
value decomposition (SVD), as a member of MF models,
imposes baseline predictors. SVD++ [11] extends SVD by
including users’ implicit feedback, such as users’ historical
consumed items, into its model as auxiliary information. It
is found that SVD++ is one of the most effective models in
recommender systems.
Besides MF, another successful family of collaborative
filtering techniques are the nearest neighbor methods [12],
[13], which estimate unknown ratings of a user-item pair by
considering similar users’ ratings to the item.
Both SVD++ and nearest neighbor models utilize the
structure information of user-item bipartite graph. User-item
bipartite graph treats each user and item as a vertex. Every
rating between users and items is represented as an undi-
rected weighted edge connecting the corresponding user and
item vertices. The number of “step” on the bipartite graph
is defined as the shortest unweighted path length between
two vertices. Therefore SVD++, which applies user implicit
feedback, utilizes the “step-one” structure information whereas
nearest neighbor model, which relies on similar users’ ratings
to predict, makes use of “step-two” structure information.
Inspired by the structure of user-item bipartite graph,
SVD++ exposes two limitations: (i). SVD++ only utilizes user-
side implicit feedback, whereas item-side implicit feedback is
not leveraged; (ii). SVD++ treats interacted items as users’
implicit feedback equally, while in real world a user usually
has preference over viewed items. For example, when it comes
to movie recommendation, a user has rated two movies: Titanic
and Stargate: Continuum. In this case, Stargate: Continuum
should be much more important because Titanic is watched by
so many people, while Stargate: Continuum may only attract
Science fiction fans and can better reflect a user’s personal
interest.
In this paper, we propose three novel models to resolve the
above two limitations of SVD++:
1) Graph-based collaborative filtering (GCF) model gener-
alizes implicit feedback from a graph perspective and
introduces item implicit feedback to SVD++ model.
As bipartite graph structure information has shown its
effectiveness in the aforementioned two branches of CF
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models, it is natural to consider introducing implicit
feedback on items, which describes the relationship
between items better and thus improves the performance
of the model.
2) On the basis of GCF model, Weighted Graph-based CF
(W-GCF) model applies a matrix form, which models
users’ personal tastes and items’ special popularity, to
achieve weight mechanism for the implicit feedback.
According to various user tastes and item popularities,
different weights are calculated to describe the profiling
ability of the implicit feedback to the user and item.
3) Attentive Graph-based CF (A-GCF) model also achieves
weight mechanism for implicit feedback. Rather than
decomposing weights between the user/item and the im-
plicit feedback, A-GCF model adopts attention network
on the implicit feedback to distinguish different impor-
tance. Furthermore, the data representation of implicit
feedback on a user/item is essentially defined by the
“neighborhood” on bipartite graph, which can consist
of multi-step vertices of user/item rather than step-one
vertices in SVD++. In the paper we conduct experiment
with step-two implicit feedback data on A-GCF model
and prove its effectiveness, especially for sparse data.
In the experiments, we also evaluate and compare the influence
of different implicit feedback sampling methods to model
performance. We find out that for W-GCF and A-GCF models,
random sampling can achieve close performance compared
with relevance sampling and greatly saves time for data
pretreatment.
The rest of this paper is organized as follows. We discuss
the related work in Section II and present two preliminary
models in III. Then we present our models in Section IV.
Experimental settings and results are discussed in Section V.
We finally conclude this paper and discuss the future work in
Section VI.
II. RELATED WORK
Collaborative filtering (CF) has been well studied for per-
sonalized recommender systems during the last decade [14],
[8], [5]. The basic assumption of CF is that the users with
similar behavior tend to like the same item, and the items
with similar audiences tend to have the same rating [15], [13].
From the model’s perspective, CF mainly consists of
memory-based and model-based methods [16]. Memory-based
methods directly define similarities of pairs of items or pairs
of users, based on which preference scores of user-item
pairs can be calculated[13], [12]. Despite their simplicity
and interpretability, memory based methods usually take too
much time or memory to calculate item-item or user-user
similarity, making them incapable of handling large-scale
recommendation scenarios. On the other hand, model-based
CF methods normally learn the similarities by fitting the model
to the user-item interaction data and make the prediction based
on the model. Latent factor models are major implementation
of model-based methods, such as probabilistic latent semantic
analysis (pLSA) [17] and the most widely used matrix factor-
ization [8].
Koren proposed SVD++ [11], a classic model to combine
user’s “neighborhood”, i.e. previously rated items, and matrix
factorization model for prediction, which can be viewed as a
mixture of memory-based and model-based methods.
From the data perspective, for the prediction of target data,
the classic CF tasks focus on rating prediction, i.e. to make
the predicted rating scores as accurate as possible, which is a
regression problem [18]. Since 2009, there emerge researches
on implicit data, where there is only the observation of a user
consuming an item (without any explicit rating) [6]. Such data
format can be regarded as a one-class classification problem
[19], [20].
Furthermore, for such implicit feedback data, the recom-
mendation performance is typically evaluated by a top-N
recommendation task, i.e. to select and rank N items to the
target user and thus the learning to rank evaluation metrics
can be adopted, such as mean average precision (MAP),
normalized cumulative discounted gain (NDCG), and mean
reciprocal ranking (MRR) [21]. We only study the more
fundamental regression problem, thus the ranking metrics will
not be evaluated on our models, and these ranking approaches
will not be compared with our proposal.
As for the side information, such as user demographics,
item attributes and the recommendation context, many matrix
factorization variants were proposed [8], [22], among which
the most successful model would be factorization machines
(FM) [5]. In FM, the side information and user/item identifiers
are regarded as one-hot features of different fields, with a
low dimensional latent vector assigned to each feature. The
interaction of user, item and side information is formulated
by vector inner product.
Recently, with the great success of attention network ap-
plied to various applications, such as image recognition [23],
natural language generation [24], it is not surprising there
emerge some attention models for CF. Attentional factorization
machine was leveraged in [25] where attention network is
applied on cross features in factorization machines and assigns
different feature combinations with different weights. The
author in [26] proposed an attention-based encoder-decoder
architecture for modeling user session and predicting next item
on past activities.
Compared with the abundant previous works of CF, this
work is positioned on the most classic prediction problem
with no side information. Our work makes differences with
memory-based and model-based CF methods by considering
graph-based user/item representation. Our model is expected
to extract more useful information from the simple bipartite
graph with the help of attention network, thus can be easily
integrated with other feature based frameworks.
III. PRELIMINARY
In this section, we provide detailed preliminaries of basic
matrix factorization and SVD++. In order to study the fun-
damental CF problems, we choose to focus on (user, item,
TABLE I
NOTATION TABLE
U User set
I Item set
u, v user u, v ∈ U
i, j item i, j ∈ I
K dimension of latent factor
K′ dimension of embedding for implicit feedback
pu latent factor for user u
qi latent factor for item i
bu score bias of user u
bi score bias of item i
b global score bias
yj embedding for user implicit feedback j
xv embedding for item implicit feedback v
R(u) set of items that has interaction with user u
R(i) set of users that has interaction with item i
Nu number of users
Ni number of items
φuj weight of user implicit feedback j to user u
φvi weight of item implicit feedback v to item i
αu user u embedding for implicit feedback weight
βi item i embedding for implicit feedback weight
R2(u) set of step-two implicit feedback for user u
R2(i) set of step-two implicit feedback for item i
auj attention score of user implicit feedback j to user u
avi attention score of item implicit feedback i to item i
rating) tuples and the structural information within the user-
item bipartite graph. Side information other than user IDs,
item IDs, and ratings are not considered in this paper. Such
additional features can be seamlessly introduced into our
model by leveraging models like factorization machines. All
the notations that will show up later in this paper are listed in
Table I.
A. Matrix Factorization
In basic matrix factorization model, a user u and an item
i are represented by latent vectors pu and qi, respectively,
where pu, qi ∈ RK . Formally, the rating prediction in basic
MF model is formulated as:
rˆui = f(〈pu, qi〉+ bu + bi + b), (1)
where u ∈ {1, 2, · · · , Nu}, i ∈ {1, 2, · · · , Ni}, f is a non-
decreasing scaling function to bound the predicted ratings to
certain range, and 〈pu, qi〉 is the inner product of user and
item latent vectors.
B. SVD++
Except for a user’s identifier, his neighborhood (denoted
as R(u), in this case, his rated items), regarded as implicit
feedback, also characterizes a user’s preference. Based on this
intuition, SVD++ model characterizes a user u by the latent
vector pu, as well as those items rated by the user. More
formally, the rating prediction of SVD++ model is formulated
as:
rˆui = f(〈pu + pR(u), qi〉+ bu + bi + b). (2)
In the above formulation, user u is modeled by the latent
vector pu and its implicit feedback pR(u):
pR(u) = |R(u)|− 12
∑
j∈R(u)
yj (3)
where yj ∈ RK′ is independent of item embedding qj , and
these items are equally weighted by a constant |R(u)|− 12 . The
set of items rated by a user could be recognized as a feature of
this user. SVD++ employs this feature in users’ representation
by taking normalized sum over the rated item set, as shown
in (3).
Despite the excellent performance in practice, SVD++ has
two limitations as mentioned before. Firstly, SVD++ does not
utilize item-side implicit feedback; secondly, SVD++ treats
interacted items equally, which may not hold true in practice.
Thus we propose Weighted Graph-based CF model and At-
tentive Graph-based CF model.
IV. METHODOLOGY
In this section, we propose our Weighted Graph-based CF
model and Attentive Graph-based CF model.
A. Weighted Graph-based CF model
Before introducing weighted version, we firstly introduce
Graph-based CF (GCF) model. In order to fully utilize item-
side graph information, we extend SVD++ by incorporating
implicit feedback on items, i.e. the users who have interacted
with the given item. For instance, in Netflix dataset, the
implicit feedback on a movie is the set of users who have
watched and rated it before. In our GCF model, the rating
prediction is defined as follows:
rˆui = f(〈pu + pR(u), qi + qR(i)〉+ bu + bi + b) (4)
pR(u) = |R(u)|− 12
∑
j∈R(u)
yj (5)
qR(i) = |R(i)|− 12
∑
v∈R(i)
xv (6)
where xv ∈ RK′ , and other parameters follow the same
definition in SVD++.
We further propose Weighted Graph-based CF (W-GCF)
model to tackle the second limitation. Instead of being equally
treated as shown in (5) and (6), the individuals in both users’
and items’ implicit feedbacks are modeled independently. In
our W-GCF model, (5) and (6) are re-defined as follows:
pR(u) =
∑
j∈R(u)
φujyj (7)
qR(i) =
∑
v∈R(i)
φvixv (8)
In (7) and (8), φ ∈ RNu×Ni is the weight matrix for every
latent factor in the implicit feedback for both users and items.
φuj describes the profiling capability of user implicit feedback
j to user u (similar semantics applies to φvi). However, if
we train φ directly, we will come across two main obstacles.
The first obstacle is the size of φ, which is never feasible
in practice. The second obstacle is the serious sparsity of φ
as users usually only interact with a small subset of items.
Thus it is natural to use matrix factorization to learn low
rank representation of the weight matrix. We decompose
weight matrix into two smaller matrices, φ = αβT , where
α ∈ RNu×K′ , β ∈ RNi×K′ . Such decomposition can also be
explained as user’s personal taste and item’s special popularity
respectively. When some items’ special popularity meets users’
personal taste, such items serve as implicit feedback of the
users ought to be assigned a high weight; whereas items’
special popularity is not consistent with users’ personal taste,
then such items serve as implicit feedback have little influence
on users and should have a low weight. Therefore in W-GCF
model (7) and (8) are replaced by:
pR(u) =
∑
j∈R(u)
(αu × βTj )yj (9)
qR(i) =
∑
v∈R(i)
(αv × βTi )xv (10)
B. Attentive Graph-based CF model
Besides matrix representation of user taste and item popu-
larity, another solution is to learn a functional representation,
i.e. given user and item hidden vectors, a neural network can
be employed to predict the importance of implicit feedback.
From this intuition, we introduce attentive mechanism into
our model, in order to automatically learn the importance of
each neighbor in a graph. In Attentive Graph-based CF (A-
GCF) model, attention network is applied to substitute the α
and β matrix in W-GCF model to evaluate the importance
between different user/item and their implicit feedbacks. The
input of the attention network for user implicit feedback is
the concatenation of user embedding and the corresponding
implicit feedback embedding. Then the concatenated embed-
dings go through a multi-layer perceptron (MLP) with ReLU
non-linearity. Finally, softmax function is performed over
the outcome of MLP to ensure that all attention scores be
normalized between 0 and 1 with sum of 1. Formally, the
attention network is defined as follows:
a′uj = fMLP (pu, yj) (11)
auj =
exp(a′uj/t)
Σj′∈R(u)exp(a′uj′/t)
(12)
where parameter t denotes the temperature of softmax to
properly adjust the variance of the attention scores. The same
procedure is carried out for item implicit feedback. Attention
scores are then multiplied with implicit feedback embeddings
as weights before implicit feedback embeddings are summed
Pu
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Fig. 1. attention network in generation of user implicit feedbacks
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Fig. 2. User and Item Feedback Distribution on NetFlix
together and added in user and item embeddings. (9) and (10)
now rewrite as follows:
pR(u) =
∑
j∈R(u)
aujyj (13)
qR(i) =
∑
v∈R(i)
avixv (14)
where auj and avi are the attention score for user implicit
feedbacks and item implicit feedbacks separately, just as φuj
and φvi in W-GCF model. Fig. 1 shows one example of how
user implicit feedback pR(u) is generated.
C. Feedback Process
In practice, the number of implicit feedback, i.e. the number
of interacted users, on popular items in datasets is usually
large. We depict the statistics for Netflix dataset in Fig. 2. X-
axis of Fig. 2 is the number of implicit feedback (i.e. interacted
items or interacted users) and Y-axis represents for how many
users or items have a specific number of implicit feedback.
Every point on the figures represents one class of users or
items who have the same number of feedbacks. As can be
observed, the number of implicit feedbacks on both users and
items are distributed in long-tail.
We can tell from Fig. 2 that most users have 101 to 102
feedbacks and the number of feedbacks for items is most
likely between 102 and 103. However, there still exist items
which have more than 105 feedbacks because such popular
items interact with many users. Obviously, it is not practical
to include all the feedback data within a model, especially
for W-GCF and A-GCF model, where every implicit feedback
needs to multiply its weight or attention score first. Therefore,
sampling is quite necessary to include implicit feedback in our
models.
In the experiments we study two sampling policies, which
are “relevance” and “random”. For “relevance” sampling
method, firstly, we run a basic matrix factorization to generate
embeddings for users and items. Secondly, we select the
relevant items for each user, where the “relevance” of a user
and an item is measured by inner-product of the corresponding
embedding vectors. Top-20 most relevant items are selected
for each user as the implicit feedback in the model. Thirdly,
the same sampling procedure is also performed to generate
implicit feedback for each item. For users who rate less than
20 items, we take all the items as implicit feedback and pad
a unified and fake item repeatedly until the size of implicit
feedback of this user reaches 20. Exactly the same trick is
applied to the items which are rated by less than 20 users. For
“random” sampling method, user and item implicit feedbacks
are taken randomly from all candidates with replacement. So
for users who have rated less than 20 items or items with less
20 ratings, duplicated items/users will appear in their implicit
feedbacks.
Except for step-one implicit feedback, we also sample step-
two implicit feedbacks for each user and item to further
figure out how graph structure helps to predict scores of
unknown user-item links on bipartite graph. For step-two
implicit feedbacks of user u, firstly we generate candidates set⋃
ij∈R(u)
R(ij), which is the union of item implicit feedbacks
for all items in u’s implicit feedback list, either by “relevance”
or “random” method. Then 20 step-two implicit feedbacks
for user u, denoted as R2(u) are randomly sampled from the
candidate set. There are always more than 20 candidates so no
padding is needed here. The same trick is applied to sample
item two step implicit feedbacks R2(i).
V. EXPERIMENTS
A. Dataset
Our experiments are conducted on the original Netflix Prize
contest. Netflix dataset collects in total 100, 467, 535 records
from 17, 770 users over 479, 837 movies. Each record contains
a rating score from 1 to 5 where 5 indicates user prefers the
item most. In our experiments, all scores are normalized into
range [0, 1]. We use 80% of the dataset as train set and the
rest 20% as test set. Our dataset splitting strategy ensures that
all users and movies in test set appear at least once in training
set.
B. Comparing Models
During experiments, we compare the following models:
• Matrix Factorization (MF) model. Both users and items
are characterized by vectors in the same space, inferred
from the historical user-item interactions. The predicted
score of a user-item pair is generated by the inner product
of corresponding user’s and item’s vectors.
• SVD++ model. This model extends MF and further lever-
ages users’ historical interacted items as users’ implicit
feedbacks.
• Graph-based collaborative filtering (GCF) model. GCF
model extends SVD++ model by introducing the item
implicit feedbacks (list of users who have historical
interaction with the item) into the model.
• Weighted Graph-based CF (W-GCF) model. Instead of
setting an equal and fixed weight for individuals in
implicit feedbacks as in SVD++ and GCF, W-GCF further
learns the weights of individuals in implicit feedbacks in
a matrix form.
• Attentive Graph-based CF (A-GCF) model. Compared
with W-GCF model, A-GCF model applies attention net-
work to distinguish the importance of implicit feedbacks.
• Weighted SVD++ (W-SVD++) model. This model in-
troduces dynamic weights for user implicit feedback for
SVD++ model.
• Attentive SVD++ (A-SVD++) model. This model applies
attention network for user implicit feedback for SVD++
model.
To compare our models with the most recent technology, we
also conduct experiments on following models:
• Neural Collaborative Filtering (NCF) model. This model
combines matrix factorization and multi-layer perception
(MLP) under one neural network. In NCF model, embed-
dings of MF and MLP are independent. The output of
MF here is the element-wise product of the embeddings
to maintain the same vector form as MLP. The outputs of
MF and MLP are then combined together with a hyper-
parameter to determine the trade-off between MF and
MLP.
• Neural Factorization Machine (NFM) model. This model
applies neural network on output of traditional factor-
ization machine to introduce nonlinear component. In
NFM model, the corresponding embeddings of second-
order feature interaction of factorization machine first
do an element-wise product and then go through multi-
layer perception. Finally, the output of MLP gives the
prediction together with global bias and first-order linear
regression of traditional factorization machine.
All the models are implemented with TensorFlow. We
rewrite NCF model and NFM model according to [27] and [28]
respectively. For NCF model we add extra bias to the MF part
to fit the task. We share the code for repeatable experiments1.
C. Evaluation Matrics
In our experiment, we adopt the evaluation matrix of root
mean square error (RMSE). This metric is widely used
1The experiment code: https://goo.gl/kcRH3D. We will publish the code on
GitHub upon the paper acceptance.
TABLE II
EVALUATIONS ON NETFLIX DATASET
Model random sampling relevance sampling Model random sampling relevance sampling
MF 0.173405 -
NCF 0.173266 -
NFM 0.169594 -
SVD++ 0.172743 0.171890 GCF 0.17101 0.17062
W-SVD++ 0.169570 0.169293 W-GCF 0.168350 0.168639
A-SVD++ 0.168505 0.168425 A-GCF 0.168426 0.168814
for score-based recommender systems, which is also used in
Netflix Prize contest.
D. Performance
In the experiments, we compare our GCF, W-GCF, and
A-GCF models to MF, SVD++ and NCF, NFM model in
setting where K = 16 with respect to RMSE. We set the
dimension of latent vectors of implicit feedbacks K ′ = K
in the experiments. The comparison results are presented in
Table II. Note that MF, NFM, and NCF have no implicit
feedback so sampling policy and item implicit feedback are
not applicable.
1) Overall performance: From Table II, we can observe
that all models outperform MF, of which the performance
is 0.1734. Among all models best performance 0.168350 is
achieved by W-GCF model with random sampling, gaining
2.54% improvement over SVD++ model. Comparing with
NFM and NCF models, W-GCF also gains 0.73% improve-
ment over NFM model. NCF model does not perform well on
RMSE task maybe because it does not adopt L2 regularization.
2) Item implicit feedback effectiveness: Table II is divided
into two sides. Models like W-SVD++ on the left utilizes
only user side implicit feedback information whereas models
like W-GCF on the right side apply both user and item
implicit feedbacks. Though MF, NFM, and NCF utilize no
implicit feedback, here we still categorize them to the left
side. Comparing the performance of models in two sides of
the table, we find out that all the three models in the right side
outperform the corresponding models on the left side, except
for A-GCF model with relevance sampling. In addition, GCF
and W-GCF gain performance improvement of 0.72%−0.74%
whereas item implicit feedback shows a negligible effect on
A-GCF model, which may be caused by potential overfitting
problem.
3) Sampling policy: In our experiments, for all the mod-
els except for MF, users’ and items’ implicit feedbacks are
restricted to a fixed number (namely, 20) by sampling or
padding. In the experiments, we take two sampling methods,
“random” and “relevance”, as discussed before in subsection
IV-C.
For SVD++ model, relevance sampling method gets the
performance of 0.17189 while random sampling method only
gets 0.172743. However, when it comes to W-GCF and A-
GCF, things become different. When comparing two sampling
methods in the same rows of Table II, the performance gap
between random and relevance sampling becomes minus for
A-GCF and W-GCF models. This is probably caused by the
ability of attention network or the weight matrix to distinguish
important implicit feedbacks from irrelevant ones. Especially
for A-GCF model, there is no significant necessity to sample
implicit feedbacks according to their relevance to users or
items and therefore it will save time for the training process.
Another potential benefit is that it also allows the possibility
for W-GCF and A-GCF model to adapt for stream data.
E. Effectiveness of step-two implicit feedback
Besides step-one implicit feedbacks, we also run experi-
ments over step-two implicit feedbacks on A-GCF, which is
called A-GCF-2 model. We treat step-two implicit feedbacks
the same way as step-one implicit feedbacks except that
they do not share embeddings. Detailed experiment result is
shown in Fig. 3. The learning curve from Fig. 3 demonstrates
that adding step-two implicit feedbacks of user and item
not only slightly improves the overall RMSE performance
from 0.168426 to 0.168196 over test data, but also speeds
up the convergence of the model. With the same setting of
learning parameters, A-GCF-2 model takes less than a half of
number of rounds to converge than with only step-one implicit
feedbacks.
In order to further explore the effect of step-two implicit
feedbacks, we also check the performance of A-GCF and A-
GCF-2 models on those users who have less step-one implicit
feedbacks. In the experiment, we filter the records whose
user has less than 10 and 15 step-one implicit feedbacks
respectively and then calculate RMSE for these records on
A-GCF and A-GCF-2 models. The result is shown in Fig. 4.
Through Fig. 4 we can find out that A-GCF-2 model even
gets more accurate predictions on sparse implicit feedbacks
while A-GCF model, on the contrary, performs worse than
A-GCF model with full dataset. Though two models performs
closely with full dataset, A-GCF-2 model outperforms A-GCF
model by 9.83%−11.05% when the number of user feedback
is less than 15 and 10. Obviously, step-two implicit feedback
provides useful additional information about user and item for
A-GCF-2 model.
F. Parameters
Compared with traditional SVD++, W-GCF and A-GCF
models both introduce weight mechanism as well as item side
implicit feedback. A-GCF applies attention network and W-
GCF adopts matrix form. The following two subsections give
a detailed discussion about parameter tuning for the attention
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Fig. 3. learning curve of A-GCF and A-GCF-2 models
Fig. 4. Sparse implicit feedback on A-GCF and A-GCF-2 models
network in A-GCF model and the weight matrix in W-GCF
model.
Temperature in attention network In this section, we
compare the performance of A-GCF model under different
softmax temperature parameters. All the experiments are con-
ducted with same parameters and training rounds except for
the softmax temperature t and the result is shown in Fig. 5. In
order to show the ability of attention network to distinguish
important implicit feedbacks, for each pair of user/item and
its implicit feedback, we find the original rating (before
normalization) through the training data and categorize all the
pairs according to the rating, namely 1, 2, . . . , 5, into 5 groups.
Fig. 5. A-GCF model under different temperature settings
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Fig. 6. learning curve of W-GCF model under different regularization strength
Then we calculate the corresponding mean attention score for
each group, which in Fig. 5 is mean of 1, 2, . . . , 5, respectively.
Finally, we compare the mean attention scores with the original
rating which is served as ground truth here. As a high-rating
item should be more important to user than a low-rating item,
attention scores should reflect this and have high values on
high-rating items. This conclusion also holds for item implicit
feedbacks and corresponding attention scores.
From Fig. 5 we can see that A-GCF model with temperature
of 10 gets a relatively high RMSE performance on test set,
which is obvious as a large temperature value restricts the final
attention score merely near the average value. As the temper-
ature gets smaller, the RMSE value on test after 30 rounds’
training continues to drop until temperature t = 0.1 and
then it increases again. The reason is that as the temperature
decreases, attention scores start to take their part as weights
to emphasize those “important” implicit feedback embeddings
and therefore generate more accurate predictions. However,
smaller temperature also enlarges the perturbation during
random initialization, which results for the bad performance
for model with temperature smaller than 0.05. Therefore after
this series of experiment, we take temperature t = 0.1, which
is a proper value from Fig. 5, for all attentive models.
Regularization In order to prevent overfitting, during model
training we apply L2 regularization to embedding pu, qi, yj
for all models except for NFM and NCF models (L2 is only
applied on pu and qi for MF). For GCF, A-GCF, and W-GCF
models, L2 regularization is also applied on xv . Except for
that, we apply L2 regularization specifically to weights α and
β for W-GCF model. Fig. 6 shows the learning curve of W-
GCF model under different weights regularization coefficients
λr.
All experiments are conducted under the same parameters
for 100 rounds. Through a series of experiments, we found
out that when λr is too small like 10−6, the curve overfits
quickly; while λr is too large as for λr = 10−3, L2 penalty
accounts for most of the loss function and the training process
goes wrong and gives back NAN after 10 rounds or so. Only
with λr = 10−4, W-GCF model gets the balance between
optimizing the model and penalty for model complexity and
gets the best performance.
VI. CONCLUSION AND FUTURE WORK
In this paper, we study the task of leveraging implicit feed-
back in graph-based collaborative filtering for recommender
systems. Unlike existing works, we generalize the implicit
feedback used in collaborative filtering models to further
incorporate both users and items as their particular neighbor-
hood information in the user-item bipartite graph. We also
extend the model by employing adaptive weighting over the
implicit feedbacks. Further, we perform weight matrices and
attention networks for each implicit feedback built based on
the learned user/item representations. Extended neighborhood
in the bipartite graph such as step-two information can also
be utilized in such attentive model to improve performance
on sparse data. Experiments on a well-known collaborative
filtering benchmark dataset demonstrate the superiority of
our proposed model over the state-of-the-art ones in the
classic rating prediction task, especially for the sparse implicit
feedback scenarios.
For future work, we will extend our model to other real-
world application scenarios, such as top-N item recommenda-
tion, where the ranking objective and negative item sampling
strategies will be adopted. Besides, we may also explore how
to extend the implicit feedbacks to leverage other structures
besides step-two information.
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