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FUNCTIONAL REGULAR VARIATION OF LE´VY-DRIVEN
MULTIVARIATE MIXED MOVING AVERAGE PROCESSES
MARTIN MOSER AND ROBERT STELZER
Abstract. We consider the functional regular variation in the space D of ca`dla`g func-
tions of multivariate mixed moving average (MMA) processes of the type Xt =
∫ ∫
f(A, t−
s)Λ(dA, ds). We give sufficient conditions for an MMA process (Xt) to have ca`dla`g sample
paths. As our main result, we prove that (Xt) is regularly varying in D if the driving Le´vy
basis is regularly varying and the kernel function f satisfies certain natural (continuity) con-
ditions. Finally, the special case of supOU processes, which are used, e.g., in applications in
finance, is considered in detail.
1. Introduction
In many applications of stochastic processes, the center of the distributions involved and
related quantities (e.g. sample means, variances etc.) can be modeled quite well. In view of the
central limit theorem, Gaussian distributions play an important role in that field. However,
this needs not to be true for the tail of the distribution which is of great importance in many
areas of application. Possible examples are severe crisis in stock markets or extreme weather
events which can cause huge losses to the financial industry, insurance companies and also to
private people. Therefore, it is of great importance to model the distribution tail and related
quantities (e.g. quantiles, exceedances, maxima etc.) correctly.
A very well established concept to model extreme values is regular variation. It has its
origin in classical extreme value theory, where limit distributions for sample maxima are
derived. The maximum domains of attraction of two of the three possible standard extreme
value distributions (Fre´chet and Weibull) can be described by regular variation of functions,
meaning functions behaving like a power law in the limit, see also [18] and [37].
Moreover, regular variation can intuitively be extended to a multivariate setup. It is then
formulated in terms of vague convergence of measures given by
nP (a−1n X ∈ ·)
v
−→ µ(·), (1.1)
where X is a multivariate random vector, (an) an increasing sequence and µ is a Radon
measure. Since µ is homogeneous, multivariate regular variation of X can be interpreted as
convergence of the radial part ‖X‖ to a univariate regularly varying random variable Y and
of the spherical part X/‖X‖ to a random variable Z on the unit sphere, which is independent
of Y and can be described by the measure µ. Detailed introductions to multivariate regular
variation can be found in [37] and [24].
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Finally, [22] extended the definition (1.1) to the space of multivariate stochastic processes
with sample paths in the space D of ca`dla`g functions, i.e. right-continuous functions with
limits from the left. The formulation of regular variation in such generality has the advantage
that, in addition to functionals based on the values of a stochastic process at fixed time
points, one can also analyze functionals acting on the complete sample paths of the process.
This is a very powerful tool for the analysis of extremal properties of a process, especially in
combination with methods for weak convergence of point processes which are closely related
to regular variation (see Section 6). Despite the power of this technique, conditions ensuring
regular variation in D have so far been given only for few classes of processes.
In this paper we apply the concept of regular variation on D to multivariate mixed mov-
ing average (MMA) processes with ca`dla`g sample paths. MMA processes have been first
introduced by [43] in the univariate stable case and are given as integrals of the form
Xt =
∫
M−
d
∫
R
f(A, t− s)Λ(dA, ds),
where Λ is a multivariate Le´vy basis. The class of (multivariate) MMA processes covers a
wide range of processes which are well known and extensively used in applications. Examples
include Ornstein-Uhlenbeck processes (cf. [2] and [34]), superpositions of Ornstein-Uhlenbeck
(supOU) processes (cf. [1] and [3]), (fractionally integrated) CARMA processes (cf. [12], [30])
and increments of fractional Le´vy processes (cf. [29], [7] and references therein).
Regular variation of the finite-dimensional distributions of MMA processes has already been
proved in [32], given that the underlying Le´vy basis is regularly varying and the kernel function
satisfies the integrability condition f ∈ Lα. In this paper we give additional integrability and
continuity conditions on the kernel function f such that the MMA process is functionally
regularly varying on D. Furthermore, we also analyze the special case of multivariate supOU
processes given by
Xt =
∫
M−
d
t∫
−∞
eA(t−s)Λ(dA, ds)
and give some more accessible sufficient conditions for supOU processes to be functionally
regularly varying.
The paper is organized as follows. In Section 2.2 we introduce the notion of multivariate
regular variation and related properties. In Section 2.3 we recall the definition of MMA
processes and the related integration theory. Furthermore, we review the conditions for
existence of MMA processes and for regular variation of their finite dimensional distributions.
The sample path behavior of MMA processes is discussed in Section 3. We give an overview
over the relevant literature and derive new sufficient conditions for MMA processes to have
ca`dla`g sample paths in the case where the underlying Le´vy process is of finite variation.
In Section 4 we introduce the notion of functional regular variation and prove that MMA
processes are regularly varying on D, given certain conditions. In Section 5 we verify these
conditions in the special case of supOU processes. Finally, in Section 6 we show the connection
between functional regular variation and point process convergence and discuss the relevance
of the results to the extremal analysis of MMA processes.
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2. Preliminaries
2.1. Notation. Let R be the real numbers, R+ the positive and R− the negative real numbers,
both without 0. N is the set of positive integers and Q are the rational numbers. The Borel
sets are denoted by B and Bb are the bounded Borel sets. λ is the Lebesgue measure on
R and Br(x) := {y ∈ R
d : ‖y − x‖ ≤ r} is the closed ball of radius r centered at x.
D is the space of ca`dla`g (right-continuous with left limits) functions x : [0, 1] → Rd and
SD = {x ∈ D : supt∈[0,1] ‖xt‖ = 1} is the unit sphere in D.
For matrices, Mn,d is the set of all n× d matrices and Md the set of all d× d matrices. M
−
d
is the set of all d× d matrices with all eigenvalues having strictly negative real part. Id is the
d× d identity matrix. We write AT for the transposed of a matrix A and ‖A‖ for the matrix
norm induced by the Euclidean norm.
If random variables, vectors, processes, measures etc. are considered, they are given as
measurable mappings with respect to a complete probability space (Ω,F , P ).
Vague convergence is defined in terms of convergence of Radon measures and it is denoted
by
v
−→. It is defined on the one-point uncompactification R
d
\{0}, which assures that the sets
bounded away from the origin can be referred to as the relatively compact sets in the vague
topology. Similarly, wˆ-convergence is given by the convergence of boundedly finite measures
and is defined on D0 = (0,∞]×SD, which can be viewed as the one-point uncompactification
in D.
2.2. Multivariate Regular Variation. Regular variation on Rd is expressed in terms of
vague convergence of measures and several different, but equivalent, definitions exist. For
detailed and very good introductions to regular variation we refer to [9], [36], [37] and [27].
Definition 2.1 (Multivariate Regular Variation). A random vector X ∈ Rd is regularly
varying if there exists a sequence (an)n∈N, 0 < an ր∞, and a nonzero Radon measure µ on
B(R
d
\{0}) such that µ(R
d
\Rd) = 0 and, as n→∞,
nP (a−1n X ∈ ·)
v
−→ µ(·)
on B(R
d
\{0}). Similarly, we call a Radon measure ν regularly varying if (an) and µ exist as
above such that, as n→∞,
n ν(a−1n ·)
v
−→ µ(·).
The limiting measure µ of the definition is homogeneous, i.e. it necessarily satisfies the
condition
µ(tB) = t−αµ(B)
for all B ∈ B(R
d
\{0}) and t > 0. Hence, we write X ∈ RV (α, (an), µ) or ν ∈ RV (α, (an), µ),
respectively. In the special case of an infinitely divisible random vector X ∈ Rd with Le´vy
measure ν we know that X ∈ RV (α, (an), µ) if and only if ν ∈ RV (α, (an), µ) (see [23],
Proposition 3.1). This result is very useful throughout this work, since MMA processes are
infinitely divisible, just as the driving Le´vy bases are. A detailed introduction to infinitely
divisible distributions and Le´vy processes can be found in [42], for instance.
2.3. Multivariate Mixed Moving Average Processes. In this section we shortly recall
the definition and main properties of multivariate mixed moving average processes (short
MMA processes).
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A multivariate (Rn-valued) MMA process (Xt) can be defined as an integral over a mea-
surable kernel function f : M−d × R 7→ Mn,d with respect to an R
d-valued Le´vy basis Λ on
M−d × R, i.e.
Xt :=
∫
M−
d
∫
R
f(A, t− s)Λ(dA, ds).
An Rd-valued Le´vy basis Λ = (Λ(B)) with B ∈ Bb(M
−
d × R) is a random measure which is
• infinitely divisible, i.e. the distribution of Λ(B) is infinitely divisible for all B ∈ Bb(M
−
d ×R),
• independently scattered, i.e. for any n ∈ N the random variables Λ(B1), . . . ,Λ(Bn) are
independent for pairwise disjoint sets B1, . . . , Bn ∈ Bb(M
−
d × R) and
• σ-additive, i.e. for any pairwise disjoint sets (Bi)i∈N ∈ Bb(M
−
d × R) with
⋃
n∈NBn ∈
Bb(M
−
d × R) we have Λ(
⋃
n∈NBn) =
∑
n∈N Λ(Bn) almost surely.
Thus, Le´vy bases are also called infinitely divisible independently scattered random mea-
sures (i.d.i.s.r.m.). Following the relevant literature (cf. [19], [20], [21], [3] and [32]) we only
consider time-homogeneous and factorisable Le´vy bases, i.e. Le´vy bases with characteristic
function
E
(
eiu
TΛ(B)
)
= eϕ(u)Π(B) (2.1)
for all u ∈ Rd and B ∈ Bb(M
−
d ×R), where Π = λ×pi is the product of a probability measure
pi on M−d (R) and the Lebesgue measure λ on R and
ϕ(u) = iuTγ −
1
2
uTΣu+
∫
Rd
(
eiu
T x − 1− iuTx1[−1,1](‖x‖)
)
ν(dx)
is the characteristic function of an infinitely divisible distribution with characteristic triplet
(γ,Σ, ν). The distribution of the Le´vy basis is then completely determined by (γ,Σ, ν, pi)
which is therefore called the generating quadruple. By L we denote the underlying Le´vy
process which is given by Lt = Λ(M
−
d × (0, t]) and L−t = Λ(M
−
d × [−t, 0)) for t ∈ R
+. For
more details on Le´vy bases see [35] and [33].
We should stress that the set M−d in the definition of MMA processes can be replaced by
Md or basically any other topological space. The choice of M
−
d is motivated by the special
case of supOU processes, where this is the canonical choice.
Necessary and sufficient conditions for the existence of MMA processes are given by the
multivariate extension of Theorem 2.7 in [35].
Theorem 2.2. Let Λ be an Rd-valued Le´vy basis with characteristic function of the form
(2.1) and let f : M−d ×R 7→Mn,d be a measurable function. Then f is Λ-integrable as a limit
in probability in the sense of [35] if and only if∫
M
−
d
∫
R
∥∥∥∥f(A, s)γ + ∫
Rd
f(A, s)x
(
1[0,1] (‖f(A, s)x‖)− 1[0,1] (‖x‖)
)
ν(dx)
∥∥∥∥dspi(dA) <∞, (2.2)
∫
M
−
d
∫
R
‖f(A, s)Σ f(A, s)T ‖dspi(dA) <∞ and (2.3)
∫
M
−
d
∫
R
∫
Rd
(
1 ∧ ‖f(A, s)x‖2
)
ν(dx)dspi(dA) <∞. (2.4)
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If f is Λ-integrable, the distribution of X0 =
∫
M−
d
∫
R+
f(A, s)Λ(dA, ds) is infinitely divisible
with characteristic triplet (γint,Σint, νint) given by
γint =
∫
M
−
d
∫
R
f(A, s)γ + ∫
Rd
f(A, s)x
(
1[0,1] (‖f(A, s)x‖)− 1[0,1] (‖x‖)
)
ν(dx)
 dspi(dA),
Σint =
∫
M
−
d
∫
R
f(A, s)Σ f(A, s)Tdspi(dA) and
νint(B) =
∫
M
−
d
∫
R
∫
Rd
1B(f(A, s)x)ν(dx)dspi(dA) for all Borel sets B ⊆ R
d.
However, since the focus of this section is on regularly varying processes, we will also use
some more convenient conditions for this special setting. They have been derived in [32] and
are based on integrability conditions described by the following space of functions
Lδ(λ× pi) :=
{
f :M−d × R 7→Mn,d measurable,
∫
M
−
d
∫
R
‖f(A, s)‖δdspi(dA) <∞
}
.
Theorem 2.3 ([32], Theorem 2.6). Let Λ be a Le´vy basis with values in Rd and characteristic
quadruple (γ,Σ, ν, pi). Furthermore, let ν be regularly varying with index α and let f :M−d ×
R 7→ Mn,d be a measurable function. Then f is Λ-integrable in the sense of [35] and Xt is
well defined for all t ∈ R, stationary and infinitely divisible with known characteristic triplet
(see Theorem 2.2) if one of the following conditions is satisfied:
(i) L1 is α-stable with α ∈ (0, 2)\{1} and f ∈ L
α ∩ L1.
(ii) f is bounded and f ∈ Lδ for some δ < α, δ ≤ 1.
(iii) f is bounded, EL1 = 0, α > 1 and f ∈ L
δ for some δ < α, δ ≤ 2.
Regular Variation of Xt for fixed t ∈ R as well as regular variation of the finite dimensional
distributions of the process (Xt) have been derived in [32] under similar conditions.
Theorem 2.4 ([32], Th. 3.2 and Cor. 3.5). Let Λ be an Rd-valued Le´vy basis on M−d ×R with
generating quadruple (γ,Σ, ν, pi) and let ν ∈ RV (α, (an), µν). If X0 =
∫
M−
d
∫
R
f(A, s)Λ(dA, ds)
exists (in the sense of Theorem 2.2), f ∈ Lα(λ× pi) and µν(f
−1(A, s)(Rn\{0})) = 0 does not
hold for pi × λ almost-every (A, s), then X0 ∈ RV (α, (an), µX) with
µX(B) :=
∫
M−
d
∫
R
∫
Rd
1B (f(A, s)x)µν(dx)dspi(dA).
Furthermore, the finite dimensional distributions (Xt1 , . . . ,Xtk), ti ∈ R and k ∈ N, are also
regularly varying with index α and a given limiting measure µt1,...,tk .
Comparable necessary conditions for regular variation do also exist, see [32], Theorem 3.4,
for details.
Next we introduce a result which allows to decompose a Le´vy basis into a drift, a Brownian
part, a part with bounded jumps and a part with finite variation. This is the extension of
the Le´vy-Itoˆ decomposition to Le´vy bases.
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Theorem 2.5 ([3], Theorem 2.2). Let Λ be a Le´vy basis on M−d ×R with characteristic func-
tion of the form (2.1) and generating quadruple (γ,Σ, ν, pi). Then there exists a modification
Λ˜ of Λ which is also a Le´vy basis with the same characteristic quadruple (γ,Σ, ν, pi) such that
there exists an Rd-valued Le´vy basis Λ˜G on M−d ×R with generating quadruple (0,Σ, 0, pi) and
an independent Poisson random measure N on Rd×M−d ×R with intensity measure ν×pi×λ
such that
Λ˜(B) = γ(pi × λ)(B) + Λ˜G(B) +
∫
‖x‖≤1
∫
B
x(N(dx, dA, ds) − pi(dA)dsν(dx)) +
∫
‖x‖>1
∫
B
xN(dx, dA, ds)
for all B ∈ Bb(M
−
d × R) and ω ∈ Ω. If, additionally,
∫
‖x‖≤1 ‖x‖ν(dx) <∞, then
Λ˜(B) = γ0(pi × λ)(B) + Λ˜
G(B) +
∫
Rd
∫
B
xN(dx, dA, ds)
for all B ∈ Bb(M
−
d × R), where
γ0 := γ −
∫
‖x‖≤1
xν(dx).
Moreover, the Lebesgue integral exists with respect to N for all ω ∈ Ω.
Throughout the remainder of this paper we assume that all Le´vy bases occurring are already
modified such that they have the above Le´vy-Itoˆ decomposition. Moreover, for a Le´vy basis
Λ we define two Le´vy bases Λ(1) and Λ(2) by
Λ(1)(B) = γ(pi × λ)(B) + Λ˜G(B) +
∫
‖x‖≤1
∫
B
x(N(dx, dA, ds) − pi(dA)dsν(dx)) (2.5)
Λ(2)(B) =
∫
‖x‖>1
∫
B
xN(dx, dA, ds) (2.6)
for all Borel sets B.
In the case of an underlying Le´vy process with finite variation, Theorem 2.5 and Theorem
2.2 can be combined to obtain integrability conditions for this special setting. Note that by
Theorem 21.9 in [42] finite variation of (Lt) is equivalent to Σ = 0 and
∫
‖x‖≤1 ‖x‖ ν(dx) <∞.
Proposition 2.6 ([3], Prop. 2.4). Let Λ be a Le´vy basis on M−d × R with characteristic
function of the form (2.1) and generating quadruple (γ, 0, ν, pi) such that
∫
‖x‖≤1 ‖x‖ ν(dx) <
∞. Let γ0 and N be as defined in Theorem 2.5. If f ∈ L
1 and∫
M−
d
∫
R
∫
Rd
(1 ∧ ‖f(A, s)x‖) ν(dx) ds pi(dA) <∞,
then
X =
∫
M−
d
∫
R
f(A, s)Λ(dA, ds) =
∫
M−
d
∫
R
f(A, s) γ0 dspi(dA) +
∫
Rd
∫
M−
d
∫
R
f(A, s)xN(dx, dA, ds)
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and the integrals on the right hand side exist as Lebesgue integrals for every ω ∈ Ω. Moreover,
the distribution of X is infinitely divisible with characteristic function
E
(
eiu
TX
)
= exp
iuTγint,0 + ∫
Rd
(
eiu
T x − 1
)
νint(dx)
 ,
where
γint,0 =
∫
M−
d
∫
R
f(A, s) γ0 ds pi(dA) and
νint(B) =
∫
M−
d
∫
R
∫
Rd
1B(f(A, s)x) ν(dx) ds pi(dA)
for all Borel sets B ⊆ Rd.
The condition f ∈ L1 is obsolete if γ0 = 0.
3. Sample Path Behavior
In Section 4 we review the concept of regular variation for ca`dla`g processes and apply it
to MMA processes. Therefore, we first have to discuss the sample path behavior of MMA
processes.
Many examples of results for MMA processes to have ca`dla`g sample paths exist in the
special case where the underlying Le´vy process has sample paths of finite variation, i.e. Σ = 0
and
∫
‖x‖≤1 ‖x‖ ν(dx) <∞. In this case, the sample path behavior of the driving Le´vy process
transfers to the sample paths of the MMA process. For example, define for any Le´vy process
Lt the corresponding filtered Le´vy process Xt by
Xt =
t∫
0
f(t, s) dLs (3.1)
for t ∈ [0, 1]. If Xt exists, Lt is of finite variation and the kernel function f is bounded and
continuous, then Xt has ca`dla`g sample paths (cf. [22], Lemma 28).
Another result for supOU processes is given by Theorem 3.12 in [3]. This result can be
extended to the general case of MMA processes.
Theorem 3.1. Let Λ be a Le´vy basis on M−d × R with characteristic function of the form
(2.1) and generating quadruple (γ, 0, ν, pi) such that
∫
‖x‖≤1 ‖x‖ ν(dx) < ∞. Suppose that the
kernel function f(A, s) is continuous and differentiable in s for all s ∈ R\{0} and f(A, 0−) =
limsր0 f(A, s) = C1 ∈ Mn,d as well as f(A, 0
+) = limsց0 f(A, s) = C2 ∈ Mn,d for all
A ∈M−d . Set
f ′(A, s) :=
{
d
ds
f(A, s) if s 6= 0,
limsց0
d
ds
f(A, s) if s = 0
and assume that for some δ > 0 and for every t1, t2 ∈ R such that t1 ≤ t2 and t2 − t1 ≤ δ the
function supt∈[t1,t2] ‖f
′(A, t− s)‖ satisfies the conditions of Proposition 2.6, where (γ, 0, ν, pi)
is replaced by (‖γ‖, 0, νT , pi) and the Le´vy measure νT (·) = ν(T
−1(·)) is transformed by T (x) =
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‖x‖. If the process Xt =
∫
M−
d
∫
R
f(A, t− s)Λ(dA, ds) exists (in the sense of Proposition 2.6),
then setting
Zt :=
∫
M−
d
∫
R
f ′(A, t− s)Λ(dA, ds)
we have
Xt = X0 +
t∫
0
Zu du+ (C1 − C2) Lt (3.2)
and consequently Xt has sample paths in D which are of finite variation on compacts.
Proof. Obviously the process Zt exists (in the sense of Proposition 2.6).
We follow the steps of the proof of Theorem 3.12 in [3] and begin by showing that Zt is
locally uniformly bounded on compacts. Note that by Proposition 2.6 the processes Xt and
Zt can be given as integrals with respect to a Poisson measure and pi × λ. For δ > 0 and
every t1, t2 ∈ R such that t1 ≤ t2 and t2 − t1 ≤ δ we obtain
sup
t∈[t1,t2]
‖Zt‖ = sup
t∈[t1,t2]
∥∥∥ ∫
M−
d
∫
R
f ′(A, t− s)Λ(dA, ds)
∥∥∥
≤
∫
M−
d
∫
R
sup
t∈[t1,t2]
‖f ′(A, t− s)‖ΛT (dA, ds),
where T : Rd → R is given by T (x) = ‖x‖ and ΛT is the transformed Le´vy basis with
characteristic triplet (‖γ‖, 0, νT , pi). Existence of the right hand side is covered by Proposition
2.6. Thus Zt is locally uniformly bounded and it follows by Fubini that
t∫
0
Zudu =
t∫
0
∫
M−
d
u∫
−∞
f ′(A, u − s)Λ(dA, ds) du+
t∫
0
∫
M−
d
∞∫
u
f ′(A, u− s)Λ(dA, ds) du
=
∫
M−
d
t∫
−∞
t∫
0∨s
f ′(A, u − s) duΛ(dA, ds) +
∫
M−
d
∞∫
0
t∧s∫
0
f ′(A, u− s) duΛ(dA, ds)
=
∫
M−
d
t∫
−∞
f(A, u− s)
∣∣∣t
u=0∨s
Λ(dA, ds) +
∫
M−
d
∞∫
0
f(A, u− s)
∣∣∣t∧s
u=0
Λ(dA, ds)
=
∫
M−
d
t∫
−∞
f(A, t− s)Λ(dA, ds) −
∫
M−
d
0∫
−∞
f(A, 0− s)Λ(dA, ds)
−
∫
M−
d
t∫
0
f(A, 0+)Λ(dA, ds) +
∫
M−
d
∞∫
t
f(A, t− s)Λ(dA, ds)
+
∫
M−
d
t∫
0
f(A, 0−)Λ(dA, ds) −
∫
M−
d
∞∫
0
f(A, 0− s)Λ(dA, ds)
= Xt −X0 + (C1 − C2) Lt.

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Remark 3.2. (1) The inclusion of kernel functions with a discontinuity at s = 0 is mo-
tivated by the class of causal MMA processes where the kernel function is of the form
f(A, s)1[0,∞)(s). For example, in the supOU case the kernel function is e
As
1[0,∞)(s)
and the limits at s = 0 can be given directly by C1 = 0 and C2 = Id yielding (see
Theorem 3.12 in [3])
Xt = X0 +
t∫
0
Zu du− Lt.
(2) The result can obviously be extended to the case where f(A, 0−) and f(A, 0+) exist
for all A, but are not independent of A. Then (3.2) holds with the Le´vy process
L˜t :=
∫
M−
d
t∫
0
(f(A, 0+)− f(A, 0−))Λ(dA, ds) in place of (C1 − C2) Lt.
If C1 − C2 = 0 in the above theorem, further properties of the sample paths of Xt follow
directly.
Corollary 3.3. Assume that the conditions of Theorem 3.1 hold. If additionally C1 = C2,
then the paths of Xt =
∫
M−
d
∫
R
f(A, t − s)Λ(dA, ds) are absolutely continuous and almost
everywhere differentiable.
Remark 3.4. The condition C1 = C2 holds if and only if f(A, s) is continuous in s = 0
and f(A, 0) is constant for all A ∈ M−d . This is satisfied, for example, by two-sided supOU
processes which are MMA processes with kernel function
f(A, s) = eAs1[0,∞)(s) + e
−As
1(−∞,0)(s).
In the case of moving average processes, where pi is a one-point measure, the condition only
requires that f is continuous in s = 0. Processes of this class include, for example, two-sided
CARMA and two-sided Ornstein-Uhlenbeck processes.
Similar results for the sample paths of MMA processes, where the driving Le´vy process
is not of finite variation, are in general not so easy to obtain. [4], Corollary 3.3, give nec-
essary and sufficient conditions for filtered Le´vy processes of the form (3.1) to have ca`dla`g
sample paths of bounded variation even if the driving Le´vy process itself has sample paths of
unbounded variation. Furthermore, they also study two-sided moving averages of the form
Xt =
t∫
−∞
(f1(t− s)− f2(−s)) dLt,
where f1, f2 : R → R are measurable kernel functions such that f1(s) = f2(s) = 0 for all
s ∈ (−∞, 0). They give necessary and sufficient conditions for such processes to have ca`dla`g
sample paths of finite variation. These conditions also allow the underlying Le´vy process
to be of infinite variation. For MMA processes [6] gives necessary and sufficient conditions
for finite variation and absolute continuity of sample paths for underlying Le´vy processes of
infinite variation. Moreover, [4] also consider the special case where the driving Le´vy process
is symmetric α-stable with α ∈ (1, 2] (cf. [4], Lemma 5.2, Proposition 5.3 and Proposition
5.5). Conditions for α-stable MMA processes, α ∈ (0, 2), to have ca`dla`g sample paths are
also given in [5], Section 4.
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Additionally, there also exist some results for the stronger property of continuous sample
paths. See [28], [13] and [39] for results on general MMA processes to have continuous sample
paths. For the special case of α-stable MMA processes, see also [41] and [38].
4. Functional Regular Variation
We follow [22] to introduce the notion of regular variation on D. Let D be the space of
ca`dla`g (right-continuous with left limits) functions x : [0, 1] → Rd equipped with the J1
metric (equivalent to the d0 metric of [8]) such that D is a complete and separable metric
space. Using the supremum norm ‖x‖∞ = supt∈[0,1] ‖xt‖ we can then introduce the unit sphere
SD = {x ∈ D : ‖x‖∞ = 1}, equipped with the relativized topology of D. Next, we equip (0,∞]
with the metric ρ(x, y) = |1/x−1/y| which makes it a complete separable metric space. Then
also the space D0 = (0,∞] × SD, equipped with the metric max{ρ(x
∗, y∗), d0(x˜, y˜)}, is a
complete separable metric space.
If we use the polar coordinate transformation T : D\{0} → D0, x 7→ (‖x‖∞, x/‖x‖∞), we
see that the spaces D\{0} and (0,∞)× SD are homeomorphic. Thus, the Borel sets B(D0) of
interest can be viewed as the infinite dimensional extension of the one-point uncompactifica-
tion that is used to introduce finite dimensional regular variation (cf. [9], [18] and [36]).
Regular Variation on D can then be introduced in terms of the so-called wˆ-convergence of
boundedly finite measures on D0. A measure µ on a complete separable metric space E is
said to be boundedly finite if µ(B) < ∞ for every bounded set B ∈ B(E). Let (µn)n∈N be a
sequence of boundedly finite measures on E. Then (µn) converges to µ in the wˆ-topology if
µn(B)→ µ(B) for all bounded Borel sets B ∈ B(E) with µ(∂B) = 0. We write µn
wˆ
−→ µ. Note
that for locally compact spaces E the boundedly finite measures are called Radon measures
and the notions of wˆ-convergence and vague convergence coincide. See [14] and [25] for details
on wˆ-convergence and vague convergence.
We are now able to formulate regular variation for stochastic processes with sample paths
in D.
Definition 4.1 (Regular Variation on D). A stochastic process (Xt), t ∈ [0, 1], with sample
paths in D is said to be regularly varying if there exists a positive sequence (an), n ∈ N, with
an ր ∞ and a nonzero boundedly finite measure µ on B(D0) with µ(D0\D) = 0 such that,
as n→∞,
nP (a−1n X ∈ ·)
wˆ
−→ µ(·) on B(D0).
As in the finite dimensional case, direct calculation shows that the measure µ is homoge-
neous, i.e. there exists a positive index α > 0 such that µ(uB) = u−αµ(B) for all u > 0 and
for every B ∈ B(D0). Thus, we say that the process (Xt) is regularly varying with index α
and write X ∈ RV
D0
(α, (an), µ).
Analogously to multivariate regular variation, several alternative definitions of regular vari-
ation on D exist, we will just state one example here.
Theorem 4.2 ([22], Theorem 4). A process (Xt) with sample paths in D is regularly varying
if and only if there exists an index α > 0 and a probability measure σ on B(SD) such that for
every positive x > 0, as u→∞,
P (‖X‖∞ > ux,X/‖X‖∞ ∈ ·)
P (‖X‖∞ > u)
wˆ
−→ x−ασ(·) on B(SD).
The probability measure σ is called the spectral measure of X.
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Example 4.3 (Le´vy Process). Let (Lt) be a Le´vy process. Then by definition (or Theorem
11.5 in [42] resp.) (Lt) has sample paths in D. Furthermore, (Lt) is also a strong Markov
process (cf. [42], Theorem 10.5 and Corollary 40.11). Now the results of [22], Section 3, can
be applied. If Lt ∈ RV (α, (an), tµ) for one and thus all t > 0, then it follows by Theorem 13
of [22] that (Lt) ∈ RVD0(α, (an), µ˜) for some measure µ˜. For details we refer to [22], Example
17.
We will now recall some useful results from [22] related to regular variation on D. Since it
is often of interest, how the regular variation property is preserved under mappings, we look
at a continuous mapping theorem. Therefore, for any function h from a metric space E to a
metric space E′ we introduce the set disc(h) which consists of all discontinuities of h.
Theorem 4.4 ([22], Theorem 6). Let (Xt) be a stochastic process with sample paths in D
and let E′ be a complete separable metric space. Assume that X ∈ RV
D0
(α, (an), µ) and
h : D → E′ is a measurable mapping such that µ(disc(h)) = 0 and h−1(B) is bounded in D0
for every bounded B ∈ B(E′). Then, as n→∞,
nP (h(a−1n X) ∈ ·)
wˆ
−→ µ ◦ h−1(·) on B(E′).
There also exists a different version of the previous theorem for the special case of positively
homogeneous mappings of order γ > 0, i.e. mappings h : D→ D with h(λx) = λγh(x) for all
λ ≥ 0 and x ∈ D. See [22], Theorem 8, for details.
The next theorem states some necessary and sufficient conditions for regular variation on
D. In the theorem, we use the notation
w(x, T0) := sup
t1,t2∈T0
‖xt1 − xt2‖ and
w′′(x, δ) := sup
0≤t1≤t≤t2≤1; t2−t1≤δ
min {‖xt − xt1‖, ‖xt2 − xt‖}
for x ∈ D, T0 ⊆ [0, 1] and δ ∈ [0, 1].
Theorem 4.5 ([22], Theorem 10). Let (Xt) be a stochastic process with sample paths in D.
Then the following statements are equivalent.
(i) X ∈ RV
D0
(α, (an), µ).
(ii) There exists a set T ⊆ [0, 1] containing 0, 1 and all but at most countably many points
of [0, 1], a positive sequence an ր∞ and a collection {µt1,...,tk : ti ∈ T, k ∈ N} of Radon
measures on B(R
dk
\{0}) with µt1,...,tk(R
dk
\Rdk) = 0 and µt is nonzero for some t ∈ T
such that
nP (a−1n (Xt1 , . . . ,Xtk ) ∈ ·)
v
−→ µt1,...,tk(·) on B(R
dk
\{0}) (4.1)
holds for all t1, . . . , tk ∈ T . Furthermore, for every ε, η > 0, there exist δ ∈ (0, 1) and
n0 ∈ N such that, for all n ≥ n0,
nP (a−1n w(X, [0, δ)) ≥ ε) ≤ η, (4.2)
nP (a−1n w(X, [1 − δ, 1)) ≥ ε) ≤ η, (4.3)
nP (a−1n w
′′(X, δ) ≥ ε) ≤ η. (4.4)
Remark 4.6. The theorem links regular variation of the process (Xt)t∈[0,1] with sample
paths in D to regular variation of the finite dimensional distributions (Xt1 , . . . ,Xtk ) of the
the process. Key to that connection are the relative compactness criteria (4.2), (4.3) and
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(4.4) which restrict the oscillation of the process (Xt) in small areas. See [22], Example 11,
for a process satisfying conditions (4.2) and (4.3), but not (4.4).
Now we will extend the finite dimensional regular variation of MMA processes in the sense
of Theorem 2.4 to regular variation in D by applying Theorem 4.5. Therefore, we need to
restrict the MMA process (Xt) as defined in Section 2.3 to the time interval [0, 1]. Note
that a restriction to any other compact time interval [a, b], a < b, would not change any of
the results. Furthermore, we assume that (Xt) has sample paths in the space D of ca`dla`g
functions. See Section 3 for possible conditions ensuring this. We start with the main theorem
for functional regular variation of MMA processes.
In order not to overload the notation we from now on assume always that t, t1, t2 are
restricted to the set [0; 1] when taking suprema without writing this explicitly. Furthermore,
we are now using the decomposition (2.6) of our Le´vy basis Λ into Λ(1) and Λ(2).
Theorem 4.7. Let Λ be an Rd-valued Le´vy bases on M−d × R with generating quadruple
(γ,Σ, ν, pi) such that ν ∈ RV (α, (an), µν). Assume that the kernel function f is bounded,
f ∈ Lα(λ× pi), µν(f
−1(A, s)(Rn\{0})) = 0 does not hold for pi × λ almost-every (A, s) and∫
M−
d
∫
R
∫
‖x‖>1
(1 ∧ ‖f(A, s)x‖) ν(dx) ds pi(dA) <∞. (4.5)
Moreover, suppose that the MMA process Xt =
∫
M−
d
∫
R
f(A, t − s)Λ(dA, ds) exists for t ∈
[0, 1] (in the sense of Theorem 2.2) and that the processes Xt and X
(2)
t =
∫
M−
d
∫
R
f(A, t −
s)Λ(2)(dA, ds) have ca`dla`g sample paths. If the function fδ given by
fδ(A, s) := sup
t1≤t2; t2−t1≤δ
‖f(A, t2 − s)− f(A, t1 − s)‖ 1(t1,t2]c (s) (4.6)
satisfies (4.5) and, as δ → 0, ∫
M−
d
∫
R
fδ(A, s)
α dspi(dA)→ 0, (4.7)
then
(Xt)t∈[0,1] ∈ RVD0(α, (an), µ),
where µ is uniquely determined by the measures µt1,...,tk in Theorem 2.4.
Note that an essential part of the proof of the theorem is going to be to show that under the
above assumption it is essentially only X(2) that matters regarding the extremal behaviour.
The condition
∫
M−
d
∫
R
fδ(A, s)
α dspi(dA)→ 0 is closely linked to the behavior of the function
fδ over small intervals. It restricts the amplitude of jumps and continuous oscillations for
arbitrarily small values of δ.
Lemma 4.8. Let pi be a probability measure and f : M−d ×R 7→Mn,d be a measurable kernel
function. Assume that the function fδ(A, s) given by (4.6) satisfies fδ ∈ L
α for some δ > 0.
Then
lim
δ→0
∫
M−
d
∫
R
fδ(A, s)
α dspi(dA) = 0
if and only if limδ→0 fδ(A, s)→ 0 for pi × λ almost every (A, s).
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Proof. Let fδ(A, s)→ 0 for pi × λ almost every (A, s). Then∫
M−
d
∫
R
fδ(A, s)
α dspi(dA)→ 0
follows by dominated convergence and the assumption fδ ∈ L
α for some δ > 0. On the other
hand, suppose that the set
B˜ :=
{
(A, s) ∈ Bb(M
−
d × R) : fδ(A, s)→ 0 as δ → 0
}
satisfies pi × λ (B˜c) = C > 0. Then the monotonicity of fδ in δ implies limδ→0 fδ(A, s) > 0
for every (A, s) ∈ B˜c and thus
lim
δ→0
∫
M−
d
∫
R
fδ(A, s)
α dspi(dA) > 0.

Remark 4.9. From the definition of fδ we see that the condition limδ→0 fδ(A, s) → 0
for pi × λ almost every (A, s) is equivalent to the kernel function f(A, s) being continuous
in s for all s ∈ R\{0}. Now we also see the importance of the restriction 1(t1,t2]c (s) in the
definition of fδ because it allows for f(A, s) being discontinuous at s = 0. Without such a
restriction, condition (4.7) would be violated by many examples of the class of causal MMA
processes which have a kernel function of the type f(A, s)1[0,∞)(s). Causal MMA processes
with f(A, 0) 6= 0 include CARMA and supOU processes as well as many other well-known
examples of MMA processes.
We can also give sufficient conditions for a general function f :M−d ×R→Mn,d to satisfy
condition (4.5) which is going to ensure that X
(2)
t is well-defined as an ω-wise Lebesgue
integral.
Lemma 4.10. Let f :M−d ×R→Mn,d be a measurable function. Then condition (4.5) holds
if one of the following two conditions are satisfied:
(i) f ∈ L1 and α > 1.
(ii) f ∈ Lα−ε for one ε ∈ (0, α) and α ≤ 1.
Proof. For (i) we calculate∫
M−
d
∫
R
∫
‖x‖>1
(1 ∧ ‖f(A, s)x‖) ν(dx) ds pi(dA) ≤
≤
∫
M−
d
∫
R
∫
‖x‖>1
‖f(A, s)‖‖x‖ ν(dx) ds pi(dA)
=
∫
M−
d
∫
R
‖f(A, s)‖ ds pi(dA)
∫
‖x‖>1
‖x‖ ν(dx)
<∞
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by [42], Corollary 25.8, and similarly for (ii) we obtain∫
M−
d
∫
R
∫
‖x‖>1
(1 ∧ ‖f(A, s)x‖) ν(dx) ds pi(dA) ≤
≤
∫
M−
d
∫
R
∫
‖x‖>1
(1 ∧ ‖f(A, s)x‖α−ε) ν(dx) ds pi(dA)
≤
∫
M−
d
∫
R
∫
‖x‖>1
‖f(A, s)‖α−ε‖x‖α−ε ν(dx) ds pi(dA)
=
∫
M−
d
∫
R
‖f(A, s)‖α−ε ds pi(dA)
∫
‖x‖>1
‖x‖α−ε ν(dx)
<∞.

Remark 4.11. The conditions of Lemma 4.10 are only sufficient, not necessary, similar to
the ones of Theorem 2.3. Thus in general we will only demand the weaker condition (4.5)
which is also one of the existence conditions for MMA processes with driving Le´vy process of
finite variation in Proposition 2.6. Furthermore, we see from Lemma 4.10(i) that condition
(4.5) in Proposition 2.6 can be dropped if α > 1.
4.1. Proof of Theorem 4.7.
In this subsection we now gradually prove Theorem 4.7.
Let (Xt) be an MMA process as given in Theorem 4.7, i.e. (Xt) exists for t ∈ [0, 1] (in the
sense of Theorem 2.2), the kernel function f is bounded by C ∈ R+ and the regular variation
conditions of Theorem 2.4 hold. Then there exists a positive sequence an ր∞ and a collection
{µt1,...,tk : ti ∈ T, k ∈ N} of Radon measures on B(R
dk
\{0}) with µt1,...,tk(R
dk
\Rdk) = 0 and
µt is nonzero for some t ∈ T such that
nP (a−1n (Xt1 , . . . ,Xtk) ∈ ·)
v
−→ µt1,...,tk(·) on B(R
dk
\{0}).
Applying Theorem 4.5, it is left to show that the conditions (4.2), (4.3) and (4.4) hold.
Using the Le´vy-Itoˆ decomposition we have two independent Le´vy bases Λ(1) and Λ(2) such
that Λ(1) has generating quadruple (γ,Σ, ν1, pi) and Λ
(2) has generating quadruple (0, 0, ν2, pi),
where ν1 = ν|B1(0) and ν2 = ν|B1(0)c . This yields
Xt = X
(1)
t +X
(2)
t , (4.8)
where
X
(1)
t =
∫
M−
d
∫
R
f(A, t− s)Λ(1)(dA, ds) (4.9)
and
X
(2)
t =
∫
M−
d
∫
R
f(A, t− s)Λ(2)(dA, ds). (4.10)
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Note that the term X
(2)
t can be written in the form
X
(2)
t =
∫
‖x‖≥1
∫
M−
d
∫
R
f(A, t− s)xN(dx, dA, ds),
where N is a Poisson random measure with mean measure ν × pi × λ. Before we proceed,
we need to ensure the existence of X
(1)
t and X
(2)
t . Therefore, we give conditions for ω-wise
existence of X
(2)
t as a Lebesgue integral. Then the existence of X
(1)
t = Xt−X
(2)
t follows from
the existence of Xt and X
(2)
t .
Proposition 4.12. Let X
(2)
t be the process given by (4.10), where Λ
(2) is a Le´vy basis with
generating quadruple (0, 0, ν2, pi). If∫
M−
d
∫
R
∫
Rd
(1 ∧ ‖f(A, s)x‖) ν2(dx) ds pi(dA) <∞,
then X
(2)
t exists as a Lebesgue integral for all ω ∈ Ω.
Proof. By definition, X
(2)
t has no Gaussian component and
∫
‖x‖≤1 ‖x‖ν2(dx) = 0 and thus we
have an underlying Le´vy process of finite variation. Now the result follows as a special case
of Proposition 2.6, where the condition f ∈ L1 is obsolete due to the absence of a drift. 
Like forXt, we also assumed thatX
(2)
t has ca`dla`g sample paths. Then alsoX
(1)
t = Xt−X
(2)
t
has ca`dla`g sample paths. Appropriate conditions for MMA processes to have ca`dla`g sample
paths have been given in Section 3.
Now we continue the proof of Theorem 4.7 by verifying the relative compactness conditions
(4.2), (4.3) and (4.4). The essential point is to relate the conditions back to the analogous
conditions on the underlying Le´vy process.
For the first condition (4.2) we obtain
sup
t1,t2∈[0,δ)
‖Xt1 −Xt2‖ ≤ sup
t1,t2∈[0,δ)
‖X
(1)
t1
−X
(1)
t2
‖+ sup
t1,t2∈[0,δ)
‖X
(2)
t1
−X
(2)
t2
‖
and hence
nP
(
a−1n sup
t1,t2∈[0,δ)
‖Xt1 −Xt2‖ ≥ ε
)
≤
≤ nP
(
a−1n sup
t1,t2∈[0,δ)
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε/2
)
+ nP
(
a−1n sup
t1,t2∈[0,δ)
‖X
(2)
t1
−X
(2)
t2
‖ ≥ ε/2
)
.
The analogue result for the second condition (4.3) can be obtained likewise. For the third
condition (4.4) we estimate
sup
t1≤t≤t2; t2−t1≤δ
min
{
‖Xt2 −Xt‖, ‖Xt −Xt1‖
}
≤
≤ sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖+ sup
t1≤t≤t2; t2−t1≤δ
min
{
‖X
(2)
t2
−X
(2)
t ‖, ‖X
(2)
t −X
(2)
t1
‖
}
,
and
nP
(
a−1n sup
t1≤t≤t2; t2−t1≤δ
min
{
‖Xt2 −Xt‖, ‖Xt −Xt1‖
}
≥ ε
)
≤
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≤ nP
(
a−1n sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε/2
)
+ nP
(
a−1n sup
t1≤t≤t2; t2−t1≤δ
min
{
‖X
(2)
t2
−X
(2)
t ‖, ‖X
(2)
t −X
(2)
t1
‖
}
≥ ε/2
)
.
For every ε, η > 0 we have to show that there exists n0 ∈ N and δ > 0 such that for n ≥ n0
these quantities can be bounded by η. Regarding the quantities based on X
(1)
t we observe
nP
(
a−1n sup
t1,t2∈[0,δ)
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε/2
)
≤ nP
(
a−1n sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε/2
)
and for (4.3)
nP
(
a−1n sup
t1,t2∈[1−δ,1)
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε/2
)
≤ nP
(
a−1n sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε/2
)
and thus it is sufficient to prove the bound only for the right hand side of the inequality.
Proposition 4.13. Let Λ(1) be the Rd-valued Le´vy basis on M−d × R determined by the
generating quadruple (γ,Σ, ν1, pi), where ν1 = ν|B1(0). Assume that the kernel function f is
bounded, that the MMA process X
(1)
t given by (4.9) exists for t ∈ [0, 1] and that X
(1)
t has
ca`dla`g sample paths. Moreover, suppose that ν ∈ RV (α, (an), µν). Then X
(1)
t satisfies
lim
n→∞
nP (a−1n sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε) = 0
for all δ ∈ (0, 1) and ε > 0.
Proof. We start by observing that X
(1)
t is ca`dla`g and thus also separable and hence we can
estimate
sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖ ≤ 2 sup
t∈[0,1]
‖X
(1)
t ‖ = 2 sup
t∈[0,1]∩Q
‖X
(1)
t ‖.
Due to the equivalence of norms, we can now choose the matrix norm
‖A‖ := max{|aij | : 1 ≤ i ≤ n and 1 ≤ j ≤ d}
for A ∈Mn,d and denote by X
(1)
t,i ∈ R, 1 ≤ i ≤ n, the i-th component of X
(1)
t , i.e.
X
(1)
t =
(
X
(1)
t,1 ,X
(1)
t,2 , . . . ,X
(1)
t,n
)T
.
Furthermore, define the (countable) set
T˜ := {(t, i) : t ∈ [0, 1] ∩Q and i ∈ {1, . . . , n}} .
Then we obtain
sup
t∈[0,1]∩Q
‖X
(1)
t ‖ = sup
t∈[0,1]∩Q
max
1≤i≤n
‖X
(1)
t,i ‖ = sup
s∈T˜
‖X(1)s ‖,
where sup
s∈T˜ is a subadditive functional on R
T˜ . Furthermore, by Theorem 2.2 the pro-
cesses X
(1)
t,i are infinitely divisible with specified characteristic triplet (γt,i,Σt,i, νt,i) and Le´vy
measure
νt,i(B) =
∫
M−
d
∫
R
∫
Rd
1B(fi(A, t− s)x)ν1(dx)dspi(dA)
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for all B ∈ B(R), where fi denotes the i-th row of f , i.e.
f(A, t− s) =
f1(A, t− s)...
fd(A, t− s)
 .
It follows that X(1) = {X
(1)
s : x ∈ T˜} is infinitely divisible with characteristic triplet (γ˜, Σ˜, ν˜),
where γ˜, Σ˜ and ν˜ are given as projective limits of the corresponding finite dimensional char-
acteristics described by (γt,i,Σt,i, νt,i) (cf. [31]). Moreover, the boundedness ‖f‖ ≤ C implies
‖fi‖ ≤ C and this, together with the definition of ν1 = ν|B1(0), yields that the support of the
Le´vy measures νt,i and ν˜ can be bounded by C. Now we are able to apply Lemma 2.1 of [11]
to obtain
E
(
exp
(
ε sup
s∈T˜
‖X(1)s ‖
))
<∞
for all ε > 0. Finally, the finite exponential moments in combination with Lemma 1.32 of [27]
yield
lim
n→∞
nP
(
a−1n sup
t1≤t2; t2−t1≤δ
‖X
(1)
t1
−X
(1)
t2
‖ ≥ ε
)
≤ lim
n→∞
nP
(
a−1n sup
s∈T˜
‖X(1)s ‖ ≥ ε/2
)
= 0
for all ε > 0. 
Next we check the process X
(2)
t with respect to the relative compactness conditions (4.2),
(4.3) and (4.4).
Proposition 4.14. Let Λ be an Rd-valued Le´vy basis on M−d × R with generating quadru-
ple (γ,Σ, ν, pi) and let ν ∈ RV (α, (an), µν). Assume that the kernel function f is bounded,
the MMA process X
(2)
t =
∫
M−
d
∫
R
f(A, t − s)Λ(2)(dA, ds) satisfies the existence conditions of
Proposition 4.12 and that the regular variation conditions of Theorem 2.4 hold. If the function
fδ given by (4.6) satisfies the existence condition of Proposition 4.12 and, as δ → 0,∫
M−
d
∫
R
fδ(A, s)
α dspi(dA)→ 0,
then X
(2)
t given by (4.10) satisfies the relative compactness conditions (4.2), (4.3) and (4.4).
Proof. We define the difference function gt1,t2(A, s) := f(A, t1− s)− f(A, t2− s) and mention
that for every t1, t2 ∈ [0, 1] the random vector
X
(2)
t1
−X
(2)
t2
=
∫
‖x‖≥1
∫
M−
d
∫
R
gt1,t2(A, s) x N(dx, dA, ds)
is again MMA and by Theorem 2.3 and Theorem 2.4 it exists and is regularly varying with
index α.
Condition (4.2): We verify the condition by showing that, as δ → 0,
lim
n→∞
nP (a−1n sup
t1,t2∈[0,δ)
‖X
(2)
t1
−X
(2)
t2
‖ ≥ ε)→ 0
for every ε > 0. We use the decomposition
X
(2)
t1
−X
(2)
t2
=
18 MARTIN MOSER AND ROBERT STELZER
=
∫
‖x‖≥1
∫
M−
d
∫
(t1,t2]
gt1,t2(A, s) x N(dx, dA, ds) +
∫
‖x‖≥1
∫
M−
d
∫
(t1,t2]c
gt1,t2(A, s) x N(dx, dA, ds)
=: Z
(1)
t1,t2
+ Z
(2)
t1,t2
(4.11)
which yields
nP
(
a−1n sup
t1,t2∈[0,δ)
‖X
(2)
t1
−X
(2)
t2
‖ ≥ ε
)
≤
≤ nP
(
a−1n sup
t1,t2∈[0,δ)
‖Z
(1)
t1,t2
‖ ≥ ε/2
)
+ nP
(
a−1n sup
t1,t2∈[0,δ)
‖Z
(2)
t1,t2
‖ ≥ ε/2
)
. (4.12)
With ν2 = ν|B1(0)c and using the transformation T : R
d → R given by T (x) = ‖x‖ together
with the boundedness f(A, s) ≤ C for all (A, s) ∈M−d × R we can now calculate
‖Z
(1)
t1,t2
‖ ≤
∫
‖x‖≥1
∫
M−
d
∫
(t1,t2]
‖gt1,t2(A, s)‖ ‖x‖N(dx, dA, ds)
≤ 2 C Λ(2,T )(M−d × (t1, t2])
= 2 C (L
(2,T )
t2
− L
(2,T )
t1
), (4.13)
where Λ(2,T ) is a Le´vy basis with generating quadruple (0, 0, ν2
T , pi) and the transformed
Le´vy measure ν2
T is given by ν2
T (·) = ν2(T
−1(·)). By (L
(2,T )
t ) we denote the underlying Le´vy
process given by L
(2,T )
t = Λ
(2,T )(M−d ×(0, t]) for t > 0. Using a continuous mapping argument
similar to Theorem 4.4 we see that ν ∈ RV (α, (an), µν) implies ν2
T ∈ RV (α, (an), µνT ) with
µνT defined respectively. Thus by Proposition 3.1 in [23] L
(2,T )
1 ∈ RV (α, (an), µνT ) and then
by Example 4.3 also (L
(2,T )
t ) ∈ RVD0(α, (an), µ˜) for some measure µ˜. Now another application
of Theorem 4.5 yields that condition (4.2) holds for the process (L
(2,T )
t ) and hence, as δ → 0,
lim
n→∞
nP
(
a−1n sup
t1,t2∈[0,δ)
‖Z
(1)
t1,t2
‖ ≥ ε/2
)
≤ lim
n→∞
nP
(
a−1n sup
t1,t2∈[0,δ)
(L
(2,T )
t2
− L
(2,T )
t1
) ≥ ε/(4C)
)
→ 0.
Similarly, the supremum of the second term Z
(2)
t1,t2
can be bounded by
sup
t1,t2∈[0,δ)
‖Z
(2)
t1,t2
‖ ≤
∫
‖x‖≥1
∫
M−
d
∫
R
sup
t1,t2∈[0,δ)
‖gt1,t2(A, s)‖1(t1,t2]c(s) ‖x‖N(dx, dA, ds)
≤
∫
‖x‖≥1
∫
M−
d
∫
R
fδ(A, s) ‖x‖N(dx, dA, ds)
=
∫
M−
d
∫
R
fδ(A, s)Λ
(2,T )(dA, ds) =: Y.
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Then assumption (4.7) implies fδ ∈ L
α for some δ > 0 sufficiently small and another applica-
tion of Theorem 2.4 yields Y ∈ RV (α, (an), µY ) with
µY (B) :=
∫
M−
d
∫
R
∫
Rd
1B (fδ(A, s)‖x‖) µν(dx)dspi(dA).
Finally, as n→∞, we obtain
nP
(
a−1n sup
t1,t2∈[0,δ)
‖Z
(2)
t1,t2
‖ ≥ ε/2
)
≤ nP (a−1n Y ≥ ε/2)
n→∞
→
∫
M−
d
∫
R
µν(x : fδ(A, s)‖x‖ ≥ ε/2) ds pi(dA)
= µν(x : ‖x‖ ≥ ε/2)
∫
M−
d
∫
R
fδ(A, s)
α ds pi(dA)
δ→0
→ 0
and since µν is a Radon measure the result follows by the assumption.
Condition (4.3): The condition follows likewise to condition (4.2) (note also that the MMA
process (Xt) is stationary).
Condition (4.4): For the third condition we use (4.11) again and obtain
sup
t1≤t≤t2; t2−t1≤δ
min
{
‖X
(2)
t −X
(2)
t2
‖, ‖X
(2)
t1
−X
(2)
t ‖
}
≤
≤ sup
t1≤t≤t2; t2−t1≤δ
min
{
‖Z
(1)
t,t2
‖, ‖Z
(1)
t1,t
‖
}
+ sup
t1≤t2; t2−t1≤δ
‖Z
(2)
t1,t2
‖
and
nP
(
a−1n sup
t1≤t≤t2; t2−t1≤δ
min
{
‖X
(2)
t −X
(2)
t2
‖, ‖X
(2)
t1
−X
(2)
t ‖
}
≥ ε
)
≤
≤ nP
(
a−1n sup
t1≤t≤t2;t2−t1≤δ
min
{
‖Z
(1)
t,t2
‖, ‖Z
(1)
t1 ,t
‖
}
≥
ε
2
)
+ nP
(
a−1n sup
t1≤t2;t2−t1≤δ
‖Z
(2)
t1,t2
‖ ≥
ε
4
)
.
Applying (4.13) this implies, as δ → 0,
lim
n→∞
nP
(
a−1n sup
t1≤t≤t2; t2−t1≤δ
min
{
‖Z
(1)
t,t2
‖, ‖Z
(1)
t1,t
‖
}
≥ ε/2
)
≤ lim
n→∞
nP
(
a−1n sup
t1≤t≤t2; t2−t1≤δ
min
{
‖L
(2,T )
t2
− L
(2,T )
t ‖, ‖L
(2,T )
t − L
(2,T )
t1
‖
}
≥ ε/(4 C)
)
→ 0,
since this is exactly condition (4.4) for the Le´vy process L
(2,T )
t which is regularly varying in
D and thus by Theorem 4.5 satisfies (4.4). Furthermore,
sup
t1≤t2; t2−t1≤δ
‖Z
(2)
t1,t2
‖ ≤
∫
M−
d
∫
R
fδ(A, s)Λ
(2,T )(dA, ds) = Y
and consequently, as δ → 0,
lim
n→∞
nP
(
a−1n sup
t1≤t2; t2−t1≤δ
‖Z
(2)
t1,t2
‖ ≥ ε/4
)
≤ nP
(
a−1n Y ≥ ε/4
)
→ 0
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as shown for condition (4.2). 
This concludes the proof of Theorem 4.7.
5. Application to SupOU Processes
Superpositions of Ornstein-Uhlenbeck processes (supOU processes) have useful properties
and a wide range of applications. A supOU process (Xt) can be defined as an MMA process
with kernel function
f(A, s) = eAs1[0,∞)(s). (5.1)
We will shortly recall the main results of [3] and [32]. Sufficient conditions for the existence
of supOU processes are given in the following theorem which takes the special properties of
supOU processes into account.
Theorem 5.1 ([3], Theorem 3.1). Let Xt be an R
d-valued supOU process as defined by
(5.1). If ∫
‖x‖>1
ln(‖x‖)ν(dx) <∞
and there exist measurable functions ρ :M−d 7→ R
+\{0} and κ :M−d 7→ [1,∞) such that∥∥eAs∥∥ ≤ κ(A)e−ρ(A)s ∀s ∈ R+ pi-almost surely and ∫
M−
d
κ(A)2
ρ(A)
pi(dA) <∞,
then the supOU process Xt =
∫
M−
d
∫ t
−∞ e
A(t−s)Λ(dA, ds) is well defined for all t ∈ R and
stationary. Furthermore, the stationary distribution of Xt is infinitely divisible with charac-
teristic triplet (γX ,ΣX , νX) given by Theorem 2.2.
Conditions for regular variation of Xt and of the finite-dimensional distributions of (Xt)
are given by the following result.
Corollary 5.2 ([32], Cor. 4.3 and Cor. 4.6). Let Λ ∈ Rd be a Le´vy basis on M−d × R with
generating quadruple (γ,Σ, ν, pi) and let ν ∈ RV (α, (an), µν). If the conditions of Theorem
5.1 hold and additionally ∫
M−
d
κ(A)α
ρ(A)
pi(dA) <∞,
then X0 =
∫
M−
d
∫
R+
eAsΛ(dA, ds) ∈ RV (α, (an), µX) with Radon measure
µX(·) :=
∫
M−
d
∫
R+
∫
Rd
1(·)
(
eAsx
)
µν(dx)dspi(dA).
Furthermore, the finite dimensional distributions (Xt1 , . . . ,Xtk), ti ∈ R and k ∈ N, are also
regularly varying with index α and given limiting measure µt1,...,tk .
In order to apply Theorem 4.7 to obtain conditions for regular variation of supOU processes
in D, we state some useful sufficient conditions for the function
fδ(A, s) = sup
t1≤t2; t2−t1≤δ
‖f(A, t2 − s)− f(A, t1 − s)‖ 1(t1,t2]c (s)
to be an element of Lα for α > 0.
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Proposition 5.3. Let f(A, s) = eAs1[0,∞)(s) be the kernel function of a supOU process
satisfying the conditions of Theorem 5.1 and let fδ be given by (4.6). If for some α > 0∫
M−
d
κ(A)α
ρ(A)
pi(dA) <∞,
and ∫
M−
d
κ(A)α pi(dA) <∞,
then fδ ∈ L
α.
Proof. We start with the observation
fδ(A, s)
α = sup
t1≤t2; t2−t1≤δ
∥∥eA(t2−s) − eA(t1−s)∥∥α 1(−∞,t1](s)
≤ sup
t1≤t2; t2−t1≤δ
∥∥eA(t2−s) − eA(t1−s)∥∥α 1(−∞,0](s)
+ sup
t1≤t2; t2−t1≤δ
∥∥eA(t2−s) − eA(t1−s)∥∥α 1(0,t1](s). (5.2)
Now for the first summand we obtain∫
M−
d
∫
R
sup
t1≤t2; t2−t1≤δ
∥∥eA(t2−s) − eA(t1−s)∥∥α 1(−∞,0](s) ds pi(dA) ≤
≤
∫
M−
d
0∫
−∞
sup
t1≤t2; t2−t1≤δ
(∥∥eA(t2−s)∥∥+ ∥∥eA(t1−s)∥∥)α ds pi(dA)
≤
∫
M−
d
0∫
−∞
sup
t1≤t2; t2−t1≤δ
κ(A)α
(
e−ρ(A)(t2−s) + e−ρ(A)(t1−s)
)α
ds pi(dA)
≤ 2α
∫
M−
d
0∫
−∞
κ(A)α esρ(A)α dspi(dA)
=
2α
α
∫
M−
d
κ(A)α
ρ(A)
pi(dA)
<∞
and the second summand of (5.2) can be bounded by∫
M−
d
∫
R
sup
t1≤t2; t2−t1≤δ
∥∥eA(t2−s) − eA(t1−s)∥∥α 1(0,t1](s) ds pi(dA) ≤
≤
∫
M−
d
∫
R
sup
t1≤t2; t2−t1≤δ
(∥∥eA(t2−s)∥∥+ ∥∥eA(t1−s)∥∥)α 1(0,t1](s) ds pi(dA)
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≤
∫
M−
d
∫
R
sup
t1≤t2; t2−t1≤δ
κ(A)α
(
e−ρ(A)(t2−s) + e−ρ(A)(t1−s)
)α
1(0,t1](s) ds pi(dA)
≤
∫
M−
d
∫
R
κ(A)α 2α 1[0,1](s) dspi(dA)
= 2α
∫
M−
d
κ(A)α pi(dA)
<∞.

Remark 5.4. Requiring fδ ∈ L
α, the first condition∫
M−
d
κ(A)α
ρ(A)
pi(dA) <∞
is already needed for the regular variation condition f ∈ Lα of Corollary 5.2. The additional
condition
∫
M−
d
κ(A)α pi(dA) <∞ is of importance if ρ(A) decays very fast. In that case
κ(A)α
ρ(A)
≪ κ(A)α
for values of A ∈ M−d with high norm and therefore, the stronger integrability condition is
needed. If κ is bounded, then so is the mixed moving average kernel function and fδ is also
bounded. Moreover, the condition ∫
M−
d
κ(A)α pi(dA) <∞
is true for all α > 0 and for all probability measures pi.
Now we can use Proposition 5.3 to obtain conditions for functional regular variation of
supOU processes with sample paths in D. Therefore, we restrict the time interval to t ∈ [0, 1]
and assume the supOU process to have ca`dla`g sample paths, see Section 3 and [3], Theorem
3.12, for details on the sample path behavior of supOU processes.
Theorem 5.5. Let Λ and Λ2 be R
d-valued Le´vy bases on M−d ×R with generating quadruples
(γ,Σ, ν, pi) and (0, 0, ν|B1(0)c , pi) respectively such that ν ∈ RV (α, (an), µν). Assume that the
supOU process (Xt) given by Xt =
∫
M−
d
∫ t
−∞ e
A(t−s)Λ(dA, ds) exists for t ∈ [0, 1] (in the sense
of Theorem 5.1) and that the processes Xt and X
(2)
t =
∫
M−
d
∫
R
f(A, t − s)Λ2(dA, ds) have
ca`dla`g sample paths. Furthermore, suppose that κ is bounded and that∫
M−
d
κ(A)α
ρ(A)
pi(dA) <∞.
If f(A, s) = eAs1[0,∞)(s) and the function fδ given by (4.6) satisfy condition (4.5), then
(Xt)t∈[0,1] ∈ RVD0(α, (an), µ),
FUNCTIONAL REGULAR VARIATION OF MMA PROCESSES 23
where µ is uniquely determined by the measures µt1,...,tk in Corollary 5.2.
Proof. Applying Theorem 4.7, we start by observing that the supOU kernel function
f(A, s) = eAs1[0,∞)(s) ≤ κ(A)
is bounded if κ is. Next we show that, as δ → 0,∫
M−
d
∫
R
fδ(A, s)
α dspi(dA)→ 0.
The assumptions together with Proposition 5.3 and Remark 5.4 yield fδ ∈ L
α and thus by
Lemma 4.8 it is sufficient to show that limδ→0 fδ(A, s) → 0 for pi × λ almost every (A, s).
When considering differences of matrix exponentials, we can use the inequality∥∥eA(t2−s) − eA(t1−s)∥∥ = ∥∥∥∥ ∞∑
k=0
Ak((t2 − s)
k − (t1 − s)
k)
k!
∥∥∥∥ ≤ ∞∑
k=0
‖A‖k((t2 − s)
k − (t1 − s)
k)
k!
= e‖A‖(t2−s) − e‖A‖(t1−s)
if t2 > t1. This yields
fδ(A, s) = sup
t1≤t2; t2−t1≤δ
∥∥eA(t2−s) − eA(t1−s)∥∥ 1(−∞,t1](s)
≤ sup
x∈[0,1−δ]
sup
t2,t1∈[x,x+δ]; t1≤t2
(
e‖A‖(t2−s) − e‖A‖(t1−s)
)
1(−∞,t1](s)
≤ sup
x∈[0,1−δ]
(
e‖A‖(x+δ−s) − e‖A‖(x−s)
)
1(−∞,t1](s)
≤ sup
x∈[0,1−δ]
(
e‖A‖δ − 1
)
e‖A‖(x−s) 1(−∞,t1](s)
≤
(
e‖A‖δ − 1
)
e‖A‖(1−δ−s) 1(−∞,1−δ](s)
and by the continuity of the exponential this term converges to 0 as δ → 0 for every (A, s) ∈
B(M−d × R). 
Conditions for f and fδ to satisfy the existence condition (4.5), i.e.∫
M−
d
∫
R
∫
‖x‖>1
(1 ∧ ‖f(A, s)x‖) ν(dx) ds pi(dA) <∞
can be obtained by combining Proposition 5.3 with Lemma 4.10.
Corollary 5.6. Let f(A, s) = eAs1[0,∞)(s) be the kernel function of a supOU process sat-
isfying the conditions of Theorem 5.1 and let fδ be given by (4.6). Then f and fδ satisfy
condition (4.5) if one of the following two conditions are satisfied:
(i) α > 1 as well as∫
M−
d
κ(A)
ρ(A)
pi(dA) <∞ and
∫
M−
d
κ(A) pi(dA) <∞.
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(ii) α ≤ 1 and there exists ε ∈ (0, α) such that∫
M−
d
κ(A)α−ε
ρ(A)
pi(dA) <∞ and
∫
M−
d
κ(A)α−ε pi(dA) <∞.
In correspondence with Remark 5.4 we mention that for all α > 0, ε ∈ (0, α) and for all
probability measures pi the conditions∫
M−
d
κ(A) pi(dA) <∞ and
∫
M−
d
κ(A)α−ε pi(dA) <∞
are redundant if κ is bounded.
6. Point Process Convergence
In this section we discuss the use of the results of the previous two sections in combination
with point process results for stochastic processes with sample paths in D. Therefore, let
Mp(D0) denote the space of all point measures on D0 equipped with the wˆ-topology and let
εx be the Dirac measure at the point x. Furthermore, let Xi, i ∈ N, be a sequence of iid
copies of a regularly varying stochastic process X ∈ RVD0(α, (an), µ) with values in D.
We start by stating the main result that links regular variation of X to weak convergence
of the point processes
Nn =
n∑
i=1
ε
a−1n Xi
, n ∈ N.
The following theorem is the extension of the classical result of Proposition 3.21 in [36] to
a state space which is not locally compact. Similar results have also been proved by [17],
Theorem 2.4, in the case of real-valued processes which are regularly varying with index 1
and by [15] for D-valued random fields.
Theorem 6.1. Let (Xi)i∈N be an iid sequence of stochastic processes with values in D. Then
X1 ∈ RVD0(α, (an), µ) if and only if Nn
d
−→ N in Mp(D0), where N is a Poisson random
measure with mean measure µ (short PRM(µ)).
Proof. The proof can be obtained by changing from vague-topology to the wˆ-topology in the
proof of Proposition 3.21 in [36]. This change of topology does not affect the proof which is
based on the Laplace functionals of the point processes involved (cf. [15], Proof of Lemma
2.2). 
This result can now be combined with the results of Sections 4 and 5 to obtain functional
point process convergence for MMA and supOU processes. Point processes of that kind
include full information of the complete paths of the process X. In combination with the
continuous mapping theorem (cf. [14], Proposition A2.3.V) this is an extremely powerful tool
to analyze the extremal behavior of MMA and supOU processes. Using such methods, one
gets a better understanding of the structure of the extreme values and their properties, e.g.
the extremal clustering behavior or long memory effects.
In contrast to finite-dimensional point process results, functional point process convergence
does not only allow to analyze, for example, the behavior of maxima at fixed time points, but
also of functionals acting on the paths of the process in compact time intervals. Examples of
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such functionals are the subadditive functionals (e.g. suprema) studied by [40] for a subex-
ponential, by [11] for an exponential, and by [10] for a univariate regularly varying setting.
Moreover, since point processes of suprema do not incorporate the directions of the extremes,
it is also possible to include the directions into the analyzed point processes. Regarding the
above issues introductions to the use of point processes in extreme value theory can be found
in [18], [36], [37], [26] and [16] and for the exemplary use of functional point processes, see
[17] and [15].
A thorough investigation of all these issues for mixed moving average processes is beyond
the scope of the present paper and the topic of future research.
References
[1] O.E. Barndorff-Nielsen. Superposition of Ornstein-Uhlenbeck type processes. Theory Probab. Appl.,
45:175–194, 2001.
[2] O.E. Barndorff-Nielsen and N. Shephard. Non-Gaussian Ornstein-Uhlenbeck-based models and some of
their uses in financial economics (with discussion). J. R. Stat. Soc. Ser. B Stat. Methodol., 63:167–241,
2001.
[3] O.E. Barndorff-Nielsen and R. Stelzer. Multivariate supOU processes. Ann. Appl. Probab., 21(1):140–182,
2011.
[4] A. Basse and J. Pedersen. Le´vy driven moving averages and semimartingales. Stoch. Proc. Appl., 119:2970–
2991, 2009.
[5] A. Basse and J. Rosin´ski. On the uniform convergence of random series in Skorohod space and represen-
tations of ca`dla`g infinitely divisible processes. Research report, 2011. arXiv:1111.1682.
[6] Andreas Basse-O’Connor and Jan Rosin´ski. Characterization of the finite variation property for a class of
stationary increment infinitely divisible processes. Research report, 2012. arXiv:1201.4366v1.
[7] C. Bender, A. Lindner, and M. Schicks. Finite variation of fractional Le´vy processes. J. Theor. Probab.,
accepted for publication, 2011. DOI: 10.1007/s10959-010-0339-y.
[8] P. Billingsley. Convergence of Probability Measures. Wiley, New York, 1968.
[9] N. H. Bingham, C. M. Goldie, and J. L. Teugels. Regular Variation. Cambridge University Press, Cam-
bridge, 1987.
[10] M. Braverman, T. Mikosch, and G. Samorodnitsky. Tail probabilities of subadditive functionals acting on
Le´vy processes. Ann. Appl. Probab., 12:69–100, 2002.
[11] M. Braverman and G. Samorodnitsky. Functionals of infinitely divisible stochastic processes with expo-
nential tails. Stoch. Proc. Appl., 56:207–231, 1995.
[12] P. Brockwell. Representations of continuous-time ARMA processes. J. Appl. Probab., 41:375–382, 2004.
[13] S. Cambanis, J. P. Nolan, and J. Rosin´ski. On the oscillation of infinitely divisible and some other
processes. Stoch. Proc. Appl., 35:87–97, 1990.
[14] D. J. Daley and D. Vere-Jones. An Introduction to the Theory of Point Processes. Springer, New York,
1988.
[15] R. A. Davis and T. Mikosch. Extreme value theory for space-time processes with heavy-tailed distributions.
Stoch. Proc. Appl., 118:560–584, 2008.
[16] L. de Haan and A. Ferreira. Extreme Value Theory. Springer, New York, 2006.
[17] L. de Haan and T. Lin. On convergence toward an extreme value distribution in C[0, 1]. Ann. Probab.,
29(1):467–483, 2001.
[18] P. Embrechts, C. Klu¨ppelberg, and T. Mikosch. Modelling Extremal Events for Insurance and Finance.
Springer, Berlin, 1997.
[19] V. Fasen. Extremes of regularly varying Le´vy driven mixed moving average processes. Adv. Appl. Probab.,
37:993–1014, 2005.
[20] V. Fasen. Extremes of Le´vy driven mixed MA processes with convolution equivalent distributions. Ex-
tremes, 12(3):265–296, 2009.
[21] V. Fasen and C. Klu¨ppelberg. Extremes of supOU processes. In F.E. Benth, G. Di Nunno, T. Lindstrom,
B. Øksendal, and T. Zhang, editors, Stochastic Analysis and Applications: The Abel Symposium 2005,
pages 340–359. Springer, New York, 2007.
26 MARTIN MOSER AND ROBERT STELZER
[22] H. Hult and F. Lindskog. Extremal behavior of regularly varying stochastic processes. Stoch. Proc. Appl.,
115:249–274, 2005.
[23] H. Hult and F. Lindskog. On regular variation for infinitely divisible random vectors and additive processes.
Adv. Appl. Probab., 38:134–148, 2006.
[24] H. Hult and F. Lindskog. Regular variation for measures on metric spaces. Publications de l’Institut
Mathe´matique, Nouvelle Se´rie, 80:121–140, 2006.
[25] O. Kallenberg. Random Measures. Academic Press, New York, 1983.
[26] M. R. Leadbetter, G. Lindgren, and H. Rootze´n. Extremes and Related Properties of Random Sequences
and Processes. Springer, Berlin, 1983.
[27] F. Lindskog. Multivariate Extremes and Regular Variation for Stochastic Processes. PhD thesis, ETH
Zurich, 2004.
[28] M. B. Marcus and J. Rosin´ski. Continuity and boundedness of infinitely divisible processes: A Poisson
point process approach. J. Theor. Probab., 18:109–160, 2005.
[29] T. Marquardt. Fractional Le´vy processes with an application to long memory moving average processes.
Bernoulli, 12:1009–1126, 2006.
[30] T. Marquardt. Multivariate FICARMA processes. J. Mult. Anal., 98:1705–1725, 2007.
[31] F. Maruyama. Infinitely divisible processes. Theory Probab. Appl., 15:1–22, 1970.
[32] M. Moser and R. Stelzer. Tail behavior of multivariate Le´vy driven mixed moving average processes and
related stochastic volatility models. Adv. Appl. Prob., 43(4):1109–1135, 2011.
[33] J. Pedersen. The Le´vy-Ito decomposition of an independently scattered random measure. MaPhySto
Research Report 2, MaPhySto, A˚rhus. Available online at www.maphysto.dk, 2003.
[34] C. Pigorsch and R. Stelzer. A multivariate Ornstein-Uhlenbeck type stochastic volatility model. Submitted
for publication, 2009.
[35] B. S. Rajput and J. Rosin´ski. Spectral representations of infinitely divisible processes. Probab. Theory
Relat. Fields, 82:451–487, 1989.
[36] S. I. Resnick. Extreme Values, Regular Variation and Point Processes. Springer, New York, 1987.
[37] S. I. Resnick. Heavy-Tail Phenomena: Probabilistic and Statistical Modeling. Springer, New York, 2007.
[38] J. Rosin´ski. On stochastic integral representation of stable processes with sample paths in Banach spaces.
J. Mult. Anal., 20:277–302, 1986.
[39] J. Rosin´ski. On path properties of certain infinitely divisible processes. Stoch. Proc. Appl., 33:73–87, 1989.
[40] J. Rosin´ski and G. Samorodnitsky. Distributions of subadditive functionals of sample paths of infinitely
divisible processes. Ann. Probab., 21:996–1014, 1993.
[41] J. Rosin´ski, G. Samorodnitsky, and M. S. Taqqu. Sample path properties of stochastic processes repre-
sented as multiple stable integrals. J. Mult. Anal., 37:115–134, 1991.
[42] K. Sato. Le´vy Processes and Infinitely Divisible Distributions. Cambridge University Press, Cambridge,
2002.
[43] D. Surgailis, J. Rosin´ski, V. Mandrekar, and S. Cambanis. Stable mixed moving averages. Probab. Theory
Relat. Fields, 97:543–558, 1993.
Institute for Advanced Study & Zentrum Mathematik, Technische Universita¨t Mu¨nchen,
Boltzmannstraße 3, 85748 Garching bei Mu¨nchen, Germany
E-mail address: moser@ma.tum.de
Institute of Mathematical Finance, Ulm University, Helmholtzstraße 18, 89081 Ulm, Ger-
many
E-mail address: robert.stelzer@uni-ulm.de
