-Introduction
Since the pioneering work of Jain [1, 2] the Gram matrix has proved to be one of the most reliable tools in the field of model reduction [3] [4] [5] [6] ; its ability to produce good pole positions has motivated a number of papers. Early work has been devoted to the Gram matrix of successive antiderivatives of a time response. Some of the authors [3] have shown that evaluation of this Gram matrix can be achieved in the frequency domain; in a sequel to [3] , Lucas [7] and Sreeram and Goddard [8] presented additional simplifications in computation. Sreeram and Agathoklis [5, 9] have shown the connection between the Gram matrix and the other Gramians, whereby the Gram matrix can be obtained by solving Lyapunov equations. In [4, 6] the Gram matrix has been successfully extended to include both derivatives and antiderivatives. It is the purpose of this communication to propose a straightforward orthogonal decomposition of these derivatives and antiderivatives, directly obtained from the so-called Routh β α − parameters. Owing to this orthogonal representation, an elementary and simple computation of the extended Gram matrix follows readily
-Background
Although the Routh β α − tables are familiar to model reduction researchers, to make this paper self contained and to state precisely some notations and numberings, the procedure is first outlined below in polynomial form; for a tabular form see [10] . Let 
, let a sequence of polynomials of descending degree be computed recursively by the formula 1 ,..., 1 ,
denotes the leading coefficient of the polynomial P . Notice that the numbering as defined in [10] 
in which the coefficients k β are uniquely determined by ( ) ( )
. It is known [11] that the Laplace transforms
As far as the authors are aware, the following theorem, which is the keystone of the two algorithms to be proposed in this paper, has never been mentioned before. . Then the derivative of ( )
Proof of Theorem 1: On the understanding that
. The initial value theorem for the Laplace transform yields
. Thus, starting from eqn. 5 and dividing throughout by D , eqn. 4
, hence the Laplace transform of 
. Applying the inverse Laplace transform to eqn. 2 yields the orthogonal decomposition 
Proof: Using eqn. 6 and the orthogonality property of eqn. 3, any entry
of G is readily written as
by which eqn. 7 follows
-Illustrative examples
We first consider the transfer function given by Krajewski et al. in [6] ( ) Efficient algorithms for orthogonal decomposition of derivatives and antiderivatives of functions with rational Laplace transforms have been presented. A simple method for computing the extended Gram matrix follows, whereby model order reduction very close to the optimal can be carried out without any optimising iterative procedure
