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Abstract
Suppose that weobserve independent, identically distributed random pairs (X1;Y1), (X2;Y2), ...,
(Xn;Yn). Our goal is to estimate regression functions such as the conditional mean or quantile
of Y given X, where 0 <  < 1. In order to achieve this we minimize criteria such as, for
instance,
n X
i=1
(f(Xi)   Yi) +   TV(f)
among all candidate functions f. Here  is some convex function depending on the particular
regression function we have in mind, TV(f) stands for the total variation of f, and  > 0 is
some tuning parameter. This framework is extended further in order to include binary or Poisson
regression, and to include local variation penalties. The latter are needed in order to construct
estimators adapting to inhomogenous smoothness of f. For the general framework we develop
noniterative algorithms for the solution of the minimization problems which are closely related to
the taut string algorithm (cf. Davies and Kovac 2001).
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11 Introduction
Suppose that we observe pairs (x1;Y1);(x2;Y2);:::;(xn;Yn) with xed numbers x1 < x2 <
 < xn and independent random variables Y1;Y2;:::;Yn. We assume that the distribution
function of Yi depends on xi, i.e.
IP(Yi  r) = F(rjxi);
for some unknown family of distribution functions F(jx), x 2 R. Often one is interested in
certain features of these distribution functions. Examples are the mean function  with
(x) :=
Z
rF(drjx)
and, for some  2 (0;1), the quantile function Q, where Q(x) is any number between
min
n
r 2 R : F(rjx)  
o
and max
n
r 2 R : F(r   jx)  
o
:
This paper treats a general class of estimators for such regression functions. A rst possibility
is to minimize a functional of the form
(1) T(f) :=
n X
i=1
(f(xi)   Yi) + TV(f)
over all functions f on the real line. Here  is some convex function measuring the size of the
residual Yi   f(xi) and depending on the particular feature we have in mind. Moreover, TV(f)
denotes the total variation of f, and  > 0 is some tuning parameter.
Example I (means). In order to estimate the mean function , one can take
(r) := r2=2:
This particular case has been treated in detail by Mammen and van de Geer (1997) and Davies and
Kovac (2001); see also the remark following Lemma 2. In particular, the latter authors describe an
algorithm with running time O(n), the taut string method, to minimize the functional T above.
Example II (quantiles). For the estimation of a quantile function Q one can take
(r) :=

(1   )r if r  0;
jrj if r  0:
Of particular interest is the case  = 1=2. Then (r) = jrj=2, and Q1=2 is the conditional median
function.
2A primary goal of the present paper is to extend the classical taut string algorithm to other
situations such as example II, or binary and Poisson regression. Note that the original algorithm
yields piecewise constant functions. On each constant interval the function value is equal to the
mean of the corresponding observations, except for local extrema of the t. In their discussion of
Davies and Kovac (2001), Mammen and van de Geer mention the possibility to replace sample
means just by sample quantiles, in order to treat example II. However, the present authors realized
that the extension is not that straightforward.
The remainder of this paper is organized as follows: In section 2 we describe an extension of
the function T above such that itcovers also other models such as binary and Poisson regression. In
addition we replace the penalty term TV(f) by a more exible roughness measure which allows
local adaptation to varying smoothness of the underlying regression function. Then we derive
necessary and sufcient conditions for a function b f to minimize our functional. In sections 3 and
4 we derive generalized taut string algorithms. While section 3 covers continuously differentiable
functions , section 4 is for general  and, in particular, example II. Section 5 explains how our
tuning parameters, e.g.  in (1), may be chosen. Section 6 presents some numerical examples
of our methods. Finally, section 7 provides a connection between the taut string estimators and
monotone regression. This generalizes ndings of Mammen and van de Geer (1997) for the least
squares case. Longer proofs are deferred to section 8.
The literature about penalized regression estimators is vast and still growing. As a good start-
ing point we recommend Huang (2003), Antoniadis and Fan (2001) and van de Geer (2001) and
the references therein.
2 The general setting
By slight abuse of notation we sometimes identify a function f : R ! R with the vector
(f(xi))n
i=1. The regression function of interest is denoted by f. For i = 1;2;:::;n, let Ri :
R ! ( 1;1] be a random function such that
 Ri is convex and lower semicontinuous with nonvoid dom(Ri) := fr 2 R : Ri(r) < 1g.
 Ri(1) := limr!1 Ri(r) is equal to 1.
Now we want to minimize the functional
T(f) = T(f) :=
n X
i=1
Ri(fi) +
n 1 X
j=1
jjfj+1   fjj
3over all vectors f 2 Rn, where  2 [0;1)n 1 is a given vector of tuning parameters.
This functional T is convex and lower semicontinuous. Moreover, T(f) ! 1 as kfk ! 1.
Hence T attains its minimum over Rn.
The special functional T in (1) corresponds to 1 =  = n and
Ri(r) := (r   Yi):
Generally weassume that IERi(r)is minimal and nitefor r = f(xi). Three additional examples
for Ri follow.
Example III (Poisson regression). Suppose that Yi 2 f0;1;2;:::g has a Poisson distribution
with mean (xi) > 0, and let
Ri(r) := exp(r)   rYi:
Then T is even strictly convex, and b f yields a penalized maximum likelihood estimator of f :=
log.
Example IV (Binary regression). Similarly let Yi 2 f0;1g with mean (xi) 2 (0;1), and
dene
Ri(r) :=  Yir + log(1 + exp(r)):
Again T is strictly convex, and the minimizer b f of T may be viewed as a penalized maximum
likelihood estimator of f := logit = log(=(1   )).
Example V (Right–censored data with one covariable). Finally, suppose we have observa-
tions (x1;c1;Z1), ...,(xn;cn;Zn)withxedvalues c1;:::;cn 2 [0;1] andx1 < x2 <  < xn.
The observations Zi depend on random variables Y1;:::;Yn such that
Zi :=

Yi if Yi  ci;
1 if Yi > ci:
The random variables Y1;:::;Yn themselves are assumed to be independent with distributions
Pf(x1), ...,Pf(xn) where (P)2R is a given parametric family of distributions. If P has density
f with respect to some dominating measure and distribution function F, then the corresponding
loglikelihood function equals  
Pn
i=1 Ri(fi) with
Ri(r) :=

 logfr(Zi) if Zi < 1
 log(1   Fr(ci)) if Zi = 1
In many cases these functions Ri satisfy the general conditions described above.
42.1 Characterization of the solution
By convexity of T, a vector b f 2 Rn minimizes T if, and only if,
(2) DT(b f;) := lim
#0
T(b f + )   T( b f)

 0 for any  2 Rn:
More specically, for r 2 dom(Ri) let
R0
i(r;1) := lim
#0
Ri(r  )   Ri(r)

:
In addition we dene R0
i(r;0) := (R0
i(r; 1) + R0
i(r;1))=2. Then
DT(b f;) =
n X
i=1
R0
i(b fi;sign(i))i
+
n 1 X
j=1
j

sign( b fj+1   b fj)(j+1   j) + 1f b fj+1 = b fjgjj+1   jj

;
provided that T( b f) < 1. Plugging in various special vectors  reveals valuable information about
minimizers b f. In particular, for indices 1  j < k  n let
(jk) :=

1fj  i  kg
n
i=1
:
Then
DT(b f;(jk)) = 
k X
i=j
R0
i(b fi;1)
 j 1

sign(b fj   b fj 1)  1f b fj = b fj 1g

 k

sign(b fk+1   b fk)  1f b fk+1 = b fkg

:
Here and throughout this paper we set v0 := vm+1 := 0 for any vector v = (vi)m
i=1 2 Rm.
Applying (2) to (jk) yields the key inequalities
(3)
k X
i=j
R0
i(b fi;1)  jk(b f) and
k X
i=j
R0
i(b fi; 1)  jk(b f);
where
jk(b f) := j 1

2fb fj < b fj 1g   1

+ k

2fb fk < b fk+1g   1

;
jk(b f) := j 1

2fb fj  b fj 1g   1

+ k

2fb fk  b fk+1g   1

:
Lemma 1 A vector b f 2 Rn with T(b f) < 1 minimizes T() if, and only if, Condition (3) holds
for all 1  j  k  n. It even sufces to consider indices j;k such that b fj =  = b fk.
5In case of differentiable functions Ri there is a simpler characterization of a minimizer of T():
Lemma 2 Suppose that all functions Ri are differentiable on R. Then a vector b f 2 Rn minimizes
T() if, and only if, for 1  k  n,
(4)
k X
i=1
R0
i(b fi)
8
<
:
2 [ k;k];
= k if b fk < b fk+1;
=  k if b fk > b fk+1:
(For k = n this means that
Pn
i=1 R0
i(b fi) = 0.)
Remark. Note that in the classical case Ri(r) = (r   Yi)2=2 and
Pk
i=1 R0
i(b fi) =
Pk
i=1 b fi  
Pk
i=1 Yi. Aspointed out by Mammen and van de Geer(1997), here the solution b f can be described
as the derivative of a taut string connecting the points (0;0) and

n;
Pn
i=1 Yi

and forced to lie
within a tube centered at the partial sums
Pk
i=1 Yi. In the general setting treated here, there are no
longer taut strings, but the solutions can still be characterized by a tube.
3 Computation in case of regular functions Ri
Now we present an explicit algorithm for the minimization of the functional T in case of all
functions Ri satisfying the following regularity condition:
(5) Ri is continuously differentiable on R with limr!1 R0
i(r) = 1.
The algorithm may be viewed as an extension of the Taut String algorithm described by Davies
and Kovac (2001). The idea is to compute inductively for K = 1;2;:::;n a vector ( b fi)K
i=1 such
that Condition (4) holds for 1  k  K, where b fK+1 may be dened arbitrarily.
3.1 Essential variables
We utilize an integer variable K and two candidates b g and b h for (b fi)K
i=1. The latter two are
represented by two lists L = (L1;:::;La), U = (U1;:::;Ub) of index sets and two vectors
b ` = (b `1;:::; b `a), b u = (b u1;:::;b ub) of variable lengths a and b. Precisely, the index sets Lj and Uj
are intervals in f1;:::;ng, where L1 <  < La and U1 <  < Ub element-wise, and
a [
j=1
Lj =
b [
j=1
Uj = f1;:::;Kg:
6Then
b gi = b `j for i 2 Lj;j 2 f1;:::;ag;
b hi = b uj for i 2 Uj;j 2 f1;:::;bg:
For technical reasons we need two more vectors L = (L1;:::;La) and U = (U1;:::;Ub),
where
Li 2
n
max(Li)
o
and Uj 2
n
max(Uj)
o
:
Finally, an additional variable is c 2 f0;1;::: ;min(a;b)   1g. In case of c > 0,
Lj = Uj and b `j = b uj for 1  j  c:
3.2 Auxiliary functions
For any nonvoid set S  f1;:::;ng the sum
R0
S(r) :=
X
i2S
R0
i(r)
is continuous and isotonic in r 2 R with limits 1 as r ! 1. Consequently, the numbers
M(S;t) := min
n
r 2 R : R0
S(r)  t
o
;
M(S;t) := max
n
r 2 R : R0
S(r)  t
o
exist for each t 2 R. They are isotonic in t and satisfy
R0
S(M(S;t)) = R0
S(M(S;t)) = t;
M(S;t)  M(S;t):
3.3 Algorithm I
For later purposes some stages of the algorithm are marked with (*) or (**).
Part 1 (Initialization)
(L; b `;L;a)   (f1g;M(f1g; 1); 1;1)
(U; b u;U;b)   (f1g;M(f1g;1);1;1)
c   0 ()
7Part 2 (Induction)
For K   2 to n do
% Step 1(K), Update of (L; b `;L):
L   (L;fKg)
b `  

b `;M(fKg; K   La)

L   (L; K)
a   a + 1
while a > c + 1 and b `a  b `a 1 do
L   (L1;:::;La 2; La 1 [ La)
b `  

b `1;:::; b `a 2; M(La 1; K   La 2)

L   (L1;:::;La 2; K)
a   a   1
end while ()
% Step 2(K), Update of (U; b u;U):
U   (U;fKg)
b u  

b u;M(fKg;K   Ub)

U   (U;K)
b   b + 1
while b > c + 1 and b ub  b ub 1 do
U   (U1;:::;Ub 2; Ub 1 [ Ub)
b u  

b u1;:::; b ub 2; M(Ub 1;K   Ub 2)

U   (U1;:::;Ub 2;K)
b   b   1
end while ()
% Step 3(K), Comparing b `c+1 and b uc+1:
if a = c + 1 and b `a > b uc+1 then
while b `a > b uc+1 do
L   (L1;:::;Lc; Uc+1;La n Uc+1)
b `  

b `1;:::; b `c; b uc+1;M(La+1; K   Uc+1)

L   (L1;:::;Lc;Uc+1; K)
a   a + 1
c   c + 1
end while
else if b = c + 1 and b ub < b `c+1 then
while b ub < b `c+1 do
U   (U1;:::;Uc; Lc+1;Ub n Lc+1)
b u  

b u1;:::; b uc; b `c+1;M

Ub+1;K   Lc+1

U   (U1;:::;Uc;Lc+1;K)
b   b + 1
c   c + 1
end while
end if ()
end for
8Part 3 (Deﬁnition of b f)
for j 2 f1;:::;cg and i 2 Lj do
b fi   b `j
end for
if c = 0 then
for i 2 f1;:::;ng do
b fi   (b `c+1 + b uc+1)=2
end for
else if Lc = max(Lc) then
for i 2 fmin(Lc+1);:::;ng do
b fi   b `c+1
end for
else
for i 2 fmin(Lc+1);:::;ng do
b fi   b uc+1
end for
end if.
3.4 Properties of Algorithm I
The next theorem states that Algorithm I solves indeed the initial optimization problem. Note that
its termination is not obvious, mainly because of step 3(K).
Theorem 3 Algorithm I terminates properly after nitely many steps, and the resulting vector b f
minimizes T() over all vectors f 2 Rn.
In addition, our solution is as simple as possible in a certain sense. For a non-constant vector
f 2 Rn let fj;:::;kg  f1;:::;ng be a maximal index interval on which f is constant. We call
this interval a local extremum of f if either fj > maxffi : i 2 Ng or fj < minffi : i 2 Ng,
where N = fj   1;k + 1g \ f1;:::;ng.
Theorem 4 Let the vector b f produced by Algorithm I be non-constant, and let f be any vector in
Rn such that for arbitrary indices 1  k  n,
 

k X
i=1
R0
i(fi)
 
  k:
Then f has at least as many local extrema as the vector b f.
94 The case of arbitrary functions Ri
Suppose that J = R but at least some of the functions Ri do not satisfy the regularity condition
(5).
4.1 Approximating the Ri
In general one can approximate the Ri by suitable convex functions Ri; : R ! R for  2 (0;1]
such that the following three conditions are satised:
(A1) There are real constants c1 < c2 such that all functions Ri;Ri; are strictly increasing on
[c2;1) and strictly decreasing on ( 1;c1].
(A2) For any t 2 [c1;c2],
R0
i(t   ;1)  R0
i;(t)  R0
i(t + ; 1):
(A3) The functions Ri; in place of Ri satisfy (5).
We may compute a mimimizer b f() = (b fi;)n
i=1 of the approximating functional
T()(f) = T;(f) :=
n X
i=1
Ri;(fi) +
n 1 X
j=1
jjfj+1   fjj
by means of Algorithm I. The following theorem shows that these approximate solutions b f()
converge to a solution of the original problem as  # 0. Note that condition (A1) entails that all
minimizers of T() and T()() are contained in the compact set [c1;c2]n.
Theorem 5 Any limit point b f of b f() as  # 0 minimizes the original functional T(). Moreover,
suppose that b f is non-constant, and let f be any vector in Rn such that for arbitrary indices 1 
j  k  n,
k X
i=j
R0
i(fi;1)   (j 1 + k) and
k X
i=j
R0
i(fi; 1)  j 1 + k:
Then f has at least as many local extrema as the vector b f.
4.2 A non-iterative solution for Example II
Apparently the preceding considerations lead to an iterative procedure for minimizing T(). But
this is not necessarily the case. In this section we derive an explicit combinatorial algorithm for
10Example II. Note rst that
R0
i(r;1) =

1    if r > Yi;
  if r < Yi:
Consequently, all functions Ri are strictly isotonic on [c2;1) and strictly antitonic on ( 1;c1],
where c1 := mini Yi   1 and c2 := maxi Yi + 1. For a given  2 (0;1] we approximate Y by a
vector Z = (Zi)n
i=1 with pairwise different components such that Zi 2 [Yi  =2]  (c1;c2) and
dene
Ri;(t) :=
Z t
0
e R0
i;(u)du
where
R0
i;(u) :=
8
> > > > <
> > > > :
  + u   c1 if u  c1;
  if c1  u  Zi;
  + (u   Zi)= if Zi  u  Zi + ;
1    if Zi +   u  c2;
1    + u   c2 if u  c2:
Here  is a positive constant such that
  min
n
2
;min
i<j
jZi   Zjj;c2   max
i
Zi
o
:
An example for this piecewise linear and continuous function R0
i; is depicted in gure 1. These
functions Ri and Ri; satisfy conditions (A13) in the preceding section.
-0.7
0
0.3
c
1 Z
i
Z
i+d c
2
Figure 1: The derivative R0
i; of Ri; in case of  = 0:7
11Now suppose that we apply algorithm I with R0
i; in place of R0
i. There are explicit formulae
for the auxiliary functions M(S;t) and M(S;t). For let z(1) < z(2) <  < z(k) be the ordered
components of (Zi)i2S, i.e. k = #S. Then the function R0
S; :=
P
i2S R0
i; is continuous and
piecewise linear with
R0
S;(r) =
8
> > > > <
> > > > :
 k + (r   c1)k if r  c1;
 k if c1  r  z(1);
i   k if z(i) +   r  z(i+1);1  i < k;
(1   )k if z(k) +   r  c2;
(1   )k + (r   c2)k if r  c2:
Consequently, with e t := t + k,
M(S;t) =
8
<
:
c1 + e t=k if e t  0;
z(i) + (e t   i + 1) if i   1 < e t  i;1  i  k;
c2 + e t=k   1 if e t > k;
(6)
M(S;t) =
8
<
:
c1 + e t=k if e t < 0;
z(i) + (e t   i + 1) if i   1  e t < i;1  i  k;
c2 + e t=k   1 if e t  k:
(7)
Fortunately, we don't have to choose ;Z; explicitly! For let  be an arbitrary permutation
of (1;2;:::;n) such that
(8) #fi : Yi < Yjg + 1  j  #fi : Yi  Yjg for 1  j  n:
Then we may always assume that  coincides with the ranks of Z, i.e. j = #fi : Zi  Zjg for
all j. For instance, one could take Z := Y +  for sufciently small  > 0. Now let (M;M)
be dened as (M;M) with (;0;n + 1;1) in place of (Z;c1;c2;). Then there is a one-to-one
correspondence between (M;M) and (M;M). Namely,
M(S;t) =
8
<
:
c1 + M(S;t) if M(S;t)  0;
Z(j) + u if M(S;t) = j + u;1  j  n;u 2 (0;1];
c2 + M(S;t)   n   1 if M(S;t) > n + 1;
M(S;t) =
8
<
:
c1 + M(S;t) if M(S;t) < 0;
Z(j) + u if M(S;t) = j + u;1  j  n;u 2 [0;1);
c2 + M(S;t)   n   1 if M(S;t)  n + 1;
where Z(1) < Z(2) <  < Z(n) are the order statistics of Z. Note also that, as  # 0,
M(S;t) !
8
<
:
c1 + M(S;t) if M(S;t)  0;
Y(j) if M(S;t) = j + u;1  j  n;u 2 (0;1];
c2 + M(S;t)   n   1 if M(S;t) > n + 1;
M(S;t) !
8
<
:
c1 + M(S;t) if M(S;t) < 0;
Y(j) if M(S;t) = j + u;1  j  n;u 2 [0;1);
c2 + M(S;t)   n   1 if M(S;t)  n + 1;
where Y(1)  Y(2)    Y(n) are the order statistics of Y . Hence we end up with the subsequent
algorithm.
124.3 Algorithm II
Part 0 (Sorting)
Determine the order statistics Y(1);Y(2);:::;Y(n) of Y .
Pick a permutation  of (1;2;:::;n) satisfying (8).
Parts 1–2
Proceed as in parts 12 of Algorithm I with (M;M) replaced by (M;M). The latter functions
are given by (67) with (;0;n + 1;1) in place of (Z;c1;c2;).
To do this efciently, one should use two additional vector variables (`) and (u) such that
(
(`)
i )i2Lj and (
(u)
i )i2Uj contain the ordered components of (i)i2Lj and (i)i2Uj, respectively.
Whenever two index sets are merged in Step 12(K), the vectors (`) and (u) may be updated by
a suitable version of MergeSort.
Part 3 (Deﬁnition of b f)
for j 2 f1;:::;cg do
if Lj = max(Lj) then
b `j   bb `jc
else
b `j   db `je   1
end if
for i 2 Lj do
b fi   Y
(b `j)
end for
end for
b `c+1   db `c+1e   1
b uc+1   bb uc+1c
if c = 0 then
for i 2 f1;:::;ng do
b fi   (Y
(b `1) + Y(b u1))=2
end for
else if Lc = max(Lc) then
for i 2 fmin(Lc+1);:::;ng do
b fi   Y
(b `c+1)
end for
else
for i 2 fmin(Lc+1);:::;ng do
b fi   Y(b uc+1)
end for
end if.
135 The choice of tuning parameters j
5.1 Constant and ﬁxed 
Let us rst discuss the simple case of a constant value  > 0 for all j. In example I, let b 
be some consistent estimator of the standard deviation of the variables Yi, assuming temporarily
homoscedastic errors Yi   (xi). For instance, b  could be the estimator proposed by Rice (1984)
or the version based on the MAD by Donoho et al (1995). Since R0
i(r) = r   Yi, and since for
large n the process
[0;1] 3 t 7! n 1=2 X
int
((xi)   Yi)
behaves similarly as a standard Brownian motion, by Donsker's invariance principle, one could
use
 = cn1=2b 
for some constant c > 0. In our experience with simulated data, a value of c within [0:15;0:25]
yielded often satisfying results.
In example II, note that the data Y   i may be coupled with independent Bernoulli random
variables i 2 f0;1g with mean  such that
(9)
k X
i=j
(i   )
8
> > > > > <
> > > > > :

k X
i=j
R0
i(Q(xi); 1) =
k X
i=j

1fYi < Q(xi)g   


k X
i=j
R0
i(Q(xi);1) =
k X
i=j

1fYi  Q(xi)g   

for 1  j  k  n. Since t 7! n 1=2((1   )) 1=2 P
int(i   ) behaves asymptotically like
a standard Brownian motion, too, we propose
 = cn1=2((1   ))1=2:
5.2 Adaptive choice of the j
Let f be the unknown underlying regressionn function. Our goal is to nd a simple function b f
which is adequate for the data in the following sense: For each member I from a collection In of
index intervals in f1;:::;ng,
(10)
X
i2I
R0
i(b fi;+1)  
I and
X
i2I
R0
i(b fi; 1)  I:
14The numbers 
I < 0 < I are chosen in a way such that the inequalties above are simultaneuosly
satised with high probability and will be specied later. A typical choice for In is the family
of all possible subintervals fj;:::;kg, where 1  j  k  n. Computational complexity can
be reduced by considering a smaller collection such as the family of all intervals with dyadic
endpoints,
f2`k + 1;:::;2`(k + 1)g;
where 0  `  blog2 nc and 0  k  d2 `ne.
In order to obtain afunction b f satisfying (10) for all I 2 In, wepropose an iterative method for
the data-driven choice of the tuning parameters j. This approach generalizes the local squeezing
technique from Davies and Kovac (2001) to our general setting. We start with some tuning vector
(1) having constant components as in Section 5.1. Suppose that we have already chosen tuning
vectors (1);:::;(s), and the corresponding ts are denoted by b f(1);:::; b f(s). If b f(s) is still
inadequate for the data, we dene J (s) to be the union of all intervals fj   1;j;:::;kg such that
fj;:::;kg is an interval in In violating (10) with b f = b f(s). Then for some xed  2 (0;1), e.g.
 = 0:9, we dene

(s+1)
` :=
(

(s)
j if j 2 J (s);

(s)
j if j 62 J (s):
One can easily derive from (3) that for sufciently large s the t b f = b f(s) does satisfy (10) for all
I 2 In.
Example I (continued). If we assume additive and homoscedastic Gaussian white noise,
possible choices for 
I and I are
I =  
I := b 
p
#I 
p
2log(n); (11)
I =  I := b 
p
#I 
p
2log(en=#I) + 

(12)
for some   0. Proposal (11) coincides exactly with the local squeezing technique by Davies and
Kovac (2001). The second one is motivated by results of D¨ umbgen and Spokoiny (2001).
Example II (continued). If we assume that Yi = fi + "i where the "1;:::;"n are indepen-
dent with Median 0, then
P
i2I R0
i(fi;+1) and
P
i2I R0
i(fi; 1) are binomially distributed with
parameters jIj and . Let B(x;N;p) be the distribution function of a binomial distribution with
parameters N and p, then for some n close to 1 dene I and 
I such that
B(I;jIj;)  n
15and
B(
I;jIj;)  1   n
In the numerical examples in the next section we used n = (
p
2log(n)) where  is the distri-
bution function of a standard normal distribution.
Example III (continued). We assume that for i = 1;:::;n each Yi is Poisson distributed
with parameter i = exp(fi). Then
P
i2I exp(fi)  
P
i2I R0
i(fi) is again Poisson distributed
with parameter
P
i2I i. As in the previous example the distribution function can be evaluated to
yield suitable bounds 
I and I for
P
i2I R0
i(fi; 1).
Example IV (continued). Suppose that Yi;:::;Yn are binomially distributed with parameters
1 and pi = exp(fi)=(1 + exp(fi)). Then
X
i2I
exp(fi)=(1 + exp(fi))  
X
i2I
R0
i(fi) =
X
i2I
Yi:
For small intervals I the distribution of
P
I Yi can be calculated exactly and from this lower and
upper bounds 
I and I can be derived directly. For larger intervals Chernoff bounds can be
employed to derive these bounds.
6 Numerical examples
A simulation study was carried out to compare the median modality for nine different versions of
the general taut string method. Rescaled versions of four standard test signals by Donoho (1993)
and Donoho and Johnstone (1994) were used which can be seen in Figure 2. For each function f
and sample size n the following test beds were considered:
 Gaussian: Normally distributed random samples
yi = f(i=n) + 0:4 "i;"i  N(0;1);i = 1;:::;n
were generated. The usual taut string method was applied as well as the quantile versions with
quantiles 0.1, 0.5 and 0.9.
 Cauchy: Similarly Cauchy observations were generated by
yi = f(i=n) + :4 "i;"i  C(0;1);i = 1;:::;n
and the quantile taut string applied again with quantiles 0.1, 0.5 and 0.9.
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Figure 2: Rescaled versions of standard test signals by Donoho and Johnstone.
 Binary: Binary observations were obtained by sampling from a Binomial distribution:
yi  Bin(1;pi);pi = (f(i=n)   a)=(b   a);i = 1;:::;n
with b = maxt2[0;1] f(t) and a = mint2[0;1] f(t). Then the taut string method for Binary data
was used to recover pi.
 Poisson: Finally, Poisson data were derived by
yi  Po(li);li = f(i=n)   a;i = 1;:::;n
with a = mint2[0;1] f(t). Then the taut string method for Poisson data was applied.
Typical approximations to these data sets can be seen in Figure 3. The rst row illustrates
the Gaussian testbed with the usual taut string method in the left and the quantile versions in
the right panel. The robust method which corresponds to the 0.5 quantile is plotted in grey, the
other quantiles are plotted in black. The cauchy data are shown in the second row. The left panel
demonstrates the huge range of the observations which lie between -137 and 12383. The right
panel shows a zoom in and approximation to the quantiles where again the 0.5 quantile is plotted
in grey. Finally the last row shows binary and Poisson data.
17Figure 3: Typical approximations to the Blocks signal. First row: Approximations to Gaussian
data using usual taut string method and quantile versions. Second row: Approximations to Cauchy
data, original scale left, zoom in right, Last row: Approximations to binary and Poisson data.
18Gaussian Cauchy Binary Poisson
Data n usual robust 0.1 qnt 0.9 qnt robust 0.1 qnt 0.9 qnt
Doppler 512 21 6 2 3 4 1 1 3 8
(true: 1) 2048 28 12 8 7 10 4 3 7 12
8192 34 19 12 13 19 8 9 11 17
Heavisine 512 6 (0.6) 4 (2.0) 3 (2.9) 3 (2.9) 4 (2.4) 1 (4.5) 0 (5.3) 2 (4.0) 3 (2.6)
(true: 6) 2048 6 (0.0) 6 (0.8) 4 (2.0) 4 (2.0) 4 (1.8) 3 (3.3) 3 (3.2) 3 (2.7) 4 (2.0)
8192 6 (0.0) 6 (0.0) 6 (0.9) 6 (0.0) 6 (0.0) 3 (2.5) 4 (2.5) 4 (2.0) 4 (1.9)
Blocks 512 9 (0.1) 3 (6.0) 4 (5.3) 3 (5.9) 3 (6.0) 1 (7.4) 0 (8.4) 2 (7.0) 7 (2.8)
(true: 9) 2048 9 (0.2) 9 (0.0) 4 (5.0) 5 (4.0) 9 (0.9) 4 (4.7) 3 (5.5) 5 (3.7) 7 (1.6)
8192 9 (0.2) 9 (0.0) 9 (0.0) 5 (3.5) 9 (0.0) 6 (3.4) 5 (4.1) 9 (0.6) 9 (0.0)
Bumps 512 21 (0.0) 5 (16.4) 0 (21.0) 7 (15.0) 3 (18.4) 0 (21.0) 1 (19.1) 1 (19.8) 13 (6.9)
(true: 21) 2048 21 (0.0) 13 (8.4) 3 (18.7) 11 (9.2) 9 (11.5) 0 (20.9) 9 (11.4) 7 (13.3) 21 (0.4)
8192 21 (0.1) 21 (0.0) 9 (11.2) 21 (0.0) 21 (0.0) 2 (18.8) 19 (2.6) 13 (7.8) 21 (0.0)
Table 1: Comparison of the median modality for nine different versions of the general taut string
method, asdescribed inthe text. Inbrackets the mean absolute deviation from the correct modality.
The simulation results in Table 1 conrm that the usual taut string method is excellent in
tting the correct modality and very reliably attains the correct modality already for samples of
size 512. However, the robust version performs remarkably well in the Gaussian case and has
the additional advantage that it depends much less on the distribution of the errors and performs
similarly in the Cauchy test bed. In contrast the approximation of 0.1 and 0.9 quantiles is much
more difcult. Even for large sample sizes the tted models often miss local extreme values, in
particular for the 0.1 quantile of the Bumps data set which is an extremely difcult situation. The
binary problem also appears to be considerably difcult, although still much of the underlying
structure is recovered using the 0/1 observations. For the Poisson case the detection rate of the
correct modality is nearly as the good as the robust taut string.
Software All procedures described in this paper were implemented as part of the ftnonpar
package for the statistics software R (Ihaka and Gentleman, 1996). This add-on package can be
downloaded and installed by the standard install.packages()command of R.
7 A link to monotone regression
We showed already that our estimators minimize the number of local extrema in a certain sense.
The present section provides a link to estimating monotone regression functions.
An interesting alternative to smoothness assumptions and roughness penalties is to assume
monotonicity ofthe underlying regression function f. Forinstance, iff isassumed tobeisotonic,
one could determine an estimator  f minimizing
Pn
i=1 Ri(  fi) under the constraint that  f1   
19 fn. The next theorem shows that our penalized estimators b f often coincide locally with monotone
estimators.
Theorem 6 Suppose that 1 < a  b < n such that
a 1 = a =  = b and b fa 1 < b fa    b fb < b fb+1:
Then ( b fi)b
i=a minimizes
Pb
i=a Ri(fi) among all vectors (fi)b
i=a satisfying fa    fb. An
analogous statement holds for antitonic ts.
8 Proofs
Proof of Lemma 1. As mentioned earlier, the necessity of Condition (3) follows from (2) applied
to (jk). On the other hand, it will be shown below that an arbitrary vector  2 Rn may be
written as
 =
X
1jkn
(jk)(jk)
with real numbers (jk) satisfying the following two constraints:
(i) For 1  i  n it follows from i > 0 (or i < 0) that (jk)  0 (or (jk)  0) whenever
i 2 fj;:::;kg.
(ii) For 1  j < n,
jj+1   jj =
j X
k=1
j(kj)j +
n X
k=j+1
j(jk)j:
With this particular representation of , one can easily show that
DT(b f;) =
X
1jkn
j(jk)jDT(b f;sign((jk))(jk))  0:
The coefcients (jk) may be constructed iteratively as follows: Let J0 := fi : i > 0g and
a0 := minfi : i 2 J0g. For any maximal index interval fj;:::;kg  J0 set (jk) := a0. Then
dene J1 := fi : i > a0g and a1 := minfi   a0 : i 2 J1g. For any maximal index interval
fj;:::;kg  J1 set (jk) := a1. Then dene J2 := fi : i > a1g and proceed analogously,
until we end up with an empty set J`. Similarly, one may start with K0 := fi : i < 0g,
b0 := maxfi : i 2 K0g, and dene (jk) for selected index intervals fj;:::;kg.
20The restriction to index pairs (j;k) such that b fj =  = b fk is possible, because for 1  j 
k < `  n,
j`(b f) = jk(b f) + k+1;`(b f) if b fk 6= b fk+1:
Here  stands for  as well as . 2
Proof of Lemma 2. The necessity of Condition (4) follows from (2) if applied to (1k).
It remains to be shown that any vector b f satisfying (4) for 1  k  n satises (2) as well.
Note that for any  2 Rn,
n X
i=1
R0
i(b fi)i =  
n X
i=1
(n   i)R0
i(b fi)
=  
n 1 X
i=1
n 1 X
k=i
(k+1   k)R0
i(b fi)
=  
n 1 X
k=1
(k+1   k)
k X
i=1
R0
i(b fi);
since
Pn
i=1 R0
i(b fi) = 0. Consequently,
DT(b f;) =
n 1 X
k=1
jk+1   kjHk;
where
Hk := sign(k+1   k)

k sign( b fk+1   b fk)  
k X
i=1
R0
i(b fi)

+ k1fb fk+1 = b fkg:
But condition (4) entails that all these quantities Hk are nonnegative. 2
In order to prove Theorems 3 and 4, we need some additional properties of the auxiliary
functions M and M:
Lemma 7 Let M(;) stand for M(;) or M(;). For nonvoid index sets S;T  f1;:::;ng and
real numbers t;u the following inequalities hold:
(a) If S \ T = ;, then
minfM(S;t);M(T;u)g  M(S [ T;t + u)  maxfM(S;t);M(T;u)g:
(b) Suppose that S  T. Then
M(T n S;u   t)  M(T;u) if M(S;t) < M(T;u);
M(T n S;u   t)  M(T;u) if M(S;t) > M(T;u):
21Proof of Lemma 7. We only consider the case M = M, because analogous arguments apply
to M. Let S \ T = ; and M(S;t)  M(T;u). If r < M(S;t), then
R0
S[T(r) = R0
S(r) + R0
T(r) < t + u:
Hence M(S [ T;t + u)  M(S;t). If r  M(T;u), then the sum R0
S[T(r) is not smaller than
t + u, whence M(S [ T;t + u)  M(T;u). This proves part (a).
As for part (b), let S  T. If M(S;t) < r < M(T;u), then
R0
TnS(r) = R0
T(r)   R0
S(r) < u   t:
Hence M(T n S;u   t)  M(T;u). If M(T;u) < r < M(S;t), then
R0
TnS(r) = R0
T(r)   R0
S(r) > u   t;
so that M(T n S;u   t)  M(T;u). 2
Proof of Theorem 3. For the proof of this theorem as well as for later considerations the
following four conditions are essential, where L0 := U0 := 0:
(I) At each stage marked by (*) or (**), for c < j  a,
b `j = M

Lj;Lj   Lj 1

and Lj =  max(Lj);
while for c < j  b,
b uj = M

Uj;Uj   Uj 1

and Uj = max(Uj):
(II) For 1  j  c,
Lj = Uj; b `j = b uj and Lj = Uj:
(III) At each stage marked by (*) or (**), b `j is strictly decreasing in j 2 fc + 1;:::;ag, and b uj
is strictly increasing in j 2 fc + 1;:::;bg.
(IV) At each stage marked by (*),
b `c+1  b uc+1:
Moreover, for 1  j  c either
Lj = max(Lj) and b `j = M(Lj;Lj   Lj 1) < b `j+1;
22or
Lj =  max(Lj) and b `j = M(Lj;Lj   Lj 1) > b uj+1:
Conditions (I) and (II) can be veried directly by close inspection of our algorithm. Condi-
tion (III) is also quite obvious. Indeed the sole purpose of the while-loops in steps 1(K) and 2(K)
is to obtain this condition.
Condition (IV) is less obvious and can be proved via induction on K. Note rst that by
Condition (I),
(13) b `c+1 = M(Lc+1; K   Lc)  M(Lc+1;K   Lc) = b uc+1 if a = b = c + 1:
In particular, Condition (IV) holds for K = 1. Suppose that it holds for some K < n. We denote
all quantities corresponding to this K temporarily by a superscript `*'. Now we replace K with
K + 1 and consider the effects of steps 1-3(K): Having nished step 1(K),
b `a  b `
a and b `j = b `
j for j < a:
This follows from part (a) of Lemma 7. Likewise, having carried through step 2(K),
b ub  b u
b and b uj = b u
j for j < b:
In particular, a > c + 1 entails that b `c+1 = b `
c+1, and b > c + 1 implies that b uc+1 = b u
c+1. If at
this stage b `c+1  b uc+1, then nothing happens in step 3(K) and Condition (IV) is satised. This is
the case if min(a;b) > c + 1, or if a = b = c + 1; see (13). Otherwise there are just two possible
situations: Either
b `c+1 > b uc+1 = b u
c+1 and a = c + 1 < b;
or
b `
c+1 = b `c+1 > b uc+1 and a > c + 1 = b:
We only analyse the former case, because the latter is treatd analogously. Here we enter only the
rst while-loop in step 3(K), wherein the tripel (U; b u;U) is not altered while c = a 1 increases.
Moreover, it follows from part (b) of Lemma 7 that in each run the new value b `c+1 is strictly
greater than the new value b `c = b uc, and Lc = max(Lc). This observation, together with (13),
shows that the while-loop terminates properly, and thereafter Condition (IV) is satised.
Now let b g and b h be the candidate vectors associated with (L; b `) and (U; b u), respectively. It
follows from conditions (IIV) that at each stage marked by (*), b g  b h component-wise, and
23b gi = b hi for 1  i < min(Lc+1). Moreover, for 1  k  K,
k X
i=1
R0
i(b gi) =  k if b gk > b gk+1; (14)
k X
i=1
R0
i(b hi) = k; if b hk < b hk+1; (15)
where we dene temporarily b gK+1 :=  1 and b hK+1 := 1. An additional fact is that for
1  k  K,
(16)
k X
i=1
R0
i(b gi)   k and
k X
i=j
R0
i(b hi)  k:
The latter fact can also be veried via induction on K. For K = 1 the assertion is obviously true.
Suppose that it is true for some K < n. Let b g and b h be the two vectors b g and b h at this stage.
Now we replace K with K + 1 and carry through steps 13(K). Then we end up with vectors b g
and b h such that
b g
i  b gi  b hi  b h
i for 1  i < K:
These inequalities and (1415) imply that the new vectors b g and b h satisfy (16) for all k  K, too.
Finally, the construction of b f in Part 3 and conditions (14, 15, 16) entail that b f satises the
conditions of Lemma 2. 2
Proof of Theorem 4. Let J = fj;:::;kg be a local maximum of b f. With the variables of
Algorithm I, either J = Lj for some j  c, or J = fmin(Lc+1);:::;ng. In any case one can
deduce from property (IV) in the proof of Theorem 3 that
b fi = M(J; j 1   k) for i 2 J:
But for any vector f as in Theorem 4,

 
 
X
i2J
R0
i(fi)

 
 
 j 1 + k:
Since
P
i2J R0
i(fi)  R0
J

maxi2J fi

, this entails that
max
i2J
fi  M(J; j 1   k):
Consequently, fi  b fi for some i 2 J.
Analogously one can show that for any local minimum J of b f there is an index i 2 J with
fi  b fi. These considerations show that f has at least as many local extrema as b f. 2
24Proof of Theorem 5. As explained before, we may restrict our attention to vectors in the
the compact set [c1;c2]n. Without loss of generality we may asume that Ri(0) = Ri;(0). Then
condition (A2) entails that
lim
#0
sup
t2[c1;c2]
 
Ri(t)   Ri;(t)
 
 = 0:
Consequently,
lim
#0
sup
f2[c1;c2]n
 
T(f)   T()(f)
 
 = 0;
and the asserted optimality of the limit point b f follows from standard arguments.
As for the second part, let J = fj;:::;kg be a local maximum of b f, and let N denote its
neighborhood fj   1;k + 1g \ f1;:::;ng. Let m be an arbitrary number strictly smaller than
b fj = b fk. For a suitable  2 (0;1] the minimizer b f() satises the inequalities
max
i2N
b fi; < min
i2J
b fi; and min
i2J
b fi; > m + :
Then
X
i2J
R0
i(m;1) 
X
i2J
R0
i;(m + )
<
X
i2J
R0
i;(b fi;)
=  (j 1 + k):
The latter equality is a consequence of Lemma 2. The preceding strict inequality can be deduced
as follows: Obviously, R0
i;(m + )  R0
i;(b fi;) for all i 2 J. Moreover, the set J contains
a local maximum J() of b f(), and the proof of Theorem 4 shows that
P
i2J() R0
i;(m + ) <
P
i2J() R0
i;(b fi;).
These considerations show that for any vector f as in Theorem 5,
max
i2J
fi  max
i2J
b fi:
Analogous considerations reveal that
min
i2J
fi  min
i2J
b fi
for any local minimum J of b f. Consequently, f has at least as many local extrema as b f. 2
In order to prove Theorem 6, we prove a characterization of isotonic ts which is of indepen-
dent interest.
25Theorem 8 Let 1  a  b  n. A vector (  fi)b
i=a minimizes
Pb
i=a Ri(  fi) under the constraint
that  fa     fb if, and only if, for arbitrary a  j  k  b,
(17)
k X
i=j
R0
i(  fi; 1)  0 whenever  fj 1 <  fj =  fk;
(18)
k X
i=j
R0
i(  fi;1)  0 whenever  fj =  fk <  fk+1:
Here  fa 1 :=  1 and  fb+1 := 1.
Proof of Theorem 8. For notational convenience let a = 1 and b = n. Note that the functional
f 7! T"(f) :=
Pn
i=1 Ri(fi) is convex on Rn, and that the set Rn
" of vectors in Rn with non-
decreasing components is convex. Thus an isotonic vector  f minimizes T" over Rn
" if, and only
if,
DT"(  f;) =
n X
i=1
R0
i(  fi;sign(i))i  0
for any  2 Rn such that  f +t is isotonic for some t > 0. The latter requirement is equivalent to
(19) i  j whenever i < j and  fi =  fj:
Condition (19) is satised for  =  (jk) if  fj 1 <  fj, and for  = (jk) if  fk >  fk+1. Thus
the conditions stated in Theorem 8 are necessary.
On the other hand, on can easily show that any  satisfying (19) may be written as a sum
P
1jkn(jk)(jk) with real numbers (jk) satisfying (i) in the proof of Lemma 1 and
(iii) (jk) < 0 (or (jk) > 0) implies that  fj 1 <  fj (or  fk <  fk+1).
One can deduce from this representation that
DT"(  f;) =
X
1jkn
j(jk)jDT"(  f;sign((jk))(jk));
and each summand on the right hand side is non-negative by (17) and (18). 2
Proof of Theorem 6. We have to verify Conditions (17) and (18) with  fi = b fi for a  i  b.
But it follows from (3) and our assumptions on  that the sum in (17) is not greater than jk  0,
while the sum in (18) is not smaller than jk  0. 2
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