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Abstract: Information theoretical concepts have been used in the analysis of human hearing and for the 
definition of measures of intelligibility. These models do not have the notion of production noise, but the 
model of  considers sensory noise, Based on the assumption that different algorithms are likely to enjoy 
different qualities and suffer from different flaws, we investigate the possibility of combining the 
strengths of multiple speech enhancement algorithms, formulating the problem in an ensemble learning 
framework. As a first example of such a system, we consider the prediction of a time-frequency mask 
obtained from the clean speech, based on the outputs of various algorithms applied on the noisy mixture. 
We consider several approaches involving various notions of context and various machine learning 
algorithms for classification, in the case of binary masks, and regression, in the case of continuous masks. 
We show that combining several algorithms in this way can lead to an improvement in enhancement 
performance. 
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I. INTRODUCTION 
Speech enhancement methods attempt to improve 
the quality and intelligibility of speech that has 
been degraded by interfering noise or other 
processes. One thing that makes this problem 
difficult is that the interference can come in many 
different varieties. To further complicate matters, 
often the operational constraints on computation 
and latency preclude the use of complex models 
that can represent and adapt to many different noise 
types. As it is difficult for a simple algorithm to 
accommodate the variety of conditions, some 
assumptions about the statistical properties of the 
target and interference signals have to be made. 
Over the years, many different algorithms have 
been proposed, each having different explicit or 
implicit assumptions about the nature of the speech 
and interference [1].  
Assuming that the strengths and weaknesses of a 
set of algorithms differ, it would be desirable to 
combine them in a way that takes advantage of all 
their strengths. Ensemble machine learning 
methods aim at combining different models, and 
exploit the independence of the errors made by 
each classifier to reduce the estimation variance, 
and hence the error rate. These methods range from 
simple voting procedures, where the quantities 
inferred by each model are averaged together, to 
stacking, in which a secondary model is trained to 
perform the combination in a way that is tuned to 
training data. An advantage of voting methods is 
that they can be applied without consideration of 
the test conditions. However, stacking methods can 
learn more complex combination functions, 
potentially leading to better performance. 
Ensemble methods have been used extensively in 
automatic speech recognition (ASR) to fuse speech 
recognition hypotheses of different recognizers via 
voting procedures such as recognizer output voting 
error reduction (ROVER) [2]. Particularly relevant 
to our work here are ensemble ASR methods in 
which the recognizers differ according to the 
enhancement or robustness algorithms used in their 
front end [3]. A chief advantage of ensemble 
methods is that they can build upon a variety of 
existing algorithms to improve performance. 
The main innovations in this contribution are that i) 
we consider noise inherent in the message 
production process as well as noise inherent in the 
message interpretation process, ii) we consider the 
case where such inherent noise has a fixed signal-to 
noise ratio. When production and interpretation 
noise are considered, information theory can be 
used to define a simple but effective model of 
human communication. This can then be used to 
design a state-of-the-art algorithm to optimize the 
intelligibility of speech in a noisy environment. 
The word choice to convey a message varies 
between occasions and talkers. At a lower level of 
abstraction, speech can be seen as a sequence of 
discrete set of phonemes and the pronunciation of 
these phonemes varies significantly from one 
utterance to the next. This variation is reflected in 
the fact that speech recognition uses statistical 
acoustic models, 
To make use of ensemble learning in the speech 
enhancement paradigm, we consider a more direct 
integration of the enhancement algorithms. We 
compute the time-frequency masking functions 
that, when applied to the noisy spectrogram, yield 
the spectrum of the enhanced signals. The result of 
their combination is to produce an ensemble time-
frequency masking function. Here, for simplicity, 
we primarily focus on the estimation of binary 
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masking functions, and only touch upon the 
estimation of continuous masking functions. We 
investigate both simple voting as well as stacking, 
in which a variety of classification algorithms, such 
as support vector machines (SVM) [4], naive Bayes 
classifiers (NB) [5], and decision trees (DT) [6], 
and random forests (RF) [7], are used to infer the 
binary masking function. Estimation of binary 
masks for enhancement and separation has been 
considered in a machine learning context before [8, 
9, 10, 11], but not in an ensemble learning 
framework. 
II. SYSTEM DESIGN MODEL 
A. General Framework 
We assume an ensemble of speech enhancement 
algorithms that are to be treated as “black boxes” in 
the sense that we only use the enhanced signals for 
combination. It would also be reasonable to 
combine enhancement algorithms at the “decision” 
level using some internal representations. However, 
we would like to allow the use of arbitrary models 
and avoid the use of heterogeneous features. We 
thus perform the combination in a domain that is 
independent of the particular formulation of each 
enhancement algorithm. A good choice for such a 
domain is the short-time power spectrum, which is 
widely used in signal processing because of its 
relative insensitivity to phase and its ability to 
reveal time and frequency patterns in the signal. 
Regardless of the internal representation they use, 
speech enhancement algorithms take as input a 
noisy signal y[t] in the time domain and transform 
it to an enhanced estimate ^x[t] of the clean signal. 
In the short-time power spectrum domain, this 
enhancement process can be approximated as 
applying a time frequency masking function to the 
spectrogram of the noisy input signal. If the 
optimal masking function were known, the speech 
signal could be reconstructed almost perfectly by 
applying the masking function to the noisy power 
spectrum and inverting the representation. Our 
method is thus to combine time-frequency masking 
functions obtained from the enhancement 
algorithms, in order to estimate an optimal masking 
function to better reconstruct the speech. 
 
Time-frequency masking functions estimated from 
the noisy mixture have often been used as a means 
to perform source separation or speech 
enhancement [12]. Time-frequency masks apply a 
weight to each bin of a time-frequency 
representation of the acoustic input, such as 
cochleograms, short-time Fourier transforms, 
wavelet transforms, and so on, to emphasize 
regions which are dominated by the target source 
and suppress regions which are dominated by other 
sources. The weight values can be either binary or 
continuous. Continuous values can be interpreted 
as the energy ratio between the target and the 
mixture, as in aWiener filter, or as the probability 
that the corresponding bin belongs to the target 
source. Restricting the mask to take only binary 
values has been shown to be a reasonable proxy for 
the optimal masking function in general conditions 
[13]. Binary masks have the disadvantage that they 
cannot account for cancellation effects and may 
introduce strong artifacts depending on the 
interfering noise. However, advantages in our 
setting include the ease of estimation of the two 
possible values instead of a continuum, as well as 
their potential for computational savings. We thus 
here mainly focus on the binarized continuous 
mask obtained from the clean speech as the target 
for our method, and only touch upon the use of 
continuous masks in a regression framework. 
B. Inference Algorithms 
Voting or averaging is an ensemble combination 
strategy that simply combines outputs of the 
models by taking an average of their values. In the 
case of classification, the output is usually the 
mode of the distribution over classes, whereas in 
regression, the output would be the mean or some 
other average of the output values. Uncertainty 
within each model can also be considered, but here 
since we derive the mask values from an ensemble 
of arbitrary enhancement methods, we do not 
consider the uncertainty within each enhancement 
algorithm. 
 
For the continuous masking function inputs, we 
consider the mean of the masking values as a 
continuous mask estimate, which corresponds to 
averaging the original power spectrum estimates. 
We also consider the median in a similar way. For 
the binary masking function inputs, voting 
considers the mode of the masking value 
distribution: 
Since there are no learned parameters, voting 
methods cannot over-fit the training data. To the 
extent that the masking values make uncorrelated 
errors, then voting and averaging procedures tend 
to recover from these errors. In other words, the 
variance across classifiers can be reduced by the 
voting procedure. However, whenever the errors 
are correlated, the averaging just reinforces the 
errors, so the classifier can remain biased. 
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Stacking is an ensemble learning strategy in which 
multiple estimation algorithms for the same task 
are used as input into a final algorithm that is 
trained on data to combine their results. This 
procedure can reduce the bias even when the 
outputs of the ensemble are correlated; however, 
the learning may also over-fit the training data. The 
case of binary mask targets allows us to use simple 
binary classifiers to produce mask estimates. One 
can also use different forms of regression to 
produce continuous mask estimates, but here we 
mainly focus on a classification-based approach. 
We investigated a variety of classifiers, such as 
SVM, NB, DT, and RF. 
 
III. SIMULATION RESULTS 
 
 
Fig. 2. Optimization of mutual information: 
power of enhanced signal (red), noise signal 
(blue), and their sum (green). Linear scale (left) 
and ERB scale (right) are shown. 
 
Fig. 3. Optimization of mutual information with 
production and interpretation noise: power of 
enhanced signal (red), noise signal (blue), and 
their sum (green). Linear scale (left) and ERB 
scale (right) are shown. 
 
Fig. 4. Listening test results. 
In this section we provide both illustrative results 
that provide insight in how the algorithm works, 
and the results of a formal listening test. We 
contrast mutual information for models with and 
without observation and interpretation noise and 
also compare our results to the state-of-the-art. The 
experiments were performed on 16 kHz sampled 
speech and frequency dependent gains were 
implemented with a Gabor analysis and synthesis 
filter banks with oversampling by a factor two and 
a Fourier transform size of 512 and a square-root 
Hann window. Note that while the selected gains 
may result in the processed complex signal not to 
be in the space spanned by the forward transform, 
the inverse Gabor implicitly performs an ortho 
normal (i.e., optimal) projection onto that space. 
We first investigate the performance of averaging 
on the input continuous masks, both using mean 
and median, and of voting on the binarized masks. 
none of these methods led to improvements 
compared to the input algorithms, the performance 
actually decreasing with respect to the best ones. 
While voting in particular is known to help when 
combining complex systems such as in ASR, the 
poor performance here could be due to the fact that 
the combination is impacted by the poorly 
performing algorithms in a direct way, while 
processing by complex systems may still lead to 
interesting hypotheses prior to combination. 
IV. CONCLUSION 
A simple information-theory based model of 
speech communication suffices for state-of-the-art 
enhancement of the intelligibility of speech played 
out in a noise environment. The model makes the 
plausible assumption that both the production and 
the interpretation process in the speech 
communication chain are subject to noise that 
scales with the signal level. We presented an 
ensemble learning approach to speech 
enhancement. By learning how to combine the 
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outputs of multiple enhancement algorithms, we 
were able to significantly outperform the original 
algorithms. Future work will investigate further the 
use of regression to estimate continuous masking 
functions, as well as the influence of the proposed 
system on ASR performance. 
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