Cyber-physical systems, such groups of unmanned aerial vehicles, are often monitored and controlled by networked control systems (NCS). NCS are deployed in many environments subject to realistic, complex network interactions, so evaluation of NCS is crucial to ensuring that NCS function as intended. Given the varied nature of NCS, it is appropriate to use a heterogenous simulation environment to capture the dynamics; however, the design and integration of heterogeneous simulation environments is a complex problem. In this work we present the Networked Control System Wind Tunnel (NCSWT), an integrated simulation environment for NCS. The NCSWT integrates MATLAB/Simulink and ns-2 according to the High Level Architecture standard. We demonstrate the convenience and efficiency of the NC-SWT using several case studies where realistic network effects such as data drops and delays are introduced. We also demonstrate the flexibility and power of the tool in modeling realistic NCS.
INTRODUCTION
The integration of physical systems through computing and networking has become one of the most pervasive applications of Cyber-Physical Systems (CPS). This paper is inspired by the rapidly increasing use of Networked Control System (NCS) architectures in constructing real-world CPSs that integrate computational and physical devices usPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ing wireless networks such as medical device networks or groups of unmanned vehicles. NCS research is an active area, investigating problems at the intersection of control systems, networking, and computer science [2] .
In a conventional design flow for NCS, controller dynamics are often synthesized with the purpose of ensuring stability and optimizing performance. Typically, control design is performed without considering implementation side effects (e.g. time varying delays caused by network effects, timing accuracy caused by shared resource and schedulers, etc.); however, these effects can be significant on the stability and performance of the system. Therefore, it is important to develop accurate NCS modeling and simulation tools to evaluate the effect caused by these phenomena.
Several powerful simulation tools for modeling control systems and networks exist such as Matlab/Simulink [15] , a software tool extensively used for control design and simulation of control systems, and ns-2 [19] , the most widely used open-source network simulator. Individually, these tools can model NCS systems, but when combined, they can leverage the benefits of the individual simulation engines to model larger, more realistic systems. However, significant challenges such as the reconciliation of time synchronization and data communication between the simulation tools need to be addressed.
Our integration tool, called the NCS Wind Tunnel (NC-SWT), provides state-of-the-art capabilities for combining control and network abstractions for NCS rapid prototyping, design, and simulation. The NCSWT provides a formal gateway for coordination and synchronization between Matlab/Simulink and ns-2. To enable time synchronization between Matlab/Simulink and ns-2 network simulation engine, the time management mechanisms of both simulators are modified to conform to the High Level Architecture (HLA) standard [13] . The HLA is a framework that provides support for the integration at the API level and interaction levels useful for coordinating data communication and time synchronization.
Another contribution of this work is a demonstration of the NCSWT tool using several case studies. We consider three NCS scenarios. The first scenario is a simple NCS composed of a plant and controller communicating through a UDP connection over an IEEE 802.11-based wireless network. This scenario is used to demonstrate the accuracy and convenience of using the NCSWT. The second scenario is a remote-controlled unmanned aerial vehicle (UAV), which is controlled over a wireless network to follow a given reference trajectory. This scenario is used to evaluate network phenomena such as packet loss, delay and multi-hop topologies for a safety critical system. The third scenario is a network of three plant-controller pairs sharing a communication channel and operating at different sampling rates. This scenario is used to demonstrate the flexibility and scalability of the NCSWT in handling realistic, heterogeneous models. This paper is organized as follows. The second section presents the related work, the third section presents the NC-SWT simulation framework, the fourth section presents the case studies, the fifth section presents an evaluation of the tool, and the final section concludes the work.
RELATED WORK
Different approaches are often sought in the simulation of NCS. Some general network simulators such as ns-2 and OMNeT++ [19, 4] , which are discrete-event simulators, are often used. These simulators generally lack the ability to simulate continuous-time dynamics as well as the flexibility and ease of modeling complex dynamical systems. The simulators presented in [6, 1, 9] are NCS simulators that do not deliver any control design support and cannot accurately model complex dynamical systems.
Rather than model NCS using general network simulators, some approaches co-simulate NCS using powerful simulators for dynamical systems and then incorporate network abstractions. A typical example of this approach is Truetime. Truetime extends Matlab/Simulink with platformrelated modeling concepts (i.e., networks, clocks, schedulers) and supports simulation of networked and embedded control systems with implementation effects [3] . Modeling the network dynamics in Truetime is highly abstracted, and therefore, limits the level of details of the network layers that can be modeled and implemented. For example, in TrueTime it is not straightforward to specify routing protocols or network queuing management schemes.
Recently there have been advances in various approaches that integrate or couple multiple simulators together in order to effectively simulate NCS. In [11] , a tool chain called PiccSIM was developed, which allows the integration of Matlab/Simulink models with ns-2. PiccSIM provides a graphical user interface for the design of networked control systems and the automatic code generation of ns-2 scripts and Matlab/Simulink models. Also in [7] , a special simulator coupling concept implemented in C/C++ is used to integrate the simulators ModelSim, Matlab/Simulink and ns-2. Although these two approaches address integration of simulators, the integration is not based on a standard framework, so it is not possible to reason about the accuracy or extensibility of the approaches.
The HLA is a standard for simulation interoperability originally developed by the U.S. Department of Defense [8] . IEEE now oversees the ongoing evolution of the architecture as the HLA Standard 1516. The HLA consist of three components: (1) Federation Rules that define the basic principles underlying the HLA and describe the simulation and federate responsibilities; (2) Interface Specification that defines the interface to the Run-Time Infrastructure (RTI) services that provide the means for simulators to coordinate the execution and exchange of information; (3) Object Model Template (OMT) that provides a standard format for describing information of common interest to the federates. An HLA simulation typically consists of a collection of simulators -each simulator is called a federate. Communications between different federates is managed by the Run-Time Infrastructure (RTI). The RTI provides a set of services such as time management, data distribution, and ownership management. Since HLA is an accepted standard, a number of RTI implementations are available [13] .
An HLA simulation framework as well as code generation tools were developed for the Command and Control Wind Tunnel (C2WT) project, which is a robust multi-model simulation framework for integrating heterogeneous simulation components using the RTI within the HLA platform [17, 18] . The C2WT captures not only the necessary interface specification for running heterogeneous simulations over HLA, but also a variety of mechanisms for configuring, enhancing, and detailing the simulation execution. The C2WT framework uses the discrete event model of computation as the common semantic framework for the precise integration of an extensible range of simulation engines. To integrate the models, the C2WT uses metamodeling [5] and the metaprogrammable MIC tool suite [10] for developing a Model Integration Layer [16] , which can be used to formally define the simulation semantics. The NCSWT extends the capability of the C2WT by providing an interface for ns-2 to interact with the rest of the C2WT system. This allows existing C2WT scenarios to leverage the accuracy of ns-2 for network simulation.
NCSWT INFRASTRUCTURE
Modeling of NCS requires combining heterogeneous simulation tools, each of which potentially could have its own modeling formalism or underlying model of computation. In this section we present the Network Control System Wind Tunnel (NCSWT), which integrates the ns-2 simulator with MATLAB/Simulink models into the C2WT infrastructure [17] . The NCSWT enforces the HLA time synchronization and data sharing standards to ensure accurate time synchronization and data passing between the heterogeneous models. This integration allows for the modeling of NCS in the presence of realistic network phenomena by ns-2 such as variable packet delays and losses. The NCSWT addresses complexities inherent in integrating simulators by use of welldefined models and by providing a model integration layer that enables rapid integration and configuration of simulators.
The NCSWT framework uses the discrete event model of computation as the common semantic framework for the precise integration of simulation engines. The simulators, including Matlab/Simulink and ns-2, are integrated with the Run-Time Infrastructure (RTI) according to the HLA standard. Each simulation model, when incorporated into the overall simulation environment, requires integration on two levels: the interaction level, and the API level. Interaction level integration addresses the issues of time synchronization and coordination, whereas API-level integration provides data passing services. The NCSWT offers a solution for multi-model simulation by decomposing the problem into model integration and experiment integration tasks. Figure 1 shows the simulation architecture of the NC-SWT. The metamodeling and the metaprogrammable tool suite of the C2WT are used for developing the model integration layer. In the model integration layer, a designer can formally specify the model integration using a carefully selected collection of modeling concepts in the Model Integration Language [17] . These concepts help to specify the overall scenario as well as the individual simulation components and how they communicate. In addition, integration can be designed by describing the data representation and data flow elements in the tool suite. In Figure 1 , the control system models, designed in Matlab/Simulink, define the dynamical systems and digital controllers to be simulated. The network models, designed in ns-2, define the network topology as well the properties of the network used for the communication of the control system. The Simulink and NCSWT federates essentially represent the communication interfaces for the control system models and network models respectively using the HLA simulation integration platform. 
Model Integration

Experiment Integration
The NCSWT uses the model interpretation infrastructure provided in the C2WT tool suite to generate some of the code necessary for integrating the heterogeneous experiments. After specifying the details of each experiment, the model interpreter generates several configuration files. These files configure the HLA API, configure simulators like Matlab, and also create Java and C++ skeleton code for run-time use.
Control system models, including the plant and controller subsystems, are designed in Simulink, and network models are modeled in ns-2. Existing C2WT tools [17] provide some of the framework for the Simulink federate integration using the HLA standard, but modifications are made to the existing integration tools for time synchronization to improve precision and allow for finer-grained time steps. In this work, we create a new NCSWT federate to integrate the ns-2 network models.
The NCSWT federate interface for is written for Windows (using C++) and utilizes associated libraries and classes from the C2WT [17] to synchronize with the RTI using the HLA standard. It acts as a portal to the C2WT system for ns-2 using sockets by enforcing the time synchronization and data passing standards to allow ns-2 to communicate with the RTI. Figure 2 shows the communication overview of the NC-SWT federate interface for ns-2. PC1 (Windows) is used to execute the RTI as well as the NCSWT federate interface while PC2 (Linux) executes ns-2. The NCSWT federate interface uses sockets to communicate with ns-2. The socket connections on PC2 are established with synchronous sockets to ensure that the time synchronization and data passing are synchronized between the RTI and ns-2 according to the HLA standards. 
Time Synchronization
Time synchronization between various simulation actors is critical to preserve causality with simulations potentially operating in different time scales or time models. The NC-SWT implements the HLA time synchronization protocol to precisely maintain the same logical time as ns-2.
Because the ns-2 simulator uses a discrete event model of computation, time synchronization can be incorporated along with event scheduling. The scheduler class in ns-2 is modified to block scheduling of new events until it receives an adequate time advance grant (TAG) from the RTI. The ns-2 scheduler submits a time advance request (TAR) once it is ready to execute an event scheduled for at a time later than the latest TAG. The NCSWT passes the TAG and TAR messages between ns-2 and the RTI via socket connections.
An example time synchronization scenario is depicted in Figure 3 . An initialization TAR is passed from ns-2 through the NCSWT to the RTI, and once a TAG is received, the ns-2 scheduler can unblock and run until it reaches a synchronization event (an operation requiring synchronization with the RTI). At that point, a TAR is submitted through the NCSWT to the RTI and ns-2 blocks. It is possible that the newest TAG will be less than the most recent TAR (i.e. t2 < t1), so ns-2 only executes events scheduled for times less than or equal to the latest TAG. 
Data Communication
The ability for data to be passed precisely between NCS components is crucial to an accurate simulation. The HLA standard specifies an API for data sharing including subscribing and publishing data [8] , and the NCSWT conforms to the standard. First, we will describe how networks are modeled in our tool, and then we will describe how data is passed.
The network connections between components must be modeled both by the NCSWT and the ns-2 models to ensure the model is consistent. Modeled network connections are created in the NCSWT federate model, but no details about the type (wireless or wired), speed, or other attributes are modeled in the NCSWT federate. The details of the network connections such as type, bandwidth, speed, latency, and so on are specified in ns-2 by the network .tcl architecture description.
During the simulation, data is generated by the Matlab models and published to the RTI according to the HLA standard. The NCSWT federate subscribes to the data, and passes it via sockets to traffic generator objects in ns-2, which insert the data into the ns-2 network simulation. The traffic generator objects collect received packets of data during the ns-2 simulation and pass the data back to the NCSWT federate interface via sockets. The NCSWT federate publishes the data to the RTI so the Matlab federates can subscribe to the data.
The traffic generator class in ns-2 is designed to create fictitious traffic for network simulations, but we modified it to inject real data received from the NCSWT federate. The modified traffic generator also tests to see if it has received data from any other agents within ns-2, and it passes any received data back to the NCSWT federate interface to be published to the RTI and picked up by the appropriate federates. The traffic generator object is scheduled to be called more often than messages can arrive to ensure that additional delay is not added. In our simulations we schedule the traffic generator to be called at a rate of at least ten times faster than the smallest sampling rate.
Instrumentation and Monitoring
Monitoring and analyzing the results of NCS experiments is important to further the understanding of the systems. Our framework allows experimental results to be visualized using the tools available in MATLAB or ns-2.
MATLAB provides an extensive toolbox of visualization and monitoring that can be leveraged to display the results of experiments. These tools allow the user to plot and perform statistical analysis on any aspect of the simulation within the MATLAB federates. Further, a MATLAB federate can be designed to subscribe to all published data in the RTI to monitor any variables passed, so it can be used as an entire system monitor for debugging or analyzing a scenario. The simulation can also be evaluated using tools provided with ns-2. In ns-2, an animation tool called nam can be used to view network simulation traces. The tool supports topology layout, packet level animation, and various data inspection tools. Moreover, other network results, e.g. packet delay and loss, can be obtained by analyzing the existing traces in ns-2. Ns-2 generates trace files automatically during simulation, which contain all the timing information of when packets are sent and received. For example, the endto-end packet delay can be computed by subtracting the receive time and the send time of the packets. Also the overall end-to-end packet loss rate can be computed by dividing the total number of received packets by the total number of sent packets.
CASE STUDIES
The NCSWT tool presented in this work is intended to provide users with a flexible, extensible mechanism for simulating realistic NCS. We present simulation scenarios that demonstrate the validity of our approach as well as show how realistic network effects such as time-varying delays and packet losses are handled and how they affect the overall performance of the system.
Simple Networked Control System
The goal of this case study is to evaluate the simulation accuracy of the NCSWT. To achieve this goal, we implement a simple NCS solely in ns-2 and the NCSWT, and compare the simulation results.
To evaluate the accuracy of the NCSWT system, we simulate an NCS composed of the robotic arm and a digital controller using the NCSWT. The digital controller runs at a sampling time of 0.1s. The reference velocity profile is a sine wave with a period of 20s and an amplitude of 1 meters per second. The plant and controller dynamical models use a passive control architecture and are designed in Matlab/Simulink. Figure 4 depicts a passive control architecture for the digital control of a continuous plant system, over a wireless network. In [12] , the architecture is shown to be passive by design, which means it ensures stability of the NCS in the presence of network uncertainties such as time varying delays and packet losses. For this case study, the plant system in Figure 4 is a single degree of freedom robotic arm. The plant system takes torque control command as input and outputs velocity. The robotic arm is modeled as a singleinput-single-output continuous linear-time invariant system and can be represented in the following state-space forṁ
where x ∈ R is the state, u ∈ R is the input control command, and y ∈ R is the velocity output of the plant. The matrices A and B define the state matrices while the matrices C and D define the output matrices.
The controller sends control commands to the plant to track a desired velocity profile. The controller is modeled as a single-input single-output discrete linear time invariant system and similar to the plant, it can be represented in state-space form. The controller and the plant communicate through a UDP connection over an IEEE 802.11-based wireless network.
For comparison we also simulated the same NCS solely in ns-2. To accomplish this, C++ modules are developed and configured to represent the dynamics of the plant and controller. Figure 5 shows the velocity output plots from the NCSWT simulation as well as the velocity output from the ns-2 simulation. From the plot, one can see that the simulation results from the NCSWT and the results from ns-2 are almost identical indicating that the simulation tools are consistent. Figure 6 shows the end-to-end delay plots from the NC-SWT and ns-2 experiments respectively. The two plots depict the delay for every packet sent for each experiment and are similar, but the the NCSWT plot shows a noticeable offset, which is directly linked to the scheduling of the ns-2 traffic generator. The traffic generator checks for received data periodically every 0.002 seconds and this causes the additional delay observed in the NCSWT end-to-end delay plot. This observed delay does not affect the performance of the plant that is being controlled since the sampling time of the traffic generator is much smaller than the smallest sampling time of the components of the NCS.
Networked Unmanned Aerial Vehicle(UAV) System
The main objective of this case study is to evaluate the effects of various network phenomena. We use the same passivity-based architecture shown in Figure 4 but instead of the robotic arm system we use a more complex plant system: an unmanned aerial vehicle (UAV) model with an on-board controller as described in [14] . The controller is designed to cause the UAV to track a desired trajectory, and the plant receives control commands from the controller and generates x and y positions for the system. The UAV and the digital controller are modeled in Matlab/Simulink. Experiment 1: Nominal Case First we simulate the NCS composed of the UAV and a digital controller communicating through a single hop wireless network. The UAV (plant) and digital controller are located within the transmission range of each other, and no other network phenomena are introduced. The sampling period of the digital controller is 0.1 second. Figure 7 shows a plot of the UAV x and y position as well as the reference trajectory from the controller. The UAV position so closely tracks the reference trajectory that the difference is imperceptible in the figure. Experiment 2: Impact of packet losses NCS using wireless connections can be unreliable, so this experiment demonstrates the performance of the UAV plant and controller model when packet loss exists on the communication network. The results for the error rates of 20% and 40% are presented in Figure 8 . As the loss rate increases, the plant outputs stray further from the reference trajectories, which is expected for large loss rates. We use a chain topology to test the multi-hop scenario. In this topology, nodes are formed in a chain structure with a fixed distance of 200m between neighboring nodes. The plant and the controller are located at the edges of the network. Figure 9 shows the simulation results for three and five hop chain networks. From Figure 9 it can be seen that as the number of hops increases, the plant outputs deviate farther away from the reference trajectory due to the increased delay created by the hops between the plant and the controller.
Multi-agent Networked Control System
The goal of this case study is to demonstrate the scalability and flexibility of the NCSWT for use with larger systems. Realistic NCS can be composed of a large number of components that share network resources and may operate at different sampling rates. Therefore, simulation tools must be able to handle multiple systems and appropriately handle different (and potentially varying) sampling rates. Multiple NCS agents with different sampling rates can introduce complicated resource contention in the communication channel, so it is important to accurately handle this problem to avoid introducing error. The HLA communication standard provides a framework within which our NCSWT simulation tool can precisely handle simulations with various sampling rates efficiently.
We present a scenario that demonstrates the modeling of multiple NCS. Three models of the UAV plant and controller as described in Section 4.2 are used operating with different sampling times. The three digital controllers operate at the sampling times of 0.1s, 0.15s and 0.25s respectively. The plant and controller models are designed in Matlab/Simulink. We consider two experiments: a baseline nominal case, and a case with background traffic in the network.
Experiment 1: Nominal Case In this experiment the three NCS are operating in a nominal network condition without introducing additional data dropouts or losses. All six nodes are use the same network channel. The reference trajectories for this experiment were essentially identical to the reference trajectories in the single UAV system shown in Figure 7 . Figure 10 shows the end-toend delay plots. The horizontal red line in each plot indicates the sampling time for each plant-controller pair. The maximum end-to-end delay for all three plant controller pairs is less that 0.04s. The noticeable difference in plot density of NCS systems is due to the difference in their sampling times.
Experiment 2: Case with Background traffic Since realistic NCS may not exist on a simple, dedicated network we demonstrate the incorporation of background traffic to the wireless network. Figure 11 shows a plot of the outputs of the plant showing the effect of the background traffic. It can be seen from the plots that the background traffic affects the output of the plant significantly at some times. Because of the level of detail captured by the NCSWT, the conditions that cause these deviations can be closely studied and better understood. Figure 12 presents the network delay for packets transmitted between the plant and the controller. Similar to the delay plots in Figure 10 , the horizontal red line in each plot indicates the sampling time for each plant-controller pair. The figure shows similar delay between for most packets in the system, and this is reasonable since all the six nodes share the same network channel.
EVALUATION
The NCSWT tool provides a convenient approach for designing and simulating NCS. It solves complexity and efficiency issues faced by some stand-alone simulators by leveraging the advantages of the integrated simulation tools. The formal time synchronization mechanisms reduce the overall performance of the tool; however, we demonstrate that this performance degradation is acceptable.
Design Comparison
In order to demonstrate the convenience of our tool, we compare the ease of designing an NCS using the NCSWT to designing the same NCS using only ns-2. We use two NCS examples to demonstrate the convenience of using our tool. 
Example 1: Simple NCS Model
The first example demonstrates the design of the simple NCS described in the case study provided in Section 4.1. To model the system in ns-2 alone, the Matlab models of the plant and controller must be re-modeled using C++ and inserted into ns-2. The robotic arm and the controller can be easily represented as differential and difference equations respectively to accomplish this. Figure 13 shows the implementation of the plant subsystem using Matlab/Simulink, and Figure 14 shows some code from the ns-2 implementation of the plant subsystem using C++. In the Matlab/Simulink model the plant is modeled using the continuous state-space block of the builtin Simulink libraries. The passive sampler, passive hold, and wave transform blocks are modeled using blocks from a passivity based control library. The ns-2 standalone implementation utilizes C++ modules to represent the plant. Since ns-2 cannot model the actual continuous dynamics of the plant, a discrete approximation of the plant is used. The passive sampler, passive hold, and wave transform blocks are implemented as C++ code as well.
Example 2: Complex NCS Model In the second example, we use a complex NCS model to demonstrate the flexibility and convenience of our tool. Figure 15 shows the Matlab/simulink model of plant describing the UAV with an on-board controller. This is the same plant used for the case study in Section 4.2. In this model, integrator and saturation blocks from the simulink library are used to accurately simulate the continuous dynamics of the UAV. By using Matlab/Simulink in our approach we can accurately realize the UAV behavior.
Implementing this system exclusively in ns-2 can result in inaccurate system behaviors and complicated script implementation. This is because ns-2 is based on discrete event model of computation and can not easily realize the continuous behavior of the UAV without significant modifications, which will impact performance. The UAV system is sensitive to model uncertainties and since ns-2 cannot accurately realize the behavior of the integrators, modeling this system in ns-2 will not accurately capture the behavior of the overall system. Such complex models highlight the strength of our tool, which leverages the desirable features of both Matlab/Simulink and ns-2 and avoids the difficulties faced by implementing an NCS in one of the simulators alone.
Performance
Trade offs exist when attempting to simulate realistic systems efficiently, so in this work we focus on generating accurate simulations, and therefore, simulation efficiency is reduced. Additional overhead in terms of the running time exists in the NCSWT to enforce the time syncronization using the HLA standards; however, the performance of the tool is still good.
The run-time efficiency of the experiments for the networked UAV system presented in Section 4.2 (denoted SANCS) is shown in Table 1 . The information in the table shows how long it takes to complete a 98-second simulation using our tool under the various network conditions considered in Section 4.2. It can be seen that the performance of the tool depends on the network complexity. Table 2 presents the run-time efficiency for the MultiAgent NCS case study (denoted MANCS) from Section 4.3. It can be seen that our tool is able to generate results in under two hours using two standard desktop computers connected via a standard Ethernet subnet. While this may not be as fast as other simulators, the accuracy is far superior. Further performance improvements are possible through software and hardware improvements, and will be the focus of future work. 
CONCLUSION
Analysis of NCS is a critical task because the intricate nuances of the models can behave in unexpected ways when subjected to real world conditions. Typically NCS systems are highly complex and are difficult to model and analyze. In this work we present the NCSWT, an NCS evaluation tool based on HLA that can be used to model and simulate realistic NCS using an underlying framework for time synchronization and data passing. The tool provides integration mechanisms for control system models in Matlab/Simlink and network models in ns-2. It also provides rapid prototyping integration as well as run-time support to coordinate simulations. We demonstrate the power of the tool by presenting case studies of models with various network conditions and control system parameters, such as sampling rates. We also present the performance of the tool and compare it to other approaches to demonstrate its power and flexibility. In the future we would like to simulate larger, more complex models with the NCSWT as well as improve the overall performance of the tool. 
