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ABSTRACT
The development of a three dimensional (3-D) neutronic kinetic modeling process aiming
at control system design for CANadian Deuterium Uranium (CANDU) reactors is carried
out in this thesis using a modal synthesis method. In this method, the reactor
space-time-dependent neutron flux is synthesized by a time-weighted series of
precalculated neutron flux modes. These modes are eigenfunctions of the governing
neutron diffusion equation at reference steady-state operating conditions. The Xenon
effect has also been considered. Special attention has been paid to compare the
performance of the developed 3-D model with that of a traditional coupled point kinetic
model. The 3-D reactor model is implemented by MATLAB/SIMULINK software
environment. A nondimensionalized SIMULINK representation of the reactor model is
established.
The performance of the developed 3-D reactor neutronic kinetic model is then evaluated
in a closed-loop environment with the help of a CANDU reactor regulating system (RRS)
simulation platform. The dynamic behavior of the reactor model in a practical
load-following mode has also been examined. The accuracy of the model has been
validated against actual plant measurements under transient conditions. Through the
analysis and simulation studies, it has convincingly demonstrated that the developed 3-D
reactor model has significant advantages over the traditional coupled point kinetic model
in terms of the improved accuracy and higher resolution in modeling the reactor internal
flux behavior. Furthermore, using Graphic User Interface (GUI) techniques a
user-friendly software package for the RRS simulation platform is developed.
Based on the 3-D reactor model and identified deficiencies of existing RRS’ functions, an
advanced 3-D reactor power distribution control is proposed and investigated.
Linearization of the reactor model is performed and the performance of the linearized
iii

reactor model is evaluated in a closed-loop RRS environment. Using the feedback control
law, a newly designed control strategy tries to suppress the effects of high order neutron
flux modes and to emphasize behaviors of the dominant mode – the fundamental flux
distribution adopted by the nominal design. Thereby, the 3-D power distribution shape
during transients is optimally maintained closer to the nominal design shape than by the
traditional RRS. The benefits of 3-D power distribution include not only the improved
economical operation, but also improved safety as the uncertainties and the uneven power
distribution are reduced. These have been confirmed by extensive simulation studies on
Regional Overpower Protection (ROP) detectors’ flux transients during load following
processes.
Keywords: CANDU, 3-D, neutronic kinetic model, RRS, reactor control
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I Introduction
1.1 Introduction to CANDU reactor
The CANadian Deuterium Uranium (CANDU) reactor is a reactor of unique design that
utilizes natural uranium as fuel and heavy water as moderator and coolant [1]. This
reactor achieves substantial financial savings due to the absence of fuel enrichment costs.
However, a chemical plant is required to produce the quantities of heavy water.

The original CANDU designer is AECL (Atomic Energy of Canada Limited), a federal
crown corporation created in 1952. Over 150 private companies in Canada supply
components for the CANDU system. As of October 1, 2011, responsibility for all
commercial CANDU design, maintenance services and marketing was transferred to the
Mississauga, Ontario-based Candu Energy Inc., a wholly owned subsidiary of
Montreal-based engineering firm SNC Lavalin.

CANDU-6 is a 700 MW nuclear power reactor. The first CANDU-6 plant went into
service in the early 1980s, and the design continues to evolve to maintain superior
technology and performance. In Canada, CANDU reactors are used to supply power in
Ontario, Quebec and New Brunswick. The Pickering facility east of Toronto on Lake
Ontario and the Bruce facility northwest of Toronto have 8 reactors per site. AECL has
also provided CANDU reactors to utilities in Argentina, India, South Korea, Pakistan,
Romania and China.
1

The thermal efficiency of a CANDU reactor plant is approximately 29%, but the CANDU
reactor uses a larger fraction of U-235 in uranium ore than other reactors and also makes
better use of the U-238 to Pu-239 conversion process to extend fuel burnup [2]. Moreover,
statistics show that, among large reactors, CANDU reactors have outstanding reliability
records, with annual capacity factors (the ratio of annual electrical energy output to
maximum possible annual output) as high as 96% and cumulative capacity factors as high
as 88% [3].

Compared to other types of nuclear power plants, CANDU plants have some design
features and unique characteristics:

• a reactor core containing several hundred fuel channels rather than one pressure vessel

• natural uranium or other low fissile material for fuel

• on-line refueling

• heavy water for moderator and coolant; separated low pressure moderator and high
pressure fuel coolant

• three types of reactivity devices located within the cool, low pressure moderator

• two fully capable, independent shutdown systems, and the reactor regulating system

2

1.2 Background and motivations
Computer programs are used in every aspect of nuclear power plants from design to
operation. For design and safety analysis of CANDU reactors, the commonly used codes
for thermalhydraulic, reactor physics, and LOCA analysis are: Canadian Algorithm for
THErmal-hydraulic Network Analysis (CATHENA) [4] (Hanna, 1998), Reactor Fuelling
Simulation Program (RFSP) [5], and Element Loss-Of-Coolant Accident (ELOCA) [6],
respectively. During plant operations, real-time computer algorithms have also been
developed for online monitoring and real-time regulation of the key system variables,
such as neutron flux or reactor power. A good example is the reactor regulating system
(RRS), which regulates the reactor power by adjusting the reactivity devices. Despite the
above design, analysis and operational tools, one area that seems to be either left out, or
ignored, is software design tools for CANDU reactor control system design and analysis.

Control of nuclear reactors is also an important issue in the operation of nuclear power
plants. Improved control of the nuclear reactor can ameliorate plant productivity and
safety by, for example, increasing plant availability, economic utilization of nuclear fuel,
and operational flexibility. Nuclear reactor control is complicated as many processes are
involved, including local and global power regulation and damping of Xenon oscillation.
Reactor control problems often contain two major aspects: the first is the reactor kinetic
modeling, which provides a principal description of space-time dynamics of reactor
variables; the second is the development of control strategies to meet safety and
3

performance requirements. Modeling of reactor kinetics is an essential component of this
process. To achieve high performance reactor control system, it is highly desirable to
have an accurate reactor kinetic model. Even for development of nuclear power plant
simulators, the sophisticated reactor dynamic model will bring a good effect on
operations. For these reasons, advanced mathematic methods should be used for nuclear
reactor dynamic modeling and advanced control of CANDU reactors should be identified
and investigated.

Many people have performed reactor kinetics modeling and control research on nuclear
reactors, including CANDU systems. From postwar to the end of the 1970s, the nuclear
industry has experienced a golden period of development. B. Frogner published a paper
that describes the detailed applications, problems, trends, and perspectives of control of
nuclear power plants [7]. Frogner also proposed areas in which researchers developing
control methods can contribute to improved control design. In the 1970s, D. Cherchas
and his students, R. Lake, C. Mewdell, S. Ng, G. Yorke and M. Berka, investigated
CANDU power stations, employing control methods for optimum control, multivariable
control and discrete control [8]-[12]. Cherchas’ research includes use of the nuclear
reactor point kinetic model and modal expansion model. Some useful conclusions are
obtained for load following and reactor operating cost during load cycling intervals.
However, their research is limited to theoretical derivations and simulations.

A.Tiwari’s research focused on kinetic modeling of a large Pressurized Heavy Water
4

Reactor (PHWR) in India and investigated new control strategies [13]. This PHWR is
similar to the CANDU-6 reactor. The reactor model is developed based on the point
kinetic method and simplified nodal techniques and is applied to a 500 MW PHWR.
Control problems are proposed based on this model. However, this reactor model cannot
provide the core internal information in detail. In industrial applications, more detailed,
accurate reactor model can be found, for example, in the application of RFSP codes.
These codes provide reasonably accurate neutronic modeling for reactor physics, as well
as the steady-state and transient behaviors of the reactor. However, the modeling process
that employs the partial differential equations (PDE) are difficult to be directly used in
conventional control system studies, which are often based on ordinary differential
equations (ODE).

Generally speaking, there are two main approaches for reactor kinetic modeling, which
can be directly associated with conventional control system design: one is based on point
kinetic models, and the other on modal synthesis models. A coupled point reactor kinetic
modeling for CANDU neutronic kinetics has been developed in the Nuclear
Instrumentation and Control Group at the University of Western Ontario, London, ON
[14]. This reactor kinetic model is based on the CANDU-6 reactor type and is similar to
the PHWR model developed by Tiwari. The modeling method also employs the coupled
point kinetic method, which can be considered as a simplified nodal method. In this
model, the entire reactor is divided into 14 zones. For each zone, a point kinetic model is

5

used. The interactions between neighboring zones are accounted for by coupling
reactivity coefficients. In addition to neutron kinetics, reactivity feedback from Xenon
buildup is also considered. This reactor model is sequentially combined with a CANDU
reactor regulating system (RRS) in a MATLAB/SIMULINK simulation enviroment.
Throughout the analysis, although it can satisfy the basic requirements of a CANDU RRS
operation, it could not provide accurate information on the reactor as a three-dimensional
model can, due to the assumption of point kinetics. Particularly, it cannot simulate the
time-varying spatial neutronic behavior within each reactor zone, which is important in
the analysis of local reactivity disturbance.

In order to improve the quality of the reactor models beyond point kinetic, another option
to consider is the modal method. The modal method is able to characterize the behavior
of the reactors in a three-dimensional representation [15]. Using this method, one can
synthesize the kinetic variables such as neutron flux, delayed precursor concentration,
and Xenon concentration from a time-weighted sum of the independent spatial flux
modes. These modes can be obtained through steady-state calculations using the reactor
physics code. Since all the flux modes are represented in a 3-D spatial mesh structure
manner, the reactor model can also provide the internal 3-D dynamic information. As a
result, the new model provides more accurate neutronic kinetics than the previous point
kinetic model. Based on this new model, the MATLAB/SIMULINK simulation platform
for the CANDU RRS can be enhanced. Furthermore, such a reactor model can potentially
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be tailored to control system designs because it is in the form of ordinary differential
equations. It is important to note that while the reactor considered in this research is a
CANDU-6 reactor, the technique described herein can be extended to other reactors.

In nuclear power plants, reactor power control is crucial since it concerns the safe
operation and the economic benefits of the plant. Nuclear power plants often improve
operating efficiency such that maximum electric power can be produced. However,
nuclear power plants should operate safely and reliably, and should possess desired levels
of safety margins, suitable peak overshoots and transients.

For CANDU nuclear power plants, a reactor regulating system (RRS) is employed to
perform the power regulating functions so as to meet requirements on safety and power
output [16]. The RRS manipulates the reactivity devices to perform the bulk and spatial
power control by minimizing the error between the reactor bulk power (14 liquid zonal
powers) and the bulk power setpoint. In this way, the bulk and 14 zonal powers are
regulated according to the power setpoint transient. However, the local power dynamics
within each zone cannot be individually controlled by the RRS. Thus, it is impossible for
the RRS to regulate the genuine 3-D mesh power distribution within the reactor core. One
of RRS’ main functions is to be maintaining the shape of reactor power distribution
similar as the nominal designed shape, in order to provide the maximum output without
overriding the power limits of the fuel bundle and the channel. The way for the RRS to
perform this function is to continually adjust and balance 14 zonal powers such that the
7

3-D power distribution shape can be maintained similar to the nominal designed shape.
The power distribution shape obtained in this way is not accurately consistent with the
designed shape. Thus, how to accurately adjust the 3-D mesh-power dynamics of the core
is the subject of this research. New control strategies are investigated for the proposed
objective.

The design of a 3-D power distribution control strategy is based on the developed 3-D
reactor modal model. This reactor model begins with a modal synthesis method and
expands the reactor dynamic variables such as neutron flux, delayed neutron precursors’
concentration, Iodine and Xenon concentrations to a weighted sum of pre-designated
neutron flux modes, such that the space-time dependant reactor dynamic system model is
transformed to an only time-dependant one, which can be used for conventional control
problems. A closed-loop performance evaluation regarding this 3-D reactor model is
manipulated with the help of the RRS simulation platform. By validating the simulation
results with real plant data and comparing them to those from 14-coupled point kinetic
model, the 3-D reactor model is to be demonstrated to be accurate and reliable. Although
this reactor model is still using a mesh-structure to represent the 3-D power distribution
and the fidelity depends on the size of meshes, this model can still be applied to the 3-D
power distribution control system design. Subsequently, the newly developed control
strategy can be applied to achieve more effective control. The simulation results will be
compared with those of original RRS’ control and the performance of the new control law
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is evaluated.

1.3 Scope and methodology
The first important problem, which is encountered in this research, is modeling of the
reactor kinetic system. Many mathematical methods have been developed for system
modeling and numeric calculation. For nuclear reactor time-spatial kinetics, some
classical methods such as point kinetic method, finite difference method, nodal method
and modal expansion approximation are set up for modeling processes [17]. All these
methodologies are developed to analyze spatial-time dependent kinetics. These methods
can be used for static and dynamic analysis of nuclear reactors. A number of new or
advanced numerical methods have been developed in nuclear reactor physics analysis,
such as advanced nonlinear iteration nodal method, finite element analysis method and
Monte Carlo method [18]. These methods can be used to develop spatial kinetic models
of nuclear reactors in good manner, which can provide the more detailed information on
reactor characteristics. More specifically, 3-D kinetic models can be established. However,
the applications are not amenable when used in control problems. As it is known, control
problems often need models described in the form of ordinary differential equations. Not
only most of the advanced numerical methods mentioned above, but also the finite
difference and nodal methods, are represented in a PDE manner. These features limit the
application of these methods to control problems. A cell nerve net method can be taken
into account to solve partial differential equations of nuclear diffusion theory, but it’s very
9

complicated and not the mainstream application [19].

Point kinetic model is very useful in small and medium size reactors, where the entire
dynamic characteristics of the reactor can be approximated as a single point and the
internal behavior of the core can be ignored. However, in cases where the internal
behaviors within large reactors are required to be considered, this method cannot be used.
Specifically for local dynamic analysis in large reactors, point kinetic method is definitely
unsuitable to do the analysis. In A. Tiwari and H. Javidnia’s research [14], simplified
nodal method is operated on modeling of CANDU nuclear reactors. Each of 14 liquid
control zones of CANDU reactor is treated as a large point and all internal physics
properties are assumed to be homogenous. This model can reflect the zone dynamic
responses as each zone works as a unit. But it cannot represent the detailed information
within the zones, such that it cannot reflect the accurate 3-D dynamics. This kind of
reactor model might be improved by adding more nodes to the original model. For
example, each zone (a node) of 14 liquid control zones can be divided into subzones
where fine point kinetic nodes can be used. Nevertheless, the problem becomes more
complex since more reactivity coefficients need to be calculated, and even if this is
successfully resolved, the order of the kinetic equations will be increased, which makes
the control problems more difficult.

Modal expansion approximation method can be suggested [20]-[22]. The suggested
approach is to synthesize the spatial flux distributions, delayed neutron precursor
10

concentrations, Xenon and Iodine concentrations by a time-weighted sum of spatial flux
modes [22]. These flux modes are eigenfuntions of the steady-state diffusion equation
and satisfy the bi-orthogonality conditions. The flux modes can be prepared by using the
multidimensional diffusion codes. Modal method with only a few flux modes can achieve
as accurate results as the finite differential or nodal method does, when dealing with the
basic transient analysis. In case of complex transient analysis with large reactivity
perturbations, a high-order modal model is required. However, the increased order also
brings to the simulations computational burdens which cannot be anticipated. Thus, the
balance of the model order and the computational burden has to be considered and
evaluated.

Classical control methods such as PID controller are often used in the design of
conventional feedback control for nuclear power plants [7]. However, modern
multivariable control theories have been widely used in other technological systems [23].
There is no evidence showing that comparison has been performed between classical and
modern control methods with applications to a commercial reactor. Advanced
multivariable control methods, such as optimum control and adaptive control, have been
used in different research areas of nuclear reactor control, including control of
spatial-time flux distribution, load following and Xenon transient [24-31]. In this research,
since the 3-D reactor neutronic kinetic model belongs to a MIMO dynamic system with
multiple internal variables, it is difficult to use traditional methods such as PID to design
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the feedback control system. However, modern control method can take into account such
a complex coupled dynamic system. As for the proposed 3-D power level control
problem, the objective is to achieve optimal performance criterion and meanwhile
maintain the stability of the closed-loop system with the least amount of the
control-signal energy. To achieve the above objectives, a linear quadratic regulator (LQR)
feedback control scheme is employed to solve the 3-D control problem.

The steps of this research can be represented as follows.



systematically study CANDU reactor kinetics and control



establish the reactor neutronic kinetic model by using modal synthesis method



compare the reactor modal model with the coupled point kinetic model



decompose the simulation platform of CANDU reactor regulating system by
using MATLAB/SIMULINK



develop new simulation platform for the CANDU RRS, integrating the modal
synthesis reactor model



evaluate the performance of new RRS simulation platform by validating the
simulation results with the power plant data and comparing the results against
those of couple point kinetic model
12



design an optimum control algorithm for CANDU reactor 3-D power level
control and analyze the simulation results

1.4 Contributions
The contributions of this thesis can be summarized as follows:

1. The modal synthesis model illustrating 3-D space-time neutronic kinetic behaviors of
the CANDU reactor has been developed.

2. The 3-D modal reactor model has been compared to the coupled point kinetic reactor
model by theoretical analysis and the numerical simulations.

3. The 3-D modal reactor model is nondimensionalized by using MATLAB/SIMULINK
functions and is integrated to the RRS simulation platform, such that an improved
RRS simulation platform is developed.

4. The performance of the newly-developed RRS simulation platform has been
evaluated by comparing the simulation results with power plant data and those of the
coupled point kinetic model.

5. A user-friendly MATLAB graphical user interface (GUI) software package for the
RRS simulation platform is created, which brings reliable convenience to industrial
applications and manipulations for research, educational purposes.
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6. The 3-D power level control strategy is developed, which not only satisfies the
requirements of reactor bulk and more accurate spatial control for the load following
manipulations, but also brings more safety margins to the current power plant
operation.

1.5 Organization of the thesis
This thesis is organized as follows: Chapter 1 is the introduction. The research
background and motivations, methodology and contributions are summarized. Chapter 2
represents the functional principles of reactor neutronic kinetics. Numerical simulation
methods for solving the space-time dependent neutron diffusion process are discussed
and compared.

Chapter 3 brings out the detailed process of CANDU reactor 3-D neutronic kinetic model
by using modal synthesis method. The methodology is illustrated in detail. The 3-D flux
distribution modes are also described. The reactor model is then simulated under
steady-state conditions. The simulation results are represented, which highlights the
dynamic characteristic of the 3-D modal model.

Chapter 4 is to evaluate the performance of the developed CANDU RRS simulation
platform containing the 3-D reactor kinetic model in closed-loop form using simulations.
The dynamic behavior of the reactor model in a practical load-following mode has also
been examined. The accuracy of the model has been validated against actual plant
14

measurements under both transient and steady-state conditions. Through the analysis and
the simulation studies, it has convincingly demonstrated that the developed 3-D model
has significant advantages over traditional coupled point kinetic models in terms of the
improved accuracy and the higher resolution in modeling the reactor internal dynamics.
Furthermore, a user-friendly MATLAB/GUI software package for CANDU RRS
simulations is described.

Chapter 5 focuses on research and design of a feedback control strategy for CANDU
reactor 3-D power regulation for load following operation. Linearization of the reactor
model is performed and control objectives are proposed. Feedback control law based on
the power distribution control is designed. The newly designed control strategy is then
simulated to both the reactor linearized and original nonlinearzed models for a typical
load following transient. Simulation results are analyzed, which validates the
effectiveness of the control law. Furthermore, ROP detectors are selected to examine the
local in-core power transients. By comparing the simulation results with those of RRS’
simulation, it is demonstrated that the designed control strategy based on a 3-D model
achieves improved performance on the 3-D power regulating over the RRS’
representation.

Chapter 6 represents the conclusion and the potential research suggestions.
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II Reactor neutronic kinetics
This chapter describes the main principles of reactor neutronic kinetics. Basic concepts of
reactor neutronic kinetics such as short- or long- term transients and their corresponding
characteristics, prompt and delayed neutrons, internal reactivity feedback and Xenon
effect are represented. Particular attention has been paid to explaining the neutron
diffusion process, space-time dependent diffusion equations, and how to solve them. The
point kinetic reactor model is introduced since it is widely used. Furthermore, different
numerical simulation methods to solve the diffusion equations are illustrated, and the
basic principles are discussed. At the end of this chapter, the features of all the methods
are compared for investigation of reactor control problems and the conclusions are drawn.

2.1 Introduction
Reactor neutronic kinetics studies how neutron behaviors change with time within the
reactor core. Usually, it is associated with long or short term changes induced by natural
perturbations or imposed transients. Control systems have to be designed to maintain the
desired neutron power in the presence of both types of changes. Dynamic neutron
behaviors induced by the production and disappearance of neutrons will be affected by
the reactivity change in the reactor core. Some elements concerned by the reactivity
influence are: movement of the reactivity control devices; temperature variations; fission
isotopes; fuel burn-up and probable accidents; etc.
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In a short term, “reactor neutronic kinetics” represents the fast variation of neutron flux
caused by anticipated or accidental change in the reactor system. This short-term reactor
change can be a result of change in reactivity devices, internal temperature feedback and
the generation of neutron absorbers in certain period of time. The flux transient is crucial
to the reactor operation, performance and safety analysis.

In a long term, there are reactivity changes due to the build-up of some fission products,
such as Xe135 and Sm147, and fuel burn-up in the reactor core. Particular attention has to
be paid to Xe135 and Sm147 since they have big thermal neutron capture cross-sections,
which may cause the phenomena of “Poisoning” or “Iodine pit”. However, in this long
term process, only neutron flux kinetics affected by reactor temperature change is
contained by the category of “reactor neutronic kinetics” [32]. Fission isotope
accumulation is considered in very long term transients. But in the fast neutron energy
region, the neutron absorption cross-sections of all fission productions are too small to
essentially affect the neutron flux of the reactor core. Furthermore, the long term
phenomena contain the swelling of reactor structure materials, fuel pellets’ change due to
the burn-up, and so on. All these have little impact on the reactor neutron flux variation.

In fact, the long term phenomenon has led to different approaches for their studies than
the short-term problem [32]. In this thesis, only short term effects are considered, which
means that the reactor neutronic behaviors affected by the reactivity controllers and the
internal feedbacks of the reactivity are the main causes of the transients.
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2.2 Reactor power and neutron flux
The relationship of the reactor power and the neutron flux can be illustrated by the
following Eqn. (2-1).

P = ER Nσ f φV

(2-1)

where, P is reactor power, in W; E R is energy release per fission, 200MeV (3.2

×

10-11W); N is the average fissile number density in the core, 1024/cm3; σ f is the
average microscopic fission cross-section, m2; φ is average neutron flux in the core,
1/cm2⋅

ｓ; V is the reactor volume, cm .
3

For a given reactor configuration it is evident that the reactor power is proportional to the
neutron flux, since the other factors in the equation are constant in the short term. Any
variation in neutron flux will therefore be reflected in the variation of the reactor power.
Although the reactor kinetics equations are related to variations in neutron flux, they are
often related directly to the variations of the reactor power. In practice, a normalized
concept is often used, illustrated as normalized power (normalized neutron flux), which
represents the percentage of the ratio of the real power (real neutron flux) over the
reference power (reference neutron flux). This normalization prevents complex unit
conversions in derivation process. In the most parts of this thesis, normalized power or
flux concept is used.
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2.3 Prompt and delayed neutrons
About 99.9% of fission neutrons are designated as "prompt neutrons" since they are
emitted within a short time interval of 10-17 sec of the fission process. The remaining
neutrons are emitted after certain delay as a part of the radioactive decay of the fission
products to several minutes beyond the fission process itself, and are designated as
"delayed neutrons".

An example represented in Fig. 2.1 shows the delayed neutron emission from the fission
product isotope Br87, which has a half-life of 55.6 seconds [33]. The beta decay of Br87
starts in its ground state. Subsequently it decays into the stable isotope Sr87 through two
continuous beta emissions. In addition, it is possible for the delayed neutron precursor,
Br87 nucleus, to beta-decay into an excited state of the Kr87 nucleus at the energy of
5.5MeV, which is larger than the binding energy of a neutron within the Kr87 nucleus.
Then, a neutron is emitted in the process of beta emission, which leads to the stable Kr86
isotope.
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Fig. 2.1 The process of the neutron emitted from Br87 [33]

It is known that there are more than ten varieties of neutron delayed precursors produced
by the thermal-fission of U235. They are arranged into 6 groups according to different
half-life times in Table 2.1.
Table 2.1 The parameters of delayed neutron precursors from U235 thermal-fissions [33]
Group

Half-life

Decay constant
-1

Lifetime

Energy

Yield

Fraction

NO.

T1/2 (s)

λi (s )

ti (s)

(KeV)

yi

βi

1

55.72

0.0124

80.65

250

0.00052

0.000215

2

22.72

0.0305

32.79

560

0.00346

0.001424

3

6.22

0.111

9.09

405

0.00310

0.001274

4

2.30

0.301

3.32

450

0.00624

0.002568

5

0.610

1.14

0.88

-

0.00182

0.000748

6

0.23

3.01

0.33

-

0.00066

0.000273
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In Table 2.1, yield yi represents the number of delayed neutron precursors of group i
emitted by each fission; fraction βi represents the fraction of fission neutrons that are born
as delayed neutrons out of all the fission neutrons including the prompt neutrons for
group i. If the number of all emitted neutrons per fission is ν,

y i = νβ i

(2-2)

In the reactor kinetics, another important variable, total fraction of delayed neutron
precursors, is frequently used, and can be represented by

6

β = ∑ βi

(2-3)

i =1

The total fraction of delayed neutron precursors from U235 is 0.0065.

The occurrence of delayed neutrons is important for the reactor control. The weighted
average of mean lifetime of the delayed neutrons is much larger than that of the prompt
neutrons. Although the fraction of delayed neutrons is small, it provides a large time
constant that slows down the response of a nuclear reactor to make it controllable through
the withdrawal and insertion of control rods containing neutron absorbing materials.

2.4 Reactivity feedback and control
In order to maintain a stable chain reaction, a nuclear reactor is designed to achieve a
balance between fission reaction, neutron capture and leakage. A neutron is generated in a
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fission process and it will scatter in the reactor core until either it is absorbed by a nucleus,
or it leaks out of the core. At one time, certain numbers of neutrons will be absorbed by
the fissile or fissionable materials and induce further fissions, such that more neutrons are
generated. If a number is used to measure these two successive processes, the ratio of the
neutron numbers in these two generations can be defined. In a finite volume reactor, this
number can be represented by the effective multiplication factor keff, which is

k eff =

N2
N1

(2-4)

where, N1 represents the number of neutrons produced in the current generation; N2
indicates the number of neutrons produced in the next generation.

A reactor at critical condition has an effective multiplication factor of keff equal to unity.
When this nuclear reactor deviates from the criticality, its effective multiplication factor
can be greater or less than unity. In this case an “excess multiplication factor” can be
defined:

k ex = k eff − 1

(2-5)

which can be either positive or negative.

The ratio of the excess multiplication factor to the effective multiplication factor is
defined as “reactivity”:
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ρ=

k ex k eff − 1
=
k eff
k eff

(2-6)

Thus reactivity describes the deviation of a reactor’s status from the critical condition
with the time varying. For a reactor at steady state (criticality), the reactivity is zero.

During the reactor transients, changes in the operating parameters of the reactor, such as
temperature or fuel burn-up, can result in reactivity feedback. The principal factors
include fuel temperature, coolant temperature, coolant void, moderator temperature,
reactor power, moderator poisons, and fission products. The influence is described by
different reactivity coefficients. The reactivity coefficient can be described as the
variation of the reactivity ∆ρ over the variation of the parameter ∆ξ .

α condition =

∆ρ
∆ξ

(2-7)

where, α condition is the reactivity coefficient for different conditions. If the reactivity
coefficient is negative, the reactor power will decrease; and if it is positive, the power
will increase.

The effects of the reactivity feedback factors can vary significantly. Some long term
reactivity changes are slow and span a long-range due to the fuel burn-up or production in
a breeder reactor. Fuel depletion causes decrease in the power level, whereas breeding
causes an increase. Sometimes, the effects of the reactivity temperature coefficient can be
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felt immediately. Furthermore, the accumulation of the fission products absorbs neutrons
and decreases the reactor power level.

All fission products can be called “poisons” since they absorb neutrons. They contribute
to long term reactivity decrease as fuel burns up. Within them, the Xenon isotope

135

Xe

plays an important role in the power reactors. It has a very large absorption cross-section
for thermal neutrons and therefore represents a considerable influence on the chain
reaction. The 135Xe concentration has an impact on, and in turn is affected by the reactor
power distribution variation, by the power level change and by the movements of
reactivity devices. 135Xe is produced somewhat directly in fission, but mostly as the result
of the beta decay of its precursor

135

I.

135

Xe disappears in two ways: one is through its

own radioactive decay, and the other is by neutron absorption to convert it into 136Xe.

The principal factors which can affect reactivity in a CANDU reactor can be listed below,
as well as a briefly explanation of how each factor affects the reactivity and how this can
be controlled by reactivity devices or operational strategies.

a) Reactor Power Variations

If the power is increased from a shutdown state to a full power, reactivity decreases due
to the increase in the fuel and coolant temperatures. In such cases, the effect can be
compensated by rapidly removing light water from the liquid zone controllers.
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b) Coolant & Moderator Temperature Variations

If the coolant and fuel temperatures increase, reactivity decreases. The same control
actions are needed as in (a).

c) Fuel Burnup, Xenon Transient

The reactivity decreases slowly and regularly depending on both the burn-up history and
the refueling strategy. The effect can be compensated by poison relief in the moderator or
withdrawal of the adjuster rods from the reactor core. The Xenon transient can be
overcome by the excess reactivity margin of the adjuster rods.

d) Flux Variation within Zones

The power may vary locally in a CANDU reactor core due to channel refueling and
Xenon oscillations. The effect can be dealt with by light water level adjustments in the
liquid zone controllers.

2.5 Space-time representation of the reactor neutronic kinetics
2.5.1 Neutron diffusion approximation of the reactor kinetics

The accurate description of neutron flux distribution within the lattice cells requires the
solution of the general Boltzmann transport equation based on the neutron transport
theory [18]. The solutions of the transport equations homogenize the characteristic
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properties such as cross-sections, diffusion coefficients, and so on, for some given lattice
cells representative of the reactor core. The steady-state solution is suitable for a refined
description of the related processes and can be achieved by using a fine energy
discretization. Accurate dynamic solutions depend on the detailed distribution of the
angular flux density. However, in many situations, details of the angular flux dependence
are not required. What is needed is the angle integrated neutron flux. If the neutron
transportation equation can be integrated over all angles and some approximations are
employed, the neutron diffusion approximation can be derived from the neutron transport
equation, which greatly simplifies the computational task of the numerical solution
processes.

The formulation based on a diffusion equation constitutes an approximation to the
transport equation. This approximation is more functional for a full reactor core
description and contains a realistic representation of the internal components. It is
assumed that the directional neutron flux density is angularly independent and can be
described by the scalar flux density and the net current density.

The general form of the diffusion equation is:



1 ∂
φ ( r , E , t ) = −Σ( r , E , t )φ ( r, E , t ) − ∇ ⋅ D( r, E )∇φ ( r , E , t )
v ∂t
∞

∞

0

0

+ ∫ Σ s ( r , E ' → E , t )φ ( r , E ' , t )dE '+ χ p ( E ) ∫ν p ( E ' )Σ f ( r, E ' , t )φ ( r , E ' , t )dE '

(2-8)

+ S ( r, E , t )
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where, v is the neutron velocity; t is the time; φ is the neutron flux; r is the spatial
coordinate; E represents the neutron energy spectrum; Σ is the total macroscopic

cross-section; ∇ is the Laplace operator; D is the diffusion length; Σ s is the

macroscopic scattering cross-section; χ p represents the fission neutron spectrum; ν p
is the fission yield; Σ f is the macroscopic fission cross-section; S represents the external
neutron sources.

The fission production operator, Fφ ( r, E , t ) and the neutron loss operator, M φ ( r, E , t )
can be defined as

∞

Fφ ( r , E , t ) = χ p ( E ) ∫ ν p ( E ')Σ f ( r , E ', t )φ ( r , E ', t )dE '

(2-9)

0



M φ ( r , E , t ) = Σ( r, E , t )φ ( r , E , t ) − ∇ ⋅ D( r , E )∇φ ( r , E , t )
∞

− ∫ Σ s ( r, E ' → E , t )φ ( r , E ', t )dE '

(2-10)

0

The diffusion equation becomes

1∂
φ ( r , E , t ) = ( F − M )φ ( r , E , t ) + S ( r , E , t )
v ∂t

(2-11)

The steady-state diffusion equation without the external neutron source can be derived
under ∂ φ = 0 , such that
∂t

Mφ =

1
Fφ
k eff

(2-12)
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Here the multiplicative parameter keff is to be adjusted such that a balance is achieved
between neutron production and loss.

In order to obtain the general diffusion equation, the derivation begins with the continuity
equation, which is described regarding the two independent variables: the net current
density, and the scalar flux density. Using the diffusion coefficient, these variables are
then linked together; the resulting approximation is the general diffusion equation. As
long as the neutron sources and sinks are homogenized within the representative lattice
cells and correctly distributed in the core, the diffusion approach can be used in either
static or dynamic neutron flux calculations.

Reactor theory owes a great debt to the diffusion model of the neutron transport, because
its high level of detail enables scientific insights, and its simplicity allows for the
examination of crucial aspects of design. Another manner of reducing the problem’s
intricacy is to characterize the neutrons by a single energy or speed, instead of multiple
group energy of speed.

Considering 6 groups of delayed neutron precursors, the single energy group diffusion
equation can be written as

6
1∂
φ (r, t ) = ∇ ⋅ D∇φ (r, t ) + (1 − β )k∞Σaφ (r, t ) + ∑ λ jC j (r, t ) − Σaφ ( r, t )
v ∂t
j

∂
C j ( r , t ) = −λ j C j ( r , t ) + β j k ∞ Σ a φ ( r , t )
∂t

(2-13)

(2-14)
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where β and βj are respectively total and delayed neutron fission fractions; k∞ is the
infinite multiplication factor; Σa is the absorption cross-section; j is the group number
of delayed neutron precursors; λj is the decay constant of the jth group delayed neutron
precursor; and Cj is the concentration of the jth group delayed neutron precursor.

2.5.2 Point kinetic equation

The point kinetic reactor model is widely used in reactor kinetic analysis due to its
simplicity. The main difficulty of this method exists in obtaining the necessary parameters
of the reactor core. However, many characteristics of the dynamic behavior of a reactor
can be deduced from it. Furthermore, this point kinetic method can be used as a
benchmark to evaluate the more sophisticated methods adopted in full space-time
simulations. If a given method cannot pass the test of a reactor core considered as a point
kinetic model, this method may not be suitable for simulation studies.

The start of the point kinetic method is also the space-time neutronic diffusion equation.
The main idea is to separate the neutron flux in the diffusion equation by multiplying a
space-only-dependent flux distribution shape and a time-only-dependent time variable.
The neutron flux is

φ ( r , t ) = n (t )ϕ ( r )

(2-15)

where ϕ ( r ) represents the space-only-dependent flux shape; n(t ) represents the
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time-only-dependent time variable.

Similarly, the concentration of the delayed neutron precursors can be expressed in this
way:

C j ( r, t ) = C j (t )ϕ ( r )

(2-16)

where C j ( r, t ) represents the concentration of the jth group delayed neutron precursors;

C j (t ) represents the corresponding time variable.

Assuming that the flux shape function satisfies the wave equation,

∇ 2ϕ ( r ) + B 2ϕ ( r ) = 0

(2-17)

where B 2 is the reactor curvature, and apply this equation and Eqns. (2-15) and (2-16)
to the diffusion equation, the point kinetic equation can be derived as follows,

6
ρ (t ) − β
d
n (t ) =
n(t ) + ∑ λ j C j (t )
dt
Λ
j

(2-18)

βj
d
C j (t ) =
n (t ) − λ j C j (t )
dt
Λ

(2-19)

where ρ (t ) represents the reactivity within the reactor core as a function of time; Λ is

the neutron generation time.

Depending on the value of ρ , the reactivity associated with a given reactor transient,
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and on β , the fraction of delayed neutrons, the different reactor states and the related
characteristics can be classified as follows:

a) if ρ < β , the divergence of the prompt kinetics can be avoided. When Keff >1 the
reactor is super-critical but the reactivity insertion can be less than a fraction of
delayed neutron production. The power variation is then dominated by delayed
neutrons. The neutronic power increases during the transient and converges to the
prompt jump value.

b) if ρ = β , the chain reaction becomes less dependent on the delayed neutrons, hence
power changes more rapidly. The reactor state is then called prompt-critical. The
nuclear reactor may become unstable since any small positive fluctuation in the
reactivity can be amplified and may result in a divergent power offset.

c) if ρ > β , the reactor state is called super-prompt-critical. The neutronic power
increases without having to “wait” for the delayed neutrons according to the prompt
kinetics behavior since the prompt neutrons dominate the neutron imbalance.

2.5.3 Numerical methods for solving the space-time diffusion equation

The importance of the space-time dependent treatment of transient analysis problems is
highlighted by the fact that the point reactor results are not only inaccurate, but also
non-conservative. Since the prerequisite for the point kinetic reactor model is that the
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neutron flux distribution has an invariable shape, the point kinetic model is not suitable
for investigating the internal behaviors within the reactor core.

Therefore, the true dynamic behaviors within the reactor core should be revealed. This is
usually represented by a space-time dependent neutron diffusion equation with certain
spatial dimensions. There is no doubt that the space and time dependent problem has two
main issues: one is illustrated by the space dependent neutron diffusion process; the other
by the time-varying characteristic. Essentially, the whole problem is performed in two
steps. One is the spatial discretization of the neutron diffusion process in one time spot;
the other is the time-integration of the dynamic values in each time spot. From review of
[34], many time-integration techniques, such as θ method, ADI method, stiffness
confinement method, SSOR iterative method, Runge-Kutta method and linear matrix
system solution method, etc., have been discussed. However, along with the rapid
development of modern computing techniques, many systematic integration software
packages are developed to solve the time-differential equations. For example, the
MATLAB/SIMULINK software package represents a flexible environment to perform
the time-differential or integral problems [35][36]. A variety of different numerical
time-integration algorithms have been included into SIMULINK such that it is
unnecessary to develop one’s own routines for time-integration to obtain the transient
results. Instead, it becomes logical to convert the space-time coupled problem into the
space-only-dependent one and let MATLAB/SIMULINK solve the time-only-dependent
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problem.

Thus, the space-time dependent neutron kinetic problem has turned into how to discretize
the space and time factors in the diffusion equation. Usually, the spatial treatment
methods can be categorized as follows: direct method, flux factorization method, and
modal synthesis method [18][34][37]. The direct methods are characterized by the
solution of time-evolution equations for a space-time discretization of the group flux.
Flux factorization method involves a factorization of the space- and time- dependent flux
into two parts: one part includes most of the time-dependent information, while the other
part includes all of the space-dependent terms, but only slightly dependent on time.
Furthermore, the modal synthesis method uses a similar methodology as in the flux
factorization approach. However, the modal synthesis method approximates the
time-dependent flux using a linear combination of predesigned time-independent spatial
flux modes.

The direct methods can be divided into three main groups: finite difference method,
coarse-mesh method, and nodal method. The finite difference method is the most
straightforward one within the space-energy dependent dynamics approaches. It basically
consists of representing the spatial and time differential operators by forms of the
corresponding finite difference quotients. The space coordinate is discretized by
superimposing a computational mesh, within which the material properties are treated as
uniform. Coupled matrix equations for the values at discrete points on the mesh are
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obtained by integrating the corresponding diffusion equations over volume elements
surrounding each point. The spatial variation of the flux within each integration volume is
approximated by a truncated Taylor series. The advantage of the finite difference method
is that, for sufficiently small time steps it obtains the correct solution of the
time-dependent diffusion equations. However, the disadvantage is that the computational
time can be too long for practical applications, since usually the mesh structure can have
hundreds of thousands of space-energy-time points to adequately describe the reactor
dynamic model. Thus, computer codes based on this method are normally only applied as
the benchmark for other approximate methods. The finite difference method has been
used and validated in some codes, such as WIGGLE [38], TWIGLE [39], 3DKIN [40],
DIF3D [41] and RFSP [42].

Under certain conditions, the reactor may be properly described by a model consisting of
homogeneous regions that are relatively large, i.e. with dimensions significantly larger
than the diffusion length. However, application of the finite difference method to these
regions still requires a relatively fine mesh structure to maintain accuracy. To deal with
this situation, coarse-mesh methods have been developed to solve problems with a mesh
size larger than what the finite difference method uses. This method achieves reduction in
discretization error by using higher-order approximations to the spatial variation of the
variables within a mesh box. Thus, although this method cannot achieve the comparable
simulation accuracy of the finite difference method, it often results in significantly
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reduction in computational time and storage requirements. It is this advantage which
makes this method very useful in many practical simulations. A coarse mesh reactor
model is used to simulate the transient behavior of local and global pressurized water
reactor (PWR) properties [43]. A demonstration has been performed in [44] to illustrate
that the utilization of a coarse-mesh method represents a better performance than a
fine-mesh method on CANDU reactor diffusion calculations.

Like the coarse-mesh method, the nodal method also uses a relatively large mesh
structure to represent the multi-dimensional reactor kinetic equations. It also uses
significantly less computer resources than the fine-mesh finite difference method. The
basic idea of this method is to approximate the time-dependent flux distribution by
non-overlapping flux branches in a set of spatial nodes. If only one node is employed and
the initial flux distribution is adopted, the nodal method is efficiently reduced to the point
kinetic reactor model. It is assumed that the macroscopic cross-sections are uniform
within the volume of a node. This uniformity may be true, or may result from
homogenizing a heterogeneous model. Neutron leakage between neighboring nodes leads
to a coupling of the flux distribution within both nodes. This relationship is represented
by a time-independent coupling coefficient. After this the neutronic kinetic problem
implies the computation of the coupling coefficient. For example, in the Gross Coupling
Method [45][46], the coupling coefficient for a node is defined as the ratio of the
interface-integrated out-going partial current to the node-averaged flux. These parameters
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are calculated based on the analysis of a fine-mesh reference condition. Therefore, if the
analyzed condition closely resembles the reference condition, these coupling parameters
may work properly. However, when the difference between both conditions is large,
particularly in transient analysis, the coupling coefficients are often inappropriate. Thus,
the coupling coefficients have to be selected to match different transients as much as
possible. However, these processes add more complexity and computational burdens.
Consequently, the nodal method is not applied in many reactor kinetic and safety
investigations in practice. Despite these difficulties, the node method is still frequently
used, particularly in simulations where the speed of execution is not of importance. A
typical nodal coupling method is utilized in [47] to perform a 3-D neutronic simulation
function. It delivered a significant performance, as compared to the computational burden
of the conventional finite difference method. Similar approach is applied to a reactor
training simulator, as reported in [48]. A 240-node core model, using a semi-implicit
solution technique, has been developed to meet the need. The SI model has been tested
with a range of transients and is found to provide excellent simulation efficiency. The
conventional nodal methods have been extensively used in 3-D simulations in [49]. The
execution reactor model is faster as compared to more elaborate nodal schemes and finite
difference models, and is suitable for real-time simulators.

The space-time factorization method has been developed as a potential alternative to the
complex fine-mesh direct method. This method is to factorize the time-dependent flux
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distribution into the product of the time-only-dependent amplitude function and the
space-only-dependent flux shape function. The motivation is that, in many conditions, the
flux distribution-shape function changes very little with time. As a result, it may be
unnecessary to recalculate the flux shape at each time step. In this way, this method can
employ different time intervals for recalculations of time-amplitudes and flux shape
functions. Computation time can be reduced by choosing larger time intervals between
flux shape function recalculations instead of between time amplitudes recalculations. The
accuracy of this method partially depends on the frequency of the flux shape
recalculations. The time required to calculate the flux shape is relative long, and so this
method is used predominantly in cases where the neutron flux distribution is slightly
time-dependent. This approach is close to the point kinetic method. However, they differ
in that the shape function within the point kinetic model never changes, while in the
factorization model, the shape function is recalculated every period of intervals. For
example, *CERBERUS, the spatial kinetics module in RFSP, which is based on the
improved factorization method, uses macro-intervals of 50ms to 100ms for the first few
seconds to iterate the flux shape during the analysis of loss of a coolant accident (LOCA)
of CANDU reactors [50].

The modal synthesis method is used to construct or to synthesize the space-, energy-, and
time- dependent neutron flux, delayed neutron precursors and other dynamic variables by
the time-weighted superposition of some flux modes. These flux modes are pre-calculated
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and often taken from the eigenfunctions of a steady-state diffusion equation, or solutions
of the diffusion equation in case of some specified set of core conditions. Then, the
space-time dependent neutron diffusion problem becomes how to solve the
time-dependent amplitudes. This significantly reduces online computational time.
Although this method achieves the objective of reducing computational time and
simplifies the numerical simulations, it often requires considerable experience to choose
the number of flux modes, such that the desired accuracy can be ensured. Furthermore,
the precision of the pre-calculated flux modes can also affect the simulation result to a
certain extent.

Another benefit of the modal method is that, a simplified dynamic reactor model in the
form of a system of ordinary differential equations, which is closely associated with the
conventional control system design, can be derived from the diffusion reactor model. As
it is known, a point kinetic reactor model can be directly employed to investigate reactor
control problems due to its simple form and ordinary differential equation characteristic.
However, this model cannot reflect the internal behavior of the reactor core, since it
essentially assumes a time-invariant neutron flux distribution shape. Therefore, this
model can be seen as a non-dimensional system that is often used to approximate the
reactor gross dynamics, but only when the reactor internal dynamic variables are not
important. In order to investigate the reactor internal variables and propose reactor
control problems such as power control, the point kinetic model becomes inappropriate.
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Thus, the description of neutron diffusion process within the core is required. From the
above discussion on different numerical simulation methods, it can be seen that most of
the direct methods, such as the finite difference method, coarse-mesh method, and nodal
method, are still in the form of partial differential equations. Although some advanced
modern control strategies, such as neural network intelligent control [51], are potentially
able to deal with the partial differential equations, it is still far from being used in
practical nuclear industry applications. Furthermore, even for the space-time factorization
method, the recalculation of flux shape after each time interval also employs the finite
difference method. Essentially, this method cannot be directly used for conventional
control problems either. Thus, the modal method becomes a good choice, as it can
represent a simplified reactor dynamic model in the form of ODEs. Furthermore, if the
flux modes are prepared in a 3-D grid structure, this reactor model can also represent 3-D
dynamic information within the reactor core. Another important point is that a simplified
nodal reactor model can also be used for control problem design and analysis, if the
reactor core is divided into several volumes and only the relationship among these
volumes is studied. This type of reactor model has been employed in [13][14] to
respectively establish the PHWR and CANDU reactor kinetic models. However, both
works use a 14-coupled point kinetic reactor model to represent the reactor, which
certainly cannot characterize the details within the reactor in a 3-D perspective. Another
reactor kinetic model regarding Indian-based advanced heavy water reactor has been
reported in [52], which is for control system design. After many calculations and
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comparison of schemes, a 17-node reactor model is decided. However, this is still not
comparable to a 3-D model.

For CANDU reactors, using the modal method, a hybrid approach is employed to
simulate an early CANDU type reactor kinetics [53]. A flux mapping scheme based on a
modal synthesis method has been used to reconstruct the 3-D power distribution in order
to calibrate the spatial flux measurements [54].

2.6 Summary
Some concepts of the reactor neutronic kinetics are summarized and fundamental
principles are described. Particular attention has been paid to the diffusion approximation
of 3-D space-time neutron behaviors. Several numerical methods used to solve 3-D
space-time neutron diffusion equations are introduced and compared. The advantages and
disadvantages for applying these methods in reactor modeling are highlighted. Based on
the current research objective, modal synthesis method has been chosen for this study.
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III 3-D neutronic kinetic model of CANDU reactors
In this chapter, the structure and characteristic parameters of the CANDU reactor are
described first. Then, a mathematical model based on the modal synthesis method is
developed to represent the space-time dependent neutronic kinetics of CANDU reactors.
The modal method expands the reactor dynamic variables including neutron flux, the
concentration of delayed neutron precursors, and Iodine and Xenon concentrations to a
time-weighted superposition of a series of neutron flux modes. The modes are chosen as
eigenfunctions of the governing neutron diffusion equation at a steady-state condition.
The typical characteristics, as well as the chosen mode number are discussed.

After this, the modeling procedure is presented in detail. Specific attention has been paid
to compare the developed modal model and the 14-coupled point kinetic model in
different perspectives. Furthermore, the vectorization technique is applied to explain the
mathematic principles of the reactor modal model, which is implemented by the
MATLAB/SIMULINK software environment. Subsequently, the initialization, as well as
the steady-state operation, is illustrated. At the end of this chapter, a 3-D flux distribution
of the reactor core under the steady-state condition is represented, which shows the 3-D
characteristics of the reactor model.

3.1 Brief description of CANDU-6 assembly
A CANDU reactor consists of a horizontal cylindrical calandria vessel, which is filled
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with heavy water (D2O) moderator, reflector and fuel channels [55]. For a 600 MW
CANDU-6, there are 380 fuel channels in total. Each channel houses 12 fuel bundles, and
heavy water is used as the coolant. Reactivity control mechanisms include adjuster rods,
mechanical absorbers, liquid zone control absorbers and shut-off rods. A cut-away
diagram of the CANDU reactor assembly is illustrated in Fig. 3.1. The detailed
parameters of CANDU-6 are listed in Table 3.1. Because of a relatively large core size,
the neutron flux at different location in the core can be significantly different.
Consequently, a space-dependent 3-D representation of neutron flux distribution would
be particularly significant for monitoring and control system design of the reactor.

1.

Calandria

2.

Calandria End Shield

3.

Shut-off and control rods

4.

Poison injection

5.

Fuel channel assemblies

6.

Feeder pipes

7.

Vault

Fig. 3.1 Diagram of CANDU reactor assembly [56]
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Table 3.1 Gross features of the CANDU-6 reactor core [57]
Fission Power

MW

2158.5

Reactor Radius

cm

379.7

Number of Fuel Channels

380

Channel Length

m

5.944

Square Lattice Pitch

cm

28.575

Fuel Bundle Design

37-element

Design Heat Rating

KW/m

4.2

Average Coolant Temperature

°C

288

Average Moderator Temperature

°C

69

Overall Form Factor

0.555

Xenon Override System

21 adjusters

Design Adjuster Worth

mk

15 (nominal)

Liquid Zone Control Rods

14 light water units

First Shutdown System

28 Shut off rods

Second Shutdown System

poison injection

Number of Flux Mapping Detectors

102

Basic Fuelling Scheme

8-bundle shift

Since the fraction of all produced neutrons absorbed in the fuel is high, CANDU is
characterized by good neutron economy, with the utilization of natural uranium as fuel
and heavy water as moderator and coolant, combined with ability to refuel the reactor
online. In the reactor design, the fuel channels are arranged on a square lattice with a
28.575 mm pitch in Fig. 3.2. This is a near optimum geometry from a reactivity
standpoint. A consequence of the particular lattice geometry used in the CANDU reactor
is that the neutron energy spectrum is very well thermalized. The associated long
migration length for neutrons and the long neutron lifetime have an important impact on
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methods used in the reactor physics analysis and on the requirements for the shutdown
systems.

Fig. 3.2 End view of reactor showing principal calandria dimensions and fuel
channels [57]

The primary method for long-term reactivity control in CANDU is on-power refueling.
For short-term reactivity global and spatial control, reactivity control devices are
employed. They are liquid zone controllers, adjuster rods and mechanical control absorbs.
For reactor safety controls, the shutoff rods are prepared. 14 liquid zone controllers
separate the reactor core into 14 zones, as illustrated by Fig. 3.3, and operate to maintain
a specified amount of reactivity in the reactor zones at a controllable rate. If the zone
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control system is unable to do this, other reactivity control devices are called on. 21
adjuster rods are removed from the core for positive reactivity compensation. Negative
reactivity is made up by 4 mechanical control absorbers. In addition, two special
shutdown systems, SDS1 (28 shutoff rods) and SDS2 (6 poison-injection nozzles) can
effectively independently shut down the reactor under postulated accident conditions.

Fig. 3.3 Positions of zone control detectors in half core with respect to zone
compartments [57]

3.2 The diffusion description of CANDU reactor kinetics
An accurate description of the nuclear spatial kinetics of a reactor is given by the
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Boltzman equation [18]. Neutron Transport Theory, which gives a rigorous description of
the nuclear reactor kinetics, based on neutron movement, scattering, absorption and
leakage, is generally inconvenient for simulation purposes. With some assumptions, it is
possible to derive a simplified diffusion equation for the neutron flux. Some of these
assumptions are, all neutrons have the same energy and all neutron scatters occur without
change in neutron speed. The absorption and scattering properties of the core medium are
assumed to be independent of the direction of incident neutrons. The macroscopic
absorption cross section is assumed to contain a large time and space varying term
determined by the concentration of Xe135 and a constant term which represents the
absorption of the calandria material and the fuel. In this way, Diffusion Theory, which
removes the directional dependency, is very useful to provide a set of diffusion equations
to describe the neutron diffusion processes.
In a CANDU reactor, because the core is relatively large, it is assumed that there are no
gross discontinuities. Therefore, the neutron scattering dominates the absorption
cross-section. In the neutronic energy spectrum, CANDU reactor is well thermalized,
since 95% of the neutrons in the moderator are thermal neutrons [58]. Thus, the neutron
diffusion equation with a single energy group is sufficient to describe neutron behaviors
in this case. A detailed set of thermal diffusion equations to describe CANDU reactor
kinetics is shown in Eqns. (3-1) to (3-4).
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J
1 ∂
φ (r , t ) = D∇ 2φ (r , t ) + (1 − β )υΣ f φ (r , t ) + ∑ λ j C j (r , t ) − Σ aφ (r , t ) − σ aX ( X (r , t ) − X s (r ))φ (r , t ) (3-1)
v ∂t
j

∂
C j ( r , t ) = −λ j C j ( r , t ) + β jυΣ f φ ( r , t )
∂t

(3-2)

∂
I ( r , t ) = −λ I I ( r , t ) + γ I Σ f φ ( r , t )
∂t

(3-3)

∂
X ( r , t ) = − λ X X ( r , t ) + γ X Σ f φ (r , t ) + λI I (r , t ) − σ aX X ( r , t )φ ( r , t )
∂t

(3-4)

φ is prompt neutron flux; r is spatial vector in the core; t is
time variable; D is diffusion coefficient; ▽ is gradient operator; β and β are respectively

where v is neutron velocity;

j

total and delay group fission fractions; υ is fission yield (neutrons/fission); ∑f and ∑a are
respectively macroscopic fission and absorption cross-section; J is number of delayed
groups; λj, λI and λX are respectively delayed neutron group, Iodine and Xenon decay
constants; Cj is delayed neutron precursor concentration; σaX is Xenon microscopic
absorption cross-section; X is Xe135 concentration; Xs is some reference steady-state
concentration of Xe135 (It should be noted that the absorption term ∑a includes the
absorption due to Xs); γI and γX are respectively direct fission yields of I135 and Xe135.

Among all the variables in the above equations, an important one is the spatial vector r.
Fig. 3.4 shows the coordinate used in this thesis. The orientation of the coordinate system
is such that the x-y plane coincides with the reactor face and the z-axis is the central axis,
which is parallel to fuel channels. The origin of the coordinate is located in the center of
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the face plane. Then, the spatial coordinate r is represented by (x, y, z). By using this
coordinate, the reactor model is discretized into a 3-D array of meshes.

Fig. 3.4 The coordinate for CANDU reactor modeling, r = ( x, y, z )

3.3 Modal modeling of CANDU reactors
The modal synthesis method is to synthesize the reactor kinetic variables, including
neutron flux, concentrations of delayed neutron precursors, Xenon and Iodine, in terms of
sum of the time-weighted steady-state neutron flux modes. The neutron flux modes are
3-D flux distributions within the reactor core. By including time as a weighting parameter,
this method provides time-dependent 3-D representation of variables in the reactor core.
The modeling process of CANDU reactor kinetics refers to the neutronic kinetic model in
SMOKIN [59]. The SMOKIN family is a collection of codes developed for simulating
the space-time kinetics behavior of CANDU-PHW reactors and for the reactor safety
analysis. The time-scale can range from milliseconds (for accident analysis) to hours or
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days (for analysis of refueling transients).

Under the modal expansion approximation, the space-time dependent variables are
expanded in terms of separate space- and time-dependent functions, which are called
mode shapes and modal amplitude functions respectively.

M

φ ( r, t ) = ∑ψ i ( r )ni (t )

(3-5)

i =1

C j (r , t ) =

1 M
∑ψ i (r )Cij (t )
v i =1

(3-6)

I (r , t ) =

1 M
∑ψ i (r ) I i (t )
v i =1

(3-7)

X (r , t ) =

1 M
∑ψ i (r ) X i (t )
v i =1

(3-8)

where ψi(r) is the normalized spatial flux mode i; M is the number of the modes selected;

ni(t) is the amplitude of the thermal neutron flux for mode i; Cij(t) is the mode i amplitude
of delayed neutron group j; Ii(t) is the amplitude of Iodine for mode i; Xi(t) is the
amplitude of Xenon for mode i.

3.3.1 3-D neutron flux harmonic modes in CANDU reactors

The spatial mode functions ψi(r) are generated under the steady-state conditions (typically,
a time-averaged equilibrium core with all adjusters inserted, all zone controllers at
average fill, and all control absorbers and shut-off rods withdrawn). These modes can be
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referred to the eigenfunctions of the following static diffusion equation, i.e.

( − D∇ 2 + Σ a )ψ i (r ) =

1
(υΣ f )ψ i ( r )
ki

(3-9)

In Eqn. (3-9), each spatial eigenfunction ψi(r) has an associated eigenvalue ki.

The flux modes are referred to λ harmonics [60]. Using 3-D finite-difference methods, the
reactor core can be discretized into meshes and the neutron diffusion equation can be
solved over the reactor core. Reactor physics analysis code MONIC is used to calculate
the modes [61]. MONIC employs an iterative procedure to generate the harmonic modes.
Starting from a fundamental flux distribution that corresponds to a nominal reference core
configuration, each harmonic mode of the diffusion equation can be generated by
removing all components of previously calculated flux modes from the flux distribution.
The detailed information of 13 primary flux mode shapes and their corresponding
characteristics is represented in Table 3.2. Two practical simulated time-amplitudes under
load following conditions when the reactor power is 0.92 FPU (full power unit) or 0.98
FPU, are selected for each mode, which is also arrayed in the last two columns of the
table. Their corresponding 3-D flux distributions are respectively illustrated in Appendix
A.
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Table 3.2 Neutron flux harmonic modes ψi(r) (CANDU-6 type), i = 1 to 13 and their
respective characteristics
Mode
Designation
No.
1

Fundamental

Eigenvalue

Subcriticality

Amplitudes

Amplitudes

(ki)

(mk)

(0.92FPU)

(0.98FPU)

1.000000

0

0.92

0.98

0.987450

-12.7095

2.37 x10-3

-2.68 x10-5

0.987128

-13.0398

5.01x10-3

1.44 x10-5

0.975457

-25.1605

1.0 x10-3

2.03 x10-5

0.966940

-34.1903

3.65 x10-5

1.04 x10-6

0.965614

-35.6105

0

0

0.960025

-41.6395

-3.9 x10-4

-1.4 x10-5

0.960015

-41.6504

5.8 x10-4

1.66 x10-5

0.950995

-51.5302

5.3 x10-4

8.78 x10-6

0.939464

-64.4367

< O(10-4)

< O(10-6)

0.939431

-64.4741

< O(10-4)

< O(10-6)

0.939061

-64.8935

< O(10-4)

< O(10-6)

0.93883

-65.1556

< O(10-4)

< O(10-6)

Shape

1st
2
Azimuthal(1)
1st
3
Azimuthal(2)
4

1st Axial
2nd

5
Azimuthal(1)
2nd
6
Azimuthal(2)
1st Axial/1st

7
Azimuthal(1)
1st Axial/1st

8
Azimuthal(2)

9

1st Radial
3rd Azimuthal

10
(1)
3rd Azimuthal

11
(2)
1 st Axial / 2nd

12
Azimuthal (1)
1 st Axial / 2nd

13
Azimuthal (2)
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It is important to point out that these harmonic modes are time-independent. There are
many pre-calculated neutron flux modes available. The number of modes chosen in a
given application depends on the application itself. A simple rule of thumb is that the
number of modes should be high enough such that the static reactivity worth of the
dominant reactivity control devices are adequately represented by the selected mode
shapes. Of course, more mode shapes will improve the modeling accuracy. However, they
will also increase the computational load. As it can be seen from Table 3.2, the
subcriticality increases from low order mode to high order mode and particularly from
mode 10 on, the spatial effect of the flux mode has been significantly highlighted by the
distribution shapes in the third columns. Regarding this, there are two main issues
concerned by the research.

a) Table 3.3 represents different reactivity devices with their functions and total
reactivity worth. For the purpose of power regulating in load following cases of the
current research, adjuster rods are fully inserted; mechanical absorbers are fully
withdrawn; and only liquid zone controllers (LZCs) are manipulated in order to
regulate the reactor bulk and zonal powers. It can be seen that the total reactivity
worth of LZCs is 7 mk, which indicates that it is hard to trigger the high-order modes
having big subcriticality if they are used.
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Table 3.3 Reactivity devices with their total reactivity worth

Function

Reactivity Devices

Total Reactivity Worth (mk)

Control

14 Zone Controllers

7

Control

21 Adjusters

15

4 Mechanical Control
Control

-10
Absorbers

Control

Moderator Poison

-15

Safety

28 Shutoff Units

-80

Safety

6 Poison-Injection Nozzles

-300

b) Since the spatial effect of the flux modes after mode 9 has been highlighted, the
higher order modes are mainly used to dispose the simulations with large local
reactivity perturbations. Although 14 liquid zone controllers are used to regulate the
reactor bulk and spatial power, the dynamic process of power regulating is relatively
slow and smooth, and particularly, the spatial effect of each zone controller results in
reactivity perturbations in large volumes of the core. As far as this issue is concerned,
the high order modes may not contribute too much.

The objective is to ensure the most accurate representation of the core kinetics, while
keeping number of modes being minimal for computational efficiency. To examine
closely the contributions of each mode to the overall subcriticalities, the amplitudes of
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each mode under two power conditions (0.92FPU and 0.98FPU) are shown in two right
columns of Table 3.2. As can be seen, the associated amplitude decreases as it moves to
higher order modes. To be more specific, the amplitude associated with modes higher
than 9th is so small that they would not contribute significantly to the accuracy of the
model, but to add additional complexity in the modeling process.

Therefore, the first 9 modes are chosen to represent a balance between the required
modeling accuracy and the computational complexity. It should be mentioned that the
methodology presented in this research does not preclude use of additional modes, if
deemed necessary.

A very important property for the thermal-group flux harmonic modes is bi-orthogonality,
i.e.

∫ψ

k

(r )Cψ m (r )dr = 0, k ≠ m

(3-10)

V

∫ψ k (r )Cψ m (r )dr ≠ 0, k = m
V

where C represents the physical property which is uniformly distributed across the
reference reactor core. V is the volume of the reactor core. Eqn. (3-10) can also be written
in a short notation as
ψ k C ψ m = 0, k ≠ m

(3-11)

ψ k C ψ m ≠ 0, k = m
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This bi-orthogonality allows us to separate the time-independent and space-dependent
mode shapes from the time-varying and space-independent amplitude functions. Since the
physical property constant is relatively uniform across the entire reactor core, the
orthogonality property can be extended to the entire reactor (including core and reflector),
given by

ψkψm

reactor

<< ψ m ψ m

reactor

,k ≠ m

(3-12)

3.3.2 Modeling procedure for 3-D modal representations

Using the modal expansion equations (3-5) to (3-8) and the unique properties of flux
modes, the diffusion Eqns. (3-1) to (3-4) in the form of PDE are converted to the modal
kinetic equations in the form of ODE. This will bring convenience to investigation of
conventional control problems.

Applying the bi-orthogonality properties of the modes as represented in Eqns. (3-11) and
(3-12), substituting the above mode expansion Eqns. (3-5) to (3-8) into the reactor
diffusion Eqns. (3-1) to (3-4), multiplying them throughout by the spatial mode function
ψk(r)(k

∈ [1,M])

and integrating over the reactor volume, the following dynamic

equations illustrating CANDU reactor kinetics can be obtained.

J
dnk (t ) ρ sck − β
1 M
=
nk (t ) + * ∑ ( ρ ki + ρ kiX ) ni (t ) + ∑ λ j C kj (t )
*
dt
lk
lk i=1
j

(3-13)
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dCkj (t )
dt

=

βj
lk*

nk (t ) − λ j Ckj (t )

(3-14)

dI k (t ) γ I
= * nk (t ) − λ I I k (t )
dt
υl k

(3-15)

M M
dX k (t ) γ X
= * nk (t ) + λI I k (t ) − λX X k (t ) − σ X ϕ f ∑∑ Akim X m (t )ni (t )
dt
υ lk
i =1 m =1

(3-16)

where ρsck is the subcritical reactivity of mode k, defined as

ρ sck = 1 −

1
kk

(3-17)

The detailed derivation of the reactor dynamic Eqns. (3-13) to (3-16) is presented in
Appendix B.

lk* is the prompt neutron generation time for kth mode, defined as

1
v

ψk ψk
l k* =

ψ k υΣ f ψ k

≈Λ

(3-18)

Λ is the prompt neutron generation time.

With the following definition of the neutron loss operator and the neutron production
operator,

R(r , t ) = ∇D∇ − Σ a (r , t )

(3-19)
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F ( r , t ) = υΣ f ( r , t )

(3-20)

the modal cross coupling reactivity between kth and mth modes due to the perturbation
[∆R (r ) + ∆F (r )]δ ( r ) within a certain area δ (r ) can be obtained as

ρ ki =

ψ k [ ∆R (r ) + ∆F (r )]δ (r )ψ i
ψ k F0 ψ k

(3-21)

where F0 is the steady-state reference neutron production operator.

φ f is the flux-squared weighted fundamental mode for the fuel flux, defined as

φf =

ψ1ψ1ψ1
ψ1ψ1

f

(3-22)

f

Akim is the coupling volume integration of all the modes, defined as

Akim =

ψkψiψm
ψ k F0 ψ k

f

φ
f f

(3-23)

ρkiX is the modal reactivity reflecting Xenon effect build-up, defined as

M

ρ kiX = −σ X φ f lk* ∑ Akim ( X m (t ) − X ms )

(3-24)

m=1

Analog to Eqn. (3-8), X ms in Eqn. (3-24) can be defined by
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X s (r ) =

1 M
ψ i (r ) X is
∑
v i=1

(3-25)

In order to accelerate the numerical simulation and reduce computational costs, some
parameters such as l k* , ρ ki , φ f and Akim are prepared off-line. The reactivity of each
reactivity device, such as liquid zone controllers or adjuster rods, is modeled as a function
of its related position. Reactivity data corresponding to designated positions are prepared.
Then, the reactivity for an unknown position is linearly interpolated by the reactivity data
series.

3.4 Comparison of coupled point kinetic and modal synthesis models
3.4.1 Modeling of CANDU reactor kinetics by a coupled point kinetic method

The coupled point kinetic model of CANDU reactor kinetics described in [14] is similar
to the model considered in [13]. The modeling process starts with a two energy-group
diffusion equation. As far as the geometric structure is concerned, a simplified nodal
method is used. Each of the 14 zones is treated as one big node of the model. Since 14
discretized nodes are utilized to represent the spatial information, the continuous spatial
coordinate r is removed from Eqns. (3-1) to (3-4). Thus, point kinetic model can then be
used to describe each zone’s dynamic behavior. The neutron diffusion between adjacent
zones is characterized by the reactivity coupling coefficients. This simplified nodal
reactor model has only 14 nodes. Essentially, it is not the widely recognized nodal model.
To be distinguished, this is named as “14-coupled point kinetic model”.
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With the simplified two-group diffusion theory, the neutronic kinetics in zone i can be
represented by the following equations [14].

l

md
Z
Z
dPˆi
= ( ρ i − β ) Pˆi − ∑ α ij Pˆi + ∑ η ji Pˆ j + ∑ β h Cˆ hi
dt
j =1
j =1
h =1

dCˆ hi
= λh ( Pˆi − Cˆ hi )
dt

(3-26)

(3-27)

where, l is the prompt neutron life time; i and j are indices of the cells; P̂i is a
nondimensionalized variable to represent the power in zone i; ρi is the net reactivity of
zone i; β and βh are respectively the total and the delay group fission fractions; Z is the
number of the zones making up the entire reactor (in this case, 14); α ij is the coupling
coefficient between zone i and zone j; η ji is the element of a modified coupling
∆

coefficient defined as η ji = α ji

Pj ,r
Pi ,r

referenced power in zone i and j;

, where Pi ,r and Pj ,r respectively represent the

Ĉhi is a nondimensionalized variable of the delayed

neutron precursor concentration; md is the number of groups of the delayed neutron
precursors; λh is the delay neutron group decay constant.

Similarly, the kinetics for Iodine and Xenon build-up can be described by Eqns. (3-28) to
(3-30).

dIˆi
= λI ( Pˆi − Iˆi )
dt

(3-28)
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dXˆ i λ X + c X
=
(γ Pˆ + γ Iˆ ) − (λ X + c X Pˆi ) Xˆ i
γI +γ X X i I i
dt

ρ X ,i = −

(3-29)

Σ fi (γ I + γ X )σ Xi Pi ,r ˆ
⋅
Xi
Σ ai
λ X + σ Xi Pi ,r

(3-30)

where, X̂ i and Iˆi are nondimensionalized Xenon and Iodine concentrations in zone i;
λX and λ I are the Xenon and Iodine decay constants; γI and γX are the direct fission

yields of the Iodine and Xenon;

c X is a new parameter defined as cX = εσ aX ; ε is
Ef Σ f

the averaged reactor power density; σ aX is the microscopic absorption cross-section of
Xenon; Ef is the energy released per fission; ∑f is the macroscopic fission cross-section;

ρ X ,i is the Xenon load reactivity; ∑fi and ∑ai respectively are the macroscopic fission
and absorption cross-sections in zone i; σ Xi
cross-section for zone i, defined as σ Xi =

σ aX
E f Σ fiVi

is the scaled Xenon absorption

; Vi is the volume of zone i.

3.4.2 Comparison of two reactor models

In order to further illustrate the difference between the 14-coupled point kinetic and the
modal synthesis modeling approaches, both models are compared in the framework of
CANDU reactor kinetic representations. Several aspects have been considered:
assumptions, advantages, limitations, and complexity. At the end of this section, graphic
illustrations of the core models are used to highlight the difference between these two
approaches. Additional comparisons have been made in a closed-loop environment under
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different reactor operating modes in Chapter IV by using the RRS simulation platform.

o

The coupled point kinetic model developed in [14] is based on a simplified
nodal method. The point kinetic approach is motivated by the assumption
that the neutron flux distribution shape within a vicinity of a chosen region
does not change with time. The dynamic characteristics in the entire region
can then be approximated by that of a point. In [14], the core of a
CANDU-6 reactor has been divided into 14 homogeneous zones. One
point kinetic model is used for each zone. All physics properties within a
single zone are assumed to be identical. Hence, the spatial information is
lost within the zone. In the modal synthesis approach, the entire reactor is
considered as a single unit. The flux distribution at any point in the core
can be represented as a time-spatial function. The essence of the modal
synthesis method is to decouple the time and spatial variables by defining
a number of time-independent, but space-dependent, flux mode shapes,
and then to develop a time-dependent, but space-independent, weighting
functions for those modes. Theoretically, the number of mode shapes can
be infinite. However, in a practical reactor, one can select a number of
dominant modes and truncate minor ones without causing significant error
in the model. As shown in Section 3.3.1, these modes can be calculated as
the eigenfunctions of the steady-state diffusion equation. These modes are
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space-dependent to provide basic functions in 3-D representation of the
flux distribution throughout the core. Once the flux modes are determined,
the issues in reactor modeling become determination of suitable
time-dependent weighting functions. In summary, these two modeling
techniques approach the same problem from different perspectives based
on distinctive assumptions.

o

The concept of a point kinetic model is easy to understand. By dropping
the spatial parameter, the analysis is simplified significantly. This
technique has proved to be very useful in situations where the modeling of
the detailed flux distribution within the core is not the main consideration.
On the other hand, a modal synthesis model is capable of providing
detailed 3-D spatial-mesh description of the reactor kinetics throughout the
entire core. Meanwhile, by calculating the mode shapes off-line, the
computational complexity of this modeling approach is comparable to that
of a point kinetic model. The advantage of modal synthesis method
becomes even more attractive, if multiple point kinetic models are
employed as in [14].

o

A vital limitation of the 14-coupled point kinetic model is its inability to
represent spatial dynamic flux distribution. One way to deal with such a
limitation is to increase the number of nodes, which increases the
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computational complexity. Nevertheless, one can only have a finite
number of nodes. In the modal synthesis approach, this problem does not
exist. In fact, this issue has been transferred to the way of calculating the
mode shape functions off-line.
o

Considering 6-group delayed neutron precursors, 9 equations will be used
to describe the reactor neutronic kinetics including neutron flux, 6-group
delayed neutron precursors, Xenon and Iodine. If a point kinetic method is
used to model each of 14 zones, the total number of the equations is
14×9=126. In the mean time, if the modal synthesis method is used with 9
flux modes for each kinetic equation, the total number of equations
amounts to 9×9=81. The high dimensionality certainly increases the
computational burden of the method. However, the number of equations
employed in the modal synthesis method is less than that of the multiple
point kinetic method (assuming 14 zones). Generally speaking, the
simulation of the modal synthesis model is still more complicated than that
of the point kinetic model due to mode calculations. For the problem
considered in this research, the computational loads of the two techniques
are comparable.

The concept based on the coupled point kinetic model can be illustrated in Fig. 3.5, where
it shows that a CANDU reactor core is divided into 14 zones. For illustration purpose,
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each zone is designated with a specific color and a point kinetic equation is used to model
its neutron flux dynamics. As shown, each zone of the core is considered as a big node.
Then the spatial information within the zone is lost. For comparison purposes, a cut-away
diagram of the flux distribution in the core simulated using the 3-D modal synthesis is
shown in Fig. 3.6. In contrast, the modal synthesis approach results in a much more
detailed description of the flux distribution.

Fig. 3.5 An illustrative diagram of core modeling using point kinetic equations
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Fig. 3.6 An example of flux distribution modeled by the modal synthesis method

3.5 Vectorization and implementation within a SIMULINK environment
Technically speaking, evaluation of the accuracy of the 3-D models can be carried out by
using any programming language. Because the MATLAB/SIMULINK environment has
widely been used for dynamic system simulation and control system designs, this
simulation tool is chosen in the current study. Added advantages of using
MATLAB/SIMULINK environment are rich data manipulation tools, and various control
system design and analysis toolboxes. The program also allows vectorization of
multi-dimensional variables for dynamic manipulation, such as integrations, which
simplifies the implementation of 3-D reactor core model considerably.

To implement the simulation platform for the modal synthesis reactor model, if the
individual equation is solved one by one, there will be 81 coupled equations. For each
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equation, an integrator has to be used. This significantly increases the computational
burden. However, when the variables are arranged into vector forms through
vectorization process, there are only four matrix equations that need to be solved and four
integrators will be sufficient. Thus, the vectorization technique is crucial in simplifying
the implementation of the simulation and speeds up the computation.

The reactor kinetic equations from Eqns. (3-13) to (3-16) can be nondimensionalized to
Eqns. (3-31) to (3-34). The detailed derivation procedure is presented in Appendix C-1.
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From the perspective of control engineering, the above set of equations can be
represented in the form of state-space equations. The modal method has transformed the
partial differential equations into ordinary differential equations. However, as it can be
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seen from Eqns. (3-31) to (3-34), they are still nonlinear dynamic equations. How to use
this nonlinear reactor kinetic model to develop advanced control systems will be
discussed in Chapter V. This reactor kinetic model can be simulated in SIMULINK
environment. Modal reactivity matrices in response to the positions of reactivity devices,
as well as data used to calculate Xenon modal reactivity, are pre-calculated and stored in
the initialization file.

With the definition of vectors and matrix gains completed, the reactor model can be
implemented. A block diagram representing models in Eqns. (3-31) to (3-34) is shown in
Fig. 3.7. This diagram can be divided to four sub-sections as the shaded areas. For easy
reference, the order of the shaded areas from top-down and left-right corresponds to Eqns.
(3-31) to (3-34) respectively. Within each shaded area, it can be seen that the variables are
collected to form vectors for matrix calculations. As shown, only four integrators are
needed to implement this reactor model. The corresponding SIMULINK module of the
reactor model implementation is represented in Appendix C-2.
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Fig. 3.7 Block diagram of the reactor model using modal synthesis method

A generic block diagram for implementation of the reactor model based on Eqns. (3-31)
to (3-34) is illustrated in Fig. 3.8. This block diagram is applicable to both the 14-coupled
point kinetic and the 3-D modal synthesis models. The difference is that, in the former
model, the reactivity change in each of the 14 zones directly contribute to the reactor
dynamic variables, while in the modal synthesis model, the modal coupled reactivity
change causes dynamic change in amplitudes of the fundamental modes. Recalling the
reactor diffusion Eqns. (3-1) to (3-4), the dynamics of the neutron flux, delayed neutron
precursor concentration, Iodine, Xenon are coupled through the internal feedbacks. The
reactivity change initiated by the control devices affects the reactor power.
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Fig. 3.8 A generic block diagram for implementation of the reactor model

3.6 Initialization and steady-state solution
Before performing transient simulations, the initial variables in the model must satisfy the
steady state conditions. The initial condition for the transient analysis is a critical
steady-state core configuration corresponding to a given components of the reactivity
devices and initial Xenon distribution. The reference condition in this thesis is designated
to be 1.0 FPU steady-state operation, which is called the fundamental condition. The flux
distribution of the starting point adopts the fundamental mode.
Applying the fundamental condition to Eqn. (3-5), since the first harmonics ψ 1 ( r ) is the
fundamental flux mode, the initial amplitudes of flux modes [n1 , n2 , n9 ]T can be
designated to be [1,0,,0]T , i.e.
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 n1  1
 n   0
 2 =  
    
   
 n9  0

(3-35)

If the steady state power level is not at 1.0 FPU, the initial amplitudes of the neutron flux
can be scaled to a certain percentage of the amplitudes used in the 1.0 FPU fundamental
manipulations. The appropriate scaling factor refers to the performed steady-state power
levels.
Substituting Eqn. (3-35) into Eqns. (3-32) and (3-33) under the steady-state condition, it
yields the initial time-amplitudes of the delayed precursors’ concentration and the Iodine
concentration, i.e.
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Then, applying Eqn. (3-35), (3-36) and (3-37) to Eqn. (3-34) under the steady-state
condition, it results in


λ
 X
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1 9×9
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(3-38)

The initial time amplitudes of Xenon kinetics can be derived from Eqn. (3-38). However,
when inserting all the calculated data into Eqn. (3-31) under the steady-state condition,
there may be some inconsistencies. In fact, considering Eqns. (3-31) to (3-34) and the
initialization of [n1 , n2  , n9 ]T , there are three variables corresponding to four equations.
This causes an ill-posed problem. Hence, in order to satisfy steady-state Eqn. (3-31), a
compensated modal reactivity matrix has to be added to modal reactivity items in the
right side of Eqn. (3-31).

3.7 3-D neutron flux distribution at steady-state condition
Simulations have been done to show the 3-D neutron flux distribution during the initial
steady-state process. The initial steady-state condition is referenced as a critical
steady-state core configuration corresponding to a given component of the reactivity
devices and initial Xenon distribution, when the reactor is operated at 1.0 FPU.

As referred to the coordinate described in Fig. 3.4, the entire reactor is discretized into a
3-D array of parallelepipeds. The orientation of the coordinate system is chosen
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generalized such that the x-y plane coincides with the reactor face plane, while the z-axis
is located to the central axis of the reactor calandria. The basic mesh-structure has 26
meshes in both the x- and y-directions and 12 meshes in the z-direction. Thus, the core’s
geometric structure has a dimension of 26×26×12. In order to include reflector areas, 2
lattice pitches are added in both x- and y- directions. The neutron flux in the area outside
the reactor is assumed to be zero. The core can be separated into 12 layers along z-axis.
Due to the symmetrical characteristic of the reactor core in z-direction, reactor neutron
flux distributions within 6 layers in half core are used for illustrations.

The simulation illustrates the real-time 3-D spatial flux distribution during the transient
process, which cannot be obtained by point kinetic models. Fig. 3.9 to Fig. 3.14
respectively illustrates the radial flux distributions within six layers from the end face to
the central plane along z-direction. Fig. 3.15 shows the flux distribution along one fuel
channel in the central area of the reactor core. In Fig. 3.12, it can be seen that due to the
absorption of light water in seven liquid zone controllers, there are seven notches
distributed in the corresponding zones, indicating relatively lower neutron flux levels.
While in Fig. 3.13 and 3.14, a similar observation illustrates the presence of adjuster rods
whereby neutron flux in the central area of the reactor has been flattened to an
equilibrium level.
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Fig. 3.9 Neutron flux distribution within the first layer (end face) along the axial
direction
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Fig. 3.10 Neutron flux distribution within the second layer along the axial direction
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Fig. 3.11 Neutron flux distribution within the third layer along the axial direction
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Fig. 3.12 Neutron flux distribution within the fourth layer along the axial direction
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Fig. 3.13 Neutron flux distribution within the fifth layer along the axial direction
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Fig. 3.14 Neutron flux distribution within the sixth layer (central plane) along the
axial direction
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Fig. 3.15 Neutron flux distribution along a fuel channel next to the central axis

Furthermore, a user-friendly 3-D visualization software package, which is called “Core
Data Viewer” (CDV) [62][63], is employed to create 3-D illustrations of the reactor
power distribution in a different view.

Fig. 3.16 illustrates the 3-D power distribution within the reactor core at the same
condition of steady-state, when the reactor power is 1.0 FPU. Detailed information about
power distributions within the sixth (central plane), fourth, second and end planes along
the axial direction is arranged in an order from Fig. 3.16(a) to Fig. 3.16(d). The unit of the
color bar is Kilowatt. Since 7 of 21 adjuster rods are located within the sixth plane to
flatten the power in the central area, the color – continuous, uniform dark red within the
sixth plane - Fig. 3.16(a) representing the power distribution spreads from the center to
the surrounding regions. Seven liquid zone controllers are distributed within the fourth
layer - Fig. 3.16(b). Then, it can be distinctively observed that seven areas with brighter
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red color represent that the reactor power in these areas are lower than that in other areas.
This is due to the thermal neutron-absorption of light water in seven liquid zone
controllers. Compared to the above two illustrations, Fig. 3.16(c) and Fig. 3.16(d)
illustrate the reactor power gradually decays along the axis from the center to the tip. This
is also demonstrated by the 2-D axial power distribution on the right side of Fig. 3.16.

(a)

(b)

(c)

(d)

Fig. 3.16 reactor power distribution by a modal synthesis model (reactor bulk power
is 1.0 FPU; (a) - the sixth plane; (b) - the fourth plane; (c) - the second plane and (d) the end plane)
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3.8 Summary
The modal synthesis model for 3-D space-time neutronic behaviors of a CANDU reactor
has been developed. Subsequently, a nondimensional representation of the reactor kinetic
model based on MATLAB/SIMULINLK software environment is proposed. Special
attention has been paid to compare the performance of the developed 3-D model with that
of a traditional coupled point kinetic model. The 3-D reactor model is then implemented
in SIMULINK. A steady-state calculation method is described to determine the initial
conditions for the simulation. The methodology of the modal synthesis developed for
analyzing 3-D space-time neutronic kinetics is proved to be very effective. It has been
shown that the modal method is able to produce a detailed 3-D neutron flux distribution
in the reactor core.
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IV Simulation of the CANDU reactor regulating system
This

chapter

describes

the

CANDU

RRS

and

its

implementation

in

MATLAB/SIMULINK software environment. Functional modules of the RRS are
represented. The principles of reactivity control devices are illustrated. Consequently,
power manoeuvre tests have been performed to detect the fundamental characteristics of
the modal model. Furthermore, a typical load following experiment from a power plant is
simulated by the RRS simulation platform based on both the modal and coupled point
kinetic models. Simulation results are compared with each other and validated by the
power plant data. The advanced dynamic features of the modal synthesis model based on
implementation of the RRS simulation platform have been clarified throughout the
analysis.

At the end of this chapter, a user-friendly MATLAB/GUI software package will be
described for the CANDU RRS simulation. The specific properties of this software
package are embodied in the individual and flexible installation and applications, which
may be a good complement to academic and industrial users.

4.1 Description of the CANDU reactor regulating system
The reactor regulating system, as a part of the overall plant control system, directly
controls the reactor power, and sets it either to an operator-allocated power setpoint
(Alternate Mode) or to the power level required to maintain certain steam pressure in the
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steam generator (Normal Mode) [16]. Specifically, it includes input sensors, a collection
of Digital Control Computer (DCC) programs, reactivity control devices and the related
control logics.

The main functions of the RRS are to:

a) Automatically control the reactor bulk power to the power setpoint between 10-6 FPU
and 1.0 FPU at a controlled rate. This is called bulk (global) control.

b) Maintain the neutron flux distribution close to its nominal design shape, so that the
reactor can be operated at the full power without violating channel and bundle power
limits. This indicates the spatial (differential) control.

c) Insert or withdraw reactivity devices at a controlled rate to maintain reactivity balance
in the core. These reactivity devices compensate for the reactivity change due to
variations in Xenon concentration, fuel burn-up, moderator poison concentration, and
refueling effects, etc.

d) Monitor some important plant parameters and reduce power quickly when any
parameter exceeds the limit. Parameter limits may be specified for economic or
safety-related issues.

e) Withdraw shutoff rods automatically when the trip channels have been reset following
a reactor trip on SDS1.
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Furthermore, as a safety-related system, the RRS also meets the requirements for
preventing loss of regulation (LOR). The frequency of LOR must be as low as possible.
The RRS also is required to prevent LOR on any seismic event of intensity up to design
basis earthquake (DBE) intensity. The reliability of the RRS is also very important.
However, the RRS is not required to be functional under conditions associated with a
Loss-of-Coolant Accident (LOCA), such as high temperature, humidity or radiation.

Fig. 4.1 represents specified information of the RRS.
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Fig. 4.1 CANDU RRS block modules [55]

The basic function of the RRS is to maintain both the reactor power and the rate of power
change at specified setpoints. This function is performed using feedback control based on
neutron flux (power). Reactor power is estimated from flux measurements from the ion
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chambers in a low power range or the platinum flux detectors in a high power range. The
demand power routine determines the power trajectory for following the reactor target
power. The calibrated values of those flux measurements are compared to the demanded
power, which generates an error signal. This error signal is used to fill or drain the liquid
zone controllers either in unison or differentially to perform the bulk or spatial power
control.

Although the liquid zone controllers represent the primary means of reactivity control in
the reactor, in some situations reactivity variations exceed the limited capability of the
zone controllers. In these cases, adjuster rods or mechanical control absorbers are
employed to keep the reactivity balance maintained.

The setback routine monitors a number of plant parameters and reduces reactor power in
a ramp manner, if any operating variables exceeds specified operating limits. When
certain plant variables are beyond their ranges to potentially damage the core, the
stepback routine releases the mechanical control absorbers to result in a rapid decrease in
reactor power.

Furthermore, the flux mapping routine helps to calibrate the zone power detectors to
properly reflect the spatial flux distribution and provides information for optimizing
power output and fuel management. SDS1 is the primary method for quickly shutting
down the reactor when some parameters enter an unacceptable range. This shutdown
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system employs a logic system, which is independent of the RRS. However, withdrawal
of the shutoff rods is controlled by the RRS.

4.1.1 Power measurement and calibration

In order for the RRS to perform its functions, both power measurement as well as
calibration in the reactor core is required to estimate the reactor bulk and zone powers.
Reactor bulk power is determined by 3 ion chamber signals (<5%FP) and 28
self-powered in-core platinum flux detector signals (>15%FP), or a combination of both
signals

(5%-15%FP).

Additionally,

in-core

platinum

flux

detectors

produce

measurements of zone powers with minimum delay.

Power measurements are preferably quick and able to provide the spatial average either
over the entire core, or a certain number of zones. However, although the signal from the
platinum detectors is fast, it is easily affected by local disturbance, and because each
detector measures only one single point, it is unable to reliably indicate the average power.
Other drawbacks include: platinum detector characteristics change with irradiation;
vanadium detectors, while accurate, are too slow to respond for direct use in flux control;
and finally, ion chamber measurements are intensely vulnerable to moderator poison.

Therefore, the reactor power signals from either platinum detectors, ion chambers or a
combination of both are filtered and calibrated by comparison with estimations of the
reactor power based on thermal measurements. Twelve pairs of Resistance Temperature
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Detectors (RTD) are located at the reactor inlet and outlet headers, and each of these pairs
measures the temperature rise across the reactor. The average temperature rise generates
an accurate estimation of the reactor power, which is then used to calibrate the platinum
flux signals below 0.5 FPU. Steam generator steam flow, feed-water flow and feed-water
temperatures are measured and the reactor power is estimated from enthalpy and flow
calculations, anytime the reactor power is over 0.7 FPU. A linear combination of both
types of measurements is used as the calibrating signal, within the intermediate power
range (0.5-0.7FPU). In addition to this, processing the measurements from the vanadium
flux detectors, through the flux mapping routine, produces accurate estimations of
average zone powers; these estimates then gradually calibrate the zone powers to
represent accurate long-term spatial control.

4.1.2 Demand power

The demand power routine serves three functions: a) selecting the mode for the plant
operation; b) calculating the reactor power setpoint (demand power) and power rate
setpoint; and c) calculating the effective power error that is used as the control signal to
the reactivity control devices. The power error is a measure of the difference between the
measured power and the demand power, and is a critical part of the RRS, which controls
the movement of reactivity devices. If required, the demand power routine is also capable
of adding poison to the moderator.
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The program decides which of the three power demands should be used and ramps the
flux setpoint up or down at a controlled rate to meet the demand. The source of the
requested power depends on which of the three operating modes is selected: normal mode,
alternative mode, or setback. The reactor follows the turbine in the normal mode, and the
request comes from the steam generator pressure control program. Reactor maneuvering
rate limits are built into the demand power routine. This mode is ideal for the
performance of turbine power maneuvers. In the alternative mode, where the turbine
follows the reactor, the requested power is set by the operator who also selects the
maneuvering rate. During plant upsets or at low power, when the steam generator
pressure is insensitive to the reactor power, the alternative mode is preferred, although it
can also be used in steady-state plant operations. In the setback mode, the demand power
routine receives a negative maneuvering rate from the setback routine. If the reactor is
already reducing power at a greater rate, the setback is ignored; otherwise, the setpoint is
ramped down at the setback rate. The effective power error is calculated as both the
difference between the set and measured rates, as well as a weighted sum of the
difference between the set and measured flux powers.

4.1.3 Reactivity control devices

The function of reactivity control is performed by the light water liquid zone controllers,
the adjuster rods and the mechanical control absorbers. Of all the reactivity control
devices, 14 liquid zone controllers are the most dominant method of adjusting the reactor
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power in a permitted area and rate. Within each liquid zone unit, it will alter the water
levels by the same amount to realize the bulk power control, and also acts differentially
on each individual water level to realize the differential control. However, limiting the
error between the water levels must be treated as another important factor of differential
control, because excessive adjustment of individual water levels can potentially affect
system stability.

Other reactivity devices are required, when extra positive or negative reactivity, beyond
the adjustment range of liquid zone controllers, needs to be compensated. Normally, 21
adjuster rods are inserted in a CANDU reactor core specifically to flatten the power
distribution, although they can be withdrawn vertically when extra positive reactivity is
required. Primarily, this aims to override the negative reactivity that occurs either as a
result of Xenon buildup following large power reduction, or, if the online refueling
system is unavailable when the reactor starts up. Usually parked above the core, 4
mechanical control absorber rods are either driven in pairs, at a certain rate, to supply the
negative reactivity exceeding the ability of the liquid zone controllers, or dropped in by
gravity to effect an immediate reduction in reactor power. Table 4.1 illustrates the
approximate reactivity worth of these devices, as well as the corresponding highest
average rates at which the reactivity can be added or removed.
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Table 4.1 Reactivity worth and maneuvering rates of reactivity control devices
Worth

Highest Average Rate

(mk)

(mk/s)

Devices
Liquid Zone Control System

7

Mechanical Control Absorbers

10

Adjusters

15

Automatic Gadolinium Poison Addition

±0.14
±0.075
±0.1
-0.0125

Despite not being part of the reactor regulating system, two more reactivity control
devices should be mentioned: the shutoff rods associated with SDS1, and the liquid
injection nozzles associated with SDS2 that largely control reactivity in only one
direction. Although they are not for the purpose of reactivity control, the shutoff rods are
mentioned here because they are withdrawn by the RRS following a reactor trip. There
are 28 shutoff rods in two banks which are normally withdrawn simultaneously. Using
cadmium absorber elements, the shutoff rods are able to quickly shut down the reactor
under both normal and emergency conditions. The SDS2 consists of 6 horizontal nozzles
through which liquid poison (neutron absorber in the form of dissolved gadolinium salts)
is injected at high speed into the moderator.

4.1.4 Other routines

The setback routine is another key routine involved in the RRS which monitors a variety
of plant variables, and if any variable exceeds acceptable operating limits, it reduces
reactor power in a ramp manner. After monitoring the values of some variables, the
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stepback routine will open the clutch contacts of all 4 mechanical control absorbers,
should the power stepback be necessary. The absorbers fall into the core, resulting in a
rapid power decrease. The addition of such soluble poisons as boron or gadolinium to the
moderator enables the maintenance of reactivity balance, and an ion exchange system
removes the poisons when needed. Due to its slower burnout rate, boron can be used to
compensate excessive levels of fresh fuel, whereas when the Xenon load is markedly
lower than equilibrium, gadolinium is added. In order to limit the consequences of a gross
loss of regulation, reactivity mechanisms are subject to a number of interlocks external to
the control computers.

Because the primary goal is to evaluate the simulation performance of the reactor kinetic
model applied within the RRS simulation platform, these routine are rarely linked to the
simulation cases. Indeed, they are left out in the RRS simulation platform, due to the
absence of any perceivable affect that this omission has on the simulation results.

4.2 MATLAB/SIMULINK simulation platform of the RRS
MATLAB/SIMULINK software environment has facilitated the simulation of the
CANDU RRS. Since our research mainly focuses on the reactor power short-time
regulating, a simplified block diagram of the CANDU RRS, which contains the most
functional routines and control algorithms, is represented in Fig. 4.2.
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Fig. 4.2 Block diagram of RRS in CANDU reactors
4.2.1 Matrix and vector representation

MATLAB/SIMULINK software provides a convenient environment to perform the
matrix operations, such that the entire RRS system can be simulated in a matrix form.
The idea is to decompose every module/routine of the RRS, express all the principles by
mathematic equations, and write the equations to the criteria matrix form. Then the
software chooses the appropriate synthetic internal functions from the SIMULINK library
to develop each block, which represents the mathematic model of the RRS’ module, and
finally connects all the blocks, compiles them and performs simulations. A necessary
procedure before the simulation is that the initialization of all the parameters involved in
the simulation is required. For dynamic simulations, steady-state authorization also needs
to be assessed.
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The detailed vectorization process about the reactor modal model has been provided in
Chapter III. Here, only a simplified form of the dynamic equations is briefly represented
to show the process.

The reactor kinetic state-space Eqns. from (3-31) to (3-34) in Section 3.5 are written to an
easy form as follows,

d
ℜ + ℜX
Ν = (ℜSCK + L
) Ν + blkdiag ([ λ1  λ6 ]) ⋅ Ρ
dt
Λ

(4-1)

d
1
T
Ρ = blkdiag ([ β1  β 6 ] ) ⋅ Ν − blkdiag (diag (λi )) ⋅ Ρ
dt
Λ

(4-2)

d
γ
Ι = I Ν − λI Ι
υΛ
dt

(4-3)

d
γ
Χ = X Ν + λI Ι − λ X Χ − σ X φ f Α ⋅ blkdiag ( Χ ) ⋅ Ν
dt
υΛ

(4-4)

where

T

Ν = [ n1  n9 ] ; Ρ = [C11  C16 ][C91  C96 ] ; Ι = [ I1  I 9 ] ; and Χ = [ X 1  X 9 ] . (4-5)
T

T

T

Some coefficients of Eqns. (4-1) to (4-4) are illustrated as follows:

ℜSCK

 ρ sc1 − β
 Λ
=








ρ sc 9 − β 
Λ 

(4-6)
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 ρ11 … ρ19 
ℜL =     


 ρ 91  ρ 99 

(4-7)

 ρ11 X

ℜX =  
 ρ 91 X


(4-8)

X
… ρ19 


 
X
 ρ 99 

[ A111  A119 ] 

Α=


[ A911  A919 ] 

[ A191  A199 ] 




[ A991  A999 ]9×81

(4-9)

It should be pointed out that MATLAB functions - blkdiag and diag are defined as
follows [64]:

λ1



diag (λi ) =



λ6 


(4-10)

and for a matrix Μ ,

Μ



blkdiag ( Μ ) =



Μ 9×9


(4-11)

From a perspective of control engineering, the above set of Eqns. (4-1) to (4-4) is
represented in a form of state-space structure. Unlike the normal linear differential
equation, this belongs to nonlinear control problems. However, the modal method has
transformed the partial differential equations into ordinary differential equations, which
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can be directly associated with conventional control problems.

4.2.2 Reactivity control principles

Principally, the reactor control is realized by controlling the number of neutrons available
for fission from one generation to the next, thus affecting the behavior of the reactor core.
The main method of controlling the number of neutrons is to change the amount of
neutron absorbers in the core. Other methods are occasionally employed according to the
circumstances such as adding neutron sources, more fissile material, changing leakage
rate and resonance capture. For CANDU reactors, maintaining the long-term stability of
the reactor operation power relies on the online refueling. Short-term changes in the
reactor bulk power and reactor internal changes require reactivity control devices such as
liquid zone controllers, adjuster rods and control absorbers to achieve. Among these three
reactivity devices, 14 liquid zone controllers are designated to constitute the most
dominating function in adjusting the reactor power in a permitted area and rate. Adjuster
rods and control absorbers are increasingly manipulated when rapid power changing
related to safety functions is required.
It has been established that the basic functions of the RRS are to maintain reactor power
and rate of change in power at specified setpoints (bulk control), and to maintain the
reactor power distribution shape close to its nominal design shape (spatial control); the
use of stable feedback controls based on neutron flux accomplishes these functions. Fig.
4.3 shows a block diagram of the flux control loop for bulk power control. An effective
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power error is computed as the weighted sum of the error between flux and its setpoint,
and the error between the flux change rate and the flux setpoint change rate. Making zone
controller valve lift proportional to power error achieves and maintains control, which,
combined with the high reliability of the distributed control system, leads to the very high
availability of the reactor control system. The demand power routine is able to generate a
bulk power error signal that is used to drive the reactivity device by computing the
desired reactor power setpoint and comparing it with the measured bulk power.

φs

φ

KP

KB

KR

φs

φM
φM

Fig. 4.3 Block diagram of a flux bulk control loop

For the purpose of regulating reactor power, the reactivity adjustment is performed by
minimizing certain error signals. For the reactor bulk power control, the error signal
between the bulk power and the power setpoint is minimized, such that the bulk power is
regulated to the setpoint. For the reactor spatial control, 14 errors between the 14 zones’
normalized powers and their averaged value are minimized such that the power
distribution in the core is maintained. For any position within the reactor core, the
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normalized power is defined as the ratio of the real power to the referenced target power
when the reactor is operated with the full power steady-state. The unit is FPU.
In fact, for CANDU-6, when operated with the full power steady-state condition, each of
the 14 zones has a target power that has been optimized by the designer. This is to prevent
negative effects on the fuel, such as having high-powered zones neighboring zones at low
power, while the bulk power remains constant. When power tilts occur, corrective
measures are immediately taken to prevent them from developing further. The efficient
way is to minimize the 14 errors between the 14 normalized zone powers and their
average, so as to maintain the normalized zone powers close to each other and essentially
to 1.0 FPU.
For a transient process during a load following, this phenomenon is represented when all
the normalized zone powers are regulated to the value of the bulk power in each time
instant. Although each zone has a similar normalized power, and the real power
distribution has a similar shape as the initial steady-state, it is still significant to note that
the RRS’ function is only to maintain the power distribution shape in a basic manner by
minimizing the deviations among 14 zone power levels. As such, this method cannot
accurately track the power distribution shape. However, this is determined by the
controller design of the current RRS. How to improve the current control system will be
investigated in Chapter V.
Therefore, the primary method of short term reactivity control is performed by varying
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the water levels in 14 liquid zone controllers. The reactivity represented by the zone
controllers are varied either in unison for bulk power control or differentially for spatial
control. Normally, adjuster rods are fully inserted in the core, mechanical control
absorbers are fully withdrawn, and the average zone level is between 30% and 50% full
level. The light water zone control program converts the calculated power errors from the
demand power routine into lift signals for the light water zone control valves. The total
lift signals to a given light water zone control valve consists of a signal proportional to
the effective power error, a differential component proportional to the zone level error,
and a constant value (bias), which corresponds to the valve lift required to maintain a
constant level in a zone controller compartment. The detailed logics are represented as
follows [16].
Power error is defined as
ERPU=KB*(PLGCA-CPLOG)+KR*(TLOGI-CTMAN)

(4-12)

where, the first term is about the power term component, which is the difference between
the measured power and the demanded power; the second term is about the power rate
term component, which represents the difference between the logarithmic rate of the ion
chambers defined in the measurement and calibration routine, TLOGI and the power rate
setpoint, CTMAN. Then the steady-state error is mainly decided by the first term-the power
term component. KB and KR are the defined gains.
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For global control,
BLIF=KP*ERPU

(4-13)

where, KP is a gain.
For differential control,
DLIFTSi=αTi*KT*DPZi+(1-αTi)*KH*ENIVi+KL*ENIVi

(4-14)

in which the first term is about power alignment, and the second and third terms are about
zonal level alignment. DPZi is 14 zonal power deviations, which is the difference between
14 calibrated zonal powers, PZCi and the average calibrated zonal power, PZCM. αTi is the
14 spatial command activation factors. KT is a gain. ENIVi represents each of the 14 zone
level deviations, which is the difference between the average zone level, NMBL and each
individual zone level, NIVi. KH and KL are gains.
Then the 14 opening signals of the LZCs can be represented by
RLIFi=BLIF+DLIFTSi

(4-15)

This will be limited by the minimum and maximum RLIFi values in order to prevent the
compartments from flooding or running dry.

4.2.3 Efficient implementation of the RRS simulation platform

A CANDU RRS simulation platform established by MATLAB/SIMULINK is illustrated
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in Fig. 4.4. As shown, main control routines and devices are simulated, including reactor
neutron and thermal power measurement and calibration, demand power and power error
calculation, control algorithms and mechanical characteristics of liquid zone controllers,
adjuster rods and mechanical control absorbers, and the reactor dynamic system.

Fig. 4.4 MATLAB/SIMULINK simulation platform for the CANDU reactor
regulating system (RRS)

Neutron powers of 14 zones measured by the platinum-clad detectors in the linear scale
and the averaged power in the logarithm scale are introduced into the power measurement
and calibration routine, and then calibrated by the thermal power measurement. The
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thermal power measurement contains two techniques: RTDs are used to measure the
thermal power before the onset of boiling in the channels; and the measurements from the
steam generators are used to calculate the thermal power once the boiling has started.
However, due to the lack of the relative information, the measurements from the steam
generators are approximately replaced by the RTDs’ measurements in the research. After
the calibration of measurements from different sources is completed, one bulk power
signal (in logarithmic scale), one rate signal, and 14 zonal flux signals (linear scale) will
be available for the RRS to use in the demand power routine. It is important to note that
the measured or calculated physical quantities are designed to work with the normalized
unit. For example, the reactor power is presented in FPU, and the water levels in the
liquid zone controllers are measured in full level unit (FLU).

Although the plant is designed such that the reactor is normally operated in the alternative
mode in which the turbine follows the reactor power, in this case, the reactor power
setpoint and the desired rate are provided by the operator. By comparing the calibrated
power and the power rate with the power setpoint (including the rate), an output signal in
logarithm scale called “power error” is calculated step-by-step after computations. This is
one of the most important signals in the RRS.

The power error signal is used to control three main reactivity devices: liquid zone
controllers, adjuster rods and mechanical control absorbers. Each of the devices has its
own specific control logic and mechanical linkage to decide its status. Liquid zone
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controllers play a major role either in reactor bulk control or in spatial control. Adjuster
rods and mechanical absorbers are committed to compensate excessively positive and
negative reactivity or its rate beyond the operating range of liquid zone controllers. The
task of the LZC program is to calculate the lift signals for the 14 control valves of the
zone compartments. The input signals are the power error, reactor bulk power, 14 zone
powers and the measurement of water levels. The outflow from the zone compartment is
kept at a constant value, so any changes in the inflow will alter the amount of water in the
compartment, and hence its level.

The positions of adjuster rods are determined by the power error and the average zone
level. Depending on whether the power is increasing or decreasing, the adjuster rods are
moved when the absolute power error is less than 4% FP and the average water level is
between 15% and less than 75%. In addition, the drive is initiated by the RRS
automatically. The adjuster rods are driven in seven banks. The banks that are withdrawn
first during a transient have lower reactivity worth, and the banks are moved in a “first
out, last in” scheme by the RRS.

The logic for withdrawal and insertion of the mechanical absorbers is fundamentally
similar to the logic of adjuster rods. The positions of the mechanical absorbers are also
related to the power error and the average zone level. They are arranged in two symmetric
banks and are operated in the order of priority according to the region classified by the
power error and the average zone level. Absorber drive is stopped if the average zone
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level is between 75% and 80% and the power error is between -4% FP and 3% FP.

Since MATLAB provides many convenient ways for creating vectors and matrices, as
well as an environment for matrix calculation, both the modal synthesis and coupled
point kinetic reactor models can be implemented in an easy way. Reactivity change
induced by the action of control devices, as a control signal, affects the transient response.
The difference is that, in the point kinetic model the reactivity change within each zone
out of 14 zone units directly results in the response of the reactor dynamic variables such
as neutron flux on a zonal basis; while in the modal synthesis model the modal coupled
reactivity change causes the response of the dynamic amplitudes, and thus synthesizes the
3-D dynamic response of the neutron flux, Xenon dynamic reactivity, etc. through the
modal expansion Eqns. (3-5) to (3-8). The reactor system in Fig. 4.4 is represented by a
3-D modal reactor model. An adjunct subsystem is particularly designed to highlight the
3-D neutron flux dynamic distribution.

Before performing transient simulations, it is necessary to perform the parameters’
initialization and the steady-state analysis. All initial parameters related to the reactor
properties and the RRS’ process variables are arrayed within an initialization file, which
should be executed before rest of the simulations. The starting point for a transient
usually makes use of a critical steady-state core configuration corresponding to given
components of reactivity devices and initial Xenon distribution. The reference condition
in this research is designated to be 1.0 FPU steady-state operation. The average water
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level of the liquid zone controllers is 0.547 FLU with all adjuster rods fully inserted and
all mechanical absorbers completely withdrawn. The detailed derivation of the initial
conditions for the reactor dynamic variables has been provided in Section 3.6.

This novel RRS simulation platform can be easily manipulated. The transient simulation
is performed after the data initialization and manual designation of the power setpoint and
its rate. The dynamics of reactor bulk power, 14 zone powers and the 3-D flux
distribution can be observed through the subsystem of the reactor system and its adjunct
module. Other important information, such as water levels of the liquid zone controllers,
can also be observed from the corresponding routines.

4.3 Simulations of power maneuvering operations
In this study, power maneuvering test scenarios have been simulated. The reactor power
setpoint is reduced gradually from 1.0 FPU to 0.9 FPU at a rate of 0.1 FPU/s. The reactor
bulk power control under this command is illustrated in Fig. 4.5. For comparison
purposes, the response from the coupled point kinetic model is also included. As far as
the bulk power is concerned, the simulation results show clearly that both models can
achieve the load following requirements successfully. The local enlargements of Fig. 4.5
illustrate that both the overshoot and the steady-state error of the modal synthesis model
are close to those of the coupled point kinetic model. However, both the overshoot and
steady-state error of the modal synthesis model are relatively smaller than those of the
coupled point kinetic model.
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Fig. 4.5 Bulk power responses based on coupled point kinetic and modal synthesis
models (the reactor power is reduced from 1.0 FPU to 0.9 FPU at 0.1FPU/s)

As mentioned before, one of the main tasks of the CANDU RRS is to maintain the
reactor bulk power at the desired level commanded by the operator or to maneuver the
reactor bulk power to a different level at a controlled rate, which is called “bulk power
control”, as well as “global control”. Another important function is “spatial power
control”, also called “differential control”, where the objective is to reduce the
discrepancies between the zone powers and water levels and to assure that the neutron
flux spatial distribution remains close to the nominal design shape. Thus, the reactor can
operate at full power without violating the bundle or channel power limits.
Fig. 4.6 illustrates the simulation of reactor zonal power responses under the same power
maneuvering condition. The 14 curves represent normalized power dynamics within 14
zones. Therefore, it is observed that powers in 14 zones are almost regulated to the level
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of bulk power. Basically, the requirement of the spatial control is met, while the power
distribution shape is somewhat maintained. From Fig. 4.5 and Fig. 4.6, it can be
concluded that reactor modal modeling implemented within the RRS simulation platform
can meet the requirement of power transient simulation and analysis.
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Fig. 4.6 Simulation result of reactor power spatial control (1.0 FPU – 0.9 FPU, at a
rate of 1%FP/second)

Another important parameter is the water levels in the liquid zone controllers, since the
liquid zone controllers make significant contributions during load following transients.
Fig. 4.7 and 4.8 represent the simulation of water level transients of LZUs. However, Fig.
4.7 does not include the model of the Xenon effect; while Fig. 4.8 does. It can be seen
from Fig. 4.7 that without considering the Xenon effect, the water levels eventually reach
an equilibrium state according to the power transient response. But from Fig. 4.8, water
levels within LZU compartments keep on decreasing, which causes increasing positive
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reactivity to compensate for the continuous accumulation of negative reactivity from
Xenon. Simulation of the dynamic reactivity of corresponding Xenon accumulation is
presented in Fig. 4.9. As the Xenon effect accumulates, negative reactivity decreases.
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Fig. 4.7 LZU water level transient simulation result (Xenon effect excluded)
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Fig. 4.8 LZU water level transient simulation result (Xenon effect included)
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Fig. 4.9 Simulation result of Xenon dynamic reactivity

For comparison purposes, Fig. 4.10 illustrates the simulation of four power transients at
different rates of power maneuvering. The range of power reduction is kept the same, i.e.
1.0 FPU to 0.9 FPU. However, the rates are respectively 1.0% FP/second, 0.5%
FP/second, 0.25% FP/second, and 0.1% FP/second, which correspond to power-reducing
times of 10 seconds, 20 seconds, 40 seconds and 100 seconds. Fig. 4.10 illustrates reactor
bulk power following results. It can be observed that a smaller power reduction rate, there
is a reduction in the overshoot power response.
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Fig. 4.10 Comparison of 4 power transients’ simulations at different power changing
rates

4.4 Evaluation of 3-D reactor model under load following operation
In order to assess the performance of the CANDU RRS MATLAB/SIMULINK
simulation platform based on modal synthesis models, a load following transient is
simulated and evaluated. The basic condition of the load following transient can be
described as, the reactor power setpoint is reduced from 1.0 FPU to 0.9 FPU and
subsequently returns to 1.0 FPU in 100 minutes (6000 seconds). Simulation results for
this load following transient are presented in Fig. 4.11 to Fig. 4.15. However, in order to
compare the modeling effects, Fig. 4.11 and 4.13 also include the simulation result
obtained by using coupled point kinetic reactor models.

4.4.1 Reactor power transients

To control the reactor bulk power, the reactivity control mechanism is used to regulate the
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reactor power close to the desired set-point. The reactor bulk power responses under the
above power demand for both the point kinetic and modal synthesis models are shown in
Fig. 4.11 together with measured response from an existing CANDU-6 power plant under
the identical power maneuver condition. It can be seen that the responses predicted from
both models are consistent with the measured response. This demonstrates that the bulk
power control function of the RRS with both the coupled point kinetic and the modal
synthesis models is acceptable.
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Fig. 4.11 Changes in reactor bulk power in a load-following process

For the reactor spatial control, the errors between the normalized powers in 14 zones and
their averaged value are minimized such that the proper power distribution in the core can
be maintained. The responses of the normalized power variation in 14 individual zones
are simulated by using the modal synthesis model. Due to the axial symmetry of the core,
simulation results of 7 zones within half core are illustrated in Fig. 4.12. The powers in
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these zones are all very close to each other, which means that the spatial control functions
in RRS have successfully limited any regional power tilt so that desired shapes of power
distribution are maintained. The results are also presented in Table 4.2 and 4.3 for eight
time instances. The normalized power and the relative changes in real power in each zone
are listed. Table 4.2 shows that at each time instance, the normalized power in all the
zones are very similar. Compared to the initial real power – the referenced target power,
relative changes in the zonal actual powers for eight time instances are shown in Table
4.3. From both tables, it can be seen that the reactor zonal powers change in the same
steps. Thus, by doing this in two steps, the shape of the zonal power distribution can be
maintained.
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Fig. 4.12 Changes in zonal normalized powers during load-following process using
modal synthesis method
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Table 4.2 Normalized power distributions at eight time instances (in FPU)
Time
500 s

937 s

1300 s

2000 s

3000 s

3944 s

4271 s

5000 s

1

1

0.9649

0.9171

0.8970

0.8975

0.9416

0.9697

1.0007

2

1

0.9650

0.9177

0.8976

0.8979

0.9420

0.9701

1.0013

3

1

0.9650

0.9176

0.8976

0.8980

0.9421

0.9702

1.0013

4

1

0.9650

0.9175

0.8977

0.8983

0.9426

0.9707

1.0016

5

1

0.9649

0.9171

0.8970

0.8975

0.9416

0.9697

1.0007

6

1

0.9649

0.9170

0.8968

0.8971

0.9412

0.9693

1.0004

7

1

0.9650

0.9177

0.8978

0.8983

0.9424

0.9705

1.0015

Bulk

1

0.965

0.9174

0.8973

0.8978

0.9419

0.97

1.0011

Zone

Table 4.3 Relative changes in actual power distributions at eight time instances (in
MW)
Time
500 s

937 s

1300 s

2000 s

3000 s

3944 s

4271 s

5000 s

1

0

-9.3

-22

-27.4

-27.2

-15.5

-8

0.2

2

0

-9.3

-21.8

-27.1

-27

-15.3

-7.9

0.3

3

0

-12.2

-28.6

-35.5

-35.4

-20.1

-10.4

0.4

4

0

-10.8

-25.3

-31.3

-31.1

-17.6

-9

0.5

5

0

-12.2

-28.9

-35.9

-35.7

-20.3

-10.5

0.3

6

0

-9.3

-22.1

-27.4

-27.4

-15.6

-8.2

0.1

7

0

-9.3

-21.8

-27.1

-27

-15.3

-7.8

0.4

Bulk

0

-72.1

-170.2

-211.7

-210.6

-119.7

-61.8

2.3

Zone
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4.4.2 Water level transient in liquid zone units

As one of the important variables for reactivity adjustment, the controller signal - LZU
water level is closely linked to the reactor model and reflects its physical properties
during transients. The average water level responses in liquid zone controllers during a
load-following transient can be shown in Fig. 4.13 together with the measured level
responses. It can be seen that the average water level modeled by the modal synthesis
model is more consistent with the measured data than that predicted by the point kinetic
model. Using the measured data as a reference, the averaged water level errors are
presented in Table 4.4. It can be seen that for both the accumulated and the maximum
errors, the modal synthesis model is superior to the point kinetic model.

0.6
CANDU6 plant data
Modal method modeling
Point kinetic modeling

LZU average water level (FLU)

0.55

0.5

0.45

0.4

0.35

0.3

0.25

0

1000

2000

3000
time (s)

4000

5000

6000

Fig. 4.13 Comparison of LZU average water levels for load-following process

112

Table 4.4 Response errors of the average levels for both reactor models
Error Types

Averaged accumulated

Point kinetic

Modal synthesis

model

model

0.047 FLU

0.009 FLU

0.076 FLU

0.004 FLU

error
Maximum error

From the above simulation results, it can be concluded that, although both reactor models
can be use to describe the reactor dynamics, as far as the water levels in the LZC are
concerned, the modal synthesis model produces simulation results closer to the real plant
measurement.

Fig. 4.14 represents the simulation results of water level dynamics within 14 liquid zone
controllers during a load following transient. In Fig. 4.14, 14 individual water level
variations obtained from modal synthesis model simulation are plotted. Similar to
simulations of 14 zone power transients in Fig. 4.12, these 14 curves also focus on the
average water level simulated in Fig. 4.13. From Fig. 4.12 and Fig. 4.14, it can be
concluded that the variations between the zone powers, as well as zone water levels, are
restricted to a narrow area. Both the zone powers and the zone water levels are
maintained close to the average level. In this way, the spatial control function of the RRS
is realized in a certain extent.
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Fig. 4.14 Simulation results of 14 LZU water level variations for load following
transient
4.4.3 Xenon dynamics

Xenon buildup is one of the important components in the reactivity feedback system.
Reactivity change due to Xenon buildup is defined as Xenon dynamic reactivity. Fig.
4.15 illustrates the dynamics of the Xenon reactivity during the load-following operation
based on both the reactor models and the measured plant data. It can be observed that the
behavior of Xenon dynamic reactivity of the modal synthesis model is more consistent
with the measurement than that of the point kinetic model. This demonstrates that the
modal synthesis model is a more accurate model. Furthermore, from Fig. 4.13 and Fig.
4.15, it can be seen that, as the Xenon negative reactivity accumulates, the water levels in
the liquid zone controllers are continuously decreasing to compensate the Xenon negative
reactivity and to stabilize the reactor power. In the modal synthesis model, the magnitude
of the Xenon negative reactivity accumulation is larger than that of the point kinetic
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model in Fig. 4.15. That is why the water level fluctuations are more significant as shown
in Fig. 4.13. However, the important point is that the modal synthesis model lead to
results that are closer to the real plant measurement.
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Fig. 4.15 Comparison of Xenon dynamic reactivity for load following operation
4.4.4 Neutron flux dynamics within regional overpower protection detectors

The Regional Overpower Protection (ROP) system is designed to protect the reactor
against overpowers in the fuel caused by either a local peaking or a general power
increase in the reactor load level. Within the core, there are two ROP systems: one for
each of the two shutdown systems – SDS1 and SDS2. Each ROP system consists of
several fast-responding self-powered flux detectors. They are distributed throughout the
core within SDS1 and SDS2 assemblies. Each ROP detector has been designed with a
pre-set trip setpoint (TSP). The standard TSP for CANDU reactors is around 1.23 [65].
The detectors for each shutdown system are divided into three logic channels with reactor
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trip occurring on 2 out of 3 channels trip. That means when the normalized neutron fluxes
of detectors within any 2 of 3 channels are over the TSP, the reactor trip signal is
activated and the shutdown system is commanded.

Selection of the detector layout and specification of the TSPs are both involved in the
ROP system design and safety analysis, which are beyond the scope of this study.
However, 3-D dynamic characteristics of the RRS simulation platform allows that it
could provide a relatively accurate estimation of the neutron flux variation within the
ROP detectors during a transient. This can provide a useful reference to the optimized
design of the ROP system. The RRS simulation platform with the modal synthesis model
plays a far more crucial in this process than the point kinetic model, since the latter only
represents the uniformed zone power transient.

Fig. 4.16 shows a typical ROP detector distribution for SDS1 within the center cross
section of the core. Fig. 4.17 illustrates the dynamic process of the neutron flux variation
within several selected detectors during the load-following operation. The trajectories in
Fig. 4.17 demonstrate that none of the normalized neutron fluxes of the selected detectors
are over the TSP, and thus the trip signal is not activated. Furthermore, simulation results
show that the followed trajectories of some ROP detectors’ neutron flux are consistent
with the setpoint, while others are not. Further studies show that bounded by the
horizontal center plane, the trajectories of the above detectors overshoot upwards;
comparably the below detectors overshoot downwards. In addition, the overshoot of the
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trajectory is elevated by increasing the distance from the horizontal rather than the
vertical central plane. The current control system design determines that the RRS cannot
regulate the local power distribution to the referenced setpoint accurately, although it
delivers control to the reactor bulk power and 14 zone powers. Hence, advanced control
strategies will be investigated to improve the performance of the current control functions.
How to develop the advanced control strategies will be discussed in Chapter V.
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Fig. 4.16 ROP detector location for SDS1 within the center cross section of the core
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Fig. 4.17 Simulation results of the neutron flux varying within selected ROP detectors
for load following process

In order to further illustrate the scenario represented in Fig. 4.17 about the different
overshoot with the relationship of the horizontal versus the vertical central plane, Fig.
4.18 provides the simulation results of the Xenon amplitude dynamics for flux modes 2
and 3. Schematic representation of flux modes 2 and 3 are displayed in Fig. 4.19. In
conjunction with the modal expansion Eqn. (3-8), Fig. 4.18 illustrates that, to the
uniformed spatial distribution of Xenon reactivity, mode 3 contributes more than mode 2
does. This directly results in the more difficult power regulation in the vertical direction
than that in the horizontal direction of the reactor core. And the overshoots of the ROP
detectors’ load-following trajectories appear with the boundary of the horizontal central
plane and develop in the opposite directions. Certainly, improving this situation depends
on the enhanced design of the current control system.
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Fig. 4.18 Simulation results of Xenon amplitudes for flux modes 2 and 3

Fig. 4.19 Schematic representation of flux modes 2 and 3 for the CANDU reactor
4.4.5 Core neutron flux distribution during transients

Under the RRS control, the shape of the reactor neutron flux distribution has to be close
to its nominal design shape to ensure the reactor’s operational safety and optimal
performance. For illustrative purposes, the CANDU core is sliced into 12 layers of the
same thickness, as shown in Fig. 4.20, where the fourth layer from the right is chosen for
subsequent illustrations. The central plane is also highlighted since it divides the reactor
core into two symmetric halves. The neutron flux distributions modeled by the 3-D modal
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synthesis model at the fourth layer are shown in Fig. 4.21 under 1.0 FPU reactor power.
As can be seen in Fig. 4.21, the modal synthesis method can provide much detail in terms
of peaks and valleys in the core power distribution. In particular, it can be observed that
due to the neutron absorption of the liquid zone controllers, there are seven notches
distributed in the related zones, indicating reduced neutron flux.
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x

Fig. 4.20 The relative position of the fourth layer within the CANDU reactor core
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Fig. 4.21 Neutron flux distribution at the fourth layer along the z-direction (reactor
power is 1.0 FPU)

The variations of the neutron flux distribution on the fourth layer during the load
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following transients are shown in Fig. 4.22 and Fig. 4.23 when the reactor bulk power is
regulated to 0.95 FPU and 0.9 FPU respectively. It can be seen that, as the reactor power
decreases, the magnitude of the local neutron flux also reduces. However, the shape of the
flux distribution remains still similar to the initial shape, which demonstrates that the
RRS’ main function is maintaining the neutron flux distribution shape.
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Fig. 4.22 Neutron flux distribution at the fourth layer along the z-direction (reactor
power is 0.95 FPU)
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Fig. 4.23 Neutron flux distribution at the fourth layer along the z-direction (reactor
power is 0.9 FPU)

Further demonstrations of the flux distribution dynamics regarding these power levels are
depicted in Fig. 4.24 (a), (b), and (c). In this figure group, corresponding to three reactor
powers, simulation curves for flux distributions in x-, y- and z- directions are compared.
It can be seen that, with the increase in the reactor power, the scope of the neutron flux
distribution is enlarged, while the shape of the flux distribution is still maintained. This
further illustrates the RRS’s main function of maintaining the neutron flux distribution
close to its nominal design shape.
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Fig. 4.24(a) Neutron flux distribution along the z-axis at different power levels
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Fig 4.24(b) Neutron flux distribution along the x-axis within the central plane at
different power levels
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Fig 4.24(c) Neutron flux distribution along the y-axis within the central plane at
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4.5 CANDU RRS Graphical User Interface (GUI)
A Graphical User Interface (GUI) allows users to perform tasks interactively. MATLAB
GUI represents a convenient software environment for users to perform tasks such as
creating and customizing plots, fitting curves and surfaces, and analyzing and filtering
signals [66]. Users can also create custom GUIs for others to use – either by running them
within MATLAB or as standalone applications that could be run independently in the
MATLAB environment.
With the properties of MATLAB GUI, a user-friendly software package for CANDU
RRS simulations can be created. The objective is to provide a convenient software
environment for industrial users to perform related investigation, tests and even research
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on the RRS and its internal routines and principles. The operation of this RRS application
package does not have to depend on the MATLAB software environment. However, the
MATLAB internal compiler has to be installed. Nevertheless, this still brings a flexible
facility to the simulations of CANDU RRS, i.e., promptly obtaining simulation results
such as all types of dynamic property responses of the reactor, even without the
installation of MATLAB software.
Fig. 4.25 (a) and (b) represent the basic user interface and output display of the CANDU
RRS GUI platform, including the 3-D flux distribution representation of the reactor core.
From Fig. 4.25(a) it can be seen that the basic system parameters can be inputted to the
“Parameter Input Panel”. After running, the reactor dynamic responses including reactor
bulk power and zonal power responses, 14 zonal water levels and their averaged value,
and Xenon buildup reactivity, could be depicted through the “System Responses” panel.
Also, by pressing the blue strip button, the 3-D flux distribution within the core is
represented, as shown in Fig. 4.25 (b). Furthermore, the user can modify the parameter
values by “Parameters Input Panel” such that the corresponding system responses, in case
of different transient conditions, can be generated. Detailed information about this
software package is provided in Appendix D.
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Fig. 4.25(a) MATLAB GUI for CANDU RRS simulation platform

Fig. 4.25(b) 3-D flux distribution module of the CANDU RRS GUI
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4.6 Summary
The evaluation of the performance of the 3-D modal synthesis based reactor kinetic
model in a closed-loop environment is carried out in a MATLAB/SIMULINK based RRS
simulation platform. A notable advantage of the 3-D model is the level of details that it
can reveal as compared to the coupled point kinetic model. Using the developed RRS
simulation platform, the reactor internal behaviors can be revealed during load-following
tests. The test results are also benchmarked against measurements from an existing power
plant. It can be concluded that the 3-D reactor model produces more realistic view of the
core neutron flux distribution, which is closer to the real plant measurements than that
from a coupled point kinetic model. It is also shown that, through a vectorization process,
the computational load of the 3-D model is comparable with that of the 14-zone coupled
point kinetic model. Furthermore, the developed GUI software package for RRS’
implementation represents a user friendly and independent application environment for
education training and industrial utilizations.
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V Power distribution control of CANDU reactors based on
modal representation of reactor kinetics
In this chapter, a state-feedback control strategy for CANDU reactor 3-D power
distribution control is investigated. The reactor’s neutronic kinetic model is represented
by a 3-D modal model, and the control objectives are proposed. Linearization of the
reactor model is then performed and evaluated. In the RRS simulations, the linearized
reactor model demonstrates the same efficient performance as the nonlinear model. Based
on the linear reactor model, a state-feedback control strategy regarding the proposed
objectives is designed, and then implemented, with both the linearized and nonlinearized
models towards a typical load following transient. Simulation results are analyzed, which
validates the efficiency of the designed control law. Furthermore, ROP detectors are
selected to investigate the local in-core power responses. A comparison of the achieved
responses to those obtained from the RRS’ simulations proves that the designed control
strategy achieves superior performance on the 3-D power distribution regulating than the
RRS does, and is therefore more successful in meeting the requirements of proposed
CANDU reactor 3-D power distribution control objectives.

5.1 Brief introduction of the power distribution control problem
Control of power distribution in the reactor core is a very important aspect of reactor
operation, as the power distribution has direct implications of safety and fuel burn-up rate.
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In CANDU reactors, long-term reactivity control is achieved through online refueling.
The reactor regulating system (RRS) is employed to perform short-term power regulation
to meet the reactor safety and power output requirements [67]. Control of the bulk and
the differential power in the core is achieved through reactivity control devices, such as
liquid zone controllers, adjustor rods and control absorbers [68]. Among these reactivity
control devices, liquid zone controllers are primarily used to perform reactor power
regulation. In CANDU reactors, the core has been divided into 14 zones, whereas a liquid
controller is used in each zone. This chapter mainly concentrates on a new design of
reactor power distribution control by taking advantages of modal representation of the
reactor neutronic kinetics.

One of the main functions of RRS is to ensure that the reactor produces the maximal
amount of power output without exceeding the physical limits of the fuel bundles and
channel integrity. This is achieved through maintaining the reactor power level and the
rate of change in power at specified values (bulk power control), and also keeping the
core power distribution close to its design shape (spatial power control).

For the bulk power control, the desired power output is compared against the actual
power output to produce a power error signal. This error signal is then used to regulate
the levels in the liquid zone controllers to ensure that the actual power generated is close
to the demand. From the core power distribution point of view, there is normally a desired
power distribution shape for safe and efficient operation. For this reason, the reactor
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power is often defined in terms of normalized power, rather than absolute power. The
normalized power is essentially the ratio of the real power over the reference power.
Because the reference power for each zone can be different, for the same normalized
power, the real power in any particular zone can be different. In spatial power control, the
desired average normalized power is calculated for each zone. The actual normalized
zonal power is compared with the desired average normalized power to generate an error
signal. There are 14 error signals in total, which are used by the respective liquid zone
controllers to adjust zonal power so that the core power distribution is as close to the
designed shape.

Although the existing RRS can carry out spatial power control using the above technique,
it is still not able to achieve the power distribution shape ideally close to the nominal
design. In this project, the developed 3-D modal-based neutronic kinetic model is used to
develop new control strategies for more accurate 3-D power regulation for CANDU
reactor core. In this modal synthesis method, the developed control strategy focuses on
the dominant mode, which is the fundamental flux distribution adopted by the nominal
design. As a result, the core power distribution during transients is closer to the nominal
design shape than what a traditional RRS can achieve. A benefit of the improved core
power distribution is also enhanced safety, because uncertainties and uneven power
distribution have been reduced.
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Over the years, significant amount of efforts have been made on the development of
reactor kinetic models and subsequent control system designs. A coarse-mesh nodal
reactor model is developed and used for spatial xenon-induced control [69]. The reactor
model is comparable to the 14-coupled point kinetic model developed in [14]. However,
these nodal models have their inherent limitations in spatial power distribution control as
illustrated in Chapter I. For CANDU reactor control, a multivariable feedback control
method is proposed based modal-based reactor model [9]. However, the research is
limited to certain theoretical derivation, and the reactivity control devices are
approximated by four spatial spots, which is significantly different to the current CANDU
design. A 3-D power distribution control of a heating reactor is carried out in [70]. This
work relies on a much simplified 3-D reactor neutronic kinetic model. The control
objective is to ensure that the power distribution does not change significantly during a
load-following process. As compared to the above works, the reactor model used in the
current work reflects a real CANDU reactor core, and the resulting control system is
much simpler to implement in practice.

5.2 Control oriented kinetics models for CANDU reactors
5.2.1 Linearization of the reactor model

A 3-D dynamic model for CANDU neutronic kinetics is described in Section 3.2 of
Chapter III. This reactor model starts with the modal synthesis method and expands
reactor dynamic variables such as neutron flux, delayed precursors’ concentration, Iodine
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and Xenon concentrations to the weighted sum of pre-designed neutron flux modes, such
that the space-time dependant reactor dynamic system transforms to an only
time-dependant one. The selected neutron flux modes have a (bi-) orthogonal property,
which leads to the transformation of diffusion equations to the form of ordinary
differential equations (ODE), and this makes the investigation of control strategies
especially convenient. In Chapter IV, performance of this 3-D reactor model was
evaluated through the closed-loop RRS’ implementation and was demonstrated to be
effectively used in the research and design of control problems. In Section 4.2.1, the
reactor model has been written in a simple form with the criteria state-space format, as
represented by Eqn. (4-1) to (4-4).

It is important to point out that the set of Eqns. (4-1) to (4-4) represents a nonlinear
dynamic system in the state-space form. It is generally difficult to carry out control
system design and analysis directly based on these equations. Linearization procedure has
to be carried out first to convert nonlinear systems into linear ones around specific
operating points. To linearize these equations, the modal kinetic Eqns. (3-5) to (3-8) are
perturbed around the operating point as follows

Ν = Ν 0 + ∆Ν

(5-1)

Ρ = Ρ0 + ∆Ρ

(5-2)

Ι = Ι 0 + ∆Ι

(5-3)
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Χ = Χ 0 + ∆Χ

(5-4)

where the variables, N, P, I and X in the nonlinear equations are perturbed by ∆Ν , ∆Ρ ,
∆Ι and ∆Χ around the operating points, Ν 0 , Ρ0 , Ι 0 and Χ 0 for linearization. In

the current, 100% full power operation at the fundamental mode condition is chosen as
the operating point, as indicated in Eqn. (3-35)

Ν 0 = [1,0,,0]T

(3-35)

It is to be noted that in the subsequent studies, the reactor power is allowed to change
from 1.0 FPU to 0.9 FPU. In this research, the power maneuvering process is referred to
the load-following case discussed in Chapter IV. Although reactor power varies in range
from 1.0 FPU to 0.9 FPU, dynamic parameter changes in this range do not affect the
linearization of the reactor model.

Then, substituting Eqns. (5-1) to (5-4) for Eqns. (4-1) to (4-4), removing the steady-state
equations and omitting the higher-order infinitesimals, the set of Eqns. (4-1) to (4-4)
becomes
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 ∆Χ 81×1

−λ X I 9×9 − σ X ϕ f Α p 
81×81
−σ X ϕ f Α p

(5-5)

where ℜ L 0 is the modal coupled reactivity matrix ℜ L evaluated at the operating point.

Α p is a submatrix of Α , containing the first nine columns of Α .

∆u is a vector containing the control signals to vary the water levels in 14 liquid zone

controllers. It can be represented as:

∆u = [ ∆u1 , ∆u2 , , ∆u14 ]T

(5-6)

B9×14 is a constant matrix defined as

B9×14 =

3.33
 ∆Θ1,1  ∆Θ14,1  9×14
Λ 

(5-7)

where ∆Θn ,1 is the first column of ∆Θn , which is the incremental modal reactivity of
the nth zone, n = 1 to 14, when the water level in the zone increases from 0.25 full level
unit (FLU) to 0.55 FLU. The detailed derivation of Eqn. (5-7) is described in Appendix E.
The detailed derivation procedure of linearization is also represented in Appendix E.
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5.2.2 Validation of the linearized model

One efficient way to validate the linearized model is to make use of the developed
CANDU RRS simulation platform, through which simulation results based on the
original nonlinear models and the linearized model can be compared. A load-following
scenario from Chapter IV has been utilized.

The reactor power is reduced from 1.0 FPU to 0.9 FPU at a rate of 1.28×10-4 FPU/s and
returns to 1.0 FPU at a rate of 8.33×10-5 FPU/s. The entire process takes 6,000 seconds.
The simulation results are shown in Fig. 5.1, where the bulk power, averaged zonal level
and Xenon dynamic reactivity transients are compared. The simulation results have
proved that the linear model can provide a reasonable approximation to the nonlinear
model under this specific power maneuvering operation. From the results, it can be
concluded that the linearized reactor model is sufficiently accurate to be used for
investigations into new control strategies for the reactor regulation system.
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Fig. 5.1 Simulation results of reactor dynamics with two reactor models using RRS’
simulation

5.3 Control of power distribution in the reactor
The control objective can be summarized as follows: regulating the perturbed
time-amplitudes of neutron flux - ∆Ν to a deducible trajectory, such that the normalized
3-D mesh powers can be regulated according to the pre-designed time-varying power
load set-point. Consequently, the 3-D power distribution shape of the core is accurately
maintained. Simultaneously, the system is robust enough to suppress potential
disturbance and the controller movement is minimized during the transient.

According to the modal expansion Eqn. (3-5) about the neutron flux, if both sides of the
equation are divided by the neutron flux at the initial full power operation, which is also
the fundamental flux mode ψ 1 (r ) , the space-time 3-D core power distribution expressed
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by the normalized power concept is represented by

P3 D (r , t ) :=

φ (r , t )
ψ (r )
ψ (r )
= n1 (t ) + n2 (t ) 2
+ ... + n9 (t ) 9
ψ 1 (r )
ψ 1 (r )
ψ 1 (r )

(5-8)

For a given flux amplitudes [n1  n9 ]T calculated by the reactor model, the normalized
power of any mesh point in the core can be estimated by using Eqn. (5-8). This equation
can also be used to evaluate the reactor bulk power as a function of time by integrating
both sides over the reactor core volume. Hence, by using Eqn. (5-8), the reactor bulk
power, 14 zonal powers and the power distribution at any mesh point can be predicted.

As mentioned in Section 5.1, the main goals of the reactor control during a power
transient are to regulate the reactor bulk power according to power set-point, in the
meantime, to maintain the shape of core power distribution as close to the nominal design
as possible, to avoid overriding fuel bundle and exceeding the channel power limits. The
current CANDU RRS is unable to precisely control the power distribution in the core.
Using the new designed control method, more accurate core power distribution can be
achieved such that the resulting power distribution is more closely resemble the nominal
design shape. The efficient method to realize this objective is to regulate the dynamic of
3-D normalized power distribution exactly to the power set-point trajectory during the
transient.

From Eqn. (5-8), it can be observed that, in order to minimize the time amplitudes of the
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high order flux modes, i.e., if [n2  n9 ]T = 0 , the 3-D power distribution P3 D (r , t ) is no
longer a function of the spatial position r, which means that the power at every mesh
structure, as well as the reactor bulk power, can be represented in terms of n1 (t ) only.
Consequently, control of the reactor bulk and spatial power during transients can be
achieved by using a robust tracking and disturbance rejection technique, that is to
minimize [n2 ,, n9 ]T to [0,,0]T and regulate n1 to Pr (t ) , where Pr (t ) is the
designed power set-point. Simultaneously, the influence of the disturbances can be
suppressed. Furthermore, using the incremental concept as used in most areas of this
chapter,

∆Ν = [n1 , n2 , , n9 ]T − [1,0, , 0]T

(5-9)

= [n1 − 1, n2 , , n9 ]T

the control objective is transformed to regulate the ∆Ν to ry, where ry is defined as

ry = [ Pr (t ) − 1,0,, 0]T

(5-10)

With the definition of
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(5-11)
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B
Bx =  
0 81×1

(5-12)

Eqn. (5-5) can be simplified to

dx
= Ax x + Bx ∆u
dt

(5-13)

Then, define the output y as follows

y = Cx x

(5-14)

in which
I
C x =  9 ×9



Ο72× 72  81×81

(5-15)

and Ο72×72 is the zero matrix with the dimension of 72×72, such that y = ∆Ν .

Eqns. (5-13) and (5-14) represent a standard space-time dynamic model of CANDU 3-D
reactor kinetics. With this model the control problem can be synthesized by minimizing
an optimum performance index - the quadratic cost function, as

J =∫

tf

0

{x Q x + ( y − r ) Q ( y − r ) + ∆u
T

T

x

y

y

y

T

R∆u}dt

(5-16)

where Qx and Qy are non-negative definite matrices; and R is a positive definite
matrix. In Eqn. (5-16), the item of xT Qx x minimizes the system state deviations. The
second item, ( y − ry )T Q y ( y − ry ) , regulates the y , which is ∆Ν , to the desired
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trajectory ry , as specified by Eqn. (5-10). Subsequently, using Eqn. (5-1), i.e.
Ν = Ν 0 + ∆Ν , the real state Ν is regulated to ry + Ν 0 , i.e. [ Pr (t ), 0, , 0]T , as
indicated by Eqn. (5-10).
Consequently, according to Eqn. (5-8), the 3-D power distribution dynamics within the
core, P3D ( r, t ) , can be regulated to Pr (t ) . Pr (t ) is the referenced power load set-point
changing with time. That means, in this way, each mesh power within the core, rather
than 14 zonal powers, changes according to the trajectory of Pr (t ) . Hence, the power
distribution shape can be maintained to the nominal designed shape accurately.

5.4 Feedback control system design for the 3-D power distribution
control
A Linear-Quadratic-Integral (LQI) control [71] is used to synthesize the control system.
Fig. 5.2 depicts a block diagram representation of state-feedback control of the reactor
system.
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Fig. 5.2 A block diagram of the state-feedback design for CANDU reactor power
distribution control

Using a state augmentation technique with the definition of the following error signal

dxi
:= e = ry − y = ry − C x x
dt

(5-17)

An augmented dynamic system can be represented as
 A
d x
= x


dt  xi 90×1  −C x

0
0
 x   Bx 
+ 
∆u14×1 +  



0 90×90  xi   0  90×14
 ry  90×1

(5-18)

Correspondingly, the output y becomes

y = [C x

x
0]  
 xi 

(5-19)

Using the LQR design technique method, the state-feedback control law can be
represented as follow:
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∆u = − [ K

x
Ki ]  
 xi 

(5-20)

This control law ensures that the output y tracks the reference command ry by proper
regulations of water levels in the liquid zone controllers. The newly designed control law
will lead to 3-D power distribution within the core, as well as the reactor bulk power,
having a similar dynamic process as the power setpoint does.

5.5 Performance evaluation of the power distribution control
5.5.1 Simulations of Power Regulation based on Linear and Nonlinear Reactor
Models

MATLAB/SIMULINK software environment brings great convenience to the numerical
simulation and control system design. Particularly, it has provided internal functions to
solve common problems or equations. With the ‘lqr’ function [64] applied to the
augmentation system represented by Eqn. (5-18), the feedback gain

[K

K i ] is

calculated, such that with the feedback control law provided by Eqn. (5-20) the
augmentation system can be stabilized. Also, when the gains are separately manipulated
to the control system shown in Fig. 5.2, the closed-loop is performed such that the output

y is regulated to the reference signal ry, and simultaneously the system state is stabilized
and the controller has minimum movement. In this way, the 3-D reactor power control
objectives are realized. Appendix F represents the SIMULINK module for the
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implementation of CANDU reactor power distribution control.

In order to demonstrate the implemented efficiency of the designed 3-D power control
strategy, it is also performed regarding the original nonlinear reactor dynamic model. Fig.
5.3 provides simulation results about some dynamic responses, including reactor bulk
power, averaged zonal level and Xenon dynamic reactivity, applying the 3-D control law
to both reactor models. This dynamic information illustrates the power regulating
function of the RRS, which also indicates the reactor’s dynamic property. As a
comparison, simulation results of both linear and nonlinear reactor models are displayed.
Fig. 5.3 illustrates that the newly designed 3-D power control strategy achieves the
consistent consequents regarding the bulk power control objective based on simulations
to both linearized and nonlinear reactor models. The liquid zone controller signal and
Xenon dynamic information also reveals that, implementing the new control strategy on
the original reactor model achieves the same efficiency as the linearized model.
Furthermore, Fig. 5.4 shows a comparison of 14 zone power simulation results when the
designed control strategy is implemented based on two reactor models. The comparison
shows that applications of the designed control strategy to both reactor models achieve
the same objectives about RRS’s spatial control function – maintaining the flux
distribution through balancing 14 zone powers. All these demonstrations indicate that the
designed 3-D power control strategy could perform the main power regulating functions
of the RRS when it is implemented on not only the linearized reactor model, but also the
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original nonlinear model. However, according to the designed 3-D power control
objective, demonstrations of the new controller’s advantages depend on the illustration of
3-D dynamic information. The detailed information about the reactor 3-D dynamic
properties is revealed in the following sections.
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Fig. 5.3 The closed-loop dynamic system responses of the designed control strategy
under two reactor models
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Fig. 5.4 Variations of 14 zonal powers under linearized and nonlinear reactor models

Furthermore, Fig. 5.5 shows the transient simulation results of 14 zone water level
response. As compared to Fig. 4.14 under the RRS control, this figure has an apparently
different response about the zone water levels. From the perspective of control methods,
the RRS converges all the zone levels to a common trajectory by minimizing their
deviations from their average level, which results in Fig. 4.14. However, the new control
method minimizes 14 water levels’ deviations from their initial steady-state level (in this
case, 0.547 FLU), which saves the operating energy of the controllers. RRS’ protection
on water level control is to prevent the liquid zone controllers from draining way. In Fig.
4.14, the lowest water level is around 0.3 FLU. In Fig. 5.5, the lowest water level is about
0.26, which is still far away from draining away in this case. Furthermore, the water level
response is also related to the internal reactor kinetics, which will be further discussed in
Section 5.5.3.
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Fig. 5.5 Simulation results of 14 zone water levels using the newly designed control
strategy

5.5.2 3-D power distribution of the closed-loop reactor system

Further demonstrations are manipulated regarding the power distribution shape changing
within the core in a 3-D manner. A particular time spot, t=4620 s, is selected, which
represents the highest power level during the load-following process. Half of the reactor
core is divided into 6 layers, due to its symmetric characteristic revealed in Chapter III.
As a typical layer with 7 liquid zone controllers distributed, the fourth layer from the end
plane is selected to show the 3-D power distributions in a mesh structure with the
dimension of (28, 28).

Fig. 5.6 shows some of the 3-D normalized power distributions within the selected core
layer under the different conditions. Fig. 5.6(a) represents the normalized power
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distribution under the RRS’ control. However, as a comparison, the nominal distribution
shape is represented as a slab and the nominal power is equal to 1.0 everywhere within it.
Then it can be seen that the normalized power distribution under RRS’ control has a
remarkable tilt along the y direction, although the relative error is stabilized within the
range of 4%. This illustrates that in the time spot, t=4620s, the power distribution shape is
still significantly different from the initial steady-state nominal designed shape.
Furthermore, Fig. 5.6(b) provides a comparison of the power distributions under the new
control and of the nominal design. It can be seen that, with the implementation of new
control design, the power distribution tilt is greatly suppressed. This visually
demonstrates that the newly designed control strategy provides a better performance with
regards to maintaining the power distribution shape during the load-following transient
than the RRS does.

(a)

(b)

Fig. 5.6 Normalized power distributions of the fourth layer of the core at 4,620 s
under two different control schemes (a) RRS control, and (b) new control scheme.

Detailed information about the local power change under both control patterns is
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illustrated by Table 5.1. The mesh dimension can refer to Fig. 4.16. In this table some
mesh powers are selected from layer 4 and compared with different control methods; this
clearly shows that the power level decreases in y direction under RRS’ control, and also
deviates from the nominal power level. However, after the improved new control, all the
mesh powers are changed to be very close to the nominal power level, which ensures that
the power distribution shape is significantly similar to the nominal designed shape.
Furthermore, more attention is paid to the high power level areas under RRS’ control.
With the new control strategy, the high power level in those areas has been suppressed,
which typically contributes to the reactor’s safe performance. This will be further
illustrated in the next section.

Table 5.1 Selected mesh power changes under different control methods
Mesh Dimensions

RRS Control

New Control

(2,14)

1.0262

0.9938

(7, 7)

1.0158

0.9943

(7, 14)

1.0245

0.9972

(7, 21)

1.0176

0.9943

(14, 7)

0.9975

0.9979

(14, 14)

1.0075

1.0008

(14, 21)

0.9993

0.9994

(21, 7)

0.9735

0.9956

(21, 14)

0.9729

1.0002

(21, 21)

0.9731

0.9960

(27, 14)

0.9613

0.9948
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5.5.3 Power transients of ROP detectors under the new control strategies

In order to illustrate the changed reactor internal dynamics when the RRS control system
is replaced by the designed 3-D control strategy, the same ROP detectors are selected as
the simulation targets that are shown in Section 4.5.4. For a comparison, Fig. 5.7 provides
simulation results of the power dynamics within ROP detectors when the new control law
is implemented. Contrasted to Fig. 4.17, for both the upper and lower detectors, the
responses of detectors’ power transients are closer to the setpoint trajectory. This
indicates that, the newly designed power distribution control strategy brings more
efficiency to the power distribution regulating than the RRS control system.
Consequently, the 3-D power distribution shape of the core is better maintained. Further
illustration is provided by Fig. 5.8, which represents the corresponding Xenon
amplitudes’ dynamic response. It can be seen that, flux mode 3 still contributes more than
mode 2 during the load-following transient. However, when compared to Fig. 4.18, the
magnitude of Xenon amplitude with mode 3 is far smaller than that in Fig. 4.18. This
reveals that the 3-D control strategy obtains a better function for suppressing the irregular
spatial Xenon distribution, such that it could perform a more accurate regulating to the
local power distribution than the RRS.
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Fig. 5.7 Simulation results of the power dynamics within selected ROP detectors
implemented by 3-D control strategy
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Fig. 5.8 Simulation results of Xenon amplitudes for flux modes 2 and 3 implemented
by 3-D control strategy

By comparing Fig. 5.8 with Fig. 4.18, and comparing Fig. 5.5 with Fig. 4.14, because
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mode 3 doesn't contribute much for Xenon dynamics in both cases, the water level still
has the similar response within bilaterally symmetric zones such as zone 1 and 6, or zone
2 and 7, since the power level is similar within the symmetric zones; however, mode 2
contributes more for Xenon dynamics in both cases. In Fig. 4.17, reactor power in the
upper areas is higher than the under areas. From the steady-state analysis way, in order to
reduce the reactor power, the water level in the liquid zone controller such as zone 3 will
be increased, as illustrated in Fig. 5.5. Following this, Xenon reactivity is build up in the
upper areas, such that it makes up the negative amplitudes in Fig. 4.18 and leads to Fig.
5.8. This qualitatively analyzes that in Fig. 5.5 the water level in zone 3 is relatively
higher than other zones, as well as the average level shown in Fig. 5.3, although the entire
process belongs to the dynamic process, which is more complicated than the steady-state.

In order to further illustrate the benefit brought about by the new control strategy as
compared to the RRS control, more simulation results are generated in Fig. 5.9. As shown
in Fig. 5.7, the ROP detector – 7E has the highest power transient during the load
following process when the RRS is implemented. Then this detector is selected as the
simulation target, and two load following cycles are simulated. From Fig. 5.9 it can be
seen that, using the new control strategy, the detector’s power transient response is
regulated closer to the setpoint trajectory than the RRS control. An important
phenomenon to be noted is that, both highest power points have been significantly
suppressed. This implies that the safety margin regarding postulated accidents is
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increased within this load following process, if the safety margin is defined as the
distance from the highest power point to TSP. Thus, it can be concluded that, if the newly
designed power distribution control strategy replaces the RRS control logics, reactor
operation becomes much safer than it used to be; or, by remaining the original safety
margin, reactor operation could be adjusted to the higher power level, such that more
economic benefits could be obtained.
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Fig. 5.9 Simulation results of 7E ROP detector power transients implemented by RRS
and the new control strategy

5.6 Summary
A CANDU reactor oriented 3-D neutronic kinetic model for control system design is
represented. The linearized version is validated against the existing RRS through the
load-following simulations. Using this model, a control objective for improving reactor
3-D power distribution control is proposed. Subsequently, a feedback control strategy
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using the LQI method is designed to achieve the objective. The control system is then
evaluated on both the linearized and original nonlinear reactor models. Typical ROP
detectors are selected for investigating the local power dynamics. Case studies illustrate
that the newly designed control strategy based on the linearized reactor model can
produce a performance similar to the original nonlinear reactor model. By analyzing the
ROP detectors’ power transients, it is shown that the new control law can not only
improve economical operation, but also improve safety as the uncertainties and the
uneven power distribution are reduced.
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VI Conclusions and suggestions for future works
6.1 Conclusions
A modal model for three-dimensional space-time neutronic behaviors of the CANDU
reactor has been developed. Subsequently, a non-dimensional representative of the reactor
kinetic model in MATLAB/SIMULINLK software environment is proposed. A
steady-state calculation method is described to determine the initial conditions for the
simulation. Furthermore, implementation of the reactor modal model is carried out within
a MATLAB/SIMULINK simulation platform for CANDU-RRS system. Load following
studies are performed.

The evaluation of the performance of the 3-D modal synthesis model in a closed-loop
environment is carried out. A notable advantage of the modal synthesis model is the level
of details that it can be revealed as compared to coupled point kinetic models. Using the
developed simulation platform, the reactor core power distribution can be monitored
during load-following tests. The test results have also been benchmarked against
measurements from an existing CANDU plant. It can be concluded that the 3-D modal
synthesis model produces more accurate representation of the core neutron flux
distribution, which is closer to the real plant measurements than that from a coupled point
kinetic model. It is also shown that, through a vectorization process, the computational
load of the 3-D model is comparable with that of 14-zone coupled point kinetic model
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used in previous studies.

Based on the developed 3-D reactor kinetic model, a new control strategy for the 3-D
reactor power distribution control is proposed. In order to investigate this control problem,
the linearization of the reactor model is performed. The linearized model has been
validated by the RRS simulation platform under load following simulation studies. A
state-feedback control strategy based on linear quadratic integral (LQI) method is
designed. The load following transient behavior is then simulated by implementing the
new control strategy to both the linearized and original reactor models. Typical ROP
detectors are selected for investigating the local power dynamics.

The conclusion is that the newly designed 3-D control strategy can also be used to control
the original nonlinearized reactor model, and achieves satisfaction control on the 3-D
reactor power distribution. By analyzing the ROP detectors’ responses, it is concluded
that the application of 3-D control strategy is able to improve the reactor performance, or
potentially improves economy as compared with the current RRS.

6.2 Recommendation for future works
a) From the perspective of control problem investigations, the order of 3-D reactor

×81. This is still too large. If we can simplified this reactor model

dynamic model is 81

by replacing 6-group neutron delayed precursors with only one group delayed neutron
precursors, the order of the reactor model can be reduced to 27

× 27.

This will
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significantly mitigate the computing burden during the implementation phase. However,
the simplified reactor model has to be evaluated through the RRS’ closed-loop
implementations, as well as the linearization process.

b) If a) can be successfully realized, a new performance index optimizing the dynamic
3-D reactor power distribution can be proposed. This index is different from that in our
research, although the final control objective is the same, i.e. maintaining the 3-D power
distribution shape as close as the nominal shape. In fact, our index in this thesis is
represented only by constraining the time-amplitudes of the neutron flux. However, the
new index is represented by constraining the real 3-D mesh-power and the reactor bulk
power to the dynamic power set-point (using the unit of FPU). The new index can be
defined to minimize

J=

1 T
[( P r − Pb ) 2 + ∫ ( P r − Pi (V )) 2 dV + u T Ru ]dt
2 ∫0
V

(6-1)

in which, T is the transient time; P r is the dynamic level of power set-point; Pb is
reactor bulk power; V is the reactor volume; Pi (V ) is the 3-D pin-power; u
represents the control signal – liquid zone water levels. This can be a real 3-D power
optimum control.
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Appendix A
The following picture-groups illustrate the different neutron flux distributions
corresponding to 13 flux modes represented by Table 3.2. For each flux mode, 12 two
dimensional flux distribution figures are arrayed regarding 12 layers divided in the axial
direction of the CANDU reactor core. “+” sign indicates the positive values; and “-” sign
indicates the negative values.
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Appendix B
The following process represents a detailed derivation procedure of the reactor dynamic
Eqns. (3-13) to (3-16).

Substituting the modal expansion Eqns. (3-5) to (3-8) into the reactor diffusion Eqns. (3-1)
to (3-4), multiplying them throughout by the spatial mode function ψk(r) (k∈ [1, M]) and

integrating over the reactor volume, the following equations can be obtained:
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Applying the bi-orthogonality properties and approximated bi-orthogonality over the
whole reactor of the flux modes, as illustrated by
ψ k C ψ m = 0, k ≠ m

(3-11)

ψ k C ψ m ≠ 0, k = m

And

ψkψm
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<< ψ m ψ m
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,k ≠ m

(3-12)

Eqns. (B-1) to (B-4) become
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Recall the simplified operators on behalf of neutron loss and production,

R(r , t ) = ∇D∇ − Σ a (r , t )

(3-19)

F (r , t ) = υΣ f (r , t )

(3-20)
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Then define the initial and incremental values of both operators, such that

R ( r, t ) = R0 + ∆R

(B-13)

F ( r , t ) = F0 + ∆F

(B-14)

Both sides of Eqns. (B-9) to (B-12) are divided by F0 , such that the dynamic equations
become
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Applying the steady-state equation, i.e.

( R0 +

1
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kk
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and defining the prompt neutron generation time for kth mode, i.e.
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the dynamic equations can be deduced to
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Eqns. (B-19) to (B-22) can be further simplified to the criteria state-space equations, i.e.
Eqns. (3-13) to (3-16).
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A few new parameters are defined as follows.

The subcritical reactivity of mode k is defined as

ρ sck = 1−

1
kk

(3-17)

The modal cross-coupling reactivity between kth and mth modes due to the perturbation
[ ∆R ( r ) + ∆F ( r )]δ ( r ) within a certain area δ (r ) can be defined as
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ρ ki =

ψ k [ ∆R ( r ) + ∆F (r )]δ (r )ψ i
ψ k F0 ψ k

(3-21)

φ f is defined as the flux-squared weighted fundamental mode for the fuel flux, i.e.

φf =

ψ1ψ1ψ1
ψ1ψ1

f

(3-22)

f

Akim is the coupling volume integration of all the modes, defined as
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f
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ρkiX is the modal reactivity reflecting Xenon reactivity build-up, defined as
M

ρ kiX = −σ X φ f lk* ∑ Akim ( X m (t ) − X ms )

(3-24)

m=1

Analog to Eqn. (3-8), X ms in Eqn. (3-24) can be defined by

X s (r ) =

1 M
∑ψ i (r ) X is
v i=1

(3-25)
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Appendix C-1
The following derivation represents the vectorization procedure for modal kinetic Eqns.
(3-13) to (3-16) in Section 3.5.

Since there are 9 flux modes chosen to be used in this research, then define k=1,2,…,9.

Define:

Wk =

ρ sck − β
Λ

(C-1)

Applying Eqn. (C-1) to Eqn. (3-13), Eqn. (3-13) can be deduced to the following matrix
form, i.e. Eqn. (C-2).
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(C-2)

Then Eqn. (C-2) can be written to a simpler form, i.e. Eqn. (3-31).

Define

∆X m = X m (t ) − X ms

(C-3)

Eqn. (3-24) can be transformed to

ρ = ( −σ X ϕ f Λ) [ Aki1
X
ki

 ∆X 1 
 Aki 9 ]   


 ∆X 9 

(C-4)

Eqn. (C-4) can be used to further simplify the Xenon item in the right side of Eqn.
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(C-2), such that the vectorization of Eqn. (3-31) can be directly implemented in
SIMULINK. The detailed procedure can be referred to the vectorization of Eqn. (3-34).

As for Eqn. (3-14), it can be vectorized by the following procedure, i.e. Eqn. (C-5).
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Λ
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(C-5)

Eqn. (C-5) can be written to a simpler form, i.e. Eqn. (3-32).

Eqn. (3-15) is easily vectorized to the following form, i.e. Eqn. (C-6).

 I1 
d  
 = −λI
dt  
 I 9 

 I1 
 n1 
  + γI   
  νΛ  
 I 9 
 n9 

(3-33)

Furthermore, since Eqn. (3-16) is involved in the Xenon feedback item, the vectorization
becomes more complex. The detailed vectorization process is illustrated by the following
equation, i.e. Eqn. (C-6).
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Consequently, Eqn. (C-6) can also be written in a state-space form, as indicated by Eqn.
(3-34).

In this way, the reactor dynamic model has been represented in the state-space form, i.e.
the set of Eqns. (3-31) to (3-34). This state-space form is not only convenient for
implementation in MATLAB/SIMULINK, but also is suitable for investigating the
reactor control problem, which will be discussed in Chapter V.
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Appendix C-2

Fig. C-2 SIMULINK module of reactor kinetic modal modeling
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Appendix D
This MATLAB/GUI simulation platform represents a basic tool to simulate the CANDU
reactor dynamics (including a 3-D flux distribution) controlled by the Reactor Regulating
System (RRS) during a load following process.

Installation of this software package:

This software package contains all the files as shown in Fig. D-1.

Fig. D-1 Files of CANDU RRS GUI software package

If the MATLAB R2007b is already installed on the computer (and the default path is:
C:\Program Files\MATLAB\), execute CANDURRS.exe to perform the simulations. If
the installing path is not the default path, please copy the folder – R2007b in this package
to C:\Program Files\MATLAB\. Then, run the simulation.
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If the MATLAB R2007b has not been installed on the computer, follow the following
steps to install the MATLAB compiler. The simulations can then be run. Please note that
different versions of MATLAB may not be compatible.

1. Double click “MCRInstaller.exe” to install the MATLAB compiler. The default path
should be: C:\Program Files\MATLAB.

2. Right click "My Computer" - choose "Advanced" - choose "Environment Variables" choose "System variables" - choose "Path" and double click it to edit the values - Add
the following paths to the variable value by ";"

C:\Program Files\MATLAB\MATLAB Component Runtime\v77\runtime\win32

C:\Program Files\MATLAB\MATLAB Component Runtime\v77\bin\win32

3. Copy the folder – R2007b in this package to C:\Program Files\MATLAB\.

4. (Optional) if the simulations cannot be executed, please copy the files rsim_engine.dll and sl_solver.dll to C:\Program Files\MATLAB\MATLAB
Component Runtime\v77\bin\win32.

5. Execute the file - CANDURRS.exe to run the simulations.

How to use this simulation package:
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“Steady-state time 1” is the time duration for which the reactor is at the initial power.

“Power down time” is the time instance at which the power is reduced to a lower level.

“Reduced Power” is the new power level after reduction.

“Steady-state time 2” is the time interval of the reactor operation at the reduced power
level.

“Power rise time” is the time taken for the reactor to increase the power from the lower
level to the initial level.

“Simulation time” is the total time period for simulation.

Press “Run” button to initiate the simulations.

Press “Reset” button to reset the parameters.

Press “Clear” button to remove the existing figures.

Press “Close” button to exit the simulation program.

Open source code:

The source code of this software package is shown in Appendix G. It contains two files:
CANDURRS.m, and ThreeD.m.
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Appendix E
This appendix represents the linearization process of the nonlinear reactor model,

d
ℜ + ℜX
Ν = (ℜSCK + L
) Ν + blkdiag ([ λ1  λ6 ]) ⋅ Ρ
dt
Λ

(4-1)

d
1
T
Ρ = blkdiag ([ β1  β 6 ] ) ⋅ Ν − blkdiag (diag (λi )) ⋅ Ρ
dt
Λ

(4-2)

d
γ
Ι = I Ν − λI Ι
dt
υΛ

(4-3)

d
γ
Χ = X Ν + λI Ι − λ X Χ − σ X φ f Α ⋅ blkdiag(Χ) ⋅ Ν
dt
υΛ

(4-4)

where

Ν = (n1  n9 )T ; Ρ = ((C11 C16 )(C91 C96 )) ; Ι = ( I1  I 9 )T ; and Χ = ( X 1  X 9 )T .
T

(4-5)

Define, ℜ L 0 as the initial modal reactivity in terms of the initial water levels in the
liquid zone controllers, and ∆ℜ L as the incremental modal reactivity induced by the
water level changes.

The corresponding steady-state equations can be written as
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ℜL 0
) Ν 0 + blkdiag ([λ1  λ6 ]) ⋅ Ρ 0
Λ

(E-1)

0=

1
T
blkdiag ([ β1  β 6 ] ) ⋅ Ν 0 − blkdiag (diag (λi )) ⋅ Ρ 0
Λ

(E-2)

0=

γI
Ν −λ Ι
υΛ 0 I 0

(E-3)

0 = (ℜ SCK +

0=

γX
Ν + λ Ι − λ Χ − σ X φ f Α ⋅ blkdiag(Χ0 ) ⋅ Ν 0
υΛ 0 I 0 X 0

(E-4)

The perturbation equations of the state variables are represented by Section 5.2.1, as
follows

Ν = Ν 0 + ∆Ν

(5-1)

Ρ = Ρ0 + ∆Ρ

(5-2)

Ι = Ι 0 + ∆Ι

(5-3)

Χ = Χ 0 + ∆Χ

(5-4)

Applying the perturbation equations to the nonlinear reactor model, i.e. Eqns. (4-1) to
(4-4), the new state-space reactor model can be expressed as

d
(ℜ + ∆ℜ L ) + ℜ X
∆Ν = (ℜSCK + L0
)( Ν 0 + ∆Ν ) + blkdiag ([λ1  λ6 ]) ⋅ ( Ρ0 + ∆Ρ)
dt
Λ

(E-5)
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d
1
T
∆Ρ = blkdiag ([ β1  β 6 ] ) ⋅ ( Ν 0 + ∆Ν ) − blkdiag (diag (λi )) ⋅ ( Ρ0 + ∆Ρ)
dt
Λ

(E-6)

d
γ
∆Ι = I ( Ν 0 + ∆Ν ) − λ I ( Ι 0 + ∆Ι )
dt
υΛ

(E-7)

γ
d
∆Χ = X (Ν 0 + ∆Ν) + λI (Ι 0 + ∆Ι) − λ X ( Χ 0 + ∆Χ) − σ X φ f Α ⋅ blkdiag( Χ 0 + ∆Χ) ⋅ ( Ν 0 + ∆Ν)
dt
υΛ

(E-8)

Applying the steady state equations, i.e. Eqns. (E-1) to (E-4) to the new reactor model
and removing the high-order infinitesimals, the reactor model can be written as

d
ℜ
ℜ
∆ℜL
∆Ν = (ℜSCK + L0 )∆Ν + blkdiag ([ λ1  λ6 ]) ⋅ ∆Ρ + X Ν 0 +
Ν0
dt
Λ
Λ
Λ

(E-9)

d
1
T
∆Ρ = blkdiag ([ β1  β 6 ] ) ⋅ ∆Ν − blkdiag (diag (λi )) ⋅ ∆Ρ
dt
Λ

(E-10)

d
γ
∆Ι = I ∆Ν − λI ∆Ι
dt
υΛ

(E-11)

γ
d
∆Χ = X ∆Ν + λ I ∆Ι − λ X ∆Χ − σ X φ f Α ⋅ blkdiag( Χ 0 ) ⋅ ∆Ν − σ X φ f Α ⋅ blkdiag( ∆Χ) ⋅ Ν 0
dt
υΛ

(E-12)

Then, write ℜ X Ν 0 in Eqn. (E-9) to a standard form.
Λ

Since

T

Ν 0 = [1,0,,0]

(3-35)

191

and,

ρ = ( −σ X ϕ f Λ ) [ Aki1
X
ki

 ∆X 1 
 Aki 9 ]   


 ∆X 9 

(C-4)

It is obtained that

ℜX
Ν0
Λ
 ρ11 X
1
=  
Λ
 ρ 91 X


… ρ19 X 
T


  [1,0, ,0]
 ρ 99 X 

(E-13)

 ρ11 
1

=   
Λ
 ρ 91 X 


= ( −σ X ϕ f ) Α p ∆Χ
X

in which,

 A111  A119 
Αp =     


 A911  A919 

The controller signal item, i.e.

(E-14)

∆ℜ L
Ν 0 in Eqn. (E-9) is to be written to the standard
Λ

form containing 14 liquid zone water levels.

∆ℜ L
1
Ν 0 = ( ∆ℜ L1 +  + ∆ℜ L14 )Ν 0
Λ
Λ

(E-15)
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where, ∆ℜ L1 to ∆ℜ L14 respectively represent the modal reactivity change induced by
the water level change in each liquid zone controller.

Introducing new variables:

Let Θ55,1 and Θ 25,1 respectively be the modal reactivity for water levels in zone 1 0.55 FLU and 0.25 FLU. Similarly, Θ55,14 and Θ 25,14 represent respectively the modal
reactivity for the water levels in zone 14 – 0.55 FLU and 0.25 FLU. The two water levels
are chosen since the water levels changes from 0.25 FLU to 0.55 FLU for the simulations
in Chapter IV. The nonlinearity of the modal reactivity change within this area is not

×

considered. The modal reactivity matrix has a dimension of 9 9.

With the water level (l1  l14 )T linearly interpolated between 0.25 FLU and 0.55 FLU,
the modal reactivity for each water level can be represented as

ℜ L1 = 3.33( Θ55,1 − Θ 25,1 ) ⋅ l1 + (1.83Θ25,1 − 0.83Θ55,1 )

(E-16)

Similarly, it can be shown that

ℜL14 = 3.33( Θ55,14 − Θ25,14 ) ⋅ l1 + (1.83Θ25,14 − 0.83Θ55,14 )

(E-17)

The modal reactivity changes due to the water level changes can be shown as

∆ℜL1 = 3.33( Θ55,1 − Θ25,1 ) ⋅ ∆l1

(E-18)
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and

∆ℜ L14 = 3.33( Θ55,14 − Θ25,14 ) ⋅ ∆l14

(E-19)

Let ∆Θ1 to ∆Θ14 be the incremental modal reactivity of each zone when the water
level increases from 0.25 FLU to 0.55 FLU, then,

∆ℜ L1 = 3.33∆Θ1 ⋅ ∆l1

(E-20)

∆ℜ L14 = 3.33∆Θ1 ⋅ ∆l14

(E-21)

and

Subsequently,

∆ℜL
Ν0
Λ
1
= ( ∆ℜL1 +  + ∆ℜL14 ) Ν 0
Λ
3.33
=
( ∆Θ1 ⋅ ∆l1 +  + ∆Θ14 ⋅ ∆l14 )Ν 0
Λ
3.33
=
( ∆Θ1 ⋅ Ν 0 ⋅ ∆l1 +  + ∆Θ14 ⋅ Ν 0 ⋅ ∆l14 )
Λ
3.33
( ∆Θ1,1 ⋅ ∆l1 +  + ∆Θ14,1 ⋅ ∆l14 )
=
Λ
 ∆l1 
3.33
=
 ∆Θ1,1  ∆Θ14,1  9×14   


Λ
 ∆l14 14×1

(E-22)

in which ∆Θ1,1 to ∆Θ14,1 is the first column of ∆Θ1 to ∆Θ14 respectively.
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Let ∆u is the control signal – incremental water levels within 14 liquid zone controllers.
It can be represented as

T

∆u = [ ∆l1 , ∆l2 , , ∆l14 ]

(5-7)

Then Eqn. (E-22) can be rewritten to a format which contains the control signal
–incremental 14 water levels.

∆ℜL
3.33
[∆Θ1,1  ∆Θ14,1 ]9×14 ∆u
Ν0 =
Λ
Λ

(E-23)

The coupling item − σ X φ f Α ⋅ blkdiag ( ∆Χ ) ⋅ Ν 0 in Eqn. (E-12) can also be written to a
format containing a constant multiplied by ∆Χ .

− σ X φ f Α ⋅ blkdiag ( ∆Χ ) ⋅ Ν 0 = −σ X φ f Α p ⋅ ∆Χ

(E-24)

Thus, the set of Eqns. (E-9) to (E-12) can be written to

d
ℜ
3.33
∆Ν = (ℜSCK + L 0 ) ∆Ν + blkdiag ([ λ1  λ6 ]) ⋅ ∆Ρ − σ X ϕ f Α p ⋅ ∆Χ +
 ∆Θ1,1  ∆Θ14,1  ⋅ ∆u
dt
Λ
Λ 

(E-25)

d
1
T
∆Ρ = blkdiag ([ β1  β 6 ] ) ⋅ ∆Ν − blkdiag ( diag (λi )) ⋅ ∆Ρ
dt
Λ

d
γ
∆Ι = I ∆Ν − λI ∆Ι
dt
υΛ

(E-26)

(E-27)
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γ
d
∆Χ = ( X − σ X φ f Α ⋅ blkdiag( Χ 0 )) ⋅ ∆Ν + λI ∆Ι − (λ X + σ X φ f Α p ) ⋅ ∆Χ
dt
υΛ

(E-28)

The system can then be put into a standard state-space format,

ℜ

ℜSCK + L 0
blkdiag ([ λ1  λ6 ])
0

Λ

 ∆Ν 
1
T

blkdiag ([ β1  β 6 ] )
−blkdiag ( diag (λi ))
0
 ∆Ρ 
d  

Λ
=
γI
dt  ∆Ι 

I 9×9
0
− λ I I 9 ×9
 
Λ
υ
 ∆Χ 81×1 
γ X
I 9×9 − σ X ϕ f Α ⋅ blkdiag ( Χ 0 )
0
λI I 9×9

υΛ
B 
+  9×14 
∆u14×1
 0 81×14




 ∆Ν 

0
 ∆Ρ 

 

 ∆Ι 

0
 

 ∆Χ 81×1

−λ X I 9×9 − σ X ϕ f Α p 
81×81
−σ X ϕ f Α p

(5-5)

in which,

I 9×9

1


=
 



1 9×9

(5-6)

B9×14 is the matrix constant, defined by

B9×14 =

3.33
[ ∆Θ1,1  ∆Θ14,1 ]9×14
Λ

(5-8)
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Appendix F

Fig. F-1 SIMULINK module for CANDU reactor’s 3-D power distribution control
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Appendix G
“CANDURRS.m”
function varargout = CANDURRS(varargin)
%CANDURRS M-file for CANDURRS.fig
%

CANDURRS, by itself, creates a new CANDURRS or raises the existing

%

singleton*.

%

H = CANDURRS returns the handle to a new CANDURRS or the handle to

%

the existing singleton*.

%

CANDURRS('Property','Value',...) creates a new CANDURRS using the

%

given property value pairs. Unrecognized properties are passed via

%

varargin to CANDURRS_OpeningFcn.

%

warning when there is an existing singleton*.

%

CANDURRS('CALLBACK') and CANDURRS('CALLBACK',hObject,...) call the

%

local function named CALLBACK in CANDURRS.M with the given input

%

arguments.

%

*See GUI Options on GUIDE's Tools menu.

%

instance to run (singleton)".

This calling syntax produces a

Choose "GUI allows only one

% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help CANDURRS
% Last Modified by GUIDE v2.5 07-Jun-2011 14:12:17
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct('gui_Name',
'gui_Singleton',

mfilename, ...
gui_Singleton, ...

'gui_OpeningFcn', @CANDURRS_OpeningFcn, ...
'gui_OutputFcn',

@CANDURRS_OutputFcn, ...

'gui_LayoutFcn',

[], ...

'gui_Callback',

[]);

if nargin && ischar(varargin{1})
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gui_State.gui_Callback = str2func(varargin{1});
end

if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT

% --- Executes just before CANDURRS is made visible.
function CANDURRS_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes CANDURRS wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command line.
function varargout = CANDURRS_OutputFcn(hObject, eventdata, handles)
% varargout

cell array for returning output args (see VARARGOUT);

varargout{1} = handles.output;
function Ttotal_editText_Callback(hObject, eventdata, handles)
% hObject

handle to Ttotal_editText (see GCBO)

input = str2num(get(hObject,'String'));
%checks to see if input is empty. if so, default input1_editText to zero
if (isempty(input))
set(hObject,'String','0')
end
guidata(hObject, handles);

199

% --- Executes during object creation, after setting all properties.
function Ttotal_editText_CreateFcn(hObject, eventdata, handles)
% hObject

handle to Ttotal_editText (see GCBO)

if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end

function Power2_editText_Callback(hObject, eventdata, handles)
% hObject

handle to Power2_editText (see GCBO)

input = str2num(get(hObject,'String'));
%checks to see if input is empty. if so, default input1_editText to zero
if (isempty(input))
set(hObject,'String','0')
end
guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function Power2_editText_CreateFcn(hObject, eventdata, handles)
% hObject

handle to Power2_editText (see GCBO)

if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end

function Tstep1_editText_Callback(hObject, eventdata, handles)
% hObject

handle to Tstep1_editText (see GCBO)

input = str2num(get(hObject,'String'));
%checks to see if input is empty. if so, default input1_editText to zero
if (isempty(input))
set(hObject,'String','0')
end
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guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function Tstep1_editText_CreateFcn(hObject, eventdata, handles)
% hObject

handle to Tstep1_editText (see GCBO)

if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end

function Tstep2_editText_Callback(hObject, eventdata, handles)
% hObject

handle to Tstep2_editText (see GCBO)

input = str2num(get(hObject,'String'));
%checks to see if input is empty. if so, default input1_editText to zero
if (isempty(input))
set(hObject,'String','0')
end
guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function Tstep2_editText_CreateFcn(hObject, eventdata, handles)
% hObject

handle to Tstep2_editText (see GCBO)

if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end

function Tpowerdown_editText_Callback(hObject, eventdata, handles)
% hObject

handle to Tpowerdown_editText (see GCBO)

input = str2num(get(hObject,'String'));
%checks to see if input is empty. if so, default input1_editText to zero
if (isempty(input))
set(hObject,'String','0')
201

end
guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function Tpowerdown_editText_CreateFcn(hObject, eventdata, handles)
% hObject

handle to Tpowerdown_editText (see GCBO)

if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end

function Tpowerrise_editText_Callback(hObject, eventdata, handles)
% hObject

handle to Tpowerrise_editText (see GCBO)

input = str2num(get(hObject,'String'));
%checks to see if input is empty. if so, default input1_editText to zero
if (isempty(input))
set(hObject,'String','0')
end
guidata(hObject, handles);
% --- Executes during object creation, after setting all properties.
function Tpowerrise_editText_CreateFcn(hObject, eventdata, handles)
% hObject

handle to Tpowerrise_editText (see GCBO)

if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end

% --- Executes on button press in Run_pushbutton.
function Run_pushbutton_Callback(hObject, eventdata, handles)
% hObject

handle to Run_pushbutton (see GCBO)

Ttotal_input=get(handles.Ttotal_editText,'String');
Ttotal=str2num(Ttotal_input);
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%
Power2_input=get(handles.Power2_editText,'String');
Power2=str2num(Power2_input); %0.9
Powerdiff=1.0-Power2;
%
Tstep1_input=get(handles.Tstep1_editText,'String');
Tstep1=str2num(Tstep1_input); %660s
Tstep2_input=get(handles.Tstep2_editText,'String');
%
Tpowerdown_input=get(handles.Tpowerdown_editText,'String');
Tpowerdown=str2num(Tpowerdown_input);
Tpowerrise_input=get(handles.Tpowerrise_editText,'String');
Tpowerrise=str2num(Tpowerrise_input);
Prate=100*Powerdiff/Tpowerdown*0.0043429; % power down rate
Prate2=100*Powerdiff/Tpowerrise*0.0043429; % power rise rate
Tstep2=str2num(Tstep2_input)+Tstep1+Tpowerdown;
%
%use exe model. 20110629
asim=0:0.02:Ttotal;
bsim=[];
for i=1:(Ttotal/0.02+1)
bsim=[bsim Ttotal];
end
Tend_mat=[asim;bsim];
save Tend.mat Tend_mat;

% Load model's parametere structure from MAT-file (must ship this MAT-file
% with model and GUI executables to customers for stand alone application)
load param_struct.mat
% Update parameters in model's parameter structure based on user input
rtP.parameters.values = [Power2 Powerdiff Prate Prate2 Tstep1 Tstep2];
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save updated_param_struct.mat rtP;
% Execute simulation with new parameters
!CANDURRSmodal -p updated_param_struct.mat -o output.mat

load output.mat;

axes(handles.axes1)
plot(rt_tout, rt_BuckReactorPower);grid on;
xlabel('Time (Sec)');
ylabel('Reactor Bulk Power (FPU)');

axes(handles.axes2)
plot(rt_tout, rt_simout);grid on;
xlabel('Time (Sec)');
ylabel('14 Zone Powers (FPU)');

axes(handles.axes3)
plot(rt_tout, rt_ZCUlevel);grid on;
xlabel('Time (Sec)');
ylabel('14 Zone Levels (FLU)');

axes(handles.axes5)
plot(rt_AVRwaterlevel.time,rt_AVRwaterlevel.signals.values);grid on;
xlabel('Time (Sec)');
ylabel('Averaged Zone Level (FLU)');

axes(handles.axes4)
plot(rt_tout, rt_Xenondynamicreactivity.signals.values*1000);grid on;
xlabel('Time (Sec)');
ylabel('Xenon Dynamic Reactivity (mk)');
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% induce the modes data 20110720
x = [-13.5 -12.5 -11.5 -10.5 -9.5 -8.5 -7.5 -6.5 -5.5 -4.5 -3.5 -2.5 -1.5
-0.5 0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5 12.5 13.5];
y = x';
z = [0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 11.5];
%fundamental mode
mode1(:,:,1) = [];
% For space reasons, data of mode1 to mode9 are omitted here. 201207%
……
mode9(:,:,12) = [];

modesigma =
mode1*rt_FluxAmplitude.signals.values(end,1)+mode2*rt_FluxAmplitude.sign
als.values(end,2)+mode3*rt_FluxAmplitude.signals.values(end,3)+mode4*rt_
FluxAmplitude.signals.values(end,4)+mode5*rt_FluxAmplitude.signals.value
s(end,5)+mode6*rt_FluxAmplitude.signals.values(end,6)+mode7*rt_FluxAmpli
tude.signals.values(end,7)+mode8*rt_FluxAmplitude.signals.values(end,8)+
mode9*rt_FluxAmplitude.signals.values(end,9);

save output.mat modesigma x y z;

% --- Executes on button press in Distribution_pushbutton.
function Distribution_pushbutton_Callback(hObject, eventdata, handles)
% hObject

handle to Distribution_pushbutton (see GCBO)

run('ThreeD');

% --- Executes on button press in Reset_pushbutton.
function Reset_pushbutton_Callback(hObject, eventdata, handles)
% hObject

handle to Reset_pushbutton (see GCBO)

set(handles.Ttotal_editText,'String','0');
set(handles.Tpowerdown_editText,'String','0');
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set(handles.Tpowerrise_editText,'String','0');
set(handles.Power2_editText,'String','0');
set(handles.Tstep1_editText,'String','0');
set(handles.Tstep2_editText,'String','0');

% --- Executes on button press in Clear_pushbutton.
function Clear_pushbutton_Callback(hObject, eventdata, handles)
% hObject

handle to Clear_pushbutton (see GCBO)

cla(handles.axes1,'reset');
cla(handles.axes2,'reset');
cla(handles.axes3,'reset');
cla(handles.axes4,'reset');
cla(handles.axes5,'reset');

guidata(hObject, handles);
clear;

% --- Executes on button press in Close_pushbutton.
function Close_pushbutton_Callback(hObject, eventdata, handles)
% hObject

handle to Close_pushbutton (see GCBO)

button=questdlg('Do you want to close the window?');
switch button
case 'Yes'
delete(handles.figure1);
delete('output.mat');
delete('Tend.mat');
delete('updated_param_struct.mat');
clear;
case 'no'
default;
case 'cancel'
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default;
end

“ThreeD.m”
function varargout = ThreeD(varargin)
% THREED M-file for ThreeD.fig
%

THREED, by itself, creates a new THREED or raises the existing

%

singleton*.

%

H = THREED returns the handle to a new THREED or the handle to

%

the existing singleton*.

%

THREED('CALLBACK',hObject,eventData,handles,...) calls the local

%

function named CALLBACK in THREED.M with the given input arguments.

%

THREED('Property','Value',...) creates a new THREED or raises the

%

existing singleton*.

%

applied to the GUI before ThreeD_OpeningFunction gets called.

%

unrecognized property name or invalid value makes property application

%

stop. All inputs are passed to ThreeD_OpeningFcn via varargin.

%

*See GUI Options on GUIDE's Tools menu.

%

instance to run (singleton)".

Starting from the left, property value pairs are
An

Choose "GUI allows only one

% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help ThreeD
% Last Modified by GUIDE v2.5 24-May-2011 16:54:50
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct('gui_Name',
'gui_Singleton',

mfilename, ...
gui_Singleton, ...

'gui_OpeningFcn', @ThreeD_OpeningFcn, ...
'gui_OutputFcn',

@ThreeD_OutputFcn, ...

'gui_LayoutFcn',

[] , ...

'gui_Callback',

[]);
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if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end

if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT

% --- Executes just before ThreeD is made visible.
function ThreeD_OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject

handle to figure

% Choose default command line output for ThreeD
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes ThreeD wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% --- Outputs from this function are returned to the command line.
function varargout = ThreeD_OutputFcn(hObject, eventdata, handles)
% varargout

cell array for returning output args (see VARARGOUT);

varargout{1} = handles.output;

load('output.mat');
%
axes(handles.axes11)
surf(x,y,modesigma(:,:,1));grid on;
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xlabel('x (lattice pitch)');
ylabel('y (lattice pitch)');
zlabel('z (normalized neutron flux)');
title('the 1st layer');
xlim([-14 14]);
ylim([-14 14]);
zlim([0 1e-3]);
%
axes(handles.axes12)
surf(x,y,modesigma(:,:,2));grid on;
xlabel('x (lattice pitch)');
ylabel('y (lattice pitch)');
zlabel('z (normalized neutron flux)');
title('the 2nd layer');
xlim([-14 14]);
ylim([-14 14]);
zlim([0 1e-3]);
%
axes(handles.axes13)
surf(x,y,modesigma(:,:,3));grid on;
xlabel('x (lattice pitch)');
ylabel('y (lattice pitch)');
zlabel('z (normalized neutron flux)');
title('the 3rd layer');
xlim([-14 14]);
ylim([-14 14]);
zlim([0 1e-3]);
%
axes(handles.axes14)
surf(x,y,modesigma(:,:,4));grid on;
xlabel('x (lattice pitch)');
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ylabel('y (lattice pitch)');
zlabel('z (normalized neutron flux)');
title('the 4th layer');
xlim([-14 14]);
ylim([-14 14]);
zlim([0 1e-3]);
%
axes(handles.axes15)
surf(x,y,modesigma(:,:,5));grid on;
xlabel('x (lattice pitch)');
ylabel('y (lattice pitch)');
zlabel('z (normalized neutron flux)');
title('the 5th layer');
xlim([-14 14]);
ylim([-14 14]);
zlim([0 1e-3]);
%
axes(handles.axes16)
surf(x,y,modesigma(:,:,6));grid on;
xlabel('x (lattice pitch)');
ylabel('y (lattice pitch)');
zlabel('z (normalized neutron flux)');
title('the 6th layer');
xlim([-14 14]);
ylim([-14 14]);
zlim([0 1e-3]);
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