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ABSTRACT 
In February 2002, the FCC (2002 a, b) issued a ruling that ultra-wideband 
(UWB) could be used for data communications as well as for radar and safety 
applications. UWB system is constrained to have a maximum power transmission of -41 
dBm and a bandwidth ranging from 3.1-10.6 GHz. UWB co-exists and does not interfere 
with the existing narrowband or wideband communication systems in the same 
spectrum. However, due to its low power in the same bandwidth, UWB is affected by 
the so-called narrowband (NB) interference. This thesis presents a method to estimate 
and detect narrowband signals in radio impulse receiver with the intention to eliminate 
the NB interference.  
Narrowband bandwidth is very small compared to the bandwidth of UWB 
therefore the interference can be considered as a single tone. To detect such a tone using 
conventional techniques is not feasible at least up to this time for UWB as current 
technology can not support such high data rates. Alternatives way to track down the 
narrowband signal include using a power spectral density estimation technique called 
spectrogram. For all cases, the spectrogram at specific frequency range where the 
narrowband active statistically be larger than its overall average power. Here, a 
threshold detector is built which reports detection at the frequency range where the 
narrowband is located if the spectrogram exceeds a threshold value.  
Upon completing of successful NB detection, the NB signal in the UWB system 
will be estimated in digital form and cancelled in analog form. The pipelined LMS 
algorithm is used to estimate the NB signal; the algorithm is implemented using a built-
in IP core from the Altera DSP library which can be simulated in either Matlab platform 
or in FPGA boards. The design correctness has been validated by means of Monte-Carlo 
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simulation and hardware implementation using standard UWB IEEE standard channel 
models, Time Hopping-Pulse Position Modulation and the rake receiver technique.  
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Chapter 1      Introduction and Motivation 
 
 
 
 The most influential milestone in the history of Ultra Wideband (UWB) wireless 
communications was set in April 2002 when the Federal Communications Commission 
(FCC) approved the first guidelines allowing UWB signals contained within specified 
emission masks [1]. This chapter describes what UWB is, why and how this technology 
gets adopted into wireless communications. The importance of this technology is its co-
existence with other technologies in the same spectrum. Sharing spectrum causes 
problems in UWB communications, which motivate for this work.  
1.1     Ultra Wideband Overview  
 
Historically, UWB radio systems were mainly developed as a military tool 
because they have acquired high capability to scan through trees and beneath ground 
surfaces. Recently, UWB technology has been focused on consumer electronics and 
communications. Although UWB systems are years away from being ubiquitous, UWB 
technology is changing wireless industry today. UWB technology is different from the 
conventional narrowband wireless transmission technology. Instead of broadcasting on 
separate frequencies, UWB spreads signals across a very wide frequency range. The 
signals are transmitted in sequences of very short pulses rather than continuous 
waveforms using Radio Frequencies (RF) carrier as in narrowband (NB) communication 
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systems. This technique has been extensively used in radar applications and went under 
the name of Impulse Radio (IR).  
The most remarkable roadmap in UWB wireless communications was regulated 
in April 2002 by FCC. However, according to the FCC rules, UWB concept is not 
limited to the pulsed transmission but can be extended to continuous-like transmission 
techniques, providing the occupied bandwidth of the transmitted signal is greater than 
500 MHz. The general consensus establishes that a signal is UWB if its bandwidth is 
large with respect to the carrier or center frequency of the spectrum. In other words, the 
fractional bandwidth is as high as 0.2-0.25 percent of its central frequency. These pulses 
or waveforms, because of their large bandwidth, must, at least in principle, co-exist in a 
friendly manner with other Hertzian waveforms present in the air interface. The 
coexistence principle introduces strict limitations over Power Spectral Densities (PSD) 
and raises the issue of designing power efficient networks in addition to the narrowband 
interference (NBI) avoidance in UWB communication systems.  
The following section describes the modulation techniques that are most 
commonly used in the UWB systems. 
1.1.1     Type of Modulation in UWB Systems 
 
 UWB signals are obtained by either applying the Pulse Position (PPM), Pulse 
Amplitude (PAM), On-Off Keying (OOK), and Bi-Phase modulation. Each of these 
modulation techniques will be examined. 
 In PPM modulation, each pulse is delayed or sent in advance of a regular time 
scale. A binary communication system can be established with a forward or backward 
shift of the pulse in time. By setting specific time delay for each pulse, an M-ary system 
 3
λ
Tc 
can be created. Considering Figure 1-1 which provides an illustration of a 4-ary PPM 
modulation, here Tc is associated with the amount of time allocated to transmit one 
UWB pulse. Tc is therefore divided into M different time slots of width λ. In this case, 
M=4, the bit or symbol which is being transmitted determines which time slot the pulse 
occupies. 
 
 
 
 
 
Figure 1-1.     A 4-ary PPM. 
 
 Another common modulation method is to invert the pulse, that is, to create a 
pulse with opposite phase. This is known as bi-phase modulation (BPM). Bi-phase is 
therefore antipodal and in a purely additive whit Gaussian noise (AWGN) channel has 
error performance identical to binary phase shift keying (BPSK). Figure 1-2 illustrates a 
bi-phase modulation where a negative pulse represents a “0” and a positive pulse 
represents a “1”.  
 
 
 
    
  
 
 
Figure 1-2.     A Bi-phase Modulation. 
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 PAM is an M-ary modulation format where the information is encoded into an 
amplitude of the pulse. Figure 1-3 gives an example of a 4-ary PAM. PAM however is 
not a particularly attractive modulation scheme for UWB since its modulation order (M-
ary) is inversely proportional to its energy efficiency and UWB systems are power 
limited.  
 
 
 
 
 
 
 
Figure 1-3.     A 4-ary PAM. 
  
 It is worth to mention OOK. This is a modulation technique where the absence or 
presence of a pulse signifies the digital information of “0” or “1”. This technique is also 
not very energy efficient but may be attractive for a low cost, low complexity system. 
Figure 1-4 provides an example of OOK modulation. 
 
 
 
 
 
 
 
Figure 1-4.     A On-Off Keying (OOK). 
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1.1.2     Fractional Bandwidth  
 
 As mentioned earlier, the term UWB comes from the radar world and refers to 
electromagnetic waveforms that are characterized by an instantaneous fractional energy 
bandwidth greater than 0.2-0.25. Let E be the instantaneous energy of the waveform, the 
energy bandwidth is then identified by the frequencies fL and fH, which delimited the 
interval where most of the energy E (i.e., over 90%) is captured. The width of the 
interval [fL, fH] is called energy bandwidth as shown in Figure 1-5 [2]. Note that if fL is 
the lower limit and fH is the upper limit of the Energy Spectral Density (ESD) and the 
center frequency of the spectrum is located at (fL + fH)/2. 
 
 
 
 
 
 
 
 
Figure 1-5.    Energy bandwidth. 
 
Fractional bandwidth is defined as the ratio of the energy bandwidth and the 
center frequency and expressed as: 
                             Fractional bandwidth = ( )( )
2
HL
LH
ff
ff
+
−
           (1-1) 
 
 A signal having fractional bandwidth greater than 0.2-0.25 is called a UWB 
signal. A signal with an energy bandwidth of 2 MHz, for example, is UWB if the center 
frequency of its spectrum is lower than 10 MHz.  
Frequency 
Energy Spectrum 
(fH -fL) 
(fL+fH)/2 
fHfL0
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Often the term “percent bandwidth” is used. Percent bandwidth is simply the 
fractional bandwidth in percentage units. Also in use is the relative bandwidth which is 
equal to half of the fractional bandwidth. Relative bandwidth represents the ratio 
between half of the energy bandwidth and the center frequency.  
 There are different ways to choose the lower and upper limit frequencies 
depending on how stringent the requirement on the bandwidth is set. For example, in a 
recent release of UWB emission masks in the United States (FCC, 2002), the fL and fH 
are set to be the lower and upper frequencies of the -10dB emission points. The selection 
of -10 dB over the -20 dB bandwidth established by the Defense Advance Research 
Projects Agency (DARPA) [3] is motivated by the fact that UWB emission is permitted 
at lower power levels, which are close to the noise floor. Under these conditions, the -20 
dB emission points cannot be measured correctly. Within the FCC, 2002 regulation, a 
signal is always assumed to be UWB if its bandwidth at -10dB emission point exceeds 
500 MHz, regardless of the fractional bandwidth values.  
 The type of NB signal contains within the UWB spectrum will be examined in 
the following sections.  
1.2     Narrowband Overview  
 
 Narrowband (NB) refers to a signal which occupies only a small amount of 
spaces on the radio spectrum. NB is opposite to the broadband or wideband (WB). In the 
study of wireless communications such as a UWB system, narrowband implies that the 
bandwidth under consideration is sufficiently “narrow” compared to the UWB 
bandwidth. The NB in study for indoor communications is the wireless local access 
network (WLAN) based Orthogonal Frequency Division Multiplexing (OFDM) signal.  
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 This WLAN system is also known as the third wireless generation and has been 
used to offer maximum data rate at a central frequency in the 5 GHz frequency band. 
The standardization of this wireless generation is taking place simultaneously in the 
U.S., Japan and Europe. The Institute for Electrical and Electronics Engineers  (IEEE) is 
working on this WLAN and models it as the IEEE 801.11a standard. The standard is 
based on the OFDM modulation scheme having a bandwidth of 16 MHz per subcarrier 
in OFDM. The modulation scheme ranges from BPSK up to 64-QAM. Together with a 
variable error-coding rate, OFDM modulation allows the data rate to be adapted from 6 
Mbit/s to 54 Mbit/s, depending on the propagation channel conditions. The IEEE 
802.11a is the primary interference for indoor UWB communication systems. 
Interference concept is to be discussed in the subsequent section.     
1.3     Interference  
 
 A WB system, by its nature, interferes with the existing NB services in the same 
frequency band and in turn, the NB signals act as interferers to the WB system. The 
extent to which performance is degraded by the interference clearly depends on the 
number and distribution of the interferers, the relative power between WB and NB and 
the type of modulation of the two signals. With respect to transmission power, FCC 
specifications and European standards [4], essentially limit the equivalent isotropically 
radiated power (EIRP) to US Part 15 limits, that is, -41 dBm/MHz for UWB in the range 
of frequency from 3.1-10.6 GHz. To be UWB, the signal must occupy an instantaneous 
bandwidth of at least 500 MHz. Figure 1-6 in next page illustrates the FCC UWB 
spectral masks.  
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Figure 1-6.     FCC UWB Spectral Masks.   
 
The specifications intent is to enable the co-existence of UWB radio services 
with the currently licensed NB services, including commercial cellular as well as critical 
applications, such as the Global Position Systems (GPS) and navigation systems. A brief 
commentary on the narrowband interference that inflicted and observed from UWB 
system is addressed here and detailed analysis is to be given in Chapter 2. 
Figure 1-6 shows within the spectrum of interested, the narrowband interference 
(NBI) is the 5 GHz OFDM based WLAN signal. There are works studying degradation 
in the performance of UWB radios due to narrowband interference within the 3.1-10.6 
GHz frequency range, such as tone jammers [5], partial band interference (PBI) [6] and 
WLAN IEEE 802.11a interference [7]. If the frequency of the tone jammers is known, 
several techniques can be used to shape the transmit pulse in such a way to avoid the 
interference [8-10]. In [11], spreading codes are designed to combat NBI using 
frequency-spreading technique. The performance of generalized RAKE receivers and 
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Minimum Mean Square Error (MMSE) receivers, in the presence of Multiple Access 
Interference (MAI) and NBI, has been analyzed in [12-15]. These techniques assume 
that all relevant user codes, multipath parameters, and noise parameters are known. 
Performance in the presence of multiple users was also studied. For example, Forouzan 
provided an exact bit error rate (BER) expression for the interference limited uncoded 
time-hopping pulse position modulation (TH-PPM) and approximate expressions for the 
coded asynchronous case [16]. Authors in [7] and [17-20] provided both analysis and 
simulation results for NB interference effect on UWB system.  
 As mentioned earlier, the primary narrowband interference occupies within the 
indoor UWB communication system is the IEEE802.11a; in particular the OFDM based 
WLAN signal, the power spectrum density for NBI scenario is shown in Figure 1-7.  In 
contrast to the UWB, the WLAN NB allowed emission is +40 dB/MHz, which may be 
expected to be 10-12 dB above the noise floor while the UWB emission below this noise 
level. As the result, the presence of NB may cause severe degradation in the 
performance of UWB systems. 
 
 
 
 
 
 
 
 
 
 
Figure 1-7.    UWB indoor communication narrowband interference spectrums. 
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Ikegami and Ohno proposed two solutions to combat such NBI [21]. One is to 
use a filter to remove unwanted interference. For example, a sixth-order Chebyshev 
filter with a cutoff frequency at 4 GHz, a ripple less than 0.2 dB, and a -20 dB 
attenuation at 5.18 GHz can be used. This filter causes a 1 dB loss when there is no 
interference, however, significant performance improvement can be achieved with the 
presence of the interfering signal. The second solution is the use of a multi-band UWB 
system by applying a system with 11 subcarrier pulses at an interval of 200 MHz from 
3.2 to 5.2 GHz. The highest frequency subcarriers are removed because they overlap 
with the 802.11a spectrum. It was concluded that, at a desired-to-undesired (DU) ratio of 
0 dB, removal of the two highest subcarriers gives the best BER performance, while at a 
DU ratio of -10 dB, removal of three subcarriers gives the best performance.   
The NBI problem in the UWB system remains open for other alternative 
solutions and  leads to the work of this thesis. Motivation and research objectives are to 
be discussed in the following section.  
1.4     Motivation and Research Objectives  
 
Within the 3.1-10.6 GHz frequency band, the narrowband interference (NBI) is 
the major component that contributes to the degrading of the indoor UWB systems 
performance. There are published works scoping with the NBI [22-24]. Research in this 
thesis continues from the previous works and extends NBI cancellation studies into ways 
that are more practical by shifting from Matlab simulation into hardware synthesis 
utilizing the Digital Signal Processing (DSP) Unit in a Field Programmable Gate Array 
(FPGA).  
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The excitement of this research is the hands-on with practical experiments, 
working with Signal Compiler recently developed by Altera which lends the tools to 
convert from Simulink blocks into a hardware synthesisable code.   
The objective of this thesis work is to develop a NB detection and a NB 
cancellation unit in the UWB system. For indoor communications, NBI occurs on an 
occasional basis, thus it is worth to detect the presence of NB signal and turn on a NB 
cancellation unit whenever the narrowband interference is detected. The benefit having a 
NB detection in place is to save energy by turning off the NB canceller and removing 
the latency that generated by the NB estimator when the  narrowband interference is 
absent.  
The bandwidth of the NB signal is much narrower compared to the bandwidth of 
the UWB signal therefore the interference can be considered as a single tone. To detect 
such a tone using conventional technique is not feasible at least up to this time as current 
technology can not support such high data rate in UWB. An alternative way tracking 
down the NB signal must be sought.  
The major problem in combating interferences in UWB systems is signal 
acquisition. Therefore, the interference mitigation techniques which can be performed at 
the front end prior to acquisition are of interest for UWB systems. In addition, current 
digital technology is not suitable due to the extremely short duration pulses used in 
UWB. The interference rejection techniques that can be implemented in analog are more 
suitable but may not be cost effective due to the fact that purely analog take longer to 
design and must be re-designed for any change in future implementations. The goal for 
NBI suppression implementation targets cost effective and system simplification. The 
combination between analog and digital is the best fit and proved in [25, 26].  
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Giving that the adaptive filtering process occurs at the Intermediate Frequency 
(IF) stage, hardware required to implement the adaptive filter must process at the IF rate. 
Operating at such a rate requires a sampling rate in the order of hundreds of MHz. 
Currently available DSP can be clocked at a maximum of 400-600 MHz, therefore, the 
sampling rate achieved for adaptive filter implementation is as low as few GHz which is 
not efficient in UWB systems. Thus, a technology that provides a combination for the 
speed of an ASIC and the reprogrammbility of a microprocessor is highly desirable. 
FPGA provides a good combination of these features for high-speed implementations 
with the flexibility of a Commercial Off-the-Shelf (COTS) platforms. Current FPGA’s 
are capable of performing the necessary processing demanded by most adaptive filters 
although this requires further optimization of the algorithms to facilitate real-time 
operation. This thesis concentrates on the development of high-speed adaptive filter 
architectures to estimate the NB signal in UWB system. The method of implementing 
adaptive filters in FPGA is exploiting large data processing concurrency in the form of 
parallelism and pipelining provided by the technology.  
In this thesis, a new NB detection method and further improvement of the NBI 
suppression in UWB system are developed. The task is accomplished by replacing 
Matlab simulate DSP simulation models with a DSP implemented in FPGA devices. 
1.5     Thesis Overview 
 
 This thesis focuses on two areas related to UWB system performance, detection 
and cancellation of the NBI. Chapter 2 discusses mathematical analysis and methods to 
generate a UWB signal as well as OFDM based WLAN signals. Impulse radio methods 
based on the generation of pulses that are very short in time and TH-PPM are described. 
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The methods of generating non-impulsive signal such as OFDM are also covered. This 
chapter also describes the derivations of the PSD for time-hopping UWB signals using 
PPM and OFDM signals. Chapter 3 looks into the NBI detection method. This chapter 
begins with a review of basic signal processing techniques, including mean, variance, 
FFT, spectrogram, and error probability. Finally, complete mathematical representations 
for NBI detection as well as  false alarm probability are derived. Chapter 4 focuses on 
the design and formation of the NB estimation circuit. First, the methods to estimate 
frequency, phase and amplitude of the NB are addressed. Constructing the NB 
estimation circuit, part of the circuit formation, the digital LMS adaptive filter and NB 
elimination are discussed. Chapter 5 concentrates on the validation to support theories 
and discussions from Chapter 1 to Chapter 4. Conclusion and accomplishment are 
summarized in chapter 6. Potential work for future development is also suggested in this 
chapter.   
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Chapter 2      The UWB Radio and WLAN Based 
OFDM Signal 
 
The UWB and NB concepts have been already discussed in Chapter 1. In this 
chapter, the extension of UWB and NB properties will be examined in more details in 
terms of mathematical representation as well as real time Matlab/Simulink generated 
signals. This chapter also studies the effect of NB onto the UWB in frequency domain.   
2.1     The Ultra-Wideband Systems 
 
 The UWB system under studied consists of a transmitter to send an UWB signal 
to a receiver through a communication channel. Each of these components and the 
power spectral density of the signal is to be described in detail in the following section 
to set the foundation for development of the NB detection and elimination.  
2.1.1    UWB Transmitter Structure 
 
 A general UWB transmitter block diagram is shown in Figure 2-1 [27]. 
 
 
 
 
 
 
 
Figure 2-1.    A general UWB transmitter block diagram. 
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First, meaningful data are generated by applications that are separate from the 
physical layer transmitter. Applications may be an email client or a web browser on a 
personal computer, a calendar application on a personal digital assistant (PDA), or a 
digital stream of data from a DVD player. This part of the wireless device is often called 
the “back end”.  
This binary information stream is then passed to the “front end” of the 
transmitter. If higher modulation schemes are to be used, the binary information are 
mapped from bits to symbols, each symbol representing multiple bits. These symbols are 
then mapped onto an analog pulse shape which is generated by a pulse generator. Pulses 
can be optionally amplified before being passed to an antenna. Large gain of the 
amplifier is typically not required and may be omitted since the power spectral of UWB 
is limited. Precision timing circuitry is required to send the pulses out at specific 
intervals.  
2.1.2     UWB Receiver Structure 
 
 A general UWB receiver block diagram is shown in Figure 2-2. The receiver 
performs the inverse operations of the transmitter to recover and pass the data to the 
“back end” applications. 
 There are two major differences between the transmitter and the receiver. One is 
that the receiver requires an amplifier to boost the power from the extremely weak 
received signal. The other is that the receiver must perform the functions of detection or 
acquisition to locate the desired pulse among the other signals and then continue 
tracking the desired pulses to compensate any mismatch between the clocks of the 
transmitter and the receiver.  
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Figure 2-2.    A general UWB receiver block diagram. 
2.1.3     Generation of TH-PPM-UWB Signals 
 
 The properties of UWB have been already described in Chapter 1 which provide 
a foundation to build a simple UWB transmitter.  The UWB system under investigating 
is a time-hopping pulse position modulation (TH-PPM-UWB) with a single reference 2nd 
order derivative Gaussian pulse shape p(t). TH-PPM-UWB is most commonly used in 
the study of UWB. The system requires only a single template pulse for reception. Most 
of the complexity of this system resides in the providing an accurate timing for the 
generation of the transmitted sequence and subsequent reception. The TH-PPM-UWB 
signals to be generated can be schematized as shown in Figure 2-3 [28].  
 
 
                   
 
 
Figure 2-3.    Transmission scheme for a TH-PPM-UWB. 
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Given the binary sequence b = (…, b0, b1…, bk, bk+1 ….), generated at a rate of 
b
b T
R 1= bits/s,   the   first   block   repeats  each  bit  Ns  times  and  generates  a  binary  
sequence (…, b0, b0, b0…,b1, b1, b1…, bk, bk, bk.., bk+1, bk+1, bk+1 ….) = (…, a0, a1…, ak, 
ak+1 ….) = a at a rate of 
b
cb T
R 1=  bits/s. This system introduces redundancy code is 
called a block coder indicated as channel coder in the Figure 2-3.  
 A second block called a transmission coder applies an integer-value code c= (…, 
c0, c1…, ck, ck+1 ….) to the binary sequence a=(…, a0, a1…, ak, ak+1 ….) and generates a 
new sequence d. The generic element of the sequence d is expressed as follows: 
εjcjj aTcd +=                                                         (2- 1)  
where Tc and ε  are constant terms that satisfy the condition scj TTc <+ ε  for all jc . In 
general, cT<ε .  
 The coded real-valued sequence d enters a third block, the PPM modulator, 
which generates a sequence of unit pulses (Dirac pulses )(tδ ) at a rate of 
sbsp TTNR /1/ ==  pulses/s. These pulses are located at time js djT + , and are 
therefore shifted in time from nominal position sjT  by jd . Pulses occur at times 
( εjcjs aTcjT ++ ) where code c introduces a time hopping (TH) shift on the generated 
signal.            
The last block is a pulse shape filter with impulse response p(t). The impulse 
response p(t) must be such that the signal at the output of the pulse shaper filter is a 
sequence of non-overlapping pulses. The most commonly adopted pulse shapes is the 
second derivatives Gaussian waveform.  
 18
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 The signal s(t) at the output of the UWB transmitter can be expressed as: 
    ∑+∞
−∞=
−−−=
j
jcjs aTcjTtpts )()( ε                                     (2- 2) 
 Note that the bit interval or bit duration (Tb) is the time used to transmit one bit, 
the relationship between bit duration and symbol duration expressed as ssb TNT = , 
where sN is the number of redundant bits. Also note that in Equation (2-2), the term 
cjTc  defines the pulse randomization or dithering with respect to the nominal instance 
of time occurring at multiples of Ts. Let jη  be a random TH dither, where cjj Tc=η , 
Equation (2-2) is now simplified as: 
    ∑+∞
−∞=
−−−=
j
jjs ajTtpts )()( εη                               (2- 3) 
 The signal in Equation (2-3) emits two different pulse shapes )(tpo  and )(1 tp in 
correspondence to the information bits “0” and “1”. The following scenario generated 
TH-PPM-UWB signal using pseudo random number to generate a set of time-hopping 
(TH) code with a bit rate of 50 Mbps. In the case of Figure 2-4, the bit stream is [1 0] 
and the TH code is [2 1 2 2 1] with the time shift introduced by PPM is 0.5 ns and 
5=sN .  
 
 
 
 
 
 
Figure 2-4.    TH-PPM-UWB Signal. 
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The effects of  TH-code and PPM shift factor are shown in Figure 2-5 and Figure 
2-6. The pulse represents a bit “1” occupy within the five frames of the first half, while 
the pulse represents a bit “0” occupy within the five frames of the second half and so 
forth if the number of bit is larger than two. Since TH-code for the first frame is equal to 
2, a pulse in the first frame must start at 2 and shifted by the PPM factor since the bit is 
equal to “1”, this phenomenon is illustrated in Figure 2-5, the pulse starts at 2.5 ns. The 
unlike case for the bit equal to “0”,  a pulse starts according  to the TH-code without 
applying the PPM shift factor as shown in Figure 2-6, the pulse starts at 2.2 ns. The 
power spectrum of a pulse is given in the next section. 
 
 
 
 
 
 
      
 
Figure 2-5.    First frame of the first bit. 
 
 
 
 
 
 
 
  
Figure 2-6.    First frame of the second bit. 
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2.1.4     Power Spectral Density of the PPM Signal 
 The output of a TH-PPM-UWB modulator in its analog form is expressed as: 
      ∑+∞
−∞=
−−−=
j
jjs ajTtpts )()( εη                                  (2- 4) 
 
Similarly,  given the modulating signal m(t), the PPM pulse x(t) in its analog 
form consists of  a  train  of  identically  shaped  and   non-overlapping  pulses  that  are  
shifted  from  nominal instances of time sT  by the signal samples m(k sT ). The 
expression of the PPM pulse in its analog form is given as:  
  ∑∑ +∞
−∞=
+∞
−∞=
−−=−−=
j
ss
j
ssppm jTmjTttpjTmjTtptx ))((*)())(()( δ       (2- 5) 
 Equation (2-5) is commonly known as the uniform sampling representation. A 
slightly different version of analog PPM, called the natural sampling, is obtained without 
explicit sampling of the modulating pulse m(t). The two forms between PPM and TH-
PPM, however, differ very little if the maximum shift is small compared to the pulse 
period sT .  
 A sufficient condition for the pulse of Equation (2-5) to be strictly non-
overlapping and the order of the pulses unaltered is: 
   
2
T|)(| where|)(|
2
T |t|for   0)( smaxmaxs ≤−≥= tmtmtp                 (2- 6) 
 Power Spectral Density (PSD) of a PPM signal is difficult to calculate due to the 
non-linear nature of the PPM modulation. A complete derivation of this spectrum can be 
found in [29] and is based on various articles by Lehmann [30], Padgett [31] and Win 
[32]. Only the principle for generic periodic modulating signal of interested for 
understanding the spectrum of a TH-PPM-UWB results are to be discussed.   
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2.1.4.1 Power Spectral Density of the TH-PPM-UWB Signals  
 
The difference between the two expressions TH-PPM-UWB                       
∑+∞
−∞=
−−−=
j
jjs ajTtpts )()( εη                                 (2-7) 
and PPM-UWB signal  
                    ∑∑ +∞
−∞=
+∞
−∞=
−−=−−=
j
ss
j
ssppm jTmjTttpjTmjTtptx ))((*)())(()( δ           (2-8) 
is the )( skTm  process and the time dither process which incorporated the time shift 
introduced by the TH-code η  and the time shift introduced by the PPM modulator ε .  
 Since ε  is much smaller than η , it closely follows periodicity of the TH code. 
One can reasonably makes the first approximation and hypothesis that the effect of the 
ε  shift on the PSD is not significant with respect to η . Therefore the signal of Equation 
(2-3) ∑+∞
−∞=
−−−=
j
jjs ajTtpts )()( εη  is modulated by a periodic signal and its PSD 
according to [33] is as the following 
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As indicated in (2-3), the PSD contains discrete frequency components located at 
the fundamental. PSD also contains components at the pulse repetition frequencies and 
their harmonics at linear combinations with respect to the fundamental frequency.  
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 Note that the pulse repetition frequency pps TNT //1 =  is a multiple of the 
fundamental frequency of the periodic waveform therefore PSD is composed of lines 
occurring at pp TN /  and the harmonics. The case 1=pN corresponds to the absence of 
coding, its PSD composed of line at pT/1  and harmonics. The computed PSD for 1=pN  
is shown in Figure 2-7 [a, b]. It shows the power concentrates on the spectrum lines with 
the undesirable effect of presenting spectral line peaks. This phenomenon is not a 
surprise since the effect of ε  is neglected.  
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Figure 2-7.    (a) PSD without PPM shift and no TH coding, (b) Zoom in version of 
(a). 
 
 The transmitted signal under investigation consists of five pulses per bit and the 
pulses are equally spaced in time with a pulse repetition period sT . Since there is lacked 
of TH coding, all five pulses occupy at the same position inside each sT interval. Each 
pulse has a second derivative Gaussian shape with a maximum length of 0.5 ns.  
As expected, Figure 2-7a and Figure 2-7b are composed of spectral lines 
occurring at sT/1 = 0.25 GHz and the harmonics. The transmitted power is concentrated 
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at multiple of the pulse repetition frequencies. The envelop of the PSD has the shape of a 
Fourier transform of the second derivative Gaussian waveform.  
In practice, pN  is set equal to sN which is the period of the code coincides with 
the number of pulses per bit. The spectrum lines occur at pT/1  and the harmonics, where 
spssb TNTNT ==  is the bit interval. Although the spectrum is still discrete, spectrum 
lines occur at frequencies that are more crowded than in the previous case for the same 
bandwidth since sb TT /1/1 < . 
The whitening effect1 of the code is visible in over a large number of spectrum 
lines and spectral peaks are less accentuate. Subsequent analysis is on the dependencies 
of PPM time shift ε  for the case when ps NN = . 
 First, let the signal )(tv  without ε  effect be: 
               ∑
=
−−= s
N
j
jsjTtptv
1
)()( η                                                      (2-10) 
taking the Fourier transform of )(tv  yields:  
            ∑
=
+−= s ms
N
m
mTfj
v efPfP
1
))(2()()( ηπ                                                  (2-11)   
The corresponding generated PSD for Equation (2-11) is shown in Figure 2-8(a), 
and a close view of Figure 2-8 (a) is shown in Figure 2-8 (b).  
                                                 
1  To eliminate the undesirable spectral peaks lines on the spectrum line.  
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(b) 
 
Figure 2-8.    (a) PSD-Without PPM shift factor with TH coding, (b) Zoom in version of (a). 
   
 The spectral lines are located at a distance of MHzTN ss  50)/(1 = . This indicates 
the transmitted power is concentrated at the multiples of the bit repetition frequency. 
This result is justified by the periodicity of the TH code, which coincides with sN .  The 
envelope of the PSD still resembles to the Fourier transform of the second order 
derivatives Gaussian waveform.  
The comparison of the PSD with and without TH code verifies that the TH code 
having effect of diminishing the number of peaks with the highest power contribution 
since the same power is distributed over a larger number of spectral lines. This effect is 
more prominent when the values of sN  is further increased.  
Now consider )(tv  as the basic multi-pulse used for transmission and apply the 
PPM shift factor ε , the new expression of )(tv  is: 
    ∑+∞
−∞=
−−=
j
jb bjTtvtv )()( ε)                                                      (2-12)  
 
The expression )(ˆ tv  is represents a PPM modulated waveform in which the shift 
is ruled by the sequence of data symbols b. The assumption is that if b is a strict-sense-
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stationary (SSS)2 discrete random process and the different extracted random variables 
kb are statistically independent with a common probability density function w, and from 
Rowe [34], the signal of Equation (2-10) has PSD in the form: 
      ⎥⎥⎦
⎤
⎢⎢⎣
⎡ −+−= ∑∞+
−∞=n sss
v T
nf
T
fW
fW
T
fP
fP )(
)(
)(1
)(
)(
2
2
2
δ)                                     (2-13)  
 
where P(f) equals to the PSD of the multi-pulse given in Equation (2-9).  
 Giving the multi-pulse repetition rate bT , the spectrum of the TH-PPM-UWB 
signal can be obtained as: 
             ⎥⎥⎦
⎤
⎢⎢⎣
⎡ −+−= ∑∞+
−∞=n bbb
v
s T
nf
T
fW
fW
T
fP
fP )(
)(
)(1
)(
)(
2
2
2
δ              (2-14)  
Equation (2-14) has double effects; one is on the TH code through )( fPv  and the 
other is on the time shift introduced by the PPM modulator. The graphical illustration of 
TH-PPM-UWB PSD is shown in Figure 2-9. Note that the discrete component of the 
spectrum consists lines at pT/1  and the amplitude of the lines is weighted by the 
statistical properties of the source represented by 2)( fW .  
 
 
 
 
 
 
Figure 2-9.    PSD - PPM shift factor with TH coding. 
                                                 
2 The SSS of random process X(t) is to have characteristics that do not change as t varies. 
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The PSD in Figure 2-9 is composed of a continuous part and the spectral lines 
located at multiples of pT/1 . A comparison of the PSD in Figure 2-9 with the PSD in 
Figure 2-8 and Figure 2-7 shows the introduction of both TH coding and PPM distorts 
the orginal Gaussian shape of the PSD. Figure 2-10 also shows the PSD of the TH-PPM-
UWB signal is fully contained within the envelope of the UWB PSD that results from 
the transmission of equally spaced pulses with the same shape, same average repetition 
frequency and same average power. 
If p indicates the probability of emitting a bit “0” (no shift) and 1-p the 
probability of emitting a bit “1”, then the amplitude of the PSD speak line becomes:  
                             ))2cos(1(2))2cos(1(21)( 22 επεπ fpfpfW −−−+=                            (2-15)  
 If the source emits equiprobable3 symbols “0” and “1” then Equation (2-13) can 
be simplified as: 
                ))2cos(1(
2
1)( 2 επffW +=                                      (2-16)  
Since the time shift is small, the discrete components dominate the spectrum.  
 
 
 
 
 
 
 
 
Figure 2-10.    Comparison between PPM-TH-UWB and UWB. 
                                                 
3 The generation of bit “0” and bit “1” has equal chance. 
UWB---Large spike envelope 
TH-PPM-UWB--- Small extra 
dark envelope 
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 When pN  is larger than sN , the above effect is more prominent. If pN  is not a 
multiple of sN then several spectral lines generated by linear combination of pT/1  and 
sT/1 will fill up the power spectrum. The filled up power spectrum makes the PSD 
spectral lines smooth and this phenomenon is called the smoothing effect.  
 The extreme case when ∞→pN corresponds to a lack of periodicity in the TH-
PPM-UWB signal is represented by Equation (2-3). The time dither process can be 
assimilated to the random modulating signal )( skTm  and its power spectrum is given by 
[35]: 
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where )( fW  is the Fourier transform of the probability density w  and coincides with 
the characteristic function of w  evaluated at fπ2− , where f  is the frequency of the 
pulse: 
         ( )fCedseswfW fsjfsj πππ 2)()( 22 −=== −+∞
∞−
−∫                        (2-18)  
Equation (2-17) shows that the spectrum of a random modulating PPM signal is 
composed of a continuous portion controlled by the term 2)(1 fW−  and a discrete 
portion formed by line components at frequency sT/1  (i.e., at the pulse repetition 
frequency and harmonics).  
Since )( fW  is the Fourier transform of a probability density function, its value 
at “0” is “1”, that is 1)0( =W . Therefore, the continuous component of the spectrum is 
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zero at frequency zero and rises at higher frequencies. The discrete components that are 
weighted by 2)( fW  increase at low frequencies and decrease at high frequencies.  
The following discussion will be examined the properties of NB signal.  
2.2     The WLAN based OFDM Systems 
A  narrowband  system  consists  of  a  transmitter  sending  a  narrowband  
signal to a receiver through a dispersive Rayleigh-fading environment. Each of these 
components and the power spectral density of the signal is to be examined in detail to set 
the base for the narrowband detection and elimination. 
2.2.1     IEEE 802.11a OFDM WLAN Transmitter Structure 
 A typical IEEE 802.11a OFDM WLAN transmitter structure is shown in Figure 
2-11. The stream of complex valued sub-carrier modulation symbols at the output of the 
mapper is divided into groups of data sub-carrier. Each group is transmitted in an OFDM 
symbol. All data contains in OFDM symbols is carried by a data carrier and reference 
information is conveyed in the pilot carriers.      
       
 
           
  
 
 
 
Figure 2-11.     Block diagram of a typical OFDM transmitter (IEEE 802.11a 
Standard). 
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There are NSD data sub-carriers and NSP pilots sub-carrier for each symbol. Each 
symbol is constituted by a set of sub-carrier (NST) and transmitted with a duration TS. 
This symbol interval consists of two parts: a useful symbol with duration TU and a cyclic 
prefix with duration TCP. The cyclic prefix is a copy of the last TCP /T samples of the 
symbol part and attached in front of the symbol part when the symbol is sent. For the 
cyclic prefix length TCP there are two possible values in the HIPERLAN/2 system: 
mandatory 800 ns and optional 400 ns guards. The 800 ns guard interval is sufficient to 
allow good performance in channels with a delay spread up to 250 ns. The 400 ns guard 
interval can be used for communication in small indoor environment. Numerical values 
for the OFDM parameters are given in Table 2-1 [36]. 
Table 2-1. OFDM parameters 
Parameter Value 
Sampling rate fs=1/T 20 MHz 
Useful symbol part duration TU 64*T (3.2 µs) 
Cyclic prefix duration TCP 16*T                                        8*T 
Symbol interval TS 0.8 µs  (mandatory)                 0.4 µs 
(optional) 
4.0 µs (TU + TCP)                     3.6 µs (TU + 
TCP)  
Number of data sub-carriers NSD 48 
Number of pilot sub-carrier NSP 4 
Total number of sub-carrier NST 52 (NSD + NSP) 
Sub-carrier spacing fΔ  0.3125 MHz (1/ TU) 
Spacing between the two outmost sub-carriers 16.25 MHz (NST * fΔ ) 
 
 The answer to the question how to design a receive mechanism for the 
corresponding transmitter is covered in the following. 
2.2.2     IEEE 802.11a OFDM WLAN Receiver Structure 
 At the front-end of the receiver, OFDM signals are subject to synchronization 
errors due to oscillator impairments and sample clock differences. The demodulation of 
the received radio signal to baseband, possibly via an intermediate frequency, involves 
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oscillators whose frequencies may not be perfectly matched with the transmitter 
frequencies. This results in a carrier frequency offset. Figure 2-12 illustrates the front 
end of an OFDM receiver where synchronization errors can occur.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2-12.    Block diagram of a typical OFDM receiver (IEEE 802.11a 
Standard). 
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the transmitter. Not only this sample clock offset causes errors, it also makes duration of 
an OFDM symbol at the receiver to be different from that at the transmitter. If the 
symbol clock is taken from the sample clock then variations in the symbol clock will 
occur. Since the receiver needs to determine when the OFDM symbol begins for proper 
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usually necessary. Symbol synchronization also compensates for delay changes in the 
channel.   
 Channel estimation in OFDM is normally performed with the aid of pilot 
symbols. Since each subcarrier is flat fading, techniques from single-carrier flat fading 
systems are directly applicable to OFDM. In OFDM system, the pilot-symbol assisted 
modulation (PSAM) on flat fading channels involves the sparse insertion of known pilot 
symbols in the stream of data symbols. Attenuation of the pilot symbols is measured and 
the attenuations of the data symbols in between these pilot symbols are typically 
estimated/interpolated using time-correlation properties of the fading channel. After 
successfully achieving synchronization, the OFDM signals are passed onto the 
demodulator, de-interleaver and finally to the Viterbi decoder.  
 The distinction between UWB and OFDM signals is not only on the signal itself 
but also on the structure and complexity that each signal inherited. In the next several 
sections, detailed analysis for OFDM signal will be derived in mathematical 
representation, generating signal in time domain and power spectral density (PSD). The 
impact of NB onto the UWB is also investigated.  
2.2.3     Generation of IEEE 802.11a OFDM WLAN Signals 
 
 In general, OFDM system subdivides its available bandwidth into smaller 
frequency bands. For each sub-band, different types of modulation can be adopted for 
data transmission and the IR method certainly cannot be applied. The most popular 
criterion, which has already studied in the IEEE 802.11a is based on the well-known 
Orthogonal Frequency Division Multiplexing (OFDM) method. Conceptually, OFDM 
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technique consists of the parallel transmission of several signals that are modulated at 
different carrier frequencies mf .  
The sequence binary bit stream forms the input of the OFDM modulator and is 
sub-divided into groups of K bits used to generate blocks of N 
symbols{ }1,......,....., −Nmo ddd . The generic md  assumes one of L possible values, which 
is LNK 2log= . The symbols are then in turn modulated with different carriers. To 
transmit the N symbols of a block in parallel, the signals modulating different carriers 
must be orthogonal in frequency (i.e., the cross products of these carriers are equal to 
zero). If oT  is the time used to transmit each symbol on the corresponding carrier, the 
orthogonality among different transmissions can be achieved by adopting oTf /1=∇ , 
where f∇  is the equally spaced carrier. In addition, a time guard interval GT  is 
introduced between transmission of the subsequent blocks to prevent Inter-Symbol 
Interference (ISI). The total OFDM symbol duration is thus Go TTT +=  leading to a 
maximum symbol rate of  
             
Go
S TT
N
T
NR +==                                    (2-19)  
 The length of the guard interval is usually about 20-30% of the total symbol 
duration T. In general, the guard interval is used to transmit a copy of the final border 
section of the OFDM symbol. This guard is known as a cyclic prefix. The prefix is 
introduced to maintain carrier synchronization at the receiver in the presence of time-
dispersive channels. The length of the cyclic prefix is obviously limited by the duration 
of the guard interval. At the receiver end, the cyclic prefix is firstly removed.  
 All modulators use the same rectangular shape )(tgT  of finite duration T such 
that: 
    
⎩⎨
⎧ ≤≤=
elsewhere                0
TtT-        /1)( oGTtgT                   (2-20)  
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If mmm jbac +=  indicates the point in the constellation associated with symbol 
md , the OFDM signal corresponding to a block of N symbols is given by:  
               ( )∑−
=
++−++=
1
0
))(2sin())(2cos()()(
N
m
mpmmpmT tffbtffatgtx φπφπ            (2-21) 
and the corresponding complex envelope is: 
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in which tfjTm metgt
πϕ 2)()( =  and S(t) is a periodic function of period oT .  
 The simplest way to implement an OFDM modulator is to adopt a digital 
structure using Discrete Fourier Transform (DFT) [37]. From [38], the transmission of a 
sampled version of the complex envelope in Equation (2-22) is:  
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where ct is the sampling period. According to Equation (2-21), x(t) consists of the 
parallel transmission of N signals with frequency occupancy of f∇2 . It is reasonable to 
assume that the complex envelope in Equation (2-22) occupies frequencies in the range 
(-R,R), where 2/fNR ∇= . The complex envelope of the OFDM signal can therefore be 
represented by samples taken at multiples of NTt oc /= .  
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Let )2/(Nfmfm −∇=  and )2/(/ oo TNTmf −=∇  and substitute into Equation 
(2-24); 
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 The summation in Equation (2-25) corresponds to the n-th element of vector C 
representing the Inverse Discrete Fourier Transform (IDFT) of the vector 
{ }1,....,...., −Nno ccc  which can be represented as: 
     n
n
cT Cntgnx )1)((][ −=                        (2-26) 
 
Equation (2-26) indicates that the samples of the complex envelope of Equation 
(2-21) can be obtained by computing the IDFT of a set of points of the coefficients 
{ }1,...,...., −Nmo ccc , which yields the IDFT sequence { }1,....,.... −Njo ccc . As per suggestion 
in [39], the serial transmission of the sequence in Equation (2-26) does not allow the 
reproduction of a real OFDM signal since the absence of over sampling would introduce 
intolerable aliasing when passing this sequence to the digital-to-analog converter. A 
solution to this problem is to introduce zero padding within the input sequence 
{ }1,...,...., −Nmo ccc  before computing the IDFT.  
 Since the IDFT is a periodic sequence with period N, the introduction of a cyclic 
prefix in the digital domain is performed by simply appending the last 
cGG tTN /= elements of the original sequence in Equation (2-26) to the beginning of the 
sequence itself.  
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Figure 2-13 shown the first OFDM symbol which is acquired from the 
parameters setting in Table 2-2. 
 
 
 
  
 
                                                          
 
 
 
 
Figure 2-13.    First OFDM symbol. 
 
Table 2-2 : Key parameters of IEEE 802.1a OFDM wireless local area network. 
Parameter Value 
Data rate 48 Mbps 
 
Modulation QPSK 
 
Subcarriers 52 
 
Pilot tones 4 
 
Symbol duration 4 sμ  
 
Subcarrier spacing 312.5 KHz 
 
Signal bandwidth 16.66 MHz 
 
The non-impulsive nature of the OFDM signal has a bandwidth occupation about 
17 MHz. Figure 2-13 also highlights the presence of the cyclic prefix at the beginning of 
the transmitted symbol. Spectral analysis of OFDM signal will be described in the 
subsequent section.  
Cyclic prefix 
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2.2.4     Power Spectral Density of the OFDM Based WLAN Signals 
 It is shown in (Section 2.2) that a sampled version of the complex envelope of 
the OFDM can be obtained by computing the IDFT of a sequence of the complex 
symbols { }10 ,....,....., −Nj ccc  which modulate the in-phase and in-quadrature carriers. The 
n-th (i.e., n  must be an integer) element nC  of vector C  representing the IDFT of 
{ }10 ,....,....., −Nj ccc  is used to generate the n-th sample of )(txk . The formation of the 
generic coefficient nC  is: 
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The  complex  envelope  of  the signal corresponds to the set of OFDM symbols can be 
expressed as:  
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The hypothesis that the quantities nC  having a complex Gaussian distribution is 
based on the central limit theorem and on the expression (2-25). This hypothesis is valid 
if the number of sub-carrier N is sufficiently large.  According to Gaussian properties, 
the expectation of nC  is zero. This implies all nC are uncorrelated and since it is 
Gaussian, all nC  are independent and have the same variance 
2
Cσ . The total power sP  of 
)(ts is now can be computed as: 
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 Power spectrum density of the OFDM signal of Equation (2-29) can be 
computed by first introducing a random phase epoch Θ , uniformly distributed in [ ]T,0 , 
then Equation (2-28) becomes:      
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 PSD of Equation (2-30) can be derived by first computing the autocorrelation 
function of  )(ts and then taking the Fourier transform of the calculated autocorrelation 
function.  
 The complex envelope of an OFDM symbol defined in Equation (2-22) is 
rewritten here by  introducing  a  rectangular  window  of  duration  T,  where T  is the 
OFDM symbol duration.  
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 Equation (2-31) indicates that the spectrum of an OFDM symbol is a xx /)sin(  
function corresponding to the Fourier transform of the rectangular window, convolved 
with a sequence of Dirac pulses located at the sub-carrier frequency mf . After the cyclic 
prefix is removed at the receiver, the spectrum centered on the m-th sub-carrier ( mf ) can 
be expressed as: 
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 By  extending  spectrum   expression  in  (2-32),  the spectrum of OFDM in  
 
Equation (2-30) becomes: 
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 The following two figures serve as the verification of the above PSD derivation. 
Figure 2-14 (a,b) shows the PSD of WLAN based OFDM signal which has central 
frequency at 5.2 GHz and a bandwidth equals to 16.7 MHz.  
 
(a)   (b) 
 
 
Figure 2-14.     (a) PSD of the WLAN based OFDM signal, (b) PSD of WLAN based 
OFDM signal in logarithmic scale 
  
 Note that when comparing the bandwidth of NB, which is about 16 MHz to 3.6 
GHz of the UWB, the former bandwidth is extremely small, and thus, NB signal can be 
treated as a tone in UWB system [25]. The impact of the NB onto the UWB systems is 
to be investigated in the following.  
2.3     Impact of Narrowband Interference on a UWB Signal 
 The impact of NBI on single user UWB systems was studied in [5], [6], [7], [9], 
[10], [13], [40]. A DS-CDMA system is shown to resist NBI from IEEE 802.11a OFDM 
signals [14], where the NBI was modeled as the multiple access interference (MAI). The 
use of a maximal ratio combiner (MRC) can suppress MAI but not NBI [12]. Bit error 
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rate (BER) expressions were derived in [16] for a multi-user time hopping (TH) system 
operating over a pure AWGN channel (i.e., NBI is not present). These can be used as a 
benchmark to study the performance of NBI suppression schemes.  
 Many UWB radios use time-hopping to accommodate multiple users and 
randomize collisions in asynchronous case. Time-hopping prevents complete collision of 
pulse trains when users are synchronized.  
Individual UWB pulse may have little energy, multiple pulses are transmitted for 
each data symbol is preferable. The multiple pulse train represents TH-PPM-UWB is 
      ∑+∞
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−−−=
j
jjspuj ajTtpEbts )()( , εη                                       (2-34) 
where ujb , denotes the j-th binary bit in the UWB stream and pE denotes the energy per 
pulse. The energy per UWB bit is ps EN  where sN is the number of redundant bit. The 
received signal during the j-th UWB symbol is 
                      )()()()( titwtxty jjjj ++=                                            (2- 35) 
where )(twj  denotes additive white Gaussian noise (AWGN) with two-sided psd 2/oN  
and )(ti j is interference.  
 According to [41], in AWGN environment, the optimal receiver for UWB 
communications is a match filter (MF) which matches to the symbol waveform, the 
pulse match symbol is 
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and the corresponding decision statistic is 
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where jS , jW , and jI  denote UWB signal, noise, and interference components. Because 
the pulse p(t) has unit energy then the UWB signal is 
          spujj NEbS ,=                                                 (2- 38) 
The noise term jW  is zero-mean Gaussian with a variance equals to 2/os NN . 
 The interference term jI  represents aggregating effect of the modulated narrow-
band signals. Assume the interference as a single tone since its bandwidth is sufficiently 
small compared to the UWB bandwidth, let if , iR , and iP  denote the carrier frequency, 
rate, and power of the interferer single tone. The received signal component of the 
interference is expressed as 
          )()2cos(2)( iii
j
jiiii jTtgbtfPti τθπ −−+= ∑+∞
−∞=
                   (2-39) 
where 
• ib  is the transmitted symbol, the symbol set is normalized so that { } 1  2 =ibE . 
• )(tgi  is the normalized NBI transmit pulse shape normalized with 
∫ =i
T
i
dttg
T 0
2 1)(1 . 
• iθ  and iτ  denote the random carrier phase and delay. Phase [ )πθ 2,0~ Ui 4 and 
[ )ii TU ,0~τ . 
Because the UWB signal is time-hopping, there is a random time-offset between 
successive pulses of the same bit. Hence, the starting phase of the NBI carrier changes 
randomly from the time associated with the beginning of one pulse to that of the next. 
Giving a pulse duration pT  and an NB symbol duration ii RT /1= , the probability of a 
                                                 
4 “~” equivalent to uniformly distributed, “[“ equivalent to inclusive and “)” equivalent to “exclusive”. 
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symbol transition within an UWB pulse is given by ip TT / . From [41], the interference 
component is calculated as: 
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For a symmetric pulse shape, )()( fPfP −=  is real valued and interference becomes: 
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 The phase variable jψ  is random in nature and uniformly distributed from [0 to 
π2 ]. According to [40], the worse impact on UWB system from NB system is when 
both central frequencies are equal and less impact from NB system onto the UWB when 
their central frequencies are further apart. The simulation results for which central 
frequency equals to 4.5 GHz and 5.2 GHz for UWB and NB respectively are available in 
chapter 5.  
2.4     Summary 
 In this chapter, the time-hopping pulse position technique is applied into the 2nd 
derivative Gaussian pulse to generate an UWB signal. The convention name for UWB 
signal utilizing time-hopping pulse position technique is the TH-PPM-UWB signal. 
The uncoded PPM-UWB signal leaks its energy between its symbols as well as 
other NB existing systems. The large number of peaks in the power spectral density of 
uncoded PPM-UWB indicates the power dispersion. If the leaked energy is above a 
defined limit, the PPM-UWB signal causes an unacceptable amount of inter-symbol 
interference (ISI) which greatly degrades the UWB system performance and would hurt 
other existed NB services within the UWB operating frequency band. To alleviate the 
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leaking problem and to enhance the performance of UWB system, the randomness 
coding technique is introduced into the system called time-hopping (TH) coding. The 
coded TH-PPM-UWB reduces the peak value and smoothes out UWB signal PSD.  
The narrowband model IEEE 802.11a is a wireless local access network 
(WLAN) based on OFDM modulation technique. The IEEE 802.11a divides its available 
bandwidth into smaller sub-bands and uniquely OFDM modulates each sub-band. The 
orthogonal in frequency is used to eliminate ISI. The calculated bandwidth of IEEE 
802.11a signal is very small compared to the bandwidth of the TH-PPM-UWB signal.   
The impact of NB signal onto UWB signal depends on two factors, one is the 
power level of the NB signal and the other is the spacing between two central 
frequencies. The poor UWB performance affected by NB is the case when power of NB 
is higher compared to the UWB power or both central frequencies are close to each 
other.  
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Chapter 3      Narrowband Detection in Ultra 
Wideband Systems 
 
 
From practical perspective NB is not always active, therefore it is worth to detect 
the presence of NB and turn on an eliminator to cancel the negative effect of NB on 
UWB to improve system performance. This chapter provides mathematical analysis and 
simulation results in the detection of a NB in the UWB systems. One of the best 
detection methods is the use of an spectrogram.  
3.1     The Spectrogram 
The spectrogram can be understood as a power spectral density (PSD) 
estimation. As shown in [42], the spectrogram of the signal [ ]nf  is specified as 
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where on denotes the start of the observation interval of length N, which is used to 
estimate the PSD, k  represents a frequency identifier. The actual frequency under 
calculation is equal to Nk /  and its frequency resolution is equal to N/1  which will be 
computed for { }12,....1,0 −∈ Nk . The successful NB detection at frequency k  at time 
on (i.e., ( )onk, ) when the spectrogram value at ( )onk,  is larger than the overall average 
power. Here, a threshold detector is built which reports detection in the frequency range 
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where the narrowband is located. The rest of the discussion addresses in detail statistical 
properties and detection results. 
3.2     Statistical Properties of a Spectrogram 
An alternative form to represent expression (3-1) is                                       
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In this study, the incoming signal [ ]nf  consists of three terms, an UWB signal 
[ ]ny , a noise signal  [ ]nx  and the NB signal [ ]ns  which are assumed all random in 
nature. Since [ ]kX  is the sum of N random variables (RV), it is reasonable to assume 
that [ ]kX  is a RV having Gaussian distribution characteristics given that N is extremely 
large, likewise for [ ]kY . As the results, [ ]kI  is a RV by summing up the square of υ , in 
which υ  is an Independent and Identical Distribute (I.I.D) Gaussian RV, where υ =1 if 
k =0, else υ =2. In either case, ][kI  has a chi-squared distribution which is given by: 
    
                                                                        (3-3) 
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where )(uI r denotes the modified Bessel function of the first kind and order r . More 
over, βλ,  and υ  denote the non-centrality, scale and shape parameters of the chi-square 
distribution function ( ).p .  
The values of βλ,  and υ  depend on both the mean and the variance of [ ]kX  
and [ ]kY  according to:   
                                                                                                              (3-4) 
 
 
It is reasonable to assume that the three terms forming the signal [ ]nf  are 
statistically independent, such that 
                                   { } { } { } { }][][][][ )()()( kXEkXEkXEkXE sxy ++=         
                                  { } { } { } { }][][][][ )()()( kYEkYEkYEkYE sxy ++=                           (3- 5) 
Consequently, the expectation of expression (3-2) is equal to 
         { } ][][][ kkkIE βλ +=                                               (3-6) 
where, 
          ( )
][][][][
][][][][
)()()(
2
)()()(
kkkk
kkkk
sxy
sxy
ββββ
λλλλ
++=
++=              (3-7) 
 When comparing the bandwidth of NB and UWB in chapter 2, the former is 
considerable small and can be treated as a tone. For simplification in term of 
mathematical analysis, let the tone interferer signal be 
     )
2
cos(2][~ ϕπ +=
N
k
Ens ns                                   (3- 8) 
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in which sE , nk , and ϕ  denote average power, frequency and phase of the interferer.  
Individual signals statistically identified from [ ]nf  are available in the next three 
subsections. 
3.2.1     TH-PPM-UWB Signals in the Spectrogram 
The TH-PPM-UWB signal term in [ ]nf  is described by  
∑ −−−=
j
jsp cjTnEny ][][ θδ                                (3- 9) 
where  pE  stands  for  energy  per  pulse,  θ  is a RV with distribution sTP == )( ςθ , 
whereas 
h
s N
T 1= , hN is the cardinality of the pseudorandom to generate the TH code, 
and { }1,..0 −∈ hNς .  
Taking the expectation of [ ]ny  yields 
                     { } { }∑ −−−+−−−=+
ji
jcicp cjTmnciTnEEmnynyE
,
][][][][ θδθδ          (3-10) 
assumed [ ]ny  is an ergodic stationary and its expectation depends only on the value of 
m , m  is a time interval used to measure the expectation or mean value, i.e., 
{ } ][][][ mTEmnynyE cp δ=+                               (3-11) 
Thus, the spectrogram of UWB signal becomes 
{ } ][][ )()( kNTEkIE ycpy β==                     (3-12)                              
and                                                                0][)( =kyλ  
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3.2.2     White Gaussian Noise in the Spectrogram 
The AWGN in ][nf  is defined by  
                                                      ∑ −−=
j
hjj jNcnnnx ][][ δ                                                   (3- 13) 
and assuming that the pulse duration is shorter than the chip duration. The expectation of 
{ } 0=jnE  and { } ](2 njnnE xji −= δσ , where 2xσ  denotes the noise variance. Taking the 
same approach as in section 3.2.1, the expectation of noise spectrogram is 
     { } ][][ )(2)( kNNkIE xhxx βσ ==                                      (3- 14) 
and 
0][)( =kxλ  
3.2.3     Narrowband in the Spectrogram 
The single tone is expressed as 
                            )
2
cos(2][~ ϕπ += n
N
kEns ns                                       (3- 15) 
  Assume the NB signal having its phase (ϕ ) constant over the spectrogram 
duration cNT  then its expectation can be expressed as 
    { } { } ⎟⎠⎞⎜⎝⎛= ∑
−
= N
kmmcEmskXE
N
m
s π2cos][][~][ 1
0
)(                                  (3-16) 
It is easy to verify that { } hNmcE /1][ =  which leads to the expectation of expression (3-
16) become: 
{ } ( ) )cos(][][][)( ϕδδ kkNkk
N
NE
kXE nn
h
ss +−+−=                        (3- 17) 
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likewise for the [ ]kY  component, its expectation calculation is; 
 
 { } ( ) )sin(][][][)( ϕδδ kkNkk
N
NE
kYE nn
h
ss −−+−=                           (3- 18) 
It is obvious that the TH code and NB itself are independent to each other and 
the derivation of the expectation { }][)( kIE s  is as the following: 
{ } { }][][][~][~][][ nckncEnsmnsnsmnsE ++=+                            (3-19) 
Since { }][)( kIE s  is a discrete Fourier transform (DFT) of { }][][ nsmnsE +  and a 
multiplication of two signals in the discrete time domain is equivalent to the circular 
convolution of both signals in the discrete frequency domain, consequently, 
{ } { }][][1][ )()~(
2
)( kIEkI
N
kIE css ⊗=                               (3-20) 
where ][)
~( kI s  and ][)( kI c denote the spectrogram of ][~ ns and ][nc . Thus, 
                                                 ][][][ 22)
~(
nsns
s kNEkNNEkI δδ +−=                                 (3-21) 
The frequency k  is circular which leads to the relation of, 
  ][][ kNk −=− δδ                                                    (3-22) 
This is also hold true for  
    { } { }][][ )()( kNIEkIE cc −=−                                           (3-23) 
Thus, the autocorrelation of TH code becomes,  
{ } ))1(1(][1][][
3
hhh N
tri
N
Nk
N
nckncE −−=+ δ                             (3-24) 
where  
          
( )
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The expectation of the spectrogram is now equal to 
 { }
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2
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N
Nk
N
N
N
NkIE
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hhh
c
π
π
δ                           (3-25) 
Furthermore, the expectation including the effect of a periodic non-uniform sampling 
becomes 
  { } { } { }[ ]][][][ )()(2)( kkIEkkIENEkIE ncncss −+−=                       (3-26) 
Equation (3-26) shows that the time hopping (TH) code spread energy of the NB 
signal over the spectrogram, as the result, the code decreases the detection probability. 
However, the delta peak (i.e., ][2
2
k
N
N
h
δ ) calculated in Equation (3-25) ensures the central 
frequency of the narrowband signal can still be identified. The variance of NB signal can 
be found as  
                                   { } { }( ) ][][][
2
][ )()()()( kkkIEkkIEEk sn
c
n
css λβ −−+−=                       (3-27) 
                                                                                    
where ( )][][
2
][
2
2
)( kkNkk
N
NE
k nn
h
ss −−+−= δδλ  
This clearly indicates that the distortion factors are N  and hN . The NB detector to be  
 
given in the following. 
 50
3.3     The Detector  
A successful detection takes place at frequency k  whenever the spectrogram 
][kI
on exceeds a threshold η . The threshold η  is the average power of the receiving 
signal, while ][kI
on  is the peak power at frequency k at time no and k is the central 
frequency of the NB. The probability of this event in closed form is 
           ∫∞=>=
η
βλη dxkvkkxpkIPkP
on
])[];[];[;(}][{][                  (3-28) 
The correct detection only occurs at nkk = , such that the detection probability 
[ ]nd kkkPP == | , otherwise a fail alarm is reported, where nk  is the short form of 
frequency k  at time n . Note that the solution for expression (3-28) can not be found in 
a closed form. An alternative solution is to apply a Monte-Carlo simulation.  
3.4     Monte-Carlo Simulation Structure and Results  
 
Monte-Carlo simulation is a good method to find a solution when the solution 
can not be evaluated from a closed form expression. 
3.4.1     Monte-Carlo Simulation Structure 
 The Monte-Carlo method is a game of chance in which a random experiment is 
replicated a number of times. Monte-Carlo simulation inherits a rich history spanning 
several centuries. The first application of Monte-Carlo of which we are aware was 
suggested by Laplace in 1777, who used Monte-Carlo method to estimate the value of π 
using a technique known as Buffon’s needle [43]. A later application was developed in 
1946 by Polish mathematician Stainishaw Ulam while pondering the probabilities of 
winning the game of Solitaire.  
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 All Monte-Carlo simulations, including those simulated by Laplace and Ulam, 
are implementations of a stochastic (random) experiment designed to estimate the 
occurring probability of a particular event. This is facilitated through the use of two 
counters in the simulation program. The first counter, known as the replication counter, 
measures the number of replications of the random experiment and is incremented by 
one every time the random experiment is repeated. The second counter known as the 
event counter is incremented by one every time the event of interest is observed. The 
relative frequency, or probability estimate, of the event of interest occurring is 
NRp /ˆ = , where R and N represent the values in the event and replication counters at 
the end of the simulation run.  
 Figure 3-1     shows     a      NB      detector     applying      the    Monte-Carlo 
simulation   method to find the probability of detecting NB signal. The incoming signal 
)(tf  consists of UWB, NB and AWGN signals; these are 3 major components of the 
communication system under studying. The signal is then passed to the periodogram (or 
spectrogram) block to estimate its power. The average (or a threshold value) and 
maximum power extracting from the periodogram is to be used later for detection. The 
detector compares average power with the maximum power at the narrowband central 
frequency. A switch enable is on when the maximum power is greater than the threshold 
and off otherwise. The event and replication counters serve as the probability evaluation. 
The event counter is the correct counter, this counter only increments by one when the 
maximum power at the NB central frequency greater than the average power. The 
following simulation results serve as a sanity check and validation for the  expression (3-
28).  
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Figure 3-1.     Narrowband Detector block. 
3.4.2     Simulation Results 
 There are 3 assumptions for the system in the simulation. (a) there is no inter-
symbol-interference (ISI), (b) channel estimation and system synchronization are perfect 
and (c) there is only one OFDM signal active at 5.1925-5.2075 GHz.  
This UWB system was constructed using Time Hopping-Pulse Position 
Modulation (TH-PPM) technique which inherents the following characteristics. The 
system transmitting power is 0.04 mW acquiring a speed at 50 Mbps with a chip time 
cT = 1 ns and a PPM shift factor of 0.5 ns. The simulate pulse shape is a 2
nd order 
derivative Gaussian pulse having a bandwidth (BW) of 4 GHz. Communication channel 
model is a IEEE standard channel having four different types: CM1, CM2, CM3 and 
CM4.  
Up to this time, there is no regulation specifying exact transmitting power of the 
OFDM signal, except there is a maximum power mandate of 50 mW [44]. This power 
level is about triple digits higher than the regulated UWB power (i.e., 0.039mW). For 
the purpose of simulation, the NB power is set from 5 times smaller to 10 times higher 
than the UWB power. The results show that if the NB power less than UWB power, 
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there is a almost no significant change in term of UWB system performance. However, 
there is a slight effect on the performance when the two power levels are equal and a 
noticeable effect when the NB power is greater than the UWB power.  
The following five figures show the spectrograms for various NB to UWB signal 
power ratios using CM2, SNR=14. The frequency displays is in normalized scale at 6.3 
GHz, and the amplitude is measured in Watts.  Figure 3-2 shows a fail detection when 
the NB signal is about 5 times smaller than the UWB signal. The power at which NB 
taking place is smaller than the overall average power therefore the detection fails. This 
results remain unchanged as long as the NB power is less than the UWB power. 
 
 
 
 
 
 
 
Figure 3-2.     Spectrogram of data, NB power = 0.2x UWB power, fail detection. 
 
When the  power of NB  and  UWB  are equal, detection results are about equal 
chance.  Figure 3-3  shows  two  typical  snap  shots when NB and UWB are equal in 
power, it is about 50% chance to detect the NB signal. In  these  figures, k   is the  
arrival  time and of   is  the  frequency  at  which  the periodogram   attains   its   
maximum.    It  can  be  verified  that  the  theoretical  power  for  NB approximately 
equal to mWx  10935.8 9−  with 3 and 512 == hNN .   
Peak power at NB central 
frequency (5.2 GHz). 
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(a) 
 
(b) 
 
Figure 3-3.     Spectrogram of data, NB power=UWB power, (a) fails detection, (b) 
successful detection. 
 
Simulation results and theory results are close to within 6.5% marginal offset. 
This proves that the assumption treating NB signal as a tone is valid.  
The next two figures show the results in the case of NB power having 5 times 
and 10 times larger than the UWB power. In Figure 3-4, the maximum power peak at 
NB frequency is significantly different than the overall average power, the detection 
outcome is always successful. 
 
 
Figure 3-4.     Spectrogram of data, NB power =5x UWB power, successful 
detection. 
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 Similar to Figure 3-4, the maximum peak power at the NB central frequency is 
far leading the overall receiving signal power, the NB is always detected in Figure 3-5.  
           
Figure 3-5.     Spectrogram of data, NB power = 10x UWB power, successful 
detection. 
 
Table 3-1 summarizes detection probability for various NB to UWB power 
ratios. The convergence with its confident interval is ranged from 60,000 to 150,000 
bits. The determination of the confident interval is determined using ttest command from 
Matlab with a mean equal to 75,000 bits.  
Table 3-1 Different Power Ratios and Detection Probabilities. 
Power ratio  
OFDM /UWB 
Detection Failure 
(%) 
Correct Detection 
(%) 
1/5 99.8 0.2 
 
1 43 57 
 
5 0.9 99.1 
 
>10 0 100 
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3.5     Summary 
Using spectrogram technique, the task to identify the NB signal standing out in the 
UWB signal becomes easier. This is the best approach to detect NB signal in UWB. 
Simulation results show that when the power of NB equal to UWB signal, the 
probability of detection has an equal chance. A significant improvement in successful 
detection when the NB power is 5 times larger than the UWB power. Simulation results 
show that NB signal can be treated as a tone in UWB system. 
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Chapter 4      Narrowband Interference Cancellation 
Circuit and On-Chip Implement Methodology 
 
The aim of this chapter is to discuss and analyze the NB cancellation circuit in 
time domain. First, the NB cancellation circuit topology will be presented and the 
analysis will be performed on the circuit thereafter. Subsequently, part of the NB 
cancellation circuit, the NB central frequency estimation will be presented. A brief 
introduction of FPGA and the method to implement an adaptive filter are to be given at 
the end of the chapter. 
4.1     Introduction  
Many digital signal processing techniques have been investigated to suppress or 
mitigate narrowband interference (NBI) in the wideband system [21, 22, 23, 24, 25]. 
These techniques were introduced mainly for spread spectrum systems (i.e., wide 
bandwidth) and in principle, these can be applicable to UWB. In general, NB 
suppression is achieved using either linear or non-linear prediction digital filters. 
However current digital technology does not allow for a cost effective realization of a 
complete digital UWB system. Therefore it is necessary to investigate techniques which 
are either pure analog or a combination of analog and digital. This chapter describes the 
time-domain techniques which perform narrowband interference rejection in the radio 
frequency (RF) front end. This does not necessarily mean the circuit is entirely analog. 
In fact, digital techniques can be used with the sampling rates commensurating with the 
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narrowband interferer bandwidth rather than the UWB signal bandwidth. The proposed 
NBI cancellation circuit is given in the following section.  
4.2     Time Domain Narrowband Cancellation Circuit  
Figure 4-1 illustrates a circuit block diagram for a combination analog and digital 
interference eliminator that performs time domain mitigation in the receiver RF front 
end. The circuit was previously presented in [25], [45] and similar to a circuit introduced 
in [26]. These circuits attempt to estimate a narrowband interferer signal in the digital 
form and then cancel the interference in the analog form. The advantage of this approach 
comes from the fact that the sampling and digital processing occur at a rate 
commensurate with the narrowband signal bandwidth rather than the UWB bandwidth, 
which is relatively higher.  
 
 
 
 
 
 
 
 
 
 
 
  
Figure 4-1.     Time Domain Front End NB Cancellation Circuit. 
 
    Phase 
correction 
  900 
 shift 
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 There are two stages in the cancellation unit: digital and analog stage. A mixer is 
required in the analog stage. The mixer down-converts the incoming signal into an 
inphase ( I ) and quadrature (Q ) representations allowing the digital signal processing to 
be performed. The NB signal estimating from the digital stage must be up-converted in 
order to cancel the interference in the analog stage. The NB central frequency estcf _ is 
obtained from the frequency estimator (see the next section of this chapter). An analysis 
of the ability to perform this frequency estimation is given in Section 4-3, in which the 
method of moment and maximum likelihood estimator are examined.  
 Considering the operation of the digital portion in Figure 4-1. After the down-
conversion, the signal is lowpass filtered, sampled, and passed to a digital least mean 
squares (LMS) update algorithm. In this digital stage, the circuit performance is directly 
related to the strength of the narrowband interferer compared to the noise it observes 
(i.e., the interference to noise ratio (INR)). INR of the mitigation circuit is determined by 
the thermal noise in the system and the noise contributed from the UWB signal. It was 
shown in [25] and [45] that after lowpass filtering, the noise contributed from UWB 
signal can be modeled as additive white Gaussian noise (AWGN). As the results, the 
combination of the UWB signal and thermal noise can be modeled as Gaussian noise.  
 After the signal is down-converted and sampled, the narrowband interference is 
estimated using digital filtering techniques.  The LMS algorithm is used along with a 
multiple tap LMS filter to estimate the interference by successively updating the weights 
of the I  and Q  channels. A brief detailed introduction to the LMS theory to be given in 
the following section.  
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4.2.1     The Least Mean Squares Theory 
 The origin of LMS is attributed to Windrow and  Hoff  in  the  late  1960 [46], 
[47].  The LMS  is  based  on  the estimation of the gradient toward an optimal solution 
using statistical properties of the input signal. Figure 4-2 shows a typical structure of the 
LMS adaptive filter.  
 
 
 
 
 
 
 
 
  
 
Figure 4-2.     LMS Adaptive Filter Block Diagram. 
 
The LMS filter is responsible for estimating the transmitting signal denoted as 
)(ny  from the noisy receiving signal )(nx  at the receiver by training the filter 
coefficients. The training coefficients are to be used to remove the noise as much as 
possible from the receiving signal to achieve the maximum estimation level. Detail of 
the estimation will be presented in the following. 
A significant feature of the LMS algorithm is its simplicity. The N-tap filter 
weights are updated with each new sample as required to meet the desired output. The 
computation required for the updating is graphically illustrated in Figure 4-3 and 
numerically in Equation (4-3). 
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Control Mechanism ∑
-
+
)(nd  
)(ne  
)(nx  
)(ny  
N-tap FIR 
Transversal Filter 
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Figure 4-3.     Multi- tap Adaptive Filter. 
 
The LMS algorithm computation is given by the following Equations [48]: 
1. Compute the estimate of the interferer, ( ) ( ) ( )nxnwny T=                        (4-1)  
 
2. Compute the error signal, ( ) ( ) ( )nyndne −=                                                 (4-2)  
 
3. Calculate the new filter weights, ( ) ( ) ( ) ( )nenxTnwnw cμ+=+1               (4-3)  
 
In the above steps, ( )nx  is the current received signal value, ( )nw  is the vector of 
filter coefficients ( ) ( ) ( ) ( )[ ]NwwwNw .....1,1..... −−  and x is the vector of past and future 
received signal values ( ) ( ) ( ) ( ) ( )[ ]NnxnxnxnxNnx −−++ .....1,,1.....  for 0≠N  where Tx  
is the transposed version of x . The valueμ  denotes a learning rate and cT  is the sample 
time. The output )(ny  represents the residual narrowband interference and noise. The 
value of )(nd represents the estimate of the interferer. The weights are updated every 
sample of the received signal and the output of the LMS multi-tap update algorithm is 
the estimate of the interferer, )(nd . The estimated NB value is then up converted and 
subtracted from the delay and phase offset version of the received signal. The rate of 
cT
+
cT cTcT
( )Nw − ( )1−w ( )1w ( )Nw
- 
   
2 
- 
- -
( )ne
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convergence of the LMS algorithm is directly related to the filter length N  and the 
weight update parameter μ . The choice of μ  and N  are to be discussed in Section 4-5.  
The method to implement the digital LMS adaptive filter in FGPA will be 
addressed in sections 4.4 and 4.5.  The following section presents the method to estimate 
the NB central frequency.  
4.3     Frequency Estimation 
 
Other fundamental component of the narrowband interference cancellation 
circuit is the ability to estimate the interferer frequency. The following discussion 
examines two frequency estimations taken from Kay [58]. The first technique uses a 
method of moments and the second technique uses the maximum likelihood estimator.  
4.3.1     Method of Moments 
In this method, the received discrete time signal is assumed to be 
 
                                          [ ] ( ) [ ]nxnfAny o ++= φπ2cos        ( )1,...,0 −= Nn                           (4-4) 
 
where [ ]nx  is zero mean white noise with variance 2σ , A  is an amplitude, of  is the 
frequency to be estimated. The phase φ  is considered to be uniformly distributed 
between ( )π2,0  and is independent of [ ]nx . Making this assumption allows 
[ ] [ ]( )φπ += nfAns o2cos  to be treated as a realization of a wide sense stationary (WSS) 
random process. WSS implies the mean of the function is equal to zero and its 
autocorrelation depends only on the time when the function being observed. To verify 
this assumption, the mean and autocorrelation of [ ]ns  are examined.  
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The expectation and autocorrelation of [ ]ns  are computed as follow: 
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and the autocorrelation is given by: 
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 The autocorrelation of the white noise, [ ]nx  is given by [ ] [ ]kkrxx δσ 2=  and using 
the result of Equation (4-6), the autocorrelation of the received signal [ ]krss  becomes: 
                                                              [ ] [ ]kkfAkr oss δσπ 22 )2cos(2
1 +=                                     (4-7) 
 
 In order to estimate the frequency using this method [ ]krSS  is used:  
                                                                     [ ] )2cos(
2
11 2 oss fAr π=                                                   (4-8) 
 
This allows the estimation to be performed without knowledge of the noise 
variance. An estimate of the frequency is then given by:  
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where the autocorrelation [ ]1SSr  is estimated as  
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n
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In Equation (4-9), the term representing the average power of the sinusoid, 2/2A , must 
be also estimated.  
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The amplitude estimation is given by: 
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and the frequency of  is finally estimated as: 
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 Note that the estimate of of  is a normalized frequency of the signal such that the 
estimate found for of  is between 0 and 0.5. It is shown in [58] that for a high SNR, this 
method has an expected value which is equal to of . The author also provides an 
expression for the variance of the estimation that highlights limitations of this method. 
The variance of this estimation decreases rapidly for increasing block size at of =0.25 
while the variance slowly decreases at of  close to 0 or 0.5. This results from the use of 
the 1cos−  function of Figure (4-4) in the estimation. Observe that the slight variations in 
the value of [ ]ny  near 0 and large variation near the points -1 and 1, this is due to the 
steepness of the curve near those two values. In the next section, the method of 
maximum likelihood will be presented. 
 
 
 
 
 
 
Figure 4-4.     Invert cosine computation. 
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4.3.2     Method of Maximum Likelihood 
The second frequency estimation technique is the maximum likelihood estimator 
(MLE) derived from the probability density function (PDF) of the received signal. Again 
the received signal is taken as  
                                           [ ] ( ) [ ]nxnfAny o ++= φπ2cos        ( )1,...,0 −= Nn                        (4-13) 
 
which results in the PDF of [ ]nx  is 
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where 0>A  and 5.00 << of . The maximum likelihood estimate of of  is then found by 
maximizing the argument of the exponential in the PDF with respect to of . According to 
[58], the following expression needs to be minimized: 
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by letting 
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and transforming J  into a quadratic using the following transformation 
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leads to the following relationship 
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where [ ]T21ααα =  and [ ]TcsH = . It was shown in [58] that the solution of Equation (4-
18) is given by: 
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and TT HHHHI 1)( −−  is an idempotent matrix. In order to estimate the frequency of , 
Equation (4-20) needs to be minimized or accordingly the following must be 
maximized: 
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Substitute H  definition into Equation (4-21) yields  
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Finding the maximum value of Equation (4-21) according to of  determines the MLE 
estimate for of . The frequency estimation results and discussions are available at section 
5.5. The following sections describe the implementation of the digital LMS adaptive 
filter in FPGA devices.  
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4.4     Hardware Implementation of The LMS Adaptive Filter 
 
Digital signal processing (DSP) unit is fast moving up to the next level in the 
digital world, one example is it now can  be integrated on a single field programmable 
gate array (FPGA) device. The objective in this section is to find an adaptive algorithm 
that is suitable for high-speed implementation on Altera® FPGA platform, in particular, 
the Stratix family devices. This section starts with the introduction to the FPGA 
technology and followed by the method to design and integrate the pipeline LMS in 
FPGA devices.  
4.4.1     FPGA Technology 
In the late 1970s, FPGA idea was introduced and the first FPGA XC2000 series 
was invented by Xilinx® in 1985. The advantage of FPGAs is that they combine the 
performance that can be achieved by Application-Specific Integrated Circuit (ASIC) 
with the flexibility of programmable microprocessors. With this merit FPGAs 
demolishes the balance of gate array market and have been taking a significant portion 
of the standard cell market.  
Conceptually, a programmable FPGA consists of three key elements as 
illustrated in Figure 4-5:  
• The Programmable logic cells provide functional elements to construct 
user logics. 
• The Programmable Input/Output (I/O) blocks provide interface between 
the package pins and the logic cells. 
• The Programmable interconnects provide routing paths to connect the 
inputs and outputs of the logic cells and between the cells. 
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Figure 4-5.     Conceptual structure (symmetrical array) of FPGAs. 
In the past decade, FPGAs such as the Altera Stratix II family have grown in 
capacity up to 20 millions gates in a single device. FPGA has also improved in speed 
and increased in functionality. It now contains high-speed embedded arithmetic units, 
multipliers and an abundance of registers with clock speed up to 450 MHz [51]. It is not 
only capable of implementing high-speed DSP applications, but also can deliver system-
on-chip (SoC) solutions. These advantages have inspired many DSP designers to shift 
their designs from the custom ASIC implementation to the more flexible FPGA 
platforms, thereby reducing design cost and time-to-market and overcoming the 
unforeseen changes or iterations needed during the design period.  
The requirement for DSP algorithm sampling rate ranges from 8 kHz in speech 
applications to more than 7.5 GHz in Ultra-Wideband signal processing. The 
implementation of DSP algorithms on microprocessors ( Pμ ) or DSP processors is often 
proved unsatisfactory because they are unable to meet the high computational and 
sampling rate requirements for most of today real-time applications. As a result, 
majority of the high-speed applications are implemented in ASIC or FPGA devices 
Programmable 
Interconnect Path Programmable  
Logic Unit 
Programmable  
I/O Block 
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where parallelism and pipelining techniques can be used to improve speed and increase 
computation tasks of the design. Table 4.1 shows the performance comparison between 
a DSP processor and an FPGA device reported by Berkeley Design Technology Inc. 
[50].  
Table 4-4-1.    DSP vs. FPGA Performance. 
Comparison Category Altera Performance Advantage 
Altera FPGAs vs. DSP processors 10x DSP processing power per dollar 
High-performance FPGAs comparison: 
Altera’s Stratix II FPGAs vs. Xilinx’s Virtex-4 
FPGAs 
Up to 1.8x and on-average 1.2x higher 
performance 
Low-cost FPGAs: 
Altera’s Cyclone II FPGAs vs. Xilinx’s 
Spartan-3 FPGAs 
Up to 2x and on-average 1.5x higher performance 
 
FPGA technology is still 10 times slower than their ASIC counterparts. The 
reason is that the FPGA designs are limited by the physical reality imposed by the 
device layout. In the context of DSP implementations, the speed of a DSP circuit is 
governed by the number of Multiply and Accumulate (MAA) operations per second. For 
an ASIC implementation, it is typical to opt for the fastest adder and multiplier 
available, such as the Carry-Look-Ahead (CLA) based adder and Wallace tree 
multiplier. Most FPGA vendors have opted for the Carry-Ripple Adder (CRA) as it is 
highly common and can be easily implemented in the technology. However, the CRA is 
usually slower than the CLA adder when implemented in an ASIC. The second aspect 
causing the poor speed performance in FPGA technology is the interconnect which can 
contribute up to 60% to the total signal propagation delay in an FPGA device. In 
contrast, interconnect in an ASIC design is just a relatively small portion of the total 
signal propagation delay (although this is changing as technologies get smaller and 
smaller size). Even considering the inefficient FPGA implementation of fast arithmetic 
functions in a DSP system, the programmability of FPGAs allows circuits to be 
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optimized to specific system needs, whereas it is necessary to design an ASIC 
implementation to be generic in order to justify its high development costs.  
The FPGA marketplace is volatile, it is one of the fastest growing segments of 
the semiconductor industry. Nowadays many companies involved change their 
technology rapidly and it is somewhat difficult to predict which products will be the 
most significant for high-speed implementations when the industry reaches a stable 
state. For this reason, this work concentrates on devices with dedicated fast carry logic 
and carry chain features, which can be used for high-speed arithmetic implementations. 
These features can be found in the Altera Stratix family series and Xilinx Virtex family 
FPGA devices. The underlying structure common to all Altera devices are the Logic 
Element (LE) embedded in routing resources. This LE is based on a 4-input Look-Up-
Table (LUT). A LUT is a small one-bit wide memory array, where the address lines for 
the memory are the inputs of the logic block and the one bit output from the memory is 
the LUT output. Rose and Sangiovanni-Vincentelli [51] have demonstrated that the use 
of a LUT with 4 inputs provides the best implementation density for a range of 
functions. A detailed description of the Stratix device can be found in [49], the Stratix 
series dedicated carry hardware is available for the construction of fast adders.  
Next section shows the design methodology used to implement the FPGA based 
adaptive filter from algorithmic specifications. 
4.4.2     FPGA Design Flow 
The FPGA is divided into two parts; the algorithmic and the architectural part. 
This design approach attempts to optimize both the algorithmic and architecture for 
high-speed implementation. At the beginning of the design flow, the adaptive filter LMS 
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was simulated against different operational environments to determine key parameters 
such as step size and filter length for the best performance. A great portion of this work 
was spent on improving the algorithmic performance at this stage. Information such as 
the word-length required for a stable filtering operation was obtained by using the Fixed-
Point Block Set DSP tool and Signal Compiler both from Altera associated with 
Simulink in Matlab. 
 To design an algorithm that can be efficiently implemented on hardware, 
knowledge regarding particular technology and processor architecture layout is vital. 
The bit-true models from   the   parameterized  cores  provide  information  on  the  
minimum  number  of  pipelining registers required to fulfil the sampling rate 
requirement. The pipeline version of the LMS algorithm was re-simulated in Simulink 
using the same operational environments to examine the impact of pipelining on the 
LMS algorithm. The simulation results from Simulink were also   used   to   validate   the   
post-synthesis simulation  results  from  the  FPGA  implementation.  
 Before the key filter parameters which are established from Simulink simulations, 
are used in VHDL description, an architectural version of the LMS based algorithm 
needs to be carefully chosen or designed to reduce system critical paths, hardware 
resources and system output latency. This high level design is based on the knowledge 
of component size, performance, and predictable speed and area of the optimized cores. 
The cores used in the design flow were developed in Simulink digital signal processing 
(DSP) library and allowed accurate estimation of speed and performance. This library is 
a hierarchical library of components expressed structurally in VHDL which are 
optimized for the Stratix family. The components are parameterized for word-length, 
among other objects offer high speed operation. These cores are pre-implemented and 
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verified in the system, subsystem and component level which are created from lower 
level macros. The Simulink DSP library  provides a series of specialized arithmetic 
function circuits for DSP applications, including a pipelined multiplier.  The  benefit of 
using these optimized cores is that they offer outstanding performance and device 
utilization, often more than 10 times better than generic HDL descriptions.   
The functionality of VHDL code is confirmed before performing synthesis to a 
circuit netlist. The synthesis process uses specific synthesis constraints (i.e., timimg, 
area, and component relative location in the chip) to implement and optimizes the 
VHDL register-transfer-level into primitive blocks. The Synplify5 tool is used because 
of its ability to specify component attribute values using complicated function calls (sub-
routine). The FPGA independent netlist generated from the synthesis is converted into 
the specific Stratix FPGA device during Place and Route using Altera Signal Compiler 
tools. If the timing and speed requirements are not met, it is necessary to re-design the 
architecture or algorithm. Re-simulation of a post-synthesis VHDL version of the actual 
FPGA design ensures the functionality is maintained throughout the design flow.  
 The configuration bit stream generated after the Place and Route process is then 
downloaded from the terminal via the Peripheral Component Interconnect (PCI) bus to 
the hardware such as the EP1S80 DSP chip which is mounted onto a Stratix DSP S80 
Development board. This Stratix DSP S80 is a PCI-based FPGA board that is used to 
validate the design and system performance. This design flow and implementation 
procedure, depicted in Figure 4-6, is used to design, implement and validate in this 
project.  
 
                                                 
5 Synplify tool is the tool used to convert model descriptive language into hardware synthesizable code, see Figure 4-6. 
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Figure 4-6.     DSP Builder Design Flow. 
 
4.4.3     Pipelined Adaptive LMS Filters Design 
The pipelining technique is applied in the FPGA design to minimize latency or 
computational delay. Pipelining has the ability to exploit parallelism in which 
computations are carried out simultaneously. In adaptive LMS structure, the longest 
delay comes from the error feedback, it is necessary to find a solution minimizing this 
delay. The best approach in such case in the design is pipelining.  
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4.4.3.1     Pipelined Enabled LMS Based Algorithm  
In the past fifteen years, rapid advances in digital technology are moving in a fast 
pace, the demand for complex algorithms to be implemented for real-time has grown. 
Meanwhile, researchers have realized that the throughput rate of the LMS algorithm is 
still sufficient for the high-speed DSP solution for today applications, in particular for 
Ultra-Wideband technology. Therefore, concurrency techniques have been introduced 
into the standard LMS algorithm to increase the sampling rate [52]. In return, this has 
inevitably changed the characteristics of the basic LMS algorithm.  
The capability of pipelining is to be able to exploit parallelism. Pipelining 
depends heavily on the algorithm and implementation platforms such as ASIC, FPGA or 
DSP processors. Even if a parallel adaptive filter structure can be implemented in a 
parallel processor architecture, a long critical path in the feedback loop may limit the 
throughput rate. It is important to investigate pipelining as a technique to reduce critical 
paths and improve system throughput. However, pipelining technique of the LMS 
adaptive filter is a problem as it introduces latency to the error feedback loop. The 
adaptation algorithm, therefore, needs to be modified to enable the pipelined 
implementation. This results in the development of the three main approaches for 
pipelined LMS techniques based on look-ahead LMS [55], delayed LMS [53] and 
coefficient classification [54] algorithms. These algorithms act to ensure a stable 
convergence of the pipelining filters.  
Similar to [52], the pipelined paths structure of the finite-impulse response LMS 
adaptive filter is shown in Figure 4-7. Detailed description is to be presented thereafter. 
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Figure 4-7.      Pipeline path- FIR-LMS Adaptive Filter. 
 
4.4.3.2     Filter Feed-forward Path (FFFP) and Error Feedback Path (EFP) 
Pipelining of the filter block and the error signal feedback path is relatively 
simple but resulting in an increase in the latency of the circuit. The increase in latency 
forces the reference input )(nd  and input data )(nx to be delayed by the same amount in 
the pipeline stage. This results in a mismatch in timing of the coefficients and the next 
set of the incoming signal for filter arithmetic processing. The late arrival of the 
coefficients due to the pipelining effect (i.e., latency), will deteriorate filtering 
performance mostly in the convergence behavior. The coefficient update loop to be 
presented in the following section. 
4.4.3.3     Coefficient Update Loop (CUL) 
Most of the problems come from the recursive loop when the coefficient 
adaptation loop is pipelined. This is due to the delay along the loop not only prolongs 
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convergence time but also dramatically increases latency and results in a poorer 
estimating performance. Decreasing pipelining by one in the loop will doubles filter 
convergence time.  
There are three solutions to implement an adaptive filter with minimum amount 
of delay introduced from coefficient update loop: Delayed LMS, A Look-Ahead and 
Coefficient Classification adaptive filters. Each of these three methods is to be presented 
in the following sections. 
4.4.3.4     Delayed LMS Adaptive Filter 
The study of the Delayed LMS (DLMS) algorithm was carried out by Long [53] 
who investigated the effect of the coefficient adaptation delay in the LMS filter. The 
work shows the delay in the coefficient adaptation has only a slight influence on the 
steady-state behaviour of the LMS algorithm if the step size is within certain bounds. 
Usually a smaller step size compared to the standard LMS algorithm must be applied. 
Major drawbacks of the DLMS algorithm are the reduction in convergence speed for 
stationary signals and poorer tracking performance for non-stationary signals. The 
DLMS structure is shown in Figure 4-8 [58]. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-8.     DLMS Structure. 
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where D  and m  in the figure are unit delay and a positive integer. The DLMS 
algorithm is calculated as the followings: 
                                                     )()()()1( mDnxmDnenwnw −−+=+ μ                              (4-23)  
 
                                                        )()()( mDnymDndmDne −−−=−                                  (4-24)  
 
                                                        )()()( mDnxmDnwmDny T −−=−                                  (4-25)  
 
and stability condition can be roughly estimated by the following expression: 
                                                                  
inT
PmN )22(
20 −−<< μ                                             (4-26)  
 
where N  stands for the filter length and 
inT
P is the tap-in power6. Using the DLMS 
algorithm, pipelining registers can be inserted into the error feedback path in front of the 
adaptation loop, thus reducing the critical path in the long feedback loop in the recursive 
system.  
4.4.3.5 Look-Ahead Transformation of LMS 
 
Using the look-ahead technique, a finer grain pipelining can be achieved 
according to [55]. However, a direct implementation of the look-ahead transformation 
would result in increasing hardware complexity. The conventional look-ahead technique 
transforms a given serial algorithm into an equivalent pipelined version for the same 
input-output mapping. For adaptive filters, the exact input-output mapping is not 
required, therefore an approximate form of a look-ahead transformation is preferred for 
pipelining as it uses less hardware.  
The Relaxed Look-Ahead LMS algorithm (RLA-LMS) is employed to develop 
fine-grain pipelined architecture for the LMS filtering [56], the structure of RLA-LMS is 
                                                 
6 Extra power that unit delay m introduced. 
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shown in Figure 4-9. It results in a smaller hardware overhead which would not be 
possible with conventional look-ahead technique. Considering the first-order recursive 
loop, such as the LMS algorithm in Equation (4-3), the computation time of the first-
order recursion is lower bounded by a single addition. In order to increase the 
throughput of the adder, 2m -step look-ahead is applied. This is equivalent to expressing 
)(nx  in terms of )( 2 Dmnx − , which gives: 
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Figure 4-9.     RLA-LMS Structure. 
 
This transformation results in 2m  registers being introduced into the recursive 
loop. These registers can be used for fine-grained pipelining of the adder to any desired 
level. An increase in the level of pipelining ( 2m ) results in more hardware overhead. 
This can be reduced by applying the relaxed look-ahead technique, as shown in Equation 
(4-28), if the gradient estimation is relatively constant over a number of samples ( 3m ) in 
the error feedback path of the LMS filter. This is known as the delay relaxation [56]. 
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Note that when 2m = 0 and 3m = m , the equation is reduced to the DLMS algorithm. 
Therefore the DLMS algorithm is a special case in the stochastic form of look-ahead 
transformation.  
 The pipelining enabled LMS is essential for high-speed LMS based digital signal 
processing. Increasing the number of pipelining delays in the algorithm reduces the 
critical path but it increases the output latency and hardware complexity. The impact of 
an increased output latency may severely impair the performance. The increased 
hardware complexity can also possibly increase the critical path of the pipelined 
architecture and offset the effort of pipelining to improve system throughput.  
4.4.3.6     Coefficient Classification of Adaptive Filter 
The third modified adaptation algorithm is the coefficient classification 
conducted by Okello [54]. The technique is based on the pipeline concept of tree 
structure with up-sampling and down-sampling the signal before and after filtering as 
illustrated in Figure 4-10.  
 
 
 
 
 
Figure 4-10.     Pipelining architecture. 
 
 The odd and even coefficients are grouped separately to allow for retiming of the 
up-sampler. Figure 4-11 shows the modified version of Figure 4-10 in which the number 
of coefficients is assumed to be odd.  
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Figure 4-11.     (a) Classification of coefficient, (b) Retiming the up-sampler.  
 
Viewing only the even coefficient section, the time execution for the up-sampler 
circuit can be reduced by 1 cycle for each coefficient multiplication and addition (i.e., 
from z-2 down to z-1) as illustrated in Figure 4-11 (b). The final pipeline architecture for 
coefficient classification in a form of tree structure is shown in Figure 4-12 [54] and the 
update coefficient is given by: 
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Figure 4-12.    Two levels ( L =1,2) pipelined coefficient classification using a tree 
structure. 
 
The method of coefficient classification appears under tree levels structure, 
where all the coefficients in the same level have the same coefficient delay.  
The maximum number of levels LMax  is given by: 
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where ceil( y ) is the smaller integer not less than y  (i.e., ceil(0.235)=0.2 < 0.235) and 
N  is the filter length. This maximum level can be achieved if each module has a 
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maximum of three coefficients as shown in Figure 4-12. Each level L  has L2  modules, 
whereas each module 
jL
m  with a module number jL  has the filter coefficients with a 
coefficient delay equal to the level number. The arbitrary numbering of the modules is 
such that their first coefficients are in an increasing order. The coefficients 
jL
w  in each 
module j  (i.e., j =0,1,….., L2 ) are given in a more general form as 
           [ ]
jLjL
     w    w βγα jLj wwL =                                             (4-31) 
where ∑ −=+−= 11 231 Ll ljw jLα , LLjjLw 2+=αγ  and 12 ++= LL jjLw αβ . The input signals 
of the multipliers with coefficients 
jL
wα , jLw γ and jLw β  are )1( −+− Lnx jLα , 
)1( −+− Lnx
jL
γ  and )1( −+− Lnx
jL
β respectively.  
 Table 4-2 shows the comparison of computational complexity between different 
architectures for the adaptive FIR filter when the correction factor is in consideration. 
MT  and AT  are the multiplication and addition time, N  is the filter length, 1m  is the unit 
delay and 2m  is the number of step to look-ahead and ASum , 2rS  are defined as: 
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LMax
N is the upper bound of the maximum number of level and mR  is the remaining 
number of coefficients is given by: 
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The number of adders 2rS  within the filtering section using the tree-structure is given 
by: 
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Table 4-2.     Comparison of the characteristics of different architectures. 
Number of hardware elements Architecture Critical Path Latency 
Adder Multiplier Delay Element 
Ideal LMS 
(Conventional 
implementation) 
2 MT + 
N AT  
1 2 N  2 N  2 N  
DF-DLMS 
(Long [57]) MT + MT  N  2 N  2 N  6 N  
TF-DLMS 
(Meye [62]) MT + 2 AT  N  2 N +1 2 N  9 N  
DLMS-CT2 
(Douglas [63]) MT + 2 AT  N  3 N +1 5 N  6 N  
RLA-LMS 
(Shanbhag [56]) AT / 2m  1m  2 N +1+ N (LA-1) 2 N  2 1m + 2m +3 N +LA-
1+ 2
22 Nmm  
N +3 )(Nl +
ASum +1 
 
CC-LMS 
(Okello [58]) MT + 2 AT  
1 
N + 2rS +1+ 
3 )(Nl  
2 N + 
2 )(Nl +1 2 N +3 )(Nl +∑=
)(
1
2
Nl
i
i
+1 
 
In comparison to other modified pipelining adaptive algorithms, the coefficient 
classification method achieves a high throughput with only two delays.  The maximum 
delay after a change in the last coefficient which seen at the output of the coefficient 
classification is significantly reduced. The optimum delay achieved by re-arranged the 
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time delay is shown in Figure 4-11 and classified the even and odd coefficients into two 
different stages is shown in Figure 4-12. The number of delay elements is reduced 
noticeably making the coefficient classification architecture far much more 
advantageous than the other proposed architectures. In [54], the authors demonstrated 
the reliability of the coefficient classification by carrying out a number of simulations. 
The pipeline coefficient classification architecture is not only reliable for FIR adaptive 
filter but is also well suited with the IIR adaptive filter.  
Next section shows the procedure finding optimum parameters in the LMS 
adaptive filter using Simulink® platform. This is a part of the hardware implementation 
design where the design could be tested in the Matlab/Simulink platform before 
hardware implementation. 
4.5     Pipeline LMS Adaptive Parameters Optimization 
 
A set of thorough simulations was conducted in this section to determine 
optimum adaptive algorithm for narrowband estimation, timing and speed requirements 
for FPGA implementation. The choice for optimum adaptive filter was carried out by a 
numerous simulation trials on different types of modified adaptive algorithms. 
Performance was measured by the mean square error (MSE) and mean square deviation 
(MSD) with three filter lengths ( N =16, 32, 64) and a fixed step-size μ  of 0.03125. 
Figure 4-13 show simulation results in graphical form: The length N  is equivalent to 
the number of filter’s coefficient. The concept of filter length is interpreted in a different 
way between the adaptive and non-adaptive filter. The adaptive filter length converges at 
a certain point and mainly depends on the characteristics of the signal whereas the length 
of non-adaptive filter never converges and its performance proportional to the filter 
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length. The study of each filter convergence factor represents by the learning curve. The 
curve indicates the convergence region, thus the selection of the convergence factor 
would become much easier. The choice of filter length and step-size is to be discussed 
later in the following section. 
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Figure 4-13.     Learning curves for the (a, c, e) Mean square error, (b, d, f) Mean 
square deviation. 
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Simulation results show that the Delay LMS and Look-ahead LMS having 
similar performance. However, the Coefficient Classification is better in term of speed 
and estimation capability. The filter performance measurement is based on the mean 
square error between the desired and estimated signals.  
There are a number of factors in the pipeline LMS NB estimator which need to 
be determined for an optimal NB estimating operating. These include: 
(i) Variation of the input signal power; 
(ii) Filter length, N ; 
(iii) Step size, μ ; 
Variation of the input signal power affects the rate of convergence, steady-state 
performance and stability of the estimator output. The modified pipeline LMS 
coefficient classification algorithm known as a technique independent of the input signal 
power and capable of optimizing the speed of convergence while maintaining the 
desired steady-state performance. The procedures which are used to decide the key 
parameters of the pipeline LMS filter will be described in the following section. 
4.5.1    Effect of Filter Lengths on Estimator Performance 
Filter length N  is the main parameter which can be used to trade computational 
complexity with filtering performance. An increase in the filter length requires 
additional hardware which possibly degrades system throughput rate (i.e., introduce 
more delay) whereas a short filter may have an unsatisfactory filtering performance. 
Unlike the non-adaptive digital filter, in which its performance proportional to the filter 
length, however, the adaptive filter length require carefully choice. There is a more 
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complicated relationship in adaptive filters such as coefficient weight vector noise which 
can affect the filter steady-state performance. Filtering performance needs to be 
examined with respect to the effect of filter length on the convergence rate and steady-
state performance (i.e., SNR improvement).  
Figure 4-16 shows a narrowband estimation with analog to digital converter 
(ADC) at a sampling rate equals to 6 times the narrowband bandwidth, pipeline 
coefficient classification adaptive technique was applied. Five filter lengths of 8, 16, 32, 
64 and 128 weight taps were investigated. The step size of each filter was fixed at μ = 
0.03125.  
Simulation results shown in Figure 4-14 indicate that a 32 weights filter is 
sufficient to achieve a reasonable convergence. When comparing convergence speed of 
the filter length to the same level of MSE, a long filter length exhibits slower 
convergence than a short filter length. Longer filter length offer advantage of higher 
improvement in SNR. Filter length with more than 64-weight taps experience very little 
improvement. A 64-weight tap pipeline LMS estimator is found to be a good 
compromise between convergence performance and hardware complexity.  
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Figure 4-14.     Effect of filter length N with ADC sampling rate equal to 6 times 
NB bandwidth, step-size μ = 0.03125.  
 
 Next section covers step size which is the last convergence factor of the 
pipelined LMS filter.  
4.5.2    Effect of Step Size of The Filter on Estimator Performance 
Step size governs the convergence speed within a certain stability region. A large 
step size speeds up adaptation process but produces more internal adaptation noise in the 
algorithm due to larger misadjustments. An optimal step size must be sought to give best 
performance for the NB estimator. Multiplication of the step size with an error term (i.e., 
)()( nxne ) in the algorithm can be replaced by a bit-shift operation using shift registers 
in hardware. This structure avoids the use of a true multiplier which requires extensive 
hardware to implement. A 4-bit shift register structure is shown in Figure 4-15. This 
multiplier comes with the restriction of the value of μ  is compromised to the rise power 
of 
2
1 , such as 0.5, 0.25, 0.125, 0.0675, 0.03125. In general, μ  is computed as
n
⎟⎠
⎞⎜⎝
⎛
2
1  
where n  is a positive integer.  
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Figure 4-15.     Example of 4-bit shift to perform multiplication by μ . 
 
 Simulation results shown in Figure 4-16 clearly indicate that a large step size 
producing considerably more adaptation noise (i.e., poorer interference to noise ratio 
(INR) improvement) while a small step size results in a long convergence time. The 
optimal result in terms of convergence speed and steady-state performance lies inside 
the step size ranging from 0.03125 to 0.0675 for N = 64.  
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(a) A/D rate=2 x NB bandwidth 
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(b) A/D rate=4 x NB bandwidth 
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(c) A/D rate=6 x NB bandwidth 
 
Figure 4-16.     Effect of step size on different A/D converter rates for a 64-tap 
pipeline coefficient classification LMS filter. 
 
4.6     Summary 
This chapter presents the NBI cancellation circuit using a combination of digital 
and analog processings. The sampling rate commensurates with the NB bandwidth 
rather than the NB frequency or UWB bandwidth. The NB estimation takes place in 
digital form using a LMS adaptive filter. This chapter also reviews characteristics of the 
LMS-based algorithms, the Stratix FPGA family and the methodology to implement 
LMS adaptive filter in FPGA technology. The overall aim is to choose an algorithm that 
offers the best INR enhancement for the NB estimation. In addition, it is important to 
determine suitable pipeline hardware platforms on which high speed pipelined 
algorithms can be implemented. 
A study of adaptive filters shows that the LMS algorithm is a good choice due to 
its stable performance and high speed capability. The processing speed of the algorithm 
can be further improved by adopting its pipelined versions. These pipeline enabled LMS 
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algorithms provide a better solution for adaptive filter when integrated in the front-end 
of UWB receivers where high-speed processing is crucial.  
 DSP chips are not compatible in the UWB system since they only operate in the 
megahertz range. FPGA devices provide an optimum solution for high speed signal 
processings. In addition, FPGA offers a great flexibility in term of cost effective, size 
efficiency, and reprogrammability. High speed capability and abundant registers in the 
Stratix family FPGA are ideal for implementing pipelined LMS filters. Among these 
pipelined algorithms, the RLA-LMS and DLMS algorithms require pipelining of the 
adder in the dynamic adaptation loop, which cannot be achieved by using the Stratix 
FPGA. Furthermore, the RLA-LMS and DLMS algorithms require a large FPGA area 
for the coupling terms that are used to compensate for the pipelining effect. This may 
result in a longer critical path, especially for the interconnect delay associated with the 
critical path. Obviously, the Coefficient Classification based algorithm is a better choice 
for FPGA implementation since it noticeably reduces latency and offers higher speed.  
 This chapter also describes frequency estimation using the method of Moment 
and method of Maximum likelihood. The need to estimate frequency of carriers in the 
gigahertz range requires extremely high sampling rate. However it is possible to perform 
the estimation of the interferer frequency using an intermediate frequency at lower 
sampling rates.  
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Chapter 5      Simulation Set-Up and Results for 
NB Cancellation 
 
In this chapter, first the simulation set-up is described and followed with the 
simulation results. The chapter ends with analysis and discussion of the simulation and 
its results.  
5.1 Simulation Set-Up 
 
A simulation model was constructed on personal computer (PC) equipped with 
MATLAB Simulink® and Altera DSP Library. MATLAB Simulink®  was used to generate 
the UWB signal )(ty and the NB signal )(ts  presented in Chapter 2. Simulink was used 
to develop the NB detector presented in Chapter 3. The Altera DSP library was used to 
construct a pipelined LMS algorithm described in Chapter 4. The block diagram of the 
simulation is shown in Figure 5-1 below.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-1.     Simulation block diagram. 
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 As shown in the simulation block diagram, the signal )(ty  after passing through 
UWB communication channel plus AWGN becomes )(~ ty . The NB signal )(ts  after 
passing through NB communication channel becomes )(~ ts . Signal )(tf  is the result of 
the addition between )(~ ty  and )(~ ts . The NB signal is being detected from )(tf  and 
cancelled if it is detected. Signal )(ˆ ty is the UWB signal recovered after NB 
cancellation. The symbol FN denotes the number of fingers of the rake receiver.    
 Figure 5-1 shows three methods to collect the results. The top block BER Wo/NB  
provides the results when there is no narrowband signal added into the UWB system. 
The central BER W/NB cancellation block gives the results after the NB is cancelled 
from the UWB system. The BER Wo/NB cancellation gives the results without NBI 
cancellation. These simulation results are available in section 5.4.3.2 to be compared 
with the NB detection analysis in Chapter 3.  
Details how to construct UWB and NB transmitters are available in Chapter 2. 
Other simulation building blocks such as UWB channel, Narrowband canceller and 
Rake receiver will be briefly described in the following sections.  
5.2 Construction of the UWB Channel in Simulink 
The Figure in 5-2 stimulates the UWB indoor dense multi-path channel. The 
impulse response is calculated based on the 4 UWB channel models (CM1-CM4) from 
IEEE P802.15 as described in Appendix A. This block also adds the white Gaussian 
noise )(tw  as shown in Figure 5-2.   
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Figure 5-2.     A block diagram of UWB channel. 
 
System functions (S-functions) are used to construct this UWB multi-path 
channel block. S-functions in Matlab provide a powerful mechanism to extend the 
capabilities of Simulink®. The functions allow user to add custom built blocks to 
Simulink models. A S-function built UWB channel interface in Simulink is shown in 
Figure 5.3 which can stimulate any 4 channel realizations.  
  
 
 
 
 
 
 
 
 
 
 
Figure 5-3.     S-function UWB Channel. 
 
 The use of S-function to build UWB channel is illustrated in Figure 5-4. The 
channel also includes several built-in block functions such as pseudorandom generator to 
generate additive white Gaussian noise and functions to calculate signal to noise ratio.  
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Figure 5-4.    UWB channel. 
 
Regarding how much noise to be injected into the system, the signal energy of 
)(' ty  is required to be known prior. However, this assumption is not applicable to UWB 
channel models in IEEE P802.15. When the signal passes through the channel, its 
energy is reduced. If this reduction exhibits a fixed relation with the original signal then 
signal energy of )(' ty  can be calculated based on the signal energy of )(ty . If only one 
realization of the UWB multi-path channel is used in simulation, then the reduction is a 
fixed relation because the lost factor could be found. However, for simulation accuracy, 
a sufficient number of channel realizations must be used. Every time a simulation is run, 
the channel realization must be re-calculated.  
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Although using the same channel model defined with same statistical parameters, 
the channel realization of every simulation is generated randomly using the same 
statistical parameters. Therefore the exact relation of this change cannot be obtained. 
The solution for this is using an average value of the signal energy of )(' ty . In this 
simulation, 100 realizations of one channel model were calculated and this average 
signal energy of )(' ty  was used to decide how much noise is to be added. The channel 
responses are shown in Figure 5-5 according to the parameters measured by the IEEE 
P802.15 group shown in Table  5-1. The parameters in the table are defined in Appendix 
A. 
Table 5-1.     Parameter setting for the IEEE UWB channel model. 
 
 
(a) CM1 (b) CM2 
Scenario )/1( nsΛ  )/1( nsλ  Γ  γ  )(
1
dBζσ  )(2 dBξσ  (dBgσ
 
CM1 
LOS (0-4 m) 
0.0233 2.5 7.1 4.3 3.39941 3.3941 3 
CM2 
NLOS (0-4 m) 
0.4 0.5 5.5 6.7 3.3941 3.3941 3 
CM3 
NLOS (4-10 m) 
0.0667 2.1 14 7.9 3.3941 3.3941 3 
CM4 
Extreme NLOS multi-path 
channel 
0.0667 2.1 24 12 3.3941 3.3941 3 
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(c) CM3  
(d) CM4 
 
Figure 5-5.     Channel realization of 4 different types of UWB channel. 
 
5.3 Construction of the Narrowband Canceller Block 
 
Figure 5-6 shows the implementation of the narrowband cancellation block. The 
structure was implemented in Matlab/Simulink® and Altera DSP® block. The Altera DSP 
blocks are embedded using VHDL language. This is similar to the S-function in 
Simulink which is embedded using C language. The difference between these two blocks 
is the Altera DSP can be used to program into any of Altera family FPGA devices while 
the S-function can not. The inter-connection between the Simulink and the Altera DSP 
blocks must follow certain rules and these rules  depend on the functions of each Altera 
DSP block.  
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Figure 5-6.     Narrowband cancellation structure in Simulink block. 
 
In Figure 5-6, the Altera DSP built-in function provided the 12-bit ADC and 14-
bit DAC. The other functions came from the existing built-in and custom function (S-
function) from Simulink library. The pipeline Coefficient Classification LMS (CC-
Pipeline-LMS) was fully implemented using Altera DSP built-in functions.  
The construction of the CC-Pipeline-LMS consisted of several important steps. 
The implementation of the re-loadable coefficients ultilized dual-port memory (M4K) 
blocks as shown in Figure 5-7. The data stored in M4K memory block were 
interchangeable while reading the past coefficient values and replacing with the new 
coefficients. The multiplier was implemented by an 8-bit shift register as  shown in 
Figure 5-8. The 8-bit shift register performs exactly the same way as the 4-bit shift 
register described in section 4.5.2 except it processes 8 bits per instruction. The 
correspond bit level sum of product is shown in Figure 5-9. The Bit Level Sum of 
Products block calculates a sum of the multiplication of one-bit input by signed integer 
fixed coefficients. This block applies the equation:  
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                                                           nio CnaCiaCaq )(.....)()0( +++=                                   (5- 1) 
where )(ia  is the one-bit input data, iC  are the signed integer fixed coefficients and n  is 
the number of coefficients between 1 to 8. Table 5-2 lists the bit level sum of products 
block parameters. 
Table 5-2.     Bit Level Sum of Products Block Parameters. 
Name Value Description 
Number of  coefficients 1-8 Choose the number of coefficient 
Coefficient bit width 2-51 Specify the bit width as a signed integer 
Coefficient value User  defined Specify the coefficient values as signed integers 
Register inputs On or Off When turned on, a register is added on the input signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      Figure 5-7.     Coefficient re-loadable architecture. 
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Figure 5-8.     8-bit shift register. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-9.     Bit level sum of product. 
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The adder simply uses the built-in Pipeline Adder from Altera DSP library as 
shown in Figure 5-10a. The pipelined Adder specification is listed in Table 5-3. This 
Pipeline Adder block also offers subtract operation.  
 
 
                                                                                            
Figure 5-10.     Pipelined Adder. 
 
Table 5-3.     Pipelined Adder specification. 
Name Value Description 
Bus Type Signed integer, Signed 
Fractional, Unsigned 
integer 
Choose the bus number format that use for counter 
Number of bits.[] 1-51 Specify the number of bits to the left of the binary point 
[].Number of bits 0-51 Specify the number of bits to the right of the binary point for the 
gain 
Pipeline 0-4 Choose the number of pipeline levels 
Direction ADD,SUB Choose whether the block is used as an adder or subtractor 
Use Control Signal On or Off When turn on, the rst (reset), ena (clock enable), cin (carry in), and 
add_su (addition when logic value 1, subtraction when logic value 
0) signals are added to the block 
5.4 Construction of The Rake Receiver and the BER Block  
This section describes constructions of the communication receiver and the bit 
error rate calculation block in Simulink. 
5.4.1    The Rake Receiver 
The procedure to construct Rake receiver is similar to the implementation of 
other block functions. The customized S-function is used to implement the Rake 
receiver. Detailed description and analysis of the Rake receiver is given in Appendix B. 
Figure 5-11 shows a simplified Rake receiver model. The receiver consists of a parallel 
bank of correlators (i.e., Match Filter in Figure 5-11), followed by a combiner using 
either Selection Diversity (SD), Equal Gain Combining or Maximal Ratio Combining 
(MRC) method (i.e., Pilot Seq, Channel estimation, N-Selective MRC from Figure 5-
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transmitted symbol. 
 
 
 
 
 
 
Figure 5-11.     Rake Receiver. 
 
The Expect UWB Signal Without NB represents either signal )(~ ty , )(ˆ ty  and 
)(tf as shown in Figure 5-1 and the Receive Bit is nothing more than the estimation of 
the transmitted bit. 
5.4.2. The BER Block 
The bit error rate (BER) is used to measure performance of the system under 
operation. The BER block compares the transmitted bits with the received bits and 
expresses their difference in percentage with respect to the total number of transmitting 
bits. The BER block shows in Figure 5-12 is taken from the Simulink library. One input 
port is for the transmitted bits and the other is for the received bits. The output port 
provides three pieces of information, one is the total number of transmitted bits, one 
displays number of error bits (i.e., the difference between transmitted and received bits) 
and one is the number of error over the total transmitting bits express in percentage.  
 
 
 
 
Figure 5-12.     BER Simulink Block. 
BER 
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The collection of the simulation results is to be briefly described and discussed in 
the following section. 
5.5 Simulation Results 
 
This section verifies the frequency estimation theory described in section 4.3 and 
validates the entire system performance.  
The frequency estimation performance is measured in terms of the mean and 
variance of the estimated NB central frequency. The cancellation performance is 
measured in terms of bit error rate (BER) as a function of SNR. Due to lengthy program 
runtime required to simulate frequency estimation, the simulation results were the 
average of 75 runs. Simulation results for the system performance and frequency 
estimation were obtained from 100,000 information bits.   
5.5.1 Frequency Estimation  
 
5.5.1.1 Method of Moment Results 
 
It was mentioned in section 4.3.1 that as of  approaching to zero, the variance is 
expected to increase. Figure 5-13a compares the effect of the changing in sampling rate 
on the variance of the estimated NB central frequency with a known signal amplitude at 
the central frequency of 5.2 GHz. Figure 5-13b shows the results calculating the mean of 
the estimated NB central frequency for 3 different sampling rates. The 3 sampling rates 
under studied varied from 2, 4 and 6 times of the NB central frequency. For 
simplification, the sampling rate expressed as xxFs 4,2=  and x6 . As SNR increases, the 
mean converges toward the correct value. However, at SNR=14, the estimation is still 
considerably poor for xFs 2=  and xFs 6= . Per discussion in section 4.3.1, this 
phenomenon is the result of the values near the asymptote slope of the inverse cosine 
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diverging from the true value. Note that the best performance is at cs FF 4=  as this is the 
focal point of the inverse cosine function shown in Figure 4-4 as expected since 
4/1=of  when cs FF 4= . The following analysis therefore only examines 4/1=of  for 
the method of moment.  
 
(a) (b) 
Figure 5-13.     Method of Moments Estimation (a) Variance of estimated frequency 
vs. SNR, (b) Mean of estimated frequency vs. SNR. 
 
Figure 5-14 shows the mean and variance of the NB frequency estimation as a 
function of different sample sizes and SNR for the method of moments. 
 
(a) (b) 
Figure 5-14.     Method of Moment Estimation (a) Variance of estimated frequency 
vs. Block size for cs FF 4= , (b) Mean of estimated frequency vs. Block size for 
cs FF 4= . 
 
 The precise results of the data processing are dependent to the number of 
samples taken into the calculation. In the other word, more sample takes into the 
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calculation, the results approach to the ideal frequency which is 5.2 GHz. The frequency 
estimation results using different number of samples can be seen from Figure 14 [a, b]. 
The estimate results evaluated with 32 samples are considered worse than the one taken 
64 samples or 128 samples. As expected, the variance of the estimated frequency 
decreases with the increase in sample size and SNR. In addition, the mean slightly 
fluctuates at 5.2 GHz and more obvious for the smaller sample sizes (i.e., 32 samples). 
These simulation results were the average of 75 runs. Running the simulation over a 
larger number, says 100 or 150, would likely bring the mean values even closer to the 
actual frequency.   
5.5.1.2 Method of Maximum Likelihood Estimation Results 
 
The following discussion and results are for Method of maximum likelihood 
estimation presented in section 4.3.2. The increase in sample size expects to reduce the 
variance of the estimated frequency. In other word, the more samples take into the 
calculation the better estimation results would be. Plots of the variance and the mean of 
the estimated frequency for the increasing in sample size at a sampling rate of cs FF 6=  
are presented in Figure 5-15.   
 
(a) 
 
(b) 
Figure 5-15.     Method of Maximum Likelihood Estimation (a) Variance vs. Block 
size for cs FF 6= , (b) Mean vs. Block size for cs FF 6= . 
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 Different from the method of moment estimation, the MLE does not experienced 
a large fluctuation in the mean estimated frequency as the sampling rate increases but it 
does exhibit similar types of increase in variance.  
In comparison between the two methods, the MLE offers an estimation having 
lower standard deviation. This suggests that MLE should be the method of choice. 
However, the MLE is computational intensive simply because of this method requires 
matrix inversion. As the sample size increase, matrix inversion becomes more complex: 
This is a drawback in system implementation. For the high SNR scenario, it may be 
acceptable to use the method of moment to estimate frequency.  
5.5.2     Narrowband Cancellation Performance 
 
The results to be presented in this section attempt to quantify the performance of 
the narrowband canceller in term of bit error rate. Before presenting the results, it is 
important to provide some general assumptions and definitions used in the simulations. 
There are three main assumptions for the system: (a) there is no inter-symbol-
interference, (b) channel estimation and system synchronization are perfect and (c) there 
is only one OFDM signal active at 5.1925-5.2075 GHz.  
The UWB system was constructed using TH-PPM technique which inherents the 
following characteristics: the system is transmitting 40 μ W of power acquiring a speed 
of 50 Mbps with a chip time 1=cT  ns using a PPM shift factor of 0.5 ns. The pulse 
shape is a 2nd order derivative Gaussian pulse having a bandwidth of 4 GHz. CM2 and 
CM3 channel models from IEEE P802.15 are used.  
During the estimation period, the NB estimate algorithm needs time to process 
causing delay and phase difference for the estimated signal. System calibration must be 
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performed to ensure correctness of the system performance. In the following sub-
sections, simulation calibration was carried out to determine sample delay and phase 
difference of the estimated signal with respect to the transmitting signal using the 
Monte-Carlo technique. 
5.5.2.1     Simulation Calibrations 
In order to cancel out the NB interference effectively, the transmitted signal and 
the estimated NB signal must be aligned. The system must be calibrated by adjusting or 
configuring the system to the desired parameter settings. Sample delay and phase offset 
between the transmitted signal and the estimated narrowband signal are calculated using 
Monte-Carlo method. The explanation of this method is provided in Chapter 3.  
Delay calculation is based upon the cross correlation between the two signals. 
The cross correlation was found to vary with time therefore it is difficult to determine 
the correct delay. The Monte-Carlo method was applied to the delay determination 
process, each delay value was injected into the system until the correct delay value was 
found. The correct delay value corresponding to the smallest BER. The incorrect delay 
contributes additional noise into the system: thus the BER is larger compared to the 
correct delay. The delay calibration shows in Figure 5-16a. 
Same procedures were applied to the phase offset determination. Figure 5-16b 
shows the phase offset calculation vs BER. 
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(a) 
 
(b) 
 
Figure 5-16.     (a) BER vs. Delay, (b) BER vs. Phase Offset. 
 
Figure 5-16a indicates 12 sample adjustment yielding the lowest BER value. The 
10 and 100 degree phase shift of the estimated narrowband having the lowest BER value 
are clearly shown in Figure 5-16b. Theoretically, the 45 degree phase shift causes the 
worse mismatch between the two signals especially in QPSK modulation technique [60] 
(i.e., the sub-carrier for OFDM symbol is QPSK, see section 2.2). The phase offset 
measured at 10 degree and the 55 degrees causes the worse mismatch.  
The phase shift measurement also reveals another optimum point at 100 degree. 
The case happened because the signals after down/up conversion are in the form of sine 
and cosine which having the half cycle at 90 degrees. However, the cosine and sine 
wave are different by 90 degrees, interchange these two functions after the baseband 
conversion results in no change of the estimated NB. Thus 100 degrees results from the 
90 plus 10 degrees phase shift. The optimum choice either 10 or 100 degrees phase 
offset is appropriate. The value of system calibration was chosen 12 samples for system 
delay and 10 degree phase shift between the transmitted and estimated NB signal. The 
delay and phase offset values were used to set for the delay and phase offset as indicated 
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in Figure 4-1. The following results were obtained after applied these two calibrate 
parameters into the simulations.  
5.5.2.2     NB Cancellation Results 
 
NB cancellation performance was measured by the bit error rate (BER) and 
average cancellation gain. BER is the measurement of number bit errors out of the total 
bit being transmitted. In this simulation, 100,000 bits of data were sent. The average 
cancellation gain collected from taking the nature logarithm of the ratio of the average 
between the NB without cancellation and the NB with cancellation (see section 5.1, 
Figure 5.1) in dB scale. For example, if avX  stands for the average of the NB without 
cancellation and avY  stands for the average of the NB with cancellation, then the average 
cancellation gain is calculated as ⎟⎟⎠
⎞
⎜⎜⎝
⎛−
av
av
X
Y
10log10 . The reason to take the negative of the 
average cancellation gain is because the results from NB with cancellation supposed to 
be better than the results from NB without cancellation in the negative direction. 
The collected results include BER without NB interference, BER with NB 
cancellation and BER without NB cancellation. The average cancellation gain signifies 
how well the system performs.  Since UWB system is power-limited (i.e., transmitted 
power limited to -41.3 dBm) or energy efficient, extending the SNR to 14 dB is 
sufficient to determine system performance. Increasing SNR in simulations is equivalent 
to increase power at the receiver in real applications.  
Following figures present the results for channel type 2 and 3 (i.e., CM2, CM3) 
and imperfect channel estimation using Rake receivers of 10 and 20 fingers. The reason 
to have 10 and 20 fingers is it is easy to compare with the simulation set-up in [60]. The 
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author in [60] simulated UWB systems with various interference sources including the 
ideal UWB system using 10 and 20 fingers. The ideal UWB systems means there is no 
NB interference and channel estimation is perfect. Figure 5-17 to Figure 5-22 show 
simulation results of NB cancellation for channel type 2 and Figure 5-23 to Figure 5-28 
for channel type 3. The pipelined coefficient classification NB canceller was set with a 
convergence rateμ  of 0.03125 and a filter length N  = 64. 
a) Results with channel type 2 (CM2): 
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- The ratio between these two curves 
are the cancellation gain. 
 
Figure 5-17.     SNR vs. BER when NB power = 10 times UWB power, Number of 
Rake Finger =10. 
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- The ratio between these two curves 
are the cancellation gain. 
 
Figure 5-18.     SNR vs. BER when NB power = 10 times UWB power, Number of 
Rake Fingers =20. 
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- The ratio between these two curves 
are the cancellation gain. 
 
Figure 5-19.     SNR vs. BER when NB power = 100 times UWB power, Number of 
Rake Fingers =10. 
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- The ratio between these two 
curves are the cancellation gain. 
 
Figure 5-20.     SNR vs. BER when NB power = 100 times UWB power, Number of 
Rake Fingers =20. 
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- The ratio between these two 
curves are the cancellation gain. 
 
Figure 5-21.     SNR vs. BER when NB power = 1000 times UWB power, Number of 
Rake Fingers =10. 
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- The ratio between these two 
curves are the cancellation gain. 
 
Figure 5-22.     SNR vs. BER when NB power = 1000 times UWB power, Number of 
Rake Fingers =20. 
 
b) Results with channel type 3 (CM3):  
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- The ratio between these two 
curves are the cancellation gain. 
 
Figure 5-23.      SNR vs. BER when NB power = 10 times UWB power, Number of 
Rake Fingers =10. 
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- The ratio between these two 
curves are the cancellation gain. 
 
Figure 5-24.     SNR vs. BER when NB power = 10 times UWB power, Number of 
Rake Fingers =20. 
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- The ratio between these two 
curves are the cancellation gain. 
 
 
Figure 5-25.    SNR vs. BER when NB power = 100 times UWB power, Number of 
Rake Fingers =10. 
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- The ratio between these two 
curves are the cancellation gain. 
 
 
Figure 5-26.     SNR vs. BER when NB power = 100 times UWB power, Number of 
Rake Fingers =20. 
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Figure 5-27.     SNR vs. BER when NB power = 1000 times UWB power, Number of 
Rake Fingers =10. 
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Figure 5-28.     SNR vs. BER when NB power = 1000 times UWB power, Number of 
Rake Fingers =20. 
 
For the same parameters setting, NB cancellation improves system performance 
for the same NB power strength as the number of receiver fingers increases (i.e., from 
10 to 20). However, the performance decreases as more multipaths in the 
communication channel as seen in the results between CM2 and CM3. The NB 
cancellation performance is inversely proportional to the number of multipaths and 
proportional to the strength of the NB signal. The cancellation gain is a measure of the 
capacity of the cancellation circuit to notch out the NBI power from the UWB system. 
The cancellation gain is inversely proportional to the NB power. Table 5-3 (a,b) 
summarize NB cancellation performance. 
Table 5-3a.     Simulation results for channel type 2 (i.e., CM2) 
NB / UWB power Number of finger Average cancellation gain 
(dB) 
10 1.27 10 
20 1.06 
10 2.08 100 
20 1.89 
10 3.85 1000 
20 4.46 
 
 
 
Gain 
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Table 5-3b.     Simulation results for channel type 3 (i.e., CM3) 
NB / UWB power Number of finger Average cancellation gain 
(dB) 
10 0.94 10 
20 0.87 
10 1.68 100 
20 1.73 
10 2.12 1000 
20 2.30 
 
The NBI cancellation circuit was implemented in the Altera DSP board, model 
EP1S80 and the cancellation results were displayed on the Tektronix oscilloscope, 
model TDS 210. The following sections consist of hardware implementation results and 
discussion of the results. 
5.5.2.3     Hardware Set Up and Implementation Results  
The results shown here only serve as a sanity check for the NBI cancellation 
implementation, not for the complete UWB transceiver. Figure 5-29 shows the hardware 
implementation. The NB and UWB signals were generated in the Matlab/Simulink 
platform and converted from decimal integer into hex string format. The converted 
signal was then saved in the system memory. The data stored in the memory were in turn 
fed into the NB canceller hardware based Simulink building block. The cancellation 
system was then programmed through a parallel port into the Altera FPGA device using 
Signal Compiler conversion tools.  
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Figure 5-29.     Hardware setup of FPGA implementation. 
 
 The setup for hardware implementation is quite different from the software 
simulation (i.e., run on Matlab platform). The processing data must be in hex string 
format instead of  decimal integer using in software. The dec2hex converts decimal 
integers into a hex string. This block was fully customized using S-function. The 
converted data were stored in the memory of the system using the dual-port memory 
(M4K) from the Altera DSP library and were used as the input data for the NB 
cancellation circuit. The NB cancellation circuit performs NB cancellation. The process 
is described previously in section 4.2.  
The oport is an output port from the Stratix II board, it send data through a serial 
cable to the display devices. In our case, the outputs were displayed on the oscilloscope.  
PC equipped with Matlab/Simulink and Altera DSP library 
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 The tool used to convert the Simulink block into hardware synthesizable code is 
the Signal Compiler from Altera FPGA development tool kit. Further details on Signal 
Compiler are available in section 4.4.2. The interface of Signal Compiler is shown in 
Figure 5-30.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-30.     Signal Compiler interface. 
 
 The successfully compiled Simulink block was converted into hardware code 
using a conversion function available from the Signal Compiler shown as “1-Convert 
MDL to VHDL” in Figure 5-30.  Table 5-4 summarizes the hardware resource of the 
implementation cancellation system. 
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                            Table 5-4.    NB cancellation resource usage. 
Resource Usage 
Total logic elements 
- Combinational with no register 
- Register only 
- Combinational with a register 
976 
351 
40 
585 
Logic element usage by number of LUT input 
- 4 input functions 
- 3 input functions 
- 2 input functions 
- 1 input functions 
- Combinational cells for routing 
935 
144 
103 
612 
9 
67 
Logic elements by mode 
- Normal mode 
- Arithmetic mode 
- Qfbk mode 
- Register cascade mode 
- Synchronous clear/load mode 
- Asynchronous clear/load mode 
1114 
814 
162 
0 
0 
54 
84 
Total registers 625 
Total logic cells in carry chains 172 
I/O pins 72 
Total memory bits 880015 
Total PLLs 1 
Maximum fan-out mode Clock 
Maximum fan-out 883 
Total fan-out 2738 
Average fan-out 3.1 
Worse-case tsu 4.21 ns 
Worse-case tco 18.05 ns 
Worse-case th 0.34 ns 
Clock setup 9.64 ns 
 
 The inter-connection between the PC and FPGA board through parallel cable 
between the parallel port of the PC to the Byte Blaster II port of the FPGA development 
board. After the synthesizes process, the implemented cancellation system in 
Matlab/Simulink platform ready to program into the FPGA device. As mentioned in 
section 4.4, synthesizing process converts model descriptive language (MDL) into 
hardware synthesizable code (VHDL). The output from the D/A terminal on the FPGA 
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device was connected to the oscilloscope. Figure 5-31 shows the hardware 
implementation setup and the result is shown in Figure 5-32.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-31.     Hardware Setup. 
 
Hardware performance of the NBI cancellation system was measured by 
comparing the transmitted UWB waveforms with the NB interfered UWB waveforms 
after passing through the NBI cancellation block. The results were collected on the 
oscilloscope as illustrated in Figure 5-32 to Figure 5-34. Figure 5-32 shows the UWB 
waveforms and the interfered UWB waveform from NB and AWGN signals. Figure 5-
33 shows the UWB and the estimated UWB waveforms after notching out the power of 
the NB signal. The Figure 5-34 shows the delay measurement between the UWB and 
estimated UWB waveforms after cancelling out the NBI powers. The results were based 
on the NB power equal to 10 times of the UWB power. The speed of the DSP processor 
in the FPGA device was 103.7 MHz.  
Oscilloscope 
FPGA chip 
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Connection cables 
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 122
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-32.     A) NB Interfered UWB Waveform, B) UWB Waveform. 
 Waveform A in Figure 5-32 represents the interfered UWB from NB and 
AWGN, waveform B represents UWB. The power strength of NB is equal to 10 times 
the UWB power. The UWB signal is totally buried in the NB as noise.  
 Waveforms A in Figure 5-33 represents the estimated UWB waveforms after 
passing through the NBI cancellation block. Waveforms B represents the UWB without 
NBI. From this figure, note that not only the delay is introduced into the estimated UWB 
waveforms, its shape is also deformed. The delay calculation is shown in Figure 5-34. 
 
 
 
 
UWB 
UWB+NB+AWGN
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Figure 5-33.     A) Estimated UWB Waveforms, B) UWB Waveforms. 
 The UWB waveforms leads the estimated UWB waveforms by 80 ns. The 80 ns 
delayed of the 9.64 ns clock setup time equivalent to 12 samples delay (i.e., 
05.12100
80
64.9 =∗ ) and the phase shift is approximate 7 degrees (i.e., 7180
80
64.9 ≅∗ π ). 
The delay in hardware implementation is consistent with the delay in Matlab/Simulink 
simulation however the phase shift difference is 3 degrees. The phase difference is due 
to the two different methods of measurement in software and hardware platforms. In the 
software, the measurement is taken between the transmitted UWB signal and the signal 
at the receiver through a large number of iterations. However, in hardware 
implementation, the one time measurement is taken between the transmitted UWB 
signal with the estimated NB signal. The reason to take a different approach 
UWB
Estimated 
UWB
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measurement in hardware is the impossibility of the iteration setup. The delays and 
phase shift were set as the value of delay and phase offset parameters indicated in Figure 
4-1.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-34.     A) Estimated UWB Waveforms, B) UWB Waveforms. 
 The estimated UWB waveforms are not severely distorted when the NB power is 
10 times higher than the UWB power. Note that the transmitted UWB signal applies the 
TH-PP modulation technique in which the waveform is shifted to the right by ε  if a “1” 
is transmitted otherwise a waveform is shifted to the left by ε . However, the estimated 
UWB waveform deformed its shape as seen from waveform A. This deformation might 
cause an error in term of making decision whether the transmitted bit is a “1” or “0” at 
the receiver.  
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The overall performance of hardware implementation is consistent with the 
results collected from Matlab/Simulink simulation. The hardware simulation results 
proved the correctness of the NBI cancellation block.  
5.6     Summary 
This chapter describes how the simulation model is constructed and applied 
software Matlab/Simulink simulation as well as the Altera FPGA hardware 
implementation. Series of software simulation results were collected from frequency 
estimation techniques and from the narrowband (NB) cancellation performances. In 
addition, the results also show successful hardware implementation of the NB 
cancellation. 
The frequency estimation performance was measured by its mean and variance 
value compared to the true value which is 5.2 GHz. The method of moment has shown 
its out performance when the sampling rate is equal to 4 times the carrier frequency (i.e., 
sf =20 GHz). In contrast, the method of maximum likelihood estimation improves its 
performance when the sampling rate increases. In this case, the choice of sampling rate 
is 6 times the carrier frequency (i.e., sf =30 GHz). In addition, more samples are taken 
into the evaluation improve performance of the MLE process. The better choice for the 
frequency estimation is the MLE with a sampling rate equals to 6 times the carrier 
frequency and evaluated with 128 samples.  
The NB cancellation performance was measured by bit error rate and average 
cancellation gain. Simulations results show the mitigation performance decreases 
noticeably as the power strength of the NB increases and more multi-paths are in the 
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communication channel (i.e., from CM2 to CM3). On the other hand, the mitigation 
performance slightly decreases with the number of fingers of the Rake receiver. The 
better choice is the 10 fingers Rake receiver.  
The hardware implementation results are consistent with the results collected 
from Matlab/Simulink simulation results. The consistency of the two results validates the 
NBI cancellation block design.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 127
Chapter 6      Conclusions and Future Work 
 
  
6.1 Summary 
Chapter 1 presents general background in UWB including UWB modulation and 
the FCC regulations. The chapter starts with introduction and history of the UWB 
technology. Following the introduction, the key characteristics that often apply to the 
UWB systems including modulation technique, bandwidth and mapping waveform are 
covered. In the last section, the impact of NB onto the UWB systems is studied. It is 
shown that the impact is more profound when the two central frequencies are close to 
each other. There is no unique technique to combat NB interference, the method of 
choice mainly depends on the available resources and the desired system performance.  
Chapter 2 describes the NB and UWB signals. The property of each signal is 
carefully analyzed and studied. First, the investigation of UWB system includes the 
derivation of the signal in term of mathematical representation modeling the signal in 
Matlab/Simulink platform. Time-hopping technique in conjunction with pulse position 
modulating significantly reduces ISI. The TH-PPM-UWB ultilizes a bandwidth equal to 
3.7 GHz and a center frequency at 4 GHz. An orthogonal frequency division 
multiplexing technique is used in this study as a NB signal. This NB interferer is the 
IEEE 802.11a indoor wireless local area network having a bandwidth of 17 MHz 
centered at 5.2 GHz.  
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Chapter 3 focuses on the statistical properties of the NB and UWB signals. The 
statistical derivations are mainly based on the receiving signal consisting of NB, UWB 
and additive white Gaussian noise (AWGN) signals. Each signal was carefully examined 
and analyzed. The studies show these three signals are independent to each other and 
easily to identify. This makes the task of detecting the NB signal from the received 
UWB signal much simpler. The detection of the NB is the comparison of the average 
power of the receiving signal with the maximum power at the NB central frequency (i.e., 
5.2 GHz). If the maximum power higher than the average power then the NB is 
successfully detected. NB detection is always successful when the power of the NB is 
more than 5 times of the UWB level. 
Chapter 4 proposes a NB interference cancellation scheme and presents two 
techniques to estimate the NB frequency: the method of moment and the method of 
maximum likelihood. A NB cancellation circuit topology is introduced. The circuit 
consists of signal up/down converters, low pass filter (LPF) and multi-tap least mean 
square (LMS) update algorithm. The circuit is implemented in the form of Model 
Descriptive Language (MDL) provided by Altera. The MDL model can be easily 
converted into a synthesizable code. The code is used to program a FPGA device (i.e., 
the Altera Stratix Family EP1S80 in this study). The Signal Compiler of Altera DSP 
development tool is used to convert Simulink model into a synthesizable code. The LMS 
update algorithm is implemented using the pipelining technique which the intention of 
reducing the delay or latency in the feedback path. The pipelined LMS is constructed 
using the coefficient classification technique. The technique classifies the odd and even 
coefficients and assembles these coefficients in a tree structure. A set of parameters are 
simulated to find the optimum values for simulations. It is found that the filter length 
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N =64 and the convergence factor μ =0.03125 are the optimum parameters. The chapter 
also covers two techniques to estimate the NB frequency. In the method moment, the 
frequency is calculated by evaluating the inverse cosine function of the autocorrelation 
over the power of the receiving signals. The method of maximum likelihood estimates 
the NB central frequency by maximizing the argument of the exponent in the probability 
density function (PDF).  
Chapter 5 verifies the NBI detection and cancellation by obtaining a series of 
results from Matlab/Simulink simulations and FPGA hardware implementation. 
Simulation results on frequency estimation indicate the method of maximum likelihood 
yield better performance than the method of moment. The last section presents the 
results of notching the narrowband power from the ultra-wideband signal. Due to the 
lengthy simulation time, the results were given for two typical channel models, CM2 and 
CM3. The narrowband power varied from 10, 100 and 1000 times of the UWB signal. 
The results indicates cancellation gain increases as the power of the NB increases for 
both CM2 and CM3. The results signify cancellation is not highly depending on channel 
models but mostly relying upon the cancellation method. The hardware implementation 
results are consistent with the results obtained from Matlab/Simulink simulations. The 
consistency between the two results proves and validates the design of the NBI detection 
and cancellation. 
6.1. Conclusion 
 
 The thesis presents the design and analysis of two relevant ultra-wideband topics 
namely narrowband interference detection and cancellation. The spectrogram technique 
was used to detect NBI. The spectrogram technique involves evaluating the power at the 
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NB central frequency from the received UWB signal. The power calculation is 
accomplished by determining the variance and the mean of the received UWB signal and 
applied these parameters into the chi-squared distribution. The NB detection results 
obtained from comparing the spectrogram value against the average power of the 
received UWB signal. The NB detection studies show that the detection fails when the 
NB power is less than the UWB power and has equal chance to detect the NB when the 
two powers are equal. A detection is always successful when the NB power is 5 times 
larger than the UWB power. The NB detection results, therefore, depends on the amount 
of NB power contributed or added into the UWB systems. 
 Besides the NB detection proposed in this thesis, a NBI cancellation circuit is 
also proposed. The circuit eliminates NB power contributed in the UWB systems. The 
proposed structure was implemented in an FPGA device of the Altera high-speed DSP 
development board, model EP1S80. The cancellation circuit involves estimating the NB 
central frequency, down and up converting the received UWB signal into the base and 
upper band, both NB central frequency estimation and signal base conversion are 
performed in analog domain. However, the NB estimation is processed in digital domain 
using the least mean square adaptive filter technique.  
 The results from both Matlab/Simulink and Altera FPGA device for NBI 
cancellation circuit experience 12-sample delay. The delay is mainly caused by the 
adaptive process. There is about 3 degrees phase shift difference between the 
Matlab/Simulink simulation and FPGA implementation results. The cause is due to the 
different method of measurements. In the Matlab/Simulink simulation, the phase shift is 
measured by injecting an array of phase shifts and the phase shift chosen corresponding 
the lowest BER. The phase shift measurement in the FPGA implementation is the 
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measurement of the phase difference between the transmitted UWB and the estimated 
NB signals. Nevertheless, as long as the delay and phase offset can be found, the 
alignment of the received UWB signal and the estimated NB signal are achieved.  
 The results collected from Matlab/Simulink simulation show the average NB 
cancellation gain increases with the level of NB power contributed to the UWB signal. 
The average NB cancellation gain indicates how well the NBI cancellation circuit 
performs. The gain shows the benefit the UWB systems achieve from the NBI canceller 
circuit for various levels of NB power. The UWB system obtains up to 5 dB gain for 
CM2 and up to 3 dB gain for CM3 when the NBI power is 1000 times higher than UWB 
power. These two results signify the performance of the NBI cancellation circuit is 
independent with the communication channel. The improvement in term of NB 
cancellation gain implies the NBI cancellation circuit is a solution to solve indoor NB 
interference in the UWB system.  
 The NBI cancellation circuit performance further investigated in the hardware 
platform by collecting the results on the oscilloscope from a FPGA device 
implementation. Results of the NB elimination in hardware implementation are similar 
to the Matlab/Simulink simulation results. Agreement between the two results implies 
the NBI cancellation circuit is correctly designed and implemented.  
 The following suggestions can be used to extend this work to implement the 
whole system in hardware or to improve the proposed solution for multiple-interference 
detection and cancellation.  
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6.2. Suggestion for Further Research 
 
 In this thesis, the NB detection and cancellation was studied for the indoor UWB 
communication systems with only one interferer. It would be interesting and useful to 
extend this NB detection and cancellation scheme for multiple interferences.  
In terms of hardware implementation, a complete system should be implemented 
on the FPGA board by building the UWB transmitter/receiver, OFDM signal generator 
and NB detector in Simulink using hardware synthesizable code. The system can be 
implemented on either Altera Stratix family EP1S80 or Xilinx Virtex 4 or higher.  
The UWB system in this thesis work is assumed to be in perfect synchronization 
and accurate signal acquisition with the second order Gaussian mapping waveform. 
Future works can be extended to the non-ideal synchronization, signal acquisition with 
higher order of Gaussian mapping waveforms. 
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Appendix A  
 
The UWB Channel Models Proposed by the IEEE802.15.3a 
 
 
 In July 2003, the Channel-Modeling sub-committee of study group IEEE 
802.15.SG3a published the final report regarding the UWB indoor multi-path channel 
model. This model should be used for evaluating the performance of different physical 
layers as submitted to the IEEE 802.15.3 task group. Different contributions were 
considered for developing the proposed model: a) the statistical path loss model for 
indoor UWB signals presented by [59]; b) channel measurements and modeling 
described by [60]; c) the Intel proposal [61]; d) the results of the measurement campaign 
performed at Oulu University by [62]; e) the radio channel model proposed by [63] after 
a channel sounding campaign in an office environment; f) the statistical path loss model 
proposed by [64] after the analysis of over 300000 frequency responses at 712 locations 
and 23 homes; g) the channel model submitted by Mitsubishi after a measurement 
campaign in an office building [65]; h) the analysis on the UWB propagation channel 
performed by [66] by applying the clean algorithm; i) and the studies by [67]. 
 The IEEE channel-modeling sub-committee finally converged on a model based 
on the cluster approach proposed by Turin and others in 1972 [68], and further 
formalized by Saleh and Valenzuela in 1987 [69] in a seminal work on statistical 
modeling for indoor multi-path propagation. Although derived on the basis of a 
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measurement campaign using low-power radar-like pulses, the Saleh and Valenzuela 
channel model (S-V) model is not UWB-specific.  
 The S-V model is based on the observation that usually multi-path contributions 
generated by the same pulse arrive at the receiver groped into clusters. The time of 
arrival of clusters is modeled as a Poisson arrival process with rate Λ : 
                                                                        )(1
1)|( −−Λ−− Λ= nn TTnn eTTp                                        (A-1) 
 
where nT  and 1−nT  are the times of arrival of the n-th and the (n-1)-th clusters, 
respectively. Here 01 =T  is set for the first cluster. 
 Within each cluster, subsequent multi-path contributions also arrive according to 
a Poisson process with rate λ : 
                                                                        )()1(
)1()|( knnkep knnk −
−−
− = ττλλττ                               (A-2)  
 
where nkτ  and kn )1( −τ  are the time of arrival of the n-th and the (n-1)-th contributions 
within cluster k . The time of arrival of the first contribution within each cluster, that is, 
1nτ  for n=1,…., N, is set to zero.  
 In the S-V model, the gain of the n-th ray of the k-th cluster is a complex random 
variable na  with modulus nkβ  and phase nkθ . The nkβ  values are assumed to be 
statistically independent and Rayleigh distributed positive random variables, while the 
nkθ  values are assumed to be statistically independent uniform random variables over 
[ )π2,0 , or: 
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where x  is the expected value of x  and where: 
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ββ
nkn
ee
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nk
−Γ−= 2002                                  (A-4) 
  
 The term 00β  in equation (A-4) represents the average energy of the first path of 
the first cluster, while Γ  and γ  are the power decay coefficients for clusters and multi-
path, respectively. According to equation (A-4), the average power delay profile (PDP) 
is characterized by an exponential decay of the amplitude of the clusters, and a different 
exponential decay for the amplitude of the received pulses within each cluster, see 
Figure A-1. 
 
 
 
 
 
 
 
 
Figure A-1.     Typical PDP for S-V channel model. 
 
 To be fit the data resulting from UWB measurement campaigns, the IEEE group 
proposed a few modifications to the S-V model. In particular, a log-normal distribution 
was suggested for characterizing the multi-path gain amplitudes and an additional log-
normal variable was introduced for representing the fluctuations of the total multi-path 
gain. Finally, the channel coefficients were assumed to be real variables rather than 
Power Delay 
Profile 
Time 
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complex variables, that is the phase term nkθ  will assume π±  with equal probability for 
representing pulse inversion due to reflection from dielectric surfaces. 
 The channel impulse response of the IEEE model can be expressed as follows: 
                                                             ∑∑
= =
−−=
N
n
nK
k
nknnk TtXth
1
)(
1
)()( τδα                                     (A-5)  
 
where X  is a log-normal random variable representing the amplitude gain of the 
channel, N  is the number of observed clusters, )(nK  is the number of multi-path 
contributions received within the n-th cluster, nkα  is the coefficient of the k-th multi-
path contribution of the n-th cluster, nT  is the time of arrival of the n-th cluster, and nkτ  
is the delay of the k-th multi-path contribution within the n-th cluster. 
 The channel coefficient nkα  can be defined as follows: 
                                                                                    nknknk p βα =                                                    (A-6)  
 
where nkp  is a discrete random variable assuming values 1±  with equal probability and 
nkβ  is the lognormal distributed channel coefficient of multi-path contribution k  
belonging to cluster n . The nkβ  term can thus be expressed as follows: 
                                                                                    2010
nkx
nk =β                                                       (A-7) 
 
where nkx  is assumed to be a Gaussian random variable with mean nkμ  and standard 
deviation nkσ . Variable nkx  in particular, can be further decomposed as follows: 
                                                                             nknnknkx ζζμ ++=                                              (A-8)  
 
where nζ  and nkξ  are two Gaussian random variables that represent the fluctuations for 
the channel coefficient on each cluster and on each contribution, respectively. We 
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indicate the variance of nζ  and nkζ  by 2ζσ  and 2ξσ . The nkμ  value is determined to 
reproduce the exponential power decay for the amplitude of the clusters and for the 
amplitude of the multi-path contribution within each cluster. One can thus write: 
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 The total energy contained in the nkβ  terms must be normalized to unity for each 
realization, that is: 
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 According to the S-V model, the arrival time variables nT  and nkτ  are assumed 
to be modeled by two Poisson processes with average rates Λ  and γ , respectively. 
 The amplitude gain X  is assumed to be a log-normal random variable: 
                                                                                          2010
g
X =                                                  (A-11)  
 
where g  is a Gaussian random variable with mean og  and variance 
2
gσ . The og  value 
depends on the average total multi-path gainG , which is measured at the location under 
examination, that is: 
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 According to the above definitions, the channel model represented by the 
impulse response of equation (A-5) is fully characterized when the following parameters 
are defined: 
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• The cluster average arrival rate Λ  
• The pulse average arrival rate λ  
• The power decay factor Γ  for clusters 
• The power decay factor γ  for pulses within a cluster 
• The standard deviation 
1ζσ  of the fluctuations of the channel coefficients for 
clusters 
• The stand deviation 
2ξσ  of the fluctuations of the channel coefficients for 
pusles within each cluster 
• The standard deviation gσ  of the channel amplitude gain 
 
The IEEE suggested an initial set of values for the above parameters. These values 
were tuned to fit some of the measurement data submitted to the IEEE. The list of 
parameters for different environmental scenarios as defined by the IEEE is provided 
in Table A-1. 
Table A-1.     Parameter setting for the IEEE UWB channel model. 
Scenario )/1( nsΛ  )/1( nsλ  Γ  γ  )(
1
dBζσ  )(2 dBξσ  )(dBgσ
 
CM1 
LOS (0-4 m) 
0.0233 2.5 7.1 4.3 3.39941 3.3941 3 
CM2 
NLOS (0-4 m) 
0.4 0.5 5.5 6.7 3.3941 3.3941 3 
CM3 
NLOS (4-10 m) 
0.0667 2.1 14 7.9 3.3941 3.3941 3 
CM4 
Extreme NLOS 
multi-path channel 
0.0667 2.1 24 12 3.3941 3.3941 3 
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Appendix B  
Temporal Diversity and the Rake Receiver 
 
The multi-path affected received signal )(tr  consists of the superimposition of 
several attenuated, delayed and eventually distorted replicas of a transmitted waveform 
)(tym . When propagation fluctuations within an observation time bTT >>  and path-
dependent distortions can be neglected, )(tr  can be expressed as follows: 
                                                                  ∑ +−= j jmj tntyatr )()()( τ                                        (B-1) 
 
where )(tn  is the AWGN at the receiver input. 
 Equation (B-1) can be rewritten for IR transmissions on the basis of the statistical 
channel model discussed in Appendix A. 
                                          ∑ ∑∑
= =
+−−−=
j
N
n
nK
k
nkjsojnkTX tnjTtpaEXtr
1
)(
1
)()()( τϕα        (B-2) 
 
where 
• X is the log-normal distributed amplitude gain of the channel 
• TXE  is the transmitted energy per pulse 
• N is the number of clusters observed at destination 
• K(n) is the number of multi-path contributions associated with the n-th 
cluster 
• nkα  is the channel coefficient of the k-th path within the n-0th cluster 
• ja  is the amplitude of the j-th transmitted pulse  
• sT  is the average pulse repetition period. 
• jϕ  is the time dithering associated to the j-th pulse 
• nkτ  is the delay of the k-th path within the n-th cluster 
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The energy contained in the channel coefficients nkα  is normalized to unity for 
each realization of the channel impulse response, that is: 
                                                                             ∑∑
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and equation (B-2) can be rewritten as follows: 
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where TXRX EXE
2=  is the total received energy for one transmitted pulse. Different 
from the AWGN channel, RXE  is spread in time over the different multi-path 
contributions and can be used by the detector if the receiver is capable of capturing all 
replicas of the same pulse. Realistically, the receiver can only analyze a finite subset of 
RN  contributions and the effective energy effE , which is used in the decision process, is 
smaller than RXE , that is 
                                                                            ∑
=
≤= R
N
j
RXjRXeff EEE
1
2α                                     (B-5) 
 
 According to equation (B-4), different replicas of the same transmitted pulse 
overlap at the receiver only when the corresponding inter-arrival time is smaller than 
pulse duration MT . In this case, signals associated with different paths are not 
independent, that is, the amplitude of the pulse observed at time t  is affected by the 
presence of multi-path contributions arriving immediately before or after time t . Given 
the characteristics of the propagation channel, the number of independent paths at the 
receiver depends on MT : the smaller MT , the higher the number of independent 
contributions at the receiver input. For IR-UWB systems, the MT  value is on the order of 
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nanoseconds or fractions of nanoseconds, leading to the hypothesis that all multi-path 
contributions are non-overlapping, so that the received waveform consists of several 
independent components [70]. IR-UWB systems can thus I principle take advantage of 
multi-path propagation by combining a large number of different and independent 
replicas of the same transmitted pulse. In this case, we say that the receiver exploits 
temporal diversity of the multi-path channel to improve performance of the decision 
process. 
 Different strategies for exploiting diversity can be adopted by the receiver: 
Selection Diversity (SD), Equal Gain Combining (EGC) and Maximal Ratio Combining 
(MRC). With the SD method, the receiver selects the multi-path contribution exhibiting 
the best signal quality and operates the decision on the transmitted symbol based on the 
observation of this contribution only. Choosing the best path guarantees an increase in 
receiver performance with respect to the simple selection of the first path, deriving from 
having selected the path with highest instantaneous SNR. A different method for 
increasing SNR consists of combining multi-path contributions rather than selecting the 
best path. With the EGC method in particular, the different contributions are first aligned 
in time and then added without any particular weighting. In MRC, the different 
contributions are weighted before the combination and the weights are determined to 
maximize the SNR before the decision process. In the presence of Gaussian noise at the 
receiver, the SNR is maximized by applying to each multi-path contribution a weighting 
factor that is proportional to the amplitude of the corresponding received signal. In other 
words, the MRC method adjusts the received contributions before combining them. The 
adjustment is performed by amplifying the strongest components and by attenuating the 
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)(tf
weak ones. In a single-user communication system without ISI, the method that achieves 
the best performance is the MRC, which ensures the largest SNR at the combiner output.  
 In all the above cases, the receiver takes advantage of multi-path under the 
hypothesis that different replicas of the same transmitted pulse can be analyzed 
separately and eventually combined before decision. The optimum correlator for the 
present case must include additional correlators associated with different replicas of a 
same transmitted waveform. Such a scheme was invented by [71] and is called the 
RAKE receiver, see figure B-1. 
 
 
 
 
 
 
 
 
Figure B-1.     Rake receiver with RN  parallel correlators. 
 
 In figure B-1, sL TT >  represents the time duration of the channel impulse 
response, and TOTZ  is the decision variable at the output of the RAKE combiner that 
enters the detector. Figure B-1 shows the structure of the RAKE receiver, which consists 
of a parallel bank of RN  correlators, followed by a combiner that determines the 
variable to be used for the decision on the transmitted symbol. Each correlator is locked 
on one of the different replicas of the transmitted symbol, that is, the correlator mask 
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)(tm j  on the j-th branch of the RAKE is aligned in time with the j-th delayed replica of 
the transmitted symbol, or: 
                                                                          )()( jj tmtm τ−=                                                     (B-6) 
where )(tm  is the correlator mask and jτ  is the propagation delay that characterizes the 
j-th path. The output of the bank of correlators feeds the combiner. Depending on the 
diversity method implemented at the receiver, a different set of weighting factors 
{ }
RN
ww ,.....,1  is used to combine the outputs of the correlators. In the SD case, the 
weighting factors are equal to zero, except for the factor on the branch corresponding to 
the signal with highest amplitude, which is equal to one. In the case of EGC, all factors 
are equal to 1, that is , the combiner simply adds the outputs of the corrrelators without 
applying any weighting. Finally, in the MRC case, the output of each branch is 
multiplied by a weighting factor, which is proportional to the signal amplitude on that 
branch. 
 An alternative but equivalent implementation of the RAKE receiver is shown in 
Figure B-2, where the RN  correlators are preceded by time shift elements. The function 
of these elements is to align all multi-path contributions in time. The advantage of the 
solution of Figure B-2 with respect to the schemed of the Figure B-1 is in the possibility 
of adopting the same correlator mask )(tm  on all branches of the RAKE. 
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Figure B-2.     RAKE receiver with RN  parallel correlators and time delay units. 
 
 According to the schemes of Figure B-1 and B-2, the RAKE receiver must know 
the time distribution for all multi-path contributions composing the received waveform. 
This task is performed by supplying the RAKE with the capability of scanning the 
channel impulse response, tracking and adjusting the delay of a certain number of multi-
path components. Time delay synchronization for the different multi-path contributions 
is based in general on correlation measurements that are performed on the received 
waveform. In addition, if the SD or MRC methods are adopted within the combiner, the 
knowledge of the amplitudes of the multi-path component is also required for adjusting 
the weighting factors. This task is performed in general by using pilot symbols for 
channel estimation. 
 The RAKE scheme of Figure B-2 can be greatly simplified when the channel is 
modeled with a discrete time impulse response, as discussed in Appendix A. In this case, 
the different contributions at the receiver are spaced in time by a multiple of the bin 
duration t∇  and a single correlators structure is possible for the RAKE, see Figure B-3. 
In Figure -3, the correlators integrates the product between )(tm  and the received 
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waveform )(tf . The output of the correlator is sampled with period τ∇  before passing 
through a delay unit and a combiner, which implements one of the previously described 
diversity methods: SD, EGC or MRC. 
 
 
 
 
 
 
 
 
 
Figure B-3.     RAKE receiver for discrete-time channel models. 
 
 Performance of the RAKE receiver for propagations over a multi-path channel 
can be evaluated by first assuming a specific model for the channel impulse response 
and by then evaluating the probability of error on the symbol ePr  as a function of the 
oRX NE /  ratio for the different diversity methods. This analysis is performed in general 
under the hypothesis of perfect knowledge of the coefficients of the channel impulse 
response, or perfect channel estimation.  
 The adoption of a RAKE considerably increases the complexity of the receiver. 
This complexity increase with the number of multi-path components analyzed and 
combined before decision and can be reduced by decreasing the number of components 
processed by the receiver. According to equation (B-5), however, a reduction of the 
number of paths leads to a decrease of energy collected by the receiver. A quasi-
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analytical investigation of the existing tradeoff between receiver complexity and 
percentage of captured energy in a RAKE receiver for IR-UWB systems is presented in 
[72]. The results of this analysis show that a RAKE receiver operating in a a typical 
modern office building requires about 50 different RAKE branches to capture about 
60% of the total energy of the received waveform. In [73], different strategies for 
reducing the complexity of the RAKE are presented and analyzed in terms of ePr  
degradation. The first strategy, called Selective RAKE, consists of selecting the BL  best 
components among the TOTL  available at the receiver input. The number of branches of 
the RAKE is reduced, but the receiver still must keep track of all the multi-path 
components to perform the selection. A second and simpler solution, called Partial 
RAKE, combines the first arriving PL  paths without operating any selecting among all 
available multi-path components. As expected, Selective RAKE outperforms Partial 
RAKE since it achieves higher SNR at the output of the combiner. The gap in 
performance, however, decreases when the best paths are located at the beginning of the 
channel impulse response as it happens, in general, when considering LOS scenarios.  
 
