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Kapitel 1
Einleitung
Bei der theoretischen Untersuchung von Festko¨rpern mu man zur Kenntnis nehmen,
da eine Lo¨sung des vollsta¨ndigen quantenmechanischen Problems in solchen Syste-
men durch die Vielzahl von gekoppelten Freiheitsgraden grundsa¨tzlich verhindert
wird. Die Aufgabe der theoretischen Festko¨rperphysik ist es daher, Na¨herungsver-
fahren zu nden, die bei einer bestimmten Materialklasse und im Hinblick auf die
jeweilige physikalische Fragestellung zu einer angemessenen Beschreibung fu¨hren. In
einem ersten Schritt mu¨ssen hierzu diejenigen Anteile im Hamiltonoperator iden-
tiziert werden, die einen dominanten Einflu auf die zu untersuchenden Gro¨en
haben. Auf diese Weise erha¨lt man einfachere Modell-Hamiltonoperatoren, die al-
lerdings in der Regel auch nicht exakt diagonalisiert werden ko¨nnen. Daher mu¨ssen
in einem zweiten Schritt geeignete Na¨herungsverfahren zur Behandlung solcher Mo-
dellsysteme entwickelt werden. In der Regel lassen sich um so genauere Na¨herungen
nden, je einfacher ein Modell aufgebaut ist. Andererseits kann es sein, da be-
stimmte Pha¨nomene, wie sie in realen Materialien vorkommen, im Rahmen zu stark
vereinfachter Modelle grundsa¨tzlich nicht verstanden werden ko¨nnen. Im Einzelfall
mu daher ein vernu¨nftiger Kompromi zwischen der experimentellen Relevanz und
der theoretischen Handhabbarkeit eines Modells gefunden werden.
Die zur Untersuchung der elektronischen Eigenschaften von 3d-U¨bergangsmetallen
und ihren Verbindungen u¨blicherweise herangezogenen theoretischen Konzepte zei-
gen in exemplarischer Weise diese beiden konkurrierenden Na¨herungsphilosophien.
Auf der einen Seite ndet man \Korrelationstheorien", die sich bemu¨hen, mo¨glichst
genaue Aussagen u¨ber die einfachsten in Frage kommenden Modelle zu gewinnen.
Hierbei handelt es sich insbesondere um das Hubbard-Modell [1] und seine einfach-
sten Erweiterungen (fu¨r einen U¨berblick: siehe [2]). Auf der anderen Seite stehen
Dichtefunktionaltheorien, die im Prinzip zwar sa¨mtliche elektronischen Freiheitsgra-
de eines Systems beru¨cksichtigen, dabei jedoch auf heuristisch hergeleiteten Energie-
Funktionalen basieren.
Die hier vorgelegte Arbeit hat zum Ziel, beide Forderungen an die Qualita¨t einer
Na¨herung zumindest teilweise zu erfu¨llen. Hierzu wird eine Klasse von Mehr-Band-
Hubbard-Modellen eingefu¨hrt, die eine angemessene Modellierung von 3d-U¨ber-
gangsmetallen und ihren Verbindungen gestatten. Zur Untersuchung dieser Hamil-
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tonoperatoren verallgemeinern wir Variationswellenfunktionen, wie sie von Gutz-
willer zum Ein-Band-Hubbard-Modell vorgeschlagen wurden [3], auf den Fall be-
liebig vieler Orbitale und werten sie im Limes unendlicher Raumdimension analy-
tisch aus. Fu¨r die Teilklasse der Mehr-Band-Hubbard-Modelle mit reinen Dichte-
Wechselwirkungen verallgemeinern wir weiterhin die sogenannte Gutzwiller-Na¨he-
rung zur Auswertung der Gutzwiller-Wellenfunktion.
Bei den Verbindungen der 3d-U¨bergangsmetalle ist die lokale Elektron-Elektron-
Wechselwirkung (U) von der Gro¨enordnung der jeweiligen Bandbreite (W ) und
hat daher einen dominanten Einflu auf die elektronischen Eigenschaften dieser Sy-
steme. Das Wechselspiel zwischen der abstoenden Coulombwechselwirkung, die eine
Lokalisierung der Elektronen anstrebt, und der kinetischen Energie, die dieser Loka-
lisierung entgegenwirkt, fu¨hrt in der Eisengruppe zu einer Reihe von interessanten
Pha¨nomenen:
Zuna¨chst sind an dieser Stelle die magnetischen Eigenschaften der 3d-U¨bergangs-
metalle und ihrer Verbindungen zu nennen. Hier gibt es einerseits die groe Klasse
magnetischer Isolatoren, bei denen die Coulombwechselwirkung wesentlich gro¨er
als die Bandbreite ist (U  W ). In diesen Systemen kommt es zu einer Ausbil-
dung lokaler magnetischer Momente an den U¨bergangsmetallatomen. Diese Momen-
te sind u¨ber Austauschwechselwirkungen gekoppelt, so da sie im Grundzustand in
der Regel antiferromagnetisch, bisweilen aber auch ferromagnetisch geordnet sind.
Zur Beschreibung von magnetischen Isolatoren werden u¨blicherweise Spinmodelle
wie das Heisenberg-Modell herangezogen. Im Rahmen einer sto¨rungstheoretischen
Behandlung lassen sich solche Spinmodelle im Limes groer Coulombwechselwirkung
tatsa¨chlich als Grenzfa¨lle rein elektronischer Hamiltonoperatoren herleiten [4, 5].
Magnetische Ordnung tritt in der Eisengruppe jedoch auch bei Metallen auf (fu¨r
einen U¨berblick siehe [6, 7, 8]). Dieses Pha¨nomen nennt man itineranten Ferromag-
netismus und die bekanntesten Beispielsubstanzen sind die Elementkristalle von Ei-
sen, Kobalt und Nickel. Im Gegensatz zu den magnetischen Isolatoren ist hier we-
niger klar, welcher Hamiltonoperator sozusagen ein \Minimalmodell" zur Beschrei-
bung solcher Substanzen darstellt. Es gilt mittlerweile zwar als gesichert, da im
Ein-Band-Hubbard-Modell unter bestimmten Bedingungen Ferromagnetismus auf-
treten kann, doch erscheinen die hierfu¨r erforderlichen Systemparameter (d.h. die
lokale Coulombwechselwirkung und der Zustandsdichteverlauf) nicht sehr realistisch
(siehe z.B. [9]).
Eine denkbare Verbesserung dieses Modells besteht in der Beru¨cksichtigung von
Wechselwirkungen zwischen Elektronen an unterschiedlichen Gitterpla¨tzen. Hier
gibt es Terme (insbesondere den direkten Austausch), die tendenziell eine ferromag-
netische Lo¨sung bereits bei kleinerer Coulombwechselwirkung stabilisieren. Auch in
diesen Modellen mu jedoch eine sehr asymmetrische Zustandsdichte mit scharfen
Maxima an den Bandkanten angesetzt werden, um einen ferromagnetischen Grund-
zustand zu erhalten [10].
Demgegenu¨ber wird es ein Ergebnis dieser Arbeit sein, da eine Beru¨cksichtigung der
Bandentartung, wie sie in den 3d-U¨bergangsmetallen immer vorliegt, ganz natu¨rlich
zu ferromagnetischen Lo¨sungen fu¨hrt. Hierzu wird ein Modell mit zwei entarteten
3Ba¨ndern untersucht, wobei sowohl fu¨r die Hu¨pfmatrixelemente als auch fu¨r die lo-
kalen Coulomb- und Austauschwechselwirkungen realistische Parameterwerte ange-
setzt werden.
Itineranter Ferromagnetismus wurde auch intensiv mit Hilfe der Spindichtefunktio-
naltheorie untersucht (siehe z.B. [11]). Neben den schon erwa¨hnten grundsa¨tzlichen,
konzeptionellen Einwa¨nden gegen diese Methode sind jedoch auch signikante Unter-
schiede zum Experiment festzustellen. Zum einen ndet man experimentell deutlich
gro¨ere eektive Massen, was ein Hinweis auf relativ starke Elektronenkorrelationen
ist. Zum anderen gibt es im Einzelfall auch deutliche Abweichungen bei der Form der
Fermifla¨chen oder bei der relativen Besetzung der eg=t2g-Orbitale [12]. Weiterhin zei-
gen neuere Photoemissionsexperimente, da die atomare Multiplettstruktur in den
itineranten Ferromagneten noch deutlich wiederzunden ist [13]. Ein Versta¨ndnis
dieser Experimente ist im Rahmen der Dichtefunktionaltheorie kaum mo¨glich.
Eine weitere Klasse interessanter Pha¨nomene in den 3d-U¨bergangsmetallen sind die
korrrelationsinduzierten Metall-Isolator-U¨berga¨nge, z.B. in den Substanzen RNiO3
(R = Pr;Nd; Sm;Eu), NiS oder V2O3 [14]. Solche U¨berga¨nge treten als Funktion
der Temperatur oder des (hydrostatischen oder chemischen) Druckes auf und sind
eine direkte Folge der Elektron-Elektron-Wechselwirkung. Im Rahmen einer theore-
tischen Modellierung ist auch von Bedeutung, wie dieser U¨bergang als Funktion der
Systemparameter, z.B. der Coulombwechselwirkung U , abla¨uft.
Beim sogenannten \Mott-U¨bergang" [16] ergibt sich oberhalb einer kritischen Wech-
selwirkungssta¨rke UC ein U¨bergang vom metallischen in den isolierenden Zustand
alleine auf Grund der Coulombwechselwirkung der Elektronen. Hierzu ist also weder
die Beteiligung schwach korrelierter Ligandenatome (wie beim \Ladungs-Transfer-
U¨bergang"; siehe [15]), noch die Ausbildung einer antiferromagnetischen Bandlu¨cke
erforderlich. Das \Standardmodell" zur Untersuchung des Mott-U¨bergangs ist das
Ein-Band-Hubbard-Modell. Da dieser U¨bergang bei mittlerer Kopplungssta¨rke auf-
tritt (U W ), versagen sto¨rungstheoretische Na¨herungsansa¨tze zu seiner Beschrei-
bung. Es ist dagegen schon la¨nger bekannt, da bei der Auswertung der Gutzwiller-
Wellenfunktion zum Ein-Band-Hubbard-Modell in unendlicher Dimension ein Mott-
U¨bergang auftritt [17]. Ein Ergebnis dieser Arbeit wird sein, da sich dieser U¨ber-
gang in Mehr-Band-Systemen zumindest im Rahmen des Gutzwiller-Verfahrens si-
gnikant von demjenigen im Ein-Band-Fall unterscheiden kann. Dies ist ein Hin-
weis darauf, da das Hubbard-Modell zur theoretischen Modellierung von Mott-
U¨berga¨ngen in realen Materialien zu einfach sein ko¨nnte.
In Kapitel 2 stellen wir zuna¨chst die allgemeine Klasse von Hamiltonoperatoren vor,
die wir in dieser Arbeit untersuchen wollen. Die zugeho¨rige Klasse von Variations-
wellenfunktionen wird anschlieend in Kapitel 3 eingefu¨hrt. Weiterhin diskutieren
wir dort die Ergebnisse der Gutzwiller-Na¨herung zum Ein-Band-Modell und ge-
ben einen Literaturu¨berblick u¨ber die bisherigen Versuche einer Verallgemeinerung
der Gutzwiller-Methode. In Kapitel 4 werten wir die verallgemeinerten Gutzwiller-
Wellenfunktionen im Limes unendlicher Raumdimension analytisch aus. Die zu den
gleichen Ergebnissen fu¨hrende Verallgemeinerung der Gutzwiller-Na¨herung wird in
Anhang A vorgestellt. In Kapitel 5 werten wir die allgemeinen analytischen Ergeb-
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nisse aus Kapitel 4 in drei Spezialfa¨llen aus. Hierbei wird insbesondere das Zwei-
Band-Modell na¨her betrachtet, das in Kapitel 6 Gegenstand unserer numerischen
Auswertung ist. Dort untersuchen wir sowohl das Auftreten von Metall-Isolator-
U¨berga¨ngen als auch die Ausbildung ferromagnetischer Ordnung.
Die wesentlichen Ergebnisse dieser Arbeit wurden bereits in den Referenzen [18, 19]
vero¨entlicht.
Kapitel 2
Hamiltonoperatoren
In diesem Kapitel wird in den Abschnitten 2.1 und 2.2 zuna¨chst die allgemeine Klasse
von Hamiltonoperatoren eingefu¨hrt, die wir in den folgenden Kapiteln variationell
untersuchen wollen. Anschlieend betrachten wir in Abschnitt 2.3 ein Zwei-Orbital-
Modell etwas detaillierter; dieses wird Gegenstand unserer numerischen Analyse in
Kapitel 6 sein. Abschlieend diskutieren wir in Abschnitt 2.4 technische Details zur
Behandlung von Hubbard-Modellen in unendlicher Raumdimension.
2.1 Hubbard-Modelle
Die Verallgemeinerung des urspru¨nglichen Hubbard-Modells [1] auf Systeme mit
beliebig vielen Orbitalen pro Gitterplatz fu¨hrt auf die folgende allgemeine Klasse
von Hamiltonoperatoren
H^ =
X
i;j;;0
t;
0
i;j c^
+
i; c^j;0 +
X
i
H^i;at  H^1 + H^at : (2.1)
Hierbei erzeugt (vernichtet) der Operator c^+i; (c^i;) ein Elektron im Spin-Orbital-
Zustand  am Gitterplatz i. Die Spin-Orbital-Zusta¨nde seien in beliebiger Weise
von 1 bis 2N numeriert, wobei N die Zahl der Orbitale am jeweiligen Gitterplatz
ist. Das zugrundeliegende Gitter mu nicht notwendigerweise periodisch sein, d.h.
prinzipiell lassen sich mit der hier pra¨sentierten Methode auch ungeordnete Systeme
untersuchen. Speziell sind jedoch auch sa¨mtliche Arten von Verbindungen in dem
allgemeinen Ausdruck (2.1) enthalten. Aus diesem Grund ist die Zahl der Orbita-
le N genau genommen abha¨ngig vom jeweiligen Gitterplatz i, d.h. N = Ni. Um
die Nomenklatur mo¨glichst einfach zu halten, wird der Index i im folgenden ha¨ug
unterdru¨ckt, wenn hierdurch keine Miversta¨ndnisse entstehen. Weiterhin bezeich-
nen wir die kombinierten Spin-Orbital-Zusta¨nde  = 1; :::; 2N im folgenden kurz als
\Orbitale".
Beim ersten Term in (2.1), H^1, handelt es sich um einen geeigneten Ein-Teilchen-
Tight-Binding-Hamiltonoperator. Dieser Operator entha¨lt unter anderem die jewei-
ligen orbitalen Platzenergien t;i;i  i; und hierbei insbesondere auch sa¨mtliche Kri-
stallfeldterme. Das Auftreten nicht-diagonaler Kristallfeldterme t;
0
i;i (mit  6= 0) ist
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ebenfalls nicht ausgeschlossen. Solche Terme ko¨nnen immer dann auftreten, wenn auf
Grund einer zu groen orbitalen Basis (oder a¨quivalent: einer zu niedrigen Platz-
symmetrie) Orbitale zur gleichen Darstellung der Symmetriegruppe geho¨ren. Die
Spin-Bahn-Kopplung wird im folgenden vernachla¨ssigt, d.h. die Matrixelemente t;
0
i;j
sind spinunabha¨ngig.
Im Hamiltonoperator (2.1) ist nach Hubbard [1] bereits angenommen worden, da
die Coulombwechselwirkung zwischen Elektronen an unterschiedlichen Gitterpla¨tzen
zu vernachla¨ssigen ist. Diese Na¨herung gru¨ndet auf der starken Lokalisierung der
3d-Orbitale und der damit verbundenen Kleinheit von Coulombintegralen zwischen
Wellenfunktionen an unterschiedlichen Gitterpla¨tzen. Der atomare Hamiltonopera-
tor in (2.1) hat folgende Form
H^i;at =
X
;0
( 6=0)
U;0i n^i;n^i;0 +
X
1;2;3;4
((1<2) 6=(3>4))
J 1;2;3;4i c^+i;1 c^+i;2 c^i;3 c^i;4 : (2.2)
Der erste Term entha¨lt sa¨mtliche Anteile, die sich als Produkt zweier Dichteopera-
toren n^i;  c^+i; c^i; schreiben lassen und wird im folgenden als H^densi;at bezeichnet,
H^densi;at =
X
;0
( 6=0)
U;0i n^i;n^i;0 : (2.3)
Der zweite, austauschartige Term streut zwei Elektronen aus den Zusta¨nden 3 > 4
in die Zusta¨nde 1 < 2. Die hierbei eingefu¨hrte Konvention, wonach Erzeugungs-
Operatoren (Vernichtungs-Operatoren) immer in aufsteigender (absteigender) Rei-
henfolge bezu¨glich  = 1; :::; 2N anzuordnen sind, wird auch in den folgenden Ka-
piteln beibehalten.
Die Gro¨en U und J ergeben sich in bekannter Weise aus dem Formalismus der
zweiten Quantisierung (siehe z.B. [20]). Setzen wir voru¨bergehend  = (b; s), wobei
b den Orbital- und s den Spinanteil von  bezeichnet, dann ergibt sich
U;0 =
Z
d3rd3r0j’b(r)j2 1jr − r0j j’b0(r
0)j2 + (2.4a)
−(1− b;b0)s;s0
Z
d3rd3r0’b(r)’

b0(r
0)
1
jr − r0j’b(r
0)’b0(r) ;
J 1;2;3;4 = 2
Z
d3rd3r0

’b1(r)’

b2(r
0)− ’b2(r)’b1(r0)
 1
jr − r0j’b3(r
0)’b4(r) :
(2.4b)
Die Funktionen ’b bilden dabei die jeweilige atomare Ein-Teilchen-Basis.
Die theoretische Behandlung von Mehr-Band-Hubbard-Modellen ist in der Regel
deutlich einfacher, wenn der atomare Anteil nur aus rein dichteartigen Termen be-
steht. Dies gilt auch fu¨r die variationelle Auswertung, die wir in dieser Arbeit pra¨sen-
tieren werden. Daher vernachla¨ssigt man ha¨ug die Austauschterme in (2.2). Es ist
jedoch zu beachten, da die so konstruierten Hamiltonoperatoren dann nicht mehr
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die korrekte Spin- und Gitterplatzsymmetrie besitzen. Dieses Problem wird im Zu-
sammenhang mit dem Zwei-Band-Modell noch etwas detaillierter diskutiert (siehe
Abschnitt 2.3).
Der Hamiltonoperator (2.1) reduziert sich im Falle von genau einem (jeweils glei-
chen) Orbital pro Gitterplatz auf das bekannte (Ein-Band-)Hubbard-Modell,
H^1B =
X
i;j
ti;j
X
=";#
c^+i;c^j; + U
X
i
n^i;"n^i;# : (2.5)
2.2 Das atomare Problem
In den spa¨ter zu denierenden Variationswellenfunktionen werden Projektoren auf
die Eigenzusta¨nde der atomaren Hamiltonoperatoren (2.2) beno¨tigt. Daher ist es an
dieser Stelle notwendig, zuna¨chst das atomare Problem na¨her zu untersuchen.
Der atomare Hamiltonoperator (2.2) spannt einen 22N -dimensionalen Hilbertraum
auf. Jeder Eigenzustand von (2.2) geho¨rt zu einer Darstellung der Symmetriegrup-
pe des jeweiligen Gitterplatzes i. Zum Beispiel hat jeder Zustand, als Teil dieser
Klassikation, einen wohldenierten Gesamtspin. Dies folgt aus der Tatsache, da
der Operator (2.2) mit dem lokalen Gesamtspinoperator S^2i kommutiert. Das grup-
pentheoretische Klassikationsproblem von Mehr-Elektronen-Zusta¨nden in Atomen
wurde in einer Reihe von Monographien detailliert untersucht [21, 22]. Im Hinblick
auf die 3d-U¨bergangsmetalle verweisen wir insbesondere auf das Buch von Sugano
et al. [23].
Im folgenden Abschnitt wird nun der Gitterplatzindex i durchgehend unterdru¨ckt.
Zur Bezeichnung der Mehr-Orbital-Kongurationen und der zugeho¨rigen Kongu-
rationszusta¨nde fu¨hren wir die folgende Nomenklatur ein:
1. Eine Konguration ist deniert als Menge von Orbitalzusta¨nden, die an ei-
nem gegebenen Gitterplatz besetzt sind. Sie werden im folgenden durch Multi-
Indizes der Form
I 2 f;; (1); : : : ; (2N); (1; 2); : : : ; (2; 3); : : : (2N − 1; 2N); : : : ; (1; : : : ; 2N)g :
(2.6)
bezeichnet. Das Symbol fu¨r die leere Menge in (2.6) bedeutet, da ein Gitter-
platz leer ist. Anschlieend folgen in (2.6) die 2N Ein-Elektron-Zusta¨nde, die
N(2N − 1) Zwei-Elektronen-Zusta¨nde, und so weiter, bis zum voll besetzten
2N -Elektronen-Zustand, indiziert durch (1; : : : ; 2N). Die Reihenfolge der Or-
bitalindizes soll dabei denitionsgema¨ keine Rolle spielen. Daher kann man
die Indizes (2.6) als Mengen im u¨blichen mathematischen Sinne interpretieren.
Damit sind auch sa¨mtliche standardma¨igen Mengenoperationen und Relatio-
nen wohldeniert. Zum Beispiel sind in der Konguration InI 0 nur die Orbitale
in I besetzt, die in I 0 nicht besetzt sind. Das Komplement eines Index I ko¨nnen
wir damit denieren als I = (1; 2; : : : ; 2N)nI.
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2. Der Absolutwert eines Kongurationsindex jIj ist deniert als Zahl der Ele-
mente in der zugeho¨rigen Indexmenge, d.h.
j;j = 0; j(1)j = 1; j(1; 2)j = 2; : : : ; j(1; : : : ; 2N)j = 2N : (2.7)
3. Ein Kongurationszustand ist deniert als
jIi = j1; 2; : : : ; jIji =
jIjY
n=1
c^+n j0i (n 2 I) : (2.8)
Die Erzeugungsoperatoren haben hier konventionsgema¨ in aufsteigender Rei-
henfolge bezu¨glich der Indizes n zu stehen, d.h. i < j fu¨r i < j. Ein Kon-
gurationszustand jIi wird, abgesehen von einer Vorzeichenfunktion, durch
Anwendung eines Erzeugungsoperators c^+i; in den Zustand jI [ i u¨berfu¨hrt
c^+i;jIi = fsgn(; I)jI [ i : (2.9)
Die Funktion
fsgn(; I)  hI [ jc^+ jIi (2.10)
ist dabei gleich 1 (−1), wenn es einer geraden (ungeraden) Zahl von Ver-
tauschungen bedarf, um  von links an die richtige Stelle im Index I (bei
aufsteigender Reihenfolge der Elemente!) zu bringen. Fu¨r I \ I 0 = ; la¨t sich
eine Verallgemeinerung dieser Funktion folgendermaen denieren
fsgn(I 0; I)  hI [ I 0j
jI 0jY
n=1
(n2I0)
c^+n jIi : (2.11)
4. Der Projektionsoperator auf einen Kongurationszustand jIi ist deniert als
m^I  m^I;I  jIihIj =
Y
2I
n^
Y
2I
(1− n^) : (2.12)
Aus Gru¨nden der Vollsta¨ndigkeit erfu¨llen diese Operatoren die RelationX
I
m^I = 1^ : (2.13)
Neben den so denierten \Netto"-Besetzungsoperatoren ist es sinnvoll, auch
die zugeho¨rigen \Brutto"-Besetzungsoperatoren
n^;  1^ ; (2.14a)
n^I 
Y
2I
n^ : (2.14b)
einzufu¨hren. Brutto- und Netto-Operatoren ko¨nnen jeweils durcheinander aus-
gedru¨ckt werden, und zwar u¨ber die Beziehungen
n^I =
X
I0I
m^I0 ; (2.15a)
m^I =
X
I0I
(−1)jI 0nIj n^I0 (2.15b)
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Die Gu¨ltigkeit von Gleichung (2.15a) ist evident. Zum Beweis von Gleichung
(2.15b) mu die rechte Seite in Gleichung (2.12) ausmultipliziert werden:
m^I = n^I
Y
2I
(1− n^) = n^I
X
I0I
(−1)I0 n^I0 (2.16)
=
X
I0I
(−1)I0 n^I[I0 =
X
I0I
(−1)jI 0nIj n^I0 :
Im folgenden wird es sich im allgemeinen als gu¨nstiger herausstellen, mit den
Netto-Operatoren (2.12) zu arbeiten. Als Projektionsoperatoren haben sie ins-
besondere die praktische Eigenschaft m^Im^I0 = I;I 0m^I .
5. Eine weitere wichtige Klasse von Operatoren sind die Kongurations-
Transferoperatoren
m^I;I 0  jIihI 0j ; (2.17)
die wir ebenfalls durch die urspru¨nglichen fermionischen Operatoren aus-
dru¨cken wollen. Hierzu setzen wir J  I \ I 0, so da I = J [ I1, I 0 = J [ I2
und I1 \ I2 = ;. Der Operator m^I;I 0 beschreibt damit die Vernichtung von
jI1j Elektronen in den Orbitalen I1 und die Erzeugung von jI2j Elektronen in
den Orbitalen I2, wobei die u¨brigen Orbitale J besetzt bleiben. Der Brutto-
Operator fu¨r solch einen U¨bergang hat die Form
n^I1;I2 =
 jI1jY
n=1
(n2I1)
c^+n
 jI2jY
n=1
(n2I2)
c^jI2j−n

: (2.18)
Damit erha¨lt man fu¨r den Netto-Operator (2.17)
m^I;I 0 = fsgn(J; I1) fsgn(J; I2)
Y
2J
n^
Y
2Jn(I1[I2)
(1− n^)

n^I1;I2 : (2.19)
Man beachte die Gu¨ltigkeit der folgenden praktischen Beziehung
m^I1;I2m^I3;I4 = I2;I3m^I1;I4 ; (2.20)
die sich leicht mit Hilfe der Darstellung (2.17) beweisen la¨t.
Die Kongurationszusta¨nde jIi bilden eine Basis fu¨r den atomaren Hilbertraum.
Daher ko¨nnen wir den atomaren Hamiltonoperator (2.2) folgendermaen schreiben
H^at =
X
I
HI;Im^I +
X
I(6=)I0
HI;I 0m^I;I 0 ; (2.21)
wobei
HI;I =
X
;0(2I)
U;0 ; (2.22a)
HI;I 0  HJ[(1;2);J 0[(3;4) = J;J 0J 1;2;3;4 (fu¨r I 6= I 0): (2.22b)
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Die Eigenzusta¨nde von (2.21) lassen sich also durch eine Diagonalisierung der Ha-
miltonmatrix ~Hat mit den Elementen
( ~Hat)I;I 0 = hIjH^atjI 0i = HI;I 0 (2.23)
gewinnen. Eine solche Diagonalisierung ist zumindest numerisch immer mo¨glich, und
zwar vermittels einer unita¨ren Matrix ~T ,
~T+ ~Hat ~T = diag(EΓ) : (2.24)
Damit erhalten wir die Eigenzusta¨nde jΓi des atomaren Hamiltonoperators
jΓi = X
I
TI;ΓjIi ; (2.25a)
H^atjΓi = EΓjΓi ; (2.25b)
und ko¨nnen (2.2) in der Form
H^at =
X
Γ
EΓm^Γ ; (2.26)
schreiben. Die hierbei eingefu¨hrten Projektionsoperatoren
m^Γ  jΓihΓj (2.27a)
=
X
I;I 0
TI;Γm^I;I 0T
+
Γ;I 0 (T
+
Γ;I 0  T I 0;Γ) (2.27b)
lassen sich mit Hilfe der Gleichung (2.19) auch als Funktionen der urspru¨nglichen
fermionischen Operatoren schreiben. Sie erfu¨llen ebenfalls eine Vollsta¨ndigkeitsrela-
tion der Form X
Γ
m^Γ = 1^ : (2.28)
Da der Hamiltonoperator (2.2) nur Kongurationen I mit gleicher Teilchenzahl
mischt, sind sowohl ~Hat als auch ~T blockdiagonal hinsichtlich der Unterra¨ume glei-
cher Teilchenzahl. Sa¨mtliche orbitalen Ein-Teilchen-Energien wurden per Denition
dem Tight-Binding-Operator H^1 in (2.1) zugeschrieben, so da die Blo¨cke mit Null-
oder Ein-Teilchen-Zusta¨nden in ~Hat gleich Null sind. Die zugeho¨rigen Blo¨cke in ~T
sind daher durch die Bedingung (2.24) nicht festgelegt. Fu¨r Γ = I = ; setzen wir
aus diesem Grund T;;;  1. Die Matrixelemente fu¨r jΓj = jIj = 1 werden an einer
spa¨teren Stelle geeignet festgelegt.
2.3 Das Zwei-Band-Modell
Zur Verdeutlichung der allgemeinen Betrachtungen im letzten Abschnitt diskutie-
ren wir nun den Hamiltonoperator eines Systems mit zwei entarteten eg Orbitalen.
Dieses System wird auch Gegenstand der numerischen Auswertung in Kapitel 6 sein.
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Tabelle 2.1: Darstellungen, Spin-Quantenzahlen, Energien und Erwartungswert-
Nomenklatur fu¨r die 16 Eigenzusta¨nde des Zwei-Orbital-Modells
# atomare Eigenzusta¨nde jΓi Symmetrie Sat Szat Energie EΓ < m^Γ >
1 j0; 0i a1 0 0 0 e
2 j "; 0i eg 1/2 1/2 0 s"
3 j0; "i eg 1/2 1/2 0 s"
4 j #; 0i eg 1/2 −1/2 0 s#
5 j0; #i eg 1/2 −1/2 0 s#
6 j "; "i 3A2 1 1 U 0 − J d""t
7 (j "; #i+ j #; "i)=p2 3A2 1 0 U 0 − J d0t
8 j #; #i 3A2 1 −1 U 0 − J d##t
9 (j "; #i − j #; "i)=p2 1E 0 0 U 0 + J dE
10 (j "#; 0i − j0; "#i)=p2 1E 0 0 U − JC dE
11 (j "#; 0i+ j0; "#i)=p2 1A1 0 0 U + JC dA
12 j "; "#i Eg 1/2 1/2 U + 2U 0 − J t"
13 j "#; "i Eg 1/2 1/2 U + 2U 0 − J t"
14 j #; "#i Eg 1/2 −1/2 U + 2U 0 − J t#
15 j "#; #i Eg 1/2 −1/2 U + 2U 0 − J t#
16 j "#; "#i A1 0 0 2U + 4U 0 − 2J f
Die beiden eg-Orbitale indizieren wir durch b = 1; 2. Dann nimmt der allgemeine
atomare Hamiltonoperator (2.2) die folgende Form an
H^at = U
X
b
n^b;"n^b;# + U 0
X
;0
n^1;n^2;0 − J
X

n^1;n^2; (2.29)
+J
X

c^+1;c^
+
2;− c^1;− c^2; + JC

c^+1;"c^
+
1;#c^2;#c^2;" + c^
+
2;"c^
+
2;#c^1;#c^1;"

:
Die Coulomb- und Austauschintegrale sind hierbei gegeben durch
U =
Z
d3rd3r0 j’1(r)j2 e
2
jr − r0j j’1(r
0)j2 ; (2.30a)
U 0 =
Z
d3rd3r0 j’1(r)j2 e
2
jr − r0j j’2(r
0)j2 ; (2.30b)
J =
Z
d3rd3r0’1(r)’2(r)
e2
jr − r0j’1(r
0)’2(r
0) ; (2.30c)
JC =
Z
d3rd3r0’1(r)’2(r)
e2
jr − r0j’

1(r
0)’2(r0) : (2.30d)
Bei der Herleitung von Gleichung (2.29) ist bereits verwendet worden, da Integrale
der Form Z
d3rd3r0 j’b(r)j2 e
2
jr − r0j’

b(r
0)’b0(r0) (2.31)
fu¨r b 6= b0 aus Symmetriegru¨nden verschwinden. Der rein dichteartige Hamiltonope-
rator Hdensat dieses Systems besteht aus der ersten Zeile in (2.29). Die vier Parameter
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Tabelle 2.2: Spin-Quantenzahlen, Energien und Erwartungswert-Nomenklatur fu¨r
die sechs Zwei-Elektron-Zusta¨nde des Zwei-Orbital-Modell mit reiner Dichte-Dichte
Wechselwirkung
# Kongurationen jIi Szat Energie UI < m^I >
6 j "; "i 1 U 0 − J d""1
7 j #; #i −1 U 0 − J d#;#1
8 j #; "i 0 U 0 ds
9 j "; #i 0 U 0 ds
10 j "#; 0i 0 U dc
11 j0; "#i 0 U dc
(2.30) sind nicht unabha¨ngig voneinander. Da die eg Orbitale immer reell gewa¨hlt
werden ko¨nnen, gilt zum einen
J = JC ; (2.32)
zum anderen folgt aus der Symmetrie der eg Orbitale fu¨r die Integrale (2.30)
U − U 0 = 2J : (2.33)
Die Gu¨ltigkeit dieser Relation ergibt sich auch aus einer Betrachtung des Mehr-
Elektronen-Spektrums: Von den 16 Kongurationszusta¨nden des Zwei-Orbital-
Atoms werden nur die sechs Zwei-Elektronen-Zusta¨nde durch die nicht dichteartigen
Austauschterme im Hamiltonoperator (2.29) gemischt. Nach einer Diagonalisierung
dieses Unterraums erha¨lt man die in Tabelle 2.1 angegebenen Eigenzusta¨nde. Diese
mu¨ssen nach Darstellungen der Symmetriegruppe klassizierbar sein. Fu¨r einen n-
Elektronen-Unterraum erha¨lt man die Darstellungen durch Ausreduktion der jewei-
ligen Produktdarstellung. So folgt fu¨r die Zwei-Elektronen-Zusta¨nde (siehe z.B. [23])
2eg ⊗2eg =3A2 1E 1A1 : (2.34)
In U¨bereinstimmung mit der ersten Hund’schen Regel bilden die Zusta¨nde mit der
niedrigsten Energie U 0 − J ein Spintriplett (3A2). Weiterhin gibt es drei Singlett-
Zusta¨nde innerhalb der Darstellungen 1E und 1A1. Da
1E eine zweidimensionale
Darstellung ist, mu¨ssen die beiden Energien U 0 + J und U − JC = U − J gleich sein
(siehe Tabelle 2.1). Hieraus folgt direkt Gleichung (2.33).
Die Energien der Zwei-Elektronen-Zusta¨nde im Hamiltonoperator Hdensat sind in Ta-
belle 2.2 aufgelistet. Das Spektrum erfu¨llt oenbar nicht die durch (2.34) gegebenen
Symmetrieforderungen. Insbesondere ist der Grundzustand mit der Energie U 0 − J
nicht dreifach spinentartet, wie es die erste Hund’sche Regel verlangt.
2.4 Der Limes unendlicher Raumdimension
Der Hamiltonoperator (2.1) sollte im Limes unendlicher Raumdimension eine mitt-
lere kinetische Energie pro Gitterplatz ergeben, die von gleicher (endlicher) Gro¨en-
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ordnung ist, wie die mittlere Wechselwirkungsenergie. Hierzu mu¨ssen die Hu¨pfma-
trixelemente t;
0
i;j in geeigneter Weise mit der Raumdimension d skaliert werden.
Eine systematische Untersuchung von fermionischen Systemen in unendlicher Raum-
dimension begann mit der Arbeit von Metzner und Vollhardt [24]. Ein U¨berblick zu
dieser Thematik ndet sich in den Referenzen [2, Kap. 5], [25], und [26]. In diesem
Abschnitt stellen wir nur kurz die wesentlichen Resultate vor, die bei der analyti-
schen Auswertung der Gutzwiller-Wellenfunktionen in Kapitel 4 beno¨tigt werden.
Die geeignete Skalierung der Matrixelemente t;
0
i;j in einem hyperkubischen Gitter
mit der Gitterkonstanten a = 1 ist gegeben durch [26]
t;
0
i;j = t
;0
i;j
1p
2d
ji−jj : (2.35)
Hierbei mit die sogenannte \New-York"-Metrik
ji− jj 
dX
l=1
jil − jlj (2.36)
den Abstand zweier Gitterpunkte i und j. Die Parameter t;
0
i;j sind von der Gro¨en-
ordnung der Korrelationsparameter U zu wa¨hlen.
Um die Skalierung (2.35) plausibel zu machen, wollen wir kurz den Ein-Band-Fall
untersuchen und dabei nur ein Hu¨pfmatrixelemente t = t=
p
2d zu den na¨chsten
Nachbarn beru¨cksichtigen. In diesem Fall erhalten wir als Dispersionsrelation
k =
2tp
2d
dX
l=1
cos(kl) (k = (k1; k2; :::; kd)) : (2.37)
Fu¨r bestimmte Werte von k (z.B. k = 0) divergiert k oenbar. Trotzdem ergibt
sich mit der Dispersion (2.37) eine endliche Energie pro Gitterplatz. Dies la¨t sich
zeigen, indem wir die Zustandsdichte
D0() = lim
d!1
1
(2)d
Z
ddk (− k) : (2.38)
berechnen. Vorab betrachten wir hierzu die Fouriertransformierte von (2.38),
D0() =
1p
2
Z 1
−1
dD0() exp (i) (2.39a)
=
1p
2
lim
d!1
1
(2)d
"Z 
−
dk exp(i
2tp
2d
cos(k))
#d
: (2.39b)
Den Integranden in (2.39b) entwickeln wir nach Potenzen von
q
1=d, und zwar bis zur
Ordnung 1=d. Der Term erster Ordnung (
q
1=d) verschwindet bei der Integration
u¨ber k. Mit Hilfe der Darstellung fu¨r die Exponentialfunktion ex = limn!1(1+x=n)n
erhalten wir
D0() =
1p
2
lim
d!1
1
(2)d

2 − t2
d
 2
d
(2.40a)
=
1p
2
exp[−t
2
2
 2] : (2.40b)
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Die Ru¨cktransformation ergibt damit fu¨r die Zustandsdichte (2.38)
D0() =
1p
2t 2
exp[−t
2
2
2] : (2.41)
Die Ein-Teilchen-Energie pro Gitterplatz
E0 =
Z F
−1
dD0() (2.42)
ist somit fu¨r alle Bandfu¨llungen endlich, obwohl die Energie pro Teilchen auf Grund
der Divergenzen von (2.37) im Limes F ! −1 durchaus divergieren kann.
Fu¨r die spa¨tere, diagrammatische Auswertung der verallgemeinerten Gutzwiller-
Wellenfunktionen mu¨ssen wir noch wissen, wie Erwartungswerte der Form
P ;
0
i;j  hc^+i;c^j;0i0 (2.43)
mit der Dimension d skalieren. Die Anzahl der Nachbarn j eines Gitterplatzes i mit
einem festem Abstand ji− jj ist von der Ordnung dji−jj. Da wir nun gezeigt haben,
da der Erwartungswert fu¨r die Ein-Teilchen-Energie pro Gitterplatz
hH^1i0 =
1
L
X
i;j;;0
t;
0
i;j hc^+i;c^j;0i0 ; (2.44)
bei der gewa¨hlten Skalierung endlich ist, folgt mit Hilfe von (2.35):
P ;
0
i;j 
1p
2d
ji−jj : (2.45)
Kapitel 3
Gutzwiller-Wellenfunktionen
In diesem Kapitel wird zuna¨chst die Gutzwiller-Wellenfunktion zum Ein-Band-
Hubbard-Modell deniert und mit Hilfe der Gutzwiller-Na¨herung ausgewertet (Ab-
schnitt 3.1). Danach fassen wir in Abschnitt 3.2 die bisherigen Ergebnisse zur Ver-
allgemeinerung der Gutzwiller-Methode zusammen. Abschlieend fu¨hren wir in Ab-
schnitt 3.3 unsere allgemeine Klasse von Gutzwiller-Wellenfunktionen zur Untersu-
chung der Hamiltonoperatoren (2.1) ein.
3.1 Gutzwiller-Wellenfunktionen zum Ein-Band-
Hubbard-Modell
3.1.1 Denition
Zur Untersuchung der Grundzustandseigenschaften des Ein-Band-Hubbard-Modells
(2.5),
H^1B =
X
i;j
ti;j
X
=1;2
c^+i; c^j; + U
X
i
m^i;12n^i;1n^i;2 (3.1)
schlug Gutzwiller die folgende Variationswellenfunktion vor [3]:
jΨGi =
Y
i
gm^i;12 j0i =
Y
i
(1 + (g − 1)m^i;12) j0i : (3.2)
j0i ist hierbei eine beliebige, normierte Ein-Teilchen-Produkt-Wellenfunktion und
g ein reeller Variationsparameter. Erwartungswerte von Operatoren O^ in den Wel-
lenfunktionen jΨGi und j0i schreiben wir im folgenden als
O0  hO^i0 = h0jO^j0i ; (3.3a)
O  hO^i = hΨGjO^jΨGihΨGjΨGi : (3.3b)
Durch die Variation von g la¨t sich die mittlere Zahl doppelt besetzter Gitterpla¨tze
m12  1
L
X
i
hm^i;12i
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regulieren. Falls j0i translationsinvariant und g = 1 ist, erha¨lt man fu¨r m12 den
statistischen Erwartungswert m012 = n
0
1n
0
2. Im entgegengesetzten Fall g ! 0 geht
entweder m12 (bei ho¨chstens halber Bandfu¨llung) oder die mittlere Zahl leerer Pla¨tze
m; (bei mindestens halber Bandfu¨llung) gegen Null. Die Wellenfunktion jΨGi liefert
daher in beiden Limiten U ! 0 und U !1 jeweils den exakten Grundzustand des
Hamiltonoperators (3.1).
3.1.2 Die Gutzwiller-Na¨herung
Fu¨r alle endlichen Werte von U mu der Erwartungswert des Hamiltonoperators
(3.1) in der Variationswellenfunktion (3.2) bestimmt und bezu¨glich g minimiert wer-
den. Eine solche Auswertung stellt jedoch ein nicht-triviales Viel-Teilchen-Problem
dar und ist bislang nur in den Grenzfa¨llen einer und unendlicher Raumdimension
gelungen (siehe Abschnitt 3.2).
Gutzwiller selbst hatte bereits eine Na¨herung zur Bestimmung der variationellen
Grundzustandsenergie vorgeschlagen [3]. Spa¨ter stellte sich heraus, da diese soge-
nannte \Gutzwiller-Na¨herung" im Limes unendlicher Raumdimension exakt wird.
Eine Herleitung der Gutzwiller-Na¨herung zum Ein-Band-Modell wird im Zusammen-
hang mit ihrer Verallgemeinerung auf den Mehr-Band-Fall in Anhang A pra¨sentiert.
An dieser Stelle stellen wir nur kurz die Ergebnisse vor und diskutieren sie.
Im Rahmen der Gutzwiller-Na¨herung mu die Translationsinvarianz von j0i und
damit auch von jΨGi vorausgesetzt werden. Eine solche Einschra¨nkung ist bei der
analytischen Auswertung der Gutzwiller-Wellenfunktionen in unendlicher Dimen-
sion nicht erforderlich (siehe Kapitel 4). Aufgrund der Translationsinvarianz sind
alle lokalen Erwartungswerte gitterplatzunabha¨ngig. Speziell gilt in der Gutzwiller-
Na¨herung fu¨r die lokale Dichte
n = n
0
 : (3.4)
Weiterhin existiert eine eindeutige Beziehung zwischen dem Erwartungswert fu¨r eine
Doppelbesetzung und dem Variationsparameter g,
g2 =
m12m;
m1m2
=
m12(1− n1 − n2 +m12)
(n1 −m12)(n2 −m12) : (3.5)
Diese Gleichung erlaubt eine Ersetzung des urspru¨nglichen Variationsparameters g
durch den neuen Parameter m12. Damit erha¨lt man fu¨r den Erwartungswert eines
Hu¨pfoperators in (3.1)
hc^+i;c^j;i = qhc^+i;c^j;i0 ; (3.6)
wobei
q =
1
n(1− n)(
p
m;m +
p
mm12)
2 ( 6= ) (3.7)
eine reelle Zahl zwischen 0 und 1 ist. Wie man leicht zeigen kann, ergeben sich die
beiden Grenzwerte folgendermaen:
q = 1 fu¨r m12 = n1n2 = m
0
12 (unkorrelierter Limes) ; (3.8a)
q = 0 fu¨r n1 + n2 = 1 (halbe Bandfu¨llung) und m12 = 0 : (3.8b)
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Durch Fouriertransformation von Gleichung (3.6) erha¨lt man die k{Raum-
Verteilungsfunktion
nk; = hc^+k;c^k;i = qn0k; + n(1− q) : (3.9)
Setzen wir (o.B.d.A.) tii = 0, so gilt
X
k
k = 0 (k  1
L
X
i;j
eik(ri−rj)tij) : (3.10)
Die variationelle Grundzustandsenergie pro Gitterplatz ist damit gegeben durch
Eg =
X
=1;2
q + U m12 ; (3.11)
wobei  die integrierte Ein-Teilchen-Energie ist:
  1
L
X
k
kn
0
k; : (3.12)
Da die unkorrelierte k{Raum-Verteilung die Form
n0k; = (k − F ;) (F ; : Fermi-Energie) (3.13)
hat, ergibt sich in (3.9) an der Fermi-Kante ein Sprung vom Betrag q. Aus der
Theorie der Greensfunktionen ist bekannt, da dieser Sprung in Fermiflu¨ssigkeiten
mit der eektiven Masse m der Quasiteilchen an der Fermi-Kante zusammenha¨ngt.
Falls die Selbstenergie in der Na¨he der Fermi-Kante nur schwach von der Wellenzahl
k abha¨ngt, la¨t sich zeigen [27, 28], da
m
mel
 1
q
(3.14)
gilt. Im Falle q ! 0 divergiert also die eektive Masse. Diese Divergenz tritt bei
halber Bandfu¨llung (n = 1=2) tatsa¨chlich auf. Fu¨r eine paramagnetische Wellen-
funktion setzen wir q  q1 = q2, =2  1 = 2 und aus der Minimierung von (3.11)
ergibt sich dann
m12 =
1
4

1− U
UC

; (3.15a)
q = 1−

U
UC
2
; (3.15b)
wobei UC  8 jj. Bei U = UC kommt es also zu einem Metall-Isolator-U¨bergang, der
in der Literatur u¨blicherweise als Brinkmann-Rice-U¨bergang [17] bezeichnet wird.
Die Aussagekraft dieses U¨berganges wird jedoch aus zwei Gru¨nden erheblich in Frage
gestellt:
Zum einen handelt es sich hierbei um einen U¨bergang in den atomaren (U = 1)
Zustand. Ein solcher U¨bergang erscheint relativ unrealistisch, da Hu¨pfprozesse bei
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einem endlichen Wert von U noch einen kleinen Energiegewinn bieten sollten. Diese
sind in der Gutzwiller-Na¨herung fu¨r U > UC jedoch vollsta¨ndig unterdru¨ckt (q = 0).
Auf Grund von Hu¨pfprozessen entsteht auerdem eine antiferromagnetische Insta-
bilita¨t [4], die im Rahmen des obigen paramagnetischen Ansatzes u¨berhaupt nicht
beru¨cksichtigt werden kann.
Der zweite wesentliche Einwand ergibt sich aus einer analytischen Auswertung der
Gutzwiller-Wellenfunktion (3.2). Hier konnte gezeigt werden, da der Brinkmann-
Rice-U¨bergang in allen endlichen Raumdimensionen nicht auftritt und daher ein
Artefakt des Limes unendlicher Dimension sein ko¨nnte [29].
Gutzwillers urspru¨ngliche Motivation zur Einfu¨hrung seiner variationellen Methode
war die Untersuchung von itinerantem Ferromagnetismus im Ein-Band-Hubbard-
Modell. Hier kam er zu dem Schlu, da Ferromagnetismus in diesem Modell nur
bei unrealistisch groen Korrelationsparametern zu erwarten ist.
3.2 BisherigeVerallgemeinerungen des Gutzwiller-
Verfahrens
Nach der Einfu¨hrung der Gutzwiller-Wellenfunktion zum Ein-Band-Hubbard-Modell
und ihrer approximativen Auswertung im Rahmen der Gutzwiller-Na¨herung hatten
spa¨tere analytische Arbeiten im wesentlichen zwei Ziele vor Augen. Zum einen gab
es Anstrengungen, diese Wellenfunktion mit Hilfe kontrollierterer Na¨herungen oder,
wenn mo¨glich, sogar exakt auszuwerten. Zum anderen hatte eine Reihe von Arbeiten
zum Ziel, die Gutzwiller-Na¨herung zur Anwendung auf kompliziertere Hamiltonope-
ratoren zu verallgemeinern.
Eine analytische Auswertung der Gutzwiller-Wellenfunktion zum Ein-Band-Modell
gelang bisher in zwei Fa¨llen. In einer Raumdimension (d = 1) konnten fu¨r die
paramagnetische und translationsinvariante Gutzwiller-Wellenfunktion sowohl die
variationelle Grundzustandsenergie [30] als auch Korrelationsfunktionen [31] ana-
lytisch bestimmt werden. Im entgegengesetzten Limes unendlicher Raumdimensi-
on (d ! 1) gelang es ebenfalls einen analytischen Ausdruck fu¨r die variationelle
Grundzustandsenergie herzuleiten, wobei hier keinerlei Einschra¨nkungen hinsicht-
lich der Ein-Teilchen-Wellenfunktion j0i in (3.2) gemacht werden muten [30, 32].
Wie bereits erwa¨hnt, stellte sich im Rahmen dieser Rechnungen heraus, da die
Gutzwiller-Na¨herung in unendlicher Dimension exakt wird. Weiterhin konnten in
diesem Limes Korrelationfunktionen sowie (1=d)-Korrekturen systematisch berech-
net werden [29, 32]. Abgesehen von Korrelationsparametern U in der Na¨he des
Brinkmann-Rice-U¨bergangs erwiesen sich die (1=d)-Korrekturen als marginal. Da-
her kann die Gutzwiller-Na¨herung im physikalisch relevanten Fall d = 3 als relativ
verla¨lich angesehen werden. Diese Einscha¨tzung wird auch durch eine numerische
Auswertung der Gutzwiller-Wellenfunktion besta¨tigt [33].
Angesichts des einfachen Ergebnisses (3.11) im Ein-Band-Fall erwies es sich als u¨ber-
raschend schwierig, das Gutzwiller-Verfahren auf kompliziertere Hamiltonoperatoren
zu verallgemeinern. Neben der Frage, in welcher Form die Variationswellenfunktion
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fu¨r solche komplizierteren Systeme zu wa¨hlen sind, bestand das Problem vor allem
darin, die Gutzwiller-Na¨herung geeignet zu verallgemeinern.
Die Schwierigkeiten beginnen bereits damit, eine transparente Formulierung der
Gutzwiller-Na¨herung zum Ein-Band-Modell zu entwickeln. Wa¨hrend die urspru¨ngli-
chen Arbeiten von Gutzwiller [3] an dieser Stelle noch relativ undurchsichtig waren,
leiteten Ogawa et. al. [34] und spa¨ter Vollhardt [35] die Gutzwiller-Na¨herung mit
Hilfe einfacher kombinatorischer Argumente her. Auch ihre Formulierung stellte je-
doch keine mathematisch denierte Na¨herungsvorschrift dar, die sich in eindeutiger
Weise auf kompliziertere Systeme ha¨tte erweitern lassen.
Bereits die Behandlung einer antiferromagnetischen Wellenfunktion zum Ein-Band-
Modell erwies sich als erhebliches Problem. Hierzu gab es verschiedene Versuche,
die sich nicht nur widersprachen, sondern zum Teil auch zu unphysikalischen Er-
gebnissen fu¨hrten [34, 36]. Erwartet man von einer korrekten Verallgemeinerung der
Gutzwiller-Na¨herung, da sie im Limes unendlicher Dimension exakt wird, so mu
man im nachhinein feststellen, da alle diese fru¨heren Versuche zum Antiferroma-
gnetismus fehlerhaft waren (siehe [37, 38]).
Eine Verallgemeinerung der Gutzwiller-Na¨herung auf Systeme mit mehr als einem
Orbital pro Gitterplatz erwies sich ebenfalls als nicht trivial. Die einfachste Er-
weiterung des Ein-Band-Modells ist das periodische Anderson-Modell, in dem sich
an jedem Gitterplatz ein zweites, unkorreliertes Orbital bendet, das u¨ber Hybri-
disierungsterme an das korrelierte Orbital gekoppelt ist. In diesem Fall hat die
Variationswellenfunktion die gleiche Form (3.2) wie im Ein-Band-Modell, wobei
die Ein-Teilchen-Produkt-Wellenfunktion j0i allerdings beide Ba¨nder beschreibt.
Beim periodischen Anderson-Modell treten bereits alle technischen Schwierigkeiten
auf, die lange Zeit eine erfolgreiche Erweiterung der Gutzwiller-Na¨herung auf all-
gemeine Mehr-Band-Systeme verhindert haben. Die Hybridisierung zwischen den
beiden Orbitalen fu¨hrt dazu, da die Wellenfunktion j0i kein Eigenzustand der
jeweiligen Teilchenzahl-Operatoren fu¨r die beiden Orbitale ist. Daher vera¨ndert der
Korrelationsoperator in (3.2) die relative Besetzung der beiden Orbitale, d.h. im
allgemeinen ist n 6= n0. Im Rahmen der rein pha¨nomenologischen Herleitung der
Gutzwiller-Na¨herung in Ref. [34, 35] ist dann nicht mehr klar, wie die verallgemei-
nerten q-Faktoren fu¨r Hu¨pfprozesse zwischen unterschiedlichen Orbitalen zu bestim-
men sind. Fu¨r das periodische Anderson-Modell gelang es Vulovic und Abrahams,
dieses Problem zu lo¨sen [39] (siehe auch [40]). Insbesondere erkannten sie die Not-
wendigkeit, anstelle von j0i eine neue Ein-Teilchen-Wellenfunktion einzufu¨hren,
deren Erwartungswerte im Ausdruck fu¨r die variationelle Grundzustandsenergie er-
scheinen. Auch ihr Formalismus konnte jedoch nicht in einfacher Weise auf beliebige
Mehr-Band-Systeme erweitert werden.
Ein System mit zwei korrelierten Orbitalen pro Gitterplatz wurde im Rahmen des
Gutzwiller-Verfahrens zuerst von Gutzwiller und Chao untersucht [41, 42]. Die von
ihnen gewa¨hlte Variationswellenfunktion lie jedoch die Herleitung eines analyti-
schen Ausdrucks fu¨r die Grundzustandsenergie nicht zu. In einer Arbeit von Oka-
be gelang es, die Gutzwiller-Na¨herung mit Hilfe der kombinatorischen Argumente
aus [34, 35] auf rein dichteartige Mehr-Band-Modelle zu erweitern, sofern diese kei-
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ne Hybridisierungsterme im Ein-Teilchen-Hamiltonoperator enthalten [43, 44]. Eine
Verallgemeinerung der Gutzwiller-Na¨herung auf beliebige Mehr-Band-Modelle mit
reiner Dichte-Wechselwirkung wurde zum ersten mal in den Referenzen [45, 46],[46]
vorgestellt. In Anhang A geben wir fu¨r diese Ergebnisse eine deutlich einfachere
Herleitung an (siehe auch [47]).
Die analytische Auswertung von verallgemeinerten Gutzwiller-Wellenfunktionen im
Limes unendlicher Raumdimension ist bislang nur fu¨r das periodische Anderson-
Modell gelungen [48]. Die mit Hilfe der Gutzwiller-Na¨herung hergeleiteten Ergebnis-
se von Vulovic und Abrahams konnten in diesem Zusammenhang besta¨tigt werden.
Eine alternative Herleitung des Energiefunktionals der Gutzwiller-Na¨herung im Ein-
Band-Fall gelang Kotliar und Ruckenstein im Rahmen einer Hilfsbosonen-Mean-
Field-Na¨herung [49]. Mit dieser Methode erha¨lt man ein Funktional fu¨r die freie
Energie bei endlichen Temperaturen. Im Gegensatz zum variationell kontrollierten
Fall T = 0 besitzt diese Methode bei endlichen Temperaturen jedoch keine Schran-
keneigenschaften.
Eine Verallgemeinerung der Hilfsbosonen-Methode auf spezielle Mehr-Band-Modelle
wurde von Hasegawa [50] und Fresard und Kotliar [51] vorgenommen. Ihre Ergeb-
nisse ergeben sich bei T = 0 als Spezialfa¨lle der allgemeinen Resultate, die wir in
dieser Arbeit herleiten werden.
3.3 Gutzwiller-Wellenfunktionen fu¨r Mehr-Band-
Hubbard-Modelle
Die Gutzwiller-Wellenfunktion (3.2) geho¨rt zur Klasse der \Jastrow-artigen" Wel-
lenfunktionen, d.h., sie sind gegeben als Vielteilchen-Korrelator P^ , der auf einen
Ein-Teilchen-Produkt-Zustand j0i wirkt,
jΨGi = P^ j0i : (3.16)
Solche Wellenfunktionen wollen wir nun auch zur Untersuchung des allgemeinen
Hamiltonoperators (2.1) einfu¨hren.
Fu¨r j0i lassen wir erneut den gesamten Raum der Ein-Teilchen-Wellenfunktionen
des jeweiligen Systems zu. Da eine Ein-Teilchen-Wellenfunktion viele atomare
Zusta¨nde entha¨lt, die hinsichtlich des Wechselwirkungsoperators (2.2) energetisch
ungu¨nstig sind, sollte der Korrelator P^ gestatten, solche Zusta¨nde geeignet zu un-
terdru¨cken. Die allgemeinste Form einer solchen Gutzwiller-Wellenfunktion la¨t sich
schreiben als
jΨGi = P^ j0i =
Y
i
P^ij0i (3.17a)
P^i =
Y
Γ

m^i;Γ
i;Γ =
Y
Γ
[1 + (i;Γ − 1) m^i;Γ] = 1 +
X
Γ
(i;Γ − 1) m^i;Γ ;
(3.17b)
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wobei die Variationsparameter i;Γ positiv und reell zu wa¨hlen sind. Bei den beiden
Umformungen in (3.17b) wurde die Projektoreigenschaft m^Γm^Γ0 = Γ;Γ0m^Γ verwen-
det. Man beachte, da die Zusta¨nde Γ in (3.17b) im allgemeinen auch vom Gitter-
platz i abha¨ngen. Erwartungswerte von Operatoren in jΨGi und j0i bezeichnen wir
im folgenden analog zu (3.3).
Die Wellenfunktionen (3.17) liefern sowohl im Limes verschwindender, als auch un-
endlich groer Korrelationsparameter (atomarer Limes) den exakten Grundzustand
der Hamiltonoperatoren (2.1). Im ersten Fall werden alle i;Γ = 1 gesetzt, und fu¨r
jΨGi = j0i wa¨hlen wir den Grundzustand des Ein-Teilchen-Operators H^1 in (2.1).
Im atomaren Limes ist an jedem Gitterplatz i der atomare Grundzustand jΓ0i be-
setzt. Ein solcher Zustand la¨t sich mittels (3.17) konstruieren, indem i;Γ0 6= 0 und
i;Γ0 = 0 (fu¨r Γ
0 6= Γ0) gesetzt werden.
Vergleicht man den Variationsansatz (3.17) im Ein-Band-Fall,
jΨGi =
Y
i

m^i;;
i;; 
m^i;1
i;1 
m^i;2
i;2 
m^i;12
i;12 j0i ; (3.18)
mit der urspru¨nglichen Formulierung (3.2) von Gutzwiller, so fallen zwei Unterschie-
de auf:
1. Die Variationsparameter in (3.18) sind abha¨ngig vom jeweiligen Gitterplatz i.
Hierbei handelt es sich um eine echte Verallgemeinerung des Ansatzes (3.2), die
allerdings nur von Bedeutung ist, wenn eine Wellenfunktion mit gebrochener
Translationssymmetrie untersucht werden soll.
2. Der Ansatz (3.18) entha¨lt fu¨r jeden der vier atomaren Zusta¨nde (;), (1), (2),
und (12) jeweils einen eigenen Variationsparameter, wa¨hrend in der urspru¨ngli-
chen Formulierung von Gutzwiller nur ein Variationsparameter fu¨r die Zahl der
doppelt besetzten Pla¨tze auftauchte. Fixiert man jedoch die jeweilige Gesamt-
zahl der Elektronen fu¨r beide Spinrichtungen und beachtet die Vollsta¨ndig-
keitsrelation (2.13), so sind die Parameter ;, 1, und 2 eindeutige Funktionen
von 12. Mit dem Ansatz (3.18) wird also fu¨r gitterplatzunabha¨ngige Variati-
onsparameter der gleiche variationelle Raum aufgespannt wie durch (3.2).
Im Falle von Hamiltonoperatoren mit reiner Dichte-Wechselwirkung projizieren die
Korrelatoren (3.17b) auf die atomaren Kongurationszusta¨nde jIi,
jΨGi =
Y
i
Y
I

m^i;I
i;I j0i : (3.19)
Fu¨r diesen variationellen Raum la¨t sich eine alternative Darstellung nden,
jΨGi = P^ 0jΨ0i ; (3.20a)
P^ 0 =
Y
i
Y
I (jIj2)
g
m^i;I
i;I : (3.20b)
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Die beiden Ein-Teilchen-Wellenfunktionen jΨ0i und j0i werden durch folgende
Transformation aufeinander abgebildet,
jΨ0i = P^SP j0i ; (3.21a)
P^SP =
Y
i
i;;
2NY
=1

n^i;
i; : (3.21b)
Dabei sind die Parameter gi;I , i;; und i; als Funktion der i;I gegeben durch
i;; = i;; ; (3.22a)
i; =
i;
i;;
; (3.22b)
gi;I =
i;I
jIj−1
i;;Q
2I i;
(jIj  2) : (3.22c)
Die Darstellung (3.20) wurde bei der Behandlung von rein dichteartigen Hamilton-
operatoren in Ref. [18] gewa¨hlt. Sie erweist sich jedoch bei Hamiltonoperatoren mit
voller atomarer Wechselwirkung als ungu¨nstig.
Kapitel 4
Gutzwiller-Wellenfunktionen in
unendlicher Raumdimension
In diesem Kapitel werten wir die verallgemeinerten Gutzwiller-Wellenfunktionen im
Limes unendlicher Raumdimension analytisch aus. Die Rechnung wird in folgende
Schritte unterteilt:
Im Abschnitt 4.1 nehmen wir eine Transformation der lokalen Basis vor. Diese ist
erforderlich, um zu garantieren, da Erwartungswerte von lokalen Hu¨pfprozessen in
j0i verschwinden. Anschlieend werden die Korrelationsoperatoren (3.17b) nach so-
genannten \Hartree-Fock-Operatoren" entwickelt, deren diagrammatische Beitra¨ge
sich in unendlicher Dimension leicht auswerten lassen. In Abschnitt 4.3 stellen wir die
diagrammatische Theorie zur Berechnung der relevanten Erwartungswerte vor. Die-
se Theorie basiert im wesentlichen auf dem Wick’schen Theorem und dem Linked-
Cluster-Theorem. In den drei letzten Abschnitten werden die Erwartungswerte der
lokalen Besetzungen und des Ein-Teilchen-Operators H^1 in unendlicher Dimension
explizit berechnet.
4.1 Transformation der lokalen Basis
Bei einem allgemeinen j0i ist die wechselwirkungsfreie lokale Ein-Teilchen-
Dichtematrix ~C0i mit den Elementen
C0i;γ;γ0  h0jc^+i;γ c^i;γ0 j0i (4.1)
nicht diagonal. In vielen Fa¨llen wird es zwar mo¨glich sein, j0i so zu wa¨hlen, da
die Diagonalita¨t von ~C0i gewa¨hrleistet ist (siehe Anhang B); in diesem Kapitel be-
trachten wir jedoch den allgemeinsten Fall.
Bei der diagrammatischen Auswertung der Gutzwiller-Wellenfunktionen mu¨ssen wir
fu¨r die zugrundeliegende orbitale Basis verlangen, da die Ein-Teilchen-Dichtematrix
diagonal ist. Aus diesem Grund fu¨hren wir zuna¨chst die folgende unita¨re Transfor-
mation durch:
h^+i; =
X
γ
F+i;;γ c^
+
i;γ ; (4.2a)
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h^i; =
X
γ
Fi;γ;c^i;γ (4.2b)
Diese diagonalisiere die Matrix (4.1), was auf Grund der Hermitizita¨t von ~C0i immer
mo¨glich ist,
~F+i
~C0i
~Fi = diag(n
h;0
i; ) : (4.3)
Per Konstruktion ist die wechselwirkungsfreie, lokale Ein-Teilchen-Dichtematrix ~H0i
in der neuen Basis nun diagonal,
H0i;;0  h0jh^+i;h^i;0 j0i = ;0h0jh^+i;h^i;j0i = ;0nh;0i; : (4.4)
Fu¨r ein gegebenes j0i ist die Matrix ~Fi festgelegt, und die lokalen Besetzungen nh;0i;
ergeben sich als Eigenwerte von ~C0i .
Die in Kapitel 2 eingefu¨hrte Nomenklatur zur Beschreibung des atomaren Systems
u¨bertra¨gt sich direkt auf die hier denierte neue Basis. So bezeichnen wir Kongu-
rationszusta¨nde als
jHi =
jHjY
n=1
h^+n j0i (n 2 H) : (4.5)
Da die Mehr-Elektronen-Zusta¨nde jHi ebenfalls eine Basis fu¨r den atomaren Hamil-
tonoperator bilden, lassen sich die atomaren Eigenzusta¨nde jΓi und die zugeho¨rigen
Projektionsoperatoren mΓ = jΓihΓj folgendermaen entwickeln:
jΓi = X
H
AH;ΓjHi ; (4.6a)
m^Γ =
X
H;H0
AH;Γm^H;H0A+Γ;H0 : (4.6b)
Die Elemente der unita¨ren Matrix ~A sind hierbei gegeben durch
AH;Γ = hHjΓi =
X
I
TI;ΓhHjIi ; (4.7a)
hHjIi = det(Fγi;j) ; (γi 2 I; j 2 H) : (4.7b)
Die Umkehrabbildung zu (4.7a) hat die Form
TI;Γ =
X
H
AH;ΓhIjHi : (4.8)
Genauso wie die Matrix ~T ist auch ~A block-diagonal bezu¨glich der Zusta¨nde mit
gleicher Teilchenzahl. Die Gleichungen (4.7) sind jedoch nur fu¨r jΓj = jHj  2 de-
niert, da die Zusta¨nde jΓi im Falle jΓj < 2 durch den atomaren Hamiltonoperator
nicht festgelegt werden. Fu¨r Γ = H = ; setzen wir daher A;;;  1. Die Matrix-
elemente von AH;Γ mit jΓj = jHj = 1 werden an einer spa¨teren Stelle so gewa¨hlt,
da die analytische Auswertung unserer Wellenfunktionen in unendlicher Dimension
gelingt.
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In der neuen Basis vereinfachen sich die Erwartungswerte in der Ein-Teilchen-
Wellenfunktion j0i. Mit Hilfe des Wick’schen Theorems [52] und unter Ausnutzung
der Diagonalita¨t von ~H0 erhalten wir zum Beispiel
h0jmh;0H;H0 j0i = H;H0mh;0H (4.9)
wobei
mh;0H =
Y
2H
nh;0
Y
2H

1− nh;0

: (4.10)
Damit folgt fu¨r den unkorrelierten Erwartungswert eines Projektionsoperators (4.6b)
m0Γ =
X
H
jAH;Γj2mh;0H : (4.11)
4.2 Wahl der Entwicklungsparameter
Fu¨r die diagrammatische Auswertung der Gutzwiller-Wellenfunktionen in unendli-
cher Dimension ist es sinnvoll, die relevanten Operatoren durch sogenannte Hartree-
Fock-Operatoren n^HFH;H0 auszudru¨cken. Diese werden folgendermaen deniert.
Fu¨r H = H0 ist
n^HFH;H  n^HFH 
Y
2H
n^HF ; (4.12a)
mit
n^HF  n^h − nh;0 : (4.12b)
Im Falle H 6= H0 setzen wir J  H\H0; H  J [H1; H0  J [H2 und denieren
n^HFH;H0 
Y
2J
n^HF

n^H1;H2 :
Die Hartree-Fock-Operatoren bilden atomar ebenfalls einen vollsta¨ndigen Satz, denn
jeder Operator m^H;H0 la¨t sich als Linearkombination von diesen schreiben. Das
gleiche gilt dann wegen (4.6b) auch fu¨r die Operatoren m^Γ. Der groe praktische
Nutzen der Operatoren n^HFH;H0 zeigt sich, wenn man zum Beispiel Erwartungswerte
der Form
h0jnHFi1;H1;H01n
HF
i2;H2;H02 :::j0i
bildet. Falls die Gitterpla¨tze i1; i2; ::: alle ungleich sind, erha¨lt man nach Anwen-
dung des Wick’schen Theorems ausschlielich Ein-Teilchen-Beitra¨ge P ;
0
i;j (siehe
Gleichung (2.43)), die unterschiedliche Gitterpla¨tze miteinander verbinden. Das Auf-
treten lokaler Terme der Form P ;
0
i;i ist per Denition ausgeschlossen. Fu¨r  6= 0
verschwinden diese Erwartungswerte (\Fock-Terme") wegen Gleichung (4.4) und fu¨r
 = 0 (\Hartree-Terme") werden sie auf Grund der Denition (4.12b) eliminiert.
Das Verschwinden lokaler Beitra¨ge fu¨hrt diagrammatisch zu groen Vorteilen. Bei
den Erwartungswerten P ;
0
i;j , die zwei Gitterpla¨tze miteinander verbinden, hatten
wir gezeigt, da diese im Limes unendlicher Raumdimension verschwinden (siehe
Gleichung 2.45). Demgegenu¨ber sind die lokalen Beitra¨ge immer von der Ordnung
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Eins. Da diese fu¨r die Hartree-Fock-Operatoren per Denition verschwinden, wird
unsere diagrammatische Auswertung im Limes unendlicher Raumdimension erheb-
lich vereinfacht.
Das Quadrat des Gutzwiller-Korrelators (3.17b) la¨t sich mit Hilfe der Operatoren
fu¨r die Kongurationszusta¨nde jHi folgendermaen schreiben
P^ 2 = 1 +
X
Γ
(2Γ − 1)m^Γ = 1 +
X
H;H0
yH;H0m^H;H0 ; (4.13a)
yH;H0 
X
Γ
(2Γ − 1)AH;ΓA+Γ;H0 : (4.13b)
Da jeder Operator m^H;H0 durch Hartree-Fock-Operatoren ausgedru¨ckt werden kann,
ist folgende Entwicklung immer mo¨glichX
H;H0
yH;H0m^H;H0 =
X
H;H0
xH;H0n^HFH;H0 : (4.14)
Fu¨r die spa¨tere Auswertung mu¨ssen wir verlangen, da in der Entwicklung (4.14)
auf der rechten Seite nur Operatoren mit jHj; jH0j  2 auftauchen. Wir fordern also
x;;; = 0 ; (4.15a)
x;0 = 0 (4.15b)
und damit
P^ 2 = 1 +
X
H;H0
(jHj;jH0j2)
xH;H0 n^HFH;H0 : (4.16)
Die 1 + (2N)2 Bedingungen (4.15) lassen sich alternativ auch folgendermaen for-
mulieren
h0jP^ 2j0i = 1 ; (4.17a)
h0jh^+ h^0P^ 2j0i = h0jh^+ h^0 j0i : (4.17b)
Da h0jn^HFH;H0j0i 6= 0 nur fu¨r H = H0 = ;, folgt aus (4.15a) direkt (4.17a). Bei den
(2N)2 verbleibenden Gleichungen (4.17b) analysieren wir zuna¨chst den Fall  = 0.
Der Operator n^HFH auf der rechten Seite von (4.16) entha¨lt mindestens zwei Hartree-
Fock-Operatoren (n^h1 − nh;01 )(n^h2 − nh;02 ), die durch einen einzelnen Operator n^h
nicht eliminiert werden ko¨nnen. Die Erwartungswerte der Operatoren n^hn^
HF
H;H0 (mit
H 6= H0) verschwinden wegen der Fock-Terme aus dem Elektronentransfer von H0
nach H.
Im Falle  6= 0 verlangt die Denition (4.7), da H0 = γ [  und H = γ [ 0.
Andernfalls liee sich der Fock-Term von  nach 0 nicht eliminieren. Der Beitrag
verschwindet jedoch trotzdem auf Grund des verbleibenden Hartree-Fock-Operators
n^HFγ fu¨r das Orbital γ.
Damit haben wir also gezeigt, da die Bedingungen (4.17) aus (4.15) folgen. Da es
sich hierbei um ein lineares Gleichungssystem fu¨r die Koezienten x;;; und x;0
handelt, ist auch der Umkehrschlu erlaubt, sofern (4.17) eine eindeutige Lo¨sung
besitzt.
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4.3 Diagrammatische Auswertung
4.3.1 Anwendung des Wick’schen Theorems
In diesem Abschnitt wollen wir nun konkret den Erwartungswert des Hamiltonope-
rators (2.1) in der Gutzwiller-Wellenfunktion (3.2) berechnen. Im einzelnen mu¨ssen
wir hierzu die beiden Erwartungswerte
hm^i;Γi = hΨGjm^i;ΓjΨGihΨGjΨGi ; (4.18a)
hc^+i;γi c^j;γji =
hΨGjc^+i;γi c^j;γj jΨGi
hΨGjΨGi (4.18b)
auswerten. Da sich (4.18b) mit Hilfe der Transformation (4.2) immer schreiben la¨t
als
hc^+i;γi c^j;γji =
X
i;j
Fi;γi;iF
+
j;j ;γj
hh^+i;ih^j;ji ; (4.19)
werden wir anstelle von (4.18b) im folgenden zuna¨chst den Erwartungswert
hh^+i;i h^j;ji untersuchen.
Ausgehend von der Denition der Gutzwiller-Wellenfunktion (3.2) erhalten wir
hΨ GjΨ Gi = h0j
Y
l
bP 2l j0i ; (4.20a)
hΨ Gjm^i;ΓjΨ Gi = h0j bPim^i;Γ bPiY
l 6=i
bP 2l j0i ; (4.20b)
hΨ Gjh^+i;i h^j;j jΨ Gi = h0j
 bPih^+i;i bPi  bPjh^j;j bPj Y
l 6=(i;j)
bP 2l j0i : (4.20c)
Die Produkte u¨ber bP 2l in (4.20) ko¨nnen wir in allen drei Fa¨llen mit Hilfe von (4.16)
folgendermaen umformen:
Y
l
( 6=i)( 6=i;j)
bP 2l = 1 + 1X
k=1
1
k!
X
l1;:::;lk
0 X
Hl1 ;H
0
l1
;:::;Hlk ;H
0
lk
(jHlj;jH0lj2)
lkY
l=l1

xl;Hl;H0ln^
HF
l;Hl;H0l

: (4.21)
Der Strich an der zweiten Summe deutet an, da hier alle Gitterpla¨tze ungleich sein
mu¨ssen,
i 6= j 6= l1 6= : : : 6= lk : (4.22)
Aufgrund der Vollsta¨ndigkeit der Hartree-Fock-Operatoren ko¨nnen wir fu¨r die u¨bri-
gen Operatoren in (4.20) die folgende Entwicklung vornehmen:bPim^i;Γ bPi = X
Hi;H0i
oi;ΓHi;H0i n^
HF
i;Hi;H0i ; (4.23a)
bPih^+i;iP^i = h^+i;i X
Hi;H0i
zi;iHi;H0in^
HF
i;Hi;H0i ; (4.23b)
bPj h^j;j bPj = h^j;j X
Hj ;H0j
z
j;j
Hj ;H0j n^
HF
j;Hj;H0j : (4.23c)
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Mit Hilfe der Abku¨rzung
N^HFl1;:::;lk 
lkY
l=l1
n^ HFl;Hl;H0l (4.24)
lassen sich die Norm und die Erwartungswerte in (4.20) damit schreiben als
hΨ GjΨ Gi = h0j0i+
1X
k=1
1
k!
X
l1;:::;lk
0 X
Hl1 ;H
0
l1
;:::;Hlk ;H
0
lk
(jHlj;jH0lj2)
 lkY
l=l1
xl;Hl;H0l

h0jN^HFl1;:::;lkj0i
(4.25a)
hΨ Gjm^i;ΓjΨ Gi =
X
Hi;H0i
oi;ΓHi;H0i
"
h0jN^HFi j0i+ (4.25b)
+
1X
k=1
1
k!
X
l1;:::;lk
0 X
Hl1 ;H
0
l1
;:::;Hlk ;H
0
lk
(jHlj;jH0lj2)
 lkY
l=l1
xl;Hl;H0l

h0jN^HFi;l1;:::;lkj0i
#
;
hΨ Gjh^+i;i h^j;j jΨ Gi =
X
Hi;H0i;Hj ;H0j
zi;iHi;H0i z
j;j
Hj ;H0j
"
h0jh^+i;ih^j;jN^HFi;j j0i+ (4.25c)
+
1X
k=1
1
k!
X
l1;:::;lk
0 X
Hl1 ;H
0
l1
;:::;Hlk ;H
0
lk
(jHlj;jH0lj2)
 lkY
l=l1
xl;Hl;H0l

h0jh^+i;ih^j;jN^HFi;j;l1;:::;lkj0i
#
:
Die in (4.25) stehenden Erwartungswerte in der Ein-Teilchen-Wellenfunktion j0i
ko¨nnen wir nun mit Hilfe des Wick’schen Theorems [52] auswerten. Ordnen wir
jedem Ein-Teilchen-Erwartungswert
P ;
0
i;j = h0jh^+i;h^j;0j0i (4.26)
eine Linie vom Gitterplatz i zum Gitterplatz j zu, so lassen sich sa¨mtliche Bei-
tra¨ge in (4.25) als Diagramme darstellen. Jedes dieser Diagramme besteht aus einer
Menge von Gitterpunkten (den sogenannten \Vertices"), die durch Linien der Form
(4.26) miteinander verbunden sind. Hierbei ist zwischen \internen" (l1; : : : ; lk) und
\externen" (i; j) Vertices zu unterscheiden. Im Ausdruck fu¨r die Norm stehen aus-
schlielich interne Vertices. Diese liefern jeweils Vertex-Beitra¨ge der Form xl;Hl;H0l.
In (4.25b) gibt es einen externen Vertex i mit dem Beitrag oi;ΓHi;H0i und in (4.25c) die
zwei externen Vertices i und j mit den Beitra¨gen zi;iHi;H0i und z
j;j
Hj ;H0j .
Bei kleinen atomaren Wechselwirkungen gehen die Variationsparameter Γ gegen
Eins und die Entwicklungskoezienten xH;H0 daher gegen Null. Aus diesem Grund
ko¨nnten die Gleichungen (4.25) als Ausgangspunkt einer sto¨rungstheoretischen Ent-
wicklung der Erwartungswerte (4.17) bei kleinen Kopplungen dienen. Hierzu mu¨te
man Regeln entwickeln, um sa¨mtliche Diagramme einer gegebenen Ordnung k sy-
stematisch auszuwerten. Die Diagramme werden jedoch, vor allem in Mehr-Band-
Systemen, bereits fu¨r kleine k sehr kompliziert und es ist zum momentanen Zeitpunkt
nicht absehbar, wie ergiebig eine solche sto¨rungstheoretische Auswertung sein ko¨nn-
te. Im folgenden werden wir feststellen, da im Limes unendlicher Raumdimension
keinerlei Diagramme ausgewertet werden mu¨ssen.
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4.3.2 Das Linked-Cluster-Theorem
Analog zur Theorie der Greensfunktionen [52] nehmen wir eine Unterteilung in zu-
sammenha¨ngende und nicht zusammenha¨ngende Diagramme vor. Jedes der Dia-
gramme, die man aus einem 0-Erwartungswert in (4.25) erha¨lt, la¨t sich in eindeu-
tiger Weise als Produkt von zusammenha¨ngenden Diagrammen schreiben. Bei den
Diagrammen mit externen Vertices entha¨lt genau einer dieser Faktoren die externen
Vertices. Fu¨r den Erwartungswert (4.25b) ist dies trivial, da es hier ohnehin nur
einen Vertex gibt. Aber auch die beiden externen Vertices i und j in (4.25c) mu¨ssen
zu einem gemeinsamen, zusammenha¨ngenden Diagramm geho¨ren, da andernfalls
bei Anwendung des Wick’schen Theorems ein isoliert stehender Erzeugungs- oder
Vernichtungsoperator die Teilchenzahlerhaltung verletzen wu¨rde.
Die in (4.25b) und (4.25c) mit den externen Vertices nicht verbundenen Diagramme
sind mit denjenigen, die aus der Norm resultieren, topologisch identisch. Unser Ziel
wird es daher sein, das Linked-Cluster-Theorem [53] anzuwenden und alle mit den
externen Vertices nicht verbundenen Diagramme gegen die Norm zu ku¨rzen.
Eine direkte Anwendung des Linked-Cluster-Theorems ist jedoch auf Grund der
Summenbeschra¨nkungen (4.22) nicht mo¨glich. Wa¨hrend sich diese Beschra¨nkung
im Falle des Ein-Band-Modells noch problemlos aufheben la¨t, bedarf der Mehr-
Band-Fall einer genaueren Analyse. Beide Situationen werden wir nun nacheinander
diskutieren.
a) Der Ein-Band-Fall
Im Ein-Band-Modell ko¨nnen wir folgende Vereinfachungen vornehmen:
xl;Hl;H0l ! xl (Hl = H0l = (12));
oi;ΓHi;H0i ! o
i;Γ
Hi (Hi = H0i; Γ = (;); (1); (2) oder (12));
zi;iHi;H0i ! z
i;
Hi (Hi = H0i);
n^ HFl;Hl;H0l ! n^ HFl;Hl (Hl = H0l):
Damit wird aus (4.25)
hΨ GjΨ Gi = h0j0i+
1X
k=1
1
k!
X
l1;:::;lk
0
 lkY
l=l1
xl

h0j
lkY
l=l1
n^ HFl;(12)j0i; (4.27a)
hΨ Gjm^i;ΓjΨ Gi =
X
Hi
oi;ΓHi
"
h0jn^ HFi;Hi j0i (4.27b)
+
1X
k=1
1
k!
X
l1;:::;lk
0
 lkY
l=l1
xl

h0jn^ HFi;Hi
lkY
l=l1
n^ HFl;(12)j0i
#
;
hΨ Gjh^+i;h^j;jΨ Gi =
X
Hi;Hj
zi;Hi z
j;
Hj
"
h0jh^+i;h^j;n^ HFi;Hi n^ HFj;Hj j0i (4.27c)
+
1X
k=1
1
k!
X
l1;:::;lk
0
 lkY
l=l1
xl

h0jh^+i;h^j;n^ HFi;Hi n^ HFj;Hj
lkY
l=l1
n^ HFl;(12)j0i
#
:
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Die Auswertung der j0i-Erwartungswerte in (4.27) fu¨hrt auf einfache Determinan-
ten. Zum Beispiel erhalten wir fu¨r den Erwartungswert in (4.27a)
h0j
lkY
l=l1
n^ HFl;(12)j0i =

P 1;1l1;l1 0    P 1;1l1;lk 0
0 P 2;2l1;l1    0 P 2;2l1;lk
...
...
...
P 1;1lk;l1 0    P 1;1lk;lk
0 P 2;2lk;l1 P
2;2
lk;lk

: (4.28)
Da die Determinante (4.28) verschwindet, wenn zwei der Gitterpla¨tze l1; :::; lk gleich-
gesetzt werden, ko¨nnen wir die Summationsbeschra¨nkung (4.22) in diesem Fall pro-
blemlos aufheben. Eine analoge Argumentation gilt fu¨r die Determinanten, die sich in
(4.27b) und (4.27c) ergeben (siehe auch [32, 18]). Damit la¨t sich das Linked-Cluster-
Theorem anwenden und die nicht zusammenha¨ngenden Diagramme in (4.27b) und
(4.27c) werden gerade durch die Norm (4.27a) geku¨rzt.
b) Der Mehr-Band-Fall
Im Mehr-Band-Fall sind die auftretenden Determinanten komplizierter. Betrachten
wir exemplarisch wieder den j0i-Erwartungswert, der im Normausdruck (4.25a)
steht. Dieser kann (abgesehen von einem irrelevanten Vorzeichen) folgendermaen
als Determinante geschrieben werden,
h0j
lkY
l=l1
n^ HFl;Hl;H0lj0i =

Ml1;l1 Ml1;l2    Ml1;lk
Ml2;l1 Ml2;l2    Ml2;lk
...
...
...
Mlk ;l1 Mlk ;l2    Mlk ;lk

: (4.29)
Hierbei wurden die Untermatrizen
Mi;j =
0BBBB@
P
1;01
i;j    P
1;0jHj j
i;j
...
...
P
jHij;
0
1
i;j    P
jHij;
0
jHj j
i;j
1CCCCA (4.30)
eingefu¨hrt, in denen die Orbitalindizes 1; : : : ; jHij (
0
1; : : : ; 
0
jHj j) die Elemente von
Hi (Hj) sind.
Um das Linked-Cluster-Theorem anwenden zu ko¨nnen, mu¨ssen wir zwei Arten von
Summationsbeschra¨nkungen aufheben. Betrachten wir zuna¨chst einen festen Vertex
l, der nach (4.25a) eine Summe u¨ber Kongurationen Hl;H0l entha¨lt. Die Spin-
Orbital-Zusta¨nde 1; : : : ; jHlj (
0
1; : : : ; 
0
jH0
l
j) sind in diesen beiden Kongurationen
per Denition ungleich, was im Hinblick auf das Linked-Cluster-Theorem ebenfalls
eine Summationsbeschra¨nkung darstellt. Diese kann jedoch leicht aufgehoben wer-
den, da die Determinante (4.29) verschwindet, wenn zwei der Zusta¨nde 1; : : : ; jHlj
oder 01; : : : ; 
0
jH0
l
j gleichgesetzt werden.
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Die Gleichsetzung zweier Ortsindizes fu¨hrt jedoch im allgemeinen nicht zum Ver-
schwinden der Determinante (4.29). Seien beispielsweise die beiden Indizes l1 und
l2 gleich. Dann mu¨ssen wir zwei Fa¨lle unterscheiden. Falls sowohl Hl1und Hl2 als
auch H0l1und H0l2 mindestens ein gemeinsames Element haben, gibt es in (4.29)
gleiche Spalten oder Zeilen und die Determinante verschwindet. In allen u¨brigen
Fa¨llen ist die Determinante ungleich Null. Daher werden durch eine Gleichsetzung
von Vertices (\Vertexkontraktion") zusa¨tzliche Diagramme geschaen, die allerdings
mit Diagrammen einer niedrigeren Ordnung topologisch identisch sind. Solche zwei
Diagramme unterscheiden sich nur hinsichtlich ihrer beiden unterschiedlichen Vor-
faktoren,
(xHl1 ;H0l1 )(xHl2 ;H
0
l2
) fu¨r das neu geschaene Diagramm und
(xHl1[Hl2 ;H0l1[H
0
l2
) fu¨r das Diagramm niedrigerer Ordnung.
Wir ko¨nnen daher die Summationsbeschra¨nkung (4.22) aufheben, wenn wir den da-
bei gemachten Fehler durch die Einfu¨hrung eektiver Vertexfaktoren kompensieren,
xl;Hl;H0l ! ~xl;Hl;H0l ;
oi;ΓHi;H0i ! ~o
i;Γ
Hi;H0i ;
zi;iHi;H0i ! ~z
i;i
Hi;H0i :
Nach dieser \Vertexkorrektur" la¨t sich das Linked-Cluster-Theorem anwenden und
fu¨r die Erwartungswerte hh^+i;ih^j;ji und hm^i;Γi erhalten wir damit
hm^i;Γi =
X
Hi;H0i
oi;ΓHi;H0i
"n
N^HFi
oV
0
(4.31a)
+
1X
k=1
1
k!
X
l1;:::;lk
0 X
Hl1 ;H
0
l1
;:::;Hlk ;H
0
lk
(jHlj;jH0lj2)
 lkY
l=l1
xl;Hl;H0l
n
N^HFi;l1;:::;lk
oV
0
#
;
hh^+i;i h^j;ji =
X
Hi;H0i;Hj ;H0j
zi;iHi;H0i z
j;j
Hj ;H0j
"
h^+i;i h^j;j n^
HF
i;Hi;H0i n^
HF
j;Hj;H0j
V
0
(4.31b)
+
1X
k=1
1
k!
X
l1;:::;lk
0 X
Hl1 ;H
0
l1
;:::;Hlk ;H
0
lk
(jHlj;jH0lj2)
 lkY
l=l1
xl;Hl;H0l
n
h^+i;ih^j;jN^
HF
i;j;l1;:::;lk
oV
0
#
:
Die Klammernf:::gV0 dru¨cken aus, da nach Anwendung des Wick’schen Theorems
nur die zusammenha¨ngenden Diagramme zu beru¨cksichtigen sind. Da die Anzahl an
Vertexkorrekturen immer endlich ist, sind die eektiven Vertexfaktoren prinzipiell
berechenbar. Im na¨chsten Abschnitt werden wir jedoch sehen, da sie im Limes
unendlicher Raumdimension keine Bedeutung haben.
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4.3.3 Vereinfachungen in unendlicher Raumdimension
Im Limes unendlicher Raumdimension (d!1) kommt es zu erheblichen Vereinfa-
chungen bei der diagrammatischen Auswertung der Erwartungswerte (4.31). Diese
basieren darauf, da Diagramme, in denen zwei Gitterpla¨tze u¨ber mindestens drei
Linien miteinander verbunden sind, in unendlicher Dimension verschwinden. Diese
Aussage ergibt sich leicht aus der Skalierungsbedingung (2.45).
Betrachten wir zum Beispiel zwei Gitterpunkte i und j, die u¨ber drei Linien mit-
einander verbunden sind. Der Gitterpunkt i sei ein externer Vertex, so da u¨ber
j zu summieren ist. Diese Summe ko¨nnen wir in Teilsummen u¨ber Schalen von n-
ten na¨chsten Nachbarn aufteilen. Da die Zahl der n-ten na¨chsten Nachbarn von
der Ordnung dn ist, gibt jede dieser Teilsummen einen Beitrag  dnd−3n=2, der fu¨r
d ! 1 verschwindet. Die Verallgemeinerung dieser Argumentation auf beliebige
Diagramme ist oensichtlich.
Aufgrund der Bedingungen jHlj; jH0lj  2 in (4.31) haben die internen Vertices die
Eigenschaft, da mindestens vier Linien in diese hinein- oder aus ihnen herausfu¨hren.
Wegen der Diagonalita¨t der Ein-Teilchen-Dichtematrix (4.4) und der Denition der
Hartree-Fock-Operatoren ist das Auftreten von lokalen Linien der Form P ;
0
l;l an den
internen Vertices ausgeschlossen. Damit ist aber jeder interne Vertex u¨ber minde-
stens vier Linien mit anderen Vertices verbunden, so da in unendlicher Dimension
ausschlielich Diagramme ohne interne Vertices beitragen. Fu¨r die gesuchten Erwar-
tungswerte erhalten wir damit
hm^i;Γi(d!1) =
X
Hi;H0i
oi;ΓHi;H0i
n
n^ HFi;Hi;H0i
oV
0
; (4.32a)
hh^+i;i h^j;ji(d!1) =
X
Hi;H0i;Hj ;H0j
zi;iHi;H0i
z
j;j
Hj ;H0j

h^+i;i h^j;j n^
HF
i;Hi;H0in^
HF
j;Hj ;H0j
V
0
:
(4.32b)
Der Vollsta¨ndigkeit halber mu¨ssen wir noch begru¨nden, warum bei den externen
Vertices in (4.32) keine Vertexkorrektur auftritt:
Die Erwartungswertbildung in (4.32a) erzwingt Hi = H0i = ;. Da die zugeho¨rigen
Diagramme keine Linien enthalten, ko¨nnen sie nicht durch eine Vertexkontraktion
aus gro¨eren Diagrammen gewonnen werden. Die Vertices i und j in (4.32b) ko¨nnen
nur durch genau eine Linie verbunden sein, und es gilt jHij; jH0ij; jHjj; jH0j j  1.
Der Erwartungswert la¨t sich daher in folgender Form schreiben
hh^+i;ih^j;ji =
X
0i;
0
j
r
q
0i
i;iq
0j
j;jh0jh^+i;0i h^j;0j j0i : (4.33)
Die Elemente der Matrizen ~q werden wir im Abschnitt 4.5 konkret berechnen. Da
fu¨r die inneren Vertices immer jHlj; jH0lj  2 erfu¨llt ist, ko¨nnen auch die Diagramme
in (4.32b) nicht durch eine Vertexkontraktion aus gro¨eren Diagrammen gewonnen
werden.
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Fu¨r die Auswertung in den folgenden Abschnitten sei noch darauf hingewiesen, da
sich die Erwartungswerte (4.32) oenbar auch folgendermaen schreiben lassen
hm^i;Γi(d!1) = h0jP^im^i;ΓP^ij0i ; (4.34a)
hh^+i;i h^j;ji(d!1) = h0j(P^ih^+i;iP^i)(P^jh^j;j P^j)j0i : (4.34b)
4.4 Berechnung der atomaren Besetzungen
In diesem Abschnitt wollen wir die Erwartungswerte der lokalen atomaren Beset-
zungsoperatoren im Limes unendlicher Raumdimension berechnen. Aus Gleichung
(4.34a) erhalten wir direkt mit Hilfe von (3.17b)
mΓ = hm^Γi = hP^ m^ΓP^ i0 = 2Γm0Γ : (4.35)
Die Variationsparameter Γ ko¨nnen u¨ber diese Gleichung durch die Erwartungs-
werte mΓ ersetzt werden, die damit als neue Variationsparameter dienen. In diesem
Zusammenhang ko¨nnen wir uns leicht davon u¨berzeugen, da die Bedingung (4.17a),
h0jP^ 2j0i = h
X
Γ
2Γm^Γi0 =
X
Γ
mΓ = 1 ; (4.36)
automatisch erfu¨llt ist, wenn wir die lokale Vollsta¨ndigkeit der Erwartungswerte
mΓ beachten. Diese Relation legt uns zum Beispiel den Erwartungswert fu¨r das
Auftreten eines leeren Gitterplatzes fest,
m; = 1−
X
Γ(6=;)
mΓ : (4.37)
Fu¨r die weitere Rechnung schreiben wir den Operator P^ zuna¨chst in der Form
P^ =
X
H;H0
H;H0m^H;H0 ; (4.38)
wobei wir die Koezienten
H;H0 =
X
Γ
AH;ΓΓA+Γ;H0 (4.39)
eingefu¨hrt haben. In unendlicher Dimension folgt dann fu¨r die Erwartungswerte von
Besetzungs- und Transferoperatoren der atomaren Kongurationszusta¨nde
mH;H0 = hm^H;H0i = hP^ m^H;H0P^ i0
=
X
H1;H2;H3;H4
H1;H2H3;H4hm^H1;H2m^H;H0m^H3;H4i0
=
X
K
K;HH0;Km
h;0
K : (4.40)
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Fu¨r H = H0 erhalten wir speziell
mH = mH;H =
X
K
jK;Hj2mh;0K : (4.41)
Die Bedingungsgleichungen (4.17) fu¨hren neben (4.37) zu weiteren Einschra¨nkun-
gen fu¨r die Variationsparameter Γ (bzw. mΓ). Wir werden nun zeigen, da sie die
Erwartungswerte fu¨r die lokalen Einfach-Besetzungen mΓ (mit jΓj = 1) festlegen.
Wir multiplizieren beide Seiten von (4.16) mit h^+ h^0 und bilden den Erwartungswert
in j0i. Mit Hilfe der Vollsta¨ndigkeitsrelation (2.28) und Gleichung (4.6b) erhalten
wir dann fu¨r (4.17b)
hh^+ h^0i0 =
X
Γ
2Γ
X
H;H0
AH;ΓA+Γ;H0hh^+ h^0m^H;H0i0 : (4.42)
Oenbar ist der rechts stehende Erwartungswert nur dann ungleich Null, wenn H =
J [ 0 und H0 = J [ , wobei ; 0 =2 J . Damit folgt
hh^+ h^0m^H;H0i0 = fsgn(0;J )fsgn(;J )hm^J[(;0)i0 (4.43)
und aus (4.42) wird mit Hilfe von (4.35)
nh;0 ;0 =
X
Γ
mΓ
m0Γ
X
J
fsgn(0;J )fsgn(;J )A(J[0);ΓA+Γ;(J[)mh;0J[(;0) : (4.44)
Die Gleichungen (4.44) legen die Einfach-Besetzungen mΓ und die Matrixelemen-
te A;Γ (jeweils fu¨r jΓj = 1) fest. Der Wert dieser Matrixelemente war durch den
atomaren Hamiltonoperator (2.2) nicht bestimmt und daher im Abschnitt 4.1 oen
geblieben.
Die Lo¨sung des Gleichungssystems (4.44) ndet man durch Diagonalisierung der
2N{dimensionalen Matrix ~Z mit den Elementen
Z;0 =
nh;0
mh;0
;0−
X
jΓj2
mΓ
m0Γ
X
J (;0 62J )
fsgn(0;J )fsgn(;J )A(J[0);ΓA+Γ;(J[)
mh;0J[(;0)
mh;0(;0)
:
(4.45)
Alle Gro¨en in ~Z sind bestimmt, sobald die Wellenfunktion j0i und die Variations-
parameter mΓ fu¨r jΓj  2 festgelegt sind. Die Matrix ~Z wird nach Gleichung (4.44)
gerade durch die noch unbestimmte Ein-Teilchen-Untermatrix in A^ diagonalisiertX
;0
A;ΓZ;0A
+
Γ0;0 = Γ;Γ0
2
Γ (jΓj = 1) : (4.46)
Die Besetzungen mΓ (mit jΓj = 1) ko¨nnen wir u¨ber die hierbei bestimmten Eigen-
werte 2Γ gewinnen,
mΓ = 
2
Γ
X

jA;Γj2mh;0 (jΓj = 1) : (4.47)
Aufgrund von Symmetrien ist die Dimension der in (4.46) eektiv zu diagonalisie-
renden Matrix gleich der Zahl der ina¨quivalenten Orbitale pro Gitterplatz und damit
in der Regel deutlich kleiner als 2N .
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4.5 Bestimmung der kinetischen Energie
In diesem Abschnitt werden wir den Erwartungswert (4.18b) eines Hu¨pfoperators
in unendlicher Dimension bestimmen. U¨ber Gleichung (4.19) war dieser mit dem
entsprechenden Erwartungswert (4.33) in der transformierten Basis verknu¨pft. Mit
Hilfe der Ru¨cktransformation
hh^+i;0ih^j;0ji0 =
X
γ0i;γ
0
j
F+i;0i;γ0i
Fj;γ0j ;0jhc^
+
i;γ0i
c^j;γ0ji0 (4.48)
nden wir dann
hc^+i;γi c^j;γji =
X
i;j ;0i;
0
j
X
γ0i;γ
0
j
Fi;γi;iF
+
j;j ;γj
r
q
0i
i;iq
0j
j;jF
+
i;0i;γ
0
i
Fj;γ0j ;0jhc^
+
i;γ0i
c^j;γ0ji0 (i 6= j):
(4.49)
Das verbleibende Problem ist also die Bestimmung der ~q-Matrix in (4.33).
Im Rest dieses Abschnitts ignorieren wir wieder die Ortsindizes. Ausgangspunkt
unserer Rechnung ist die Gleichung (4.34b). Fu¨r P^ verwenden wir den Ausdruck
(4.38) und erhalten damit
P^ h^+ P^ =
X
H1;H2;H3;H4
H1;H2H3;H4m^H1;H2 h^
+
 m^H3;H4 : (4.50)
Mit der Dirac-Darstellung der Operatoren m^H;H0 = jHihH0j folgt hieraus
P^ h^+ P^ =
X
H1;H2;H3;H4
H1;H2H3;H4hH2jh^+ jH3im^H1;H4
=
X
H1;H2;H3;H4
H1;H2H3;H4fsgn(;H3)H2;H3[m^H1;H4 : (4.51)
Man beachte, da hierbei  =2 H3 und jH1j = jH4j+ 1 ist. In unendlicher Dimension
ist (4.51) nur dann ungleich Null, wenn H1 = H0 [ 0 (0 =2 H0) und H4 = H0.
Andernfalls entstu¨nden in (4.34b) entweder lokale Fock-Terme oder mehr als zwei
Linien zwischen den Gitterpla¨tzen i und j. Fu¨r 0 =2 H0 denieren wir den Operator
m^
0
H0;H0 =
Y
γ2H0n0
n^hγ
Y
γ2H0n0
(1− n^hγ) ; (4.52)
setzen H3  H und erhalten damit
P^ h^+ P^ =
X
0
h^+0
X
H0 (0 62H0)
X
H ( 62H)
(H0[0);(H[)H;H0fsgn(;H)fsgn(0;H0)m^0H0;H0 :
(4.53)
Da bei der Anwendung des Wick’schen Theorems nur der Operator h^+0 eine vom
Gitterplatz wegfu¨hrende Linie erzeugen darf, folgt hieraus direktq
q0 =
X
H0 (0 62H0)
X
H ( 62H)
(H0[0);(H[)H;H0fsgn(;H)fsgn(0;H0)hm^0H0;H0i0 : (4.54)
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Mit Hilfe der Gleichungen (4.35) und (4.39) sowie der einfachen Beziehung
hm^0H0;H0i0 =
mh;0H0
1− nh;00
=
vuut mh;0H0mh;0(H0[0)
nh;00 (1− nh;00 )
(4.55)
erhalten wir damit abschlieend fu¨r die Elemente der ~q-Matrix
q
q0 =
vuut 1
nh;00 (1− nh;00 )
X
Γ;Γ0
s
mΓmΓ0
m0Γm
0
Γ0
(4.56)
 X
H;H0
( 62H;0 62H0)
fsgn(0;H0)fsgn(;H)
r
mh;0(H0[0)m
h;0
H0A
+
Γ;(H[)A(H0[0);ΓA
+
Γ0;H0AH;Γ0 :
Mit Hilfe von Gleichung (4.49) ko¨nnen wir den Erwartungswert derjenigen Anteile
im Ein-Teilchen-Hamiltonoperator H^1, die Hu¨pfprozesse zwischen unterschiedlichen
Gitterpla¨tzen darstellen, folgendermaen zusammenfassen. Setzen wir
H^ 01 
X
i6=j;γ;γ0
t γ;γ
0
i;j c^
+
i;γ c^j;γ0 ; (4.57)
dann folgt
hH^ 01i =
X
i6=j;γ1;γ01
t
γ1;γ01
i;j hc^+i;γ1 c^j;γ01i0 ; (4.58a)
t
γ1;γ01
i;j =
X
1;01;2;
0
2
r
q1i;2q
01
j;02
F+i;1;γ1Fj;γ01;01
X
γ2;γ02
t
γ2;γ02
i;j Fi;γ2;2F
+
j;02;γ
0
2
: (4.58b)
Der Erwartungswert von (4.57) la¨t sich also als Energie eines Ein-Teilchen-
Hamiltonoperators mit eektiven Hu¨pfmatrixelementen t interpretieren. Die Gro¨en
t sollten nicht mit den entsprechenden Parametern in unendlicher Raumdimension
verwechselt werden (vgl. Gleichung (2.35)).
Zur vollsta¨ndigen Bestimmung der variationellen kinetischen Energie hH^1i mu¨ssen
wir nun noch die On-Site-Beitra¨ge in H^1 auswerten. Diese Rechnung erfolgt im
na¨chsten Abschnitt.
4.6 Berechnung der lokalen Ein-Teilchen-Dichte-
matrix
Der Hamiltonoperator H^1 kann neben den On-Site-Energien t
γ;γ
ii = i;γ auch Terme
der Form tγ;γ
0
ii mit γ 6= γ0 enthalten. Daher mu¨ssen wir in diesem letzten Abschnitt
noch einen Ausdruck fu¨r die korrelierte lokale Ein-Teilchen-Dichtematrix
Cγ1;γ01 = hc^+γ1 c^γ01i (4.59)
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herleiten. Die lokalen Brutto-Besetzungen sind dann die Diagonalelemente dieser
Matrix, nγ = Cγ;γ.
Wir dru¨cken (4.59) zuna¨chst in der transformierten Basis aus
Cγ1;γ01 =
X
1;01
Fγ1;1H1;01F
+
01;γ
0
1
; (4.60a)
H1;01  hh^+1 h^01i : (4.60b)
Man beachte, da die lokale Ein-Teilchen-Dichtematrix ~H im Gegensatz zu hh^+1 h^01i0
nicht notwendigerweise diagonal ist. In unendlicher Dimension ko¨nnen wir die Ele-
mente von ~H leicht berechnen. Aus (4.38) folgt
H1;01 = hP^ h^+1 h^01P^ i0 (4.61)
=
X
H1;H2;H3;H4
H1;H2H3;H4hm^H1;H2 h^+1 h^01m^H3;H4i0 :
In unendlicher Dimension mu gelten,H1 = H4  H0,H3 = H[01 undH2 = H[1,
wobei 1; 
0
1 =2 H. Damit erhalten wir
H1;01 =
X
H (1;01 62H)
fsgn(1;H)fsgn(01;H)
X
H0
H0;H[1H[01;H0m
h;0
H0 (4.62)
=
X
H (1;01 62H)

fsgn(1;H)fsgn(01;H)
X
Γ;Γ0
s
mΓmΓ0
m0Γm
0
Γ0
A+Γ;H[1AH[01;Γ0
X
H0
AH0;ΓA
+
Γ0;H0m
h;0
H0

:
Die Matrix ~H ist also bei Vorgabe der Variationsparameter mΓ (jΓj  2) und der
Ein-Teilchen-Wellenfunktion j0i bekannt. Mit Hilfe von Gleichung (4.60a) erhalten
wir dann fu¨r die lokale Ein-Teilchen-EnergieX
γ1;γ01
tγ1;γ
0
1hc^+γ1 c^γ01i =
X
γ1;γ01
X
1;01
tγ1;γ
0
1Fγ1;1H1;01F
+
01;γ
0
1
: (4.63)
Auch den Ausdruck (4.63) ko¨nnen wir formal als Energie eines eektiven Ein-
Teilchen-Modells interpretieren. Hierzu diagonalisieren wir ~H zuna¨chst mit Hilfe
einer unita¨ren Matrix ~X, 
~X
+ ~H ~X = diag(nh) ; (4.64)
was auf Grund der Hermitizita¨t von ~H immer mo¨glich ist. Damit ko¨nnen wir die
Elemente von ~H schreiben als
H1;01 =
X
2;02
X1;22;02 n
h
2X
+
02;
0
1
=
X
2;02
X1;2
nh2
nh;02
hh^+2 h^02i0X
+
02;
0
1
: (4.65)
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Den Erwartungswert hh^+2 h^02i0 transformieren wir zuru¨ck in die Basis der c-
Operatoren und erhalten damit fu¨r die Elemente der Ein-Teilchen-Dichtematrix ~C,
Cγ1;γ01 =
X
γ2;γ02
C0γ2;γ02
X
1;01;2;
0
2
F+2;γ2Fγ02;02X1;2
nh2
nh;02
X+02;01
Fγ1;1F
+
01;γ
0
1
: (4.66)
Dieser Ausdruck erlaubt uns, die On-Site-Energie (4.63) ebenfalls als Erwartungs-
wert eines Ein-Teilchen-Hamiltonoperators zu schreiben,X
γ1;γ01
tγ1;γ
0
1hc^+γ1 c^γ01i =
X
γ2;γ02
t γ2;γ
0
2hc^+γ2 c^γ02i0 ; (4.67)
wobei die eektiven lokalen Hu¨pfmatrixelemente t gegeben sind durch
t γ2;γ
0
2 =
X
γ1;γ01
tγ1;γ
0
1
X
1;01
Fγ1;1F
+
01;γ
0
1
X
2;02
X1;2
nh2
nh;02
X+02;01
F+2;γ2Fγ02;02 : (4.68)
Kapitel 5
Spezialfa¨lle
In diesem Kapitel werden die allgemeinen Ergebnisse aus Kapitel 4 in drei spe-
ziellen Fa¨llen ausgewertet. In Abschnitt 5.1 fassen wir zuna¨chst die wesentlichen
Ergebnisse aus Kapitel 4 fu¨r den Fall verschwindender Fock-Terme zusammen. An-
schlieend wenden wir diese Ergebnisse auf Hamiltonoperatoren mit reiner Dichte-
Wechselwirkung (Abschnitt 5.2) sowie auf das Zwei-Orbital-Modell (Abschnitt 5.3)
an. In beiden Fa¨llen ergeben sich signikante Vereinfachungen der allgemeinen Er-
gebnisse aus Kapitel 4.
5.1 Wellenfunktionen mit verschwindenden Fock-
Termen
In diesem Abschnitt wollen wir die allgemeinen Ergebnisse aus Kapitel 4 im Falle
verschwindender Fock-Terme zusammenfassen. Wir gehen also vom allgemeinen Ha-
miltonoperator (2.1) aus und verlangen von der Ein-Teilchen-Wellenfunktion j0i
in (3.17a), da
h0jc^+i;c^i;0 j0i = 0 fu¨r  6= 0 : (5.1)
Diese Gleichung ist in vielen Fa¨llen problemlos zu erfu¨llen. Sie gilt zum Beispiel,
wenn in der orbitalen Basis jede Darstellung der Symmetriegruppe ho¨chstens einmal
vertreten ist und die Ein-Teilchen-Wellenfunktion j0i die Symmetrie des Gitters
besitzt. Ein Beweis fu¨r diese allgemeine Aussage wird im Anhang B gegeben. In
kubischer Symmetrie bedeutet dies zum Beispiel, da jeweils nur ein Satz von s; p; eg
und t2g Orbitalen vorkommen darf.
In Kapitel 4 wurde gezeigt, da sich der Erwartungswert des Hamiltonoperators
(2.1) im Limes unendlicher Raumdimension folgendermaen schreiben la¨t:
hH^i = X
i6=j;1;01
t
1;01
i;j hc^+i;1 c^j;01i0 +
X
i;
i;ni; +
X
i;Γ
Ei;Γmi;Γ ; (5.2a)
t
1;01
i;j =
X
2;02
t
2;02
i;j
r
q1i;2q
01
j;02
: (5.2b)
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Die eektiven Hu¨pfmatrixelemente t denieren Quasiteilchenba¨nder, deren Breite
und Form durch die Elemente der ~q-Matrix beeinflut werden. Diese Matrix ist auf
Grund der Austauschterme im atomaren Hamiltonoperator (2.2) nicht-diagonal und
ihre Elemente sind gegeben durch
q
q0 =
s
1
n00(1− n00)
X
Γ;Γ0
s
mΓmΓ0
m0Γm
0
Γ0
(5.3)
 X
I;I0
( 62I;0 62I0)
fsgn(0; I 0)fsgn(; I)
q
m0(I0[0)m
0
I0T
+
Γ;(I[)T(I0[0);ΓT
+
Γ0;I 0TI;Γ0 :
Hierbei wurde bereits verwendet, da sich die urspru¨nglichen Variationsparame-
ter i;Γ durch physikalisch motiviertere Gro¨en, na¨mlich die atomaren Besetzun-
gen mi;Γ ausdru¨cken lassen. Die Beziehung zwischen beiden ist gegeben durch
2i;Γ =
mi;Γ
m0i;Γ
: (5.4)
Aufgrund der Vollsta¨ndigkeitsrelation (2.28) ist der Erwartungswert fu¨r das Auftre-
ten eines leeren Gitterplatzes eine Funktion der u¨brigen atomaren Besetzungswahr-
scheinlichkeiten
mi;; = 1−
X
Γ (jΓj=1)
mi;Γ −
X
Γ (jΓj2)
mi;Γ : (5.5)
Die Quadrate der Variationsparameter fu¨r die atomaren Einfach-Besetzungen 2Γ
(mit jΓj = 1) sind die Eigenwerte der 2N dimensionalen Matrix ~Z mit den Elementen
Z;0 =
n0
m0
;0 −
X
Γ (jΓj2)
mΓ
m0Γ
X
I (;0 62I)
fsgn(0; I)fsgn(; I)T(I[0);ΓT+Γ;(I[)
m0I[(;0)
m0(;0)
:
(5.6)
Die in Abschnitt 2.2 unbestimmt gebliebene unita¨re Matrix T;Γ fu¨r die Einfach-
Besetzungen (jΓj = 1) ist so zu wa¨hlen, da sie ~Z diagonalisiert,
T+;ΓZ;0TΓ; = diag(
2
Γ) (jΓj = 1) : (5.7)
Mit Hilfe der so bestimmten Parameter 2Γ sind u¨ber (5.4) auch die Erwartungswerte
fu¨r die Einfach-Besetzungen mΓ (jΓj = 1) bekannt. Die lokalen Dichten ni; lassen
sich mit Hilfe der Gleichung
ni; =
X
I (2I)
mi;I (5.8)
berechnen, wobei die Kongurationsbesetzungen mi;I durch
mi;I =
X
K
X
Γ
s
mi;Γ
m0i;Γ
T+i;Γ;ITi;K;Γ
2m0i;K : (5.9)
gegeben sind.
Damit sind alle Gro¨en in (5.2) als Funktion der Variationsparameter mi;Γ und der
Wellenfunktion j0i bekannt und die verbleibende Aufgabe ist die (in der Regel)
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numerische Minimierung von hH^i. Ein hierbei prinzipiell durchfu¨hrbarer Weg ist
der folgende. Man xiere die Parameter mi;Γ sowie eine Ausgangswellenfunktion
jin0 i, die wiederum lokale Dichten n0;ini; festlegt. Die Wellenfunktion jout0 i sei dann
der Grundzustand des eektiven Ein-Teilchen-Hamiltonoperators
H^eff;in =
X
i6=j;;0
t;
0;in
i;j c^
+
i;c^j;0 +
X
i;
 ini;n^i; +
X
i;Γ
Ei;Γmi;Γ ; (5.10a)
 ini; = i;
nini;
n0;ini;
: (5.10b)
Die durch jout0 i festgelegten lokalen Dichten n0;outi; dienen als Ausgangspunkt fu¨r den
na¨chsten Iterationsschritt. Auf diese Weise ergibt sich iterativ fu¨r xierte Parame-
ter mi;Γ ein optimales jopt0 i. Nach der globalen Minimierung von hH^i bezu¨glich der
Parameter mi;Γ erha¨lt man einen optimalen Ein-Teilchen-Hamiltonoperator H^
eff;opt,
dessen Quasiteilchen-Bandstruktur mit experimentellen Ergebnissen verglichen wer-
den kann. Die auf diese Weise erhaltenen Quasiteilchen werden jedoch allenfalls in
der Na¨he der Fermi-Kante eine akzeptable Beschreibung des zugrundeliegenden Sy-
stems liefern.
Einen Weg, u¨ber den man die Gutzwiller-Methode auch bei endlichen Temperaturen
einsetzen kann, wurde zum Ein-Band-Modell von Vollhardt vorgeschlagen [35]. Die
variationelle Grundzustandsenergie ist eine Funktion der Besetzungen im k-Raum.
U¨ber dierenziell kleine Verformungen der Fermifla¨che lassen sich Fermiflu¨ssigkeits-
parameter des Systems numerisch bestimmen [35]. Diese Gro¨en ermo¨glichen eine
Beschreibung des metallischen korrelierten Elektronensystems fu¨r kleine Anregungs-
energien und bei niedrigen Temperaturen [27, 54].
5.2 Hamiltonoperatoren mit rein dichteartiger
Wechselwirkung
Setzen wir die nicht diagonalen Terme J 1;2;3;4i im atomaren Hamiltonoperator
(2.2) gleich Null, so folgt
TI;Γ  I;Γ ; (5.11)
da die Kongurationszusta¨nde jIi in diesem Fall auch die Eigenzusta¨nde des
Atoms sind. Unter diesen Umsta¨nden erhalten wir die Klasse der Gutzwiller-
Wellenfunktionen mit reiner Dichte-Wechselwirkung (3.19). Fu¨r diese Klasse von
Wellenfunktionen verschwinden alle Austauschterme in (2.2), wenn wir zusa¨tzlich
annehmen, da Gleichung (5.1) erfu¨llt ist. Daher ergibt sich in diesen Wellenfunk-
tionen fu¨r beide Hamiltonoperatoren (2.2) und (2.3) der gleiche Energieausdruck.
Aus Gleichung (5.11) folgt die Diagonalita¨t der ~Z-Matrix (5.6). Mit Hilfe der
Vollsta¨ndigkeitsrelation
ni; = mi; +
X
I (jIj2;2I)
mi;I (5.12)
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erhalten wir als Eigenwerte von ~Z
2i; =
n0i; − ni; +mi;
m0i;
: (5.13)
Aus einem Vergleich mit (5.4) ergibt sich dann
ni; = n
0
i; : (5.14)
Dieses Ergebnis ko¨nnen wir etwas direkter auch folgendermaen nden. In Kapitel 4
wurde gezeigt, da in unendlicher Dimension
hn^i;i = hP^i n^i;P^ii0 = hn^i;P^ 2i;Gi0 (5.15)
gilt. Der zweite Rechenschritt ist hierbei mo¨glich, weil der Gutzwiller-Korrelator P^i
nur Dichte-Operatoren entha¨lt. Mit Hilfe von Gleichung (4.17b) folgt dann direkt
(5.14). Die Gleichungen (5.12) und (5.14) gestatten uns, die Erwartungswerte von
Einfach-Besetzungen m explizit als Funktion der lokalen Dichten in j0i und der
Variationsparameter mi;I mit jIj  2 anzugeben
mi; = n
0
i; +
X
I (jIj2;2I)
mi;I : (5.16)
Dies war fu¨r die Hamiltonoperatoren mit vollsta¨ndiger atomarer Wechselwirkung im
allgemeinen nicht mo¨glich, da in diesem Fall zuna¨chst die ~Z-Matrix diagonalisiert
werden mu.
Im Falle reiner Dichte-Wechselwirkungen und fu¨r Wellenfunktionen, die die Bedin-
gung (5.1) erfu¨llen, werden unterschiedliche lokale Kongurationen nicht gemischt.
Daher ist die ~q-Matrix (5.3) diagonal, was formal wieder leicht aus Gleichung (5.11)
folgt. Fu¨r die Diagonalelemente erhalten wir
p
qi; 
q
qi; =
vuut 1
n0i;(1− n0i;)
X
I ( 62I)
p
mi;Imi;(I[) ; (5.17a)
und der Erwartungswert des Hamiltonoperators vereinfacht sich damit zu
hH^i = X
i6=j;;0
t;
0
i;j
p
qi;
p
qj;0hc^+i;c^j;0i0 +
X
i;
i;n
0
i; +
X
i;I
Hi;I;Imi;I : (5.17b)
Fu¨r translationsinvariante Systeme ist dieser Ausdruck identisch mit dem Ergebnis
der Gutzwiller-Na¨herung (siehe Anhang A).
5.3 Das Zwei-Orbital-Modell
Bereits in Kapitel 2.3 wurde der atomare Anteil eines aus zwei eg Orbitalen bestehen-
den Modell-Hamiltonoperators diskutiert. In diesem Abschnitt stellen wir zuna¨chst
den Ein-Teilchen-Hamiltonoperator dieses Systems vor. Anschlieend bestimmen wir
die variationelle Grundzustandsenergie mit Hilfe der allgemeinen Ergebnisse aus den
Abschnitten 5.1 und 5.2
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5.3.1 Der Ein-Teilchen-Hamiltonoperator
Wir werden im folgenden einen drei-dimensionalen Tight-binding-Hamiltonoperator
mit na¨chsten und u¨berna¨chsten Hu¨pfmatrixelementen verwenden. Die Matrixele-
mente werden in der Zwei-Zentren-Na¨herung behandelt. Fu¨r die Parameter tdd; tdd
und tdd (siehe: Slater und Koster [55]) wa¨hlen wir die realistischen Werte
t
(1)
dd = −1 eV; t(2)dd = −0:25 eV (5.18a)
tdd : tdd : tdd = 1 : (−0:3) : 0:1 : (5.18b)
Durch die Beru¨cksichtigung auch u¨berna¨chster Hu¨pfmatrixelemente werden patho-
logische Eigenschaften der Energieba¨nder, wie zum Beispiel eine \perfect-nesting"-
Situation bei halber Bandfu¨llung, vermieden. Mit den Parametern (5.18) erhalten
wir als Dispersionsrelation fu¨r die reinen 3z2−r2 (b = 1) bzw. x2−y2 (b = 2) Ba¨nder
1(k) = t
(1)
dd((1=2) cos kx + (1=2) cos ky + 2 cos kz) + (3=2)t
(1)
dd(cos kx + cos ky)
+t
(2)
dd cos kx cos ky + [(1=4)t
(2)
dd + 3t
(2)
dd](cos kx + cos ky) cos kz
+3t
(2)
dd(cos kx cos ky + (1=4) cos kx cos kz + (1=4) cos ky cos kz) ; (5.19a)
2(k) = (3=2)t
(1)
dd(cos kx + cos ky) + t
(1)
dd((1=2) cos kx + (1=2) cos ky + 2 cos kz)
+4t
(2)
dd cos kx cos ky + [(3=4)t
(2)
dd + t
(2)
dd + (9=4)t
(2)
dd](cos kx + cos ky) cos kz :
(5.19b)
Die Hybridisierungs-Matrixelemente sind gegeben durch
12(k) = 21(k) = (
p
3=2)[−t(1)dd + t(1)dd](cos kx − cos ky) (5.19c)
+[(
p
3=4)t
(2)
dd −
p
3t
(2)
dd + (3
p
3=4)t
(2)
dd](cos kx − cos ky) cos kz :
Hierbei wurde die kubische Gitterkonstante gleich Eins gesetzt. Man beachte, da
das Symbol  in 5.19 der Nomenklatur von Slater und Koster [55] entstammt und
mit den Spin-Orbital-Zusta¨nden  in keiner Beziehung steht. Im folgenden setzen
wir
 ! (b; ) ; (5.20)
wobei  nun die beiden Spinzusta¨nde " und # repra¨sentiere.
Der Ein-Teilchen-Hamiltonoperator wird im k-Raum durch die Transformation
+k;1; = cos k c^
+
k;1; + sink c^
+
k;2; ; (5.21a)
+k;2; = − sin k c^+k;1; + cosk c^+k;2; ; (5.21b)
diagonalisiert, wobei die Winkel k durch
tan(2k) =
212(k)
1(k)− 2(k) (5.21c)
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bestimmt sind. Fu¨r die Dispersionsrelationen der Ba¨nder  erhalten wir damit
E1;2(k) =
1(k) + 2(k)
2

vuut 1(k)− 2(k)
2
!2
+ [12(k)]2 : (5.22)
Entlang der Linie (; ; ) in der irreduziblen Brillouinzone sind die beiden Ba¨nder
entartet und die Bandbreite betra¨gt W = 6:6 eV. Als Ein-Teilchen-Zustand j0i
wa¨hlen wir
j0i =
Y

Y
k1
(E1(k1)EF;)
Y
k2
(E2(k2)EF;)
^+k1;1;^
+
k2;2;
j0i : (5.23)
Die Fermifla¨chen beider Ba¨nder sind invariant unter den Symmetrieoperationen
des Gitters. Da die eg-Orbitale zu genau einer Darstellung der Symmetriegruppe
geho¨ren, ist somit das Verschwinden der Fock-Terme (5.1) gewa¨hrleistet. Wegen der
Entartung der Orbitale mu¨ssen die beiden Teilzustandsdichten
D1() = 1
L
X
k
cos2(k)(−E1(k)) + sin2(k)(−E2(k)) ; (5.24a)
D2() = 1
L
X
k
sin2(k)(−E1(k)) + cos2(k)(−E2(k)) (5.24b)
identisch sein, d.h.
D1() = D2()  D0()=2 : (5.25)
Die lokalen Dichten
n0b; =
1
2
Z EF;
−1
dD0() (5.26)
sind daher unabha¨ngig vom jeweiligen Bandindex, d.h. n01; = n
0
2;  n0. Dasselbe
gilt fu¨r die Einfach- und Dreifachbesetzungen, s1; = s2;  s und t1; = t2;  t
(zur Nomenklatur: siehe Tabelle 2.1).
Man beachte, da die Zahl der " und der # Elektronen nicht notwendigerweise gleich
sein mu und eine ferromagnetische Lo¨sung daher nicht ausgeschlossen wird. Zum
Versta¨ndnis der ferromagnetischen U¨berga¨nge wird es hilfreich sein, die Zustands-
dichte an der Fermi-Kante D0(EF;) zu betrachten. Diese Gro¨e ist als Funktion
der Bandfu¨llung n0 und der Fermi-Energie EF; in Abbildung 5.1 dargestellt. Wir
werden spa¨ter (in Kapitel 6) im halb gefu¨llten Fall (n0 = 0:5) den Brinkmann-
Rice-Metall-Isolator-U¨bergang und bei den Bandfu¨llungen n0 = 0:29 und n
0
 = 0:35
das Auftreten von itinerantem Ferromagnetismus untersuchen. Beim Maximum der
Zustandsdichte (n0 = 0:29) ist die sta¨rkste Neigung zum Ferromagnetismus zu er-
warten.
Bei der Untersuchung ferromagnetischer Lo¨sungen gehen wir von zwei spinabha¨ngi-
gen Fermi-Energien aus, die jeweils Funktionen der Bandfu¨llungen sind. Eine in
der Literatur verbreitete Alternativbetrachtung besteht darin, die Fermi-Energien
fu¨r beide Spinrichtungen zu xieren und das Minorita¨ts- gegen das Majorita¨tsband
energetisch zu verschieben. Die physikalischen Ergebnisse sind selbstversta¨ndlich
unabha¨ngig von der gewa¨hlten Betrachtungsweise.
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Abbildung 5.1: Modellzustandsdichte an der Fermiekante als Funktion a) der
Bandfu¨llung n = n=4 und b) der Fermi-Energie. Die gepunktete Linie deutet die
Bandfu¨llungen an, bei denen das System in Kapitel 6 numerisch untersucht wird.
Die Bandbreite betra¨gt 6:6: eV.
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5.3.2 Variationelle Grundzustandsenergie
In diesem Abschnitt leiten wir die explizite Gestalt der variationellen Grundzustand-
senergien (5.2) und (5.17b) fu¨r das Zwei-Band-Modell her. Die allgemeinen Ener-
gieausdru¨cke liefern nur im Limes unendlicher Raumdimension eine obere Schranke
fu¨r die Energie. Daher stellt ihre Anwendung auf ein drei-dimensionales System eine
zusa¨tzliche Na¨herung dar.
Zuna¨chst beweisen wir, da die ~Z-Matrix (5.6) diagonal ist. Im Zwei-Orbital-Atom
sind alle Kongurationszusta¨nde jIi mit jIj 6= 2 auch Eigenzusta¨nde des Atoms
(siehe Tabelle 2.1). Im Falle jIj = jΓj 6= 2 gilt also TI;Γ = I;Γ. Fu¨r diese Besetzungen
erzwingen die Faktoren T(J[);ΓT+Γ;(J[0) in (5.6), da J[ = I = J[0 und damit  =
0. Die gleiche Argumentation gilt fu¨r die beiden Zusta¨nde 6 und 8 in Tabelle 2.1. In
den u¨brigen Fa¨llen mit jΓj = 2 setzen wir J = γ wobei γ 6= ; 0. Da diese Zusta¨nde
nach Tabelle 2.1 die Form jΓi =
q
1=2[j1; 2i  j3; 4i] mit (1; 2) \ (3; 4) = ;
besitzen, mu entweder (γ; ) = (1; 2) = (γ; 
0) oder (γ; ) = (3; 4) = (γ; 0)
erfu¨llt sein. Dies ist nur mo¨glich, wenn  = 0.
Im folgenden verwenden wir nun wieder die modizierte Indizierung (5.20). Auf-
grund der Entartung der Orbitale gilt
m0Γ = m
0
I (5.27)
fu¨r alle Γ, I mit jΓj = jIj. Da Gleichung (5.9) in diesem Fall die Form
mI =
X
Γ
jTI;Γj2mΓ (5.28)
annimmt, erhalten wir aus (5.6)
n = n
0
 : (5.29)
Damit lassen sich die Erwartungswerte fu¨r Einfach-Besetzungen und die Zahl lee-
rer Pla¨tze folgendermaen als Funktion der Mehrfach-Besetzungen schreiben (zur
Notation, siehe Tabelle 2.1)
s = n −

dt + t− + 2t + f +
1
2

dA + 2dE + d
0
t

; (5.30a)
e = 1− 2n" − 2n# + d""t + d##t + d0t + dA + 2dE + 4t" + 4t# + 3f : (5.30b)
Analog zum Beweis der Diagonalita¨t der ~Z-Matrix la¨t sich zeigen, da auch die ~q-
Matrix diagonal ist. Die Matrixelemente ha¨ngen wegen der Entartung der Orbitale
alleine vom Spin ab,
q −! q ( ="; #): (5.31)
Aus diesem Grund werden die Dispersionsrelationen der beiden -Ba¨nder durch den
gleichen Faktor q renormiert. Der in Abschnitt 5.1 diskutierte Selbstkonsistenzzy-
klus fu¨r die Wellenfunktion j0i wu¨rde daher bereits nach einer Iteration abbrechen
und das optimale j0i liefern.
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Eine einfache Rechnung ergibt als expliziten Ausdruck fu¨r die q-Faktoren
q =
1
n(1− n)
p
t +
p
s−
 1
2
q
dA + 2
q
dE +
q
d0t

(5.32)
+
p
s
p
e+
q
dt

+
q
t−
q
d
(−)(−)
t +
q
f
2
:
Bezeichnen wir die kinetische Energie der " und # Elektronen in der Wellenfunktion
j0i mit
;0 =
Z EF;
−1
d D0() ; (5.33)
so erhalten wir fu¨r die variationelle Grundzustandsenergie
Eatom =
X

q;0 + (U
0 − J)(d""t + d##t + d0t ) (5.34)
+2(U 0 + J)dE + (U + J)dA + (2U + 4U 0 − 2J)(t" + t# + f) :
Dieser Ausdruck mu hinsichtlich der acht Variationsparameter d""t , d
##
t , d
0
t , dE, dA,
t", t#, f und fu¨r gegebene Bandfu¨llungen n numerisch minimiert werden.
Im Spezialfall einer paramagnetischen Wellenfunktion mit n" = n# reduziert sich
die Zahl der Variationsparameter auf fu¨nf, dt = d
0
t  dt, t  t. Auerdem gilt in
diesem Fall q = q; s" = s# und #;0 = ";0.
Fu¨r Gutzwiller-Wellenfunktionen mit reinen Dichte-Wechselwirkungen erhalten wir
fu¨r die variationelle Grundzustandsenergie
Edens =
X

q ;0 + (U
0 − J)(d""1 + d##1 )
+2U 0ds + 2Udc + (2U + 4U 0 − 2J)(t" + t# + f) ;
wobei die Faktoren q die Form
q =
1
n(1− n)
p
t +
p
s−
q
dc +
q
ds

+
p
s
p
e +
q
d1

+
q
t−
q
d
(−)(−)
1 +
q
f
2
annehmen. In diesem Fall gibt es sieben Variationsparameter, d""1 , d
##
1 , ds, dc, t", t#,
und f (zur Nomenklatur: siehe Tabellen 2.1 und 2.2). Die Erwartungswerte fu¨r das
Auftreten von leeren und einfach besetzten Pla¨tzen sind als Funktion der Variati-
onsparameter gegeben durch
s = n − [d1 + t− + 2t + f + dc + ds] ; (5.36a)
e = 1− 2n" − 2n# + d""1 + d##1 + 2ds + 2dc + 4t" + 4t# + 3f : (5.36b)
Abschlieend wollen wir noch den Erwartungswert fu¨r das Quadrat eines lokalen
Spinoperators S^i = (S^i;x; S^i;y; S^i;z) berechnen. Den Operator S^i ko¨nnen wir im Rah-
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men der zweiten Quantisierung folgendermaen schreiben (der Index i wird unter-
dru¨ckt):
S^x =
1
2
X
b
(S^+b + S^
−
b ) ; (5.37a)
S^y =
i
2
X
b
(S^+b − S^−b ) ; (5.37b)
S^z =
1
2
X
b
(n^b;" − n^b;#) : (5.37c)
Hierbei wurden die beiden Spin-Flip-Operatoren
S^+b = c^
+
b;"c^b;# ; (5.38a)
S^−b = c^
+
b;#c^b;" (5.38b)
eingefu¨hrt. Fu¨r das Quadrat von S^ erhalten wir
S^2 =
3
4
X
b
(n^b;" + n^b;# − 2n^b;"n^b;#) (5.39)
+
1
4
X
b(6=)b0

n^b;"n^b0;" + n^b;"n^b0;" − 2n^b;"n^b0;" + 4c^+b;"c^+b0;#c^b0;"c^b;#

:
Die gesuchten Erwartungswerte dieses Operators in Wellenfunktionen mit reiner
Dichte- bzw. voller atomarer Wechselwirkung ergeben sich zu
hS^2idens = 3
2
(n" + n#) +
1
2
(d""1 + d
##
1 )− 3dc − ds − 3(t" + t# + f) ; (5.40a)
hS^2iatom = 3
2
(n" + n#) +
1
2
(d""t + d
##
t + d
0
t )− 3dE −
3
2
dA − 3(t" + t# + f) :
(5.40b)
5.3.3 Die Hartree-Fock-Na¨herung
Bei der Untersuchung ferromagnetischer Lo¨sungen im Zwei-Band-Modell werden
wir zum Vergleich auch Ergebnisse der Hartree-Fock-Na¨herung vorstellen. In dieser
Na¨herung entha¨lt alleine die Ein-Teilchen-Wellenfunktion j0i geeignete Variati-
onsparameter wa¨hrend die Parameter i;Γ in (3.17) gleich Eins gesetzt werden. Im
Vergleich zum Gutzwiller-Verfahren wird also in der Hartree-Fock-Na¨herung nur ein
variationeller Teilraum untersucht, so da deren Ergebnisse prinzipiell (im Sinne ei-
ner Energieminimierung) schlechter sein mu¨ssen. Der Sinn eines Vergleichs liegt also
alleine darin, die Gu¨te der Hartree-Fock-Na¨herung abzuscha¨tzen.
Fu¨r sa¨mtliche im letzten Abschnitt hergeleiteten Gro¨en erha¨lt man die entspre-
chenden Ausdru¨cke in der Hartree-Fock-Na¨herung, indem die Mehrfach-Besetzungen
durch die jeweiligen statistischen Erwartungswerte ersetzt werden, also zum Beispiel
d""1 = n"n"(1− n#)(1− n#) ; (5.41)
dc = n"n#(1− n")(1− n#) ; :::: :
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Da Erwartungswerte von Austauschoperatoren in der Hartree-Fock-Na¨herung ver-
schwinden, gibt es hier keinen Unterschied zwischen dem vollen atomaren und einem
rein dichteartigen Hamiltonoperator. Die q-Faktoren sind in der Hartree-Fock-Na¨he-
rung gleich Eins und die Grundzustandenergie ist damit gegeben durch
EHF =
X

;0 + (U
0 − J)(n"n" + n#n#) + 2(U + U 0)n"n# : (5.42)
Fu¨r das Quadrat des lokalen Spins erhalten wir
hS^2i iHF =
3
2
(n" + n#) +
1
2
(n" − n#)2 − 3n"n# : (5.43)

Kapitel 6
Numerische Resultate
In diesem Kapitel wenden wir unsere analytischen Ergebnisse numerisch auf das
Zwei-Band-Modell (siehe Kapitel 2.3 und 5.3) an. Zuna¨chst wird in Abschnitt
6.1 der Brinkmann-Rice-Metall-Isolator-U¨bergang betrachtet. Anschlieend unter-
suchen wir in Abschnitt 6.2 das Auftreten von itinerantem Ferromagnetismus.
6.1 Der Brinkmann-Rice-U¨bergang bei halber
Bandfu¨llung
Bereits in Abschnitt 3.1.2 hatten wir den paramagnetischen Brinkmann-Rice-Metall-
Isolator-U¨bergang im Ein-Band-Modell diskutiert. Als wesentliches Charakteristi-
kum dieses U¨bergangs stellten wir fest, da er bei einem endlichen Korrelationspa-
rameter UC auftritt und als Funktion von U sowohl in den Variationsparametern als
auch im Hopping-Reduktionsfaktor q stetig abla¨uft. Die Signikanz dieses U¨bergangs
wurde jedoch dadurch in Frage gestellt, da er fu¨r Gutzwiller-Wellenfunktionen in
endlicher Raumdimension nicht auftritt und daher ein Artefakt des Limes unendli-
cher Dimension sein ko¨nnte. Ein analoger Vorbehalt besteht daher auch bei den hier
zu diskutierenden Ergebnissen im Zwei-Band-Modell.
In Mehr-Band-Systemen gibt es Brinkmann-Rice-U¨berga¨nge bei allen ganzzahligen
Bandfu¨llungen 1  n  2N − 1, wobei n die Anzahl der Elektronen pro Atom ist
[44]. Im Falle zweier Ba¨nder a¨hneln die U¨berga¨nge fu¨r n = 1 und n = 3 demjeni-
gen des Ein-Band-Modells. Sie sind insbesondere stetig in allen Variationsparame-
tern. Da die Austauschwechselwirkung bei diesen Bandfu¨llungen keine groe Rolle
spielt, unterscheiden sich die Ergebnisse fu¨r Hamiltonoperatoren mit reiner Dichte-
Wechselwirkung (siehe [45, 46]) und voller atomarer Wechselwirkung kaum. Wir be-
schra¨nken uns daher hier auf den interessanteren Fall halber Bandfu¨llung (n = 2),
bei dem es in der Regel zu einem unstetigen U¨bergang sowohl in den Variations-
parametern als auch im Hopping-Reduktionsfaktor q kommt. Der Faktor q springt
also beim Brinkmann-Rice-U¨bergang von einem endlichen Wert q = qBR in der
metallischen Phase auf den Wert q = 0 in der isolierenden Phase.
In Abbildung 6.1 sind die Variationsparameter dt, dE, dA, t, f fu¨r den vollen
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Abbildung 6.1: Variationsparameter bei halber Bandfu¨llung als Funktion von U und
fu¨r J = 0:2U (U = 0:6U 0).
atomaren Hamiltonoperator bei halber Bandfu¨llung als Funktion der Coulomb-
Wechselwirkung U aufgetragen. Im folgenden werden wir immer die Symmetrie-
beziehung (2.33) verwenden, so da von den drei Korrelationsparametern U; U 0 und
J jeweils nur zwei festzulegen sind. In Abbildung 6.1 wurde J = 0:2U (und da-
mit U 0 = 0:6U) gewa¨hlt. Bei U = 0, also fu¨r unkorrelierte Elektronen, haben alle
Mehrfach-Besetzungen den gleichen Wert (n=4)4 = 1=16. Mit ansteigendem U wird
zunehmend der Spin-Triplett-Zustand dt auf Kosten der u¨brigen Zusta¨nde besetzt.
Beim Brinkmann-Rice-U¨bergang springen alle Besetzungen auf ihre Werte im ato-
maren Limes, d.h fu¨r U > UBR bilden sich an jedem Gitterplatz lokale Spin-Tripletts
aus. Damit ist im Isolator dt = 1=3 wa¨hrend die u¨brigen Besetzungen verschwinden.
In Abbildung 6.2 sind fu¨r verschiedene Verha¨ltnisse J=U die q-Werte als Funktion
von U=j0j aufgetragen. Der Spezialfall J = 0 (U = U 0) unterscheidet sich sowohl
quantitativ als auch qualitativ von den u¨brigen Parameterwerten. Bei J = 0 ist
der Brinkmann-Rice-U¨bergang stetig, wobei jedoch bereits ein so kleiner Wert wie
J=U = 0:01 zu einem signikanten Sprung von q fu¨hrt. Vergro¨ert man J=U , so
verkleinert sich die kritische Wechselwirkungssta¨rke UBR erheblich, und bei einem
realistischen Wert von J = 0:1U (U 0 = 0:8U) hat sie sich im Vergleich zu J = 0
bereits halbiert.
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Abbildung 6.2: Hopping-Reduktionsfaktor q bei halber Bandfu¨llung als Funktion
von U und fu¨r verschiedene feste Verha¨ltnisse J=U:
Nur im Falle J = 0 sind alle atomaren Zwei-Elektronen-Zusta¨nde entartet. Daher
haben alle Doppelbesetzungen in der Na¨he des Brinkmann-Rice-U¨bergangs gleiches
Gewicht, und zwar sowohl in der metallischen als auch in der isolierenden Phase.
Bereits beliebig kleine Werte J > 0 heben diese Entartung auf und erzwingen im
isolierenden Zustand die ausschlieliche Besetzung des Spin-Tripletts. Aus diesem
Grund stellt J = 0 einen pathologischen Spezialfall dar, der sich auch qualitativ von
der realen Situation J > 0 unterscheidet.
Im Falle J = 0 ko¨nnen wir den Energieausdruck (5.34) in der Na¨he des Brinkmann-
Rice-U¨bergangs auf ein eektives Ein-Band-Modell abbilden und so den kritischen
Wert UBR analytisch berechnen (siehe auch [56]). Hierzu setzen wir e = f = 0,
was auf Grund der Stetigkeit des U¨bergangs in der Na¨he von UBR erlaubt ist. Alle
Einfach-, Doppel-, und Dreifachbesetzungen sind jeweils gleich und werden mit s; d
und t bezeichnet. Dann folgt aus (5.30)
s = t ; (6.1a)
d =
1
6
(1− 8t) ; (6.1b)
und nur die Dreifachbesetzung t stellt damit noch einen Variationsparameter dar.
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Abbildung 6.3: Hopping-Reduktionsfaktor q beim Brinkmann-Rice-U¨bergang als
Funktion von U 0=U fu¨r die Gutzwiller-Wellenfunktionen mit voller atomarer Wech-
selwirkung (GWatom) und rein dichteartiger Wechselwirkung (GWdens). Ebenfalls
abgebildet ist der q-Faktor fu¨r GWatom an der Stelle U = U
dens
BR (gestrichelte Linie).
Fu¨r den q-Faktor erhalten wir
q = 24 t (1− 8t) (6.2)
und fu¨r die variationelle Grundzustandsenergie
E = q0 + U (1 + 4t) ; (6.3a)
0  ";0 + #;0 : (6.3b)
Dieser Ausdruck kann analog zum Ein-Band-Fall analytisch minimiert werden und
in U¨bereinstimmung mit Abbildung 6.2 erhalten wir als kritischer Wert fu¨r den
Brinkmann-Rice-U¨bergang
UBR = 6j0j : (6.4)
Wie wir gesehen haben, ha¨ngt die kritische Wechselwirkungssta¨rke UBR und die
Gro¨e von q beim Phasenu¨bergang (qBR) stark von der Hund’schen Kopplung J=U
ab. Um diese Abha¨ngigkeit na¨her zu studieren, ist in Abbildung 6.3 qBR als Funktion
von (U 0=U) dargestellt. Fu¨r die Gutzwiller-Wellenfunktionen mit atomaren Wechsel-
wirkungen (GWatom) gibt es ein Maximum q
max
BR  0:4 bei U 0=U  0:9 (J=U  0:05)
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und ein schwaches Minimum qminBR  0:1 bei U 0=U  0:14 (J=U  0:43). Im Ge-
gensatz dazu steigt die Kurve fu¨r Gutzwiller-Wellenfunktionen mit reiner Dichte-
Wechselwirkung (GWdens) als Funktion von J=U monoton an und erreicht bei
U 0=U = 0 den Wert qdensBR  0:6.
Im Bereich 0  U 0=U < 1 gilt immer qdensBR > qBR und zusa¨tzlich UBR > UdensBR
(siehe Abbildung 6.4). Wie zu erwarten, wird also der metallische Zustand durch
die Beru¨cksichtigung der vollen atomaren Wechselwirkungen stabilisiert. Die beiden
Werte fu¨r den U¨bergang liegen jedoch nahe beieinander, d.h. UBR > UdensBR . Um
diesen Bereich noch etwas na¨her zu untersuchen, ist in Abbildung 6.3 ebenfalls
der Wert des q-Faktors im Falle atomarer Korrelationen an der Stelle U = UdensBR
dargestellt. Dieser Wert liegt sehr nahe bei qBR fu¨r die reinen Dichtekorrelationen.
Man kann also folgern, da der q-Faktor als Funktion von U im Bereich UdensBR 
U < UBR sehr scharf, aber immer noch stetig, abnehmen mu, bevor er an der Stelle
UBR auf den Wert Null springt.
Der Brinkmann-Rice-U¨bergang ist unstetig, weil das \metallische" und das \isolie-
rende" Minimum im Variationsparameterraum darum konkurrieren, zum globalen
Minimum zu werden. Im Gegensatz zum Ein-Band-Modell (und zum Zwei-Band-
Modell mit J = 0) mu¨ndet das metallische Minimum beim Vorliegen von mehr als
einer atomaren Energieskala nicht in das isolierende Minimum ein. Die Gro¨e des
Sprungs von q ist dabei ein Ma fu¨r den Abstand zwischen dem metallischen und
dem isolierenden Minimum im Variationsparameterraum.
Im Brinkmann-Rice-Isolator ist an jedem Gitterplatz nur der atomare Grundzustand
besetzt, wa¨hrend im Metall energetisch ho¨her liegende Zusta¨nde beigemischt werden.
Die Sta¨rke dieser Beimischung ha¨ngt in der Na¨he des Brinkmann-Rice-U¨bergangs
davon ab, wie gro der energetische Abstand zwischen dem atomaren Grundzustand
und den ersten angeregten Zusta¨nden ist. Die drei Zusta¨nde mit S = 1 und der
Energie U − 3J haben einen Abstand 2J von den Singlett-Zusta¨nden 1E mit der
Energie U − J . Daher wird die metallische Phase in der Na¨he des Brinkmann-Rice-
U¨bergangs fu¨r gro¨er werdendes J zunehmend von den S = 1 Zusta¨nden dominiert
und der Sprung qBR nimmt dementsprechend zu. Wird J sehr gro (also bei U
0 = 0)
so na¨hert sich die Energie der Drei-Elektronen-Zusta¨nde 3U−5J derjenigen der Zwei-
Elektronen-Zusta¨nde und dt wird zugunsten von t wieder kleiner. Als Konsequenz
nimmt qBR dann ebenfalls ab.
Abbildung 6.4 stellt das paramagnetische Phasendiagramm (U; U 0) bei halber
Bandfu¨llung dar. Man erkennt, da die metallische Phase fu¨r J > 0 (U > U 0) durch
die zusa¨tzlichen atomaren Korrelationen (GWatom) im Vergleich zum Fall reiner
Dichte-Wechselwirkung (GWdens) stabilisiert wird. Weiterhin zeigt die Abbildung
den variationellen Energiegewinn der atomaren gegenu¨ber den rein dichteartigen
Wellenfunktionen. Dieser Gewinn ist jeweils fu¨r einen festen Wert U = UdensBR be-
rechnet und als Funktion von U 0=U aufgetragen. Fu¨r realistische Werte J=U  0:1
ist der Energiegewinn von der Gro¨enordnung 0:1 eV.
Im Falle J < 0 (U 0 > U) ist der metallische Zustand bei einer Einbeziehung der
vollen atomaren Wechselwirkung weniger stabil. Es ist bei dieser Parameterwahl zu
beachten, da sich die jeweiligen isolierenden Zusta¨nde fu¨r die beiden Variationswel-
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Abbildung 6.4: Phasendiagramm des Brinkmann-Rice-U¨bergangs fu¨r Gutzwiller-
Wellenfunktionen mit voller atomarer Wechselwirkung (GWatom) und rein dichtear-
tiger Wechselwirkung (GWdens) jeweils als Funktion von U
0=U (linke y-Achse). Die
gestrichelte Kurve zeigt die Energiedierenz zwischen GWatom und GWdens bei den
Korrelationswerten U = UdensBR (rechte y-Achse).
lenfunktionen unterscheiden. Im einen Fall (GWatom) ist der Grundzustand
1A1 mit
der Energie U−jJ j nicht entartet, wa¨hrend im anderen Fall (GWdens) zwei entartete
Zusta¨nde (dC) mit der Energie U vorliegen.
Abschlieend ist in Abbildung 6.5 der Erwartungswert des lokalen Spins (siehe Glei-
chung 5.40a)
hS^2i i  Si(Si + 1)
bei halber Bandfu¨llung dargestellt. Im Brinkmann-Rice-Isolator ist Si(Si + 1) = 2
(d.h. Si = 1) falls J > 0. Fu¨r J < 0 springt der lokale Spin bei UBR auf Null, da
in diesem Fall nur der eine Singlett-Zustand 1A1 besetzt wird. Wir betrachten im
folgenden nur den physikalischen Fall J  0.
Bei verschwindender Wechselwirkung (U = 0) la¨t sich der lokale Spin kombinato-
risch leicht bestimmen. Gitterpla¨tze mit Spin 1 oder 1=2 treten mit den Wahrschein-
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Abbildung 6.5: Wert des lokalen Spins hS^2i i in der paramagnetischen Gutzwiller-
Wellenfunktion mit voller atomarer Wechselwirkung, bei halber Bandfu¨llung und
fu¨r verschiedene Verha¨ltnisse J=U:
lichkeiten 3=16 bzw. 8=16 auf. Damit erhalten wir fu¨r den lokalen Spin
hS^2i i = (1=2)(1 + 1=2)(8=16) + 1(1 + 1)(3=16) = 3=4 ;
was sich auch direkt mit Hilfe von Gleichung (5.43) zeigen la¨t. Im Falle J = 0
steigt der lokale Spin nur schwach als Funktion von U an, und zwar bis auf den Wert
1(1 + 1)(3=6) = 1 an der Stelle U = UBR. Wie bereits diskutiert, ist der Brinkman-
Rice-Isolator bei J = 0 sechfach entartet. Demgegenu¨ber wird fu¨r J > 0 das Gewicht
der lokalen Triplett-Zusta¨nde in der Na¨he des Brinkmann-Rice-U¨bergangs immer
wichtiger. Damit nimmt hS^2i i an der Stelle U = UBR zunehmend gro¨ere Werte an.
Erneut zeigen sich hier die sehr speziellen Eigenschaften des Systems bei J = 0.
Zusammenfassend ko¨nnen wir festhalten, da sich der Brinkmann-Rice-U¨bergang in
einem Zwei-Band-Modell sowohl quantitativ als auch qualitativ erheblich von demje-
nigen im Ein-Band-Modell unterscheiden kann. Die Aussagekraft dieser variationel-
len Analyse zum Mott-U¨bergang sollte zwar aus den bereits genannten Gru¨nden
nicht zu hoch bewertet werden. Sie ist jedoch ein ernstzunehmender Hinweis dar-
auf, da die atomare Multiplettstruktur den Mott-U¨bergang in realen Materialien
erheblich beeinflussen kann und das ha¨ug untersuchte Ein-Band-Hubbard-Modell
in diesem Zusammenhang womo¨glich zu einfach ist.
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6.2 Itineranter Ferromagnetismus
Die in Kapitel 5.3 hergeleiteten Formeln erlauben auch die Beru¨cksichtigung von
ferromagnetischer Ordnung. Hierzu fu¨hren wir als zusa¨tzlichen Variationsparameter
die mittlere Magnetisierung M ein
0 M = (n" − n#)=2 Msat = n=4 : (6.5)
In Abbildung 6.6 ist diese als Funktion von U und fu¨r einen festen Wert J=U = 0:2
(U 0=U = 0:6) aufgetragen. Die kritische Wechselwirkungssta¨rke fu¨r den ferroma-
gnetischen U¨bergang (UatomF ) ist bei Beru¨cksichtigung der vollen atomaren Wech-
selwirkung ungefa¨hr doppelt so gro wie der entsprechende Wert (UHFF ) in der
Hartree-Fock-Na¨herung. Im Falle reiner Dichte-Wechselwirkungen liegt der Wert
UdensF etwas unterhalb von U
atom
F . Fu¨r sa¨mtliche Wechselwirkungssta¨rken gilt die
Beziehung MHF (U) > Mdens(U) > Matom(U), d.h. die Neigung zur Ausbildung von
ferromagnetischer Ordnung ist in der Hartree-Fock-Na¨herung am gro¨ten und fu¨r
die Gutzwiller-Wellenfunktionen mit atomarer Wechselwirkung am kleinsten. Der
Anstieg der Magnetisierung als Funktion von U ist in der Hartree-Fock-Na¨herung
wesentlich steiler als fu¨r die beiden Gutzwiller-Wellenfunktionen.
Die Eigenschaften der ferromagnetischen Phase ha¨ngen stark vom Spektrum der
jeweiligen Zwei-Elektronen-Zusta¨nde ab. Zur genaueren Analyse ist in Abbildung
6.6 auch der symmetriebedingt eigentlich ausgeschlossene Fall JC = 0 dargestellt.
Fu¨r JC = 0 werden im Vergleich zum vollen atomaren Spektrum nur die angeregten
Zusta¨nde modiziert. Daher ist die Kurve M(U) nur leicht in Richtung kleinerer
Korrelationsparameter verschoben. Bei reinen Dichte-Wechselwirkungen wird dem-
gegenu¨ber auch der atomare Grundzustand modiziert, da es zu einer energetischen
Anhebung des Spin-Triplett-Zustandes mit Sz = 0 kommt. Dementsprechend liegt
die Magnetisierungskurve hier bei deutlich kleineren Korrelationsparametern. Bei-
de Ergebnisse zeigen, da itineranter Ferromagnetismus durch die jeweilige atomare
Multiplettstruktur stark beeinflut werden kann.
In Abbildung 6.6a wurde als Teilchendichte n=4 = 0:29 gewa¨hlt. Fu¨r diese
Bandfu¨llung liegt die paramagnetische Fermi-Energie genau beim Maximum der
Ein-Teilchen-Zustandsdichte (siehe Abbildung 5.1) und die Magnetisierung M(U)
ist daher an der Stelle UF stetig. In Anlehnung an das \Stoner-Kriterium" ist in
diesem Fall eine starke Abha¨ngigkeit der kritischen Wechselwirkungssta¨rke UF vom
Wert der Zustandsdichte an der Fermi-Kante zu erwarten. In Abbildung 6.6 ist wei-
terhin die Gesamtzustandsdichte D0 = D0(EF;") +D0(EF;#) fu¨r die jeweilige Magne-
tisierung M aufgetragen. Bei n=4 = 0:29 verla¨uft diese Kurve weitgehend konturlos
und die Magnetisierungskurve besitzt dementsprechend keinerlei Struktur.
In Abbildung 6.6b wurde als Teilchendichte n=4 = 0:35 gewa¨hlt. In diesem Fall
besitzt die Gesamtzustandsdichte zwei Maxima, die sich im Verlauf der Magneti-
sierung deutlich widerspiegeln. Das erste Maximum ist sehr stark ausgepra¨gt und
fu¨hrt in allen vier Fa¨llen zu einem unstetigen Einsetzen der Magnetisierung bei UF .
Beim zweiten Maximum zeigt nur die Gutzwiller-Wellenfunktion mit reiner Dichte-
Wechselwirkung einen Sprung in der Magnetisierung. Da dieser in der Hartree-Fock-
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Abbildung 6.6: Magnetisierung M als Funktion von U in der Hartree-Fock-Na¨herung
(HF) sowie fu¨r die Gutzwiller-Wellenfunktion mit voller atomarer Wechselwirkung
(GWatom) und mit rein dichteartiger Wechselwirkung (GWdens) als Funktion von U
(untere x-Achse). Hierbei ist J = 0:2U und die Bandfu¨llungen sind (a) n = 0:29
und (b) n = 0:35. Die gestrichelten Linien zeigen den Fall JC = 0. Die gepunkteten
Linien stellen die Gesamtzustandsdichte D0 an der Fermi-Kante dar (obere x-Achse).
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Na¨herung nicht auftritt, kann man folgern, da die Neigung zu Magnetisierungs-
spru¨ngen durch Korrelationseekte tendenziell versta¨rkt wird. Bei Beru¨cksichtigung
der vollen atomaren Wechselwirkungen wird der zweite Sprung auf Grund der gro¨e-
ren Flexibilita¨t der Variationswellenfunktion wieder gegla¨ttet. Auch in diesem Fall
kommt es jedoch im Bereich des zweiten Zustandsdichtemaximums zu starken Beset-
zungsverschiebungen der Zwei-Elektronen-Zusta¨nde. Diese sind zusammen mit den
u¨brigen Besetzungen fu¨r beide Dichten n=4 = 0:29 und n=4 = 0:35 in Abbildung 6.7
aufgetragen.
Ein weiterer bemerkenswerter Unterschied zwischen der Hartree-Fock- und der
Gutzwiller-Methode besteht im Erreichen der ferromagnetischen Sa¨ttigung. Bei den
Gutzwiller-Wellenfunktionen erstreckt sich der Bereich partieller Polarisierung u¨ber
einen deutlich gro¨eren Bereich von Korrelationswerten als in der Hartree-Fock-
Na¨herung. Im Gutzwiller-Verfahren vera¨ndern sich die Besetzungen s" und d
""
t auch
noch nach Erreichen der ferromagnetischen Sa¨ttigung (d.h., wenn hS^atz i konstant ist)
als Funktion von U , da die Zahl der leeren Pla¨tze erst im Limes U !1 gegen Null
geht.
Die Gro¨e des lokalen Spins ist als Funktion von U in Abbildung 6.8 dargestellt.
Fu¨r U !1 ist jeder Gitterplatz mit der Wahrscheinlichkeit (2− n) einfach besetzt
(Spin S = 1=2) und mit der Wahrscheinlichkeit (n−1) doppelt besetzt (Spin S = 1).
Daher folgt in diesem Limes fu¨r den lokalen Spin
hS^2i i1 = (3=4)(2− n) + 2(n− 1) (6.6)
was auch direkt mit Hilfe der Gleichungen (5.40) gezeigt werden kann. Beim
Gutzwiller-Verfahren na¨hert sich hS^2i i dem Wert (6.6) von oben an, da fu¨r kleiner
werdendes U ( 1) zuna¨chst die Zahl der Spin-1-Pla¨tze auf Kosten der Spin-1=2-
Pla¨tze ansteigen wird. Erst bei einer weiteren Verkleinerung von U kommt es zu
einer Besetzung der u¨brigen Zwei-Elektronen-Zusta¨nde. Daher wird hS^2i i < hS^2i i1
erst unterhalb eines bestimmten Wertes von U erreicht. Demgegenu¨ber liefert die
Hartree-Fock-Theorie nicht den korrekten Limes (6.6) fu¨r den lokalen Spin. Statt-
dessen erhalten wir in dieser Na¨herung mit Hilfe von (5.43)
hS^2i iHF1 = (n=4)(3 + n=2) : (6.7)
Beim Phasenu¨bergang in den ferromagnetischen Zustand zeigen die Gutzwiller-
Wellenfunktionen nur einen sehr kleinen Sprung von hS^2i i. Dies gilt insbesondere,
wenn die volle atomare Wechselwirkung beru¨cksichtigt wird. Die Ausbildung lokaler
Momente erfolgt also bereits weitgehend in der paramagnetischen Phase und die
zusa¨tzliche ferromagnetische Aufspaltung hat daher nur einen geringen Einflu auf
hS^2i i. Die Hartree-Fock-Na¨herung liefert auch in dieser Hinsicht ein vo¨llig falsches
Bild, da in ihr ein lokales Moment ausschlielich auf Grund der ferromagnetischen
Ordnung auftreten kann. Daher ist hier hS^2i i fu¨r U < UHFF konstant und steigt dann
fu¨r U > UHFF sehr steil bis auf den Wert hS^2i iHF1 an.
In Abbildung 6.9 sind die Hopping-Reduktionsfaktoren q" und q# als Funktion von
U dargestellt. In beiden Fa¨llen wird das Minorita¨tsband fu¨r U > UF sta¨rker als
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Abbildung 6.7: Variationsparameter fu¨r die Gutzwiller-Wellenfunktion mit voller
atomarer Wechselwirkung als Funktion von U fu¨r die Bandfu¨llungen n=4 = 0:29
(oben), n=4 = 0:35 (unten) und mit dem Austausch J = 0:2U . Direkt nach dem fer-
romagnetischen U¨bergang haben die Parameter von oben nach unten die Anordnung
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Abbildung 6.8: Wert des lokalen Spins hS^2i i als Funktion von U in der Hartree-Fock-
Na¨herung (HF) sowie fu¨r die beiden Gutzwiller-Wellenfunktion (GWatom, GWdens)
fu¨r J = 0:2U und n=4 = 0:35.
das Majorita¨tsband renormiert (d.h. q" > q#). Die Elektronen des Majorita¨tsbandes
sind weniger in ihrer Bewegungsfreiheit eingeschra¨nkt, weil sie seltener auf Elektro-
nen des Minorita¨tsbandes treen als umgekehrt. Obwohl Ladungsfluktuationen im
Bereich U  12 sehr stark unterdru¨ckt sind und sich die lokalen Momente bereits
voll ausgebildet haben (siehe Abbildungen 6.7 und 6.8), ist die eektive Masse der
Ladungstra¨ger doch nur gering erho¨ht. Ein solches Verhalten entspricht der Beob-
achtung in Systemen mit itineranten Ferromagnetismus. So wei man aus Suszep-
tibilita¨tsmessungen oberhalb der Curie-Temperatur, da in diesen Systemen lokale
magnetische Momente vorhanden sind [8]. Zum anderen zeigen neuere Photoem-
misionsexperimente an Nickel da die atomare Multiplettstruktur in den Spektren
noch deutlich wiederzunden ist [13]. Trotz der also oenbar relativ groen Cou-
lombwechselwirkung sind Ferromagneten, wie Eisen und Nickel, gute Metalle mit
nur moderat erho¨hter eektiver Masse der Ladungstra¨ger.
In Abbildung 6.10 sind die jeweiligen U -J Phasendigramme fu¨r beide Bandfu¨llungen
n=4 = 0:29 und n=4 = 0:35 dargestellt. Nach der Hartree-Fock-Theorie gibt es bei
einem ausreichend groen U fu¨r beliebige Verha¨ltnisse J/U eine ferromagnetische
Instabilita¨t. Demgegenu¨ber scheint es im Gutzwiller-Verfahren einen kritischen Wert
fu¨r J/U zu geben, unterhalb dessen keine ferromagnetische Ordnung auftritt. Da es
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Abbildung 6.9: Hopping-Reduktionsfaktoren fu¨r das Majorita¨tsband qma = q" und
das Minorita¨tsband qmin = q# als Funktion von U fu¨r die Bandfu¨llungen (a) n=4 =
0:29, (b) n=4 = 0:35 und mit dem Austausch J = 0:2U .
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Abbildung 6.10: Ferromagnetisches U -J Phasendiagramm fu¨r die Hartree-Fock
Na¨herung (HF) und fu¨r die Gutzwiller-Wellenfunktionen (GWatom, GWdens) bei den
Bandfu¨llungen (a) n=4 = 0:29 , (b) n=4 = 0:35; PM: Paramagnet, FM: Ferromagnet.
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Abbildung 6.11: Kondensationsenergie als Funktion von U in der Hartree-Fock Na¨he-
rung (HF) sowie fu¨r die beiden Gutzwiller-Wellenfunktion (GWatom, GWdens) fu¨r
J = 0:2U und n=4 = 0:29 bzw. n=4 = 0:35.
relativ schwer ist, den Bereich U  10 eV numerisch zu untersuchen, kann zwar
nicht prinzipiell ausgeschlossen werden, da die Phasendiagrammkurve fu¨r U !1
gegen J/U = 0 konvergiert. Es ist jedoch oenkundig, da im Bereich moderater U -
Werte (also fu¨r U  10) ein endliches J zur Ausbildung ferromagnetischer Ordnung
erforderlich ist.
Bei der Bandfu¨llung n=4 unterscheiden sich die Phasendiagramme fu¨r die beiden
Gutzwiller-Wellenfunktionen kaum. Wegen der hohen Zustandsdichte bei der Fermi-
Energie setzt der Ferromagnetismus in diesem Fall bei relativ kleinen Korrelations-
parametern ein, und die unterschiedlichen Multiplettstrukturen haben daher keine
groe Bedeutung. Deutlicher treten diese Unterschiede bei n=4 = 0:35 zutage, da
hier die Fermi-Energie abseits des Zustandsdichte-Maximums liegt und die kritischen
Parameter UF daher gro¨er sind.
Abschlieend ist in Abbildung 6.11 die Energiedierenz zwischen dem paramagne-
tischen und dem ferromagnetischen Grundzustand als Funktion von U dargestellt.
Bei den Gutzwiller-Wellenfunktionen ist diese Energie von der Gro¨enordnung der
Curie-Temperaturen, wie sie in herko¨mmlichen Ferromagneten auftreten, also im
Bereich zwischen 100 K und 1000 K. Demgegenu¨ber liefert die Hartree-Fock-Theorie
nur in einem schmalen Bereich um U  4 eV moderate Kondensationsenergien. Fu¨r
U > 5 eV ist sie dagegen von der Gro¨enordnung U .
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Zusammenfassend la¨t sich folgendes festhalten:
Itineranter Ferromagnetismus wird in einem Zwei-Band-Modell ganz wesentlich vom
lokalen Austausch J beeinflut. Nur fu¨r endliche Werte von J tritt der ferroma-
gnetische U¨bergang bei moderaten Korrelationsparametern auf. Es erscheint daher
zweifelhaft, ob das Ein-Band-Hubbard-Modell eine ada¨quate Beschreibung des iti-
neranten Ferromagnetismus liefern kann. Andererseits haben wir festgestellt, da
Ferromagnetismus auch im Zwei-Band-Modell ein Eekt ist, der erst bei mittlerer
Kopplung (U Bandbreite) auftritt. Somit liefern einfache Ein-Teilchen-Na¨herun-
gen, wie die hier diskutierte Hartree-Fock-Theorie, unzureichende Ergebnisse.
Kapitel 7
Zusammenfassung
In dieser Arbeit haben wir eine allgemeine Klasse von Variationswellenfunktionen
zur Untersuchung von Mehr-Band-Hubbard-Modellen eingefu¨hrt. In Erweiterung des
urspru¨nglichen Gutzwiller’schen Variationsansatzes zum Ein-Band-Hubbard-Modell
handelt es sich hierbei um Ein-Teilchen-Wellenfunktionen j0i, aus denen energe-
tisch ungu¨nstige atomare Zusta¨nde mittels eines geeigneten Korrelationsoperators
partiell herausprojiziert werden. Da der Korrelationsoperator Projektoren auf die
atomaren Eigenzusta¨nde jΓii eines jeden Gitterplatzes i entha¨lt, liefern unsere Wel-
lenfunktionen sowohl im unkorrelierten, wie auch im atomaren Limes die exakten
Eigenzusta¨nde des jeweiligen Gesamtsystems. Fu¨r den zugrundegelegten Hamilton-
operator gibt es hierbei keinerlei Einschra¨nkungen, weder hinsichtlich der Zahl der
an jedem Platz beteiligten Orbitale noch der Symmetrie des Kristallgitters.
Im Limes unendlicher Raumdimension waren wir in der Lage, den Erwartungswert
der Mehr-Band-Hamiltonoperatoren in den zugeho¨rigen Wellenfunktionen weitge-
hend analytisch auszuwerten. Wir fanden einen Energieausdruck, der nur von den
lokalen Besetzungen mΓi und den Dichten n
0
i; der Ein-Teilchen-Wellenfunktion j0i
abha¨ngt. Die atomaren Mehrfach-Besetzungen mΓi (mit jΓij  2) dienen hierbei als
Variationsparameter. Erwartungswerte fu¨r Einfach-Besetzungen sind dagegen Funk-
tionen der Variationsparameter mΓi sowie der Dichten n
0
i; und mu¨ssen aus der Dia-
gonalisierung einer Matrix gewonnen werden, deren Dimension gleich der Zahl der
ina¨quivalenten Orbitale pro Gitterplatz ist. Im Falle von fu¨nf d-Orbitalen in kubi-
scher Umgebung erga¨be sich zum Beispiel eine zwei-dimensionale Matrix. Damit ist
es zwar im allgemeinen nicht mo¨glich, einen vollsta¨ndig analytischen Ausdruck fu¨r
die variationelle Grundzustandsenergie anzugeben, die Diagonalisierung der jeweili-
gen Matrizen wird aber in den meisten Fa¨llen kein ernsthaftes numerisches Problem
darstellen.
Zusa¨tzliche numerische Probleme treten immer dann auf, wenn nicht entartete Or-
bitale zur gleichen Darstellung der Punktsymmetriegruppe geho¨ren und lokale Fock-
Terme daher nicht verschwinden. In diesem Fall mu bei vorgegebener Ein-Teilchen-
Wellenfunktion j0i die lokale Ein-Teilchen-Dichtematrix zuna¨chst diagonalisiert
werden, bevor der Energieausdruck bezu¨glich der Variationsparameter mΓi mini-
miert werden kann. Da auch j0i im allgemeinen Variationsparameter entha¨lt, wird
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deren Variation durch das regelma¨ige Nachdiagonalisieren mo¨glicherweise deutlich
erschwert.
Bei Hamiltonoperatoren mit reiner Dichte-Wechselwirkung ist die ~Z-Matrix diago-
nal. In diesem Fall kann daher ein vollsta¨ndig analytischer Ausdruck fu¨r die va-
riationelle Grundzustandsenergie angegeben werden. Fu¨r translationsinvariante Ha-
miltonoperatoren lie sich dieser Ausdruck auch im Rahmen einer verallgemeinerten
Gutzwiller-Na¨herung herleiten.
Die nunmehr zur Verfu¨gung stehenden Energieausdru¨cke sind von so allgemeiner
Gestalt, da sie prinzipiell zur Untersuchung jedes realen Systems korrelierter Elek-
tronen herangezogen werden ko¨nnen. Im Rahmen einer variationellen Methode las-
sen sich genau genommen nur Grundzustandseigenschaften eines Systems untersu-
chen, so z.B die Magnetisierung, die magnetische Suszeptibilita¨t oder die Form des
Fermiko¨rpers. Ausgehend von einer Fermiflu¨ssigkeitsbeschreibung durch Landau-
Parameter kann das hier vorgestellte Verfahren jedoch auch zur Untersuchung nie-
derenergetischer Anregungen und bei endlichen Temperaturen eingesetzt werden.
Somit gibt es mehrere Mo¨glichkeiten, um die theoretischen Resultate mit experi-
mentellen Daten zu vergleichen.
Als erste numerische Anwendung wurde ein Modell mit zwei eg-Orbitalen pro Git-
terplatz untersucht. Hierbei ging es im ersten Teil um das Auftreten von Brinkmann-
Rice-Metall-Isolator-U¨berga¨ngen bei halber Bandfu¨llung. Abgesehen vom Spezialfall
verschwindender Austauschkopplung (J = 0) verlaufen diese U¨berga¨nge sowohl in
den Variationsparametern als auch im Hopping-Reduktionsfaktor q unstetig. Dieses
Verhalten unterscheidet sich grundsa¨tzlich von demjenigen des Ein-Band-Modells.
Die Eigenschaften der Gutzwiller-Wellenfunktionen mit reiner Dichte- und voller
atomarer Wechselwirkung weichen beim Brinkmann-Rice-U¨bergang umso sta¨rker
voneinander ab, je mehr sich die jeweiligen atomaren Multiplettspektren unterschei-
den. So zeigen sich zum Beispiel im Sprung des q-Faktors beim Metall-Isolator-U¨ber-
gang mit zunehmendem Verha¨ltnis J=U immer deutlichere Abweichungen zwischen
den beiden Wellenfunktionen. Die Vernachla¨ssigung der austauschartigen Wechsel-
wirkungen kann also in bestimmten Fa¨llen die Eigenschaften des Systems beim
Brinkmann-Rice-U¨bergang signikant vera¨ndern.
Im zweiten Teil wurde die Ausbildung spontaner, ferromagnetischer Ordnung bei
zwei verschiedenen Bandfu¨llungen untersucht. Der ferromagnetische U¨bergang ergibt
sich bei relativ groen, aber trotzdem realistischen Korrelationsparametern UF mit
1 < UF=W < 2. Hierzu ist allerdings ein endlicher Wert des lokalen Austauschs J
von der Gro¨enordnung 0:1UF erforderlich. Damit scheint die Bandentartung einen
wesentlichen Anteil an der Ausbildung ferromagnetischer Ordnung zu haben.
Die Beru¨cksichtigung der vollen atomaren Wechselwirkung stabilisiert die parama-
gnetische Phase im Vergleich zu den rein dichteartigen Wechselwirkungen. Daher
tritt der U¨bergang in diesem Fall bei etwas gro¨eren Korrelationsparametern auf.
Der lokale Spin ist in beiden Fa¨llen bereits in der paramagnetischen Phase weit-
gehend ausgebildet und nimmt mit dem Einsetzen der Magnetisierung nur noch
schwach zu. Die ferromagnetische Kondensationsenergie besitzt u¨ber einen weiten
Bereich von Korrelationsparametern U die Gro¨enordnung der Curie-Temperaturen
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(TC  500K), wie sie in den U¨bergangsmetallen auftreten.
Aufgrund der relativ groen U¨bergangsparameter UF scheint es sich beim itineran-
ten Ferromagnetismus um einen Eekt starker Elektronenkorrelationen zu handeln.
Es ist daher fragwu¨rdig, ob Ein-Teilchen-Theorien in der Lage sind, dieses Pha¨no-
men korrekt zu beschreiben. Zum Vergleich mit unseren variationellen Ergebnissen
haben wir das Zwei-Band-Modell auch mit Hilfe einer Hartree-Fock-Na¨herung un-
tersucht. Diese fu¨hrte sowohl quantitativ als auch qualitativ zu deutlich anderen
Ergebnissen. Da die Hartree-Fock-Na¨herung per Konstruktion ungenauer, als unser
verallgemeinertes Gutzwiller-Verfahren ist, mu¨ssen wir unsere Ergebnisse als weitge-
hendes Versagen dieser Theorie zur Beschreibung von itinerantem Ferromagnetismus
interpretieren.

Anhang A
Verallgemeinerung der
Gutzwiller-Na¨herung
In diesem Anhang werden wir die von Gutzwiller vorgeschlagene na¨herungsweise
Auswertung des Ein-Band-Hubbard-Modells (3.1) mit Hilfe der Variationswellen-
funktion (3.2) auf den Fall beliebig vieler Orbitale verallgemeinern. Bei dieser Ver-
allgemeinerung mu¨ssen wir uns allerdings auf die Klasse der Hamiltonoperatoren
mit reiner Dichte-Wechselwirkung beschra¨nken. Zuna¨chst stellen wir in Abschnitt
A.1 eine Neuformulierung der Gutzwiller-Na¨herung zum Ein-Band-Modell vor. In
Abschnitt A.2 werden wir dann sehen, da sich die Erweiterung auf den Mehr-Band-
Fall mit Hilfe dieser Neuformulierung problemlos durchfu¨hren la¨t.
A.1 Die Gutzwiller-Na¨herung zum Ein-Band-
Hubbard-Modell
Ziel dieses Abschnitts ist die approximative Bestimmung des Erwartungswertes
hH^iΨG =
X
i;j
ti;j
2X
=1
hc^+i;c^j;iΨG + U
X
i
hm^i;12iΨG (A.1)
in der Gutzwiller-Wellenfunktion (3.2)
jΨGi =
Y
i
gm^i;12 j0i (A.2a)
= gM^12j0i : (A.2b)
Der Operator M^12 mit die Gesamtzahl der doppelt besetzten Gitterpla¨tze. Allge-
mein denieren wir fu¨r eine Besetzung I die Netto- und Brutto-Operatoren
M^I =
X
i
m^i;I ; (A.3)
N^I =
X
i
n^i;I : (A.4)
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Die Gutzwiller-Na¨herung zur Auswertung des Erwartungswertes (A.1) wurde von
Gutzwiller selbst in einer wenig transparenten Formulierung eingefu¨hrt [3]. Eine
etwas klarere Herleitung ndet sich bei Ogawa et al. [34] und Vollhardt [35]. Unsere
Formulierung zum Ein-Band-Modell a¨hnelt derjenigen von Vulovic und Abrahams
[39].
Um zu einer mathematisch eindeutigen Formulierung der Gutzwiller-Na¨herung zu
gelangen, ist es zuna¨chst notwendig, eine lokale Basis fu¨r unseren Hilbertraum ein-
zufu¨hren. Wir denieren daher Basiszusta¨nde
jN1;N2i 
Y
i12N1
Y
i22N2
c^+i1;1c^
+
i2;2
j0i ; (A.5)
in denen N1 und N2 jeweils Mengen von Gitterpla¨tzen mit N1 = jN1j und N2 = jN2j
Elementen in den Zusta¨nden (d.h. mit Spin " und #) sind. Aufgrund der Vollsta¨ndig-
keit der Basis (A.5) ko¨nnen wir die Ein-Teilchen-Wellenfunktion j0i in der Form
j0i =
X
N1;N2
T (N1;N2)jN1;N2i ; (A.6)
mit den Entwicklungkoezienten T (N1;N2) schreiben. Die Summe u¨ber N1 und N2
enthalte sa¨mtliche N1- und N2-elementigen Teilmengen der Menge L (jLj = L) aller
Gitterpla¨tze. Damit ist hier bereits angenommen, da auch jΨ0i eine jeweils feste
Zahl von Elektronen in den Zusta¨nden 1 und 2 besitzt. Da der Hamiltonoperator
(3.1) mit den Anzahloperatoren N^1 und N^2 vertauscht, ist dies eine vernu¨nftige
Annahme. Damit erhalten wir fu¨r die Variationswellenfunktion (A.2)
jΨGi =
X
N1;N2
gM12(N1;N2)T (N1;N2)jN1;N2i ; (A.7)
wobei die Funktion M12(N1;N2) angibt, wieviele Gitterpla¨tze doppelt besetzt sind,
wenn sich die " (#) Elektronen auf den zu N1 (N2) geho¨renden Pla¨tzen benden.
Da die Zusta¨nde (A.5) nach Voraussetzung orthonormal sind, ko¨nnen wir die Norm
und die Erwartungswerte in (A.1) folgendermaen schreiben:
hΨG j ΨGi =
X
N1;N2
g2M12(N1;N2) jT (N1; N2)j2 ; (A.8a)
hΨGjm^i;12jΨGi =
X
N 01;N 02
g2M12(N
0
1[i;N 02[i) jT (N 01 [ i;N 02 [ i)j2 : (A.8b)
hΨGjc^+i;1c^j;1jΨGi =
X
N 01;N2
gM12(N
0
1[i;N2)gM12(N
0
1[j;N2)T (N 01 [ i;N2) T (N 01 [ j;N2) :
(A.8c)
Bezu¨glich der Summen u¨ber N 01 und N 02 sind hierbei folgende Einschra¨nkungen zu
beachten,
i =2 N 01;N 02 und jN 01j = N1 − 1; jN 02j = N2 − 1 in (A.8b) ; (A.9a)
i; j =2 N 01 und jN 01j = N1 − 1 in (A.8c) : (A.9b)
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Zur weiteren Auswertung der Gleichungen (A.8) beno¨tigen wir Ausdru¨cke fu¨r die
jeweiligen Produkte der Koezienten T . Diese ko¨nnen wir na¨herungsweise aus den
entsprechenden Erwartungswerten in der unkorrelierten Wellenfunktion j0i erhal-
ten. Zuna¨chst gilt fu¨r die Norm
h0 j 0i =
X
N1;N2
jT (N1;N2)j2 = 1 : (A.10)
In der Gutzwiller-Na¨herung nehmen wir nun an, da alle Summanden in (A.10) den
gleichen Wert haben. Dies bedeutet, da jede ra¨umliche Verteilung der Elektronen
in der Wellenfunktion j0i die gleiche Wahrscheinlichkeit besitzt. Hiermit folgt aus
Gleichung (A.10)
jT (N1;N2)j2 =
 
L
N1
!−1 
L
N2
!−1
 P (L;N1)P (L;N2) : (A.11)
Eine analoge Annahme machen wir fu¨r den Erwartungswert eines Hu¨pfoperators
h0jc^+i;1c^j;1j0i  hc^+i;1c^j;1i0 (A.12a)
=
X
N 01;N2
T (N 01 [ i;N2)T (N 01 [ j;N2) : (A.12b)
Erneut fordern wir, da die Summanden in (A.12b) nicht von der speziellen Wahl
der Mengen N 01;N2 abha¨ngen. Damit folgt aus (A.12)
T (N 01 [ i;N2)T (N 01 [ j;N2) = P (L− 2; N1 − 1)P (L;N2)hc^+i;1c^j;1i0 : (A.13)
Nun sind wir in der Lage, auch die korrelierten Erwartungswerte (A.8) auszuwerten.
Fu¨r die Norm erhalten wir
hΨG j ΨGi = P (L;N1)P (L;N2)
X
N1;N2
g2M12(N1;N2) : (A.14)
Die Summen u¨ber die Mengen N1 und N2 ko¨nnen wir durch eine Summe u¨ber die
Zahl doppelt besetzter Pla¨tze M12 ersetzen, wenn wir den kombinatorischen Faktor
CM12(L;N1; N2) =
L!
M12!(N1 −M12)!(N2 −M12)!(L−N1 −N2 +M12)!
(A.15a)
=
L!
M12!M1!M2!M;!
(A.15b)
einfu¨hren. Dieser gibt an, wieviele Mo¨glichkeiten existieren, N1, N2 Elektronen mit
Spin " und # so auf das Gitter zu verteilen, da genau M12 Pla¨tze doppelt besetzt
sind. Mit Hilfe von (A.15) ko¨nnen wir (A.14) schreiben als
hΨG j ΨGi = P (L;N1)P (L;N2)
X
M12
g2M12CM12(L;N1; N2) : (A.16)
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Fu¨r den Erwartungswert einer Doppelbesetzung (A.8b) erhalten wir analog
hΨGjm^i;12jΨGi = P (L;N1)P (L;N2)
X
N 01;N 02
g2M12(N
0
1[i;N 02[i) (A.17a)
= P (L;N1)P (L;N2)
X
M12
g2M12+2CM12(L− 1; N1 − 1; N2 − 1) :
Um diesen Ausdruck spa¨ter durch die Norm (A.16) teilen zu ko¨nnen, bringen wir
ihn zuna¨chst auf die Form
hΨGjm^i;12jΨGi = P (L;N1)P (L;N2) (A.18)
X
M12
h
g2M12CM12(L;N1; N2)
i
g2
(N1 −M12)(N2 −M12)
L(L−N1 −N2 +M12) :
Hierbei wurde verwendet, da es im thermodynamischen Limes
L;N1; N2;M12 !1 (N1=L;N2=L;M12=L endlich) (A.19)
gestattet ist, im Quotienten in Gleichung (A.18) die Ersetzung
L−N1 −N2 +M12 + 1 ’ L−N1 −N2 +M12 (A.20)
vorzunehmen. Die Faktoren P (L;N1)
−1, P (L;N2)−1 und CM12(L;N1; N2) sind ma-
kroskopische Gro¨en von der Ordnung exp(L). An einer spa¨teren Stelle werden wir
dies ausnutzen, um die Summe in (A.18) durch ihren gro¨ten Summanden zu erset-
zen.
Einen a¨hnlichen Ausdruck wie (A.18) erha¨lt man mit Hilfe von (A.13) fu¨r den Er-
wartungswert eines Hu¨pfoperators.
hΨGjc^+i;1c^j;1jΨGi = hc^+i;1c^j;1i0P (L−2; N1−1)P (L;N2)
X
N 01;N2
gM12(N
0
1[i;N2)gM12(N
0
1[j;N2) :
(A.21)
Auch hier ko¨nnen wir die Summen u¨ber N 01 und N2 durch eine Summe u¨ber M12
ersetzen. Hierzu sind in (A.21) vier verschiedene Fa¨lle zu unterscheiden, da die Git-
terpla¨tze i und j beim Hu¨pfprozess entweder von einem Elektron mit entgegenge-
setztem Spin besetzt oder leer sein ko¨nnen. Formal gibt also die vier Mo¨glichkeiten
(i) i; j =2 N2; (ii) i 2 N2; j =2 N2; (iii) j 2 N2; i =2 N2; (iv) i; j 2 N2. Insgesamt
ko¨nnen wir (A.21) daher schreiben als
hΨGjc^+i;1c^j;1jΨGi = hc^+i;1c^j;1i0P (L− 2; N1 − 1)P (L;N2)
X
M12
g2M12 (A.22)

h
CM12(L− 2; N1 − 1; N2) + 2gCM12(L− 2; N1 − 1; N2 − 1)
+ g2CM12(L− 2; N1 − 1; N2 − 2)
i
:
Klammern wir auch hier den Faktor aus, der als Summand in der Norm (A.16)
auftaucht, so folgt
hΨGjc^+i;1c^j;1jΨGi = hc^+i;1c^j;1i0P (L;N1)P (L;N2)
L2
N1(L−N1)
X
M12
g2M12CM12(L;N1; N2)
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
h(N1 −M12)(L−N1 −N2 +M12)
L2
+ 2g
(N1 −M12)(N2 −M12)
L2
+ g2
(N1 −M12)(N2 −M12)2
L2(L−N1 −N2 +M12)
i
; (A.23)
wobei in den drei Quotienten erneut Zahlen von der Ordnung Eins vernachla¨ssigt
wurden.
Die Summe in Gleichung (A.16) besitzt ein makroskopisches Maximum bei einem
bestimmten Wert M 12 und sich daraus ergebenden Werten M1, M2, M ;. Auch
die Summen in den Erwartungswerten (A.18) und (A.23) nehmen ihr Maximum
bei M12 an, da die Vorfaktoren der Ordnung Eins keinen Einflu auf die Lage des
makroskopischen Maximums haben. Wenn wir die beiden Erwartungswerte (A.18)
und (A.23) spa¨ter durch die Norm (A.16) teilen, ko¨nnen alle drei Summen u¨ber M12
jeweils durch den gro¨ten Summanden ersetzen werden. Die Bestimmung des Ma-
ximums fu¨hrt nach Anwendung Stirling’schen Formel X!  XX auf eine Gleichung
der folgenden allgemeinen Form
@
@x
 
px
Y
i
fi(x)
ifi(x)
!
= 0 ; (A.24a)
in der die linearen Funktionen fi(x) die BedingungX
i
i
@
@x
fi(x) = 0 (A.24b)
erfu¨llen. Damit erhalten wir nach einer einfachen Rechnung
p
Y
i
fi(x)
i
@
@x
fi(x) = 1 : (A.25)
Zum Beispiel folgt aus (A.15a) und (A.16) fu¨r die Norm: f1(x) = M12 = x, f2(x) =
N1 − x, f3(x) = N2 − x, f4(x) = L−N1 −N2 + x, i = −1, und p = g2. Gleichung
(A.25) ergibt dann direkt die wohlbekannte Maximalwertbedingung
g2 =
m;m12
m1m2

mI M I=L

; (A.26)
mit deren Hilfe wir den urspru¨nglichen Variationsparameter g durch den neuen Pa-
rameter m12 ersetzen ko¨nnen.
Die Erwartungswerte in (A.1) erhalten wir nun, indem wir die Ausdru¨cke (A.18)
und (A.23) durch den gro¨ten Summanden bezu¨glich M12 ersetzen und diesen durch
den gro¨ten Summanden der Norm teilen. Der Erwartungswert fu¨r eine Doppelbe-
setzung wird damit erwartungsgema¨ zu
hm^i;12iΨG = g2
m1m2
m;
= m12 ; (A.27)
wobei wir im zweiten Schritt Gleichung (A.26) verwendet haben. Analog erhalten
wir aus (A.23)
hc^+i;c^j;iΨG = qhc^+i; c^j;i0 ; (A.28)
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mit den q-Faktoren
q1 = m1m; + 2gm1m2 + g2
m1m
2
2
m;
= (
p
m1m; +
p
m2m12 )
2
;
q2 = (
p
m2m; +
p
m1m12 )
2
: (A.29a)
Damit ergibt sich die variationelle Grundzustandsenergie des Hubbard-Modells in
der Gutzwiller-Na¨herung zu
hH^iΨG =
X
i(6=)j
ti;j
2X
=1
qhc^+i;c^j;i0 + LUm12 : (A.30)
A.2 Die Gutzwiller-Na¨herung fu¨r Mehr-Band-
Hubbard-Modelle
Bei der Verallgemeinerung der Gutzwiller-Na¨herung mu¨ssen wir uns im folgenden
auf die Klasse der Mehr-Band-Hubbard-Modelle mit rein dichteartigen Wechselwir-
kungen (2.3) beschra¨nken. Fu¨r die verallgemeinerten Gutzwiller-Wellenfunktionen
wa¨hlen wir die Darstellung (3.20), wobei die Variationsparameter in der Gutzwiller-
Na¨herung als ortsunabha¨ngig angesetzt werden mu¨ssen, d.h.
jΨGi =
Y
I (jIj2)
gM^II
2NY
=1
N^ jΨ0i : (A.31)
Bei solch einem Ansatz sollte dann aus Konsistenzgru¨nden auch der Hamiltonope-
rator (2.1) translationsinvariant sein. Falls ein System mit mehr als einem Atom
pro Einheitszelle untersucht werden soll, so bezeichnen wir mit  alle verschiedenen
Orbitale in der Einheitszelle. Die Hu¨pfterme zwischen Atomen innerhalb einer Ein-
heitszelle fu¨hren dann im Ein-Teilchen-Operator H^1 in (2.1) zu lokalen Beitra¨gen
der Form t;
0
i;i c^
+
i; c^i;0 . Deren Auswertung ist jedoch in der Gutzwiller-Na¨herung un-
problematisch.
Wie im Ein-Band-Fall entwickeln wir jΨ0i in einer lokalen Basis
jΨ0i =
X
eN T (
fN )j eN i ; (A.32a)
j eN i  Y

Y
i2N
c^+i;j0i : (A.32b)
Hier und im folgenden verwenden wir die Abku¨rzungen
fN  fN1; : : : ;N2Ng ; (A.33a)fN  fN1; : : : ; N2Ng (A.33b)
fu¨r die Teilmengen N von Gitterpla¨tzen, in denen die Zusta¨nde  jeweils besetzt
sind, und den zugeho¨rigen Mengen von Zahlen N = jNj. Aufgrund der Hy-
bridisierungsterme in (2.1) gibt es einen wesentlichen Unterschied zwischen (A.6)
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und (A.32a). Die Summe u¨ber N1; : : : ;N2N entha¨lt in (A.32a) alle mo¨glichen An-
zahlverteilungen N1; : : : ; N2N der Elektronen, da die Besetzungsoperatoren N^ im
allgemeinen nicht mit dem Hamiltonoperator H^1 in (2.1) vertauschen.
Analog zum Ein-Band-Fall beno¨tigen wir im folgenden Ausdru¨cke fu¨r bestimmte
Produkte der Koezienten T in (A.32a). Auch hier betrachten wir den Ein-Teilchen-
Zustand jΨ0i, um die Gutzwiller-Na¨herung zu formulieren. Zuna¨chst gilt fu¨r die
Norm
hΨ0jΨ0i =
X
eN
T (fN )2 = XeN Ω(
fN) ; (A.34a)
Ω(fN)  XeN
T (fN )2Y

jNj;N ; (A.34b)
wobei Ω(fN) die Wahrscheinlichkeit mit, in jΨ0i genau N1; : : : ; N2N Elektronen in
den Zusta¨nden 1; : : : ; 2N vorzunden. In der Gutzwiller-Na¨herung nehmen wir an,
da jeder Summand in (A.34b) fu¨r festes fN den gleichen Wert hat. Damit erhalten
wir T (fN )2 = Ω(fN)Y

P (L;N) : (A.35)
Im allgemeinen ist es mo¨glich, bestimmte Besetzungen in den Wellenfunktionen jΨ0i
und jΨGi zu xieren. Zum Beispiel vertauscht der Operator fu¨r die Gesamtzahl der
Spin-" (Spin-#) Elektronen mit H^1, da letzterer in der Regel keine Spin-Flip-Terme
entha¨lt. Insofern ko¨nnten wir jΨ0i und jΨGi als Eigenzusta¨nde solcher Operatoren
wa¨hlen (\kanonische Wellenfunktionen"). Weitere Erhaltungsgro¨en ergeben sich,
wenn gewisse Orbitale durch die Hybridisierungsterme in H^1 nicht gemischt werden.
Arbeitet man mit kanonischen Wellenfunktionen, so ergeben sich also bestimmte
Randbedingungen fu¨r die Besetzungen N. Die Anzahlverteilung Ω(fN) ist daher
nur in einem d-dimensionalen Unterraum (d < 2N) des gesamten Besetzungsraums
fN1; : : : ; N2Ng ungleich Null, wobei 2N − d gleich der Zahl der Randbedingungen
ist.
In dieser Herleitung wa¨hlen wir einen etwas eleganteren Weg. Wir arbeiten mit
\grokanonischen" anstelle der kanonischen Wellenfunktionen. Die Funktionen jΨ0i
und jΨGi mo¨gen also Anteile mit beliebigen Besetzungen fN1; : : : ; N2Ng enthalten,
so da auch die Gesamtzahl der Elektronen
P
N fu¨r diese Wellenfunktionen keine
gute Quantenzahl mehr ist. Im thermodynamischen Limes fu¨hren die beiden unter-
schiedlichen Betrachtungsweisen jedoch zum selben Energiefunktional (vgl. [46]).
Im Falle der grokanonischen Wellenfunktion ko¨nnen wir die Anzahlverteilung Ω(fN)
als kontinuierliche Funktion im gesamten 2N -dimensionalen Raum fN1; : : : ; N2Ng
ansehen. Da die Funktion Ω(fN) eine makroskopische Wahrscheinlichkeitsverteilung
darstellt, besitzt sie ein scharfes Maximum beim Erwartungswert
fN 0  nN 01; : : : ; N02No (A.36)
N 0  hΨ0jN^jΨ0i : (A.37)
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Im thermodynamischen Limes gilt an dieser Stelle
@
@N
Ω(fN) eN=eN0 = 0 ; (A.38a)
und
Ω(fN01 + N1; : : : ; N02N + N2Ng)
Ω(fN 0)  1 (A.38b)
sofern hier die Zahlen N1; : : : ;N2N von der Ordnung Eins sind.
Neben Gleichung (A.35) beno¨tigen wir noch Ausdru¨cke fu¨r die Produkte der Koe-
zienten T , die bei der Auswertung von Hu¨pfprozessen entstehen. Erneut betrachten
wir die entsprechenden unkorrelierten Erwartungswerte
hΨ0jc^+i;c^j;0jΨ0i =
X
eN 0 T
(fN 0i;)T (fN 0j;0) = XeN Ω
;0
i;j (
fN) ; (A.39a)
Ω;
0
i;j (
fN)  XeN 0 T
(fN 0i;)T (fN 0j;0)Y
00
jN 0
00 j;N00 (i =2 N
0
 ; j =2 N 00) :
(A.39b)
Hierbei haben wir die Notation
fN 0i(j);(0)  nN 01; : : : ;N 0(0) [ i(j); : : : ;N 02No (A.40)
eingefu¨hrt. Die Funktion Ω;
0
i;j (
fN) gibt die Wahrscheinlichkeit fu¨r den Hu¨pfprozess
eines Elektrons aus dem Zustand 0 am Platz j in das Orbital  am Platz i unter
der Nebenbedingung an, da die Anzahlverteilung der u¨brigen Elektronen als fN =
fN1; : : : ; N2Ng gegeben ist. Die Wahrscheinlichkeitsverteilung (A.39b) kann immer
in der Form
Ω;
0
i;j (
fN) = !;0i;j (fN) Ω(fN) (A.41)
geschrieben werden, wobei !;
0
i;j (
fN) von der Ordnung Eins ist. Insbesondere gilt an
der Stelle fN = fN 0
!;
0
i;j (
fN 0) = hΨ0jc^+i;c^j;0 jΨ0i : (A.42)
In der Gutzwiller-Na¨herung nehmen wir nun wieder an, da alle Summanden in
(A.39b) bezu¨glich der Summe u¨ber fN 0 den gleichen Wert besitzen. Da die aus
(A.39b) resultierenden Wahrscheinlichkeitsfaktoren in beiden Fa¨llen 0 =  und
 6= 0 die gleiche Form
(A.43a)
P (L− 1; N)P (L− 1; N0) = L
2
(L−N) (L−N0)P (L;N)P (L;N
0) ;
P (L− 2; N) = L
2
(L−N)2
P (L;N) (A.43b)
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haben, erhalten wir in der Gutzwiller-Na¨herung
T (fN 0i;)T (fN 0j;0) = Ω;0i;j (fN) L2(L−N) (L−N0)
Y
00
P (L;N00) : (A.44)
Nun ko¨nnen wir auch auch die korrelierten Erwartungswerte berechnen. Zuna¨chst
folgt aus Gleichung (A.35) fu¨r die Norm
hΨGjΨGi =
X
eN
T (fN )2Y

2N
Y
I(jIj2)
g
2ZLI ( eN )
I (A.45a)
=
X
eN Ω(
fN)Y

P (L;N)
2N

X
eN
(jN j=N)
Y
I(jIj2)
g
2ZLI ( eN )
I : (A.45b)
Hierbei gibt ZXI (fN ) an, auf wievielen in der Menge X enthaltenen Gitterpla¨tzen
eine Besetzung I vorliegt, sofern die Verteilung der Elektronen durch fN gegeben
ist. In (A.45) ist speziell X = L, die Menge aller Gitterpla¨tze. Die Summe u¨ber fN
in (A.45b) ko¨nnen wir durch eine Summe u¨ber alle mo¨glichen Mehrfach-BesetzungenfM  fM12; : : : ;M1;:::;2Ng ersetzen,
hΨGjΨGi =
X
eN Ω(
fN)Y

P (L;N)
2N

X
eM C eM(L;
fN) Y
I(jIj2)
g2MII ; (A.46)
wobei hier der Faktor
C eM(L; fN)  L!.Y
I
MI !

(A.47)
eingefu¨hrt wurde. Dieser gibt die Zahl der Mo¨glichkeiten an, N1; : : : ; N2N Elektronen
so auf das Gitter zu verteilen, da dabei genau M12; : : : ;M1:::2N Pla¨tze eine Beset-
zung (12); : : : ; (1 : : : 2N) aufweisen. Die Zahl der leeren und der einfach besetzten
Pla¨tze ist hierbei u¨ber die Vollsta¨ndigkeitsrelationen
M; = L−
X

N +
X
I(jIj2)
(jIj − 1)MI ; (A.48a)
M = N −
X
I
(jIj2;2I)
MI (A.48b)
festgelegt.
Wie im Ein-Band-Fall werden wir spa¨ter sehen, da alle relevanten Erwartungs-
werte, abgesehen von unterschiedlichen Vorfaktoren, die gleiche Form wie die Norm
besitzen. Daher wird es mo¨glich sein, alle Summen durch ihren gro¨ten Summanden
zu ersetzen. Wir mu¨ssen jeweils den gro¨ten Term bezu¨glich der Summen u¨ber fM
und fN nden. Zuna¨chst betrachten wir die Summe u¨ber fM in (A.45b). Nach der
Anwendung der Stirling’schen Formel ergibt sich mit Hilfe von (A.48) erneut ein
Extremwertproblem der Form (A.24). Damit nden wir als Verallgemeinerung von
(A.26) direkt die Bedingungen
g212 =
m;m12
m1m2
;
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... (mI M I=L) (A.49)
g21:::2N =
(m;)
2N−1 m1:::2N
m1 : : :m2N
;
mit deren Hilfe wir erneut die urspru¨nglichen Variationsparameter gI durch die
Gro¨en mI ersetzen ko¨nnen.
Zur Auswertung der Summe u¨ber die Brutto-Besetzungen fN in (A.46) mu¨ssen wir
die Gro¨en  geeignet festlegen. Unser Ziel ist es, die explizite Form der Wahrschein-
lichkeitsverteilung Ω(fN) u¨berhaupt nicht bestimmen zu mu¨ssen. Hierzu fordern wir,
da die Summe u¨ber fN ihr Maximum genau dort annimmt, wo auch Ω(fN) maximal
ist, also an der Stelle fN0. Es soll also gelten
N=L  n != n0  N0=L : (A.50)
Diese Forderung ist durch eine geeignete Wahl der Parameter  immer erfu¨llbar.
Die Extremwertbedingung fu¨r (A.46) hat bezu¨glich N die Form
0 =
@
@N
 
Ω(fN)2N P (L;N)M!M;!
! eN=eN0 (A.51a)
=
@
@N
0@2N (L−N)(L−N)NN
MM M
M;
;
1A eN=eN0 ; (A.51b)
wobei wir hier die Stirling’sche Formel sowie Gleichung (A.38a) verwendet haben.
Auch dieses Problem hat wieder die Form (A.24), so da wir fu¨r die Parameter 
mit Hilfe von (A.25) direkt erhalten
2 =
1− n
n
m
m;
: (A.52)
Die Gro¨en  sind damit u¨ber die Gleichungen (A.48) als Funktion der Besetzungen
n und der Variationsparameter mI festgelegt.
Bislang haben wir noch nicht wirklich gezeigt, da die Werte N und M I , fu¨r
die (A.46) maximal wird, tatsa¨chlich auch die Erwartungswerte der entsprechen-
den Operatoren N^ und M^I sind. Der Beweis dieser Aussage gelingt jedoch leicht
und wird daher dem Leser u¨berlassen. Wir ko¨nnen also im folgenden annehmen, da
M I = LmI =
hΨjM^I jΨi
hΨjΨi ; (A.53a)
N = Ln =
hΨjN^jΨi
hΨjΨi (A.53b)
im Rahmen der Gutzwiller-Na¨herung erfu¨llt ist.
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Als letzten Schritt mu¨ssen wir nur noch den Erwartungswert eines Hu¨pfoperators
bestimmen. Mit Hilfe von Gleichung (A.44) nden wir
hΨjc^+i;c^j;0jΨi =
X
eN H
;0
i;j (
fN)Ω;0i;j (fN) 0 L2(L−N)(L−N0)
Y
00
P (L;N00)
2N00
00 ;
(A.54a)
H;
0
i;j (
fN) = XeN0
(jN 0j=N)
Y
I (jIj2)
exp
h
ln(gI)

2Z
Lnfi;jg
I (
fN 0)+Zfi;jgI (fN 0i;)+Zfi;jgI (fN 0j;0)i:
(A.54b)
Die Summe u¨ber fN 0 in (A.54b) kann wieder durch eine Summe u¨ber die Mehrfach-
Besetzungen fM ersetzt werden. Wie im Ein-Band-mu¨ssen wir hierbei alle mo¨glichen
Besetzungen der Gitterpla¨tze i und j beru¨cksichtigen. Je nach Besetzung ergeben
sich unterschiedliche Argumente in den entsprechenden kombinatorischen Fakto-
ren der Form (A.47). Wir setzen im folgenden gI  1 fu¨r jIj  1, verwenden die
Abku¨rzung I  j \ Ij und erhalten damit fu¨r (A.54b)
H;
0
i;j (
fN)=XeM
 Y
I
g2MII
! X
Ii(=2Ii)
X
Ij(0 =2Ij)
gIi[gIigIj[0gIj (A.55)
C eML− 2; fN1− Ii1 − Ij1 ; : : : ; N− Ij ; : : : ; N0− Ii0 ; : : : ; N2N− Ii2N − Ij2Ng :
Man beachte, da die Terme 
Ij
 und 
Ii
0 im Falle  = 
0 wegen der Summenbe-
schra¨nkung in (A.55) zu 
Ij
 = Ii = 0 fu¨hren. Im thermodynamischen Limes folgt
dann
C eML− 2; fN1 − Ii1 − Ij1 ; : : : ; N − Ij ; : : : N0 − Ii0 ; : : : ; N2N − Ii2N − Ij2Ng
= C eM(L; fN)
 
M
M;
!Ij  M0
M;
!Ii
0 M2;
L2
Y
00
(00 6=;0)
 
M00
M;
!Ii
00+
Ij
00
: (A.56)
Damit wird aus Gleichung (A.54a)
hΨjc^+i;c^j;0jΨi =
X
eN Ω(
fN) Y
00
P (L;N00)
2N00
00
X
eM
Y
I
g2MII C eM(L; fN) h;0i;j (fN; fM) ;
(A.57a)
h;
0
i;j (
fN; fM) = !;0i;j (fN)0 L2(L−N) (L−N0)
X
Ii(=2Ii)
X
Ij(0 =2Ij)
gIi[gIigIj[0gIj

 
M
M;
!Ij  M0
M;
!Ii
0 M2;
L2
Y
00 (6=;0)
 
M00
M;
!Ii
00+
Ij
00
: (A.57b)
Abgesehen vom Faktor (A.57b), der von der Ordnung Eins ist, hat (A.57a) die
gleiche Form wie die Norm (A.46). Daher ko¨nnen wir im thermodynamischen Limes
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die gesamte Summe durch ihren maximalen Wert ersetzen, der an der selben Stelle
angenommen wird wie derjenige der Norm (A.46). Ersetzen wir die Faktoren  mit
Hilfe von Gleichung (A.52) und verwenden die Beziehung
gIi[gIigIj[0gIj =

M;
M
IjM;
M0
Ii
0 Y
00 (6=;0)

M;
M00
Ii
00+
Ij
00
s
MIi[MIi
M;M
s
MIj[0MIj
M;M0
;
(A.58)
ergibt sich abschlieend fu¨r den Erwartungswert eines Hu¨pfprozesses
hΨjc^+i;c^j;0jΨi
hΨjΨi = q0hΨ0jc^
+
i;c^j;0jΨ0i : (A.59)
Die q-Faktoren haben dabei die Form
q =
1
n(1− n)
 X
I (=2I)
p
mI[mI
2
; (A.60a)
q0 =
p
q q00 : (A.60b)
Die Herleitung der Gleichungen (A.54)-(A.60) bleibt ebenfalls gu¨ltig, wenn i = j
und  6= 0 gesetzt wird. Damit kann der Hamiltonoperator (2.1) auch eine Basis
von mehr als einem Atom pro Gitterplatz enthalten.
Insgesamt erhalten wir in der Gutzwiller-Na¨herung fu¨r die variationelle Grundzu-
standsenergie des Hamiltonoperators (2.1)
hΨjH^jΨi
hΨjΨi =
X
i;j;;0
t;
0
i;j
p
qq0hc^+i;c^j;0i0 + L
X

n + L
X
I
UI mI : (A.61)
Die erste Summe ist hierbei so zu verstehen, da entweder i 6= j oder  6= 0 ist. Fu¨r
translationsinvariante Gutzwiller-Wellenfunktionen erha¨lt man den Energieausdruck
(A.61) auch u¨ber die diagrammatische Auswertung in unendlicher Raumdimension
(siehe Gleichung (5.17b)).
Anhang B
Gruppentheoretische
Anmerkungen
In diesem Anhang wird gezeigt, da lokale Hu¨pferwartungswerte verschwinden,
h0jc^+i;(b;)c^i;(b0;)j0i = 0 (b 6= b0) ; (B.1)
falls folgende zwei Bedingungen erfu¨llt sind:
1. Die Orbitale b und b0 sind entweder entartet oder geho¨ren zu unterschiedlichen
Darstellungen der Punktsymmetriegruppe. Liegt der erste Fall vor, so darf die Entar-
tung nicht zufa¨llig sein, d.h. b und b0 mu¨ssen dann zu einer gemeinsamen Darstellung
geho¨ren.
2. Die Ein-Teilchen-Produktwellenfunktion j0i ist Eigenzustand eines Ein-Teilchen-
Hamiltonoperators Heff0 , der die Symmetrie des Gitters besitzt, und zusa¨tzlich unter
allen Punktsymmetrieoperationen des Gitters invariant ist.
Der Spinindex  hat in Gleichung (B.1) oenbar keine Bedeutung und wird daher im
folgenden Beweis weggelassen. Die Ausgangsorbitale j’i;bi denieren Bandzusta¨nde
j’k;bi = 1p
L
X
i
eikRij’i;bi ; (B.2)
mit Hilfe derer wir die Ein-Teilchen-Eigenzusta¨nde von Heff0 schreiben ko¨nnen als
j k;i =
X
b
ub;(k) j’k;bi : (B.3)
Hierbei sind die Koezienten ub;(k) Elemente einer unita¨ren Matrix. Die Wellen-
funktion j0i hat damit die Form
j0i =
Y

Y
k
c+k ;j0i : (B.4)
Bezu¨glich der Produkte u¨ber k ist zu beachten, da bei der Besetzung eines be-
stimmten Zustandes jki in (B.4) auch alle zum Stern von k geho¨renden Zusta¨nde
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besetzt werden mu¨ssen. Andernfalls wa¨re j0i nicht invariant unter den Symmetrie-
operationen des Gitters.
Da j0i nach den obigen Voraussetzungen insbesondere translationsinvariant ist,
ko¨nnen wir den Erwartungswert in (B.1) schreiben als
hc^+i;bc^i;b0i0 =
1
L
X
i
hc^+i;bc^i;b0i0 (B.5a)
=
1
L2
X
i
X
k;k0
ei(k−k
0)Rihc^+k;bc^k0;b0i0 (B.5b)
=
1
L
X
k
X

ub;(k)ub0;(k)nk; ; (B.5c)
wobei
nk;  h0jc^+k;c^k;j0i : (B.6)
Der Erwartungswert nk; hat voraussetzungsgema¨ den gleichen Wert fu¨r alle k,
die zum selben Stern geho¨ren. Zum Beweis von (B.1) genu¨gt es also zu zeigen, da
der Summand in (B.5c) fu¨r jede Summation u¨ber einen Stern in allgemeiner Lage
verschwindet. Die Menge aller Sterne, die sich nicht in allgemeiner Lage benden,
besitzt im thermodynamischen Limes nur das Ma Null, da es sich hierbei allenfalls
um Fla¨chen im k-Raum handelt. Wir werden also im folgenden beweisen, daX
G
ub;( ~Gk)ub0;( ~Gk) = 0 ; (B.7)
wobei G u¨ber alle Elemente der Punktsymmetriegruppe summiert. Hierzu wenden
wir nacheinander eine Symmetrieoperation T^G auf beide Seiten von Gleichung (B.3)
an. Fu¨r die linke Seite erhalten wir
T^Gj k;i = j ~G−1k;i (B.8a)
=
X
b
ub;( ~G
−1k) j’ ~G−1k;bi : (B.8b)
Fu¨r die rechte Seite folgt
T^G
X
b
ub;(k) j’k;bi = 1p
L
X
b
ub;(k)T^G
X
i
eikRi j’Ri;bi (B.9a)
=
1p
L
X
b
ub;(k)
X
i
eikRiT^G j’Ri;bi : (B.9b)
Die Wirkung von T^G auf j’Ri;bi la¨t sich im Ortsraum analysieren,
T^G ’Ri;b(r) = ’Ri;b(
~Gr) (B.10a)
=
X
b0
DGb;b0’ ~G−1Ri;b0( r) ; (B.10b)
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wobei wir hier die orbitalen Darstellungsmatrizen DG eingefu¨hrt haben. Hiermit
erhalten wir in (B.9b)
T^G
X
b
ub;(k) j’k;bi =
X
b
ub;(k)
X
b0
DGb;b0
1p
L
X
i
ei(
~G−1k)Ri j’Ri;bi (B.11a)
=
X
b
ub;(k)
X
b0
DGb;b0 j’ ~G−1k;b0i : (B.11b)
Durch einen Koezientenvergleich von (B.11b) mit (B.8b) ergibt sich
ub;( ~G
−1k) =
X
b0
ub0;(k)D
G
b0;b : (B.12)
Fu¨r die zu beweisende Gleichung (B.8b) erhalten wir mit Hilfe von (B.12)X
G
ub;( ~Gk)ub0;( ~Gk) =
X
b00;b000
ub00;(k)ub000;(k)
X
G

DGb;b00
 
DGb0;b000

: (B.13)
Da die rechts stehende Summe u¨ber G nach dem Orthogonalita¨tstheorem der Grup-
pentheorie verschwindet [57], ist Gleichung (B.8b) hiermit bewiesen.
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