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The problem of imaging cross sections of opaque bodies by means of 
ultrasonic transmissions is considered. Images are computed from 
measurements of ultrasonic propagation delay times through the body 
section. The grey levels in the image depend on the ultrasonic propagation 
velocity in the body section. 
Conventional ultrasonic pulse-echo imaging is reviewed and its 
shortcomings are discussed. Ultrasonic transmission measurements are 
suggested as a way of removing these shortcomings and complementing pulse-
echo imaging. The images are obtained by processing ultrasonic propagat-
ion time delay measurements in the same manner as X-ray attenuation 
measurements are processed to produce images in X-ray computed tomography. 
These X-ray imaging techniques are reviewed in detail. 
Multipath ultrasonic propagation complicates the time delay 
measurements. Measurements on simple objects are used to illustrate the 
effect of multipath propagation. Propagation time delays are related to 
phase measurements in a theoretical study of ultrasonic propagation and 
scattering. The theoretical study of scattering results in an extension 
to the Rytov approximation. This extended Rytov approximation is shown 
to produce improved estimates of the phase of scattered radiation. 
Numerous problems associated with automatically obtaining ultra-
sonic time delay measurements are discussed. Images computed from both 
calculated and measured time delays are presented to illustrate various 
points. It is suggested how the measurement system could be improved to 
yield rapid in vivo measurements. 
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GLOSSARY 
Listed below are those symbols and abbreviations used in this thesis 















cathode ray tube 
fast Fourier transform 
denotes the Fourier transform 
} denotes the inverse Fourier transform 
wavenumber 2,r/;\ 
wavelength 
signal to noise ratio 
time 
time delay 
acoustic propagation time delay through water 
time delay for acoustic propagation between the transducers when 
the scanner is at (s,~) 
T equivalent to time 
Ti acoustic time delay for path i 
V(x,y) acoustic velocity at point (x,y) 
V acoustic velocity in water 
w 
n acoustic refractive index V✓V 
(x,y) cartesian coordinate of a point in the body section 
(,,n) cartesian coordinates employed by the scanner - inclined at angle 
~ to (x,y) coordinates 
(s,~) polar coordinates us~d by the scanner 
w angular frequency (radians/second) 
w(x,y) the distribution in the body section 
WM the image of the body section calculated from M projections 
M the number of projections 
¢i 
~ (a, 13) 
h ' h h ' th ' ' ' d angle at w ic t e 1 proJection is measure = 
= :; {w(x,y)} 
xy 
J\(p,¢) SG(a,13) expressed in polar coordinates 
an an element of a ray path 
f frequency= w/27r 
f(~,¢) X-ray projection 
f(~,¢) acoustic time delay projection 
t(~,¢) the modified projection 
* denotes the complex conjugate 
® denotes convolution 
~ wave function 
~ crosscorrelation function 
il(t) the Dirac delta function 
s(t) the received signal= p(t) ~ e(t) 
p (t) the pulse component of s (t) 
e(t) the ideal received signal 




Conventional X-ray diagnosis has been extended very significantly 
during the past five years. Excellent pictures of body cross sections 
are obtained by combining ordinary shadowgraph information received from 
a large number of angles around the body. This celebrated technique was 
developed by Hounsfield (1972), and is known as "computer assisted tomo-
graphy", or simply "computed tomography". The field of X-ray tomography 
has grown from the first EMI brain scanner released at the end of 1972, 
(x) 
to more than 600 brain and body X-ray tomography machines now in use. 
There are presently more than a dozen different manufacturers constructing 
X-ray tomography machines and development is very rapid. The methods of, 
and current research in, computed tomography are reviewed in chapter 2. 
During a tomographic X-ray examination, the patient can absorb a 
radiation dose of as high as 2 rads. The accumulated dosage for repeated 
or extensive X-ray tomographic examinations can become unacceptably 
high. Physicians usually argue that the associated morbidity is low and 
is preferable to the likely mortality caused by an undetected tumour or 
malignant growth. 
The problem of cumulative dosage causing cell damage has not been 
observed with ultrasonic diagnostic apparatus. Considerable effort has 
been devoted to the study of ultrasonic cell damage, cavitation and 
heating in biological specimens. The conclusion drawn from these studies 
which are reviewed in chapter 1, is that adverse biological effects are 
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not observed at average ultrasonic intensities less than 0.1 W/cm. 
Conventional pulse-echo ultrasonic diagnosis methods are discussed in 
./ 
chapter 1 together with experimental developments in ultrasonic imaging. 
The diagnostic information can be presented in several different ways, but 
in all cases it is based on ultrasonic echo returns and hence depends on 
acoustic impedance mismatches. Conventional ultrasonic diagnostic methods 
(xi) 
work well when there is a well def_;i.ned change of acoustic imped~nce 
across a surface and the reflecting surface is almost perpendicular to 
the probing ultrasonic beam. However, pulse-echo techniques are not 
suited to examining small or gradual changes of acoustic impedance such 
as can occur in soft tissue. Changes in both the density and the acoustic 
velocity contribute to changes in the acoustic impedance. This thesis is 
concerned with measuring small changes in the acoustic velocity. 
Small or gradual changes in the acoustic velocity can be examined 
by forming a "phase shadowgraph" in which the grey scale represents the 
acoustic phase in the range of Oto TI. The image is formed in a manner 
similar to the X-ray shadowgraph. The image also has similarities to 
those formed by phase contrast and interference light microscopes. The 
"phase shadowgraph" does not permit the acoustic phase to be determined 
uniquely if the phase variations are greater than TI. A method of 
uniquely determining the acoustic phase, for variations of many cycles, 
is developed in chapter 3. Thus an 1Jextended phase shadowgraph" is 
formed in which the grey scale is proportional to the phase. The theoret-
ical basis relating phase measurements to propagation time delay 
measurements is established in chapter 3. The acoustic time delay 
measurements are compared with X-ray attenuation measurements and the 
basis for ultrasonic transmission tomography is established. Chapter 3 
also contains some extensions to approximate scattering theory (c.f. 
Bates, Boernerand Dunlop 1976, Dunlop, Boemer and Bates 1976). 
The equipment and signal processing required to produce acoustic 
transmission tomograms is described in chapter 4. Several novel 
solutions to computation and equipment problems are presented in this 
chapter (c.f. Dunlop 1973, Boys and Dunlop 1978a,b, Dunlop and Boys 1978, 
Dunlop 1978). The design and construction of broadband ultrasonic trans-
ducers is examined in chapter 5. Good agreement is obtained between the 
theoretical and measured performance of the transducers. The design 
ensures that the transducer characteristics are easily reproduced 
without the need to employ special construction techniques, 
(xii) 
The results of tomographic measurements and simulations are con-
tained in chapter 6. Phantoms of various shapes are examined, and the 
results of in vitro measurements are reported (c,f. Bates and Dunlop 
1977). Methods for reducing the measurement time and improving the 
system performance are outlined in chapter 7. 
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CHAPTER ONE 
ULTRASONIC IMAGING METHODS 
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1.1 HISTORY OF ULTRASOUND 
The use of ultrasound for imaging has arisen from the need to vis-
ualize the interior of an opaque region when it is difficult, if not 
impossible to obtain the information by any other means. Some of the more 
notable developments in ultrasonics are listed in table 1.1. More 
extensive tables are given by Erikson et al. (1974) and by Wells (1969, 
Ch. 4) • 
The first practical use of ultrasound by man is generally 
attributed to Chilowsky and Langevin who devised an underwater signalling 
system in 1916. Following this, Langevin was employed by the French 
government to develop a method for detecting submarines. Langevin 
produced a workable SONAR together with a practical ultrasonic transducer 
which was patented in France (1918) and Britain (1921). The transducer 
could be used as a transmitter and as a receiver of ultrasonic waves in 
water. It was constructed from a mosaic of quartz crystals sandwiched 
between two steel plates. The basis of the pulse-echo SONAR systems 
developed during World War II is covered by Langevin's patents. These 
SONAR systems are the predecessors of most ultrasonic imaging systems in 
use today. A comprehensive review of the developments in marine ultra-
sound is given by Hersey (1977). 
Sokoloff (1929, 1937) devised a flaw detector which was similar in 
concept to a radiographer's X-ray shadowgraph. A beam of ultrasound was 
transmitted through an immersed body, and a receiver detected the emergin9 
energy. The transmitter and receiver were scanned across the body, and at 
the same time, the intensity of the emerging ultrasound was plotted at a 
position corresponding to that of the receiver. Interpretation of the 
"shadowing" is straightforward when only a few large flaws are present. 
The therapeutic use of low intensity ultrasound was first reported 
by Pohlman et al. (1930). Physiotherapists now routinely employ ultra-
sound to warm an area before massage treatment. The most common use is 
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for muscular and tendon complaints, and the ultrasonic intensity ranges up 
to a few watts per square centimetre. 
Dussik (1942) is credited with the first attempt to examine the 
structure 'of the human body with ultrasound. The fluid filled ventricles 
in the brain were to be mapped by plotting the attenuation of ultrasound 
beamed through the skull. This experiment was suggested by Sokoloff some 
12 years earlier. It failed because the attenuation and reflections 
caused by the skull are much greater than the total attenuation through 
the brain. 
At the same time as Dussik was investigating ultrasound trans-
mission, Firestone (1942, 1946) was developing another of Sokoloff's 
suggestions based on pulse-echo detection of flaws in metals. Firestone 
also used his pulse-echo flaw detector to examine various bones in the 
body. A similar system was developed independently by D.O. Spoule in the 
U.K. 
World War II developments in electronics enabled higher frequencies 
to be used for ultrasonics. The associated shorter wavelengths permitted 
the development of small highly directional transducers which were 
suitable for medical imaging systems. Wild (1950), Reid and Wild (1952) 
and Howry and Bliss (1952) successfully applied high frequency pulse-echo 
techniques to medical examination of the human body. 
During the two decades after 1950, ultrasonic technology developed 
to the extent that the medical profession accepted it as a useful tool. 
Investigators examined the heart (Hertz and Elder J.954, Satomaru 1957), 
the eye (Oksala and Lehtinen 1957, Baum and Greenwood 1958) and the brain 
(Lindstrom 1954). Ultrasound was also used to visualize the contents of 
the pregnant uterus (Donald et al. 1958, Kosse££ 1963b), to examine blood 
flow by means of pulse transit time (Kalmus et al. 1954,Haugen et al. 1955, 
Franklin et al. 1959) and by means of the signal doppler shift (Franklin et al. 
1961, Baker 1969, Peronneau and Leger 1969), and to measure the position 
of the brain midline which is often off-centre when physical brain.damage 
or tumours exist (c.f. Jeppsson 1961). Lindstrom (1954) employed ultra-
sound surgically to modify tissue, and others (c.f. Altmann and Waltner 
1959, Arslan 1960, Kossoff 1964) have used it to treat Meniere's disease 
with some success. 
Tissue modification by ultrasound led many to question its safety. 
The results of some of their investigations are summarized in table 1~2. 
Macintosh and Davey (1970, 1972) reported chromosome damage at radiation 
2 levels as low as 8.5 mW/cm for one hour exposure. Later experiments 
failed to substantiate this claim (c.f. Tremewan 1975). Fry et al. (1970) 
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survey the various cavitation and thermal effects which have been observed 
to produce lesions in living tissue. Isonification of brain tissue for a 
2 2 
long time at moderate power (10 W/cm for 7 secs) was required to induce 
lesions thermally, High power, short duration isonification (20 kW/cm2 
for 0.2 msec.) was required to produce lesions by cavitation. Fry et al. 
also report the results of a survey by Hill (1968) which suggested 102 
2 
W/cm for 1 µs with a 0,1% duty cycle as the upper limit for commercial 
diagnostic equipment. (This is several orders of magnitude less than the 
isonification required to induce observable lesions in the mammalian 
central nervous system - c.f. Wells 1969). They conclude that since the 
central nervous system is amongst the most sensitive of adult tissues, 
(c.f. Dunn and Fry 1971), "there is little likelihood that ultrasound 
provides a hazard when employed for medical diagnostic purposes". 
Measurements of commercial ultrasonic diagnostic machine output 
intensities have been made by Hill (1968, 1971). These results are shown 
in fig. 1.1 which also shows the ultrasonic intensity thresholds for 
tissue damage (c.f. Dunn and Fry 1971). Note that the peak diagnostic 
intensity is several orders of magnitude less than the intensity required 
to produce damage. 
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In a recent symposium (c,f. Hazzard and Litz 1977) on the biological 
effects of ultrasound, many authors observed cell damage and induced mis-
carriages (mostly in mice) at quite low intensities. However, in all cases 
the exposure period was long enough for the ultrasonic dose absorbed to 
lie near the "embryonic functionally observed threshold~' shown in fig. 1. 1. 
Wells (1969) states that until safety levels have been defined, it 
is undesirable, either to use greater ultrasonic intensities than those 
which are currently being employed, or to subject patients to unnecess-
arily lengthy investigations. 
During the past decade, there has been much research into ultra-
sonic holographic systems ( c.f. § 1.5), multiple transducer beam forming 
for rapid scanning (e.g. Somer 1968, 1971, c.f. § 1.4) and computer 
processing of the "echo" signal (e.g. Mcsherry 1972, 1973, 1974). Before 
these methods can be usefully discussed, it is convenient to review ultra-
sonic imaging principles. This is done in the next section. 
1,2 ULTRASOUND APPLIED TO IMAGING 
The fundamentals of ultrasonic pulse-echo imaging are reviewed in 
this section. Descriptions of the generation, transmission, ~eflection 
and detection of ultrasonic pulses are given together with a discussion of 
image resolution and accuracy. 
An ultrasonic pulse-echo diagnostic system is shown diagrammatically 1 
in fig. 1.2. A short duration voltage pulse is applied to the ultrasonic 
transducer, which then produces pressure waves at ultrasonic frequencies 
(typically 1-15 MHz). The waves radiate away from the transducer as a 
packet (see for example fig. 5.18 with a duration (typically 2 or 3 
cycles) determined by the transducer bandwidth. The centre frequency is 
determined by the resonance of the piezoelectric element inside the 
transducer. The wave packet, or ultrasonic pulse, travels into the body 
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and passes across boundaries between regions of different acoustic 
impedance. The latter is defined to be the product of density and sound 
velocity in the region. At each boundary a fraction of the transmitted 
pulse is reflected back to the transducer as an ultrasbnic echo pulse. 
The transducer receives each ultrasonic echo pulse and generates an 
electrical signal of tvpically 4 or 5 cycles in duration. The electrical 
echo signal is used to deflect vertically the electron beam of a CRT 
(cathode ray tube). The CRT beam is also deflected horizontally with 
elapsed time after the pulse transmission. Thus a received echo is dis-· 
played at an instant corresponding to twice the time taken for the pulse 
to travel from the transducer to the boundary (which reflected the echo). 
An amplitude or A-scan display on the CRT is formed when the r.f. 
pulse is rectified and the resulting envelope is used to deflect the CRT 
beam vertically. The pulse-echo process is repetitive (typically at 1 kHz) 
and a flicker free echogram is produced. 
The amplitude of an ultrasonic echo is proportional to the amplitude 
of the transmitted pulse. It is also dependent on the attenuation along 
the path to the particular reflecting boundary, the transmission coeffic-
ients of all the boundaries crossed by the path, and the reflection 
coefficient at the boundary. For a pulse travelling through a region 
(identified by a subscript 1) incident upon the boundary of another region 
(identified by a subscript 2) a reflection coefficient A and a trans-
r 
mission coefficient At can be determined from Snell's Law, and by 
equating the pressure on both sides of the boundary: 
A 
z2 cos e1 - z1 cos 02 
= z2 cos e1 z1 cos 02 r + 
(1.1) 
At 
2Z2 cos 01 
= z2 cos e1 + z1 cos e2 
(1.2) 
' ' d ' h 1 "· th 1 ' h ' th ' ' ' 1 ' d Using i to enote eit er or~, e pu se int e i region is inc ine 
at ei to the normal at the boundary, and zi is the acoustic impedance in 
region i. 
In general, the further a reflector is from the transducer, the 
weaker the echo because of the spreading of the pulse, as it propagates. 
The transducer produces a "beam" of ultrasound (c.f. fig. 5.18). 
Boundaries or scatterers outside this beam do not cause sensible·echoes. 
Those within the beam reflect echoes which can be received by the trans-
ducer. 
Most diagnostic systems use a time varying receiver gain in an 
attempt to equalize the amplitudes of near and distant echoes. Exact 
compensation for echo amplitude reduction by beam spreading can be 
obtained with time variable gain. For a particular probed region, an 
approximate correction can be made for the acoustic attenuation. However, 
boundary transmission and reflection effects are only approximately 
known for a given region (or patient), and only a crude correction can be 
made. In some apparatus, the gain-time profile is set manually, or by 
punched cards, so as to give the best overall performance for a probed 
region. 
7. 
If the ultrasonic velocity does not vary greatly within the probed 
region, the time at which an echo is detected is approximately proportional 
to the distance of the reflector from the transducer, An average value 
for the ultrasonic velocity can then be assigned to the region. Inter-
pretation of an echogram for a narrow beam of ultrasound is the same as 
that of a needle biopsy, 
The resolution and accuracy of an ultrasonic imaging system is now 
discussed in terms of an ideal point scatterer. Such a scatterer can only 
be accurately located in a uniform medium by using a very narrow beam. 
Unfortunately, the finite beam width of any practical transducer consider-· 
ably reduces the azimuthal resolution. Thus echoes from a point target 
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are observed over a range of angles. A focussed transducer improves the 
azimuthal resolution, but reduces the depth of field, i.e. the azimuthal 
resolution is improved within a zone containing the focal point, but is 
worse outside this focal zone. Diffraction limited azimuthal resolution 
is determined from the Rayleigh criterion (c,f. Born and Wolf 1970, pp 435 
ff). A spherically focussed transducer of radius r operating at a wave-
length A in a medium can produce a focussed beam of diameter a at the 
focal distance L, where 
a = 1.22 AL/r (1.3) 
A compromise is necessary between the azimuthal resolution and the 
depth of field which is chosen to produce the required penetration in the 
probed region. Kossoff et al. (1968) relate the,theoretical beamwidth 





L sin { (1rr2 /2>..) ( [L-x] /Lx)} 
(1.4) 
They find that a weakly focussed transducer can give a reasonable depth of 
field without too much degradation of the azimuthal resolution. For 
example, at 2 MHz in water, a 4 cm radius transducer strongly focussed at 
20 cm, has an azimuthal resolution of 0.46 cm, whereas a weakly focussed 
transducer of 1.75 cm radius has a resolution of better than 1.2 cm between 
20 and 30 cm. Kossoff (1963b) investigated the use of a water bath 
scanner. The average water path distance between the patient and the 
transducer is chosen so that the focal zone is coincident with the region 
to be examined. For example for 10 cm of patient penetration, a water 
path of 20 cm would be required for the weakly focussed transducer dis-
cussed above. 
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The limited dynamic ranges of CRT displays cause additional complic-
ations. The amplitudes of the echoes have to be compressed so that all 
echoes can be displayed. Thus there is a reduction in the relative echo 
amplitudes between point scatterers in the centre of the beam and at the 
edges of the beam. Thus the beamwidth is effectively wider than before 
the application of pulse amplitude compression. This further reduces the 
azimuthal resolution. 
Changes in the ultrasonic velocity along the pulse propagation path 
cause refraction. Refraction of the pulse and echoes produces erroneous 
angle measurements for the scatterer. Multiple reflections can produce 
large azimuthal errors, and such echo signals are generally referred to 
as artefacts. 
The variations in acoustic velocity cause range errors as well as 
azimuthal errors. A single point scatterer probed by a narrow beam from 
different directions is imaged as being at different points. For a 
finite beam width, many different arcs would replace the points. Range, 
accuracy is crucial for good imaging and it is fortunate that soft 
tissue exhibits only a small range of acoustic velocity (~6%). 
The range resolution is limited by the duration of the echo pulse. 
For wide bandwidth transducers, the resolution limit can approach one 
wavelength, e.g. at 1.5 MHz the approximate resolution limit is 1 mm in 
water or 4 mm in aluminium. There is a compromise between the choice of 
the bandwidth and the centre frequency. A high centre frequency results 
in too much signal attenuation.. At a lower centre frequency, a low Q 
transducer is required to give the same bandwidth and sensitivity is 
traded for bandwidth. Inclined reflecting boundaries produce echoes of 
long duration from all but the narrowest of beams. A large isonified 
scattering area produces echoes over a range of distances and the 
boundary is poorly defined. A large aperture technique is the best 
method of alleviating the inclined boundary problem (c.f. Maginness 1972). 
The inclined boundaries are much easier to visualize in 3-D images. 
Robinson (1972a,b) describes a method for constructing a 3-D ultrasound 
image from a series of adjacent 2-D images. 
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Much research is being devoted to improving azimuth and range 
resolution. The azimuth and range accuracy can only be improved by com-
putational corrections which require a knowledge of the acoustic velocity 
distribution throughout the imaged region. Methods of obtaining such 
velocity distributions are the main concern of this thesis. 
1.3 MEDICAL IMAGING SYSTEMS IN CURRENT USE 
The principles of operation of all CRT display methods commonly 
used in ultrasonic diagnostic systems were developed during World War II 
for RADAR displays. The standard text on the subject (Reintjes 1952) lists 
15 methods of CRT data display. Of these 15 methods only 3 are commonly 
used in ultrasonics. They are the A-scan, the brightness or B-scan, and 
the motion or M-scan (also known as the time-motion or T-M scan). 
The A-scan is discussed in the preceding section. Its advantages 
are that it is cheap, simple and portable. Its disadvantage is that the 
output can vary markedly with only small changes in transducer orientation 
and positions. Thus a skilled operator is required to relate the trans-
ducer position and the echogram to the physiology. The A-scan is used in 
cardiovascular work (Segal et al. 1966, Feigenbam et al. 1967, Miller et 
al. 1967) for measuring muscle, valve and blood flow velocities from the 
Doppler shifts of the echo frequencies (Franklin et al. 1961, Baker 1969, 
Peronneau and Leger 1969). It is also used to align the ultrasonic beam, 
within the heart before displaying information in the M-mode. 
Another common use of A-scan displays is in neurology, especially 
for localization of the brain mid-line (c.f. Jeppson 1961), which 
vertically divides the two hemispheres (it can be moved laterally by 
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tum6urs or injury). Shifts of 2 or 3 mm are normal and are easily 
measured, even in a moving ambulance. This can expedite treatment for 
accident victims admitted to hospital casualty wards. The most accurate 
method of mid-line localization was suggested by Gordon (1959). It 
employs two transducers placed on opposite sides of the skull. The trans-
ducers and display are time shared so that the mid-line shift is measured 
as half of the distance between the two displayed mid-lines. Transmission 
breakthrough on the inoperative transducer produces an artefact at the 
midpoint of the echogram. This artefact interferes with the midline 
echo, but it can be eliminated by using the electronics and switching 
circuitry described by Robinson and Kossoff (1966). 
Large echoes displayed by the A-scan correspond to the interfaces 
between various organs. Between the large echoes are many small echoes 
caused by small impedance changes within an organ. These give ·an indic-
ation of the inhomogeneity of the organ. The small echoes are routinely 
used to differentiate between solid masses and.echo-free cystic regions 
which are transonic (transparent to sound). For example, a "normal" liver 
produces considerable echo information which can be quite variable. 
Despite this variability and different liver sizes, An et al. (1962) 
achieved success rates of as high as 94% in liver disease diagnosis. 
Ultrasonic eye examinations have been used to locate foreign bodies 
and detached retinas, and to accurately measure (±.1 mm) the axial length 
of the eye (c.f. Coleman and Carlin 1967). Ultrasonic frequencies of the 
order of 15 t,:!Hz are typically used in opthalmology for which many special 
probes have been developed. Multiple reflections cause difficulties and 
most eye examination techniques use a standoff water delay probe in which 
the multiple echo transducer-eye-transducer-eye-transducer path is longer 
than the path to and from the farthest point in the eye. The water bath 
also facilitates the use of a mechanized transducer movement. 
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The B-scan technique is employed to form a two-dimensional image of 
a body cross section. The image is formed by constraining the transducer 
to move and rotate in a single plane. An image of the acoustic impedance 
changes in this plane is produced on a CRT display. The A-scan informat-
ion is used to intensity modulate the CRT beam as it is deflected along a 
straight line. The position of the line on the CRT corresponds to the 
position of the ultrasonic beam in the imaged plane. The CRT spot starts 
from a position corresponding to that of the transducer and is deflected 
along the line at half the rate at which the transmitted pulse propagates. 
Thus a received echo causes a bright spot to appear on the screen at a 
position corresponding to the position of the reflector which gives rise 
to the echo. It is possible to trace out the outline of an organ on the 
CRT by moving the transducer and probing the organ from many different 
directions. Such an image is called a compound B~scan. 
The A-scan display has an average dynamic range of about 40 dB, 
whereas a conventional CRT has a brightness range of 20 dB and a storage 
CRT has a brightness range of less than 10 dB. Thus the B-scan display 
requires some form of signal compression before the echo amplitudes can be 
used for brightness modulation. All signal compression schemes produce 
a degradation in azimuthal resolution. 
A sector scan is a B-scan produced by a transducer placed at a single 
station and slowly rotated to probe the imaged section. These scans are 
commonly used in ophthalmology and in cardiovascular work. For the 
repetitive dynamics of the heart, motion can be approximately "frozen" by 
triggering the ultrasonic pulse at the same point in successive cardiac 
cycles. The time required to obtain such a frozen image is quite long. 
Images of the beating heart can be obtained at upwards of 20 images per 
second by employing high pulse repetition frequencies (up to 5 kHz) and 
rapid beam orientation. Some of the latest sector scanning systems use 
electronic beam forming, but this is a relatively new development and is 
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discussed separately in section 1.5. High speed mechanical scanners often 
employ several time shared transducers which probe adjacent subsectors. 
Rotation of the transducer assembly through the subsector angle allows the 
whole sector to be scanned. Automated scans produce an even spacing of 
the beam lines on the display which gives a uniform image quality with 
distance from the transducer. A linear scan for which the orientation of 
the transducer is fixed produces a uniform quality throughout the image. 
When the transducer is moved and orientated manually, the image quality 
tends to be quite uneven. A region of special interest may be probed many 
times more often than other regions, and this may result in a small area 
of the CRT phosphor being subjected to high electron beam currents. The 
observed size of the CRT spot becomes larger and produces a phenomenon 
known as "blooming", which is particularly noticeable in storage CRT's, 
but which can also occur on photographic films. 
A compound scan is produced when several sector scans taken at 
different transducer positions are. combined. Most of the hand held contact 
scanners used in obstetrics, abdominal examinations and in neurological 
imaging yield compound scans. They increase the likelihood of detecting 
echoes from interface planes which are perpendicular to the cross section 
plane. Compound scans in which the transducer stations are on arcs or 
straight lines are often used in eye or breast examinations but require a 
water bath for satisfactory operation. 
The advantages of water bath scanners are four fold. Firstly, 
there is an improvement in the azimuthal resolution when the imaged region 
is completely within the focal zone of the transducer (c.f. Kossoff et al. 
1968). Secondly, multiple reflections from the transducer are avoided if 
the transducer-body distance is greater than the imaged depth within the 
body (c.f. Leary 1967). Thirdly, water provides excellent ultrasonic 
coupling to human tissue, and finally, an automated scan can be employed. 
The automation allows the physician to concentrate on the detailed inter-
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pretation of the results while the examination is conducted by a technician. 
However, a skilled physician operating a manual scanner can achieve 
results superior to those obtained by an automated scanner. A physician 
can allow for differences in patient physiology noticed during a scan and 
repeat the scan in a more appropriate plane to image the desired features. 
This is especially true in obstetrics where a foetus may have any 
orientation within the womb. The physician may even have to "pursue" a 
particularly active foetus. The biparietal diameter is the most common 
foetal measurement. It is used to estimate a birth date. 
Much effort has been devoted to increasing the dynamic range of 
B-scan images. Kossoff (1972, 1974) employed a good non-storage display 
CRT and recorded the grey scale tomograph·with a 35 mm camera. Kossoff's 
results were obtained from obstetric and breast examinations while Taylor 
et al. (1973) used the grey scale for liver analysis. With the grey scale 
imaging technique, detail within organs is visible and can aid the 
identification of tumours, moles, cysts and calcification. It is also 
useful for placenta localization before withdrawing the amniotic fluid 
to be tested for foetal abnormalities. Special hollow transducers are 
made for this purpose. 
M-mode display systems image the movements of organ interfaces 
with time. The interface movements are visible in the A-scan display but· 
the exact sequence of movement is difficult to envisage from the echogram. 
To visualize these movements, the echo amplitude is used to intensity 
modulate the electron beam current of a storage CRT. The vertical beam 
deflection is proportional to the penetration of the ultrasonic pulse into 
the body. After each ultrasonic pulse, the horizontal position is 
incremented slightly to give a slow horizontal time base. Thus the 
periodic movement of a reflector in the ultrasonic beam is imaged as a 
wavy horizontal line. Movements at right angles to the beam are not 
detected. This type of display is particularly useful in cardiology for 
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examining the cyclic movements of the various heart components. Movements 
of the mitral valve and aortic wall can indicate abnormal functioning 
conditions. The velocity component of a moving part can be determined 
from the slope of the M-mode display. This can also be determined from 
the doppler frequency shift in the appropriate range gated echo. 
Excellent reviews of heart function examination techniques are given by 
Gottlieb et al. (1975) and by Ferrer et al. (1975). 
One other form of CRT display is based on deflection modulation. 
It is particularly suitable for linear scans or sector scans. A storage 
CRT beam is deflected as it would be for a B-scan, but the beam writes 
continuously. The echo amplitude signal is used to deflect the beam from 
the straight line motion. Detected echoes are then represented as small 
deflections of the CRT trace which is scanned in synchronism with the 
transducer as it scans the region (c.f. Fry et al~ 1968, Kossoff 1974). 
1.4 IMPROVEMENTS TO CONVENTIONAL SYSTEMS 
Many experimental ultrasonic imaging systems are being investigated 
and some have been manufactured commercially (c.f. Utsunomiya 1977). 
Discussion of these is divided here into two parts. The systems which 
improve the display, resolution and accuracy of conventional pulse-echo 
systems are discussed in this section. In the next section, some unconven-
tional imaging systems are described. 
In conventional systems, display problems arise because the dynamic 
range of useful ultrasonic echoes is greater than 100 dB. The receiving 
system usually compresses this range to 40 dB, which is adequate for 
A-scan displays. The various receiver characteristic design compromises, 
necessitated by the uncertain tissue-ultrasound interactions, are reviewed 
by Wells (1974). The grey scale intensity display used for B-scan 
imaging is limited to a dynamic range of 26 dB since only 10 shades of 
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grey can be discerned by the human eye. Yokoi and Ito (1972a,b) converted 
the echo amplitude directly to a colour B-mode display, whereas Baum 
(1973) obtained a grey scale image which was subsequently converted to. a 
colour image. The system described by Baum incorporates 12 colours to 
obtain a 36 dB dynamic range and it has proved useful for breast lesion 
detection. Liebesny and Lele (1973) and Kossoff (1974) have also used 
colour to enhance B-scan images. The use of colour images is also quite 
common in X-ray axial tomograph machines, which display cross sectional 
images on a CRT (c.f. Ledley 1976). 
The use of a computer to prepare B-scan tomographs for image planes 
other than those measured is discussed by Robinson (1972a,b). A set of 
parallel tomographs (B-scan images) is measured and stored in a computer. 
An image plane inclined to the measured set intersects each measured 
image plane on a line. The desired image is formed by interpolation 
between the measured values on the lines of intersection. Thus an auto-
mated measurement system can be utilized by a technician to obtain results 
from which a physician can later examine any desired plane within the 
original isonified volume. 
Improved azimuthal resolution can be obtained with an acoustic 
lens. A variable focus lens is implemented electronically with signal 
phase shifters or time delays. A prefocussed transducer can be focussed· 
over an extended axial range when the transducer disc is partitioned into 
a set of concentric rings or annuli to form an annular array. An echo 
signal originating on the axis of an annular transducer _arrives at all 
points on the annulus at the same instant. Thus an annular transducer 
is focussed at all points along its axis. The signal from each annulus 
of the annular array is delayed (or phase shifted) and then summed with 
the delayed signals from the remaining annuli in the array. The variable 
focus is obtained by selecting the appropriate time delay for the signal 
from each annulus in the annular array. 
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The focus of the annular array is varied so that the focal point is 
at a reflecting boundary when the echo is received from that boundary. The 
beam of the transducer is changed with time to produce the effect of a 
very narrow ultrasonic beam over an extended range, Changing the beam 
pattern with time is known as real-time beam forming. 
Ueda et al. (1976) employ electronic signal processing to generate 
the required phase shifts for the echoes received at the annuli. Their 
method relies on discrete values of phase shift and hence is equivalent to 
the sampled echo signal methods. The sampling methods employ quantized 
delays and hence produce discrete foci. A small amount of defocussing is 
required to increase the depth of field so that adjacent focal regions 
are overlapped (c.f. Miller et al. 1974). 
Robinson (1974) varies the focus continuously, rather than in steps. 
Thus strong focussing and good ·azimuthal resolution is obtained while 
avoiding the associated depth of field problem. A multisection network 
containing voltage dependent capacitive elements is employed to obtain a 
continuously variable phase shift for the signal from each annulus. The 
variable phase shift networks are difficult to set up and control. Thus, 
although the continuous focus method provides the best possible azimuthal 
resolution, the discrete foci method is usually employed because of its 
simplicity and stability. 
The annular phased array is also used to transmit ultrasound as 
well as receive it. The focus of the transmitted beam cannot be varied 
during a single pulsed transmission because of the causal relationship 
between the focus and the time delays for each annulus. The central disc 
or the outer ring of the annular array can be used for transmission. 
However, reduced sidelobes (undesirable off~axis beams) are obtained when 
all annuli of the array are used and the array is shaded (i.e. a different 
excitation is applied to each annulus - this is the same principle as 
"illumination tapering" in antenna engineering, or apodisation in optics.) 
If too many transmission foci are used, a large number of transmissions 
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are required to examine the impedance discontinuities in the beam of the 
transducer. This takes.a long time since the high resolution obtained by 
strong focussing is associated with a small depth of field. Also, the 
high transmitted intensities at the focus of a highly focussed transducer 
may cause tissue damage (c.f. Lele 1967). Several annular phased arrays 
in a mechanical water bath scanner can be used to form compound B-scans. 
Robinson (1972b) and Kossoff (1973) describe a wide aperture array which 
has many annular phased arrays arranged on an arc. This scheme increases 
the probability of detection for specular reflections from interfaces in 
the cross section plane, and also reduces the speckle (discussed later in 
this section) in the image. 
The annular phased array is relatively simple but is usually employ-
ed in a water bath. A more complex surface contact scanner for sector B-
scans has been described by Somer (1968, 1971). He produced a linear 
phased array from a segmented ultrasonic transducer and generated a sector 
scan by real-time beam forming. The system reported by Doornbos and Somer 
(1972) utilized a single control voltage to determine the beam. direction 
for both transmission and reception. This eliminated the need for 
mechanical rotation of the transducer. The beam focus was not varied 
electronically. 0 Their first system scanned a 90 sector along 32 or 128 
directions at sector repetition rates of 30 or 8 times per second respec-
tively. In the second prototype (c.f. Somer 1973), the option of a 30° or 
90° sector was included with the 30° sector able to be positioned anywhere 
within the 90° sector. 
Azimuthal scanning is combined with improved azimuthal resolution 
in a system developed by Thurston and Von Ramm (1973)·. In their system, 
the sector size and the number of directions to be probed within the 
sector is variable. A PDPll-20 digital computer calculates the sets the 
signal delays for each element of a linear phased array to achieve real-
time beam steering and focussing. 
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The CRT beam deflection voltages for the sector scan display are also set 
up by the computer. The transducer (24 mm·.·x 14 mm operating at 1.8 MHz 
and divided into 16 elements) is manually aligned to image the plane 
defined by the zenith beam which is weakly focussed over an extended zone. 
Focussing of the transmitted ultrasound is achieved in the near field of 
the transducer at distances of 6, 4, 8, 5 and 10 cm. This focussing 
sequence is claimed to reduce coherent image speckle (Von Ramm and 
Thurston 1976). Coherent image speckle is discussed later in this section. 
The depth of field required to overlap the focal zones is achieved with 
aspheric focussing. The echoes are received from 10 adjacent focal zones 
which are individually selected by means of the switched time delay 
associated with each transducer element. The time delay can be varied in 
63 steps of 0.125 µs to give delays from Oto 7.875 µs. Each tapped delay 
line is preceded by a logarithmic amplifier and a preamplifier. The 
delayed outputs from the 16 channels are summed and detected to give a 
signal for intensity modulation of the sector scan display. 
The system can examine up to 256 directions within a 60° sector at 
20 sectors per second. Maximum ~ange is 15 cm with a 1.5 mm resolution. 
The azimuthal resolution varies from 2 mm at close range to 4 mm at 
maximum range. The display parameters are easily changed by means of 
the computer keyboard and the system has proven useful for cardiac work 
(c.f. Kosslo, Von Ramm and Thurston 1976). Similar systems are now under 
manufacture. 
A novel feature of Thurston's scanner is the addition of the 
received signals after logarithmic compression. The signal processing is 
equivalent to multiplying the received sign_als and then applying logarith-
mic signal compression. This method of nonlinear signal processing was 
first described by Lobdell (19.68) who claimed several advantages for the 
method. Firstly, the signal range is compressed thus reducing specular 
reflection effects. Secondly, the overall S/N (signal to noise ratio) is 
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increased as the signals have higher amplitudes in the delay lines and are 
not as adversely affected by switching transients. Finally, the multi-
plicative process improves the image resolution by reducing the azimuthal 
sidelobes and giving an increased depth of field. 
Eggleton and Johnston (1974) compare mechanically scanned pulse-
echo imaging systems with phased array systems. After discussing and 
comparing various system parameters, they state that ultrasonic beam side-
lobe levels are higher for the phased array transducer systems than for 
conventional transducers. They also claim that logarithmic signal 
compression increases this performance differential. Fortunately, most 
phased array systems use shaded arrays and nonlinear signal processing to 
obtain performance superior to that of conventional single transducer 
systems. 
The echo signal detection of a phased array is improved with the 
crossed array type of transducer suggested by Kossoff (1973). A linear 
phased array would be employed for both transmission and reception, whilst 
a narrow orthogonal array would focus on reception only. Echoes 
reflected out of the cross section plane are more likely to be detected by 
the larger receiving aperture. Also, the zenith angle resolution is 
better than that of the simple linear phased array. 
A large aperture technique is used by Maginness (1970) who utilizeQ 
a two-dimensional array of transducers to measure the ultrasonic field 
scattered from a volume. The echo data from each small transducer is 
digitized and stored in a digital computer. The echoes originating from· 
a chosen tomograph plane are digitally processed and an image of the 
scatterers in that plane is printed out. 
Fraser et al. (1974) constructed a linear phased array which is 
focussed to a line for transmission. Another linear array at right angles 
to the transmitting array is focussed to a line which intersects the 
transmission focal line orthogonally. Thus a single volume element is 
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examined at the common focal point of the two orthgonal linear phased 
arrays. The phase shifts for each element af the phased arrays are 
obtained by ingenious signal processing techniques which involve 
processing linearly swept frequency signals with transversal filters. The 
system is capable of real-time imaging at up to 60 images (frames) per 
second for both echo and transmission imaging. 
The advantage of a mutually perpendicular phased array is that 
the imaging resolution obtained is equal to the resolution obtained by a 
full aperture. This rather unexpected result is discussed in detail by 
Toraldo di Francia (1969) and by Gori and Guattari (1971). The practical 
utility of employing only a small number of receivers to synthesize a full 
aperture is that hardware requirements can be traded off against the 
computation required. The number of receiver elements determines, to a 
large extent, the amount of computation required to synthesize a particular 
beam pattern (c.f. Vilkomerson 1974). 
Vilkomerson (1974) utilized a "thin" annular aperture to obtain 
diffraction limited resolution in acoustic imaging. The theory is the 
same as for the annular radio telescope (c.f. Carter and Wild 1964, Wild 
1965). However, the acoustic imaging system uses coherent isonification 
and hence the image contains speckle ("noise" which looks like speckling 
on top of the image). In a later paper, Vilkomerson and Hurley (1975} 
discuss rapid computation methods (based on the FFT) for imaging with 
annular arrays. Another study by Macovski and Norton (1975) examined the 
use of an annular array for isonifying an image plane, and a linear phased 
array for receiving the acoustic echo signals. This particular combinat-
ion is claimed to have highly desirable beam characteristics and to be 
suitable for a high-resolution B-scan imaging system. 
The problem of spurious detail in acoustic images is discussed by 
Karpel et al. (1974). Objectionable spurious image detail is often 
present when isonification with a high level of temporal and spatial 
22 
coherence is used to obtain echoes from an object being examined. The 
sound field distribution close to the ultrasonic transducer also contri-
butes to the undesirable detail. In addition interference caused by out 
of focus structures in the object produces Talbot images (c.f. Talbot 
1836) which are largely eliminated by using short duration ultrasonic 
pulses for isonification. However, in some imaging methods, such as the 
liquid surface holographic methods discussed in section 1.5, the acoustic 
detector has a long response time and long duration bursts of ultrasound 
are required to obtain a reasonable response. Under these circumstances, 
diffuse illumination improves the image quality, but the improvement is 
limited by an apparently random interference pattern called speckle. In 
optical images of objects diffusely illuminated by laser light, the 
speckle detail size is of the order of the optical resolution which is 
much smaller than the structures of interest (c.f~ Goodman 1975), Hence 
speckle need not be too objectionable for optical work. However, at the 
wavelengths employed for ultrasonic diagnosis, speckle can be quite 
objectionable. 
Burckhardt (1978) has analysed the effect of many small (fractional 
wavelength) scatterers within a resolution cell of an ultrasonic scanning 
system. The random phases of the scattered ultrasound causes both con-
structive and destructive interference which gives rise to bright and dark 
detail in the speckle patterns. The speckle is easily seen in modern 
sector or linear scan systems with a grey scale image display. It is less 
obvious in compound B-scan displays or storage CRT displays. Although the 
speckle appears random, it is identical for sequential images obtained 
under exactly the same conditions. Hence, it is most objectionable in 
real-time linear and sector scanning systems. Korpel et al. (1974) show 
that a 10% change of frequency during isonification is sufficient to 
eliminate most spurious images, including speckle. 
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When the ratio of echo amplitude to speckle amplitude is calculated 
for an A-scan, Burckhardt obtains a ratio of 1.91 which compares favourably 
with experimental measurements of 2.0±.5. The echo signal to speckle 
amplitude is increased by employing a compound B-scan. The speckle 
pattern changes when the transducer is shifted, but the echo structures 
remain almost stationary. Thus the echo to speckle amplitude ratio is 
increased by image averaging, i.e. by the square root of the number of 
times each resolution element is isonified from a different direction. The 
improvement is almost as great if only the largest amplitude echo from a 
scattering volume is stored and displayed for the compound B-scan. 
Burckhardt proves that the transducer must be moved by at least half its 
width to obtain independent speckle patterns. Thus the improvement due to 
image averaging is limited. 
Axial resolution is improved by minimizing the effects of the ultra-
sonic transducer response. An echo return is then represented as an 
impulse signal which has a high temporal resolution. Robinson (1966, 
1967) developed numerical methods to eliminate the transducer response 
from seismic measurements. He defines two types of filters: de-
reverberation filters, and inverse transduction response filters. The de-
reverberation filters suppress multiple echo artefacts such as can occur 
in water bath scanners when the transducer-body separation is less than 
the required penetration into the body. The inverse transduction filter 
attempts to eliminate the effects of the finite time response of the trans-
ducers. The electrical echo signal is the convolution of two transducer 
responses with the transmitted impulse. Thus, the inverse transduction 
filter is also known as a deconvolution filter. Mcsherry (1972, 1973, 
1974) has employed Robinson's z-transform technique to design such digital 
filters. These were applied to ultrasonic cardiac M-scans, although not 
in real time. Mcsherry has also tried the technique on equidistant echoes 
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in adjacent beam positions of a sector scan. She significantly improved 
the angular resolution by this method. 
If a received ultrasonic echo waveform is denoted by e(t), then 
ideally 
e(t) = r(x) p(t-x/2V) (1.5) 
where r(x) is the reflection coefficient at range x, and p(t) is the total 
transduction impulse response for transmission and reception. The mean 
acoustic velocity throughout the region is V. Denote the Fourier transform 
with respect tot by j{t{ }, and define 
P(W) = stt{p(t)} (1.6) 
The spectrum of the deconvolved echo waveform e' (t) is: 
= E' (w) = (1. 7) 
where the asterisk denotes the complex conjugate, and 14> (W) 12 is the 
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power spectrum of the noise which is contaminating the signal. The 
quantity in the square brackets is known as the Wiener filter. Now 
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For satisfactory operation, the Wiener filter requires a good S/N 
over a wide bandwidth. In practice, the limited bandwidth of the trans-
duction process can be approximately doubled. The Wiener filter in the 
frequency domain can also be implemented as a convolution in the time 
domain. If only a few tens of terms are required for the sampled convol-
ution in the time domain, then a real-time digital Wiener filter may be 
implemented by means of an analogue shift register device (e.g. a charge-
coupled device - c.f. Barbe et al. 1978). 
1,5 UNCONVENTIONAL IMAGING SYSTEMS 
Conventional ultrasonic imaging systems acquire only one piece of 
information at any one instant. Real-time image displays are obtained 
when each piece of information is acquired'ina very short time, i.e. high 
speed serial acquisition of data is used. The parallel acquisition of 
acoustic information is now possible because of developments in acoustical 
holography (c.f. Metherell et al. 1969, Metherell and Lamore 1970, 
Metherell 1971, Hildebrand and Brendon 1972, Wade 1972, Green 1974, Booth 
1975). While all pertinent information concerning the acoustic field may 
be available at one instant, it is often accessed in a serial form. Also, 
in many experimental systems, equipment complexity is reduced by the 
serial acquisition of this information. 
A real time ultrasonic camera was first proposed by Sokolov (1937). 
An immersed object is isonified by a continuous ultrasonic beam. Energy 
scattered by, or passed through the object is focussed by a lens, or formed 
as a shadow (proximity focussed) on a large piezoele~tric plate. The rear 
surface of the piezoelectric plate is scanned by a primary electron beam 
in a vacuum. The secondary electron emission from a point on the rear 
surface of the plate is proportional to the ultrasonic pressure amplitude 
at the corresponding point on the front face of the plate. 
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The secondary electron current is used to modulate the intensity of 
a CRT beam which is scanned synchronously with the primary electron beam. 
The Sokolov tube, or ultrasonic camera, thus yields a real-time image on 
the CRT. 
A practical system was constructed by Oschepkov et al. (1955). They 
improved the poor S/N of the system described above by adding an electron 
multiplier tube to detect the secondary electrons. Also, a large distance 
is required between the sound source and the object to reduce standing 
waves and uneven sound intensities in the near field. Multiple reflections 
in the body and the water bath are reduced by utilizing short time duration 
(~ 10 µs) isonification. Goldman (1962) developed an aperture plate to 
store the acoustic intensity values resulting from pulsed isonification so 
that the electron beam field scan rate could be much longer than the 
duration of the isonification. 
Jacobs (1963) investigated the limitations of the Sokolov tube and 
developed a phase sensitive system based on an N.T.S.C, colour television 
receiver (Jacobs 1967, 196Ba,b,c). The colour of the image is dependent 
on the acoustic phase at the camera aperture, and the colour intensity is 
proportional to the acoustic intensity. The system is especially useful 
for dark field transmission viewing. A discussion of techniques and 
results is presented by Jacobs and Peterson (1974). 
The mechanical problems associated with large aperture piezoelectric 
transducers under vacuum on one side are discussed by Du Bois (1970) who 
formed an acoustic hologram on the front surface of a large aperture 
Sokolov tube. A photograph of the CRT yielded the hologram which was used 
to optically reconstruct the acoustic image. The photographic stage 
prevents real time operation. 
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Goetz (1970) demonstrated an electro-optical KDP (potassium di-
hydrogen phosphate) modulator which avoided the photographic step and 
allowed the real time reconstruction of holograms. The conventional CRT 
phosphor used in the Sokolov tube display was replaced by a KDP crystal. 
As with the conventional tube, the hologram is formed by the synchronously 
scanned electron beam. However, instead of a phosphor glow, the KDP 
crystal produces an optical phase change which is proportional to the 
electronically stored intensity of the electron beam. A laser beam is 
passed through the crystal twice, by reflection at the rear crystal face, 
and then through a lens to reconstruct the acoustic image, and its 
conjugate. 
The piezoelectric camera plate linearly detects the sound field of 
the hologram. Thus the acoustic reference beam used to form the hologram 
can be replaced with an aberrationfree electrical reference. A plane wave 
reference is generated by multiplying the secondary electron beam current 
by a frequency which is slightly different from the isonification 
frequency. The difference frequency is added to a d.c. bias term to form 
a hologram which yields the image only, and not the conjugate image. 
The acoustic images obtained from acoustical holography are usually 
distorted by irritating magnifications. The transverse magnification Mt 
is determined by the various object-hologram-image distances, the isonif-
ication wavelength A, and the optical reconstruction wavelength A. The 
S 0 
longitudinal magnification Mi is given by 
= 
The hologram dimensions can be photographically scaled by a factor m. 
Leith, Upatnieks and Haines (1965) showed that if m =A/A and Mt= A /A, 
0 S O S 
then Mi= Mt and both are independent of position. For most acoustic 
images, As>> A0 , and a very small hologram is required for Mi= Mt. The 
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reconstructed image is so small that it must be viewed with a microscope. 
Typically, a 30 cm diameter aperture for acoustics gives a 30 µm aperture 
for optical reconstruction. 
El-Sum (1952) has examined the possibility of using these magnific-
ations for microscopy. If a fixed magnification is required, then a real 
time electro-optical converter can be used to form the image. For real-
time holographic imaging with M2 = Mt' the scale factor is limited by the 
resolution of the electron beam scanning the KDP crystal. Thus an 
acoustic frequency of the order of 1 GHz is required for distortion-free 
real-time imaging. At such a high frequency, attenuation limitations 
restrict the method to imaging thin specimens. In addition, the 
sensitivity of the piezoelectric camera plate is greatest when its thick-
ness is half of the acoustic wavelength. Thus the plate must be very thin 
(~3 µm) and must withstand atmospheric pressure on one side and a vacuum 
on the other side. It is impractical to construct such a plate, and the 
camera is replaced by a thin reflecting film (c.f. Gabor, U.S. patent 
#548939). 
A thin reflecting film undergoes a displacement proportional to 
the amplitude of the ultrasound incident upon it. Karpel and Desmares 
(1969) proposed the use of a scanning laser beam to examine the displace-
ment of such a film on a solid-gas interface. The laser beam passes twice 
through a lens above the reflecting surface. The phase modulation of the 
laser beam is detected by a photo-diode behind a knife edge. The diode 
current then modulates a CRT beam which is scanned synchronously with the 
laser beam. Green Macovski and Ramsey (1970) utilized a parallel 
optical processing scheme to measure the displacements of a thin 
reflecting film. Their phase contrast imaging system can form the 
hologram or the image in real time, but the method is not as sensitive 
as the scanned laser beam method (c,f. Mueller 1971). More recently 
Mezrich and Vilkomerson (1975) have utilized a thin reflecting film and 
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a scanning laser readout as the basis of an acoustic phase contrast 
microscope. 
Levitation of a reflecting liquid-gas interface is also used for 
holographic imaging. Such a phase contrast imaging system was first 
described by Sokolov (1937) who used a Schlieren system for optical 
viewing. In the original system, only the sharp edges of the images were 
visible since the Schlieren viewing system acts as a high pass spatial 
frequency filter. Lowenthal and Belvaux (1967a,b) found that the low 
frequency response of a phase contrast imaging system can be improved by 
the use of an optical Hilbert transform. An explanation of the process 
is as follows: A lens is used with coherent light to perform the Fourier 
transform operation (c.f. Goodman 1968). A diaphanous object which 
causes phase shifts in transmitted light, but has little affect on the 
transmitted amplitude, is referred to as a "phase object". The phase 
object is placed in the focal plane of the lens and parallel coherent 
light is shone through the object and lens. At the other focal plane of 
the lens, the light intensity variation is dependent on the phase shift of 
the light through the phase object. 
In one-dimension, the phase object is represented as f(x) and its 
Fourier transform as F (a). The spatial frequency spectrum of the 
0 
radiation emerging from the phase object is 
F (a) = F (a) + F (a) 
S 0 
(1.12) 
where F (a) is the spectrum of the illumination source. In the phase 
s 
contrast method, Fs(a) is attenuated and phase shifted by f with respect 
to F (a). In the dark field method, F (a) is blocked out (filtered). The 
0 S 
low spatial frequency qomponents of F0 (a) are also filtered so that the 
low frequency components of the phase object are imperfectly seen, i.e. 
the system acts as a high pass filter. 
The Hilbert transform is implemented optically as a Fourier 
transform. Define the Hilbert transform of f(x) as 
= l r f(y) dy 
'IT . y-x 
-oo 
= f(x) ® (-1/'Tfx) 




The sgn(a) function is realized as a 'IT phase shift over half the filter 
plane. In two dimensions, two diagonally opposite quadrants of the filter 
plane introduce phase shifts of 'IT. The advantages of the Hilbert trans-
form processing are illustrated by considering the effect on a single 
spatial frequency of period b. Define 
f(x) = exp ja cos(2'Tfx/b) 
where a is small for a diaphanous object. 
f (x) 
H 
z 1 I x-D/21 ja sin(2'Tfx/b) + TI ln lx+D/Z 
(1.15) 
(1.16} 
The second term shows a concentration of light near the edge of the imaged 
object at lxl = D/2 where Dis the extent of the object. The first term 
shows that the phase variations in the object are transformed into inten-
sity variations in the image. 
The effects due to the finite apertures of the optical processing 
system have not been considered since they are small. The effects of 
small phase variations in the optical system are severe and make the 
Hilbert transform difficult to implement. In particular, the reflecting 
liquid surface employed for acoustic holography must show only the inter-
ference patterns. The relatively high acoustic intensities at the liquid 
surface cause it to bulge slightly and this introduces extra unwanted 
phase shift in the optical path. 
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The high pass spatial frequency characteristic of the phase contrast 
imaging system is considerably reduced if the image field is modulated 
onto a high frequency spatial carrier. The optical modulation has charac-
teristics similar to vestigal sideband radio signals. The carrier 
modulation is produced by an acoustic reference beam interfering with the 
image field at the liquid surface. The reference beam amplifies the 
image field since the surface levitation is proportional to the ultrasonic 
intensity. Thus the image field at intensities as low as 1 mW/cm2 is 
shifted up in spatial frequency and is passed through the optical system 
with relatively little distortion. The reference beam is usually pulsed 
to prevent streaming (fluid movement caused by sound waves) which causes 
the liquid surface to bulge. Such bulges cause severe aberrations and 
blurring of the image. 
Mueller (1971) describes three liquid surface imaging methods. 
These are characterized by the acoustic field at the liquid-gas surface. 
The Fourier transform hologram method (Mueller and Sheridon 1966):: forms 
the Fourier transform of the image at the liquid surface. Since the 
reference acoustic wave is rarely perfectly flat or spherical over the 
whole of the liquid-gas aperture, the reconstructed image is usually 
severely blurred. With focussed image holography, the ultrasonic image is 
focussed onto the liquid surface (c.f. Smith and Brendon 1969). The 
aberrations in the acoustic reference beam then cause less degradation of 
the optical image. Holosonics Ltd have manufactured a unit for breast 
examinations based on focussed image acoustic holograms. 
A through transmission system for body examinations is reported by 
Erikson et al. (1975), who indicate that the images obtained using their 
through-transmission acoustical holography system are not as clear as 
acoustic B-scan images for the same patients. 
The third method is attributed to Green (1971) who utilized a 
diffraction grating in place of the reference beam. The first order of 
the diffracted field produced a liquid surface levitation which was pro-
portional to the intensity of the focussed image field rather than the 
amplitude. 
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In the methods discussed above, the distribution of the acoustic 
image field is acquired by parallel, or rapid serial sampling. Provided 
the distribution of intensity over the image field is not changing with 
time, it can be serially sampled at a slow rate. The phase and amplitude 
of the acoustic field can be accurately deduced from quadrature samples 
(c.f. Linden 1959). The data values can be used to intensity modulate a 
scanned light source which forms a hologram on a photoplate. Alternatively, 
the image may be reconstructed computationally. The imaging aperture may 
be sampled by an array of transducers, or else by a moving ultrasonic 
transducer {c.f. Hildebrand and Haines 1969). A scanned acoustic imaging 
system which is similar to side-looking radars has been described by Smith 
and Brendon (1968). The transmitting and receiving transducers are 
scanned together so as to yield a hologram which appears to have been 
formed by acoustic radiation at twice the frequency. Hence the resolution 
is doubled. Kock (1970) extended the technique to include pulse echo 
ranging. 
Hildebrand and Haines (1969) examined the possibility of moving the 
transmitter and receiver independently, but the formation of the hologram 
became complex. A stationary crossed array of transducers was proposed by 
Wells (1970). More general schemes have also been proposed by Kreuzer and 
Vogel (1969) and by Marom et al. (1971). 
The systems discussed so far have been based on imaging acoustic 
fields in a plane aperture. Korpel (1966, 1968) has described an 
acousto-optical volume interaction in which the amplitude and phase of a 
sound beam are modulated onto laser light passed through the sound beam. 
The image of the sound distribution is obtained from the laser beam by 
optical processing. The ultrasound produces periodic changes in the 
optical refractive index by periodically changing the density of the 
isonified liquid. The periodic changes act as an optical grating and 
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the laser beam undergoes Bragg diffraction. Korpel's method requires 
careful alignment of the optical system so that constructive optical 
interference of the scattered light occurs when the two beams are inclined 
at particular angles. The windows in the sides of the isonification water 
tank must be made from optical flats. Quate et al. (1965, 1968) devi.sed a 
variation on the method by utilizing the acousto-optical interaction in 
birefringent crystals. The required interaction occurs when the acoustic 
wavenumber in the crystal is equal to the difference in magnitude 
between the ordinary and extraordinary optical wavenumbers in the crystal. 
The interaction is colinear and a high modulation efficiency is obtained 
over a long interaction length. The emerging beams are orthogonally 
polarized so the information carrying beam can be separated by polarization 
filtering. Bragg diffraction imaging is being utilized for ultrasonic 
microscopy at wavelengths less than 1 µm. Such mechanical observations of 
biological tissues and living specimens can be compared directly with 
simultaneous optical observations obtained by the same instrument. 
1.6 ULTRASONIC TRANSMISSION IMAGING 
One of the early attempts to replace X-rays with ultrasound for 
diagnostic purposes, formed images from ultrasound transmitted through 
bodies. Dussik (1942, 1947) ultrasonically irradiated the head and 
measured the intensity of the sound waves emerging from the opposite side 
of the head. A two-dimensional grey scale image was obtained by scanning 
transmitting and receiving transducers over each side of the head. The 
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image shading is proportional to the received ultrasonic intensity. 
Dussik claimed that an outline of the ventricles of the brain was evident 
in these images, and that possibly brain tumours could be located. These 
results encouraged others (Ballentine et al, 1950) to experiment with a 
similar apparatus. The apparatus is described by Huetter and Bolt (1951) 
who concluded that "a preliminary evaluation indicates that the echo-
reflection is considerably less promising (than their transmission method) 
for general ventriculography, mainly because of the small amount of 
reflection at the interface between tissue and ventricular fluid". 
A critical analysis of the transmission experiments was carried out 
by G~ttner, Fielder and PMtzold (1952). They imaged an empty skull filled 
with water and obtained the same results as other researchers. They con-
cluded that ventriculography was not possible because the attenuation 
masking effect of the skull is much greater than the attenuation due to 
the brain. 
Despite this critical analysis, Ballentine et al. continued to 
investigate ultrasonic transmission through the skull, and favourable 
interpretations of their work were reported by Dussik (1954), and by 
Herrick and Krusen (1954). However, Ballentine et al. (1954) were less 
enthusiastic and concluded that parallel developments in radioactive 
isotope imaging were more promising for brain tumour detection. They did 
not preclude the use of ultrasonic transmission intensity imaging in 
other body regions. Greenleaf et al. (1974) formed acoustic transmission 
absorption images, but later Duck (1975) reported that results for even 
soft tissue were unsatisfactory, These conclusions support the findings' 
of preliminary work for this thesis which showed that the major contribut-
ion to the acoustic transmission attenuation is due to reflections at 
the acoustic impedance boundaries between organs, especially at low 
ultrasonic frequencies (1-5 MHz). At higher frequencies, the attenuation 
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due to the tissue is more pronounced but transmission intensity imaging is 
still inaccurate because of acoustic reflections at tissue boundaries. 
The only acoustic transmission parameter that is unaffected by the 
reflections at tissue boundaries is the time taken for an acoustic pulse 
to propagate from the transmitter through the body to the receiver. This 
propagation time delay Tis dependent only on the acoustic velocity V of 





where an element of the ·acoustic propagation path is represented by an'. 
Rich et al. (1966) measured the ultrasonic propagation time for 
transmission through samples of bone immersed in water. They scanned two 
opposing transducers across the region containing the bone, and at the 
same time, plotted the propagation time delay as a function of transducer 
position. This record is termed a "time delay projection" (analogous to 
the X-ray projections discussed in chapter 2). The calcium content of 
the bone (determined from chemical analysis) was found to correlate 
reasonably well with the area under the time delay projection. 
Heyser and Le Croisette (1974) produced two-dimensional images in 
which the shading was proportional to the ultrasonic propagation time 
delay through the body. These ultrasonic time delay shadowgraphs (c.f. 
X-ray intensity shadowgraphs) were generated by mechanically scanning the 
transmitting and receiving transducer across the body in a raster fashion. 
The time measurement was accomplished by using swept frequency acoustic 
transmissions in the manner discussed in section 4.4 of this thesis. 
Researchers at the Mayo Institute approached the time delay 
measurement problem directly: Johnson et al. (1975) and Greenleaf et al. 
(1975) employed a computer controlled transient recorder (Biomation 8100 
model) to digitize the received signal. The computer was then used to 
determine the arrival time of the acoustic pulse. 
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Another approach was taken by Glover and Sharp (1977) who used a 
high gain preamplifier which saturates when a pulse is received. The time 
taken for the preamplifier output to exceed a threshold level is measured 
to determine the propagation time delay. Both they and the Mayo group 
use the expression "time of flight profile" to describe time delay 
measurements as a function of position. However, the term "time delay 
projection", coined earlier by Rich et al. (1966), is employed throughout 
this thesis. 
1.7 ULTRASONIC TRANSMISSION TOMOGRAPHY 
When X-rays are used for diagnostic purposes, regions of quite 
different density~ such as bones and tissue, are easily differentiated. 
However, the differences between various tissue types are much more diffic-
ult to dtscern. This is especially true for X-ray examinations of the 
breast where a radiation dose of up to one Rad may be necessary to 
produce clearly discernible differences in the shadowgraph. X-ray 
imaging -:im the form of computerized axial tomography (discussed in 
chapter 2) delineates between many types of tissue and tumour but the 
patient radiation dosage is of the order of a few Rads. 
Ultrasonic diagnostic imaging does not appear to cause damage at 
the intensity levels used in current clinical practice. Exposure to 
X-rays at any intensity level is associated with a finite probability of 
cell damage (and cancer) whereas ultrasonic damage has (so far) been found 
only above a threshold in excess of diagnostic intensities (c.f. many of 
the papers in the symposium edited by Hazzard and Litz; 1977). Thus 
ultrasonic diagnosis is to be preferred to X-ray examination. 
Ultrasonic images are degraded by refraction and range errors 
because the acoustic velocity is different in various regions of the 
body. In addition, if the body region examined does not exhibit sharp 
changes in acoustic impedance (i.e., the region may be homogeneous or 
37 
diaphanous) then the amplitude of the echo pulse is very small and the 
transmitted intensity is increased to produce detectable echo signals. 
The intensity must be limited to well below the levels at which acoustic 
damage occurs in the body. Thus examination of diaphanous body regions 
is best performed using acoustic transmissions which can be much less 
intense (c.f. fig. 1.1). The acoustic propagation time delay was shown 
(in section 1.6) to be similar to X-ray intensity measurements in as much 
that the former is independent of reflections (or echoes) at the various 
body interfaces intersected by the ultrasonic beams. The possibility of 
processing ultrasonic time delay measurements in a manner similar to 
X-ray computed tomography is examined in this thesis. 
1918 Sonar 
1929-1944 Real time ultrasonic imaging 
1942 Pulse-echo non-destructive 
testing 
1942-1950 Ultrasonic transmission imag-
ing in tissue 
1950-1952 Pulse-echo medical imaging 
1950-1969 Medical scanning 
1954-1957 Heart imaging 
1958-1965 Obstetrics and gynaecology 
1956-1965 The eye 
1964-1968 Medical imaging with the 
Sokolov tube 
1965-1969 Acoustical Holography 




Dussik, Hueter, Ballentine 
Wild, Reid, Howry, Bliss 
Howry, Wild, Kikuchi, Wagai, 
McKinney 
Hertz, Edler, Satomura 
Donald, Kossoff, Wagai 
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Baum, Greenwood, Oksala, Ossoinig, 
Oksala 
Jacobs 
Mueller, Metherell, Smith, 
Brendon 
Heyser. 
Table 1.1 A tabulated history of notable developments in ultrasonic 
imaging. 
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Biological effect investigated 
Brain damage 
Permeability changes in frog muscle 
Nerve block 
Nervous conduction changes 
Non-thermal liver damage 
Nerve block 
DNA degradation 
Non-thermal damage in Daphnia 
Permeability changes in the inner air 
Mortality in Spirogyra 
Abnormalities in the development of Drosophila 
Nerve block 
Damage in physiotherapy 
Tissue regeneration rate 
Brain damage 
















Basauri and Lele (1962) 
Hughes et al. (1963) 
Lele (1963) 
Takagi et al. (1960) 
Curtis (1965) 
Fry et al. (1950) 
Hawley et al. (1963) 
Wells (1968) 
James et al. (1963) 
Wood and Loomis (1927) 
Fritz-Niggli and B8ni (1950) 
Herrick (1953) 
Patrick (1966) 
Pond and Dyson (1967) 
French et al. (1951) 
Smyth (1966) 
Chromosome damage * Macintosh and Davey (1970, 1972) 
Abnormalities in the development of rabbits - Holmes and Howry_ (1963) 
Brain damage in young kittens - Donald et al. (1958) 
Abnormalities in the development of frogs and perch - Andrew (1964) 
Brain damage - Garg and Taylor (1967) 
* A positive result was claimed but later withdrawn after contrary results by others (Buchton and Baker (1972), Coakley et al. 
(1972) and Brock et al. (1973). 
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MEDICAL X-RAY IMAGING 
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2.1 BODY SECTION IMAGING METHODS 
The medical diagnostic use of X-rays (or R8ntgen rays) has develop-
ed since the photographic detection of this penetrating radiation by 
R8ntgen in 1890 (reported 1895). The shadowgraphs used by physicians 
depict three-dimensional anatomical structures as two-dimensional photo-
graphs. The anatomy traversed byasingle X-ray determines the intensity 
of the ray at a point in the photographic film. The density or "blackness" 
of the developed film at that point is dependent on the integral of the 
incremental X-ray attenuation along the X-ray path to that point. Thus 
integration with respect to one dimension enables three-dimensional data 
to be viewed pictorially in two dimensions. 
A number of methods have been employed for the unambiguous display 
of three-dimensional information. Baum and Greenwood (1961) produced a 
set of two-dimensional transparencies from a set of adjacent parallel 
sections. The transparencies were stacked side by side to build up an 
image of the volume. Robinson (1972a,b) digitized the information on 
such a set of transparencies and then used a computer to calculate and 
display the density distribution in a chosen plane (c. f. section 1.4). The 
image plane can be manipulated to display some physiological detail 
which can be viewed directly rather than through interposed opacities 
present on the transparencies. 
Another method known as tomosynthesis (Grant 1972) utilizes about 
20 shadowgraphs taken at even angular spacings around the volume to be 
imaged. Each shadowgraph is placed around the edge of a cylinder in a 
position corresponding to that in which it was exposed. A light source 
is placed behind each shadowgraph so that the light passes through the 
shadowgraph to converge at the position of the X-ray source used to form 
the shadowgraph. Thus the information on the shadowgraph is "back 
projected11 aiong the paths of the X-rays. When all the shadowgraphs · are 
back projected at the same time, a real image is formed inside the 
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cylindrical volume. Plane images are viewed by positioning an opaque 
screen in the desired plane of the image. The image is not blurred in 
directions parallel to the axis of the cylinder but it is blurred in the 
planes perpendicular to the axis. An image at any point in a plane can be 
regarded as the superposition of the shadowgraph densities produced by all 
the X-rays which passed through the corresponding point in the body. As 
the nwnber of shadowgraphs becomes very large, the imaged point is spread 
as 1/r. This is explained in detail in section 2.2, where the blurring of 
a "layergram" is examined. 
Holographic methods for storing three-dimensional radiological 
information require a coherent X-ray source which has yet to be developed. 
However, a number of X-ray shadowgraphs have been holographically super-
imposed at optical wavelengths to yield a "pseudo-hologram" (c.f. Redman 
et al. 1968, Groh and Kock 1970). The pseudo-holograms form real and 
virtual images when coherently illuminated, but they exhibit discontinuous 
perspective, i.e. parallax changes occur in quantized steps. 
Stereo presentation of two appropriately angled shadowgraphs has 
been used for three-dimensional imaging but it lacks flexibility since 
the image does not exhibit parallax. Real-time stereo viewing alleviates 
this problem since the patient is positioned to obtain the best view of 
the physiology being examined. Stauffer et al. (1962) utilized two X-ray-
television fluoroscopy systems appropriately aligned to yield such real 
time stereo views. The stereo views are stored on video tape for later 
comparisons •• 
Many early X-ray researchers (c.f. Etter 1965, Ch.2) unsuccessfully 
attempted to focus X-rays in order to sharply image only a single plane 
in the patient. Movement of the X-ray source and X-ray plane relative to 
the patient can be used for this purpose. The contributions to the 
shadowgraph of planes other than the "focussed" plane are blurred. 
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Appropriate motions can simulate the action of a lens and thus produce an 
X-ray tomograph. 
2.2 BLURRED TOMOGRAPHY 
Image blurring methods for simulating the action of a lens are 
discussed in the next two sub-sections. The first sub-section is concer-
ned with longitudinal tomography (which is used to image sections length-
wise in the body), and the second sub-section describes transverse tomo-
graphy (in which transversal body cross sections are imaged). A 
mathematical description of transverse tomography is developed in the 
third sub-section. 
2.2.1 Longitudinal Tomography 
Three basic types of motion are employed to enhance a particular 
focal image plane in a shadowgraph while blurring other unwanted image 
planes. These are one-dimensional linear blur, two-dimensional blur, and 
magnification blur. 
Linear blur is included in a patent by Bocage (1922). Bocage's 
scheme A (c.f. Peters 1973) is shown diagramatically in fig. 2.1. 
Referring to fig. 2.l(a), the X-ray source in position 1 projects points 
A and Bin the focal plane onto points Ail and Bil on the X-ray plate. 
Points C and Din another plane, parallel to both the focal plane and the 
X-ray plane, are projected to Cil and Dil respectively. When the X-ray 
source is moved to position 2, as shown in fig. 2.l(b), the X-ray plate 
is moved in the opposite direction so that the image of A remains fixed, 
i.e. AI 2 is superimposed on Ail in the shadowgraph formed on the X-ray 
plate. If the X-ray source moves in a plane which is parallel to the 
focal plane and the X-ray plate, then the image of B also remains fixed 
in the shadowgraph, while C and Dare imaged separately at c12 and D12 • As 
the X-ray source and the detector are moved linearly from position 1 to 
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position 2, Cil moves linearly to cI2 in the shadowgraph. The image of C 
is linearly blurred, but points in the focal plane (such as A and B) are 
not blurred. The further a point is from the focal plane, the more 
pronounced is the blurring. Since the X-ray source and plate move in 
one dimension, such a scheme is termed one-dimensional linear blur. 
Two-dimensional blur is obtained by the successive application of 
one-dimensional blurs. e.g. if the X-ray tube describes an arc in the 
source plane, then the arc can be considered as a series of linear sec-
tions. The X-ray plate describes the opposite motion. Bocage's scheme 
B (c.f. Peters 1973) outlines two-dimensional blurring in which the X-ray 
source and X-ray plate move in either circles, crosses or spirals. 
The principles of magnification blur are illustrated in fig. 2.2. 
With the X-ray source and detector in position 1, points A and Bin the 
imaged plane appear as Ail anq Bil in the shadowgraph. When the source 
and detector are moved to position 2, Ail and AI2 are superimposed as are 
Bil and BI 2 • Points out of focus such as C and D, move from Cil and Dil 
to cI2 and DI 2 during the movement from position 1 to position 2. The 
distance Ail-Bil is equal to AI 2-BI2 whereas cI1-Dil is not equal to 
cI 2-DI 2 • Thus, an out of focus plane undergoes a change of magnification 
which blurs its details in the shadowgraph. Points along the line 0-01 
are not blurred. 
In Bocage's method C (c.f. Peters 1973), shown diagramatically in 
fig. 2.3, the X-ray source and X-ray plate are attached to each end of an 
arm and are maintained in a fixed orientation by constrained pendulums. 
The apparatus arm is pivoted in the focussed plane and produces a linear 
blur as well as magnification blur. 
One problem with Bocage's schemes is that the X-ray beam is always 
directed downwards rather than through the region of interest. Thus the 
X-ray dosage absorbed by the patient is higher than necessary. The X-ray 
beam pattern also spatially modulates the blur function of the various 
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out of focus planes. This effect is readily envisaged by considering the 
effect of using a narrow X-ray beam in Bocage's scheme A (shown in fig, 
2.1). The effects of the downward directed beam were removed by 
Ziedses des Plantes (1932, 1971) and Grossmarul\(1935) who directed the 
X-ray beam into the region of interest throughout the blurring motion. 
Ziedses des Plantes' apparatus prescribed two-dimensional blurring 
motions and was described as a 'planigraphic' apparatus by the inventor 
who developed it in 1921. The apparatus is the same as Bocage's scheme B 
but the X-ray tube is always directed at the X-ray plate. This is 
illustrated in fig. 2.1. 
Grossman~s apparatus is based on Bocage's scheme C with the X-ray 
tube fixed firmly to the pivoting arm rather than directed downwards. 
Grossmanhs method (included in fig. 2.3) has been widely used, and the word 
'tomography', coined by Grossmann,is now used for all methods of body-
section imaging. The shadowgraph (or shadowgram) produced by the apparatus 
is called a tomograph (or tomogram). 
Vallebona (1930) produced the first practical medical technique in 
which the X-ray source and plate remain stationary while the patient is 
rotated about an axis. Unfortunately, the only portion of the patient in 
focus for the whole movement lies along the axis of rotation, i.e. only a 
line is clearly imaged. A modification was later published in which the· 
patient lies still and the X-ray source and plate are rigidly attached to 
opposite ends of a pivoting arm. The apparatus is similar to Grossman11s 
(c.f. fig. 2.3) but has the X-ray plane fixed to the arm rather than 
constrained in a horizontal position. 
Andrews and Starva (1937) mathematically examine the various tomo-
graphic schemes with respect to the desired image and the degree of 
blurring from the undesired images. They conclude that Grossrnan~s 
apparatus gives similar results to z~t.dses des Plantes' apparatus when the 
latter is constrained to a linear motion rather than the usual two-
dimensional motion. The possibility of pivoting Grossman~s apparatus at a 
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point rather than on a single axis does not appear to have been examined. 
Extensive information has been published (c.f. Edholm 1960, Stieve 1972) 
on the best motions for imaging various parts of the body. 
Several parallel body planes can be imaged at the same time of a 
stack of X-ray plates is used as a detector. As was shown by Andrews and 
Starva (1937), multi-section radiography is possible for both longitudinal 
and transverse tomography, provided magnification blurring is not used. 
The X-ray plates attenuate the X-rays and the plates nearest the body are 
over exposed while those furthe·.,5 t . away are under exposed. Image 
intensifying screens are used to increase the effective exposure of the 
lower plates, but these also attenuate the X-rays and a higher radiation 
dosage is needed. Takahashi (1965) concluded that the best results are 
obtained by using X-ray plates of different sensitivity at different 
positions in the stack. 
2,2.2 Transverse Tomography 
When radio-therapy is used to destroy regions of malignant tissue, 
it is desirable to accurately locate the tumour. The treatment is 
planned to minimize the damage to the surrounding healthy tissue. When a 
transverse body section is imaged by the longitudinal tomographic 
methods just described, the X-ray beam must traverse the full length of 
the body. There are two disadvantages associated with this (c.f. 
Vallebona 1955, Amisano 1955). Firstly, the X-ray dosage must. be 
increased to allow for the increased X-ray attenuation through the body 
length. Secondly, the whole body contributes to the information on the 
X-ray plate, and the image of the focal plane is overlaid by many unwan~ed 
blurred images. These unwanted images which are superimposed on the 
desired image are known as Talbot images (after Talbot 1836 who first 
described them for optical imaging). 
48 
Vallebona (1955) reviews the different approaches to transverse 
tomography during the period 1938 to 1947. The first practical transverse 
tomographic apparatus was demonstrated by Vallebona (1947), whose method 
(shown schematically in fig. 2.4) is still in general use although 
computed axial tomography (described in section 2.4) is replacing it. 
Refer to fig. 2.4. The X-rays beamed transversally through the body 
strike the X-ray plate obliquely, rather than nearly perpendicular as in 
longitudinal tomography. The X-ray plate and patient rotate synchronously 
about two separate parallel axes. The imaged focal plane and the X-ray 
plate are both orthogonal to the axes. The two axes and the X-ray source 
are coplanar, and a straight line between the source and the centre of the 
X-ray plate also passes through the centre of the focal plane. 
The blurring operation is similar to longitudinal tomography since 
points in the focal plane projected onto the X-ray plate remain invariant 
during the rotation. Points above and below the focal plane undergo cyclic 
blur during the rotation. The relative motion between the patient, X-ray 
plate and source determines the blurring. Hence the simple apparatus 
shown in fig. 2.4 is modified so that the patient remains stationary 
while the tube and X-ray plate rotate. 
When the angle of declination between the X-ray beam and the axes 
is zero, the blurred tomograph contains information derived from the focal 
plane only, and none from the adjacent body regions (c.f. Takahashi 1965). 
Such an arrangement forms an axial transverse tomographic apparatus and 
the imaging process is described exactly. A mathematical description is 
developed in the next subsection. 
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2.2.3 A Mathematical Description of Axial Transverse Tomography 
Practical axial transverse tomographic systems employ a collimated 
X-ray beam to irradiate a thin body section. The X-rays enter the edge of 
the X-ray plate and are progressively absorbed as they propagate across 
the X-ray plate. The progressive absorption produces a non-uniform 
exposure across the plate. Ideally, a single X-ray (i.e. a very narrow 
beam) would give rise to a single line of uniform exposure across the 
X-ray plate. This is actually attained by Peters (1973, 1974a) who 
replaces the X-ray plate with a light emitting image intensifying screen 
(c.f. fig. 2.5). The light is collected by a lens system which focuses 
each point on the screen to a line on the photographic plate. The photo-
graphic plate is rotated in synchronism with the body to form a blurred 
image (termed a 'layergram' by Bates and Peters, 1971). The spreading 
process used to form the layergram is shown diagramatically in fig. 2.6(a). 
The optical density D of a developed photographic (or X-ray) film 
is 
D = -Y log10 E (2. 1) ' 
where Y is the slope of the linear part of the Hurter-Driffield curve 
(i.e. the Hand D number) and Eis the exposure (c.f. Dainty and Shaw 
1974). The exposure is the product of the light (or X-ray) intensity and 
the exposure time. For the axial transverse tomographic apparatus, the 
intensity of the X-rays emerging from the body is 
(2. 2) 
where w(x,y) is the X-ray absorption coefficient at point (x,y) in~plane 
through which the X-rays pass (hereafter called the imaged plane), and dn 
is an element of the X-ray path. Note that w(x,y) is zero outside the 
body. The film density is 
50 
( 2 0 3) 
Using a parallel X-ray beam and the geometry shown in fig. 2.7(a), 
we define the X-ray projection of the imaged plane as 
(2.4) 
where¢ is the angle of rotation of the body relative to the parallel X-ray 
beam, and~ is the distance measured perpendicular to the X-rays and in 
the plane of the X-rays. Thus the projection f(~,¢) is a measure of the 
X-ray attenuation along a line parallel to then axis (at angle¢) at a 
distance~ from the origin at the centre of rotation (c.f. fig. 2.7a). 
The term "back projection" (mentioned in section 2.1) is the 
process used to form a layergram. This process is now described mathemat-
ically. The X-ray projection measurement at (~,¢) is dependent on the 
X-ray absorption at points (x,y) in the imaged plane where x and y 
satisfy 
~ = x cos¢+ y sin¢ (2.5) 
The process of assigning f(~,¢) to all points in the image (x,y) satisfy-
ing (2.5) is known .as back projection. If the values off(~,¢) assigned 
to (x,y) are superimposed for all values of¢, the result is a layergram 
h(x,y) given by 
h(x,y) = I: f(~ 1 ¢)d¢ (2 .6) 
where x,y,~ and¢ satisfy (2.5) and¢ is restricted to [0,TI) since 
f(~,¢) = f(-~,¢+TI). 
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The X-ray absorption coefficient w(x,y) is expressed in polar 
coordinates as A(r,0), and the layergram h(x,y) is denoted by g(r,0) in 
polar coordinates. The layergram is now considered in terms of the X-ray 
paths passing through a single point (r,0) in the imaged plane. The 
X-ray travelling through (r,0) is measured at (~ 1 ~) when 
~ = r cos(0-~) (2. 7) 
The back projection off(,,~) through the point (r,0) in the image yields 
the layergram when the variables satisfy (2.7) and the back projections 
are superimposed for all angles~- Referring to the geometry shown in 
fig. 2.8, g(r,0) and A(r,0) are seen to be related by 
g(r,0) = J00 fTIA(r 1 ,8 1 )dTdX 
-oo 0 
= 
The integral (2.9) is now evaluated in cartesian coordinate form: 
h(x,y) = 2 2 -~ Joo [ 1 _
00 
_!(x,y) [(x-x') +(y-y') ] dxdy 
2 2 -!.: 
= w(x,y) @ (x +y ) 2 
Reverting to polar coordinates, (2.11) yields 
g (r, 0) = A(r,0)@ lrl-l 
(2. 8) 
(2. 9) 
( 2. 10) 
(2.11) 
(2.12) 
It is thus seen that even an ideal layergram (i.e. one that is formed by, 
radiation which p~sses through only the imaged plane) is highly blurred. 
Each point in the ideal image A(r,0) is spread out by convolution with the 
point spread function lrl-1 . 
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With purely mechanical and photographic imaging apparatus, h(r,0) 
is the best image one can form. However, if sophisticated optical 
processing is employed - or, better still, a digital computer is used - the 
ideal image A(r,0) can be deconvolved from g(r,0), as is discussed in the 
next section. 
2.3 DEBLURRED TOMOGRAPHY 
Several of the equations used to construct ideal images from 
projections were first developed by Radon (1917) for solutionsof gravitat-
ion problems. Similar equations were also developed by Bracewell (1956) 
in an attempt to identify microwave emitting regions on the surface of the 
sun. Cormack (1963, 1964) investigated X-ray projections from 1953 on-
wards and produced a mathematical method for exact image reconstruction 
which he applied to several simple phantoms. Processing of X-ray 
projections was further analysed by Tretiak Eden and Simon (1969) and by 
Bates and Peters (1971). Finally in 1972, EMI Ltd produced the first 
X-ray CAT (computer aided tomograph) scanner which was used for radio-
graphic brain scanning (Hounsfield 1972, 1973). 
Similar mathematical image reconstruction techniques were developed 
independently for optics (Rowley 1969, Berry and Gibbs 1970, Juginger and 
Van Haeringen 1972) and for electron microscopy where the structure of 
complex molecules can be reconstructed from a series of transmission 
images taken at regularly spaced angles (de Rosier and Klug 1968, Gordon 
Bender and Herman 1970, Crowther de Rosier and Klug 1970, Klug and Crowther 
1972) • 
The mathematics of reconstructing the exact tomogram from the 
blurred tomogram or layergram is most easily approached from the spatial 
frequency domain: 
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G ( p, <j>) == .1( 2)· {g(r, 0)} (2.13) 
and 
J\ ( p, <!>) = ,J( 2 ) {;\(r,0)} (2.14) 
where '< 2> { } represents the two-dimensional Fourier transform. 
1 I 1-1 (2) { r } = Joo rTT 0 0 lrl-1exp[-j27Tpr cos 0] rd0dr (2 .15) 
= J: 2 ( J: exp [-j 27Tpr cos 0] d0) dr 
= r: 27TJ0 (27Tpr) dr (2.16) 
= IPl-l (2.17) 
Thus (2.12) is rewritten as 
G(p,<j>) = 
or 
J\(p,<j>) = G(p,<!>) IPI ( 2. 18) 
Thus 
(2.19) 
Bates and Peters (1971) proposed using a coherent optical system 
and lenses to perform the Fourier transforms required to implement (2.13) 
and (2.19). Peters (1973, 1974a) presents results obtained by optically 
deblurring layergrams. The image formation is practically instantaneous, 
but exceptional photographic finesse is required to produce satisfactory 
results on an optical bench. Also, the results are limited by the dynam~c 
range of the film on which the layergram and filter transparencies are 
recorded. 
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A large dynamic range is possible if the X-ray projections are 
measured electronically and the values are stored in the memory of a 
digital computer. The computer can use (2,5) and (2.6) to construct a 
layergram in which the dynamic range is limited only by the computer word 
length and the accuracy of the projection measurements. The Fourier 
transforms required to implement (2.13) and (2.19) can be performed 
rapidly in a digital computer by means of the FFT (Fast Fourier Transform) 
algorithm (Cooley and Tukey 1965). 
The image levels are normalized: 
H = 
wtissue - wwater 
wwater 
1000 
where His the EMI number which is commonly known as the Hounsfield 
number after the developer of the first (EMI) CAT scanner. Water has a 
Hounsfield number of O while gas is -1000 and the densest bone is about 
+1000. Image level resolution is usually better than 1 Hor 66 dB which 
is much greater than the 26 dB dynamic range of film. The computer can 
either compress or window image levels to display small differences such 
as those between normal brain tissue and tumours. Computer methods 
usually form the exact tomogram by modifying the projections before back 
projection rather than by modifying the layergram as in (2.19). This is 
referred to as the "modified back projection" method. 
The manner in which a single projection is modified to contribute 
to the ideal image is examined analytically by means of the Fourier trans-
form relationships. In the spatial frequency domain, the ideal image can 
be expressed in polar 11.(p,cp) or cartesian &G(a,S) form: 
00 





A(p,¢) = fJw(x,y)exp[-j21rp(xcoscp+ysin¢)]dxdy (2.21) 
-00 
Changing from the (x,y) axes to (~,n) axes yields 
= F(p,</)) (2.22) 
Combine (2.21) and (2.22) to yield 





= I: f(xcos¢+ysin¢,¢)d¢ (2.23) 
or 
XC r,0) = f TIA 
0
f(r cos[0-¢],¢)d¢ (2.24) 
where the modified projection f(~ 1 ¢) = J'~1{F(p,¢)} and F(p,¢) = IPIF(p,¢). 
From M discrete projections, measured at angular increments of 
TI/M, one obtains an estimate of the exact cross-section WM by summing the 
modified projections: 
M 
= _MTI ~ f(x cos¢.+ y sin¢.,¢.) 
i=l i i i 
(2.25) 
The modified projection 
(2.26) 
is also expressed as a convolution in the spatial domain. The transform 
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of IP! is -l/2TI2s 2 (Lighthill 1958, p.43), so 
" f(s,¢> 0 -112TI2s 2 f<s,¢> = 
= ----1,-r f(!;;',<); di;• 




df (~I,~) /d~ I 
(.;'-.;) d.;' (2.28) 
where (2.27) has been integrated by parts to yield (2.28). Radon (1917) 
derived (2.24) and (2.28) for the solution of gravitational problems which 
involved integrals along manifolds. This pair of equations has been 
examined by Cormack (1973) and by Beattie (1975). Implementation on a 
digital computer can however, produce accuracy pro~lems which are 
associated with the pole and the derivative in the integral. These 
problems are avoided by limiting the spatial frequencies present in the 
image. Most of the spectral energy is contained below some upper spatial 
frequency limit p so that setting A(p,¢) = 0 for all IPI > p has little m m 
effect on the image. Then (2.26) becomes 
A Jpm f(s,¢) = IPIF(p,¢)exp[j27Tp.;]dp 
-p 
m 
= f(p,¢) ® b(s) 
where the spatial filter b(.;) is defined as 
b (.;) = rm Ip I exp [j 27Tpsl dp 
-pm 
= p cos(2Tip.;)dp 2f Pom 
= 
p 2 




If the projection f(~ 1 ~) is sampled at 2N+l points, then 
n = 0,±1, ••. ,±N 
where!::,.= is the sampling interval. Thus 
r4fi2 
n = 0 
b = b (nl::,.) = :l/n2~2t/ n odd n 
n even 
( 2. 30) 
The spatial filter or convolution kernel method was proposed by Bracewell 
and Riddle (1967) and various versions of this, such as (2.29) and (2.30), 
are discussed by Ramachandran and Lakshminarayanan (1971). 
The sampling process produces periodicities in the spatial 
frequency domain so that 
J {b (nt.)} = jp-i2p I 
m 
i = 0,±1,±2, ... 
( 2. 31) 
The main problem with image processing by Fourier transforms and 
digital computers is that the data must be sampled and the Fourier trans-
forms implemented as discrete Fourier series. This gives rise to 
artefacts in the image which are discussed in detail by Peters (1973) and 
Mersereau (1976). The artefacts which arise from discrete Fourier 
synthesis are reviewed by Bergland (1969) who also discusses windowing the 
data to be transformed. The artefacts introduced by Fourier synthesis can 
be largely avoided by employing the convolution methods, Noise is reduced 
by windowing the higher spatial frequencies which are amplified by the jpj 
multiplication in (2.19). A suitable window was developed by Shepp and· 
Lo.gan (1974). They use a sinusoid which closely approximates I Pl at low 
frequencies .and removes the sharp discontinuities at the odd multiples of 
p (c.f, 2.31). Shepp and Logan define 
m 
so that 
b (t) = 
2p 
= __!!!. sinlTip/2p I TI m 
sin(Tip/2p) cos(2Tip~)dp 
m 
The sampled version of (2. 33) is 
b = 
n 
2 2 2 
-2/TI 6. (4n -1) V n 
This particular filter gives good results and reduces the effects of 
measurement noise. It is used extensively in the experimental work 
reported later in this thesis. The sampled projection 
f . = f(n!::,.,(i-1)'.!I..) 
n,1 m 
yields a sampled modified projection 
f . = n,1 
2 N f . 
- -- E p,1 
2 2 2 




( 2. 34) 
( 2. 35) 
( 2. 36) 
The final image is defined on a matrix grid structure and linear inter-




Other methods based on iterative reconstruction are reviewed by 
Brooks and Di Chiro (1976) and Herman and Lent (1976), but these methods 
are not considered in detail here. 
The discussion has been restricted to projections measured with 
parallel X-rays. Reconstruction methods based on projections measured 
with diverging X-rays have been developed (Peters 1973, Lakshminarayanan 
1975) and are derived rigorously by Herman et al. (1976a)and by Peters 
and Lewitt (1977). More recent papers on this subject have been 
published by Weinstein (1978} and Re.ed et al. (1978). These methods are 
referred to in the next two sections, but are not derived since they are 
not used in this thesis. 
2.4 COMMERCIAL DEVELOPMENTS IN AXIAL TOMOGRAPHY 
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The first commercial CAT scanner was produced by EMI Ltd in 1972 
(c.f. Hounsfield 1972). This machine was designed as a head scanner and 
the patient was required to lie still during the 4½ minutes required to 
measure the projections at 1° intervals. Referring to fig. 2.9(a), a 
Y-ray or X-ray source has a pencil beam which is directed at a detector 
and both are moved linearly so that the pencil beam is scanned across the 
head. The intensity of the rays emerging from the head is measured by a 
sodium iodide crystal detector at intervals~= n6 during each scan. The 
sampled projections are stored in a computer and used to reconstruct a 
160 * 160 pixel image. The first iterative reconstruction method required 
about 20 minutes to compute the image but this was later reduced so that 
the image was displayed half a minute after the scan was completed. 
The problems associated with the first EMI machine are examined in 
detail to provide the background for subsequent scanner developments. 
Any movement by the patient produces streaky artefacts tangential 
to sharp changes in density in the image. As already mentioned, the first 
generation of scanners were mechanically complicated, and required more 
than four minutes for a complete scan. The only way of eliminating 
streaky movement artefacts is to speed up the scanning so that all measure-
ments are taken while the patient holds his breath, i.e. in less than 20 
seconds. 
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Additional artefacts are associated with the spectral energy 
distribution of the X-ray beam. Since low energy X-rays are preferentially 
absorbed, the emerging X-ray beam has its spectral energy distribution 
shifted to the high energy end. This problem is known as beam hardening 
and manifests itself in the brain images as a slightly low v.alue of skull 
bone density and a ring of slightly increased density just inside the 
skull. The ring was originally mistaken for grey matter but is now 
recognized as a "pseudo-cortex" artefact (Hounsfield 1976, Gado and Phelps 
1975). The original EMI scanner used a water bag to support the head and 
to limit the dynamic range of the detected output. The water bag also 
reduces the effect of beam hardening (McCullcughet al. 1974) but it is not 
used in most scanners, which can suffer substantial beam hardening 
artefacts even in the absence of bone. These effects are minimized by 
prefiltering the X-ray beam so that only a narrow energy spectrum is used 
for measurements. Considerable research effort has been directed towards 
separating the photoelectric absorption and Compton scattering effects so 
that two tomograms of the same body section can be reconstructed at two 
different X-ray energies (Alvarez and Macovski 1975, Macovski et al. 1975). 
Another artefact is "overshoot" or "Gibbs phenomena" at sharp 
density discontinuities in the image. This is reduced by windowing the 
spatial frequencies before deriving the convolution kernel or spatial 
filter which is described at the end of section 2,3. The choice of the 
convolution kernel used for modified back projection reconstruction has 
been discussed in detail by Shepp and Logan (1974) who suggested the 
sinusoidal window now used in many CAT scanners. Gibbs phenomena are 
expected in analytic reconstructions, but they are also observed in the 
early EMI brain scanner outputs which are based on iterative reconstruction. 
Special purpose hardware can reduce the time for "modified back projection" 
reconstructions and it is widely used on the newer axial tomograph 
scanning systems. 
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Other machines are not discussed in detail here but their charac-
teristics are listed in table 2.1. The first generation of machines used 
a single source and detector configuration which required a slow two-
movement scan. However, they were capable of measuring two sections at 
once and used a separate detector for each section. 
The second generation of scanners (based on the principle illustrat-
ed in fig. 2.9(b)) use several detectors to measure several X-ray paths 
at different angles. Thus several projections are measured with one 
linear scan. These machines still use two movements but the angular 
increment is slightly larger than the total angle measured by the detectors 
and thus fewer angular steps are required. Scanning speeds ranged from 
two minutes to 10 seconds and on the fastest machines, special purpose 
hardware produces 512 by 512 pixel images within 10 seconds after the 
scanner stops. 
The third generation machines use a wide fan shaped X-ray beam to 
irradiate the whole body section at once and multiple detectors measure 
the projections. The principle of operation of these machines is illus-
trated diagramatically in fig. 2.9(c). A single rotary motion around the 
patient reduces the scan time to as little as two seconds. Reconstructio* 
with the fan beam geometry is more complicated since the data is often 
arranged into isoangle projections (i.e. projections formed from X-rays 
at a single angle) before proceeding with the modified back projection 
reconstruction. Alternatively, special convolution kernels and modified 
back projections can be used for fan beam reconstructions (Peters 1973, 
1974a,b, Pang and Genna 1975, Herman et al. 1976~ Peters and Lewitt 1977) 
A fourth generation of scanner is shown in fig. 2.9(d). It 
employs a ring of X-ray detectors and moves the X-ray source around the 
patient. The source is located inside the ring of detectors. The main 
advantage over the third generation scanners is that the rotating mass is 
less and scan speeds can be increased. The complication of rotating many 
detectors and their associated electronics is also avoided. 
Another type of machine has been proposed by Ritman, Sturm and 
Wood (1976) and incorporates an array of 28 X-ray tubes and 28 
fluorescent image detectors. Such a machine is expensive but eliminates 
all mecha.nical movement which permits high speed imaging. The hardware 
system is capable of measuring 60 complete sets of projections each 
second (c.f. Gilbert et al. 1976a,b). 
2.5 CURRENT RESEARCH IN COMPUTED TOMOGRAPHY 
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An enormous amount of interest in computed tomography was created 
by the first commercial release of a medical CAT scanner in 1972. This 
interest has led to the production of a specialist journal, the "Journal 
of Computer Assisted Tomography - Computed Tomography", many specialist 
workshops and several special issues of journals (e.g. Computers in 
Medicine and Biology.§.. (4) 1976). -Besides the commercial pressure to 
design and sell CAT scanners, there has also been a great deal of theoret-
ical work devoted to measurement methods and to image reconstruction 
procedures. 
Herman and Lent (1976) review iterative reconstruction methods and 
various optimization criteria in order to list six ART-type methods (ART 
for Algebraic Reconstruction Technique after Gordon, Bender and Herman 
1970), and three SIRT-type methods (SIRT for Simultaneous Iterative 
Reconstruction Technique after Gilbert 1972). They also report convergence 
results for various algorithms and state that computation speeds for the 
convolution methods are from two to ten times ·faster than for ART methods 
which in turn are faster than SIRT methods by a simila·r factor. The com-
putation times for all methods are reduced by the use of special purpose 
hardware. In particular, the implementation of the convolution hardware 
is straightforward. Herman and Lent also list "tricks" which are used 
to improve the performance of the iterative methods. They also point out 
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that similar "tricks" are involved in choosing an "appropriate" convolut-
ion kernel or spatial filter so that data preprocessing is performed 
during the convolution (c.f. Hurwitz 1975). They conclude that iterative 
methods are best suited to underdetermined images (too little data), 
since they produce the best fit for the available data; and that convolut-
ion (modified back projection) methods are well suited to overdetermined 
images since interpolation and data errors are reduced. 
Brooks and DiChiro (1976) make similar claims for the two methods, 
but their calculation of the amount of data required to form an image is 
half that required by Smith, Peters and Bates (1973). There have been 
claims that the ART and back projection methods are the same, but Herman 
and Lent (1976) show that the methods are not equivalent for either 
discrete or continuous measurement of the projections. 
An advantage of the modified back projection method is that a portion 
of the image can be computed without forming the remainder of the image. 
The entire projection is filtered to yield the modified projection, and a 
limited portion of this is back projected into the region of interest. 
Herman et al. (1976a) use fine sampling of the projection for the region 
of interest, and coarse sampling of the projection of the remainder of the 
body. 
Horn (1978) presents images reconstructed from projections which 
are sampled at random intervals. The results show that images of similar 
quality require approximately twice as many uniformly spaced samples of 
the projections. The computational savings of such a random sampling 
scheme appear small. However, the measurement time could be reduced or 
else the amount of measurement hardware halved. 
The problem of reconstructing a region within a body from X-ray 
projections of only that region is defined by Bates et al. (1975) as image 
reconstruction from incomplete projections. The sections missing from the 
projections are due to shading of the X-ray beam in order to reduce the 
radiation dosage to sensitive areas of the patient. In the first of a 
series of four papers, Lewitt and Bates (1978a) set up the definitions 
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and notation for incomplete projections, and then show theoretically how 
these affect the computed image. In the second paper in the series, 
Lewitt Bates and Peters (1978) examine the effect of sampling the image 
and the projections, and of measuring the projections at a finite number 
of angles. Expressions are developed to relate the effects of various 
data interpolation methods for radial interpolation between sample points 
on a projection, and angular interpolation between projections. They show 
that linear interpolation in angle is, for the back projection method, 
~quivalent to image rotation and superposition (the contribution of the 
author - G.R.D. - is acknowledged for this aspect of the paper). For 
example, if the number of projections to be used for modified back projec-
tion reconstruction is doubled by linear angular interpolation, then the 
resulting image could also be obtained by the superposition of three 
images. The first image is that derived by modified back projection re-
construction from the measured set of projections, but the amplitude is 
halved. The second image is the same as the first, but it is rotated about 
the rotation centre by half of the angular increment between the measured 
projections, and the amplitude is halved yet again. The third image to 
be superimposed is the same as the second except that the rotation is in 
the opposite sense. Brooks and Weiss (1976) discuss linear radial and 
angular interpolation which they describe, in two-dimensions, as 
"trapezoidal" interpolation. The equivalence of linear angle interpolation 
and rotated image superposition does not appear to have been noticed by 
Brooks and Weiss. Computational savings make the latter method 
preferable. 
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The third and fourth papers by Lewitt and Bates (1978b,c) examine 
methods of augmenting incomplete projections and present theoretical and 
computational studies. Hollow projections, which have gaps in the central 
region,. can be reconstructed to form useful images by smoothly filling in 
the gaps in the projection. Accurate reconstructions are based on consis-
tency conditions, but these involve a great deal of extra computation. 
When the missing portion of the projection is small compared to the total 
extent of the projection, simple smooth continuation of the measured 
projections yields good results. Preprocessing the projections is 
computationally efficient. Truncated projections in which the end 
portions of the projection are not measured (or irradiated) yield useful 
reconstructions when the measured projections are smoothly extrapolated to 
zero. Very good images are obtained when some a priori information about 
the missing data is available. For example, excellent images result when 
the body outline is known, and an estimate, or low resolution measure, of 
the missing data is available. Earlier work on the subject of incomplete 
projections is described by Oppenheim (1975), Bracewell and Wernecke (1975) 
and Bates et al. (1975). 
The theoretical studies of computed tomography benefit from, and 
also contribute to, studies in other disciplines. A recent thesis by 
Lewitt (1977) examines electron microscopy, X-ray crystallography and 
computed tomography as part of a general theoretical study on imaging which 
results in contributions to all these fields. Another thesis by Das 
(1977) relates inverse scattering (for radar target identification) to 
image reconstructions from projections. He extends, via the. Radon trans-
form, the application of computed tomography techniques to echo-location 
target identification, and in doing so contributes to the unity of both 
disciplines. The work is reported in two papers by Das and Boerner (1976, 
1978). 
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The formation of images in planes inclined to measured parallel 
sets of tomographs was discussed in section 1.4 with respect to ultra-
sonics (c.f. Robinson 1972a,b). Peters (1975) performs similar computat-
ions for X-ray tomography when many adjacent body sections are imaged. 
The process is particularly useful for radiotherapy treatment planning 
where several views of a tumour (to be destructively irradiated) are 
required. Since all the X-ray absorption coefficients for the body regions 
in the vicinity of the tumour are already stored in the computer, it is 
possible to compute a radiation treatment course which maximizes the 
destructive dose delivered to the tumour and minizes the dose absorbed 
by the surrounding tissue. Allowance is made for the radiation sensitiv-
ity of the various healthy tissues irradiated during radiotherapy. Such 
treatment planning schemes are discussed by Rogers (1975), Pis.tema (1975) 
and Chernak et al. (1975). 
Finally, measurement and reconstruction speeds are being increased 
so that real-time images can be measured. High speed is required for 
cardiac and circulation function studies. Real-time X-ray shadowgraphs 
are obtained with combined fluoroscope-television systems. Workers at the 
Mayo institute (see description at the end of section 2.4) have used 28 
of these systems together with high-speed data acquisition hardware to 
obtain real-time volume projection measurements of the beating heart. The 
images are computed at a slower rate. Ultrasonic pulse-echo tomography 
utilizing analog signal processing and display techniques does seem to 
enjoy a considerable speed advantage when imaging moving structures such 
as the heart. However, CAT measurement and computation times have been 
reduced by 99.3% (5 mins to 2 secs) during the past five years. It is 
improbable that similar decreases will occur during the next five years, 
but there will undoubtedly be some reductions in operation times. 
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2.6 DISCUSSION 
Computed tomography produces excellent images of cross sections. 
However, conventional X-ray shadowgraphs superimpose the information from 
many cross sections. Thus for the routine screening of patients (such as 
with a mobile chest X-ray unit), the shadowgraph is preferred. However, 
the shadowgraph cannot always yield the detailed information required 
before radiation therapy or surgery. This is especially true for neurology 
which is why the first tomograph machines were employed for brain examin-
ations. 
The skull bone is the most notable feature of head shadowgraphs. 
The X-ray absorption of the dense skull bone masks many of the small 
absorption changes contributed by the brain. The small absorption changes 
are enhanced when an X-ray contrast material (usually an iodine compound) 
is introduced into the blood supply of the brain. In particular, -lesions 
which disrupt the blood flow in the brain are easier to diagnose. 
Contrast of the ventricular spaces is enhanced when a gas is introduced 
into the brain. Other brain imaging techniques utilize radioactive 
isotopes which are injected into the blood supply. Tumours absorb an 
amount of the isotope which is different from the amount absorbed by the 
normal brain tissue. A blurred image of the tumour is obtained with a 
gamma ray camera. Alternatively, an emission CAT scanner could be 
utilized to obtain a deblurred image of the tumour. A discussion of 
emission CA~ scanners is contained in a review by Brooks and DiChiro 
(1976). 
When foreign matter is introduced into the brain, the patient 
usually spends several days in hospital. Non-invasive CAT scans can be 
performed in less than 15 minutes. Thus a patient can be examined at an 
outpatient clinic. CAT scanner purchases are often justified by purely 
neurological requirements. Many scanners are capable of imaging the whole 
body. They can also be used for automatic radiotherapy planning. 
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The cross section which is examined by a CAT scanner is exposed to 
X-ray radiation with a typical dose of about 2 Rads. When a detailed 
image of the brain volume is constructed from many parallel tomograph 
images, the brain receives about the same radiation dose as would be 
received during a normal skull X-ray shadowgraph examination. Some body 
regions are particularly susceptible to X-ray exposure, e.g. the foetus. 
Where possible, ultrasonics should replace X-rays for imaging these 
regions. 
Acoustic transmission imaging is best suited to nearly homogeneous 
regions. The possibility of combining acoustic transmissions and X-ray 
tomography processing is examined in the next chapter. 
APPLIC- DETECTORS WATER PIXEL SIZE 
ADDITIONAL 
COMPANY MODEL ANGULAR MOTION MATRIX SIZE SCAN TIME PROCESSING ATION PER SLICE BAG (mm) TIME 
I, One detector - two motions 
EMI MARK I,CTlOOO Head 1 NaI Yes 180/225° in 1° steps 160 1.5 4.5 min 30s 
Pfizer ACTA 0100,0200 Body 1 CaF2 No 180° in 1 or 2° steps 160/320 1.5 4.5 min 0 
II. Multidetectors - two motions 
Siemens Siretom II Head 4 CaF2 No 180° in 1.35° steps 256 1 1.3 min 0 
Ohio Nuclear LI-Scan 25 Head 7 BGO No 196° in 7° steps 256 1 1/3 min 0 
EMI CT1010 Head 8 NaI No 180/225° in 3° steps 320 0.75 1/4.5 min 90s 
Ohio Nuclear LI-Scan 50 Fast Body 12 BGO No 180° in 12° steps 256 1/1. 7 18s 15s 
Syntex 60 Body 12 NaI Opt, 180° in 12° steps 256 1/1.5 1 min 2.5 min 
EMI CT5000,5005 Body 30 NaI No 100° in 10° steps 320 0.75/1/1.25 20s 3.3 min 
Pfizer ACTA 0200 FS Body 30 CaF2 No 180°/280° in 20° steps 160/256/320 1/1.5 21s 5s 
Philips Tomoscan Body 30 BGO No 180/225° in 10° steps 256 1/1.6/2 27s 10s 
Elscint Scanex Body 60 BGO No 180° in 30° steps 256/512 0.5/2 10s 10s 
III. Multidetectors - one motion (rotation) 
Artronix 1110 Head 128 Xe Yes 360° continuous 256 1 9s 1.5 min 
Picker Synerview Body 60 CaF2 No 720° continuous 240 1/2 18/30s 30s 
Searle Photrax Body 252 Xe No 360° continuous 256 0.5/1/2 5/10/20s 40s 
Varian Body 300 Xe-Kr No 360° continuous 256 1.9 3s 2 min 
General Electric CT/T Body 320 Xe No 360° continuous 320 1.3 5s 3.3 min 
Artronix 1120 Body 512 Xe No 360° continuous 512 1 5s 3 min 
Am. Sci. & Eng. Body 600 BGO No 495° continuous 512 0.5/1 5/10/205 1 min 
IV. Stationary detectors - rotating source 
EMI 7000 Body 1100 No 360° continuous 512 3s 
Ohio-Nuclear Ll-2020 Body 720 Xe No 360° continuous 512 ~1 mm 2/4/8/lls 30s 
Am. Sci. & Eng. Body Xe No 360° continuous 512 45s 
Pfizer ACTA-II Body Xe No 360° continuous 512 2s 5s °' 1.0 
Table 2.1 Commercial X-ray computed tomography machines. 
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Fig. 2.1 Illustration for linear blur. Focal plane AB •. 
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Fig. 2.2 Magnification blur, two 
imaging positions shown. 
Fig. 2.3 Pivoted rotational 
· blurring systems. 
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Fig. 2.4 Transverse tomography. Points out of the focal plane are blurred. 
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Fig. 2.5 The axial transverse tomograph designed by Peters (1973, 1974a). 














(a) LAYERGRAM (BLURRED IMAGE) 
MODIFIED PROJECTIONS 
(b) TOMOGRAM (DEBLURRED IMAGE) 
I 
Fig. 2.6 Transverse axial tornograph formation illustrating the 
formation of the layergrarn (or blurred image) and of the 




Fig. 2.7 Geometry for development of the mathematics. 
f3 
(a) Image domain, axes (x,y) and (n,,) inclined at¢. 
(b) Spatial frequency (or transform) domain. 
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(c) THIRD GENERATION (d) FOURTH GENERATION 
Fig. 2.9 X-ray scanner systems for transverse axial tomography: 
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(a) incremental rotation and a linear scan for each projection. 
(b) large incremental rotations and several projections per scan. 
(c) rotation only of X-ray source and detectors. 
(d) rotation of X-ray source only. 
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CF.APTER THREE 
ULTRASONIC TRANSMISSION IMAGING 
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3,1 ULTRASOUND TRANSMISSION TOMOGRAPHY 
The great clarity of images obtained with computed tomography 
(c.f. Digest of Technical Papers, Topical Meeting on Image Processing 
1975, Brooks and Di Chiro 1976, Horn 1978) represents a cons:i.derable 
improvement in medical diagnostic technique. Many imaging devices have 
been constructed (c,f. table 2.1) and all derive from the simple genotype 
illustrated in fig, 3,1. A transmitter and receiver of radiation, A and B 
respectively, are moved along the dashed lines XX' and YY', in the 
scanning plane. The scanning space is circumscribed by a circle centred 
on O for which XX' and YY' are tangential. The X~ray absorption along 
the path AB is measured as a function of the angle$ and the radial 
positions for equal increments of$, Much study has been devoted to 
transforming such observed data into high quality images (c.f. Chapter 2). 
Prolonged exposure to X-rays is harmful. The use of ultrasound for 
medical diagnosis is.not harmful (c.f. section 1.1, Hazzard and Litz 1977) 
and its use, as a substitute for X-rays, should be actively investigated 
(c.f. Pringot et al. 1977). Most existing ultrasonic tomographic 
apparatus is of the reflection type based on simple sonar-type signal 
processing (c.f. section 1.2). However, reflection tomography is relative-
ly insensitive to small or gradual changes in acoustic impedance. The 
equivalent problem in optics was solved. with the phase contrast and 
interference microscopes (c,f. Burnett et al. 1958) in which optical 
transmissions are used to display small changes in the optical refractive 
index. Acoustic transmission devices, as developed by Mueller and 
Sheridon (1966), employ coherent image processing of the kind used in 
optics (c.f. Goodman 1968). The major disadvantage of these devices is 
the integration time of the acoustic detector. A high degree of immobility 
is required in the body and apparatus, unless high acoustic intensities 
are used to give a rapidly detectable response. 
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When radiation travels through the image plane in straight lines 
(as do X-rays), the information processing is straightforward. Unfortun-
ately, acoustic radiation is best described by the conventional wave 
equation. This means that the information processing associated with 
acoustic transmission tomography is extremely complicated. In most media, 
the acoustic propagation is satisfactorily described in. terms of rays 
(c.f. Mawardi 1970). However, the rays are curved, and the necessary 
tomographic data processing remains very complicated (c.f. Sections 3,2 
and 3.4). The curvature of the ultrasonic ray paths is ignored in 
conventional pulse-echo ultrasonic tomography. However, Johnson et al. 
(1975) employed acoustic ray tracing to compute corrections to measured 
acoustic time delay data. They hoped to employ perturbation methods to 
remove the effects of acoustic refraction from their tomographs. 
Despite refraction, interesting "acoustic shadowgraphs" have been 
produced by Heyser and Le Croissette (1974), and by Glover and Sharp 
(1977). The shading in these acoustic shadowgraphs depends on the 
acoustic propagation time delay along an ,acoustic ray (c.f. X-ray 
attenuation along an X-ray). For bodies containing only small changes of 
velocity (i.e. diaphanous bodies or tenuous media) the acoustic ray paths 
approach straight lines. The detail in such bodies may be resolved by 
employing acoustic transmissions and using the information processing 
applicable to X-rays. By this means, the principle of the phase-contrast 
microscope is invoked unencumbered by coherent image processing. Similar 
suggestions were made by Rowley (1969), and by Junginger and Van Haeringen 
(1972) for processing holographic interferograms, but these authors have 
overlooked the relevance of a large body of directly applicable theory 
existing for other disciplines. 
Finally, when the study reported in this thesis began, there was a 
lack of experimental and/or computational results for estimating the 
maximum acoustic velocity variation permissible for the simple X-ray type 
78 
processing to be used. In the next section, the acoustic pressure wave 
equation is derived for propagation through inhomogeneous media. The 
standard form of the wave equation is then derived and the eikonal 
equation developed. The measured and computed time delays for propagation 
through an aluminium cylinder are investigated in section 3.3. In 
section 3.4, the Born and Rytov approximate theories of wave propagation 
are examined. An improved version of the Rytov approximation is derived 
to yield an accurate form for the phase variation (and hence time delay) 
of ultrasonic waves. The penultimate section discusses existing phase-
contrast methods used to image diaphanous objects, and some conclusions 
are presented in the final section. 
3.2 EIKONAL SOLUTIONS FOR ACOUSTIC PROPAGATION 
The mathematical description of sound waves propagating through an 
inhomogeneous medium is, in general, very complicated. In this section, 
the standard form of the wave equation is derived to yield a function 
proportional to the acoustic pressure variation. The eikonal equation is 
then developed. The various assumptions used are emphasized as they occur. 
3.2.1 The Wave Equation for Inhomogeneous Media 
Consideration of the physics of a small element of a medium through 
which an acoustic wave is propagating yields two useful equations (c.f. 
Skudrzyk 1971). These are Euler's equation for irrotational flow, i.e. 
( 3.1) 
and the equation of continuity for.the medium: 
~.v = ( 3. 2) 
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where vis the velocity of the infinitesimal volume element (the particle 
velocity in a solid), Vis the velocity of the sound wave, p0 is the 
density of the medium, and Pis the pressure. Manipulating (3.1) and 
(3.2) yields 
.L <v. v> = -'v • ('vP) cit Po 
( 3. 3) 
and 
.L <v. v> cl (-1- clP) = clt cit v2 cit 
Po 
(3.4) 
which combine to give 
( 3. 5) 
Note that the bulk 
small signals, and 
modulus (which is equal to p0v2) is time invariant for 
'vpD 
that -- is the same as 'v ln Ip I - Thus ( 3. 5) becomes 
Po · D 
= 
which is rearranged to yield the pressure wave equation for an inhomogen-
eous medium 
Harmonic analysis at frequency w is utilized to effect further 
simplification: 
P(r,t) = P(r) exp[jwtl 
and a wave function~ is defined: 
( 3. 6) 
( 3. 7) 
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( 3. 8) 
The spatial derivatives of Pare then: 
and 
= 
The above relationships are used to reduce (3.6) to a more amenable form: 
'vpD 
[l-2a] (-) • 'vlj! 
Po 
(3.9) 
The term on the right hand side is eliminated by choosing a to be½, The 
wavefunction ~ is then 
and the wave equation is 
The wavenumber in water is defined as 
k = W/V 
w 
where V is the acoustic velocity in water. The acoustic refractive 
w 
index n of the medium relative to water is 
Thus (3.10) can be rewritten as 
0 
(3.10) 
( 3 .11) 
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The various approximations required to reduce (3.11) to the eikonal 
form are examined in the following subsections. 
3.2.2 The Picht-Bruns Approximation 
The Pie ht-Bruns approximation applies when the spatial change of 
refractive index per unit wavelength is small, i.e. 
~ 1 
Thus (3.11) reduces to 
= 0 (3.12) 
The standard form of the wave equation (3.12) is obtained by 
assuming that there are only small or gradual changes in the density of 
the medium, and that the velocity does not vary greatly in the medium. It 
is under precisely these conditions that pulse-echo imaging is poor and 
transmission imaging shows greatest promise. 
We now examine (3.12) to obtain eJ<E)ressions relating to phase 
shifts (and hence time delays). The method of small perturbations is 
applied to ljJ! 
ljJ0 (r) exp [-jkL Cr) ) ( 3 .13) 
where kL(r) is the small additional phase change introduced by changes in 
the medium. Substitution into (3.12): 
(3.14) 
Equating the real and imaginary parts of (3.14) yields 








V2L + 2VL.V~0 = 0 (3.16) 
Solution of (3.15) for L(r) yields the wavefronts, (i.e. L(r) = 
constant is an equiphase surface or wavefront), but (3.16) is not 
sufficient to determine ¢0 , even when L(r) is known. 
3.2.3 The Eikonal or High Frequency Approximation 






which is the eikonal equation. Note that rays perpendicular to the wave-
fronts are described by 
A 
A 
a n n (3.18) 
where a is the unit vector normal to the wavefront. This approach is the 
n 
basis of the ray methods used in geometrical optics. Thus Fermat's 
principle (for geometrical optics) is invoked for acoustic propagation. 
Under almost all conditions of physical interest, an acoustic ray 
travelling from one point to another follows a path such that, compared 
with nearby paths, the time taken is a minimum. 
Although the expressions derived in subsections 3.2.2 and 3.2.3 
are only approximate, they have the advantage of simplicity, and serve to 
bring out the physics of what is being discussed because they apply q1~ite 
accurately in the situations delineated here. The analogy between the 
variational principles of geometrical optics (Fermat's principle) and the 
principle of least action in particle dynamics was used by Hamilton to 
83 
develop the geometrical theory of ray optics in a systematic manner (c.f. 
Goldstein 1953). Mawardi (1970) used the Hamiltonian approach to 
develop a goemetrical theory of acoustical propagation. The development 
is complementary to the approach taken in this section (i.e. 3.2). 
3.3 DISTORTIONS OF IMAGED SECTIONS 
Images computed from ultrasonic time delay projections exhibit 
distortions which arise from refraction of the ultrasonic peam. Examples 
of distorted images are presented in chapter 6. In this section, the 
effect of multiple acoustic ray paths is examined to determine an approp-
riate method for measuring the propagation time delay. Acoustic ray 
tracing is used to calculate time delay projections for a test object so 
that a comparison is possible with the measured time delay projections. 
~ 
A circularly symmetric test object (or phantom) is chosen because 
it is characterized completely'by a single projection. The time delay 
measurements reported here were obtained by estimating the acoustic pulse 
arrival time from an A-scan display (c.f. section 1.2). Thus the measure-
ment of only a single time delay projection limits the tedium for the 
experimenter. Since the purpose of the measurements is to illustrate the 
effects of multiple ray paths, it is important that strong refractions 
occur so that multiple path arrival times are clearly differentiated in 
the A-scan. 
The above requirements for a test object are satisfied by a solid 
aluminium cylinder immersed in water. The cylinder used was 20.4 cm in 
diameter and the acoustic velocity in aluminium is 4.26 times that in 
water. The experimental arrangement shown schematically in fig. 3.2(a) 
was used to obtain the time delay projection results shown in fig. 3.2(b). 
Two types of measurement are shown. The first, based on the shortest 
time delay for acoustic propagation between the two transducers, shows 
that the cylinder affects the time delay up to Isl = 17 cm, some 7 cm 
beyond the extent of the cylinder. The second type of measurement is 
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the time delay for the received pulse with the largest ampltiude (i.e. the 
one which travels by the maximum energy propagation path). The time delay 
projection for the maximum energy pulse shows that the cylinder has an 
effect for only 19 cm (c.f. 20.4 cm for the cylinder diameter). 
Computations of the ·time delay projections are now examined so that 
the differences between the above measurement methods may be discussed. 
The shortest acoustic propagation time between the two transducers is 
calculated for ray paths determined by Fermat's principle (c.f. section 
3.2.3). Very accurate numerical results are obtained relatively quickly 
by utilizing the symmetry of the object and using a Fibonacci search 
technique (c.f. Himmelblau 1972, p.42) to find the ray path. Using this 
technique, it is possible to evaluate the shortest time for one path out 
of more than 17000 by computing only 20 of them. The measurement errors 
associated with the measured minimum time delay encompass the results 
calculated (c.f. fig. 3.2b). However, in the interval 5 cm< Isl < 15 cm, 
the measured results are consistently higher. This consistent difference 
is caused by the 2 cm diameter transducer measuring the acoustic field 
over an area rather than at a point. The calculated time delays are based 
on acoustic rays between two points representing the transducers. Thus 
the small consistent error is as expected, so that the two sets of minimum 
time results can be said to agree well. 
Since errors in the computed image are due to acoustic refraction, 
a non-physical simulation of acoustic propagation along straight ray 
paths is also shown in fig. 3.2(b). The resulting ideal time delay 
projection is used to compute an image which is error free. A comparison 
of. the projections in fig. 3.2(b) shows that the ideal projection is 
closely approximated by the projection which shows. the time delays of the 
largest received acoustic pulse. Thus the time delay projections based on 
the arrival time of the largest amplitude acoustic pulse produce less 
distortion than time delay projections based on minimum time acoustic 
propagation. 
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Parts of the body containing regions having a relatively high 
acoustic velocity (such as bones) cause strong refraction. The resulting 
time delay projections reconstruct to form a distorted image. It is 
desirable to minimize the extent of the strong refractions in the projec-
tions, and hence in t~e image. Maximum energy pulse time delay measure-
ments appear to be the most successful in limiting the area of the distor-
tions in the image, 
3.4 TENUOUS MEDIA - SOFT TISSUE IMAGING 
In a tenuous medium, the acoustic velocity does not vary greatly 
and the ray paths are almost straight. For soft tissues, the acoustic 
velocity varies from 1450 m/s for fat to 1585 m/s for muscle (c.f. Wells 
1969), a range of ±4%. Refraction effects are therefore quite small. 
Lederman computed and plotted the acoustic ray paths for a projection of 
a human female breast containing a malignant lesion with a relatively high 
acoustic velocity (c.f. Glover and Sharp 1977, fig. 12). These ray paths 
deviate from straight lines by less than s0 , so that it is reasonable to 
treat soft tissues as tenuous media. 
Refraction of the acoustic waves can be computed from scattering 
theory. The calculation of scattered fields from a known volume for known 
incident fields is the subject of direct scattering theory. The problem 
of estimating the refractive index (or similar property) inside the 
scattering volume from measurements of the incident and scattered fields 
is the subject of inverse scattering and remote sensing theory. Wolf 
(1969) develops an elegant Fourier transform method for recovering the 
refractive index n(r) from observations of the scattered field on two 
. . 
planes either side of the scattering volume. Since the Born approximation 
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is used in Wolf's solution, the isonifying wavelength must be significantly 
greater than the product of (n-1) and the largest dimension of the 
scattering region. Iwata and Nagata (1975) develop a similar procedure 
for recovering the refractive index volume distribution from measurements 
on a circumscribing sphere. Their solution employs the Rytov approximation 
which requires ln-1! << 1 (c.f. Chernov 1967). Consequently, their 
method is more general than that of Wolf. 
Brekhovskikh (1960) shows that the monochromatic wave equation 
(3.12) applies to optics and electromagnetics as well as to practical 
acoustic problems. The various approximate solutions to (3.12) are 
discussed below and an improved Rytov approximation is derived (c.f. Bates, 
Boerner and Dunlop 1976, Dunlop, Boerner and Bates 1976). The improvement 
correctly describes the phase variation of the scattered field (the 
propagation time delay and phase variation are closely related as is 
shown later). 
The total field l/J is partitioned according to 
I S 
l/J = l/J + l/J (3.19) 
where ljJ
8 
is the scattered field and ¢1 the incident field which satisfies 
the free space (n = 1) wave equation everywhere (c.f. Bates and Ng 1972). 
ioeo 
92\/J! + k2ljJI = 0 (3.20) 
Combining (3.12), (3.19) and (3.20) we obtain 







The standard Green's function solution (c.f. Jordan and Balmain 1968, p.340) 
of (3.21) yields the scattered field: 
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~S = J FBiµG(R,k)dY 
y 
(3.23) 
where Y is the scattering volume and G the Green's function. The Born 
approximation is 
Ill« ill, 




(r,k) = I FB(x)~1 (x)G(jr-xl ,k)d~ 
V 
(3.24) 
Since all variables other than FB are known, (3.24) is solved for FB and 
the refractive index distribution obtained. 
The fields are defined slightly differently for the Rytov approxim-
ation: 
I I 
~ = eY, ~ = ey, 
~ ~ I 
~ = y 1P 
S ~ I I 
~ = (exp[~/iµ ]-l)iµ 
I ~ 
y = y +y ( 3. 25) 
(3.26) 
(3.27) 
These relationships are substituted into the monochromatic wave 
equation (3.12) and manipulated to yield 
2~ In~ n~ Vy+ (2Vy +vy) .vy + FB = 0 (3.28) 
The Rytov approximation: 
I 'vl I » lvr I 
is used in (3.28) together with (3.20) to yield 
(V2y+2VyI.Vy-FB)iµI + (V2~I+k2lpI)Y = 0 
or 
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(ijJIV2y+ZVy,VijJI+yV21jJI) + k2yijJI = -FBijJI (3.29) 
The bracketed term is condensed: 
V
2 <rl) + k\:l = -FBijJI (3.30) 
Substitute (3.26) into (3.30) , apply the Green's function solution: 
1jJ = I FBijJ1G(R,k)d~ 
V 
( 3. 31) 
The function 1jJ is related by (3.27) to ijJ8 • Thus FB is recovered as before. 
Notice that if the Born approximation also holds, then 
~ I ~ I 
exp[ijJ/ijJ )-1 z ijJ/ijJ 
and from (3.27) 
l z ~ 
Hence (3.23) is equivalent to (3.31) for 11)J8 1 << jl)JI!. 
Bates, Boerner and Dunlop (1976) derive an improvement to the 
Rytov approximation by utilizing the W.K.B. solution of the wave equation 
(c.f. Felsen and Marcuvitz 1973) for cases where refraction predominates 
over reflection. Soft tissue imaging is such a case. The W.K.B. 
solution is: 
1jJ 1 Is --'2 1" ~ n exp[-jk ndS'!") 
1"0 
(3.32) 
where S1" is the path along the '!"
th 
ray from the source point '!"0 • 
At a 
A 
point on the ray, the unit vector S defines the direction of the curved 
1" 
ray which characterizes ijJ, and T defines the direction of the straight 
ray which characterizes ijJ
1














J'k(-r-ns) - Vn/2n . 't 
and 
(Vy) 2 = 
2 2 2 ,... Vn . Vn ,... " 
-k (n +1-2nf.s) + (-) - Jk(-) .(-r-ns) 
-r 2n n -r 
Substitution of (3.34) into (3.28) yields 
. 2 
2~ ~ I 2 2 2 ,... " Vn . 'i/n "' "' 'i/ y + 2'i/y•'i/y + k [(n -1)-(n +l-2n-r,S) + (-· ) - Jk(-) ,(-r-ns )] 
-r 2n n -r 
or 
v2y + 2'vy.'vy1 = -FBBD 
where 
FBBD 
2 A , A A 2 
= k [2(n!•S -1) + J(Vn/nk) • (nS --r) + (Vn/2nk) ] 
't 't 
The steps used to form (3.29) and (3.31) are applied· to (3.36): 
V2~ + k2~ = 
Hence 










( 3. 36) 
(3.37) 
( 3. 38) 
Note that the three terms in FBBD (3.36) have a different dependence on k, 
and hence may be separated by solving (3.38) for FBBD at three different 
frequencies. i.e. three sets of measurements. 
The ray path dependence of (3.36) does not permit the straight 
forward solution of (3.38) by spherical harmonic analysis since a knowledge 
of n is required, 
forward solution, 
However, the approximation T,S = 1 permits a straight 
't 
It is in error by 6% for a 20° change of ray direction 
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and only .4% for a 5° change. Using this approximation, we rewrite (3.36) 
as 
FBBD = 2k
2{(n-1) (14 aln[n]) + - 1- (Vln[n]) 2} 
2k d'[ Bk2 
(3.39) 
The incremental phase shift 6. is the extra phase shift per unit 
length in~ resulting from the presence of the medium (i.e. n f 1). A 
time domain derivation of 6. is as follows: the time difference for a 
pulse to travel a distance x through a constant medium (acoustic velocity 
V), and a distance x through water 9nly is: 
ot = 







The extra phase change over the distance x due to the presence of the 
medium is 
x6. = 27Tfot = 
I::,. = k(n-1) 
X 
27Tf - (n-1) 
V 
( 3. 40) 
The incremental phase shift may also be calculated from scattering 
theory: 
~/~I I = exp[y-y 1 = exp [y] 
From (3.33), we evaluate y along the ray which is close to the direction· 
I 
of the unperturbated wave~. Thus 
Vy ~ -jk (n-1·) T ~ 





ijJ;,1l = exp[-jk(n-l)t] 
Thus the incremental phase shift per unit length is 
6. :::: (n-l)k, (3.41) 
which is as derived from the intuitive time domain approach. In addition, 
the extra terms involving ln(n) account at least partially for the ray 
curvature. In the same situation, the Rytov approximation yields 
6. ::: 2 (n -l)k/2 (3.4:2) 
which clearly has the wrong phase variation unless n'is so close to unity 
that (n+l)/2:::: 1, i.e. when 
6. 
2 
(n -1) k/2 = (n-l)k(n+l)/2 (n-1) k 
Keller (1969) uses a perturbation series to represent a single wave 
travelling through a tenuous medium and shows that a series based on the 
Rytov approximation converges faster than one based on the Born approximat-
ion. The restriction of a single wave is equivalent to the requirement 
that refraction predominates over reflection. The analysis performed so 
far indicates an improvement on the Rytov approximation even if the 
derivatives of n are neglected in (3.39). Therefore a reasonable 
approximation is 
FBBD 
:::; 2 2k (n-1) (3 .43) 
These formulae are now tested and compared for a known scattering 
object for which an analytic solution is obtained. The two-dimensional 
case of a circular cylinder of radius band constant refractive index n 





ljJ = L A J (kp) Jm cj> 
m=-oo mm 
p~b (3 .44a) 
00 
l = L B H( 2) (kp)ejpcj> 
and 
p=-00 p p 
p~b (3.44b) 
00 
ljJ = L CJ (nkp)ejqcj> 
q=-00 q q 
p .:5_ b. (3.44c) 
The coefficients A, B and C are related by equating the m
th 
m P q 
harmonic wave and its derivative at the cylindrical boundary. Manipulation 
yields 
J (kb) nJ' (nkb) - J' (kb) J (nkb) 
B = -A m m m m 
m m H (2) (kb) nJ' (nkb) - H (2) 
1 
(kb) J (nkb) 
m m m m 
(3.45) 
where C' (x) is al' (x)/ax. 
m m 
We now use (3.24) to obtain B for the Born approximation. In two 
m 
dimensions, the Green's function is -¼H~
2
) (kR) ,which can be expanded by 




-jTT L H(2)(kp)J (kr)ejt(cp-0) 
R,=-oo R, R, 
(3.46) 
for p .:=_ r, where R is the distance between the field point P(p,cj>) and a 
point in the scatterer Q(r,0). 
obtain: 
Using (3.44a) and (3.46) in (3.24), we 
ljJS = - j!_ F L H (
2) (k ) jtcj> r A 
4TT B t t P e m m 
b 27f ·ie ·ne J J JR, (kr)e-J Jm(kr)eJ rd0dr 
r=O 0=0 
jF (2) ·n,,,1, b 2 
-
4





= - j'rr4F B L H (2) (kp) e-j~A (£2) [J2 (kb) -J 1 (kb) J 1 (kb)] m m m m- m+ 
m 
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where Eq. 11, p.135, Watson (1966) is used to evaluate the integral. The 
harmonic components are now equated to yield: 




(kb) - J l (kb)J +l (kb)] m m B m m- m (3.47) 
The same approach to this problem is applied to the first term of the 
improved Rytov formulation (3.43). This yield an equation which is the 
~ s 
same as (3.47) but FBBD replaces FB, and~ replaces~ in (3.44b). 
Some distance from the scattering volume, the far field approxim-
ation can be used and H( 2 ) (kp) can be replaced by an asymptotic expansion 
m 
as kp + 00 : 
H (2) (kp) 
m 
+ 
( er:: -j (kp - .'!!.)] j 'IT 
t/Tik!) e 4 e ~ (3.48) 
This equation is used to normalize the results so that (3.44b) becomes 
s 




Note that in the far field 1~8 1 << 1~1 1 so 
l = (exp [~/ll-1) l ~ ~ 
(3 .49) 
Thus the Born and Rytov approximations yield the same results in the far 
field. Also, the values of B calculated for the improved Rytov formul-
m 
s . ~ 
ation can be used to calculate~ directly from (3.49) rather than~-
The values of 1~8 I have been calculated for several radii, 
norm. 
b = A, 2A and SA, and for various refractive indices, n = 1.05, 1.1, 1.15, 
e O G ,1.5. A representative plot of 1~8 I is given in fig. 3.4. norm. 





I 11/J~orm .1 exact - I 1/J~orm .1 approx. I 
I 1/J~orm.1 exact 
(3.50) 
is plotted in fig. 3.5 for various values of the refractive index. 
Inspection of fig. 3.5 shows that the first term of the improved Rytov 
approximation gives a scattered far field which is closer to the exact 
value than the fields calculated from either the Born or Rytov approxim-
ations. The phase terms calculated from either the Born or Rytov approx-
imations must be erroneous since the B determined from (3.47) have a 
m 
fixed phase of -j, whereas the exact calculation of B from (3.45) has 
m 
complex Hankel functions determining the phase. The improved Rytov 
approximation has a complex FBBD as in (3.39), but the additional 
derivative terms make a difference of less than 2% in the calculated 
values when b = A, and are thus neglected. A plot of the phase of the 
field scattered from a cylindrical surface of radius 2A when the cylinder 
is centred at A and b = A (c.f. fig. 3.3) is presented in fig. 3.6 for 
various values of n. 
In the near field, the phase calculation based on the Rytov 
approximation is more accurate than calculations based on the Born 
approximation. The phase calculated by the improved Rytov approximation 
is even more accurate. 
In conclusion, the improvements to the Rytov approximation contain 
the correct form of phase variation. Thus procedures used to calculate 
refractive index distributions can be upgraded by replacing the Born or 
Rytov approximations with the improved Rytov approximation. In 
particular, it may be possible to improve on the ray tracing methods 
applied a posteriori to acoustic time delay reconstructions (c.f. Johnson 
et al. 1975). 
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3.5 EXTENDED PHASE CONTRAST MICROSCOPY 
The purpose of this section is to examine acoustic imaging systems 
which produce two-dimensional images dependent on the acoustic velocity in 
an object. These systems are similar to the optical phase-contrast micro-
scope. They measure and display, over two-dimensions, the relative phase 
of the ultrasound transmitted through a body. The image produced is 
similar to an X-ray shadowgram provided the variation in phase is small. 
As is explained in chapter 2, many shadowgrams measured at positions 
around a body can be used to compute tomograms or cross sections through 
the body. This explains the interest in phase measurements for acoustic 
time delay computed tomography. 
The equivalence of time and phase differences is established in 
section 3.4 (see the derivations leading to 3.40 and 3.41). The acoustic 
propagation delay can be estimated from phase measurements extended over 
many cycles. A method of extending phase measurements is developed at the 
end of this section. 
In 1935, Zernike devised a phase-contrast technique for light 
microscope inspection of optically transparent objects. The technique is 
based on spatial filtering principles and has the advantage that the 
observed intensity is linearly proportional to the phase shift introduced 
by the object, provided that the phase shift is less than one radian (c.f 
Goodman 1968). 
Mezrich and Vilkomerson (1975) constructed an ultrasonic phase 
contrast imaging system which is based on similar principles to the 
optical phase-contrast microscope. In the ultrasonic system, the image ~s 
formed on a thin (~6 µm) gold plated plastic pellicle which is optically 
examined by a scanned laser beam. The displacement at any point on the 
pellicle is nearly equal to that of the fluid particles displaced by the 
sound wave passing through the pellicle at that point. The equality is 
maintained for a sound frequency range of .5-10 MHz and for angles of 
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incidence less than 40°. Movement of the pellicle is detected by using 
the pellicle as a mirror in one arm of a mechanically stabilized 
Michelson interferometer. A phase shift of a few te~s of degrees at 2.25 
MHz is sufficient to produce clear images of thin objects. Reasonably 
clear images of thick objects (such as calves' livers) are also produced 
with good contrast. However, with the thick objects, the image intensity 
is no longer linearly dependent on the phase shift (c,f. Born and Wolf 
1970, p.424). 
The ultrasonic microscope system developed by Lemons and Quate 
(1974) is similar to single sideband holographic systems mentioned in 
section 1.5 provided the microscope is used on its phase-contrast mode. 
The microscope uses two liquid lenses (focal length .15 mm, f number .75) 
and operates near 1 GHz ( .75 MHz with a 75% bandwidth). Only a small 
portion (~1 µm) of the object is isonified at any one time. The object is 
I 
mechanically scanned in a raster fashion and at the same time the image is 
produced on a synchronously scanned CRT display. The microscope operates 
in either an ultrasonic amplitude transmission or reflection mode, or in 
a transmission phase-contrast mode. For phase-contrast imaging, the 
phase of the signal output from the microscope is compared with the phase 
of the transmitted signal so that the relative acoustic phase through each 
isonified point in the object is obtained. Display of this information 
results in the phase-contrast image. The received signal is mixed with a 
portion of the signal supplied to the transmitting transducer in order to 
generate a base band signal which is applied to the intensity modulation 
circuitry of the CRT display. 'Bright' or 'dark' phase contrast images 
can be formed by altering the phase shift between the two signal inputs to 
the mixer. Images of microtomed tissues and cells can be formed with 
good contrast by using either amplitude or phase contrast microscopy 
whereas staining procedures are needed for the equivalent optical 
observation. 
If two reference signals in phase quadrature are used to generate 
two base band outputs f
1 




(x,y) = A(x,y) sin[¢(x,y)] (3.51) 
and 
f 2 (x,y) = A(x,y) cos[¢(x,y)] (3.52) 
Then 
¢(x,y) 
-1 = tan [f1 (x,y)/f2 (x,y)] (3.53) 
The value of¢ can be assigned to a quadrant in the range (0,2TI] by 
considering signs of f 1 and f 2 . If f 1 and f 2 
have a bias term greater 
than the largest value of jA(x,y) I added to them, then they can be used to 
form two holograms from which the total phase can be calculated. 
Alternatively, if A(x,y) does not vary greatly, f 1 and f 2 can be digitized 
and stored so that the phase calculation can be performed in a digital 
computer. A fast elegant technique is to use the digitized words for f
1 
and f 2 as an address for a ROM (read only memory) which outputs the phase 
(0-2TI]. To ensure that the full dynamic range of the analogue to digital 
converters is used, an A.G.C. stage may be required to reduce amplitude 
variations of A(x,y). 
A problem occurs when the phase changes by many cycles since the 
calculated phase is restricted to the range (0,2TI], This problem, 
together with its solution, is illustrated diagramatically in fig. 3.7. 
Phase changes of greater than TI are interpreted as an excursion outside 
the current (0-2TI] range and an extra cycle of phase must be added to, or 
subtracted from, the cycle counter. Thus, the phase measurement is 
extended beyond the (0-2TI] range and an extended phase contrast measurement 
is made. 
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The phase measurement system just described is an incremental system 
and cannot handle sudden changes of phase such as those which can occur in 
multipath signal interference. This would cause the extended phase cycle 
counter to lose count and thus cause major errors. A method based on 
measuring the phase of a modulation envelope would be capable of producing 
an absolute extended phase measurement. This method is widely used for 
electromagnetic distance measurements in land surveying and is based on 
comparing the phase of a received modulation envelope, with the phase of 
the envelope applied to the transmission (c.f. Clendinning and Oliver 1969). 
An initial low frequency envelope gives a rough time estimate without 
ambiguity. Higher frequency modulation envelopes refine the measurement, 
but suffer from ambiguity with respect to the number of cycles of the 
envelope function separating the portions which are compared in phase. 
The phase ambiguity is removed by using the earlier low modulation 
frequency measurements to extend the phase measurement. The limit is 
reached when the phase of the actual carrier is used for phase comparison 
purposes. Thus, very accurate extended phase or time measurements are 
possible with this method. 
3.6 CONCLUSIONS 
Ultrasonic propagation th~ough a diaphanous medium is characterized 
by straight ray paths whereas propagation through strongly inhomogeneous 
media is characterized by bent rays. The wave equation for propagation 
through inhomogeneous media is derived in section 3.2 and acoustic ray 
equations developed. In section 3.3, measured and computed acoustic 
propagation time delays are compared for an aluminium cylinder immersed 
in water. The acoustic ray paths are computed by using Fermat's principle 
and the ultrasonic pulse propatation time delay is calculated for each ray 
path. Measured time delays for the acoustic pulse which is received 
first, and for the pulse received with the largest amplitude, agree well 
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with the computed time delays. 
An approximate solution to the direct scattering problem is 
developed in section 3.4. This solution is obtained by incorporating the 
WKB solution of the wave equation into the Rytov approximation. The 
result is an improved Rytov approximation which contains the correct form 
of phase variation, something which is absent from both the conventional 
Born and Rytov approximations. The field scattered from a uniform 
cylinder is computed for the exact solution, and for the Born, Rytov and 
improved Rytov approximations. The improved Rytov approximation yields 
superior results at a distance from the scatterer (i.e. in the far field). 
The computed amplitude of the scattered field is similar for both the 
ordinary and improved Rytov approximations. However, the accuracy of the 
phase computed by the improved Rytov approximation is greatly improved 
(c.f. fig. 3.6). 
The changes in phase and propagation times, due to an inhomogeneous 
medium, are equated in section 3.4. The possibility of employing phase 
measurements instead of time measurements is examined in section 3.5. A 
method is developed to extend phase measurements so that they are equival-
ent to time delay measurements for a single ultrasonic path. For multi-
path propagation, the measured phase is dependent on the amplitude and 
phase of the signal propagating by each path. 
Multipath acoustic propagation is most important when strong 
acoustic refraction occurs. The results obtained in section 3.3 show 
that time delay measurements based on the lar.gest amplitude acoustic pulse 
yield a projection which most closely approximates the ideal straight 
X-ray path projection (c.f. fig. 3.2b). Thus measurement of the quantity 
T - T(~ 1 <p) w f
oo 
= (..!.. - 1 
-oo v v(x .. , > an• w , 
T~-11: 1,,. 
(3.54) 
(where an• is an element of the ray path by which the largest amplitude 
pulse propagates) yields the most accurate computed image since the 
projections measured are those least affected by refraction. 
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For soft tissue (or diaphanous media), the differences between ray 
paths is usually very small. The minimum time delay measurements, the 
largest amplitude pulse time delay measurements, and the extended phase 
measurements then yield almost the same results. Thus phase measurements 
have not been pursued further, and only minimum time delay measurements 
have been used during the preliminary measurement work. A system for 
measuring the propagation time delay of the largest amplitude acoustic 
pulse is described in chapter 4. The system is used extensively to obtain 
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(b) Actual time delay measurements compared with simulated strai~ht 
and curved ray path times. 
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• A change of 27r in phase is equivalent to a time change 
equal to the period of the ultrasonic waves, 
CHAPTER FOUR 
A SIGNAL PROCESSING AND 
COMPUTER CONTROL SYSTEM 
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4.1 DESCRIPTION OF THE ULTRASONIC IMAGING SYSTEM 
In this section, an ultrasonic transmission imaging system is 
described. The remainder of this chapter is devoted to examining the 
components of the system and the associated measurement methods. The 
purpose of the system is to measure the ultrasonic time delay at positions 
(s,¢) so that an acoustic time delay projection measurement based on 
(3.54) is represented by f: 
f(s,¢> = T - T(s,¢) 
w 
( 4 .1) 
The acoustic time delay projection is processed in the same manner as an 
X-ray projection to yield the quantity (V
1 
- .. ,.~ •• , ) at points (x,y) in 
w 
the image plane, i.e. f replaces f·in the process outlined in section 2.3. 
A block diagram of the measurement system is shown in fig. 4.1. An 
E,A,I. 640 digital computer is used to control the measurement system. The 
computing. system (enclosed by the dotted line shown in fig. 4.1) is 
connected to the scanner and signal processing electronics by 20 m of 
cabling. The two sets of apparatus are in adjacent rooms. 
The digital computer sets the (~,¢) position, the signal processing 
gain (via the E.A.I. 590 analog computer) and computes the image from the 
measured projections. The digital computer is a 16-bit word length 
machine with integer arithmetic facilities and 16 k words (32 k bytes) of 
core memory. The limited dynamic range of a 16-bit word length causes 
accuracy and overflow problems when processing two-dimensional images. The 
problems are overcome by employing 32-bit floating point arithmetic. 
Floating point arithmetic is slow when executed on the EAI 640 since only 
integer arithmetic facilities are installed. 
The arrays of data used to represent the projections and the image 
require many words of memory for storage. Insufficient core memory is 
available for this purpose so the arrays are stored on a fixed head 
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magnetic disc. Up to 4 channels are utilized at any one time to transfer 
the array data between core memory and the disc. The amount of core 
memory available is also too small to contain the measureme~t system 
software. The software is split into blocks, described in section 4.2, 
and multiphase program execution from disc is employed. At the completion 
of a measurement session, the 248k bytes of user's disc storage is dumped 
onto magnetic tape for long term storage. 
The methods of measuring time delays are discussed in section 4.3, 
and matched filtering and signal encoding are discussed in section 4.4. 
Implementation of the matched filter is discussed in section 4.5 where a 
non-linear sampling method is also described. The binary data interface 
(BDI) between the digital computer and the scanner system electronics is 
described in section 4.6. The initial design of the BDI was produced by 
the author so it is described in some detail. The digital computer cal-
culates the~ and¢ positions as two 12-bit words which are output via 
the BDI. The numerical control systems set~ and¢ according to the two 
12-bit control words and they are described in section 4.7. Some 
innovative work resulting from studies of digital servosystems is reported 
in section 4.8. 
4.2 SOFTWARE ORGANIZATION 
The software for the ultrasonic imaging system has been organized 
as six separate files which are stored on the magnetic disc. The computer 
memory is time shared and its organisation is shown in fig. 4.2(a). The 
control file for the Sonic IMAGE system is named SIMAGE. The purpose of, 
SIMAGE is to load into core memory the subroutine files named SIMAGO, 
SIMAGl, SIMAG2 or SIMAG3, and SIMAG4, The first subroutine in each of 
these files is named DUMMY so that the files may be loaded and executed 
sequentially by a single control loop in SIMAGE. The function of each 
program file is now described in turn. 
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SIMAGE: This is the control program file for the system software. It 
contains the subroutines needed to utilize the disc input-output routines 
resident in the computer system monitor. The first function performed by 
the control program is to switch off the interrupts from the BDI as these 
can abort the magnetic disc file loading routines. The program contains 
the name of the first file to be loaded, SIMAGO, as six ASCII characters 
stored in an integer name array. After SIMAGO has been loaded into core 
memory, subroutine DUMMY is called and the programs contained in SIMAG0 are 
executed. When control returns to SIMAGE, the loop counter I is 
incremented (modulo 5) from Oto 1, and then added to a constant to form 
a number which is stored in the last element of the file name array. The 
name array now contains the file name SIMAGl, The loop counter is then 
tested so that if I= 0 control is returned to the computer system monitor. 
Otherwise the file in the name array (SIMAGI) is loaded into core memory 
and the programs contained in it are executed by calling subroutine DUMMY. 
Thus the control program is ready to be restarted from the system monitor 
after each imaging run. 
SIMAG0: When this file is loaded, constants and data file names are loaded 
into the common data block area of the core memory so that they can be 
used by the subroutines captained in the files which are loaded later. 
The main purpose of SIMAG0 is to obtain the parameters needed to control 
the scanner, the data collection and the reconstruction programs. The 
storage CRT screen is used to list the various sense switch options (push 
button options selected from the digital computer console), and to request 
various constants such as the number of projections to be measured, and , 
the number of sample points on a projection. 
Several modes of operation can be selected by setting the sense 
switches. The first mode is to measure the time delays and to reconstruct 
the image. The second mode is to process previously measured time delay 
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projections contained in a data file and to reconstruct an image from 
these. The third mode is to calculate time delay projections for rectang-
ular and circular objects, and then to reconstruct an image from these 
calculated projections. 
The data file names loaded into the common data block area may 
already exist in t~e disc directory, so a special disc file naming routine 
tries to locate the file to be named. If the file name is not found on 
disc, then the file name is free and it is used to name a new data file. 
If the file name is not free, then the letters A through to Z are 
successively substituted for the last character of the file name and the 
positioning process repeated until a free file name is found. This 
special data file naming routine was written by the author and it is in 
use as a system file named ~MON23. 
SIMAGl: This file contains the subroutines needed to move the scanner to 
the required (s,~) positions, and to measure the ultrasonic propagation 
time delay. A flow chart of the measurement program is given in fig. 
4.2(b). The programs, written in FORTRAN IV and assembly language, 
·utilize three different interrupt procedures. Two of the procedures are 
initiated by the scanner equipment, and the third is associated with 
trapping the monitor routines for disc file transfers. 
The scanner equipment which controls the open loop digital servo 
systems generates an interrupt if any one (or more) of 11 different logic 
states indicates an error condition. When a scanner error interrupt 
occurs, the computer responds by resetting the absolute position of the 
scanner system. The computer then continues with the measurements. Whep 
the scanner has reached the (s,~) position demanded by the computer, 
the interrupt line is used to inform the computer which then initiates the 
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time delay measurements. The same interrupt line is also used to control 
the flow of data into the computer memory during the measurements. 
Once a projection is measured, the time delay samples are stored 
in a disc data file. The scanner angle is then incremented for the next 
projection which is measured by scanning across the projection in the 
opposite direction to the previous scan. The process continues until the 
required number of projections is measured. The BDI interrupts are then 
blocked and the data file is closed. 
SIMAG2: The programs in this file make extensive use of the Fast Fourier 
Transform algorithm (Cooley and Tukey 1965). Some FFT programs written 
by the author are contained in the system programs as a file named FFT. 
They are 60% faster (for a 1024 point transform) than the FFT programs 
supplied by EAI. The Fourier transform F(p,¢.) of the projection 
1 
f(~,¢.) is used to form A(p,¢.) as indicated in (2.22). n(a,S) is 
1 1 
estimated from A(p,¢) by using linear interpolation in angle and radius 
to change from polar to rectangular coordinates. A two-dimensional 
inverse FFT of n(a,S) then yields the required image. 
Since the sampled projections have only real sample points, the 
spatial frequency spectrum exhibits Hermitian symmetry and only the 
positive spectral values are calculated. Also, since the image is purely 
real, n(a,S) also exhibits Hermitian symmetry, and n(a,S) is only 
calculated for non-negative values of$. 
The discrete Fourier transform suffers from "leakage" and "picket 
fence" effects which are associated with the frequencies occurring 
between the sample frequencies in the discrete spectrum. These effects 
are discussed in detail by Bergland (1969) and Peters (1973). However, 
the Fourier method can reconstruct 64 pixel by 64 pixel images in about 
three minutes on the E.A.I. computer and it is used to form a preliminary 
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image as soon as a complete set of measurements is obtained. The slower 
back projection reconstruction process is later used to compute images 
containing fewer artefacts, This is done by using SIMAG3 in place of 
SIMAG2. 
SIMAG3: This file contains the programs which form the modifieaback 
projections f from the sampled projections f contained in the data file. 
Either the Ramachandran-Lakshminarayanan or the Shepp-Logan spatial filter 
A ~ 
coefficients b(~) are calculated and used to form f(~) from f(~) by means 
of (2.28). Alternatively, the layergram is formed rather than the 
deblurred image. The use of the Shepp-Logan filter is preferred (see the 
discussion in section 2.3). 
The image is sampled on a cartesian grid and the sample values are 
stored in a square matrix. The location of a sample value in the matrix 
corresponds to the position of the sample on the grid. Thus the matrix 
used to store the samples of the image is termed the "image matrix". The 
image matrix is often quite large and its storage requirements usually 
exceed the available core memory. The image matrix is stored on disc and 
only a few columns of the matrix are retained in core memory at any time. 
In addition, the modified projections f require a large amount of memory, 
and so only two of these are retained in core memory. The problems caused 
by the small size of the core memory are overcome by expressing the com-




- E M. 1=1 
w. (x,y) 
1 
The number of projections Mis even and x and y are restricted to the 
cartesian grid lines. The partial image is: 
(4.2) 
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U\ (x,y) = f(x cos ¢i + y sin ¢i,¢i) 
A • 'JT 
+ f(-x sin ¢. + y cos ¢. ,¢. +-2) 1 1 1 
(4. 3) 
The first pair of projections is read from disc storage, modified 
and back projected to form the first partial image w1 (x,y) which is 
stored in the image matrix. Only a few columns are calculated at a time 
before they are stored in the image matrix on disc. The process continues 
until all of the matrix columns are calculated and stored on disc. The 
image matrix then contains w1 (x,y). A second pair of projections is read 
into the core memory and convolved with the spatial filter coefficients to 
form a pair of modified projections. The first few columns of the image 
matrix are then read from disc storage. The first few columns of w2 (x,y) 
are computed and added to the first few columns of the image matrix. 
These columns of the image matrix are then written into their previous 
location on the disc. The process of reading, adding to and rewriting 
the image matrix a- few columns at a time continues until the image matrix 
stored on disc contains the sum of partial images w
1 
(x,y) + w2 (x,y). 
Another pair of projections is read from disc and the process is repeated. 
This continues until M/2 pairs of projections have been processed and 
M/2 partial images summed. The complete image wM(x,y) is then contained 
in the image matrix stored on disc. 
The values of (x cos¢.+ y sin¢.) evaluated in (4.3) rarely 
1 1 
correspond to the projection sample points. Various forms of interpolat-
ion between the projection sample points are discussed by Lewitt, Bates 
and Peters (1978). Implementation of a high speed interpolation scheme is 
discussed by Dunlop (1978). 
SIMAG4: The image matrix computed by SIMAG2 or SIMAG3 is stored on disc. 
The programs in the file SIMAG4 are used to retrieve the image matrix 
from disc, to process it a few columns at a time, and to display it on the 
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computer's storage CRT, The image sample values stored in the image 
matrix are scaled and shifted to lie in the range Oto 1. The image is 
then displayed with 0 represented by the "black" level on the CRT and 1 
represented by the "white" level. The intermediate values are represented 
by a "grey scale". After inspecting the image displayed on the CRT, the 
system operator can select the black and white levels anywhere in the Oto 
1 range so that only a limited image level range is displayed, Alter-
natively, the picture levels are inverted. 
Each value in the image matrix is represented by a square pixel 
in the image on the CRT. The smallest position increment possible on the 
storage CRT is .25 mm and the pixel is formed by many bright dots on a 
,25 mm square grid. Thus a pixel which is 2,5 mm on a side contains 100 
such spot positions. Maximum brightness is obtained when only one third 
of the available spot positions are bright i.e. 33 bright spots would 
represent brightness level 1 for a 2.5 mm square pixel, The bright spots 
are positioned within the pixel in a pseudo-random fashion. The number_of 
bright spots determines the "grey level". 
The black and white image displayed is also viewed as a perspective 
image when the appropriate sense switch options are selected. The image 
displayed in the (x,y) plane is no longer "intensity modulated" to form 
the black and white image. Instead, the grey level (0 to 1) at sample 
point (x,y) is allocated to the z coordinate. Thus the image values are 
represented by the height of a single surface above the x-y plane. 
Perspective views of such surfaces are used extensively in chapter 6 to 
present results. To simplify the perspective images, hidden lines are not 
displayed unless they are specifically selected for display. 
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4.3 TIME DELAY MEASUREMENTS 
The time delay measurement system used by Glover and Sharp (1977) 
is simple and is capable of measuring the minimum propagation time for an 
ultrasonic pulse which has travelled by the shortest time ray path. The 
system employs incoherent signal detection and high signal levels are 
used to achieve an adequate signal to noise ratio (S/N). However, the 
system cannot measure the propagation time for the maximum energy ray 
path when this is different from the minimum time ray path (c.f. section 
3.5). Greenleaf et al. (1975) use a high speed transient recorder 
controlled by a computer to sample the received signal, and then use the 
computer to calculate the propagation time delay. The samples are taken 
at 10 ns intervals and the computer is programmed to measure the shortest 
time delay. 
The two time delay measurement systems discussed, both utilize a 
high voltage pulse (typically up to B00V) to excite the transmitting 
ultrasonic transducer. Thus both systems achieve signal levels af the 
receiver output which are sufficient to obtain an adequate S/N, i.e. 
greater than 20 dB. The incoherent detection system measures the time at 
which a preset voltage level is exceeded by the received signal. Thus the 
saturation and dynamic range problems associated with the receiver are 
avoided. The system based on the transient recorder has over-range and 
under-range indicators which are used by the control computer to set the 
gain of the preamplifier in the recorder. Thus the full range of the 
recorder's ADC is used to give the greatest possible accuracy for the 
sample measurements. 
There are several problems associated with employing high voltages 
in experimental equipment. The first problem is that the water tank 
scanner provides an excellent electrocution earth path for anyone working 
on the scanner or handling the transmitting transducer. Secondly, the 
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use of high intensity pulses of ultrasound should be avoided until the 
safety issue is settled definitively. Finally, a failure of the experimen-
tal equipment could result in high voltages in the computing system. This 
would destroy many sections of the computer electronics and cause great 
inconvenience to the many other researchers using the Computer Laboratory. 
The above problems are avoided when low voltage transducer drives are 
employed. However, some form of matched filtering or signal encoding is 
then required to obtain an adequate S/N. 
4.4 MATCHED FILTERING AND SIGNAL ENCODING 
It is desirable, for the reasons given in section 4.3, to drive 
the transmitting transducer with low voltage signals. However, as the 
voltage of the transmitted signal is reduced, so also is the S/N of the 
received signal. To improve the S/N of the received signal, signal 
encoding and matched filtering techniques are employed. Matched filtering 
is discussed first. 
The S/N of the received signal is optimized when a matched filter 
is implemented (c.f. Dunlop 1973). The received signal s(t) is divided 
into two parts: the pulse coif!Ponent p(t) which is to be detected, and the 
noise component n (t) which tends to mask p.'(t) • Thus 
s(t) = p(t-T) + n(t) (4 .4) 
where the pulse is received a timeT after the initial transmission. The 
matched filter delays the frequency components of p(t) so that the compon-
ents combine to give the maximum possible output at a time T1 after the . 
pulse enters the filter. Lathi (1968) derives the impulse response of a 
matched filter as 
h (t) = p(T1-t) 
(4. 5) 
llS 
The output from the matched filter is the convolution of the input 
signal and the impulse response of the filter: 
O(t) = f:s(x)h(t-x)dx (4. 6) 





p(y)p(T1+y+T-t)dy + ~ (t-T) ..oo np l 
= 'l' ( t-T -T) + 'l' ( t-T ) 
pp l np l 
(4. 7) 
where x and y are dummy variables and 'l' (t) is the cross correlation of 
np 
signals p(t) and n(t). The matched filter output peaks at 'l' · (0), i.e. pp 
at a time T
1
+T which is the time at which the pulse component exits from 
the matched filter. 
The matched filter is usually implemented as a crosscorrelation or 
transversal filter. A reference signal p(t) is compared with the 
received signal s(t) to give an output from the crosscorrelation filter: 







p(t) [p(t+T-T) + n(t+T)]dt 
= 'l' (T-TJ + 'l' (T) (4. 9) 
PP ·pn 
The arrival time of the pulse component of s(t) occurs at T = T, 
, at , Ill the t1meAwh1ch the peak value of r occurs. Note that the crosscorrelator 
·pp 
does not produce an instantaneous output. The shortest possible time 
delay for an output is when T = t-T
1
, i.e. at the same time as the matched 
filter output. 
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A matched filter detection system was implemented as a cross-
correlation on the Electrical Engineering Department's EAI 590 hybrid 
computer. The computer is used to control the sampling system which is 
discussed in section 5.5. The signal waveforms shown in figs.4.3 and 4,5 
were obtained by sampling the signal received by a 3 MHz, 5 mm diameter 
quartz crystal transducer. An identical transmitting quartz crystal was 
separated from the receiver by a 30 cm water path and was excited by a 
voltage pulse of -lOV and 20 ns duration. The crosscorrelations were 
performed as convolutions which were evaluated via the FFT algorithm on 
the digital computer: 
.-y-1 
':I' ( ·r) = ,3' {P (w) s (w) } 
ps 
(4.10) 
P(w) and S(w), shown in figs 4,4 and 4,6, are the spectra of the reference 
and received signals respectively. The crosscorrelation ':I' (T) is shown 
ps 
in fig. 4.7. When the S/N of s(t) is greatly reduced from that shown in 
fig. 4.5, the matched filter still gives a detectable response as is 
illustrated in fig. 4.8. Notice that the reference signal p(t) shown in 
fig. 4.3 peaks at t = 202,900 µs (T-;& 0) and that the pulse component of 
the received signal peaks at t = 198,580 µs (c. f. fig, 4. 5) • 
The matched filter has an improved S/N, but the time sidelobes are 
high and cause signal detection errors when pulses are received at almost-
the same instant. Superposition of the pulse outputs results in a filter 
output which may be a maximum at a time intermediate between the individual 
pulse outputs. Addition or subtraction of the individual pulse outputs 
depends on the time separation of the pulse components in the received 
signal. 
The probability of erroneous detection is greatly reduced when the 
reference function is modified to reduce the time sidelobes in the matched 
filter output. This can be achieved by Wiener filtering (c.f. section 1.4 
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and Robinson 1967) or by some other optimization technique. In a recent 
letter, Preis (1977) describes a least-squares method for optimizing 
filters, while McDonnell (1975) employs Lagrange's undetermined multiplier 
technique to optimize an optical filter. McDonnell's computer programs 
were employed for the ultrasonic signal shown in fig. 4.9(a). The filter 
output, shown in fig. 4.9(b), has greatly reduced time sidelobes, 
The S/N of the output of a correlation filter with time sidelobe 
suppression is lower than that of the matched filter. The output signal 
contains frequency components within a band which is typically twice the 
bandwidth of the transducer system. The low amplitude frequency compon-
ents in the input signal are amplified to increase the bandwidth at the 
filter output, but at the same time, the noise components are also 
amplified. Hence the reduction in output S/N. 
In order to obtain a S/N similar to that obtained by using a high 
peak ultrasonicintensity,atransmitted signal with a large time-band-
width product is required. The average signal energy is similar for the 
htgh and low voltage transducer excitation systems. The signal is trans-
mitted over a relatively long time, and when received by a matched 
filter, the signal is compressed into a relatively short period of time 
so as to give a reasonable level output with a mµch increased S/N. This 
problem has been studied in great detail for RADAR and SONAR remote 
sensing problems (c.f. Di Franco and Rubin, 1968) and various amplitude 
and phase encoding procedures have been developed (e.g. Huffman 1962, 
Huffman 1974). If phase modulation only is used, the signal encoding 
sequence can be stored in a digital shift register and clocked out as 
required. Barker codes use the simplest type of phase modulation as they 
have phase values of 0 or TI which can be implemented as signal inver-
sions. Unfortunately, the known Barker codes have a maximum length of 13 
bits, and so the encoded signal length is limited unless a more general 
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type of phase modulation is used, Somaini and Ackroyd (1974) used a 
numerical minimization procedure to optimize phase coding sequences of up 
to 100 bits. To test these, a 20 MHz digital shift register containing 
256 bits was constructed and various coding sequences tried using ultra-
sonic transducers with a 3 dB pass band from 1,9 to 3.15 MHz. The 
received signal was digitized and stored in the computer for decoding 
and for evaluating the scheme. The shift register was also organized so 
that it could be used as a 1-bit real-time crosscorrelation detector. The 
reference signal was programmed as resistor values connecting the 256 out-
put taps of the shift register to either the positive or negative current 
summing bus. The currents were summed so as to produce an output voltage 
proportional to the real-time crosscorrelation of the reference signal 
with the polarity SIGN of the voltage of the received signal (s(t)/ls(t) I>. 
Unfortunately, crosscorrelations carried out in the computer showed that a 
one-bit correlator failed to give correct detections when the encoded 
sequence arrived at the receiver via multiple paths. The problem could 
have been reduced by quantizing the received signal to more levels, but 
the dynamic range of the signal would then be a problem, A more satis-
factory solution for a real-time cross correlator would be to employ a 
wide dynamic range signal encoder and correlator such as has been 
developed for modern radar systems. At present, SAW (surface acoustic 
wave) encoders used in radars operate at frequencies which are too high 
(typically greater than 40 MHz) for use in medical ultrasonics. The CCD's 
(charge coupled devices) used for low frequency signal processing run at 
clock rates up to several MHz. However, experimental CCD's have been run 
at 100 MHz. So, CCD's are likely to be very useful for filtering ultra~ 
sonic signals, in the future. 
A hyperbolic phase modulation measurement system was finally 
implemented with readily available components. The system is shown in 
diagramnaticform in fig. 4.10. The signal is swept through the ultrasonic 
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transducer pass band in 25 msecs to give a 31250 (1.25 MHz* 25 msec) 
time-bandwidth product, i.e. a signal processing gain of nearly 90 dB. 
The encoding sequence is initiated by an electrical impulse, so the 
impulse response of the system is 
h (t) = 
2 
A cos (w0t +½wt) 0 < t < T - p 
(4 .11) 
The frequency sweep period Tp is very much greater than 2n/w0 . 
Thus, the transducers operate under approximately steady state conditions. 
If the received signal s(t) is composed of the signals which propagate by 




, ••• ,TM, then 
s (t) = e(t) @h(t) (4 .12) 
where 
m 
e (t) = E C. o (t-T.) 




m • 2 
== E B.cos[w0 (t-T,)+½w(t-T,) ] i=l 1. 1. 1. 
(4.14) 
The signal is composed of a set of overlapping returns which are 
separated by non-linear processing. The received signal is multiplied by 
the transmitted signal as in Heyser and Le Croissette's (1974) system, low 
pass (or band pass) filtered and the resulting base band signal used for 
spectral analysis. The base band signal q(t) is 
q (t) = [s(t)h(t)]LPF (4.15) 
M 
= A E D. cos(w.t-¢.) (4.16) 




w. = WT. 
l. l. 
. 2 
¢i = WOTi + ½WTi + ¢LPF 
. 
D. = Bi HLPF (WTi) l. 
HLPF(WTi) ~LPF is the transfer function of the low pass filter at 
frequency wt .. If a pass band filter is used for the low frequencies, 
1 
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then only signals propagating with a time delay within a time window will 
be unaffected by the filter. For filter limits f 1 and f 2 , the time . . 
window is (f1/w, f 2/w) and the bandwidth sampling theorem is utilized so 




). The spectral 
components of the base band signal are calculated and the various ultra-
sonic propagation delays determined: 
T, = W,/W 
1 1 
(4.17) 
The implementation and advantages of this method are presented in 
the next section. 
4.5 MATCHED FILTER IMPLEMENTATION, EQUIPMENT TRADE-OFFS AND A NONLINEAR 
SAMPLING TECHNIQUE 
A filter is matched to a particular echo waveform to optimize the 
S/N of the filtered signal, or else to improve the time resolution of the 
echo waveform. In both cases, the filtering is carried out in the time 
domain as shown in fig. 4.ll(a), or in the frequency domain as shown in 
fig. 4.ll(b). Filtering to improve the time resolution of a received 
ultrasonic signal is limited by the S/N throughout the power spectrum of 
the signal. Where the S/N is not adequate for the time resolution 
required, the filter is easier to implement via the z-transform. The 
poles and zeroes of transducer impulse response p(t) are obtained 
accurately. The poles and zeroes of the echo signal s(t) are also 
calculated, but the accuracy is limited by the S/N. The poles and zeroes 
of the s(t) which due to p(t) are identified, and the remaining poles and 
zeroes are due to the various propagation paths. These remaining poles 
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and zeroes are used to reconstruct the "echo" part of the signal e(t), 
where 
s (t) = p (t) ® e (t) (4.18) 
The z-transform of p(t) is P(z): 
00 
P (z) Z{p(iT ) } }: p.z i = = s 
i=O 1 
(4.19) 
where T is the sampling interval and the sampled waveform is denoted by s 
p. = p(iT). In addition, 
l. s 
00 
i s (z) = Z{s(iT )} = }: s.z 








The convolution theorem for z-transforms is applied to (4.18) and yields 
S(z) = P(z) E(z) 
or 
E(z) = S(z)/P(z) 
The definitions in (4.19) and (4.20) are combined with (4.23): 
E (z) 
2 m 
s 0+s1z+s2z + ••• + smz 
n 
Po+plz+ ••• +pnz 




When nT is approximately equal to the duration of the transducer 
s 
response, the digital filter used to implement (4.24) is termed a decon-
volution filter or a "spike" filter (c.f. Robinson 1967). When multiply 
reflected echoes are contained in s(t), then nT must be greater than the 
s 
duration of the reverberation so that a de-reverberation filter is formed. 
The de-reverberation filter is essential for seismic studies from ships 
above the continental shelf. The multiple sea bottom - sea surface echo 
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is usually much stronger than the echoes from the (hopefully) oil bearing 
structures. 
Direct implementation of (4.24) as a digital filter or by polynomial 
division on a computer requires an adequate S/N. When the S/N is not 
adequate, the general form of z (i.e. z = es ands= cr+jw) is used and the 
poles and zeroes of P(z) are identified in S(z). The remaining poles and 
zeroes uniquely determine E(z). The computation is time consuming sos is 
usually restricted: s = jw. The restricted z-transform is rapidly 
evaluated as a Fourier transform when the FFT is employed: The choice of 
s = jw reduces the filtering to frequency domain techniques and thus 
P(zl_ = P(w) must not have any zeroes on, or close to, the imaginary s axis. 
The finite bandwidth of the transducer ensures that zeroes will 
occur in P(w) and so conventional Wiener filtering is employed. The con-
tinuous time formulation of the optimal filter leads to the Wiener-Hopf 
integral equation which is very difficult to solve (c.f. Robinson 1967). 
The integral equation can usually be solved when sampled data is used. 
The Wiener filter is usually implemented in the frequency domain, 
so its use for ultrasonic pulse deconvolution requires the following: 
(i) An adequate S/N for the received signal. 
(ii) Accurate high speed timing for signal sample and holds. 
(iii) High speed analogue to digital converters. (Typically 
greater than 6 MHz conversion rate)~ 
(iv) High speed memory for the digitized data samples. 
(v) A digital computer or signal processor to perform complex 
multiplication and two FFT's. 
It is desirable, for reasons of economy, to relax these requirements 
and use pulse compression systems, since suitable SAW or CCD matched filter 
systems are not yet readily available. The most promising approach is to 





q (t) = A ED. cos(w.t - cj>.) 
. 1 1 1 1 
1= 
(4.25) 








are the upper and lower 
frequency limits respectively of the band pass filter. The sampling 
. 
begins when t ~ f 2/w, i.e. the signal travelling by the longest time path 
within the time window has arrived at the output of the receiving trans-




~ Tp-f2/w, and the spacing between the spectral components is Tl • 
1 D 
In 
general, w. is not a harmonic 
1 
of T and leakage (c.f. Bergland 1969) 
D 
occurs from thew. spectral component into the adjacent spectral samples 
1 
which occur at harmonics of;. This effect is shown in fig. 4.12 where 
D 
the effect of various envelope functions (or data windows) is illustrated. 
The gain control signal g(t) must also be included to shape the envelope 
function: 
envelope = A(t)Bi(t-Ti) HBPF(WTi)g(t) ( 4. 26) 
The leakage from a spectral component can be reduced by reducing 
the spectral sidelobe level as shown in fig, 4.12, However, such a 
reduction is made at the expense of broadening the width of the main 
spectral lobe. So, a compromise is necessary (c.f. Prabhu et al. 1977). 
The choice of the envelope function is equivalent to deconvolution filter_-
. 
ing. Consider the spectral output p(wT), which is the impulse response 
of the system for a single path with a time delay T, The deconvolution 
filter h(w) required to change p(w) back to an approximation of an impulse 
e(w) can be calculated: 
HBPF (WT) l<1>BPF constant (4.27) 
B. (t-T.) ;:; B, (t) = C,A(t) ex A(t) 
1 1 1 1 
(4.28) 
and set 
g(t) = constant. (4.29) 
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Then 
-1 • 2 • 
q (t) :I {p (urr)} cc A (t) cos Cul'r-<j>) = (4.30) 
the deconvolved output is: 




E (-t) = P(-t) H(-t) (4.32) 
where 
e (w) = J'{E (t)} 
Thus 
E (t) = P(t) H(t) (4.33) 
The Wiener filter realisation of H(t) is: 
H (t) = 
P* (t) 
[P(t)] 2 + n(t) 2 
(4.34) 
. 
If only the positive power spectrum is used to define p(w,:), then 
H(t) will be complex and P(t) H(t) = E(t) will form an analytic signal 
(c.f.ni Franco and Rubin,1968, Ch.2). !f both positive and negative 
frequencies of the power spectrum are used, then H(t) is the required 
envelope function and 
g(t) = H(t) (4.35) 
for the signals in the pass band of the filter. 
The advantages of the hyperbolic phase modulation system are: 
(i) Only medium speed clocks, and sample and hold circuits are 
needed. 
(ii) A medium speed A.D.C. has sufficient throughput. 
(iii) Only slow memory and a computer to perform~ FFT (to 
obtain the spectrum) are required. 
(iv) An envelope function gain control is required. 
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Note that all of the above are contained in most real-time FFT 
spectrum analysers. Thus an existing B-scan machine is easily modified to 
incorporate the above processing. 
The hardware requirements for conventional improved time resolution 
are compared with those for the hyperbolic phase modulation processor 
in fig.4.13, The cost of adding filtering to produce improved time resol-
ution is considerably less for the hyperbolic phase modulation system. 
The linear frequency sweep circuit used is shown in fig. 4.14(a). 
With the exception of the positive feedback resistors R1 and R2 , the 
circuit is that which was developed by Boys for the "ultrasonic cardio-
phone" (c.f. Kay et al. 1977). The original circuit suffered from several 
defects so detailed parameter measurements were obtained by the author of 
this thesis for a fixed water path signal delay. The base band signal was 
sampled at approximately 39 kHz to produce fig. 4.14(b). The comb 
structure in the figure was produced by a graphics routine which 
interpolated between the signal samples with straight lines. The power 
spectrum of the signal was obtained and plotted to yield fig. 4.14(c). 
The spectrum was spread over approximately 3 kHz. A "leaky" optical 
isolator in the ramp generation circuit was replaced, and the test 
repeated to yield the spectrum shown in fig. 4.14(d). The frequency-time 
graph shown in fig. 4.14(e) is obtained from detailed measurement of the 
times between the zero crossings of the base band signal voltage. On the 
basis of this graph, the first 4 msecs of signal samples are discarded since 
the non-linearity is due to the slow turnoff of the opto-isolator. The 
curve in fi9. 4.14(e) shows an approximately linear decrease in frequency 
and hence control voltage with time. To correct this, a current 
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proportional to the output voltage (and hence time) is added to the 
positive feedback terminal via R1 to increase the control voltage with 
time. After this modification, the non-linearity is measured as approx-
imately 500 Hz in 1.2 MHz or ,04%, 
The circuit was placed in a warm room and the measurements were 
repeated for one hour. The position of the peak in the power spectrum 
was observed to shift from the 294 th harmonic to the 30ath harmonic, The 
classical heating exponential time variation is evident in fig. 4.14(f). 
The feedback capacitor in the ramp generator was replaced with a mylar 
film capacitor and the variation with temperature was reduced to ±1 
harmonic. 
The results of employing positive feedback, stabilizing timing 
components, reducing leakage and discarding the first four milliseconds 
of signal are summarized in figs 4.14(g)-(i). The spectral output is 
shown in fig. 4.14(g) and the spread spectral peak is shown in fig. 4.14(h). 
The extent of the spectral peak is less than 200 Hz, and about 100 Hz at 
the half amplitude points. A plot of the detected frequency versus time 
in fig. 4.14(i) shows excellent linearity. 
The spectrum shown in fig. 4.14(h) exhibits quite low sidelobe 
levels. The variations in the signal envelope (shown in fig. 4,14(b)) 
reduce the spectral sidelobes to very low levels. Thus the gain is not 
varied with time during each frequency sweep. 
The receiver circuitry given in fig. 4.15(a) was tested over a 
100 dB range. The signal applied to the transmitting transducer was 
reduced in 10 dB steps from 0 dB (2 VRMS) to -100 dB (20 µVRM5). The 
results for 0 dB to -70 dB were essentially the same as those shown in 
fig. 4.15(b) ,.but figs 4.15(c)-(e) for -80 dB to -l00dB were quite differ-
ent. The signal was band pass filtered between 10 kHz and 15 kHz by 
means of two 9-pole filters. The computer was used to set the gain g(t) 
constant so that the peak of the filtered signal was between 0.5V and 2.5V. 
The signal was then sanq;,led at 39.0625 kHz to yield 1024 samples in -
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26.2 msecs (c.f. fig. 4.14(b)). 
A comparison of figs 4.15(b) and 4.15(c) shows that the S/N of the 
filtered signal decreases noticeably when the signal attenuation exceeds 
80 dB. For signal attenuations of 90 and 100 dB (c.f. figs, 4.15(d) and 
4,15(e) respectively), the signal component of the power spectrum is not 
discernible from the noise. It is concluded that the receiver system 
operates satisfactorily over an 80 dB range. 
Bandwidth sampling (deliberate signal aliasing) is employed in 
processing the filtered signals, and the effects are illustrated in fig. 
4.16. An ultrasonic propagation path through 27.1 cm of water produces a 
spectral output at 11.41 kHz as shown in fig. 4.16(a). The system band 
pass filter limits are 10.0 kHz and 12,5 kHz. The sampling frequency is 
reduced from 39.06 kHz by factors of 2 to give sampling frequencies of 
19,53, 9.76 and 4.883. The power spectra of the sampled signals are 
shown in figs 4,16(b), (c) and (d) respectively. Thus band pass ~ampling 
has aliased the 10-12.5 kHz signal down to a base band of 0-2.5 kHz. The 
lowest sampling rate still permits accurate measurement of the maximum 
energy propagation path time provided that the time is within ±12% of the 
propagation time through water only. The sample frequency of 4,883 kHz 
allows 150 samples to be measured in 30 msecs. The data set is supplemen-
ted with zeroes to form 512 samples which yield 256 spectral values 9.5 
Hz apart. This method of resolution improvement allows the peak of the 
spectral component to be determined to within 0.08% (9,5 Hz in 11410 Hz). 
Supplementing the samples with zeroes does not alter the S/N of the 
detected signal. 
The following novel nonlinear sampling technique was discovered 
during study of this signal compression technique. The transmitted 
signal is: 
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h (t) = 
• 2 
A cos Cw0t +½wt> (4. 36) 
and the received signal is: 
s (t) = 
• 2 
B.cos [w0 (t-T,) + ~,,,(t-T,) l l. l. ' . 7},N l. 
(4. 37) 
If s(t) is sampled at times t when h(t) is zero and h(t) > O, i.e. when 
n 
Then 





t + ½wt = m 21r 
n n 
= 
• 2 • • 2 
B.cos[(wot +½wt) - WTit + (~iWT,-WOT.)l 
1 n n n J. J.. 
= B.cos[w.t -¢.] 
J. in J. 




Thus the base band signal has been obtained without employing a multiplier 
and a low pass (or band pass) filter. Also if w
0 
> 27T 106 , then the 
normal sampling frequency of 39.6 KHz can be used to determine which 
particular value of min (4.38) is used, Thus a sample is taken when 
. 
h(t) = 0 and h(t) > 0 immediately after the sample time determined by the 
39,6 KHz signal. This gives a sample interval of 25.6 ± .5 µsec for an 
ultrasonic frequency of 1 MHz and 25,6 ± .2 µsec for 2,5 MHz. Thus the 
sample timing jitter is less than 2% for the worst case • 
This sampling method does not employ a low pass filter so the 
system S/N is reduced. For this reason, the method was not used. 
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4.6 THE COMPUTER INTERFACE 
To control and collect data from the ultrasonic sqanner apparatus, 
some form of interface between the apparatus and the E.A.I. 640 digital 
computer is required. The scanner interface requires a minimum of two 12-
bit words for position control, one 12-bit word for measurement data, two 
control signals and two interrupt signals. However, it was decided to 
build a binary data interface (BDI) for general use in the Electrical 
Engineering Department's hybrid computer laboratory. The author produced 
the initial specification and design for the BDI in 1973, but construction 
was delayed for several years because of financial constraints. 
The output from the BDI is double buffered by two 128-bit memory 
latches. The first memory is loaded with up to 8 16-bit words. The 
entire contents of the first memory are transferred in parallel into the 
second memory when one of three things happen: the last 16-bit word is 
loaded into the first memory, the computer initiates the transfer, or an 
external signal (e.g. from the scanner) initiates the transfer. An alter-
native JAM mode transfers one 16-bit word into the appropriate space in 
both the first and second memories. Since the second output memory is 
usually loaded in parallel, the output is treated as a single 128-bit word. 
The latches which comprise the second memory are buffered to prevent the 
latch toggling with voltage transients on the output transmission lines. 
The latches comprising the second memory are also coupled together as a 
128-bit shift register for serial data transfers under control of an 
external clock. 
The data input to the BDI is limited to a maximum of 128 bits at a 
time. Serial data is input in multiples of 8 bits while parallel data is 
input in multiples of 16 bits. Any one of the 8 16-bit words is accessed 
by the computer via 16 8:1 multiplexers. Up to 8 words are sequentially 
read by the computer and when the last word is read, a BDI input load 
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signal is generated. Alternatively, the input load signal is generated by 
the computer or by an externally supplied load signal. A single 16-bit 
word may be loaded into an input memory and directly into the computer by 
using the BDI JAM input. 
There are six separate interrupt requests available via the BDI. 
Four of these are available for general purpose use, and the other two are 
for use during the externally initiated data transfers used to load the 
input latches, or load the second output memory. The ultrasonic scanner 
generates a general purpose interrupt when faults occur in the digital 
servosystems. The general purpose interrupt is used to initiate fault 
clearing routines, which sound an alarm if the fault cannot be cleared. 
The interrupt on load line is only active when the scanner is stationary. 
The computer initiates a measurement sequence at a particular position, 
and the interrupt on load is used to control the flow of data from the 
scanner into the computer via the BDI. 
4.7 THE NUMERICAL CONTROL SYSTEMS 
The numerical control systems move the two ultrasonic transducers 
to the position <s,¢) at which a time delay measurement is made. The s 
and¢ values are calculated by the digital computer, encoded as two 12-bit_ 
numbers and output to the control systems via the BDI. The transducers 
are attached to an aluminium alloy framework suspended above the water 
tank as shown in fig. 4.17(a). 
Two identical stepper motors (Evershed Model FDD4, 4 phase, 200 
steps/rev.) are used to drive the s, and¢ positioning systems. The ang~lar 
positioning system uses one motor to drive a triple start steel worm which 
engages a 300 tooth brass wheel. This combination yields an angular 
increment of 0.018° for each motor step, or 2 * 10
4 
steps per scanner 
revolution. A 12-bit control word is used to cover the required positioning 
range of 0-180°, so every fourth step of the motor is counted by the 
control system and the angular increment is .072°. 
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The angular positioning wheel (300 tooth) rotates on a degenerate 
kinematically located bearing (c.f. Braddick 1963, §3.3) formed by two 
circular vee tracks separated by hardened steel ball bearings. One track 
is machined into the stationary framework bearing surface and the other is 
underneath the wheel. Three teflon thrust rods applied to the top of the 
wheel produce sufficient bearing preload to maintain bearing contact at all 
positions. As the wheel rotates, it carries with it the second stepper 
motor and a suspended track for radial positioning. 
The transducers are hung from the carriage which slides along the 
track suspended beneath the angular positioning wheel. Thus the trans-
ducers are positioned in a polar coordinate system. The carriage moves 
along the track on a semi-kinematic sliding rod bearing (c.f. Braddi~k 
1963, §3.4). The carriage driving rack is above this bearing and the 
bearing preload is applied by two teflon thrust rods applied adjacent to 
the rack. The other side of the carriage is supported by a sliding rod -
machined plate bearing which is preloaded by a central teflon thrust rod. 
The stepper motor drives the rack via a 3:1 brass bevel gear. The carriage 
moves 30 µm per step, but only every fourth step is counted by the control 
system and the position increment is 0.12 mm. The 12-bit control word 
permits positioning over 491.4 mm although this is restricted to ±165 mm. 
Two identical controllers are used to drive the stepper motors. A 
block diagram of a controller is shown in fig. 4.17(b). The "position" of 
the open loop controller is set by photo-interrupter limit switches 
activated by the scanning mechanism. Once the zero position is set, the 
binary comparator CO!l'\Pares the required position (set by the computer) with 
the position stored in the up/down position counter, If the positions are 
the same, no action is taken. When the positions are not the same, a 
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position increment or decrement signal is issued by the binary comparator 
and a positive or negative phase sequence is output to the stepper 
motors (via a power amplifier) by the four phase generator. One phase is 
gated to the up/down position counter so that only every fourth step is 
counted. This gives a controller position hysteresis of two steps which 
is considerably less than the backlash in the gearing systems driven by 
each motor. The computer is programmed to allow for the gearing backlash 
when the positions are decremented. 
The absolute scan limits are set py photo-interrupters at -5.4° and 
286°, and at -169 mm and 167 mm. These limits correspond to 3974 counts 
and 2809 counts respectively. To set the zero positions, the computer 
demands an· absolute position of 8 counts, and then sets the two position 
counters to 4095 counts (2
12
-1). Since each maximum position count is 
less than 4095-8 counts, the angular and radial positions are decremented 
until each zero position light beam is interrupted and each position 
counter set to zero. After a position counter is set to zero, the 
mechanism backs away from the light beam by 8 counts, so that the photo-
interrupter is free to intercept a fault. The numerical control systems 
are then ready to begin operation. The limit switches, motor drive phase 
sequences, position counters and power supplies are continuously monitored 
and a computer interrupt signal requesting corrective action is generated· 
when a fault occurs. 
4,8 EXPERIMENTAL DIGITAL SERVOSYSTEMS 
The purpose of this section is to describe some control system 
research and development on improving digital servomechanism performance. 
There are three subsections in all. The first is concerned with motor 
drive waveforms and increasing the motor output torque. In the second 
subsection, an innovative incremental encoder pulse sorting circuit is 
examined, and in the final subsection, a maximum slew rate positioning 
system which is independent of load variations is described. 
4.8.l A Constant Current Switched Mode Power Amplifier 
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The four-phase Evershed stepper motor' (Model FDD4/BS0) used to 
drive the scanner has two centre tapped windings a and bas shown in fig. 
4.18(a). The usual method of operation is to energize one half of a 
winding so that the flux produced by coil a is¢ or¢ depending on 
a+ a-
whether switch a or switch a is closed. When switch a is closed, 
+ - + 
switch a is open and vice versa. When the switches are closed in the 
following time sequence: ab, ab, ab, ab and ab, the total stator 
+ + - + - - + - + + 
flux ¢T rotates through one revolution as sketched in fig. 4.18(a). The 
reverse switching sequence produces a flux which rotates in the opposite 
direction. There are effectively 50 poles per phase so the rotor rotates 
once for every 50 rotations of the stator flux. Thus 200 steps, or 
positions, for each revolution of the motor shaft are obtained, 
The basic circuit is further developed to increase the speed at 
which the motor can move the scanner. The speed of rotation is dependent 
on the time taken for the flux in a coil to increase sufficiently for the 
motor torque to be greater than the load. The coil flux is proportional 
to the coil current: 
R 
V --t 
i (t) == - (1 - e L ) 
R 
(4 .40) 
where Vis the supply voltage and Rand Lare the resistance and induc-
tance of one half of a winding. The coil current is limited to 1.36A so 
that the motor does not overheat. The manufacturer (Evershed) recommends 
decreasing the coil time constant:(i) by placing a series resistance 
R = 4.SR between the winding centre tap and the supply. The voltage is 
s 
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increased to maintain a maximum current of 1,35A, This technique, known 
as current forcing, decreases the current build up time constant to L/5.5R 
and hence the current limit is reached 5.5 times faster.· The same result 
can also be obtained by applying a square voltage waveform to the coils. 
Tal (1977) shows that for a given motor dissipation, a square wave 
voltage drive is about 46% less efficient than the optimum sinusoidal 
current drive. At slow speeds the series resistor changes the square 
wave voltage drive to an approximately s.quare wave current drive at the 
coils, and Tal calculates that this is only 10% less efficient than the 
optimum driver waveform. 
For a permanent magnet rotor, the torque is proportional to the 
flux from the coils: 





If both halves 6f coil a are energized with the appropriate curr·ent, 
the total flux from coil a can be increased. To maintain the same total 
heat dissipation in the winding, the current must be reduced by a factor 
of /i. Hence the coil output is 
¢a = ¢a+ - ¢a_ 
1 V 
cc i <72 i'> = Ii Y. R (4 .42) 
Thus the flux, and hence the output torque is increased by 40%. The 
schematic of a circuit to produce this effect is shown in fig, 4,18(b) for 
a single winding. The time constant of the winding is still 2L/2R so to 
decrease the time taken for the current to reach l,OA (~ 1.35/{2), the 
±5V winding is driven with a ±50V square wave. The current is monitored, 
and once the required value of l.OA is reached, the switch to ground is 
opened and the winding current circulates through the free wheel diodes 
and the current sensor, When the current decreases to .9A the switch 
to ground is again closed and the current increases to the upper limit. 
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The hysteresis is incorporated to limit the switching frequency and hence 
the .power dissipated by the transistor switch. 
Static torque measurements for the motor-drive combination are 
shown in fig. 4.19(a). The maximum holding torque for both coils 
energised is stated to be 7.5 N-cm by the manufacturer, but a value of 
12.6 ± 10% N-cm is obtained with the special driving circuit. The angular 
measurements are made by means of a curved glass galvanometer scale and a 
light source. A mirror is mounted on a wheel fastened to the motor 
shaft. The motor step size is 1.8°, and the measurement accuracy is ±.1°. 
Torque loading is applied with a spring balance attached to the wheel 
and the overall measurement accuracy is ±.1 Kg/cm. 
Despite the crudity of these measurements, good correlation of 
results is obtained. Measurement of the dropout torque is more difficult 
as the measurement is made near an unstable position on the operating curve, 
hence the 10% accuracy. Significant increases in motor output (68%) are 
obtained with this special drive system. 
An unregulated power supply (40-60V) is used in the units 
constructed and this limits the motor speed to 5000 steps per second at 
no load (c.f. 4000 steps per second with special Evershed drives). The 
power amplifiers are best described as constant current switched mode 
power supplies with a ±lA output. When in use, the power amplifiers 
produce 2 phases at ±lA. When the scanner is stationary, the power 
amplifiers are turned off so that the measurement noise is reduced. The 
switched mode system was initially unstable when power supply variations 
interacted with the current measurement circuit. This was overcome by 
using an optoisolator diode to monitor the voltage across a current 
sensing resistor. The diode acted as a threshold detector, and the 
photon coupling eliminated the common mode problems caused by the supply 
variations. 
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Nagasaka et al. (1974) use the sum of the two phase currents to 
control switching, but experimentation has shown that superior performance 
is obtained when each phase current is controlled separately. However, 
for three phase stepper motors, Boys and Dunlop (1978a) found that near 
optimal six step current waveforms are generated by using the largest 
phase current to control the switching of all phases. 
The power amplifiers developed for the scanner have operated 
reliably for several years in the Electrical Engineering Department, and 
also in the Department of Radiology, Christchurch Hospital. The author 
has also been consulted by several other departments within the 
university (Civil, Mechanical and Chemical Engineering, and Physics) on 
problems associated with digital motor control systems. 
4.8.2 A New Pulse Multiplication Circuit 
There are two types of encoder used for position sensing in 
numerically controlled machinery: absolute and incremental. Absolute 
encoding systems use a_ preset datum and usually employ a grey code scale 
for position measurement. Thay are expensive, bulky and require protection 
in adverse environments. Incremental encoders are often used in non-
critical processes where a position datum can be redefined from time to 
time. They require only a simple mark-space grating encoder which may 
even be mounted as a disc on the end of a motor shaft. They are relatively 
inexpensive and are usually quite small and hence easily protected. 
Incremental changes in the physical position of machinery is 
sensed by observing the movement of a reference grating or sensor past a 
fixed grating. To reduce noise and alignment problems in optical encoder 
systems, it is common practice to use with gratings with a slightly 
ctifferent spacing (Vernier effect) or to incline the gratings at a slight 
angle so as to generate Moire fringes. As the gratings move relative to 
each other, a series of moving fringes is produced. The fringe movement 
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is sensed optically to produce the encoder output which is usually 
converted to a binary signal so as to minimize parameter variations 
during transmission. Two sensors are used so that the direction of the 
movement can also be determined. The two sensor outputs (named A and B) 
form a bi-phase pair which has a quadrature phase relationship (as shown 
in fig. 4.20). 
Each encoder output changes through one cycle when the referenqe 
grating is moved by one grating pitch (or line width). The usual method 
of incremental positioning counts the number ·of positive transitions in 
the signal A from one encoder to determine the number of grating pitches 
moved. The second signal Bis examined at each count to see if it is 
high or low, and hence whether the position was incremented or decremented. 
However, as the grating is moved by one pitch, the signals A and B undergo 
four transitions. Thus a position increment of¼ pitch can be detected, 
This process is described as pulse multiplication by four since where there 
was only one count before, there are now four counts. 
The conventional method of obtaining the increased resolution is 
to differentiate the signals A, B, A, Band take only the positive portions 
of the differentials to form A', B', A' and B'. The pulses obtained from 
the transitions of signals A and Bare gated through decision logic to 
count up or count down in the position counter. 
UP = A.B' + A'.B +:A.B' + A' .B (4 .43) 
and 
DOWN = A.B' + A'.B + A,B' + A'.B ( 4. 44) 
These expressions cannot be simplified further and their implemen~ 
tation requires at least five standard logic packages and a dozen or so 
timing components. Various manufacturers have used considerable ingenuity 
to reduce the number·\ of components (see for example, the encoder 
circuitry used in the Electronic Graphics calculator manufactured by 
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Numonics Corporation 1975). The Digital Equipment Corporation have even 
developed a special capacitor-diode-capac±tor gate (DEC Kl84 module) to 
synthesize these functions. 
The new technique developed by Boys and Dunlop (1978b) utilizes an 
integral signal processing technique rather than the conventional 
differential method. The noise performance of integral signal processing 
is considerably better than differential processing and counting rates up 
to 10
7 
Hz are possible. 
The Boolean representation of an integration is a delay, hence the 
integral of A is A. The UP and DOWN count expressions can thus be 
0 
written: 
UP = A.A .B.B + A.A .B.B 
0 0 0 0 
+ A.A .B.B 
0 0 
= (A.B + A.B) 
0 0 
(A .B + A .B) 
0 0 
= (A(£) B) • (A EBB) 
0 0 
-+ A.A ,B.B 
0 0 
since either A= A or B = B at any instant. Similarly 
0 0 





Considerable care is taken to avoid spurious timing pulses when 
implementing these equations, and the circuit shown in fig. 4.21 is 
optimized for this. The circuit does not contain any extra timing 
components, and is implemented with three standard TTL packages, The 
ou~puts UP and~ have the correct format for direct connection to the 
standard 193 up-down binary counter. The integration or time delay is 
realized as a clocked data latch and so the circuitry produces output 
pulses with a time width of 6 gate delays. The complexity of the circuitry 
is much reduced and since external timing components are not used, the 
design is ideal for MSI implementation. Note also, that the output pulses 
are logic family compatible in speed and amplitude. 
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In some industrial applications, jitter on a counting edge (due to 
encoder vibration) causes problems if the pulse sorting circuitry is 
implemented with slow logic types, The problem is eliminated by 
synchronously gating the encoder outputs into two data latches so that A 
and B can only change at predetermined times, The data entry rate is 
set slightly slower than the speed at which the pulse sorting and up-
down counting circuitry operates. 
If the number of encoders is doubled to generate four quadraphase 
signals CD E and F, then putting 
A = C & E (4 .48) 
and 
B = D $ F (4 .49) 
will generate 8 counts per pitch movement when the quadraphase signals are 
spaced 45° apart. This can be extended to 2N encoders to obtain an 
incremental resolution of 4~ of a grating pitch. 
When synchronous data entry is employed, the circuitry is easily 
modified for position error counting such as occurs in tracking applicat-
ions in paper, textile and steel rolling mills. The method has been 
found to work well experimentally and should give improved performance 
over existing encoders used in industrial environments. It is likely that 
the circuit will appear as a standard package for use with industry 
standard 193 up-down counters. 
4.8.3 A Maximum Slew Rate Positioning System 
A major problem with control systems is to achieve a fast response 
and good static accuracy. High response speed can be achieved with D.C. 
motors in conjunction with a bang-bang controller (giving maximum positive 
or negative acceleration). However, such systems do not exhibit good 
static accuracy and often have limit cycle problems. Conventional D,C, 
140 
machines produce considerable electrical noise during commutation and the 
brushless D.c. motor was developed to reduce this noise. The brushless 
D.C. machine often has a permanent magnet rotor and sequentially 
energizes the appropriate stator coils so as to produce orthogonal rotor 
and stator magnetic fields. The effect of mechanical commutation is 
achieved by electronic switches which are controlled by rotor position 
sensors. The machine does not have the maintenance problems associated 
with the ordinary brush commutator system and it can be used in explosive 
environments. However, these machines do not solve the static accuracy 
problem. 
Stepper motors have excellent static accuracy performance, but this 
deterio~ates when poling occurs (the rotor and stator magnetic fields lose 
synchronism). Poling only occurs if the speed or stepping rate demanded 
by the controller is too great for the motor to drive the load. A system 
has been constructed to derive the control clock from the rotor position 
so that the positioning speed and acceleration are maximized for any load 
at any speed. When load variations are likely to cause poling, static 
accuracy can only be maintained by employing position feedback. The 
pulse sorting circuitry described in the last subsection is used in 
conjunction with an encoder disc mounted on the rear motor shaft so as to 
implement an incremental position encoder. As the rotor moves through 
the -45° electrical position (c.f. fig. 4.19(a)), a position increment 
pulse is generated. This pulse is used as the control clock pulse to 
generate a step command which shifts the motor operating:point from 6e = 
-45° to 6 = -135°. Thus the motor operates over the maximum torque peak 
e 
with an average angle of 6 = -90°, and thus maintains the rotor and 
e 
stator fields nearly orthogonal. 
The usual synchronous stepped mode of operation produces an average 
torque T for a sinusoidal torque variation, and an average torque T for s m 
the maximum slew rate positioning. These are related as follows: 
2f° 
2 
T = - -T sin 0 d0 = --r s 1T _ 90o · p e e 1T p 
-45° 
/2" ~ T T = ~ I --r sine d0 = m 1T -1350 p e e 1T p 
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Thus maximum slew rate positioning can achieve a 40% increase in torque 
for a sinusoidal static torque characteristic, and a 50% increase for the 
triangular torque variation measured. 
Maximum slew rate positioning is usually implemented by increasing 
the frequency of the control clock or else changing the frequency in steps. 
Such open loop systems can fail and produce poling when the mechanical 
load varies too much. The approach used here, is to model the brushless 
D.C. motor and use a closed loop clock control. This permits the clock 
rate to change at the maximum rate permitted by the load, and thus to 
maximize the acceleration. Measurements made on the system using the 
Evershed stepper motor are shown in fig. 4.19(b). Excellent results are 
obtained and the high speed limit occurs only when the current amplifier 
output is voltage limited. 
The method of constructing the encoding disc is worthy of mention. 
Braddick (1963, §3.10) calculates that for a point on the edge of a 5" 
diameter disc to be located to within 1 minute of arc, the centering error 
must be less than 0.0003 inches. One minute of arc would give an 
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accuracy of ±1% in determining the electrical angle, hence precision 
machining would normally be required to construct the encoder disc. The 
disc was constructed by fastening a blank disc on the motor shaft and 
bolting the motor to a Rotex punch so that the disc is only just clear of 
the die. The motor coils were then connected in series and energized 
with D.C. The disc was allowed to settle at an equilibrium position and 
a ho1e was then punched in the disc. The 1'11Dtor was then poled manually 
to the next equilibrium position and another hole punched. The process 
was repeated until 50 evenly spaced holes were punched near the perimeter 
of the disc. The radius at which the holes were made was 50d/TT (where d 
is the diameter of the hole punched) so as to obtain an equal mark-space 
ratio from the optical encoders. The pulse multiplication circuitry was 
used to obtain the 200 step positions from the 50 holes. In addition, if 
the hole sensors for the encoder are placed in·the same position as that· 
occupied by the punch when forming the holes, then the step accuracy of ±3% 
does not affect the timing system. Thus this method of construction 
eliminates small errors in the motor pole positioning as long as the disc 
remains fixed in one position on the shaft. 
During motor output measurements, the phase current was monitored 
and observed to vary with the motor speed. Frus and Kuo (1977) have used 
such current observations to detect the rotor movement, and hence to 
generate the required steps. Their method is to detect the 0 = -45° 
e 
position approximately and then to generate a clock pulse after a time 
delay. For a given load, the motor speed is determined by the clock delay. 
The motor speed is also measured on a pulse to pulse basis so that load 
variations are allowed for. Without speed measurement checks, the motor 
speed can hunt if the time delay speed determination is not matched to 
the load. Undesirable mechanical resonances can also occur as the speed 
fluctuates. The great advantage of current sensing for closed loop control 
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is that the motor can be located some distance aw~y from the control 
electronics. This is particularly advantageous in adverse environments. 
Hammandand Mathur (1977) utilize phase plots of the rotor position 
(0) and velocity (c.f. fig. 4.22) to determine the dynamic stability of 
e 
a stepper motor. Trajectory curves on the phase plot are used to con-
struct phase portraits for a single step, multistep stable and unstable 
operation, and for limit cycles employing constant frequency control 
clocks. Poling is clearly observed for unstable operation, and the 
angular increment for each position step is obtained by integrating the 
rotor velocity for one clock period. With the mechanical encode~ method 
of clock generation developed for load independent maximum slew rate 
positioning, the phase trajectories are limited: - ~TI< ee ~ - i, and 
are thus easily determined as shown in fig. 4.22. The phase portrait 
shown in fig. 4.22 is constructed for a constant load and the mathematical 
model is based on a sinusoidal static torque characteristic. 
The mechanically determined step rate produces maximum slew 
rate positioning for all load variations right down to stall speed. The 
system achieves maximum acceleration and reaches a demand position·in a 
minimum time. Depending on the total inertia and load braking, the system 
may over-shoot the position and need to step back slowly. Alternatively, 
the motor may use maximum reverse torque after some predetermined 
position so that the motor stops at the required position. This implies 
a predetermined load so in general, a simple mechanical brake is applied 
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Fig. 4.1 The interconnections between the central processing unit and the 
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Computer program organization: 
Utilization of the core memory 
for multi-phase overlay programs. 
The measurement flow chart for 
acoustic transmission imaging. 
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Fig. 4. 3 Reference signal for correlation. 
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Fig. 4. 4 Spectrum of the reference signal. 
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fig. 4. 5 A typical received signal. 
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Fig. 4.7 Crosscorrelation of the signals in Fig~ 4.3 & 4.5. This.shows that 
the pulse arrived 0,195 µsecs before the refence when referred to 
the time windows. 
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Fig. 4.8 Detection of pulse when signal masked by noise. The signal is 
shown in (a) and its spectrum in (b). The crosscorrelation of 
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Fig. 4.9 Signal processing using a digital deconvolution filter:, 
(a) filter input, (b) filter output. 
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FIG. 4.10 The hyperbolic phase modulation system 
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Fig. 4.12 The various window (or envelope) functions on the left are 
shown beside the corresponding point spread functions on the 
right. The peak to sidelobe ratio of the point spread functions 
decreases from -14.dB to -47 dB for figs (a) to (e). Note that 







2 FFT'S & 
COMPLEX DIVISION 
' 



































System hardware for Wiener filtering to obtain improved time 
resolution: 
Conventional acoustic pulse transmissions. 
















Fig. 4.14(a) The hyperbolic phase modulation c~rcuit, Resistors R1 and R2 
improve the system linearity (c.f. figs ~ and d ) • 




(b) The base band signal sampled at 39 kHz for 25 ms. 






i(c) Spectrum of q (t). Suspected faulty 
optoisolator (4N26). 
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4.14(e) Frequency of q(t) during the 
sweep. Note the approximately 
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(f) Change in the largest amplitude 
harmonic of q(t) with elapsed time. 
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Fig. 4.14 The frequency content of q(t) after the circuit improvements. 
The spectrum is shown in (g) and an expanded section of it in 
(h). The frequency variation during the sweep is shown in (i). 
After 4 ms, the variation is less than ±50 Hz. 
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Fig. 4.15 Spectrum of q(t) when circuits in figs 4.14(a) and 4.15(a) are 
used. The spectrum in (b) is measured for signal path 
attenuations of Oto -70 dB, Figs 4.15(c), (d) and (e) 
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Fig. 4.16 The signal q{t) is band pass filtered (10 to 12.5 kHz) and 
sampled at the rates given. The sampled spectra in figs (b)-(e) 
are deliberately aliased. An enlarged portion of each spectrum. 
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(a) The scanner showing the angular position worm drive and associated 
stepper motor. The radial positioning stepper motor is visible 
end on. 
(b) The digital servosystem controller. Phases¢ and cp are a 
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(b) Circuit diagram of the constant current driver for phase A 
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(b) Torque-speed curves for FDD4/B50 motor 
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Fig. 4.19 Performance curves for the Evershed FDD4/B50 stepper motor and 














Fig. 4.21 Optimal biphase times 4 counting circuit employing a delay (1 bit 
digital integrator) in place of the usual analog differentiator. 
The output connects directly to 193 counters. 
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Fig. 4.22 Phase portrait of stepper motor trajectory for various control 
strategies: (i) single step, (ii) multistep stable, (iii) limit 
cycle, (iv) multistep unstable, (v) experimental controller. 
CHAPTER FIVE 
ULTRASONIC TRANSDUCER 





A method of transducing an electrical signal from an ultrasonic 
pressure wave, and vice versa, is required for the ultrasonic scanner 
system described in chapter 4. Accurate measurement of the ultrasonic 
propagation time delays requires wide bandwidth transducers for transmiss-
ion and reception. The transducers must radiate, or receive, ultrasonic 
pressure waves from water. Hence the ideal transducer would have a 
characteristic mechanical impedance of 1.48 M Rayls (1.48 x 1O6kgm- 2s-l 
units named after Lord Rayleigh) so that the reflection coefficient 
would be zero for ultrasonic waves propagating between the transducer and 
the water load. The transducer should also have a low mechanical Q so 
that broad band signals could be transduced. 
Unfortunately, the ideal transducer material does not exist and 
materials which approach the ideal (within a factor of 2 or 3) are very 
costly. The transducers which have been constructed by the author are 
similar to those used in conventional medical diagnostic apparatus since 
the scanner was designed primarily for studying biological tissues. 
Conventional pulse-echo diagnostic equipment for soft tissues operates 
with frequencies in the range of 1-5 MHz where the ultrasonic dispersion 
and attenuation are small (c.f. Eriksen et al. 1974). Experience within• 
New Zealand in the design of wide band ultrasonic transducers to operate 
into a water load at these frequencies is limited. The author's early 
attempts at fabricating transducers are outlined here. They were not very 
successful, and only the final successful design is discussed in detail 
in the latter parts of this chapter. Transducers of a similar type of 
construction are reported by De Silets et al. (1978) and by Souquet and 
De Franould (1978). These authors publish results similar to those which 
are reported in this chapter. However, transducers used to obtain the 
published results were constructed with great care (e.g. dust free rooms 
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and centrifuged matching and backing sections) whereas the transducers 
reported in this chapter are easily constructed and the performance 
characteristics are repeatable. Foster and Hunt (1978) obtain agreement 
between theoretical predictions and experimental results, but some 
discrepancies are observed, especially for wide bandwidth pulses. 
The first pair of transducers constructed were based on a sketch 
given by Wells (1969q Fig. 2.4). A 10 mm diameter PZT-4 (Vernitron trade 
name) piezoelectric ceramic, with a half-wave resonance of 1 MHz, was 
backed with an araldite (Ciba Co. Pty Ltd) block and used to radiate 
directly into water. The radiated signal had a narrow bandwidth, and 
there was considerable reflection from the rear surface of the backing 
block. A second design incorporated an air backed PZT4 ceramic which was 
coupled to the water load by two matching sections. The two quarter-wave 
matching sections were chosen on the basis of the·binary weighting criteria 
developed by Collin (1955). These sections, constructed from crown glass 
and perspex, were ground flat to optical tolerances and bonded to the 
transducer using a contact cement. The removal of the backing block 
eliminated the rear reflection problem but the bandwidth was still very 
narrow(~ 120 kHz). A higher frequency was tried with an air backed 3 MHz 
quartz transducer bonded to a perspex matching section which was 1.25 
wavelengths thick at resonance. A bandwidth of 400 kHz was obtained but· 
100V drive pulses were needed to obtain a 40 dB signal-to-noise ratio 
(such voltages were inconveniently high for use in the laboratory made 
available to the author). 
The main bandwidth limitation is due to the high mechanical Q of 
the transducer material. This problem could be circumvented by using a 
high frequency (~ 40 MHz) crystal or ceramic disc in a sandwich structure 
resonant in the 1-5 MHz range (c.f. van Randeraat 1968 §8, and Smith 
1972). Since such high frequency crystals are very thin and fragile, a 
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low Q lossy construction is preferred, A relatively low Q (~ 80) material, 
Philips PXE5 (similar to Vernitron PZT-5H) was finally chosen as the 
basis for the design of the author's transducers. This material was 
considerably cheaper than the equivalent material from other manufacturers 
(PZT5H-Venitron and Naval II-Channel). Twenty transducers were construc-
ted and tested without exceeding grant allocations. 
The construction of the transducers based on the PXE5 piezoelectric 
ceramic is described in section 5.2. In section 5,3, circuit models are 
developed to predict the transducer performance. In sections 5.4 and 5.5, 
an impulse testing method to obtain the transducer characteristics is 
described. Experimental results are discussed in the final section, 5,6. 
5.2 CONSTRUCTION OF THE TRANSDUCERS 
A very limited choice of piezoelectric materials was available to 
the author, who had to take careful account of the strength and handling 
characteristics of the chosen material as well as its long term stability. 
Hydroscopic materials (such as lithium sulphate which gives excellent 
receiver sensitivity) were not used because of waterproofing problems 
associated with immersion in the water tank. The stability of the piezo-
electric material parameters is also important, and in this respect, PZT-5H, 
PXE5 and NAVAL II all exhibit good characteristics. 
Piezoelectric ceramics are hard, chemically inert, and insensitive 
to humidity and atmospheric conditions. They also appear to be insensit-
ive to underwater conditions, since repeated soakings of a leaky trans-
ducer in a water tank did not alter the transducer performance after it 
had been dried out and resealed. Quartz is the only other material 
commonly used for radio frequency transducers, but it is not particularly 
suitable for immersion in water since it is slightly hydroscopic and 
requires high driving voltages. Wells (1969) states: "The lead titanate 
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zirconates are superior to quartz as transducer materials in almost every 
practical respect at frequencies below about 15 MHz". The material PXE5 
was selected for use since it fulfilled all the main requirements and it 
could be obtained within a few months of ordering it, The piezoelectric 
material was in the form of 1 mm thick discs of 10 mm diameter (nominal 
2.0 MHz elements). 
In order to select suitable backing and matching materials for the 
PXE5 discs, the acoustic parameters of a dozen different materials were 
measured. The results are recorded in table 5.1. A sample of each 
material was prepared as a 5 cm long 12,7 mm diameter cylinder, Accurate 
weighing and machining allowed the density of the samples to be determined 
within 0.6%. The velocity values were tjbtained by measuring the time for 
an ultrasonic pulse to travel the 5 cm length of the cylinder. The times 
were measured to within ±3% by using two 5 MHz 5 mm diameter transducers 
coupled to each end of the sample by a thin oil film. The sample and 
transducers were placed in a special measuring jig and held in contact by 
a rubber compression block at one end of the sample. The published 
velocity and density values for the common sample materials (bracketed in 
table 5.1) agree well with the values calculated from measurements. The 
values calculated for the less common sample materials are of similar 
accuracy. Also, the properties of filled epoxy materials are discussed in 
a recent article by Pelmore (1977). 
The construction details of two types of transducer are shown in 
fig. 5.1. The brass cases were made from 12.7 mm tube so that the whole 
transducer could be inserted into a 12.7 mm collet for accurate machining. 
A 228.6 mm Hercus lathe was used for all construction work and was calibrated 
in .025 mm increments. In fig. 5.1 most of the metric dimensions were 
obtained by conversion from imperial measure. Various configurations of 
backing block were tested in conjunction with a three quarter-wave matching 
transformer to the water load. The matching section was fabricated by 
mixing three parts (by weight) of aluminium powder with two parts of 
araldite .(5 pts casting resin D to 1 part by weight of hardener HY951, 
Ciba). It was cast in place on the front of the piezoelectric disc. 
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The transducer was then tuned for maximum bandwidth by machining 
the matching section to reduce the thicknesses, The section thickness was 
reduced until the resonant peak due to the matching section had the same 
amplitude as that due to resonance of the piezoelectric disc. Bandwidth 
measurements were made each time the thickness was reduced. The matching 
section was made three quarters of a wavelength thick at the resonant 
frequency of the matching section in order to reduce the machining 
tolerances. 
The reason for the two types of construction is now discussed. The 
first tentative construction efforts (transducers 1-3) utilized the ring 
clamped arrangement shown in fig. 5.l(a). The piezoelectric disc was 
firmly attached to the transducer case by a fillet of electrically 
conducting silver loaded araldite. This permitted the matching section 
to be machined with a reduced risk of bonding failure. Once the approx-
imate matching layer thickness had been established, a batch of free edge 
(c.f. fig. 5.l(b)) transducers (4-9) was constructed in such a way that 
the matching sections required very little machining. Considerable care 
was required to minimize the machining forces so that the front face, 
PXE5 disc and backing section did not spearate or rotate in the brass 
housing. Transducers 4, 5 and 8 were constructed with the same backing 
and matching materials as were 6, 7 and 9. In addition, transducers 8 and 
9 had a Naval II piezoelectric disc substituted for the PXES. The 
difference in performance was not discernible despite the 10:1 price 
differential between the Naval II and PXES. 
The bandwidth of the second batch of transducers was limited to 
about 9-00 kHz, whereas the first batch of ring clamped transducers 
exhibited bandwidths up to 1 MHz. The difference was caused by the 
clamping effect of the brass transducer case on the outer edge of the 
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front transducer face. The mechanical connection of the case to the 
transducer is not observed to reduce the transducer's dynamic range. The 
brass case is probably too thin to operate as a good acoustic conductor and 
radiator at the frequencies used. Nevertheless as a precaution, a pressure 
release barrier of granulated cork was inserted between the brass casing, 
and the PXE5 disc and backing block. 
The third batch of transducers included four almost identical 
transducers (11-14) with a backing block which consisted of araldite 
loaded with tungsten and rubber powders. The four transducers were 
machined to obtain a three quarter-wave matching section at .725, .725, 
.737 and .737 mm. The measured bandwidths varied from 1.11 to 1.20 MHz. 
Thus the construction tolerances were very good and the transducer 
characteristics reproducible, 
The wire connection to the rear silvered face of the PXE5 disc was 
made at the edge of the disc so that the wire could be pushed into a small 
joint gap in the cork insulator. The backing mixture was then cast in 
place and allowed to set overnight. The tungsten settled next to the rear 
surface of the PXE5 disc and thus produced a slightly graduated 
impedance taper from the PXE5 disc to the rubber plug which terminated 
the backing block. 
Although the tungsten-araldite mixture was not centrifuged (c.f. 
Kossoff, 1966) quite satisfactory results were obtained with a bandwidth 
of 1.2 MHz for the 2.0 MHz PXE5 discs. Transducers number 6 and 16 were 
milled and lapped to obtain the cross sectional views shown in figs 5.2(a) 
and (b). Microscopic examination was used to check the dimensions, and 
neither voids nor bonding delaminations were found in either transducer. 
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Thus gravity casting of the mixtures was considered satisfactory. The 
mixture used for the backing block followed the suggestion of Washington 
(1961) in that a 2:1 mixture (by weight) of tungsten powder and araldite 
is used. Lutsch's (1962) technique of adding 10% (by volume) of rubber 
powder to the backing mixture is also incorporated so as to increase the 
attenuation of the pressure waves in the backing block. 
The results obtained by Kossoff (1966) were useful for determining 
the most probable materials to give a wide bandwidth, but the increased 
bandwidth obtained through the damping of the ring clamped transducers 
was rather unexpected. Some theoretical models based on the construction 
dimensions and materials used are evaluated in the next section. 
5.3 THEORETICAL MODELS AND MATHEMATICAL APPROACHES 
The major problem encountered in the design of piezoelectric trans- · 
ducers is caused by the large acoustic mismatch between the transducer and 
the load. The lead titanate zirconate solid solutions (PZT ceramics) 
discovered by Jaffe et al. (1955) are strongly piezoelectric and have an 
acoustic impedance which is typically twenty times that of water ( or 
tissue). Acoustic matching to the water load is achieved by intermediate 
quarter-wave and half-wave matching layers (c.f. McSkimin 1955, 1959, 
Brekhovsikh 1960, Redwood 1961, 1963 and Lynworth 1965). 
Kossoff (1966) presents detailed computational results for a PZT-7A 
ceramic disc matched to a water load by quarter-wave matching sections of 
different materials. The effect of various types of backing material is 
also calculated to illustrate the trade off between sensitivity and band-
·width. The results obtained by Kossoff are not directly applicable here 
since the quarter-wave matching section is resonant at a fixed frequency 
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(the half-wave resonant frequency of the piezoelectric section). However, 
the results presented by Kossoff were a very useful check on the more 
general matching design programs developed by the author. 
Mason (1948) presents accurate equivalent circuits for modeling 
the performance of ultrasonic transducers. The models are developed from 
the equations of motion of the piezoelectric material. They are partic-
ularly useful because they apply for arbitrary boundary conditions. 
However, it is often difficult to select the appropriate material constants 
used to define the circuit elements. In all, there are 144 material 
constants which relate the nine elastic stresses and three electric 
displacements to the nine elastic strains and three electric fields. In 
even the most anisotropic crystal structure, only 45 of the 144 material 
constants are different. For many systems, crystal symmetries further 
reduce the number of different constants. Meeker (1972) points out that 
for piezoelectric transducers general symmetries reduce the number of 
constants to 18 different piezoelectric constants and six different di-
electric constants. 
The thickness mode transducer is relatively simple since only the 
variables related to a single axis (in the thickness direction) are 
utilized. The equivalent circuit of a thickness mode piezoelectric 
transducer is shown in fig. 5.4. The circuit for a matching section, 
shown in fig. 5.3, is obtained by reducing the electr~cal/mechanical 
transformation ratio to zero. The equivalent circuit for the whole trans-
ducer is shown in fig. 5.5. 
For the transmitting transducer, the transfer function HT(f) at 
frequency f is the ratio of the force F (f) developed on the water load to 
0 
the input voltage V, (f) at frequency f 
1 




The receiving transfer function HR(f) relates the output voltage 
V (f) to the force F. (f) applied by the water to the front face of the 
0 1 
transducer: 
HR (f) = V (f)/F. (f) 
0 1 
Attenuation of the pressure waves is neglected and the overall 
transduction transfer function is obtained: 






Straight forward mesh analysis or ladder circuit reduction tech-
niques can be employed to evaluate tbe transfer functions defined by (5.1) 
and (5.2). When half-wave resonance of the matching section occurs, the 
models predict infinite impedances for the se~ies elements. These 
infinite impedances are numerically and conceptually troublesome since 
they occur within the frequency range of interest - i.e. about the half-
wave-resonant frequency of the piezoelectric section. Mason (1948, 
pp207-8) employs a circuit transformation suggested by Norton to obtain an 
equivalent circuit with finite series impedances within the frequency 
range of interest. Mason's circuit transformation only applies to an 
unbacked or symmetrically loaded piezoelectric section. Kossoff (1966) 
solves the problem for a general backing by introducing a negative 
impedance before applying Norton's transformation. Kossoff's equivalent 
circuit is shown in fig. 5.6. It is particularly useful for understanding 
series branch resonance and loading effects. 
The transfer functions calculated from Kossoff's equivalent 
circuit and the initial circuit (fig. 5,5) are identical except at the 
half-wave resonant frequencies. The transfer function smoothly approaches 
I 
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a single value as the frequency approaches the half-wave resonant frequency 
from a higher or lower frequency. The limiting value is the same as the 
value calculated from Kossoff's transformed equivalent circuit. Thus if 
very large series impedances occur, the transfer function at that 
frequency can be calculated by straightforward interpolation from the 
adjacent values, e.g. see fig. 5.7. 
The transfer functions are evaluated by a ladder reduction 
technique applied to the T sections. Consider the transfer characteristics 
h th h' . often mate ing section as shown in fig. 5.3. h th . . Ten section is 
loaded by the input impedance Z. in of the n+1
th section. The nth 
section presents a load of Zin 
n 
n+l th 
to the n-1 section. The input impedance 
and transfer function for that section shown in fig. 5.3 can then be 
calculated: 
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Highmore (1973) limits his analysis to symmetric T matching 
sections only: 
W = X 
= j z tan(k d /2) 
n n n 
Y = -j z /sin(k d) 
n n n 
Z ·,- k and d are respectively the characteristic acoustic 





impedance, the wavenumber, and the thickness of the n
th 
matching section. 
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The trigonometry relationship 
tan(0/2) = (1 - cos 0)/sin 0 
is employed to reduce (5.8) to the form given by Highmore (1973): 
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The transfer function is also readily obtained: 
z 
H = [cos(k d) + j Zn sin(k d )]-l 
n nn . nn in 
(Note the typographical error in the equivalent equation derived by 
Highmore). 
Highmore's method still suffers from the problem of infinite 
series impedances at the quarter-wave matching frequency: 
d = A/4 n 
k d = 'IT/2 
n n 










The quarter-wave resonant condition must be identified to avoid numerical 






The usual condition for a perfect quarter-wave match is optained by 












Highmore's ladder reduction technique is applicable to all the 
matching sections but not to the piezoelectric T section which is asymmet-
ric. Also, the infinite series impedance problem can only be circumvented 
by testing for quarter-wave resonance and employing (5.15) in place of 
(5.10) when required. Note that Kossoff's (1966) matching section 
impedance equation also contains infinite terms at resonance. 
The simple ladder reduction technique embodied in (5.4) and· (5.5) 
is-directly applicable to symmetric and asymmetric T sections. However, 
the series impedances become infinite at the half-wave resonances of the 
matching sections, but this is usually outside the frequency range of 
interest for the matching section. The limiting value approach gives the 
required results at the half-wave resonant frequencies. Exactly the 
same considerations apply to Highmore's symmetric T formulae at quarter-
wave resonance, Thus the straight-forward ladder reduction technique is 
preferred to Highmore' s method, since all transducer s.ections can be 
evaluated by a single routine employing (5.4) and (5.5). The effect of a 
very large series impedance is illustrated in fig, 5.7, in which the 
piezoelectric element has a half-wave resonant frequency of 2.8 MHz. The 
transmission transfer shows a 70 dB increase at 2.8 MHz due to numerical 
range problems. 
Kossoff's (1966) results for matching piezoelectric ceramic trans-
ducers are readily obtained from (5.4) and (5.5). Figs 15 and 16 of 
Kossoff's paper seem to contain two labelling errors. The two values of 
k (the ratio of the load impedance to the impedance of the matching 
q 
section) appear to have been interchanged for the PZT backed transducer 
transfer functions. 
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The effect of varying the matching section thickness was calculated 
for one of the PXE5 piezoelectric transducers described in section 5.2. 
The transducer was backed with the tungsten, araldite and rubber mixture 
with an aluminium powder in araldite front matching section. The results 
in fig. 5.8 are plotted on linear scales. They clearly show the reson-
ances which occur as the thickness of the matching section is varied from 
.1 to 1.1 mm. The resonance at .3 mm thickness is due to quarter-wave 
matching at 2.6 MHz. Three quarter-wave resonance is evident at thicknesses 
of .8 to .9 mm, and 1.0 to 1.1 mm thickness. The quarter-wave resonant 
frequencies are .7 MHz and .87 MHz respectively with the three quarter-
wave resonances at 2.1 MHz and 2.6 MHz respectively. A larger bandwidth 
is obtained from the transducer when the matching section resonates at a 
frequency higher than that at which the piezoelectric section resonates. 
The thickness of the matching section was reduced until the ampli-
tudes of the two largest resonant peaks in the transfer function were 
approximately equal. This occurred at thicknesses of .32 mm, .85 mm 
and 1.0 mm. The overall transfer function given in fig. 5.9 shows that a 
large third harmonic response is predicted by the simple circuit model. 
Kossoff (1966) points out that the high electro-mechanical coupling of 
the piezoelectric ceramics results in a nonintegral relationship between 
the fundamental and the overtone frequencies. Thus the measured third 
harmonic response would be different from that which is calculated from 
the simple model in fig. 5.5. The response is however observed in power 
spectrum measurements from Oto 10 MHz shown in fig. 5.9. 
The matching section .85 mm thick corresponds to the thickness 
employed for the transducer described in section 5.2. The results of 
detailed calculations of the transmission, reception and overall transfer 
functions are presented graphically in fig. 5.10. The peaks due to the 
various sections resonating at different frequencies are evident, 
particularly when the results are plotted on logarithmic scales. 
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Wells (1969, p.48) states: "Theoretical prediction of the band-
width of a transducer is apt to be rather inaccurate, on account of the 
difficulties involved in estimating the various factors which control the 
frequency response. Therefore, it is generally better to measure the 
frequency response of a particular transducer by an experimental method". 
In the next section, a method is described for measuring the 
transient response of a transducer. The frequency response of a trans-
ducer is readily obtained from the measurements of the transient response. 
5.4 ACOUSTIC MEASUREMENT TECHNIQUES 
Having designed and constructed an ultrasonic transducer, it is 
necessary to measure its characteristics. The acoustic and electrical 
characteristics are both important. The measured electrical character-
istics are examined in section 5.6.1, where they are related to methods of 
determining the efficiency of the transducer. The two acoustic character-
istics of importance are beamwidth and bandwQdth. For acoustic trans-
mission time measurements, the beamwidth is not critical. The discussion 
presented in section 5.6.2 shows that the radiation is sufficiently 
concentrated to produce a well defined beam. The bandwidth is crucial for 
accurate time delay measurements. It can be measured by three different 
methods. 
The first method of bandwidth measurement uses a standard hydro-
phone (or acoustic receiver) to measure the acoustic output of the trans-
ducer. The hydrophone must be accurately calibrated over the range of 
frequencies at which the transducer is tested, Great care is required ~o 
sense only the acoustic signal propagating by the shortest path between 
the transducer and the hydrophone. Multiple path propagation and stand-
ing waves cause difficulties when continuous wave, or monochromatic, 
measurements (these constitute the second method of bandwidth measurement) 
are -made in water tanks of the order of size that is usually available 
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for testing. These difficulties can be overcome by employing bursts of 
acoustic radiation and turning off the receiver after the signal propagat-
ing by the shortest path is received. 
Smith (1972) uses a gated oscillator in a large water tank so that 
the signal propagating by the shortest path between the transducer and 
the receiving hydrophone is separateJfrom other signals. Gericke (1966) 
has devised an automatic measurement system in which a gated variable 
frequency, constant-amplitude oscillator is swept slowly in frequency from 
.3 to .12 MHz. The amplitude of the signal detected by the gated 
receiver is also plotted as a function of time (frequency). An interest-
ing variation on these methods requires less equipment and displays the 
spectral response of a transducer on an oscilloscope CRT. This method 
uses the linear frequency sweep, signal multiplier and band pass filter 
system described in sections 4.4 and 4.5. The filter cutoff frequencies 
are set to reject all frequencies other than that which corresponds to 
propagation along the shortest path between the transducer and hydrophone. 
An additional advantage of this method is that the transducer radiates 
under approximately steady state conditions without incurring the dis-
advantages of conventional continuous wave excitation. 
The transient performance of a transducer is often required. This 
can be inferred from frequency response measurements provided the phase 
at the various frequencies is accurately measured. Calibration of the 
hydrophone in terms of amplitude and phase is not simple, but it is 
required if the amplitude and phase of the transducer output is to be 
obtained. An accurately calibrated hydrophone is rarely available for 
the frequencies of interest in ultrasonic diagnosis. Also, the combined' 
transfer function for a transmitting and a receiving transducer is 
usually required. Thus, the receiving transducer to be used in a system 
usually replaces the hydrophone. The acoustic transient cannot easily be 
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inferred from amplitude and phase measurements even when two identical 
transducers are used as a transmitter-receiver pair. The electrical 
loading on a particular transducer effectively produces two different 
transfer functions depending on whether the transducer receives or trans-
mits ultrasound. It is consequently necessary to fabricate two 
essentially identical transducers in order to test the efficacy of a 
particular design. This is clearly inconvenient and is often impractical. 
It is much more convenient to construct only a single transducer in 
order to test the efficacy of a particular design. The transducer is used 
for both transmission and reception. The transmitted signal is reflected 
back to the transducer to form a pulse-echo system. This is the basis of 
the third (and preferred) bandwidth measurement method. The system cannot 
employ continuous or slowly swept transmissions since the transducer would 
be transmitting and receiving at the same time and signal gating could not 
be employed to separate the signals. When a short duration electrical 
pulse is used to excite the transducer, the transmission-reception 
transient response of the transducer is represented by the waveform of the 
first echo received. The spectral response, and hence the bandwidth is 
inferred from the transient response. 
The pulse-echo testing method was used to test each transducer 
design. A block diagram of the measurement system is shown in fig. 5,ll(a). 
A Tektronix type 111 pre-trigger pulse generator and type 1S1 sampling 
unit are the essential components in the system. The sampling unit is 
operated in a delayed time base Tektronix oscilloscope. 
The test transducer is clamped so that the front radiating face is 
just under the surface of the water in the tank. The vertically directed 
transducer beam is reflected from a 22.2 mm thick glass plate at the bottom 
of the tank. The echo received from the top of the glass·plate decays 
before the echo is received from the bottom of the glass plate (c.f. fig. 
5.14(a)). The preamplifier limits at ±1 V output which is the maximum 
allowable input to the sampling unit. The preamplifier takes some time 
to recover from the excitation pulse. However, the echoes are received 
after the recovery is complete. 
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The pre-trigger pulse generator produces a -10 V pulse of 20 ns 
duration which has a power spectrum flat within ~6 dB up to 10 MHz. The 
pulse is attenuated by 30 dB and input to the sampling unit. The measured 
pulse and its spectrum are shown in fig. 5.12. The first null in the 
spectrum is at 50 MHz and the spectral shape is close to the expected 
lsINC(f/50 MHz) I. The 1S1 sampling unit is subject to d.c. drift so an 
analog computer circuit is used as a high pass filter for the sampled 
signal. Thus the 0 Hz sample of the spectrum shown in fig. 5.12(b) is 
set to zero. The cut off frequency of the filter is 1.6 Hz. Thus the 
filter has negligible effect on the sampled waveform. The driving pulse 
measurements show that the transducers are excited by an almost flat 
spectrum over the band of frequencies of interest (1-10 MHz). 
The system timing is illustrated in fig. 5,ll(b). An external 
pulse triggers the Tektronix type 111 pre-trigger pulse generator. A pre-
trigger pulse is output by the pulse generator to trigger the delayed 
time base. A -10 V pulse of 20 ns duration is output to the transducer 
300 ns later. The transducer is shock excited by the 20 ns pulse and 
radiates an ultrasonic wave. About 200 µslater, the first ultrasonic 
echo returns to the transducer where it is converted to an electrical 
signal. Slightly (~1 µs) before this, the delayed time base outputs a 
pulse to trigger the internal voltage ramp of the 1S1 sampling unit. When 
the ramp voltage exceeds a reference voltage, a 300 ps sample of the 
signal voltage input to the sampling unit is obtained and stored. The 
stored voltage is output to a front panel plug and it is also displayed 
on the oscilloscope CRT at a "time position" proportional to the reference 
voltage. Each time the sampling unit is triggered, a new sample is 
obtained and the stored value is updated. The reference voltage is 
generated internally as a slow ramp by the sampling unit or is supplied 
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from an external source, 
A transducer's transient response waveform is easily generated. 
Thus it is not inconvenient to obtain only one sample each time the 
transient is produced. To obtain all the sall'\Ples of the transient wave-
form from a single transient would require an expensive high speed trans-
ient recorder. Since the transient waveform is produced in a repetitive 
manner, measurement S/N is improved by signal averaging. 
5.5 AUTOMATED COMPUTER MEASUREMENTS 
The Electrical Engineering Department's EAI 590 hybrid computer was 
used to control the sampling system described in the previous section. 
Plots of transducer impulse responses were first obtained using the analog 
computer. Later the full hybrid facility was used to acquire and digitize 
the impulse response waveforms. The power spectrum of the digitized 
waveform was computed so that the effective bandwidth of the waveform 
could be accurately estimated. 
First the analog and then the digital sampling control systems are 
described in the following sub-sections. 
5.5.1 Impulse Testing with the Analog Computer 
The pulse-echo transient response measurement system described in 
section 5.4 requires two electrical.inputs. The first input is a trigger 
pulse to the pulse generator. This is generated as a 1 kHz square wave 
derived from the crystal clock in the analog computer. 
The second input to the sampling system is a reference voltage for 
the sampling unit. Recall from section 5.4 that the waveform can be 
sampled only after the delayed timebase, which is set manually, has 
triggered the sampling unit. It is here convenient to define the "time 
window" to be the time interval during which waveform samples are taken. 
The start of the time window occurs when the sampling unit is triggered, 
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and the end of the time window is set by the time base of the sampling 
unit. As the reference voltage is linearly increased from O V to 10 V, 
the wayeform samples are obtained (at 1 kHz) at times which vary linearly 
from the beginning to the end of the time window. 
The analog computer circuit shown in fig. 5.13 is used to generate 
the signal for the sampling unit. The integrator portion of the circuit 
generates the reference voltage which determines the time at which the 
waveform is sampled. The reference voltage varies linearly between the 
limits O and +10 V set by ·the two comparators. The reference voltage is 
also used for the X deflection of an X-Y plotter, while the comparators 
control the raising and lowering of the pen. 
The Y deflection of the plotter is proportional to the waveform 
sample voltages output by the sampling unit. Thus as the reference 
voltage is changed from Oto 10 V over 30 seconds, a plot of the transient 
response waveform is produced on the plotter. The second portion of the 
analog circuit removes the d.c. component of the sampled signal. The 
action of this filter is dependent on the frequency components of the 
sampled signal. With the 30 second sweep time used, the plotted wave-
forms did not change shape when the filter was disconnected. 
The performance of the sampling system controlled by the analog 
computer was tested for the impulse response waveforms of an ultrasonic 
transducer. The results obtained are shown in fig. 5.14.Plot (a) is for 
a 20 µs time window and clearly shows the initial transient response 
followed by multiple echoes originating from the rear surface of the 
glass block. Notice that the echoes are distinct, and that a slight time 
drift is discernible between the two successive plots shown (in the 10-20 
µs interval). In plot (b), the time scale has been expanded (0-5 µs) to 
show the time drifts soon after switching on the equipment. The six 
responses plotted in (b) are shifted relative to each other over a .2 µs 
range. Thus the time drift has occurred in the delayed timebase rather 
than in the sampling unit. The drift in the delayed time base was not. 
discernible after one hour of operation. 
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The plot in fig. 5.14(c) illustrates the effect of harmonics on the 
impulse response. The "raggy" waveform was obtained when the transducer 
was directed normal to the glass block. The transducer was then tilted 
away from the .normal so that beam of the "third" harmonic (6-7 MHz) echo 
missed the transducer after the pulse was reflected. The main lobe at 
2-3 MHz was about three times wider than the third harmonic lobe and thus 
the echo was received by the transducer. The smooth waveform at about 
2 MHz in fig. 5.14(c) was obtained by inclining the transducer to remove 
the third harmonic from the response, This effect was verified by the 
spectral calculations described in subsection 5.5.2, 
5.5.2 Impulse Testing with the Hybrid Computer 
Hybrid computer operation is obtained by linking the digital 
computer to the analog computer. The 1 kHz clock in the analog computer 
controls the sample timing and the digital computer sampling loop)while 
the digital computer calculates the required sampling time within·the time 
window. A number proportional to the required sample time is output to a 
DAM (Digital-Analog Multiplier) on the analog computer. The required 
sampling unit reference voltage is output by the DAM. The sampled signal 
input to the Y deflection of the x-y plotter (fig. 5.13) is connected to 
an ADC input. Thus a sample is digitized and stored in the digital 
computer memory. The leading edge of the 1 kHz square wave used for 
system control txiggers the pre-trigger pulse generator. The operation 
sequence outlined in fig. 5.ll(b) then takes place. A sample voltage is 
output from the sampling unit to the ADC after about 200 µs, The trailing 
edge of the 1 kHz square wave is used to interrupt the digital computer 
from a pause instruction. The digital computer then inputs the sample 
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voltage via the ADC and stores it in an array. The next sample time 
number is calculated and output to the DAM. The process is repeated until 
the whole of the time window has been scanned. The interrupts are then 
blocked and the sample time set to the beginning of the time window. The 
start of the time window precedes the arrival of the echo. Thus the 
output of 1S1 sampling unit is the d.c. drift, and this is continuously 
cancelled by the integrating circuit shown in fig. 5.13. 
The sample array obtained is then compared with the averaged 
samples of the transient response waveform stored in another array. For 
each sample time the deviance of the new sample is calculated. The average 
sample value for that particular sample time is then updated. The sum of 
the deviances over all the sample times is proportional to the noise power 
The sum of the squares of the averaged sample values is proportional to 
the signal power. Thus the S/N for a single sample .set is calculated. 
This is multiplied by the square root of the number of averaging runs to 
obtain the S/N for the averaged samples. When the S/N < 50 dB, another 
sample set is obtained and the S/N calculation process repeated. When the 
S/N ~ 50 dB, the sampling process is terminated and the averaged samples 
of the echo waveform displayed on the computer's storage CRT. 
The FFT algorithm is used to calculate the spectrum of the sampled 
echo waveform. The spectrum is displayed on the computer's CRT. The 
bandwidth of the double transducing process is then calculated from the 
3 dB points of the spectrum. 
The timing and voltage jitter of the sampling system introduced no 
significant difficulty because a·complete set of sample points is 
successively measured. If a single sample point is measured continuously 
until a certain S/N is obtained then d.c. drift in the 1S1 sampling unit 
output is troublesome. Burrel (1971) and Allen (1972) used a voltage 
ramp input near the end of the sampling window so that d.c. drifts and 
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timing drifts could be calculated by the computer and allowed for in the 
computations. 
Such sophisticated measurement techniques were not required for 
analysis of the transducer transient response waveforms, The d.c. drift 
is removed by the high pass filter, and the timing jitter is <,5% in the 
time window. 
5,6 RESULTS 
The measurement system described in the previous section was used 
to measure the transient responses of transducers. The spectral response 
of each transducer was calculated from the transiant response, and was 
related to the spectra predicted by the model. In addition, measured 
results of transducer beamwidth and efficiency are presented. The 
significance of the results is discussed in subsection 5.6.2. 
5.6.1 Measured Results 
The transient responses of transducers numbered 6, 9, 12 and 15 
(refer to Section 5,2) to a -10 V pulse of 20 ns duration are shown in 
fig. 5.15, The spectrum calculated from each transient response is shown 
adjacent to it for the two frequency ranges [0,4 MHz] and [0,10 MHz). The 
effect of changing the thickness of the matching section of· transducer 
number 11 is shown in fig. 5,16. The spectrum at particular matching 
thicknesses is shown adjacent to the transient response from which it was 
calculated. The thickness of the matching section was reduced until the 
two peaks in the spectral response were of equal amplitude. The band 
width of the transducer is then a maximum. 
The effect on the transient responses of inclining the beam of 
the transducer slightly to the glass reflector was discussed in section 
5.5.1. The effect of the inclination on the spectral response of 
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transducer number 7 is illustrated in fig. 5.17. When the beam of the 
transducer is perpendicular to the reflector, the transient response in 
fig. 5.17(a) is measured, and the spectral response in fig. 5.17(a) is 
calculated. If the transducer is inclined at approximately 2° to the 
perpendicular, the higher harmonic responses are reduced to those shown 
in fig. 5.17(b). The final spectral response shown in figl 5.17(b) is 
calculated from the transient response shown in fig. 5.17(b). 
A stroboscopic Schlieren imaging system (c.f. Hunter et al. 1964) 
was employed to image ultrasonic pulses as they propagated away from the 
transducer. The photographs shown in fig. 5,18 are for gated bursts of 
1,98 MHz ultrasonic pulses from transducer number 15, The transducer is 
the dark shape protruding into the circular image field. The transducer 
was excited by 1, 2, 4 and 15 cycles of drive voltage per burst to give 
the results shown in fig. 5.18. 
The admittance characteristics for transducer number 11 were 
measured on an electrical bridge and plotted in fig. 5,19(a). The two 
plots correspond to air and water loading of the transducer. The 
motional admittance loops or circle diagrams drawn from these plots are 
shown in fig. 5.19(b). 
Fig. 5,19(c) shows the admittance characteristics for transducer 
number 15. These were measured with a network analyser. The plots were 
obtained for air loading and for castor oil loading (similar to water). 
The circle diagrams shown in fig. 5,19(d) are deduced from these plots, 
The efficiency of transducer number 15 is determined from the dimensions 










The efficiency of 26% is obtained at 1.97 MHz. At other frequencies, the 
efficiency can be calculated from fig. 5,15(d) provided allowance is 
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made for the double transducing process. 
The continuous power delivered to the water load at 2 MHz was 
obtained by measuring the power supplied to the transducer drive circuitry. 
When the transducer was immersed in water, the drive circuitry req1\ired 
100 µW more power than when the transducer was not immersed. From fig. 
5.18, the diameter of the radiating area is estimated at 8 mm. Thus the 
2 acoustic intensity (with n = .25) is approximately 50 µW/cm. The average 
power during a 2 to 3 MHz frequency sweep will be less than this figure. 
The efficiency of transducer number 11 is 15% at 2.04 MHz and thus the 
acoustic power output will be less than the 50 µW/cm2 peak of transducer 
number 15. 
5.6.2 Discussion of Results 
The transient response measurements and the subsequent spectral 
calculations yield spectra which are the same as those which could, in 
principle, be measured by continuous wave methods. Recalling the discussion 
presented in section 5.4, it will be remembered that the interpretation of 
continuous wave measurements is complicated by the many scattered and 
standing waves which are unavoidably present in any practical experimental 
apparatus. On the other hand, time-gated transmission and reception 
schemes allow straight forwardly interpretable measurements, The linearly 
swept frequency system discussed in section 5.4 is a measurement scheme 
that is particularly simple to interpret, but it requires two transducers. 
The waveform shown in fig. 4.14(b) is the output of the band pass 
filter when the linearly swept frequency system is used with two almost 
identical transducers, numbers 11 and 12. The envelope of the waveform 
shown in fig. 4.14(b) is very similar to the spectral response shown in 
fig. 5.lS(c). The latter is calculated from the transient response of 
transducer number 12. A major advantage of the transient measurement 
technique is that the spectral response is obtained from the one straight 
forward measurement on a single transducer. 
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Four transducers, 11, 12, 13 and 14, were constructed by edge 
clamping piezoelectric ceramic discs (c,f. section 5,2). The responses of 
these four transducers are very similar. Hence the construction method 
produces transducers with repeatable characteristics without employing 
high precision fabrication (commercial transducers built with identical 
materials using identical manufacturing methods can have a wide variety 
of operational discrepancies, .c.f. Posakony 1975). The piezoelectric 
discs had a nominal frequency of 2 MHz and the transducers were mechan-
ically tuned to yield a bandwidth of 1.2 MHz. However, the theoretical 
models employed in section 5.3 are based on lossless thickness mode 
vibrators. Transducers numbered 5 to 9 are of the free edge type of 
construction (c.f. section 5,2) for which the vibration losses are low. 
The spectral responses measured for these low loss transducers compare 
favourably with the results calculated f~om the models. A comparison of 
the measured results shown in figs 5.lS(a) and (b) with the calculated 
spectra shown in fig, 5.9 (at .85rnrn), confirms the validity of the 
computations based on the models. 
The radiation characteristics of the transducers are shown in fig. 
5,18. These photographs are obtained when a short intense pulse of light 
~3 µs) travels through castor oil into which the acoustic beam is 
emitted by the ultrasonic transducer. The acoustic pressure variations 
within the beam also produce a change in the optical refractive index of 
the water. The light travelling through the beam is affected by the 
refractive index changes. These changes are imaged by an optical system out-
side the fish tank which contains the castor oil and the transducer (c.f. 
Meyer 1978). Since the acoustic beam is approximately conical in 
shape, the light path through the beam is longest .at the centre of the 
beam. In addition, the acoustic pressure is greatest near the centre of 
the beam and the light-sound interaction is most intense. The relatively 
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intense interaction combined with the longest interaction path length 
produces very clear images of the central portion of the beam, especially 
close to the transducer. For these reasons, the edges of the beam 
patterns are not defined as clearly as the central portions of th~ beams. 
Hence some error is associated with the inferred beamwidths. 
The bearnwidths inferred from the photographed patterns shown in 
fig. 5.18 are 12±3° at 2 MHz. The beamwidth calculated for a 10 mm 
diameter disc transducer is 10.5° at 2 MHz. A closer inspection of the 
patterns shown in fig. 5.18 indicates that the wave patterns originate 
from an aperture having a diameter of approximately 8 mm. The acoustic 
wave patterns shown in fig. 5,18 are generated by edge clamped disc 
transducers. Recall from section 5.2 that the aperture in the brass case 
is 8 mm for the edge clamped disc transducers. The calculated beamwidth 
for an 8 mm diameter aperture is 13° at 2 MHz. Thus there is good agree-
ment between the observed and calculated beamwidths. 
The radiated acoustic power levels required for the hyperbolic 
phase encoded system are very low. Hill (1968) measured a peak output 
2 
of 100 W/cm for the most intense medical diagnostic equipment included 
in his survey. The peak output from the transducers driven by the phase 
2 
encoding equipment is 50 µW/cm, some 60 dB less than the maximum level 
reported by Hill. The hyperbolic phase encoded system changes the 
signal frequency from 1.7 to 3,8 MHz and when transducer bandwidth 
limitations are considered, the average acoustic intensity is about 
2 2 
10 µW/cm. Thus the average intensity is 40 dB lower than .1 W/cm, the 
average level below which no adverse biological effects have been observed 
(c.f. Wells 1969, p226). 
MATERIAL 
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(2.4 plaster: 1 water) 
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(1. 5 : 1) 
Araldite/Tungsten/Rubber 
(35 : 24 : 1) 
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Table 5.1 Measured properties of materials and their mixtures (mixture 
ratios are by weight). The bracketed numbers are the 
published values. 
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CE III A 8 
CE II A 8 
CE I A 5 
CE I A 5 
CE II A 5 
CE II F 























Table 5.2 Construction of the experimental transducers together with their 
measured bandwidths. The front matching sections of all trans-
ducers are made from the aluminium powder/araldite mixture, 
CE clamped edge 
FE free edge 
0 air backing 
I 25 mm araldite epoxy resin backing block. 
II 25 mm araldite, tungsten and rubber powder backing. 
III 25 mm araldite and powdered rubber. 
F focussed aluminium/araldite lens for the matching section. 
A annular ring (2) construction for beam shaping by 
apodization. 

















_.. __ PIEZOELECTRIC 
DISC 
~ ~-85 
Fig. 5.1 Transducer construction details. Dimensions are in mm. 
(a) Clamped edge construction. The outer edge of the front face of 
the piezoelectric disc is mechanically and electrically attached 
to the case by a fillet of silver loaded epoxy. 
(b) Free edge transducer, i.e. not clamped to case. 
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The upper free edge transducer (a) has a loaded epoxy backing. 
The lower clamped edge transducer (b) is air backed. 
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co IV. l. 
MECHANICAL T SECTION 
voltage across the piezoelectric element 










clamped capacitance of the piezoelectric element 
electrical/mechanical transformation ratio 
negative mechanical compliance 
characteristic mechanical impedance of the element 
acoustic wavenumber in the element 
clamped dielectric constant of the element 
area of the piezoelectric element 
thickness of the piezoelectric element 
velocity of compression wave along thickness axis 
piezoelectric constant 
density of section 1 (the piezoelectric element) 
wavelength in section 1 
frequency of the compressional wave 
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Fig. 5.5 Equivalent circuit for the backed and matched piezoelectric 
transducer. For the receiving circuit, the driving force is 
in series with Z and the output voltage <jJV developed across 
















Fig. 5.6 Kossoff's equivalent circuit for the piezoelectric section and 
backing. Note that the series elements are infinite at 
integral-wave resonant frequencies, i.e. usually outside the 
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F_ig. 5. 7 The impedance of the piezoelectric elemen't is infinite (or 
extremely large) at 2.8 MHz. 
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Fig. 5.8 continued over page 
198 







1 2 } 4 1 2 '5 cl 






6 ·,. __ /\f 
Ir.?--". ... 10 
0 0 
2. ... <1-1 2 '3 4 _., 
(k) 1.1 fig. 5.8 These figures illustrate 
? the effect of the matching 
section on the transmission 
-reception bandwidth. The 
backing is a mixture of 
tungsten loaded araldite 
and rubber powder •. Each 
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transfer function is com-
puted for the thickness of 
the matching shown (in mm) . 
The horizontal scale is 
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Fig. 5.9 Transducer responses calculated for the three matching section 
thicknesses shown. The fundamental and third harmonic responses 







































Fig. 5·.10 Transmission, reception and overall transfer functions for a 




(a) Block diagram of the sampling system 
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----------,-- -
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SAMPLE VOLTAGE OUTPUT - ...Jr..,,,. ____ _ 
(b) Timing sequence for the sampling system. 
Fig. 5.11 Apparatus and timing schematics for the high speed sampling 
system. 




















Fig. 5,12 The measured excitation pulse and its spectrum up to 700 MHz . 
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Fig. 5.13 Analog computer circuit to generate deflection voltages for the 
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Fig. 5.14 Results of testing tr.ansducer number 7 with circuits in figs. 5.11 & 13 
(a) Showing the timing drift in the lSl time base. 
(b) Showing the timing drift in the delayed time base. 
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Fig. 5.15 The impulse response measured by the hybrid computer controlling the sampling system. The spectra are 
calculated (by the FFT) from the measure:1':il!pulse response. 
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Fig. S.lS(c) Impulse and spectral responses of an edge clamped type of transducer. Transducer number 12 is backed 
with an araldite, tungsten and rubber powder mixture. The araldite and aluminium powder matching 














NO.IS PXES ~S.STH F. 





- l C 
l~ 















.1':, ... ', . \..-.... 






..,,ee re:: c:5ef'!!!'!J ·:,er: 
:~- ., l 2 3 -l 
~:• .. _ .. ~lH=. 
Fig. 5.15(d) Impulse and spectral responses of an araldite backed, edge clamped PXE5 transducer. The araldite and 































































Fig. 5.16 Showing the effect of the matching section thickness on the measured impulse and frequency responses for 
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Fig. 5.16(d) .73 mm (.0285") 
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Fig. 5.17 Measurements to show that the third harmonic produces the raggy 
response wave form. The transducer is inclined to the glass 
target normal by: (a) o0 and (b) 2°. Note in fig. (b), that the 
third harmonic content of the signal is greatly reduced. 
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Fig. 5.18 Stroboscopic Schlieren photographs of short duration and long 
duration ultrasonic pulses radiated into castor oil by transducer 
number 15. 
Cal Susceptance and conductance 
AIR 
plots for transducer number 11
---
- WATER (b) Circle diagram for transducer
number 11
jS Circle diagram for transducer
number 15
5 Schematic circle diagram for




5 d2(dl-d2) 10 
mS n = 
d1 (a+d2}
0 MHz 
1.5 2.0 2.5 3.0 = .26 at 1.97 MHz
jl0 jl0 
0 10 mS 0 10 ms 
Fig. 5.19mS mS
CHAPTER SIX 




6.1 REQUIREMENTS FOR SYSTEM SIMULATIONS 
The central question with which the research reported in this 
thesis is concerned, is whether ultrasound can replace X-rays in computer 
assisted tomography. This chapter reports the results which the author 
has so far been able to obtain to support an affirmative answer to this 
question. A final answer can only be given after exhaustive clinical 
studies. Before that, many experimental studies are needed (such as those 
des·cr ibed in sections 6. 4 and 6. 5) • However, some purely computational 
studies were first conducted to assess the feasibility of employing 
ultrasound for computed tomography. 
Section 6.2 is concerned with reconstruction methods and 
establishing the number of measurements needed to produce an image having 
a prescribed resolution. The objects for which measurements have -been 
simulated and reconstructions have been obtained are circular and square 
cylinders. These simple shapes may seem trivial, but the abrupt changes 
of velocity at their edges, and the sharp corners of.the square represent 
critical tests for the reconstruction process. 
The results of reconstructions from simulated acoustic 
propagation time delay measurements are reported in section 6.3. It is 
observed that two different images can be computed depending on whether 
the simulated time measurements are based on the shortest acoustic 
propagation time, or on the propagation time of the strongest acoustic 
pulse (c.f. section 3.3). Images computed from actual measurements of 
the shortest time for acoustic propagation through various phantoms are 
presented in section 6.4. In section 6.5, the computed images are based 
on measurements of the propagation time of the largest received pulse. 
The computational and experimental results are discussed in section 6.6. 
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6.2 STRAIGHT RAY PATH COMPUTATIONS 
As was explained in sections 2.2 and 2.3, the great success of 
X-ray computed tomography is due in large part to the fact that X-rays 
travel in straight lines. This section is concerned with simulating the 
results which would be obtained if acoustic propagation occurred along 
straight ray paths. While such a simulation is non-physical, it is 
extremely useful in determining the ideal result obtainable from a set of 
measurements. The changes in the acoustic time delay are calculated to 
obtain an acoustic time delay projection (c.f. section 3.3). 
f(~,</J) (6 .1) 
where (6.1) is obtained by combining (3.54) and (4.1). For straight 
ray paths, the integration path is a straight line parallel to the axis -
implying that the calculation of the simulated measurement is straight-
forward. 
An extremely useful feature of straight ray p~th calculations is 
that complicated objects may be built up by superimposing simple shapes. 
The projections for the complicated shapes are obtained by summing the 
corresponding projections of each simple shape, i.e. 
f(~,</>) = (6. 2) 
where fi (~ 1 ¢) represents the projection at angle¢ of the i
th 
simple 
shape. Thus the linear processing involved in computing an image yields, 
a final image which consists of the superimposed images of the simple 
shapes. 
In this section, the results are divided into two groups depending 
on the symmetry of the shape of the object. The first group is comprised 
of circularly symmetric objects and the second group consists of non-
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circularly symmetric objects. The accuracy of the reconstructed image 
of a circularly symmetric object depends on both the position of the 
object with respect to the centre of the scanning space and on which re-
construction method is used. 
For the Fourier transform method of image reconstruction, the 
images are computed from (2.20) and (2.21): 
w(x,y) = J'-\W(a,f3>} 
ct, I-' 
where 
Q(a,f3) + A(p,cp) = .1~{f (~,cp)} 
(6. 3) 
(6.4) 
Linear interpolation is used to form Q(a,f3) from A(p,cp), which is calcul-
ated along radial lines at angles cp .• Recall that M projections are 
1 
measured at angles cpi from Oto cpM, where cpi = (i-l)TT/M. The Fourier 
transforms in (6,3) and (6.4) are evaluated by means of the FFT algorithm. 
The reconstruction process enhances the high spatial frequencies and also 
increases the effect of measurement and computation artefacts (c.f. 
section 2.3). A data window is applied to Q(a,f3) to limit the high 
spatial frequencies. The particular data window which is used results in 
-50 dB sidelobe levels in the image domain (c.f. Prabhu et al. 1975). 
Simulated straight ray path propagation delay times were calculated 
for a circular object centred on the centre of the scanning plane (c.f. 
section 3.1). Note that a circularly symmetric object is completely 
characterised by a single projection. The acoustic velocity is constant 
throughout the object. The images computed from the simulated projection 
are shown in fig. 6.1. Perspective views of these images are shown in 
fig. 6.2. The image computed by applying the FFT and the data window 
described in the last paragraph is shown in figs.6.l(b) and 6.2(b). Figs. 
6.l(a) and 6.2(a) show the image computed from the simulated projection 
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using the FFT but not the data window. The effect of the data window is 
most noticeable when the perspective image shown in fig. 6.2(b) is 
compared with that shown in fig. 6.2(a). Fig. 6.2(d) is a perspective 
grid presentation of fig. 6.2(b). When the same simulated projection is 
processed by the modified backprojection method, the computer images 
have the forms shown in fig. 6.l(c), for which M = 2, and in figs. 6.l(d) 
and 6.2(c) for which M = 30. The projections were modified by the 
Shepp-Logan (1974) spatial filter (c.f. section 2.3). 
The differences between the Fourier and back projection reconstruc-
ted images are evident when the images shown in figs 6.l(b), 6.l(c) and 
6.l(d) are compared. First compare figs 6.l(b) and 6.l(c) for which M = 
2. The Fourier processing method produces a vastly superior result for 
the circular object in the centre of the scanning space. Because of 
symmetry, J\(p,¢) is independent of <P and ~Hcx,'3) is accurately determined 
by simple linear interpolation. Thus the image shown in fig. 6.l(b) is 
independent of M. This is not true for the modified back projection method. 
When the circular object is not in the centre of the image, 
IA(p,¢) I is independent of¢ but J\(p,¢) is not. For a non-symmetric 
object, IA(p,¢) I is not independent of¢• Thus the image of an object, 
which is neither circularly symmetric nor centred in the scanning space, 
is not accurately computed unless many projections are measured. If 
insufficient projections are available, the linear interpolation scheme 
gives an inaccurate estimate of Q(cx,'3), and hence an inaccurate image. 
The modified back projection method produces images which tend to 
be superior to the images produced by the Fourier method provided a 
sufficient number of projections are used. The relative accuracy of the 
reconstruction methods is illustrated by fig. 6.3 in which cross-sections 
through the centre of the images shown in figs 6.2(a), 6.2(b) and 6.2(c) 
are plotted. 
in the 1;>bject. 
The solid line represents the actual velocity distribution 
Fig. 6.3 shows that the modified back projection method 
is also more accurate than the Fourier method. Consequently, the images 
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displayed in fig. 6.1 are misleading, in that they suggest that the 
Fourier method is superior to back projection which is only true for 
circularly symmetric objects centred in scanning space, i.e. for types of 
objectswhich never occur in situations of practical interest. 
A non-symmetric diamond shaped object, centred at the centre of 
the seanning space (c.f. section 3.1) is ideal for testing the capabilit-
ies of the reconstruction algorithms for imaging sharp corners. The 
images shown in figs 6.4(a), 6.4(b) and 6.4(c) are computed from 30 
projections of simulated acoustic time delay measurements, while the image 
shown in fig. 6.4(d) is computed from 90 projections. The images computed 
by the Fourier reconstruction method are shown in figs 6.4(a) and 6.4(b), 
and the perspective views of these images are shown in figs 6.5(a) and 
6.S(b) respectively. The high spatial frequencies are not attenuated in 
the image shown in figs 6.4(a) and 6.S(a). The data window described 
earlier in this section was used to limit the high spatial frequencies in 
the image shown in figs 6.4(b) and 6.5(b). The effect of the data window 
is especially noticeable when fig. 6.5(a) is compared with fig. 6.5(b). 
The images computed by the back projection method using the Shepp-Logan 
spatial filter are shown in figs 6.4(c) and 6.4(d). Perspective views of 
these two images are shown in figs 6.5(c) and 6.5(d) respectively. Notice, 
from fig. 6.S(d), that the background noise, or ripple, is reduced in the 
computed image when the number of projections is increased. The 
perspective images shown in figs 6.5(e) and 6,5(f) are computed from 30 
and 90 simulated projections respectively. Both images are computed by 
the modified back projection method using the spatial filter of 
Ramachandran et al. (1971). Comparisons of the perspective images shown 
in figs 6,5(c) and 6.5(e), for which M = 30, indicate that the Shepp-
Logan spatial filter reduces the noise in the image and eliminates 
overshoot by slightly smoothing abrupt changes in the image. 
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The final set of results presented in this section is shown in 
fig. 6.6. The object, shown in fig. 6.6(a) is a "composite object" 
composed of five simple objects. The images shown in fig. 6.6 were 
reconstructed from 180 simulated projections, calculated at 1° intervals 
in$. The superiority of the modified back projection method (when the 
Shepp-Logan spatial filter is used) is evident when the image shown in 
fig. 6.6(c) is compared with the images shown in figs 6.6(a) and 6.6(b). 
The latter two images were computed by the Fourier transform method. 
The results presented in this section suggest that the most 
accurate computational technique for reconstructing images is the modified 
back projection method. Of the two types of spatial filter that have been 
used to modify the projections, the Shepp-Logan filter is found to give 
better results. 
6.3 CURVED RAY PATH SIMULATIONS 
This section is concerned with simulations of acoustic trans-
mission tomography with rays which obey Fermat's principle. Although 
diffraction effects are neglected, the ray paths often give an excellent 
approximation to the physical situation (c.f. Maward 1970). It is worth 
noting that rays are similarly useful for describing electromagnetism 
(c.f. James 1975, Chernov 1967). 
At present, there is unfortunately no known theory for taking ray 
curvature into account during the image reconstruction. Recall from 
chapter two that the reconstruction algorithms are based on straight rays. 
Johnson et al. (1975) and Glover and Sharp (1977) calculate approximate. 
ray paths for the velocity distribution in the computed image. The time 
differences between the propagation times along the computed ray paths, 
and the measured propagation times, are used to generate a new set of 
projections. The new set of projections is processed to produce a second 
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computed image. Another set of ray paths is calculated for this image and 
the process is repeated. Proof that this iterative method converges has 
yet to be published. Accordingly, in this section, although the simulated 
measurement values are computed using curved rays, the image computation 
is carried out using the straight ray reconstruction method. The purpose 
of this section is to illustrate the effects of this assumption. 
The calculated ray paths terminate at the two transducers, i.e. at 
n = ±d. Also, V(x,y) = Vw for In! > d and so (6.1) is rewritten as 
d 
f(,,~> = f (v~ - V(x~y) dn' 
-d 
( 6. 5) 
The ray path C is chosen to minimize the value off. The minimization 
is performed computationally. It is worth noting that care is needed to 
prevent the time required to calculate a ray path becoming excessive. 
Accurate time delay measurement simulations are rapidly calculated by 
adopting a Fibonacci search strategy (c.f. Himmelblau 1972, p42) 
together with the use of Snell's law to compute each trial ray path (c,f. 
section 3.3). 
For the simulation.spresented in this section the simulated measure-
ments are based on the shortest time delay for the acoustic pulse 
travelling between the two transducers. All calculations were carried out 
in single precision on an IBM 360/44. It is computationally efficient to 
use the FFT algorithm to compute images by the Fourier method. The high 
spatial frequencies in the images were attenuated by using Tukey's 
"interim" data window (c,f. Bergland 1969). This data window is in the 
form of an extended cosine-bell which smoothly attenuates the highest 10% 
of the spatial frequencies. The density variation in the computed image 
is obtained by successive character overprints on a standard line printer 
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(c.f. MacLeod 1970). In this section, the images are computed from simul-
ations of 128 time delay measurements for each of the 32 projections used 
in the image reconstruction process. 
A circular cylinder at the centre of the scanning space was the 
first object for which measurements were simulated. The cylinder is 
assumed to be surrounded with water and the time delay projections are 
calculated with various values of acoustic velocity assigned to the region 
inside the cylinder. The images computed from the calculated projections 
are shown in figs 6.7. Each image is normalized to have the same range 
of picture densities so that the range of velocities used, from 1.5 km/s 
to 6.0 km/s, is not evident in fig. 6.7. This allows the effects of 
refraction to be assessed without incurring additional processing to 
match the grey scales in the computed images, The images shown in fig. 
6,7 show that when the velocity inside the cylinder is very different from 
the velocity of the surrounding water, the effects of acoustic ray 
curvature are most noticeable. The high velocity areas in the computed 
image spread into the adjacent lower velocity areas. 
The diamond shaped object discussed in section 6.2 was also examined 
for a range of acoustic velocities from 1,5 km/s to 6,0 km/s. The images 
computed from the simulated measurements are shown in fig. 6.8. Notice 
that for the high velocity simulations, the effect of the highly curved 
rays is to cause the computed image to degenerate to an approximately 
circular shape. Perspective views of the computed images of the diamond 
shaped object are shown in fig. 6,9. The effects of refraction are very 
clear with this method of image display. The reconstructed image shown 
in fig. 6,9(a) is quite accurate because the acoustic velocity within the 
diamond shape is little different from that of water, Notice however, 
that there is some ripple.within the image shown in fig; 6,9(a) despite 
the application of Tukey's "interim" data window. Also notice that as 
the effects on the images due to refraction increase, the ripples in the 
computed images decrease. The ray curvature tends to reduce !at/asl 
and so the high spatial frequencies in the image are also reduced. 
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The final set of results presented in this section relate to a 
crude model of a portion of the hl,llUan anatomy. Three circular cylinders 
are used. A torso is represented by a water filled cylinder of 30 cm 
diameter. The spine is Fepresented by a cylinder of 4 cm diameter and an 
acoustic velocity of 4080 m/s is allocated to this cylinder. An adjacent 
kidney is represented by another 4 cm diameter cylinder to which is 
assigned an acoustic velocity of 1566 m/s. The relative positions of the 
"kidney" and "spine" are shown in fig. 6,l0(a), in which the outline of 
the torso is also shown. The transducers are always outside the torso 
during the simulation. The ima~es computed from simulated straight and 
curved rays are shown in figs, 6,l0(b) and (c) respectively. In the image 
shown in fig. 6.l0(c), the "spine" is very blurred and has ~pread over the 
·adjacent areas to the extent that the "kidney" is almost obscured. Fig. 
6.l0(d) is obtained by limiting to 10%, the dynamic range of the image 
shown in fig. 6.l0(c). The "kidney" region is clearly defined in fig. 
6,l0(d), and the spread of the bony region is also obvious. 
The results presented in this section suggest that acoustic time 
delay imaging is of use only when the acoustic velocity variation in a 
region does not exceed a few percent. Strong refraction limits the use of 
minimum propagation time delay measurements. However, it must be emphasised 
that measurements based on the propagation time of the strongest pulse 
(c.f. section 3.3) are useful in lim}ting the spread of the high velocity 
regions in the computed image as is made clear in sections 6.4 and 6.5. 
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6.4 RESUL~S OBTAINED FROM IMPULSE PROPAGATION DELAY TIME MEASUREMENTS 
The simulated results obtained in sections 6.2 and 6.3 are encourag-
ing in that they suggest that useful images may be reconstructed in 
interesting practical situations. This section is concerned with showing 
how the images reconstructed from experimental data compare with the 
simulated images presented in section 6.3. It should be born in mind 
that, since this data is obtained from actual measurements, refraction and 
diffraction effects occur. Diffraction effects cannot be taken into 
account. Thus the reconstructed images tend to be inferior to those 
obtained for section 6,3. 
The measurements reported in section 6.4.1 were obtained by direct 
observation of an oscilloscope trace. Thus it was possible to measure the 
time delay for the first acoustic pulse received, as well as the time 
delay of the strongest acoustic pulse received (c.f. section 3.3). Because 
these measurements were very tedious, it was decided to construct an auto-
mated measurement system to obtain the results presented in section 6.4.2. 
6.4.1 Manual Measurements for Symmetric Objects 
For the manual measurements, the transducers were positioned by 
hand and the time delays were estimated by observing an oscilloscope 
trace. In order to reduce the necessary number of measurements (very 
tedious because of being done manually), only circularly symmetric objects 
were investigated. Objects with high acoustic velocities are chosen so 
that the measured delay times are quite different from the time delays 
through water. 
The symmetry and velocity requirements are fulfilled by a solid 
circular aluminium cylinder. The cylinder was positioned at the centre of 
the scanning space as shown in fig. 3,2(a). An 800 V thyratron drive was 
used to excite the transmitting transducer. The transducers were 
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relatively inefficient and had a narrow bandwidth centred on 1 MHz. When 
multipath acoustic propagation was observed, the delay times for each 
acoustic pulse were recorded. Thus, the minimum delay time pulse and the 
maximum amplitude pulse were separated. The projections shown in fig. 
3.2(b) were measured. 
The computed images shown in fig. 6.11 were obtained from the 
minimum delay time projection of the aluminium cylinder. The images 
computed from the maximum amplitude pulse delay time projection'are shown 
in fig. 6.12, The images in both figures were computed by the modified 
back projection method. The Shepp-Logan spatial filter was used to 
modify the projections (c.f. section 2.3). The images shown in fig. 6.11 
and 6.12 are on the same scale so that a direct comparison can be made 
between the images and between the perspective views. The minimum time 
measurements are greatly affected by refraction. The computed image 
shown in fig. 5.ll(a) is in the form of a cylindrical shape approximately 
30 cm across. The perspective views of this image, shown in figs 6.11 
(b) and 6.ll(c), indicate that the computed acoustic velocity varies 
appreciably throughout the cylinder. The images computed from the 
maximum amplitude pulse delay time projection are affected by refraction, 
but the physical extent of the images is more accurate. These images are 
shown in fig. 6.12 and are approximately 20 cm across. The diameter of 
the aluminium cylinder is 20.4 cm so the reconstruction is quite accurate. 
The effects of refraction are evident in. the perspective view of fig. 
6.12(a), which is shown in fig. 6.12(b). The computed velocity at the 
edge of the high velocity region is higher than in the actual object, but 
the values are quite accurate elsewhere in the image. This is shown in' 
fig. 6.12(c) in which the highest velocity regions of the image shown in 
fig. 6,12(b) are truncated. The velocity over the central region of the 
image is almost constant. 
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6.4.2 Automated Time Delay Measurements 
The results presented in this section are computed from measurements 
obtained by an automatic measurement system. The system is controlled by 
a computer which positions the transducers at the required measurement 
position (c.f. sections 4.6 and 4.7) and activates the measurement 
equipment. This equipment consists of a pulse generator, a 20 MHz crystal 
clock, a 16 bit fully synchronous counter, a ,16 bit high speed latch and a 
receiving system with a digital gain control. The counter is clocked at 
20 MHz. When it overflows, a 10 V pulse of 200 ns duration is applied to 
the transmitting transducer. The first pulse entering the receiver is 
detected and the resulting signal is used as a command to store the 
contents of the counter in the high speed latch. Thus the contents of 
the latch is a number which can be multiplied by 50 ns (1/20 MHz) to 
obtain the time delay for the first acoustic pulse received, The time at 
which a pulse is detected is slightly dependent on the amplitude of the 
receiver signal. Consequently, it was decided to maintain the signal 
amplitude constant to within ,25 dB, by means of a digital gain control 
system (c.f. Dunlop and Boys 1978). The peak signal level is examined for 
1.5 µs after a pulse is detected. If the peak level exceeds a preset 
threshold, the gain is decreased by ,25 dB. Otherwise the gain is 
increased by ,25 dB. The gain is changed each time the counter overflows. 
Thus, the A.G.C. system is independent of analog time constants and the 
pulse repetition rate. 
The measured time delays are accurate to ±25 ns. The accuracy is 
improved by using the computer to read the number stored in the latch, 
Several hundred time delay measurements are obtained at each measurement. 
position. Measurements which differ by more than 5% from the mean value 
are discarded and the mean is recalculated to improve the accuracy of the 
time delay measurement. 
228 
The multipath propagation problem was avoided by measuring time 
delay projections around an object in which the acoustic velocity was 
slightly lower than that of water. For this situation, the minimum time 
delay pulse is also the pulse which has the largest amplitude, Suitable 
cylindrical test objects were conveniently constructed from .1 mm thick 
mylar. These cylinders which had a·variety of cross-sectional shapes, 
were then filled with a 50% methylated spirit-water mixture which had an 
acoustic velocity of approximately 1400 m/s. 
The first test object had an approximately circular cross-section 
which is shown in fig. 6.13(a). The 32 measured projections were 
modified py the Shepp-Logan spatial filter. The image shown in fig. 
6,13(b) is computed by the modified back projection method. The image 
levels were inverted to form a positive image. The computed image is 
very similar to the original obj,ect although small discrepancies are 
evident in the image. The perspective view of the computed image is 
shown in fig. 6.13(c). Notice that the object is set to one side of the 
circular image area, and that clutter (or noise) surrounds the image of 
the object. In fig. 6.13(d), the clutter is suppressed by raising the 
minimum level displayed in the image. This results in a cle~rly displayed 
computed image. 
The second test object had an oblong cross section. The measure-
ments were obtained and processed in the same manner as for the circular 
cylinder discussed above. The resulting computed images are shown in 
fig. 6.14, The computed image shown in fig. 6.14(a) had badly defined 
edges. The image clarity can be enhanced by displaying only those 
velocity values which are between the 50% and 60% extremities of the 
velocity values in the original image. This "enhanced" image is shown in 
I 
fig. 6.14(b). The perspective views of the images shown in figs 6.14(a) 
and 6.14(b) are shown in figs 6.14(c) and 6,14(d) respectively. Although 
the oblong outline is reasonably well defined, the velocity within the 
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oblong portion is not constant. A comparison of figs 6.14(c) and 6.14(d) 
shows that the velocity varies by approximately 30%. 
Measurements were made on a "composite" object consisting of both 
the circular and oblong mylar cylinders. Thirty time delay projections 
were measured and these were processed by the Fourier transform method, 
The computed image of the composite object is shown in fig. 6,15(a). The 
cross section of each cylinder is clearly defined. The perspective view 
of the computed image is shown in fig. 6.15(b). Notice that the computed 
velocities are approximately the same for each cross section. Figs. 
6,15(c) and 6.15(d) show perspective views of the computed image, when the 
range of displayed velocities is thresholded. 
The measurement system has performed well for the simple objects 
selected, and the acoustic velocities chosen. The results reported in 
this section demonstrate the practicality of a system for a few special 
cases. To cope with objects of more general shape and velocity 
distribution, a more sophisticated measurement procedure (such as that 
described in section 6.5) has to be devised. 
6.5 HYPERBOLIC PHASE MODULATION MEASUREMENTS 
A system based on the measurement methods described in section 6,4 
is unsuitable for providing data for accurate reconstructions of a body 
section containing a range of acoustic velocities (refer to sections 3.3, 
6.3 and 6.4.1). The central problem is to measure the acoustic propagat-
ion time delay along the ray path which most closely approximates to a 
straight line joining the two transducers. In most situations, this 
seems to be the ray path by which the largest amplitude acoustic pulse 
propagates. The time delay of this pulse cannot be obtained with the 
simple high speed level discriminator circuitry described in section 6,4, 
The use of more complex high speed timing circuitry is avoided by 
employing the hyperbolic phase (or linear frequency) modulation methods 
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(described in sections 4.4 and 4.5) to implement a matched filter. The 
output of this particular matched filter happens to be, in effect, a 
power spectrum. The frequency (excluding O Hz) at which the maximum value 
of the power spectrum occurs is proportional to the time taken for the 
maximum energy pulse to travel between the two transducers. The pulse 
transit time must be within the limits of the time window which is 
determined by the system's band pass filter (c.f. section 4.5). 
The results reported in this section were presented at Ultrasonics 
International Conference in Brighton, England (Bates and Dunlop 1977). 
A test object, or phantom, was constructed as a cylinder with thin 
mylar walls. The cross section of the cylinder is an upper case F, as 
shown in fig. 6.18(a). To test the measurement system, the F phantom was 
filled with methylated spirit and positioned in the centre of the scanning 
system. For the first system trials, the time window limits were se~ to 0 
and 360 µs, which corresponded to spectral limits of approximately O and 20 
kHz. The two measured time delay projections shown in fig. 6.lB(b) were 
0 0 
measured at O and 90 around the F phantom. The delay time through water 
has been subtracted from these measurements. Notice that the time delay 
measurements are quantized to about 20 levels. The quantization limits 
the measurement dynamic range and the quality of the computed image. 
The simulations discussed in section 6.3 show that clearly recog-
nizable images are obtained when the acoustic velocity variations are less 
than about 5% of the velocity of water. A useful wider range of image 
variations is accommodated if the time window is set to ±11% of the 
propagation time through water only. The base band signal was thus 
restricted to a 10 kHz to 12.5 kHz pass band which was sampled at 5 kHz 
(c.f. section 4.5). The measured data was also supplemented with zeroes 
(refer to Bergland (1969) for details of this technique which is of wide 
application and importance) to give 512 input values for the FFT power 
spectrum calculation. These changes produced an aliased power spectrum in 
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which the "picket-fence" effect (c.f. Bergland 1969) was much reduced. 
These changes were incorporated for the two projection measurements shown 
in fig. 6,18(c). The deleterious effects of quantization are seen to have 
been considerably reduced by these procedures. This method of measurement 
was used for the results presented in the remainder of this section. 
6.5,1 Symmetric Objects 
Several symmetric objects positioned at the centre of the scanning 
system have been examined. Many of the results obtained do not vary 
greatly from the symmetric object results reported in section 6.4.1. So 
only the most significant set of results is explicitly discussed. 
A symmetric phantom was constructed from three concentric 0.1 mm 
thick mylar walled cylinders, as shown in fig. 6,16(a). Castor oil 
(acoustic velocity 1500 m/s) was used to fill the central and outer 
volumes, while the intermediate space was filled with distilled water. A 
simulated set of projections was calculated for straight ray paths and the 
computed image is shown in figs 6.16(b) and 6.16(c). A set of measured 
projections was then obtained. The image computed from the measured 
projections is shown in fig. 6.17(a). All of the images shown in figs 
6.16 and 6.17 were computed by the modified back projection method, using 
the Shepp-Logan filter. 
The image shown in fig. 6,17(b) is obtained from the computed image 
by limiting the acoustic velocit'ies to those greater than the acoustic 
velocity of water. This image is almost identical to the ideal data 
image shown in fig. 6.16(b). While the two computed images in figs 6.16(b) 
and 6.17(b) are similar in extent, a comparison of the perspective 
images, shown in figs 6.16(c) and 6.17(c) respectively, shows that the 
computed velocity distributions are different. The increased acoustic 
velocity values calculated near the edges of the high velocity regions, 
as shown in fig. 6,17(c), are caused by acoustic refraction. The acoustic 
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refractive index of castor oil is 0.986 relative to water, so even a small 
amount of refraction has a quite noticeable effect on the computed image. 
The sharp velocity discontinuities in the phantom are clearly 
defined at the correct positions in the image. Thus, the measurement 
method is seen to be capable of handling sudden discontinuities reasonably 
well. However, circular objects do not exhibit the strong refraction 
effects which occur at sharp corners in an object. These effects are 
examined in the following section. 
6.5.2 Asymmetric Phantoms 
Various shapes were investigated. The results confirmed the 
conclusions given previously in this chapter. The only results discussed 
explicitly here are those for the highly asymmetric phantom having the 
shape of an upper case F, as shown in fig. 6.18(a). The sets of measured 
projections shown in figs 6.18(b) and (c) have already been discussed in 
the introduction to this section. These measured projections closely 
approximate the exact values calculated for straight ray paths. This is 
probably due to the fact that the actual ray paths are either parallel or 
0 0 perpendicular to the mylar walls of the phantom. For¢= 0 or¢= 90, 
there is little refraction of the ultrasonic ray paths. Refraction is 
much more in evidence for intermediate values of¢. The results shown in 
fig. 6.19 were obtained when the F phantom was filled with methylated 
spirit, which has the comparatively large acoustic refractive index of 
1.2 relative to distilled water. The image is reconstructed from 32 
projections by means of the modified back projection method utilizing the 
Shepp-Logan filter. The image obtained is rather disappointing. The 
reason for this seems to be that the rays propagating through the Fare 
strongly refracted for projections corresponding to values of¢ other than 
o0 or 90°. 
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A second set of results was obtained with the F phantom filled with 
castor oil (v = 1500 m/s), which has an acoustic refractive index of 
0.986 relative to distilled water. The results are shown in fig. 6.20. 
Images (a)-(d) are of the same reconstructed image with different settings 
of the image threshold window. Fig. 6.20(e) is a perspective view of the 
reconstructed image. The negative image computed from another set: of 
measurements is shown in fig. 6.20(f). Measurement errors are clearly 
shown as dark bands across the image. An erroneous data point in a 
projection can thus be identified and set equal to the mean of the two 
adjacent data points. The obvious errors have been eliminated from fig. 
6.20(f) to yield the positive image shown in fig. 6.20(g). Some errors 
are still evident near the sharp corners in the reconstruction, but they 
are significantly reduced in magnitude. 
All but one of the images shown in fig. 6,20(a)-(g) have been 
reconstructed by the modified back projection method, using the Shepp-
Logan filter. Fig. 6.20(e) was reconstructed by the Fourier method. For 
fig. 6.20(a)-(e) M = 90, and for figs 6,20(f) and (g) M = 32. Although 
the image quality in fig. 6.20(b) is better than in fig. 6.19(a), it is 
still not as good as that which would be obtained by X-ray computer 
assisted tomography. The lack of definition at the sharp corners of the 
phantom seems to be caused by the refraction (small as it is) of the 
rays. 
6.5.3 Biological Specimens 
Fig. 6.21 shows an image of a bovine kidney held in a plastic bag 
filled with tap water. The image has been reconstructed from 40. 
projections by the Fourier transform method. The central dark portion of 
the image corresponds to the fatty parts of the kidney, and the 
surrounding white portions correspond to the kidney tissue. 
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Another biological specimen examined was the head of a shark. 
Photographs of this are shown in fig. 6.22. The specimen had been soaked 
in a formalin solution for several months and was well preserved. Three 
acoustia velocity tomographs were taken through the shark's head at the 
levels shown in fig. 6.22(b). For each tomograph, 90 projections were 
each sampled at 63 points and the image was reconstructed by modified 
back projection, utilizing the Shepp-Logan spatial filter. 
The tomograph nearest the nose is shown in fig. 6.23(a). The 
others are in order from the nose back. The scale of the image shown in 
fig, 6,23(a) is approximately 8% larger than that of the images shown in 
figs 6.23(b) and (c). This is because the distance between the sample 
points is slightly smaller for fig. 6.23(a). The head was sectioned to 
produce the photographs in fig. 6,24. The computed images can thus be 
compared directly with the actual cross sections .. The outline of the 
head is visible as are the solid cartilage areas on each side of the head. 
The internal detail is not clear enough for analysis. Figs 6.23(a) and 
(c) show evidence of artefacts which extend beyond the limits of the head. 
However, fig. 6.23(b) appears relatively free from noise and the outline 
of the head is quite clear. 
6.6 DISCUSSION OF RESULTS 
The simulations and measurements reported in previous sections of 
this chapter have shown that, provided the acoustic velocity throughout a 
phantom varies by only a few percent from the surrounding fluid, useful 
images can be obtained by ultrasonic transmission tomography. The results 
also show that the most direct propagation paths (similar to X-ray 
propagation) produce the best results. The path travelled by the largest 
acoustic pulse received seems in most situations to be the straightest 
path. The hyperbolic phase modulation system is a convenient method for 
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measuring the acoustic propagation time for this path. The result is that 
the distortions due to strong acoustic refractions are confined to the 
areas in which the acoustic velocities are markedly different from the 
velocities of the surroundings. The simulations have also shown that 
minimum time measurements give approximately the same results when the 
acoustic velocity does not depart more than a few percent from that of 
water. 
Reconstructions based on the modified back projection method produce 
results which are superior to those obtained by the Fourier transform 
method. The Shepp-Logan spatial deconvolution filter produces images which 
are less noisy than the other simple types of filter. Thus the Shepp-
Logan filter is extensively used with the modified back projection 
technique. 
The results obtained are affected by refraction because of two 
effects. The first effect is due to the use of a "straight ray" algorithm 
when the rays are actually curved. The second effect is caused by the 
finite beamwidth of the transducers. When a ray is refracted, the 
receiving transducer may be in a null of the transmitted beam for some, if 
not all, of the transmission period. This produces a low S/N and possibly 
a detection error which may show as a band across the image. 
For situations where the acoustic velocity variations are less than 
5%, smaller transducers operating at a higher frequency and with a wider 
beamwidth might well produce better quality images, The wider beamwidth 
would help to eliminate beam nulls in the transmission path, and the 
higher frequency would permit a wider bandwidth and hence increase the 
resolution of the time delay measurement, 
In vivo measurements have not been attempted because of the time 
taken to obtain a time delay measurement. Each time delay is inferred 
from a power spectrum which requires approximately 6 s to compute on the 
E.A.I. 640 (the FFT subroutines supplied by E.A.I. required 15 s). An 
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image of a biological specimen typically requires about 90 projectiqns. 
Thus the time taken to sample each projection at 63 points is about 9.5 
hours. Immobility for such a period is best obtained with dead specimens. 
Fig. 6.1 
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Images of a circularly symmetric phantom computed from simulated 
straight ray propagation delay times. 
as follows: 
(a) FFT method from two projections. 
The images were con~uted 
(b) As for (a) but the spatial frequencies are windowed. 
(c) Modified back projection method for two p~ojections. 
(d) As for (c) but using 30 projections. 
Fig. 6.2 
(a) 
( c) (d) 
t . view Perspec ive of the velocity in the images distributions 





Persp ecti. ve view of fig. 6.l(a) 
tive view of fig. 
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Fig, 6.3 Velocity distribution through the centre of the images shown in 
figs. 6. 2. 
(a) Velocity distribution through image shown in 6. 2 (a) 
(b) Velocity distribution through image shown in 6.2(b) 
(c) Velocity distr±bution through image shown in 6.2(c) 




Images computed from 30 projections of simulated straight ray path 
time delay measurements for a diamond shaped phantom. 
Computed by the FF~"method: (a) not windowed, (b) windowed. 
Computed by the modified back projection method using the Shepp-





Fig, 6.5 (a)-(d) Perspective views of the images shown in fig. 6.4(a)-(d), 
(e) and (f) correspond to (c) and (d) except the Ramachandran spatial 
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(b) As for (a) but a spatial frequency 
window is used. 
(c) Computed by the modified back 
projection method using the Shepp-
Logan spatial filter. 
Images computed from 90 projections of simulated straight ray 
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Fig. 6.7 Images computed from simulated measurements based on the shortest 
time for acoustic propagation through the circular shape. The 
acoustic refractive index used inside the original shape is noted 
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Fig. 6.8 Images computed from simulated measurements based on the shortest 
~ime for acoustic propagation through the diamond shape. The 
acoustic refractive index used inside the original shape is noted 
for each image. 
(c) 
.70 
Fig. 6.9 Perspective views of images computed by the FFT method 
using Tukey's interim data window to limit the spatial 
frequencies. The simulated minimum time delay measure-
ments are for the diamond shape using the acoustic 
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Fig. 6.10 Images computed from simulated measurements for a model of the 
torso (shown in a). Straight ray paths are employed for the 
simulated measurements used to compute (b). Simulated acoustic 
ray paths are used for (c). A limited range of the image in (c) 





(a) The computed image of the 
aluminium cylinder is almost 
30 cm in diameter. 
(b) Perspective view of (a) showing 
that the velocity distribution 
is not constant throughout the 
computed image. 
(c) Perspective grid presentation 
of (b) . 
Fig. 6,11 Images computed from the measured shortest time delay for 
acoustic propagation through an aluminium cylinder (20.4 cm 





(a) The computed image of the 
aluminium cylinder is approxim-
ately 20 cm in diameter. 
(b) A perspective view of (a). The 
velocity values are too high at 
the edges of the cylindrical 
image. Image range 0-1 is dis-
played. 
(c) As for (b) with the image display 
window set o-.65. 
Fig. 6.12 Images computed from the measured time delay of the largest 
amplitude acoustic pulse to propagate through an aluminium 
cylinder(20.4 cm diameter). The time delay projection is shown 
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Fig. 6.13 Results of the automated minimum time measurements on a roughly 
circular mylar walled phantom filled with methylated spirit. 
Images computed by-the modified back projection method using the 
Shepp-Logan filter. 
(a) Outline of the phantom. 
(b) Computed image, displayed range is .3-1. 
(c) Perspective view of velocity distribution. Displayed range 
0-1. 




Fig. 6.14 Images computed from automated minimum time measurements on an 
oblong mylar walled phantom filled with methylated spirit. 
Images computed by the modified back projection method using the 
Shepp-Logan filter. 






Results of automated minimum time measurements on a composite 
object consisting of the two phantoms shown in figs.6.13 and 
6.14. The phantoms are filled with methylated spirit and the 
images are computed by the FFT method. The image range displayed 








(a) Geometry of the composite 
phantom. 
Image computed by the modified 
back projection method. 
Perspective view of the image. 
Displayed range 0-1. 
Fig. 6.16 Images computed from projections of simulated straight ray path 
acoustic time delay measurements for a circularly symmetric 











(a) Image computed by the 
modified back projection 
method, D:~splay8d ran9e 
0-1. 
(b) Displayed range is .24-1. 
(c) Perspective view of (b) . 
Images computed from measurements on the castor oil (n = ,986) 
and water filled phantom shown in fig. 6.16(a). The largest 
amplitude acoustic pulse propagation path time delay is measured 
automatically by the computer controlled hyperbolic phase 
modulation system. 








Fig. 6.18 The upper case F phantom: 
(a) Outline of the my.lar 
walled cylinder. 
(b) Measured time delay 
projections at O and 
7T/2 when F filled 
with methylated 
spirit. Note the 
strong quantization 
effects. 
(c) As for (b) but the 
signal is strongly 
aliased and the spatial 
sampling is finer. 
7T/2 






.• ' -:,-;., 1 · ' ..... · •.• 
:/· :_,,·. ' ,·:,":-
1:-:• 




The range of the image displayed 
(,\ (a) .27-1.0 
(b) .27-.30 
(c) .40-.50 
Fig. 6.19 Images computed from measured largest amplitude acoustic 
propagation path time delays through the upper case F phantom 
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The displayed image range is: 
(a) 0-1 (b) .27-1.0 
(c) .2-.7 (d) .0-.34 
(e) .4-.6 (f) .25-.50 
(g) .7-.85 
Fig, 6.20 Images computed from 90 projections of the upper case F phantom 
when it is filled with castor oil (n = 0,985). The time delay 
of the transmission propagating by the maximum energy path is 
measured at 63 points on each projection. A negative image 
computed from 32 projections is shown in (f). Note the bars 
across the image due to measurement errors. The erroneous 
measurements are equated with the adjacent measured values to 
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Fig. 6.21 Computed image of a bovine kidney. Each time delay projection 
is sampled at 45 points spaced 4.5 mm apart, and 40 projections 
are measured. The modified back projection method together 
with the Shepp-Logan spatial filter is used to compute the 





Fig. 6.22 Photographs of the shark's head showing: 
(a) The transmitting and receiving transducers 
(b) and (c) The axial tomograph planes, 
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Fig. 6,23 Images computed from measured projections of the shark head 





Fig. 6.24 Photographs of the actual cross sections through the shark's 
head at the positions shown in figs 6,22(b) and (c). Compare 
(a)-(c) above with figs 6.23(a)-(c). 
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CHAPTER SEVEN 
CONCLUSIONS AND SUGGESTIONS 
FOR FURTHER RESEARCH 
262 
263 
7.1 SUMMARY OF TECHNIQUES AND RESULTS 
An ultrasonic transmission tomographic system has been constructed 
and images have been obtained with it. The actual quantity which is 
imaged is the acoustic velocity distribution throughout a cross-section of 
the body, 
The image reconstruction procedure involves two main steps. First, 
it is necessary to measure a set of time delay projections corresponding 
to the most direct propagation paths between the transmitting and receiving 
transducers. Second, the image must be reconstructed without introducing 
computational artefacts. Because the funding for the work described in 
this thesis was very limited, it was only possible to build systems that 
make measurements tediously and reconstruct images slowly (by comparison 
with the state of the art). However, a design for a practicable, efficient 
measurement and image reconstruction system is described (see section 7.4). 
Images can be rapidly reconstructed from measurements when the 
Fourier reconstruction method and the fast Fourier transform are utilized. 
Unfortunately, an accurate reconstruction requires the use of a transform 
with effectively infinite limits rather than the finite sized transform 
(i.e. a Fourier series) which is implemented on a computer. The finite 
sized transforms introduce additional artefacts, caused by the sampling 
process (c.f. Bergland, 1969). The modified back projection method, while 
being appreciably slower than the Fourier method, introduces negligible 
extra artefacts other than those due to the unavoidable incompleteness of 
any practical set of measured projections (c.f. Lewitt and Bates, 1978a,b,c, 
Lewitt, Bates and Peters 1978). Measurement noise is found to be a major 
contributor to those artefacts (in the computed image) which possess a 
high spatial frequency content. The effect of the measurement noise is 
reduced when the Shepp-Logan spatial filter is used to modify the 
projections. In addition, this filter produces only a small amount of 
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ripple or overshoot at sharp discontinuities in the modified projections. 
Measurement of the time delays for the most direct propagation 
path (the path closest to a straight line) between the transmitting and 
receiving transducers is not straightforward. The results obtained from 
simulations and measurements based on the shortest acoustic propagation 
time show that acoustic refraction tends to reduce the high spatial 
frequency variations in the projections and, hence, in the computed 
images. In particular, high velocity regions are imaged as occupying an 
increased area, Thus details of regions adjacent to a high velocity 
region are obscured, to some extent, in the computed image. 
The results of simulations and measurements based on the propagation 
time of the maximum energy acoustic pulse suggest that the edges of 
strongly refracting regions can be accurately defined in the computed 
image. These results also show that the computed acoustic.velocities tend 
to be incorrect near the edges of a strongly refracting region. 
The theoretical basis of acoustic propagation has been examined 
(see chapter 3). Equations are developed to describe acoustic wave 
propagation in an inhomogeneous medium. Only linear signal interactions 
with the medium are considered, So, the equations are valid only for 
signals of "small" amplitude. An improvement to the Rytov approximation 
is evaluated for scattering from a penetrable cylinder. The computations 
are restricted to a single cylinder in which the velocity does not vary. 
Analytical solutions for the scattered field are compared with the results 
obtained using the various approximations. The additional accuracy 
obtained with the improved Rytov approximation is greatest in the far 
field of the scatterer. 
The computed images presented in chapter 6 are not only of phantoms 
but also of biological specimens. The physiology of biological specimens 
is quite variable and measurements are not easily duplicated, Thus, 
.phantoms were extensively used to evaluate the performance of the acoustic 
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transmission imaging system. The phantoms examined are tabulated in table 
7.1 together with the measurement parameters and reconstruction details. 
The conclusion drawn from these phantom studies is that the potential of 
ultrasonic transmission tomography is greatest for bodies throughout which 
the acoustic velocity shows little variation (less than 5%, say). 
7.2 POSSIBLE APPLICATIONS 
One possible application of ultrasonic transmission tomography is 
the measurement of fluid flow distributions (e.g. blood circulation, 
exhaust systems, pipe and channel flows). 
Another application is to image timber defects before milling. 
MacDonald (1976) has used mechanically scanned ultrasonic transducers to 
measure the time delay through a plank immersed in water. A time delay 
shadowgraph (c.f. section 1.6) of a plank is formed. Wood is anisotropic 
with respect to the sound velocity(up to three times greater along the 
grain than across it), so knots, rot and splits can be readily detected by 
ultrasonic through transmission. Timber savings of 15-35% are claimed for 
the simple two-dimensional plank measurement system. Cross sections of 
whole trees could be computed by the methods and techniques used to obtain 
the results presented in chapter 6. Another promising area of application 
is the medical diagnosis of growths and cancers in the breasts or 
testicles. These soft tissue areas contain materials which have a small 
range of acoustic velocities. 
The work reported in this thesis has only been concerned with 
imaging stationary bodies. Johnson et al. (1975) suggest that useful 
images can be obtained from measurements of fluids in motion. However, 
useful results have yet to be reported. The author attempted to image 
flow patterns in moving fluids, but the experimental difficulties prevented 
useful results being obtained. A circular cylinder full of water was 
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stirred at rotational speeds of up to 2600 r.p.m. The transmitting and 
receiving transducers were scanned across opposite sides of the rotated 
volume. To obtain a measure of the fluid velocity, two sets of ultrasonic 
delay projections were measured with the transmitting and receiving trans-
ducers being exchanged for the second set. At slow stirring speeds, the 
differences between the two sets of projections were less than the 
measurement noise. At speeds high enough to permit useful data to be 
sensed, it was impossible to prevent air bubbles being stirred into the 
fluid. These bubbles scattered so much of the ultrasound that the 
projections again become effectively uninterpretable. 
The area of perhaps the greatest potential for ultrasonic trans-
mission tomography is as a clinical aid in the examination of the female 
breast. The breast exhibits fairly small velocity (less than 5% relative 
to water) and density variations. Thus conventional pulse-echo imaging 
systems must make use of very low intensity echoes, whereas transmission 
systems can operate with whatever ultrasonic signal levels are convenient 
and safe. In addition, the ultrasonic ray paths are nearly straight (c.f. 
fig. 12, Glover and Sharp, 1977) and image distortion due to refraction is 
minimal. 
With conventional breast X-ray examinations, the presence of 
growths (or lumps) is inferred from evidence of calcification in the milk 
ducts. The linear dimensions of the calcifications are often less than 
1 mm, whereas the growths may be several centimetres across. Also, the 
examination exposes the breast to quite a high X-ray dose (typically 1 
rad.). The problem of risk versus benefit in breast X-ray examinations 
has been reduced to simplistic terms for public comprehension and has 
caused widespread concern. Lester (1977) discusses the clinical and 
radiological aspects of mamography and concludes that the benefits to 
the patient outweigh the risks. In a statistical study of breast X-ray 
examinations, Gregg (1977) concludes that women between the ages of 34 and 
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50 benefit greatly from mamography. However, for women between the ages 
of 20 and 34, randomly subjected to breast X-ray examinations, the benefits 
are marginal. One will die (within five years) as a result of the 
examination because of a radiation induced cancer for every two that 
survive five years because an existing cancer is detected and removed 
(i.e. the odds are not as good as for Russian roulette). 
Ultrasonic irradiation at the levels used for clinical diagnosis 
appears quite safe. However, if a resolution of the order of 1 mm is to 
be achieved then quite small transducers, operating at high frequencies 
(say 20 MHz), are probably necessary. It is possible that the higher 
intensities, which would consequently have to be used, might be dangerous. 
However, the ultrasonic intensities required for transmission imaging are 
much less than those required for pulse-echo imaging (c.f. fig. 1.1). 
A patient with a palpable lump in a breast will request a breast 
examination because it is obviously needed. However, other patients will 
request a breast examination because a breast does not "feel right". 
Even though breast cancer is often not found in such patients, it some-
times develops some years after an X-ray examination. The high X-ray 
dose absorbed during the examination may actually stimulate the growth, 
but it should be remembered that another possibility is that changes in 
the mechanical properties of the breast are a precursor to cancer. 
Routine screening of many patients by means of ultrasonic trans-
mission tomography would permit changes in the acoustic propagation 
characteristics of female breasts to be correlated with age, child bearing, 
lactation and cancer. Glover and Sharp (1977) have already produced ultra-
sonic transmission tomographs of large breast cancers. It is preferrable 
to monitor, detect and remove cancer growths before breast removal is 
required. Breast tissue is quite variable and may be fibrous or fatty. 
268 
Thus images of both of a patient's breasts are needed so that significant, 
rather than apparent, discrepancies can be detected and closely examined. 
The routine use of ultrasound for female breast examinations could well 
permit many breast cancers to be detected without the risk of an X-ray 
examination stimulating a cancer growth, especially for women in the 20-34 
year age group. 
7.3 SIGNAL DISPERSION AND DETECTION 
Each ultrasonic transmission measurement is used to estimate the 
propagation time between the two transducers. The transmission must have 
a wide bandwidth if the estimate is to be made to a useful accuracy. 
Attenuation of an acoustic transmission is usually frequency dependent 
and the higher frequency components of an acoustic signal are attenuated 
most. Dispersive absorption (i.e. different attenuation for various 
frequency components) is similar to X-ray beam hardening (c.f. section 
2.4). This by itself is not serious provided the attenuation effects can 
be eliminated a posteriori. In general, this is not possible. However, 
with the hyperbolic phase encoding system (described in sections 4.4 and 
4.5), the frequency of the transmission is proportional to time. Hence 
time dependent signal gain can be introduced electronically to counteract 
the frequency dependence of the acoustic portion of the signal path. An 
estimate of the required gain-time profile is obtained from a preliminary 
transmission, and then the gain is varied during a second transmission over 
the same path. 
Velocity dispersion (the frequency dependence of the propagation velocity) 
affects the relative phase of spectral components of a received pulse. 
If the velocity dispersion is large enough, the pulse is not recognizable 
and the matched filter cannot give optimal detection. Fortunately, 
velocity dispersion in biological materials is virtually negligible in the 
frequency range [1 MHz, 10 MHz] used for diagnostic ultrasonics (c,f. 
Erickson 1974, and Wells 1969, p5). 
For ultrasonic transmission tomography, improved resolution can 
only be obtained by using larger bandwidths and higher ultrasonic frequen-
cies. Such frequencies would have to be higher than 10 MHz and velocity 
dispersion could well become a problem. However, the relative attenuation 
of the spectral components is less for a given bandwidth at higher 
frequencies. 
The amount of velocity dispersion present for a selected propagat-
ion path can be estimated from hyperbolic phase modulation time delay 
measurements, The power spectrum of the base band signal measured by the 
detection system contains a series of peaks. Each peak corresponds to a 
particular ultrasonic propagation path and it would approximate a delta 
function for an ideal system of infinite bandwidth, provided the signals 
propagate in a dispersionless medium. If the propagation paths were 
dispersive, the response of the receiver to a signal propagatingalong a 
single path would be spread over many adjacent spectral components. In 
practice, the spectral components belonging to different propagation 
paths can usually be separated by standard windowing techniques (c.f. 
Bergland 1969). The base band signal can then be computed, using the FFT, 
for a single path. The power spectrum can also be supplemented with 
zeroes so as to interpolate between the time domain samples of the base 
band signal (refer to the discussion in section 4.5). Analysis of the 
times between the zero crossings of the base band signal gives a measure 
of the ultrasonic velocity dispersion, because each portion of the base 
band signal corresponds to a particular narrow band of frequencies in the 
transmitted signal. 
The frequency dependence of the ultrasonic attenuation can be 
measured in the same manner, but allowance must be made for the transducers. 
Transducer bandwidth effects can be allowed for in the computations, but.~ 
the beamwidth also changes as the frequency is swept. The signal 
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amplitude variations due to beamwidth changes can only be eliminated by 
orienting the transducers so that the propagation path is along the bore 
sight of each transducer. 
7.4 PRACTICAL SYSTEM CONFIGURATIONS 
Movement of the body during the transmission measurements produces 
streaky lines in the reconstructed image. These image artefacts are 
visible in the acoustic velocity tomographs of the breast published by 
Glover and Sharp (1977, examine their figs 8 and 9). Such artefacts can 
be eliminated by completing the measurements in a short enough time (say 
less than 20 seconds, in clinical practice). Images for use in clinical 
examinations should be rapidly reconstructed so that the patient can be 
r~-scanned if movement artefacts are observed. 
The fourth generation of X-ray scanners (c.f. Chapter 2) surround 
the patient with a ring of X-ray detectors and use either multiple X-ray 
sources, or else a source which rotates rapidly around the patient. 
Multiple X-ray sources and detectors have been used by researchers at the 
Mayo Institute to freeze the motion of the beating heart (c.f. Johnson et 
al. 1974, Robb et al, 1974). The mechanical dynamics of the cardiac cycle 
are derived from computed images of 20 adjacent planes which are obtained 
at a rate of 60 sets per second (c.f. Sturm et al. 1975). 
For an ultrasonic system, the transducer can act as a transmitter 
or as a receiver of ultrasound. This feature is utilized in the proposed 
real-time ultrasonic scanner sketched in fig.·7.1. For ease of explanation, 
only eight transducers are shown in the sketch. The number, denoted by NT, 
of transducers needed for a workable system is greater than 100. A 
cylindrical transducer is able to receive ultrasonic radiation from all 
directions in the plane of the tomograph. Alekseev (1976) has developed 
techniques for increasing the bandwidth of such cylindrical transducers. 
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Each transducer is connected to a saturable, fast-recovery pre-
'f' h . 1 f h · th ampl1 1er. Te time T .. for a pu se to propagate rom t e 1 trans-
1J 
mitting transducer to the j th receiving transducer is measured by timing 
hardware attached to the j th preamplifier. The output from each timer is 
accessed by the computer via a multiplexer. The computer also controls 
the multiplexer which connects the transmitter to one of the NT trans-
ducers, i.e. the transmitting transducer. Each transmission is received 
by NT-1 transducers. Thus NT (NT-1) separate measurements are possible 
(56 for NT= 8, c.f. fig. 7.1). Since T .. and T .. are usually the same, 
1J J1 
only NT(NT-1)/2 measurements are required. 
The expense of parallel timing hardware is halved if only half of 
the transducers are used for the time delay measurements, The receiving 
transducers are selected as follows. Two semicircles are defined with 
transducers around the circumference and the transmitting transducer on the 
common diameter. The transducers on one semicircle are connected to the 
preamplifiers and timing hardware. After each transmission, the next 
transmitting transducer is selected along with the next set of receiving 
transducers. When each transducer has been used for transmission, all 
possible time delays have been measured for propagation, in one direction, 
between all of the transducers. 
Possible trade-offsbetween hardware and measurement time are now 
discussed. If 101 transducers are arranged around the perimeter of a 
circle, then 50 preamplifiers and timing units are required. Assuming the 
transmissions pre repeated at 1.01 kHz, the minimum measurement time is 
0.1 sec. If only a single preamplifier and timing unit is available, then 
the transmission is repeated 50 times by each transmitting transducer. 
'I'he preamplifier is connected to each of the 50 receiving transducers for 
the duration of one transmission. The total measurement time is then 
5 secs. The use of say five preamplifiers and timers would make the total 
272 
measurement time 1 sec. 
Dick et al. (1977) point out that an A.G.C. system is required for 
reliable time measurements if a straight forward threshold detection 
timing system is used. The gain is calculated from measurements of the 
peak value of the received signal. The 50 preamplifiers would be followed 
by 50 variable gain amplifiers and 50 peak detectors. Thus rapid time 
del~y measurements with a single large amplitude acoustic pulse requires 
a considerable amount of hardware. 
Signal processing can be employed to reduce the amount of hardware 
without increasing the time required for the measurements. For any trans-
mission, the propagation time delays measured at any two adjacent receiving 
transducers is usually ordered. The propagation time delay to the trans-
ducer farthest from the transmitting transducer is greater than the 
time delay to the nearest transducer because the propagation distance is 
greater. Provided the pulses are received in this order, the signals from 
all of the receiving transducers are added to yield one composite signal. 
The largest amplitude pulse occurring within a specified time interval in 
the composite signal is attributed to the signal from a particular 
receiving transducer. The time at which that pulse occurs is the 
propagation time delay to the particular transducer. Matched filtering, 
as discussed in sections 4,3 and 4.4, is required to minimize the overlap· 
of pulses. If the pulses from adjacent receiving transducers overlap, then 
the signal from every second (or third or fourth) receiving transducers is 
summed to yield two (or three or four) composite signals. A sufficient 
number of composite signals is chosen so as to minimize the ambiguity 
associated with attributing a particular pulse in the composite signal to 
a particular transducer. 
The signal summation method of hardware reduction should be satis-
factory for diaphanous objects but is likely to introduce significant 
ertors if strong acoustic refractions or reflections occur. When the signal 
summation method is not used, hardware reductions are obtained by 
increasing the total measurement time. It is worth noting, that if the 
signal at every transducer is recorded, then both B-scan and velocity 
distribution images can be computed. The two sets of information can be 
combined to compute more accurate images. 
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MEASUREMENT ·NUMBER OF PHANTOM FIGURE 
METHOD PROJECTIONS 
Circular aluminium cylinder 6.11 ST 90 
Circular aluminium cylinder 6.12 ME 90 
Round mylar phantom 6.13 ST 32 
Oblong mylar phantom 6.14 ST 32 
Composite mylar phantom 6.15 ST 30 
Three circularly symmetric 
6.17 ME 90 mylar cylinders 
Mylar F cylinder containing: 
1. methylated spirit 6.19 ME 32 
2. Castor oil 6.20 ME 90 
Table 7.1 Summary of phantom measurement parameters: 
ST Shortest time ME 
MBP Modified back projection FFT 
SL Shepp-Logan p 













Fast Fourier transform 



























Fig. 7.1 Schematic of the real-time ultrasonic transmission imaging 
scanner. Multiplexer positions are for transducer 4 transmitting· 
and 5, 6, 7 and 8 receiving. 
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