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Traditional stimulus-based analysis methods of magnetoencephalography (MEG) data are
often dissatisfactory when applied to naturalistic experiments where two or more subjects
are measured either simultaneously or sequentially. To uncover the commonalities
in the brain activity of the two subjects, we propose a method that searches for
linear transformations that output maximally correlated signals between the two brains.
Our method is based on canonical correlation analysis (CCA), which provides linear
transformations, one for each subject, such that the temporal correlation between the
transformed MEG signals is maximized. Here, we present a non-linear version of CCA
which measures the correlation of energies and allows for a variable delay between the
time series to accommodate, e.g., leader–follower changes. We test the method with
simulations and with MEG data from subjects who received the same naturalistic stimulus
sequence. The method may help analyse future experiments where the two subjects are
measured simultaneously while engaged in social interaction.
Keywords: canonical correlation anaysis (CCA), non-linear CCA, magnetoencephalography (MEG), social
interaction, brain signal processing
1. INTRODUCTION
Magnetoencephalography (MEG) is a powerful functional neu-
roimaging method with a millisecond-scale temporal resolution
(Hämäläinen et al., 1993). MEG is based on a non-invasive mea-
surement of the extracranial magnetic field associated with neural
currents in the brain. The aim of MEG experiments is to uncover
the dynamical behavior of neuronal populations activated by a
stimulus or a task.
This paper introduces a novel method for the analysis of
MEG signals measured from two brains. The data can come
from two different scenarios. In the simpler case, we have
measurements of brain activity elicited by the same naturalis-
tic stimulation. In the second case, which requires unconven-
tional instrumentation, we consider data simultaneously mea-
sured from two subjects during social interaction, here referred
to as two-person data (Baess et al., 2012). In general, such anal-
ysis would enable addressing neuroscientific questions on how
we infer other person’s intentions and how we develop mutual
understanding by interaction with other people (Hari and Kujala,
2009; Hasson et al., 2012). In both cases, the goal is to identify
near-simultaneous activations in the two brains (Hasson et al.,
2004). The study of concurrent electrophysiological activity in
interacting subjects has been investigated previously by electroen-
cephalography (EEG), by recording from two persons simultane-
ously (“EEG hyperscanning”) (Babiloni et al., 2007; Dumas et al.,
2010).
In the case of two-person data, we anticipate a small, fluctuat-
ing time delay between the activations in the two brains. Such lags
are neurophysiologically interesting; they may signify successful
predictions on other person’s actions as well as leadership in the
dyadic interaction. Obviously, during interaction the leader and
follower can switch their roles, and the analysis method should be
able to take this into account by allowing the delay to vary.
In general, searching for neural sources of unaveraged MEG
data is very difficult because of the low signal-to-noise ratio
(SNR). Moreover, common activations are unlikely tightly phase
locked. Therefore, it is more reasonable to look for correlations of
energies (powers) of the activations, rather than the source time
series themselves, for identifying common sources.
2. METHODS
2.1. FINDING MAXIMAL LAGGED ENERGY CORRELATIONS
Let us denote the data measured from i-th subject, i = 1, 2, of
the dyad, at the time point t as bi(t) = (b1i (t), . . . , bCi (t)) where
C is the number of channels of the MEG sensor array. We esti-
mate a source producing the magnetic field b(t) as the product
wTb(t) where w is a spatial filter in the sensor space, i.e., w =
(w1, . . .wC). We can straightforwardly write the energies of the
sources producing the signals bi(t) in the following way:
ei(t) = (wTi bi(t))2 =
⎛
⎝ C∑
j= 1
w
j
ib
j
i(t)
⎞
⎠
2
. (1)
A smoothed version of the energies can be obtained as a con-
volution with a temporal filter h. We chose h to be a Gaussian
www.frontiersin.org June 2013 | Volume 7 | Article 107 | 1
Campi et al. NLCCA for two-subjects MEG signals
with a small standard deviation, based on the Fourier spectrum
of the data, such that in the frequency domain it was large enough
to cover the bulk of the spectral content of the data. In our
framework, energy smoothing is enabled by a special signal rep-
resentation which we introduce below. Thus, we first describe our
method without smoothing and introduce it later.
The aim of this analysis is to find the spatial filters that
maximize the correlation of the energies of the measurements
from two subjects. We have to take into account that the best
correlation can occur with some lag τ, which further depends
on t. This parameter has to be estimated from the data, and
the τ time-dependence introduces further complications into the
analysis.
Thus, for estimating the spatial filters w1 and w2 and the lags
τ(k), k = 1, . . .K, giving maximally correlated sources, we have
to solve:
max
w1,w2,τ
[corr(e1(t), e2(t − τ(t)))]
= max
w1,w2,τ
[
cov[(wT1 b1(t))2, (wT2 b2(t − τ(t)))2]
σ((wT1 b1(t))
2)σ((wT2 b2(t))
2)
]
(2)
where cov(x, y) = E[(x − (x))(y − (y))] is the covariance,
σ(x) = √E[x − E(x)] is the standard deviation and E(x) is the
expected value of x.
A general method for finding maximally-correlated features in
datasets is the Canonical Correlation Analysis (CCA) (Hotelling,
1936), which has recently been applied also to MEG measure-
ments (Soto et al., 2010). Given two data sets, CCA computes
two linear transformations such that once they are applied to
the original data, the correlation between the transformed data
sets is maximized. This method cannot be applied straight-
forwardly on Equation (2) for finding sources with maximally
correlated energies since in this case the relationship between
the energies and the spatial filters is quadratic and thus non-
linear.
We implemented a Non-Linear CCA (NLCCA) in the fol-
lowing way: we expanded the energies ei by considering at each
time point t the space of all the binomials B
jk
i (t) = bji(t)bki (t),
where both j and k go from 1 to P, obtained by multiplying
all possible pairs of the P components of the data bi after the
Principal Component Analysis (PCA) pre-processing prior to
CCA. PCA selects a fixed number of components explaning a
certain amount of the variance in the data. The dimension of
the data is hence reduced from C, the number of channels, to
P, the number of components explaining more than 90% of the
variance (P << C). For a fixed t, Bi is a vector with dimension
P2 and we can associate it to a spatial filter with same length
Wi = (W1i , . . . ,WP
2
), obtained by expanding the vector wi as
W
jk
i (t) = wji(t)wki (t).
In the space of binomials, the problem of finding W1,W2
which solve the problem in Equation (2) is equivalent to
max
W1,W2
[
cov[WT1 B1(t),WT2 B2(t)]
σ((WT1 B1(t))σ(W
T
2 B2(t))
]
(3)
which is a linear problem. In this and the following equations the
dependency of the maximization on the parameter τ was omitted
for the sake of simplicity.
Here, we also see how smoothing of the energies is possible by
a direct application of a temporal filter to the expanded data Bi. In
fact, we can simply smooth Bi by a linear filter because in a linear
problem, the order of spatial and temporal filtering is irrelevant.
In the following, we thus consider the smoothed version of the
energies by simply assuming that Bi have been smoothened by
the filter h described above.
For computational efficiency, we center and whiten Bi. The
covariance matrices Ci of the Bi are identity matrices, and the
constraint on the norm of WTi CiWi is reduced to a constraint on
the norm of Wi. We also constrain Wi to unit Frobenius norm,
which does not reduce generality since scaling does not affect the
correlation coefficient. Then, Equation (3) can be written as:
max‖W1‖=‖W2‖=1
P2∑
p, q= 1
W
p
1E[Bp1(t),Bq2(t)]Wq2 (4)
where p, q are multi-indices such that p, q = (P − 1) ∗ j + k, and
j, k = 1, . . . , P. This equation can be written for the original
filters w1 and w2 as
max
‖w1‖=‖w2‖=1
F(w1,w2) (5)
where
F(w1,w2) =
P∑
j,k,m,n= 1
w
j
1w
k
1E[Bjk1 (t)Bmn2 (t)]wm2 wn2 . (6)
To perform the actual maximization, we first compute the deriva-
tive of this objective function with respect to the index j:
∂F
∂w
j
1
=
∑
k,m,n
wk1E[Bjk1 (t)Bmn2 ]wm2 wn2 (7)
and use it for iteratively updating the components as follows:
w
j
1 ←
∂F
∂w
j
1
(8)
and similarly for the filter w2. This approach can be considered a
variant of the power method for computing the dominant eigen-
vectors of a matrix, and it is essentially the same as a gradient
method with an infinite step size. The infinite step size is not
a problem due to the unit-norm constraint on the wi; this con-
straint is implemented by normalizing wi after every iteration of
Equation (9):
wi ← wi‖wi‖ . (9)
For estimating τ, we maximize the objective function with respect
to τ, in alternation with the maximization with respect to the
spatial filters. We start by splitting the datasets in to a sequence
of K windows and estimate, for each window, the τ giving the
best correlation. The lags τ are restricted to a set of discrete values
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given a priori and in our case covering the interval of possible lags
between the responses in the two brains. We also assume some
continuity over adjacent windows: once τ(k) is found, the values
tested for τ(k + 1) have to be close to τ(k) where k is the index
over the windows, i.e., they can still be τ(k) or assume one of the
four values of the discrete τ that are closer to τ(k). If τ(k) is one of
the extrema of the interval of possible lags, the values τ(k + 1) can
assume are restricted to τ(k) and its two nearest values falling in
the interval. In two-person data, the sign of τ gives the “direction”
of the interaction, i.e., the lag estimate in every window indicates
which subject is the “leader” of the interaction.
Once the pair of filters (w1,w2) and the associated lag have
been estimated, the data are projected on the space orthogonal to
those filters to eliminate the part of the data represented by the
estimated components. The method is then recursively applied
to the projected data for estimating another pair of filters until all
the P components are exhausted. This recursive application of the
method is required to explore the whole space where sources are
placed. No assumption on the orthogonality of the sources them-
selves is made but rather the orthogonality of the spatial filter is
introduced by our algorithm, as a tool for investigating the data.
Component pairs with high correlations will presumably repre-
sent the interesting content of the data, in this case the common
activations, while the pairs with low correlations are likely to be
associated with noise.
2.2. SYNTHETIC DATA
The method described in the previous section was applied both to
synthetic and real MEG measurements. The synthetic data were
designed to test in which conditions our algorithm can discrimi-
nate correlated and anti-correlated sources in two datasets from a
two-person MEG experiment.
We simulated two sources in both of the two brains, one in
the occipital lobe and the other in the left parietal lobe close to
the midline. No delays were introduced in this simulation. For
Subject 1, we simulated strong rhythmic activity in the occipital
lobe, occuring at the same time as a weaker activity in the parietal
lobe. After a period of no activity, the activations were “flipped”;
strong rhythmic activity appeared in the parietal source and a
weak one in the occipital source and so on. For Subject 2, tim-
ing of the envelopes of the oscillations was the same as for Subject
1, but the strengths in occipital vs. parietal lobe were reversed.
These sources produced the strongest signals in occipital and
parietal areas slightly leftwards from the midline; see Figure 1.
The total number of data points was 36,000, and the peaks of the
rhythmic signals were separated by 300 data points.
Once the source locations and envelopes were chosen, the two
resulting magnetic field time courses were simulated using lead
field matrices. These matrices were computed using a boundary-
element method (BEM) with a single compartment (Hämäläinen
and Sarvas, 1989) and a sensor array formed by 204 planar
gradiometers and 102 magnetometers. The inner skull surface
needed in this approach was created by the FreeSurfer soft-
ware (Dale et al., 1999) the sentence from a structural MRI of
a healthy adult. In the following, only the data coming from
the gradiometers were taken into account. Brain noise from a
real MEG experiment, where the subject was silently resting, was
added to the data so that at the peak of the activation the SNR was
2.4 dB. A PCA was applied to both data sets and 10 components
explaining more than 90% of the variance were selected. These 10
components for the two subjects were used as the input for our
algorithm.
We set the weak source to be either 50 or 30% of the strength
of the strong source.
2.3. NATURALISTIC STIMULATION DATA
Next, we used previously recorded real MEG data (Ramkumar
et al., 2012) obtained from 11 subjects (after written informed
consent) who had received the same sequence of randomly-
alternating blocks of visual, auditory, and tactile stimulation
interspered with rest periods for a total duration of about 8
min. The recordings had prior approval by the Ethics Committee
of the Helsinki and Uusimaa Hospital District. MEG signals
were acquired with a 306-channel (204 planar gradiometers and
102 magnetometers) Elekta Neuromag MEG system (Elekta Oy,
Helsinki, Finland), filtered to 0–200Hz and digitized at 600Hz.
Only the data measured by the 204 planar gradiometers were
used in the analysis. To investigate the capability of our method
to estimate lags τ, artificial lags were introduced.
The data were used in two different experiments:
1. First, all the possible couplings of the 11 subjects were con-
sidered for creating 55 pairs. In all these pairs, the data of
one subject were artificially delayed with respect to the other
subject by 0, 100, 250, 500, or 1000ms.
2. Second, the subjects were divided into two groups of five sub-
jects and the data were concatenated in time to build two long
datasets.
The rationale of the first setting was to test the ability of our
method to detect lags between expected correlated activations in
the pairs of measurements. The delay in the data was constant for
the whole recording, but this does not reduce the generality of the
experiment too much since the estimated lag was not constrained
to be constant.
FIGURE 1 | Experimental setting with synthetic data. Panel (A):
envelopes and source locations of the simulated activations for Subjects 1
and 2. Panel (B): distribution of the resulting planar gradients over the
sensor helmet of one subject; the helmet is viewed from left, back, and
right.
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The second setting was used to test whether increasing the
amount of data would improve the accuracy of estimating the
spatial filters.
In both cases, all the data were filtered to the frequency band of
8–30Hz and dowsampled to 150Hz. Altogether 30 components,
explaining more than 90% of the variance, were extracted by
PCA for all the pairs with the five different artificially-introduced
delays and for the concatenated datasets.
For the first setting, we set the interval of admissible lags to
[−750, 750]ms for the case of 0, 100, 250, and 500ms delays,
while for the 1000-ms delay the interval of admissible lags was
[−1500, 1500], with a step 100ms. The length of the window
used for estimating the spatial filters and the lags was 10 s in
all cases.
3. RESULTS
3.1. SYNTHETIC DATA
In the first case (the weak source 50% of the strong one),
the method estimated just one relevant component, while the
other components represented noise, see Figure 2. Correlation
coefficients permitted to distinguish between the components
representing activations and the components representing noise:
almost 1 for the former, and clearly lower (around 0.15) for
the latter ones. In this case the method cannot separate the two
sources in the brains of the two subjects, presumably because
of the strong correlation of the sources meaning that all the
activations were already included in the first component.
In the second case (the weak source 30% of the strong one),
the method was further able to properly separate the loca-
tions of the coupled sources: the first two estimated components
(Figures 3A,B) represent the correlated activities in the two sub-
jects, while the third component and the following ones (not
shown) represent noise. This distinction between signal and noise
is again possible using the correlation coefficients. The second
row of Figure 3 shows the waveforms associated with the esti-
mated spatial filters: panels (D) and (E) show the representation
of the simulated activities for both subjects, while in panel (F) the
activities are no more coupled.
3.2. REAL MEASURED DATA
Figure 4 shows the averages of the estimated lags as a func-
tion of the artificially inserted delay. These values are aver-
ages over all 55 pairs and all time-windows. The correla-
tion (r = 0.74, p < 0.05) indicates that the algorithm works
well in the estimation of the lags for the artificially delayed
datasets.
However, the results of the estimated spatial filters were less
promising. In Figure 5, one of the 55 pairs was selected and five
of the estimated spatial filters for the 5 artificial delays are shown.
The distributions differ from our expectations of similar spa-
tial patterns in both subjects. It is not easy to see any systematic
connection between the spatial distributions in the two brains.
This negative result provided the motivation for consid-
ering data concatened over subjects. Concatenated datasets
FIGURE 2 | Synthetic data, Case 1: the strength of the weak source is
50% of the strong source. Panels (A–C) represent the first three estimated
spatial filters over the sensors. On the top of each panel the correlation
coefficient is reported. The upper row of helmets is for Subject 1, the lower
row for Subject 2. Panels (D–F) contain waveforms (red line for Subject 1,
blue line for Subject 2) associated to the three estimated spatial filters.
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FIGURE 3 | Synthetic data, Case 2: the strength of the weak source is
30% of the strong source. Panels (A–C) represent the first three estimated
spatial filters over the sensors. On the top of each panel the correlation
coefficient is reported. The upper row of helmets is for Subject 1, the lower
row for Subject 2. Panels (D–F) contain the waveforms (red line for Subject 1,
blue line for Subject 2) associated to the three estimated spatial filters.
FIGURE 4 | The mean ± standard deviation, over all 55 pairs and all the
time points of the estimated lags for the artificially delayed data. The
theoretical x = y line is also shown.
(with data from five subjects each) were thus analyzed to
find out whether a larger amount of data would allow
our algorithm to detect coupled activation between the sub-
jects. In fact, as the first row of Figure 6 shows, our
method now found similar spatial filters in the concatenated
data.
4. DISCUSSION
We proposed a data-driven method based on non-linear canon-
ical correlation analysis for finding, on the basis of MEG
recordings from two subjects, linear transformations of the data
representing cerebral sources with maximally correlated energies,
allowing a delay of 0–1500ms. A simple algorithmic imple-
mentation was proposed by expanding the data to the space of
all possible products of the channels. Application to synthetic
and semi-real two-person data sets indicated that the method is
promising.
The experiments with synthetic data pointed out that the
method can recover the original, independent sources in the data
provided that the relative differences between the amplitudes of
the sources are large enough. Otherwise, this method may include
all the sources in a single component, as a kind of a larger net-
work. An important question is whether and how the separation
capability of the method could be improved. On the other hand,
estimating such coarse large networks may also be useful in some
applications.
In experiments with real, although articifically delayed MEG
recordings, NLCCA estimated correctly the delays even in sin-
gle subjects. In contrast, the estimated spatial filters did not
always represent reliable coupled activations for single subjects.
The method seems to require more data for reliable estimation
of spatial filters as was seen in the long datasets created by con-
catenating measurements from different subjects, for which the
estimated spatial filters were similar enough in the two data sets.
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FIGURE 5 | The magnitudes of the five estimated spatial filters for one
pair of subjects: each column represents a filter, each row represents the
result for one of the five artificially inserted delays. For all the five delays,
the three views (left, back, right) of the helmet in the first row are for the first
subject of the pair, while the three views in the second row are for the
second subject.
FIGURE 6 | Panels (A–C): the distribution over the sensors of three spatial filters estimated by our method for the concatenated datasets. The helmets
in the first row represent concatenated data of Subjects 1, 2, 3, 4, and 5, and the second row concatenated data of Subjects 6, 7, 8, 9, and 10.
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The concatenation, although useful for the estimation of the spa-
tial filter, precludes real-time analysis of the data. A statistical
optimization of our energy correlation measures to enable reli-
able estimation in single subjects is an important topic for future
research. Essentially the same problem of finding maximally cor-
related energies was considered by Gutmann and Hyvärinen
(2011), but by using a rather different method. When applied
on the same naturalistic stimulation data, their method did not
seem to find the correct coupling (results not shown), presum-
ably because the correlation in noisy data was not strengthened
by temporal smoothing. Another difference with respect to the
method of Gutmann and Hyvärinen (2011) is the estimation of
sources with maximally correlated energies for some lag τ.
The search of sources withmaximally correlated energies could
be carried out on the source time series estimated by some
inversion method but in this work we preferred to investigate
the possibility to operate directly on the MEG data, without
introducing the inversion step.
Further methodological developments are required for the
analysis of data measured during real two-person interaction.
The delay parameter τ assumes a crucial role in such anal-
ysis, and its estimation, due to its time dependency, induces
a great computational cost. Moreover, it would be impor-
tant to estimate τ, and consequently the often unpredictable
changes in the leadership of the interaction, with a good tem-
poral accuracy which would require shorter time windows than
what we had in the current work. The consequent problems
in NLCCA estimation form a further motivation for future
research.
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