 Abstract-One of the major issues when transforming a voice using the PSOLA algorithm is to be able to accurately find the values for the signal modification parameters (α, β and γ) that allow us to transform the source signal into the target signal. In this paper, we propose a way to determine these parameters on the basis of a study of their influence on some speech acoustic descriptors. We are then able to deduce the relationship between each transformation parameter and the feature parameters of the voice. The obtained results are acceptable and allowed us to sort the vocal features in ascending order of transformation complexity.
I. INTRODUCTION
Voice transformation or conversion is a method by which we can modify the speech signal of a reference speaker also called source speaker, in such a way that it seems to have been pronounced by the desired speaker, also called target speaker. To achieve this, a learning phase needs to be performed on a restrained set of recordings of both the source and the target speakers in order to determine the transformation function which is then applied to the reference speaker to perform the voice conversion.
The voice conversion technology is used in many fields such as movie dubbing, automatic translation for telephone conversations between speakers who speak different languages (interpreted telephony applications), or in very low rate voice coding. Voice transformation can also be used to evaluate the reliability of speaker recognition systems. The objective of this work is a contribution to the establishment of a voice transformation methodology. The speech analysis and synthesis system is based on the PSOLA algorithm [1] . Voice transformation is an application that becomes possible with the availability of high quality speech synthesis and analysis systems since it involves delicate modifications of the spectral and prosodic characteristics of the speech signal. On the other hand, it is necessary to be able to rebuild a high quality signal from the modified parameters. Three interdependent issues must be dealt with when conceiving a voice conversion system: Firstly, we must determine some acoustic parameters that can characterize the speaker's identity. Secondly, a speech model is necessary to evaluate these parameters and generate a speech signal using the transformed parameters. Thirdly, the conversion function type, the learning algorithm, and the conversion function's application mode must be chosen [1] .
II. VOICE TRANSFORMATION PRINCIPLE

III. SPEAKER IDENTITY CHARACTERIZATION
The speaker's identity is characterized by many different acoustic parameters (also called « features ») including: prosody, tone color, and other spectral parameters such as the LPC and MFCC parameters, that were also used in this study.
The tone of the voice depends on the physical properties of the speaker's voice organ. The tone is represented by the spectral characteristics of the signal (such as the formants).
Prosody corresponds to the expression and style components, i.e. intonation and accent, and depends on the social and psychological conditions of the speaker. When analyzing the signal, prosody corresponds to the signal's pitch, energy and duration [1] .
IV. PSOLA ANALYSIS/SYNTHESIS METHOD (PITCH SYNCHRONOUS OVER LAP-ADDING)
The voice transformation method used in this study is based on the PSOLA algorithm [2] . This algorithm consists of an analysis and a synthesis steps as in Fig. 1 .
A. Analysis
In this step we must decompose the signal into elementary waveforms. The procedure is the following (as in Fig. 1 ): Signal's pitch estimation (here obtained via the autocorrelation method).
Voicing detection (obtained by the zero-crossing rate). The placement of markers in voiced zones is then realized by centering them on the energy maxima to avoid deteriorating the signal after the windowing step, and to keep the distance of T0=1/F0 between two markers. For the unvoiced portions, the markers are equidistant to one another.
Windowing is the last analysis step. It allows the signal to be broken into elementary waveforms (as in Fig. 2 ). This step requires the following conditions to be verified: a 50% overlapping must be kept between adjacent windows, and the window must be centered on the signal's energy maximum. This allows the maximum of the signal's local energy to be preserved. The signal is therefore broken into a series of elementary waveforms. 
B. Synthesis
This step consists of 2 modification steps: one in the time domain (TD-PSOLA) and one in the frequency domain (FD-PSOLA). 
TD-PSOLA Step (Time Domain)
We first modify the signal's pitch and duration as shown in Fig. 3 . To do so, we define a pitch modification parameter named β (compression/dilatation factor) and a length modification parameter named α (temporal stretching factor). Pitch modification is performed by altering the distance between the waveforms (pushing them farther away from each other to lower the pitch, and closer to each other to increase it). Duration modification is performed by suppressing or duplicating the waveforms.
FD-PSOLA Step (Frequency Domain).
In this step we modify the spectral envelope (by compressing or dilating the spectrum (see Fig. 4 ). We can when using the wide-band PSOLA algorithm; each elementary waveform is an approximation of the spectral envelope [5] . So compressing/stretching the waveform is equivalent to compressing/stretching the spectral envelope. The dilatation/compression factor of the spectrum is called gamma (γ). 
OLA Signal Reconstitution (Overlap-Add)
In order to glue back together the previously modified waveforms, the OLA method multiplies the synthesized waveform by a triangular temporal window in order to make the transition between waveforms smooth (Fig. 5) . This allows the amplitude of the synthesized signal to be maintained. The fixed goal is to imitate a precise voice (named target signal: here a female voice as vowel/a/) by transforming the recording of the source voice: male voice. We want to create the perceptive illusion that the target pronounced whatever the source has recorded. It is therefore necessary to determine the acoustic feature parameters for each signal (source and target) and then to find the transformation function, in our case the values of α, β, and γ, required to pass from one to the other. This step can be summarized by a global analysis/synthesis diagram, shown on Fig. 6 :
The transformation first implies determining the feature parameters of both signals (durations, pitchs, first three formants (F1, F2 and F3), and the LPC and MFCC parameters), then making a quantitative comparison of these parameters. However, since the signals do not have the same lengths, it is necessary to align the parameters. The alignment method used is the DTW algorithm.
C. Acoustic Parameters Extraction Methods and
Alignment with DTW The acoustic parameters are first to be extracted from the source and the target signals in order to be used to determine the required transformation parameters of the PSOLA algorithm. The parameters from the source and the target were then aligned using a DTW algorithm [4] in order to be compared and allow us to create the transformation function.
In this study we have focused on three types of vocal parameters: The formants, the fundamental frequency, and the MFCCs [4] .
Formants: The formants were obtained using the Linear Predictions Coefficients source/filter model. The formantic frequencies are spectrum maxima of the speech signal obtained using of the LPC model. They correspond to the voice timbre.
Fondamental frequency (F0) F0 correspond to the components of the expression and style (intonation and stress), which depend on social and psychological conditions of the speaker level signal, prosody is the pitch, energy and duration. The method used is based on the calculation of the autocorrelation function of each frame of the analyzed signal. For a nonstationary speech signal is used the formula (3) to calculate the autocorrelation short-term estimated on slices during which the signal is quasi-stationary [6] :
0≤ m≤ M0 N: sample number where w (n) is an appropriate window for analysis (here Hamming window used), N is the section length being analyzed (corresponding to 20ms time length of signal), N' is the number of signal samples used in the computation of R(m), Mo is the number of autocorrelation points to be computed, and "l" is the index of the starting sample of the frame. For pitch detection applications N' is generally set to the value N ' = N -m The pitch then revealed by a maximum of the autocorrelation for a moment that we identify thereafter (see Fig. 7 ). 
Mel Frequency Cepstral coefficient (MFCC)
The mfcc are speech signal acoustic parameters that consider human perception. The speech spectrum is reduced to a non linear Bark scale (or Mel), given by the following formulas:
Bark (f) = 6* Arcsinh (f / 1000) (
(f: frequency in Hertz).
Mel (f) = 1000 / Log (2) (1 + f / 1000) (
The calculation of MFCC coefficients is performed as follows:
Pre-emphasis signal, it is to highlight the high frequency with a high-pass filter of the form H (z) = 1 -0.9z- Creation of the filter bank. It is more triangular filters that will cover each of frequency. They allow a better simulate the functioning of the human ear.
Conversion in Mel scale, using filters each portion. Applying a DCT (Discrete Cosine Transform) on the portions, we obtain the cepstral coefficients (MFCC)
The different steps of MFCC calculation used are shown in Fig. 8 , Dynamic time warping (DTW) [6] DTW is a time series alignment algorithm developed originally for speech recognition. It is an algorithm based on dynamic programming techniques. It allows for measuring similarity between two time series which may vary in time or speed. DTW algorithm allows also finding the optimal alignment between two times series if one of them may be "warped" non-linearly by stretching or shrinking it along its time axis. This warping between two time series can then be used to find corresponding regions between the two time series or to determine the similarity between the two time series. It aims at aligning two sequences of feature vectors by warping the time axis iteratively until an optimal match (according to a suitable metrics) between the two sequences is found Consider two sequences of feature vectors: A=a 1, a 2 ,………, a j ,….., a n B= b 1, b 2 ,………, b j ,….., b m The two sequences can be arranged on the sides of a grid, with one on the top and the other up the left hand side (Fig. 9) . Both sequences start on the bottom left of the grid. Figure 9 . Two time series A and B arranged on the sides of a grid [6] Inside each cell a distance measure can be placed, comparing the corresponding elements of the two sequences. To find the best match or alignment between these two sequences one need to find a path through the grid which minimizes the total distance between them. The procedure for computing this overall distance involves finding all possible routes through the grid and for each one compute the overall distance. The overall distance is the minimum of the sum of the distances between the individual elements on the path divided by the sum of the weighting function. The weighting function is used to normalize for the path length. It is apparent that for any considerably long sequences the number of possible paths through the grid will be very large. The major optimizations or constraints of the DTW algorithm arise from the observations on the nature of acceptable paths through the grid.
To find the best alignment between A and B one needs to find the path through the grid.
Which minimizes the total distance between them. Best alignment path between A and B is P 0 :
D. Determination of the Values of the Transformation Parameters (α, β and γ)
We have thus calculated the feature parameters of both the source and target signals. The next step is to determine the values of the transformation parameters (α, β and γ) of the PSOLA method that will allow us to transform the source signal into the target signal. The proposed method is to study the influence of α, β and γ on all of the features mentioned here, in order to deduce their variation range and to find a relation between each acoustic feature and the considered PSOLA parameter. This will allow us to accurately determine the necessary values for α, β and γ.
α, β and γ's Influences on the Considered Features:
We started by affecting multiple values for each of the 3 parameters, α, β and γ. We have then studied the effect of the variation of each parameter (while keeping the other two constant), before drawing the variation of the features against these 3 parameters.
The results for the gaits of the duration, the pitch, and the energy are shown in Fig. 10 Fig . 10 shows an influence of "α" on duration, "β" on F 0 , and "γ" has no influence on (duration, F0 and energy).
An example of results obtained for the gaits of the first formant (frequencies, bandwidths, and amplitudes) are shown in Fig. 11 for "α", Fig. 12 ) for "β", and Fig. 13 for "γ". 
Results obtained from these different figures show:
The α parameter influences the duration of the signal and does not affect other features.
The β parameter influences the pitch and alters the frequencies of the formants.
The γ parameter influences the LPC MFCC parameters therefore, the spectral envelope.
This study has allowed us to define the variation ranges of each of the parameters, based on the intelligibility of the synthesized signal. These ranges are: 0.6≤ α ≤ 1.8 0.5≤ β ≤ 1.8 0.5≤ γ ≤ 1.5 (6) E. Relation between the Features and the PSOLA Parameters Our goal here is to find a method that allows us to choose the parameters of PSOLA that match the values of the three main acoustic parameters (duration, pitch and formants) of the source and target (or modified) signal values.
To do this, we have used multiple values for each of the parameters α, β and γ (for the source voice) and have looked for the values of the duration, the pitch, and the 3 first formants. The results we obtained are shown in Fig.  16 and Fig. 17 . The slope is the one on the right side of the obtained graph. From the values of the source and target parameters, and the slope of the corresponding graph, we determine the correct α, β, and γ parameters for the transformation. The values of the parameters obtained in our case, using (7), (8), (9) formula are given in Table I . The Fig. 18 shows that the corresponding acoustic parameters to target and transformed signal are overall close. However, to make a good estimation of the speech transformation, we must make a quantitative comparison of all these acoustics parameters, (because these parameters have not the same measurement units). this amounts to a comparison of the relative durations between the target and transformed parameters That allows us to identify the acoustics parameters which are most difficult to transform with this method and therefore those for which the relative distance between the target and transformed is the highest. Fig. 19 shows that. Fig. 19 shows that the highest relative distances are corresponding to: duration and bandwidths. This means that an exaggerated variation of duration or bandwidth can make very quickly transformed signal unintelligible, like we have seen when we have established the ranges of α, β and γ.
VI. CONCLUSION
In this study, we have developed an approach for voice transformation based on the PSOLA algorithm. This approach required a learning stage in which we have calculated and compared the speech signal's acoustic parameters (after aligning them using the DTW algorithm), namely: duration, energy, pitch, formants (frequencies, bandwidths and amplitudes) and the MFCC and LPC parameters for the source and target signals.
The transformation function was obtained after a study of the influence of the signal transformation parameters α (temporal variation), β (pitch variation factor) and γ (spectral envelope variation factor) using the PSOLA algorithm.
We have then performed a transformation attempt of a masculine vowel /a/ into a feminine vowel /a/. The problem was then to determine the threesome of values α, β and γ that allows us to transform the masculine vowel into the feminine one (regardless of the masculine speaker's language).
In order to do this, we have made a study that allowed us to deduce the variation ranges as well as the laws of variation for these three parameters, so as to easily determine the correct values for the transformation. The obtained results showed a strong similarity between the target and the transformed signals, proving the effectiveness of our methodology. These results are very acceptable as shown by Fig.18 and Fig.19) The study also showed that the most easily transformable parameters using the PSOLA method are the pitch, the formants, and the MFCCs, but that the LPC parameters, the durations and the formants' bandwidths were more subtle.
It would be interesting, as an outlook to this work, to try a voice transformation on a longer signal. This would require a dynamic adjustment of the acoustic parameters.
