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1. Introduction
In the study of ordinary differential equations, integral equations and difference equations, one often dealwith certain
integral inequalities. The Gronwall–Bellman inequality [9,2] and its various linear and nonlinear generalizations are
crucial in the discussion of the existence, uniqueness, continuation, boundedness, oscillation and stability and other
qualitative properties of solutions of differential and integral equations. The literature on such inequalities and their
applications is vast; see [1,19,22] and the references therein. A speciﬁc branch of this type integral inequalities is
originated by Ou-Iang. In his study of boundedness of solutions to linear second order differential equations, Ou-Iang
[20] established and used the following nonlinear integral inequality, which is now known as Ou-Iang’s inequality in
the literature.
Theorem A (Ou-Iang [20]). Let u and f be real-valued, nonnegative, and continuous functions deﬁned on R+ =
[0,+∞) and let c0 be a real constant. Then the nonlinear integral inequality
u2(t)c2 + 2
∫ t
0
f (s)u(s) ds, t ∈ R+
implies
u(t)c +
∫ t
0
f (s) ds, t ∈ R+.
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While Ou-Iang’s inequality is having a neat form and is interesting in its own right as an integral inequality, its
importance lies equality heavily on its many beautiful applications in differential and integral equations (see, e.g., [22]).
Since this, over the years, many generalizations of Ou-Iang’s inequality to various situations have been established;
see, for example, [3–7], [11–18], [21–25] and the references cited therein.
Among various generalizations ofOu-Iang’s inequality, discrete analogue is also an interesting direction. The point is,
similar to the noteworthy contributions of the continuous version of the inequality to the study of differential equations,
one naturally expects that discrete versions of the inequality should also play an important role in the study of difference
equations. In this respect, fewer results have been established. Recent results in this direction include the works of
Pachpatte [21], Pang–Agarwal [23], Ma [13], Meng–Li [17], Cheung [3], Cheung–Ren [7], and Ma–Cheung [14].
The aim of the present paper is to give some explicit bounds to some new nonlinear discrete inequalities involving
two-variable functions which, on the one hand, generalize Ou-Iang’s inequality to Volterra–Fredholm form at the ﬁrst
time to literatures as we know and, on the other hand, give a handy and effective tool for the study of quantitative
properties of solutions of sum–difference equations.We illustrate the usefulness of these inequalities by applying them
to study the boundedness, uniqueness, and continuous dependence of the solutions of certain Volterra–Fredholm-type
sum–difference equations.
2. Nonlinear discrete inequalities
Throughout this paper, I := [m0,M) ∩ Z and J := [n0, N) ∩ Z are two ﬁxed lattices of integral points in R, where
m0, n0 ∈ Z,M,N ∈ Z ∪ {∞}. Let  := I × J ⊂ Z2, R+ := [0,∞), R1 := [1,∞) and for any (s, t) ∈ , the
sub-lattice [m0, s] × [n0, t] ∩  of  will be denoted as (s,t).
If U is a lattice in Z (resp.Z2), the collection of all R-valued functions on U is denoted by F(U), that of all R+-
valued functions byF+(U), and that of all R1-valued functions byF1(U). For the sake of convenience, we extend the
domain of deﬁnition of each function inF(U) andF+(U) trivially to the ambient space Z (resp.Z2). So, for example,
a function inF(U) is regarded as a function deﬁned on Z (resp.Z2) with support in U. As usual, the collection of all
continuous functions and all i-times continuously differentiable functions of a topological space X into a topological
space Y will be denoted by C(X, Y ) and Ci(X, Y ), respectively.
If U is a lattice in Z2 , the partial difference operators 1 and 2 on u ∈F(Z2) orF+(Z2) are deﬁned as
1u(m, n) = u(m + 1, n) − u(m, n), (m, n) ∈ U ,
2u(m, n) = u(m, n + 1) − u(m, n), (m, n) ∈ U .
For w ∈ C(R+, R+), the function G1 is deﬁned as
G1(v) =
∫ v
v0
ds
w(s)
, vv0 > 0.
Theorem 2.1. Suppose that u and a ∈ F+(), k0 constant and w ∈ C(R+, R+) is nondecreasing with w(r)> 0
for r > 0;
G1(∞) =
∫ ∞
v0
ds
w(s)
= ∞
and
H1(t) = G1(2t − k) − G1(t) (2.1)
is strictly increasing for tk.
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If u(m, n) satisﬁes
u(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)w(u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)w(u(s, t)) (2.2)
for (m, n) ∈ , then
u(m, n)G−11
{
G1
[
H−11
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
}
(2.3)
for (m, n) ∈ , where G−11 and H−11 are inverse functions of G1 and H1, respectively.
Proof. Let k > 0 and deﬁne
z(m, n) = k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)w(u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)w(u(s, t))
then
u(m, n)z(m, n) (m, n) ∈ , (2.4)
z(m0, n) = k +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)w(u(s, t))
and
1z(m, n) =
n−1∑
t=n0
a(m, t)w(u(m, t))

n−1∑
t=n0
a(m, t)w(z(m, t))
w(z(m, n))
n−1∑
t=n0
a(m, t).
Therefore, by the Mean-Value Theorem for integrals, for each (m, n) ∈ , there exists  : z(m, n)z(m + 1, n)
such that
1G1(z(m, n)) = G1(z(m + 1, n)) − G1(z(m, n))
=
∫ z(m+1,n)
z(m,n)
ds
w(s)
= 1
w()
1z(m, n).
Since w is nondecreasing, w()w(z(m, n)); hence
1G1(z(m, n))
1
w(z(m, n))
1z(m, n)

n−1∑
t=n0
a(m, t)
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for all (m, n) ∈ . Therefore,
m−1∑
s=m0
1G1(z(s, n))
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
On the other hand, it is easy to check that
m−1∑
s=m0
1G1(z(s, n)) = G1(z(m, n)) − G1(z(m0, n)),
thus
G1(z(m, n))G1(z(m0, n)) +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
Since G−11 is increasing, the last inequality yields
z(m, n)G−11
[
G1(z(m0, n)) +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
]
(2.5)
for all (m, n) ∈ .
From the last inequality, we observe that
2z(m0, n) − k = k + 2
M−1∑
s=m0
N−1∑
t=n0
a(s, t)w(u(s, t))
= z(M,N)G−11
[
G1(z(m0, N)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
]
= G−11
[
G1(z(m0, n)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
]
or
G1(2z(m0, n) − k) − G1(z(m0, n))
M−1∑
s=m0
N−1∑
t=n0
a(s, t). (2.6)
Since H1(t) = G1(2t − k) − G1(t) is increasing for t > k,H1(t) has inverse function H−11 (t) and then from the last
inequality we get
z(m0, n)H−11
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)
. (2.7)
Substituting (2.7) into (2.5) and combining with (2.4) we obtain the desired inequality (2.3). If k = 0, we carry out the
above procedure with ε > 0 instead of k and subsequently let ε → 0. 
Theorem 2.1′. Let u(m, n), a(m, n),w(u),G1(u) and k be as in Theorem 2.1. If u(m, n) satisﬁes (2.2) for (m, n) ∈ ,
and
H˜1(t) = G1(2t − k) − G1(t) −
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
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is increasing and H˜1(t) = 0 has a solution c1 for tk, then
u(m, n)G−11
[
G1(c1) +
m−1∑
s=m0
n−1∑
n=n0
a(s, t)
]
(2.8)
for (m, n) ∈ , where G1 and G−11 are deﬁned as in Theorem 2.1.
Proof. By the same steps from (2.4) to (2.7) in the proofs of Theorem 2.1, we have
u(m, n)z(m, n), (2.9)
z(m, n)G−11
[
G1(z(m0, n)) +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
]
(2.10)
and
G1(2z(m0, n) − k) − G1(z(m0, n))
M−1∑
s=m0
N−1∑
t=n0
a(s, t) (2.11)
for (m, n) ∈ .
From the assumption of Theorem 2.1′ and (2.11), we have
H˜1(z(m0, n))0 = H˜1(c1).
Since H˜1 is increasing, H˜1 has an inverse function H˜−11 ; hence, from the last inequality we get
z(m0, n)c1.
Substituting the last inequality into (2.10) and combining with (2.9) we get the desired inequality (2.8). 
Corollary 2.2. Let u(m, n), a(m, n) and k be as in Theorem 2.1. If u(m, n) satisﬁes
u(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)u(s, t) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)u(s, t) (2.12)
for (m, n) ∈ , and
(M,N) = exp
M−1∑
s=m0
N−1∑
t=n0
a(s, t)< 2, (2.13)
then
u(m, n) k
2 − (M,N) exp
m−1∑
s=m0
n−1∑
t=n0
a(s, t) (2.14)
for (m, n) ∈ .
Proof. In Theorem 2.1, by letting w(u) = u we obtain
G1(v) =
∫ v
v0
ds
w(s)
=
∫ v
v0
ds
s
= ln v
v0
, vv0 > 0,
H1(t) = G1(2t − k) − G1(t) = ln 2t − k
t
, tk,
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and hence
G−11 (v) = v0 exp v,
H−11 (t) =
k
2 − exp t .
From inequality (2.3), we obtain inequality (2.14). 
Corollary 2.3. Let u(m, n), a(m, n) and k be as in Theorem 2.1, 0<p< 1 be a constant. If u(m, n) satisﬁes
u(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)up(s, t) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)up(s, t) (2.15)
for (m, n) ∈ , then
u(m, n)
[
(c11)
1−p + (1 − p)
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
]1/(1−p)
(2.16)
for (m, n) ∈ , where c11 is the solution of equation
H˜1(t) = 11 − p
[
(2t − k)1−p − t1−p
]
−
M−1∑
s=m0
N−1∑
t=n0
a(s, t) = 0 (2.17)
for tk.
Proof. By Theorem 2.1′, we only need to prove that (2.17) has a solution c11 for tk. In fact,
H˜ ′1(t) =
(21/pt)p − (2t − k)p
[t (2t − k)]p > 0
for tk,
H˜1(k) = −
M−1∑
s=m0
N−1∑
t=n0
a(s, t)< 0
and
lim
t→∞ H˜1(t) = limt→∞
t1−p
1 − p
[(
2 − k
t
)1−p
− 1
]
−
M−1∑
s=m0
N−1∑
t=n0
a(s, t) = +∞,
so H˜1(t) = 0 has a unique solution c11 >k. 
Remark 2.1. Though (2.16) does not give an exact estimation to the solution of (2.15), it is enough to get the upper
bound to the solution of (2.15) in many cases.
Theorem 2.4. Suppose that u(m, n), a(m, n),w(u) and k are as in Theorem 2.1. Let (u) ∈ C1(R+, R+) with
′(u)> 0 and ′(u) is increasing for u> 0, here ′(u) denotes the derivative of . If u(m, n) satisﬁes
(u(m, n))k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)′(u(s, t))w(u(s, t))
+
M−1∑
s=m0
N−1∑
t=n0
a(s, t)′(u(s, t))w(u(s, t)), (2.18)
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for (m, n) ∈ , and
H2(t) = G1 ◦ −1(2t − k) − G1 ◦ −1(t)
is increasing for tk, then
u(m, n)G−11
{
G1
[
H−12
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
}
(2.19)
for (m, n) ∈ , where H−12 is the inverse functions of H2, G1 and G−11 are deﬁned as in Theorem 2.1.
Proof. Similar to the proof of Theorem 2.1, it sufﬁces to consider the case k > 0. Denote by z2(m, n) the right-hand
side of (2.18). Then z2 > 0, u−1(z2), and z2 is nondecreasing in each variable. Hence, for any (m, n) ∈ ,
1z2(m, n) =
n−1∑
t=n0
a(m, t)′(u(m, t))w(u(m, t))

n−1∑
t=n0
a(m, t)′(−1(z2(m, t)))w(−1(z2(m, t)))
′(−1(z2(m, n)))
n−1∑
t=n0
a(m, t)w(−1(z2(m, t)))
or
1z2(m, n)
′(−1(z2(m, n)))

n−1∑
t=n0
a(m, t)w(−1(z2(m, t))).
On the other hand, using the differential Mean-Value Theorem and the last inequality we have
1[−1(z2(m, n))] = −1(z2(m + 1, n)) − −1(z2(m, n))
= 1
′(−1())
1z2(m, n)
1z2(m, n)
′(−1(z2(m, n)))

n−1∑
t=n0
a(m, t)w(−1(z2(m, t))). (2.20)
Keeping n ﬁxed in (2.20) and setting m = s and then summing over s = m0,m0 + 1, . . . , m − 1, we get
−1(z2(m, n))−1(z2(m0, n)) +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)w(−1(z2(m, t))) (2.21)
for all (m, n) ∈ . Now by applying Theorem 2.1 in [3] to the function −1(z2(m, n)), we have
−1(z2(m, n))G−11
{
G1
[
−1(z2(m0, n))
]
+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
}
. (2.22)
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Observing that
2z2(m0, n) − k = k + 2
M−1∑
s=m0
N−1∑
t=n0
a(s, t)′(u(s, t))w(u(s, t)) = z2(M,N),
and then from (2.22) we have
G1 ◦ −1(2z2(m0, n) − k) = G1 ◦ −1(z2(M,N))
G1 ◦ −1(z2(m0, N)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
= G1 ◦ −1(z2(m0, n)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
or
G1 ◦ −1(2z2(m0, n) − k) − G1 ◦ −1(z2(m0, n))
M−1∑
s=m0
N−1∑
t=n0
a(s, t). (2.23)
Since H2(t) = G1 ◦ −1(2t − k) − G1 ◦ −1(t) is increasing for tk,H2(t) has an inverse function H−12 and then
from (2.23) we get
z2(m0, n)H−12
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)
.
Substituting the last inequality into (2.22) and by the deﬁnition of z2(m, n) we obtain the desired inequality (2.19). 
By similar argument as in the proofs of Theorem 2.1′, we have the following result immediately.
Theorem 2.4′. Let u(m, n), a(m, n) and k be as in Theorem 2.4. If u(m, n) satisﬁes (2.18) for (m, n) ∈ , and
H˜2(t) = G1 ◦ −1(2t − k) − G1 ◦ −1(t) −
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
is increasing and H˜2(t) = 0 has a solution c2k, then
u(m, n)G−11
[
G1(c2) +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
]
(2.24)
for (m, n) ∈ .
When = up(p1 is a constant) in Theorem 2.4, we have the following:
Corollary 2.5. Let u(m, n), a(m, n) and k be as in Theorem 2.4, p1 is a constant. If u(t) satisﬁes
up(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)up−1(s, t)w(u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
a(s, t)up−1(s, t)w(u(s, t)), (2.25)
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for (m, n) ∈ , and
H21(t) = G1((2t − k)1/p) − G1(t1/p)
is increasing for (m, n) ∈ , then
u(m, n)G−11
{
G1
[
H−121
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
}
(2.26)
for (m, n) ∈ .
Corollary 2.6. Let u(m, n) ∈F1(U), a(m, n) and k be as in Theorem 2.4. If u(t) satisﬁes
up(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)up(s, t)w(ln u(s, t))
+
M−1∑
s=m0
N−1∑
t=n0
a(s, t)up(s, t)w(ln u(s, t)), (2.27)
for (m, n) ∈ , and
H22(t) = G1
(
1
p
ln(2t − k)
)
− G1
(
1
p
ln t
)
is increasing for (m, n) ∈ , then
u(m, n)G−11
{
G1
[
H−122
(
M−1∑
s=m0
N−1∑
t=n0
a(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a(s, t)
}
(2.28)
for (m, n) ∈ .
Proof. Taking v(m, n) = ln u(m, n), then (2.27) reduces to
exp(pv(m, n))k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t) exp(pv(s, t))w(v(s, t))
+
M−1∑
s=m0
N−1∑
t=n0
a(s, t) exp(pv(m, n))w(v(s, t)), (2.29)
for (m, n) ∈ , which is a special case of inequality (2.18) when (v) = exp(pv). In this special case,
H2(t) = H22(t) = G1
(
1
p
ln(2t − k)
)
− G1
(
1
p
ln t
)
.
By Theorem 2.4, we get the desired inequality (2.28) directly. 
Remark 2.2. Eqs. (2.25) and (2.27) are new interesting discrete Volterra–Fredholm–Ou-Iang-type and Volterra–
Fredholm–Engler [8]–Haraux [10] type inequality of two-variable, respectively.
Using Theorems 2.1 and 2.4, we can get more generalized results as follows.
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Theorem 2.7. Let u(m, n), a(m, n),w(t),G1,G−11 , H1, H
−1
1 and k be as in Theorem 2.1, b(m, n) ∈ F+ (). If
u(m, n) satisﬁes
u(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)w(u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
b(s, t)w(u(s, t)) (2.30)
for (m, n) ∈ , then
u(m, n)G−11
{
G1
[
H−11
(
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)
}
(2.31)
for (m, n) ∈ , where a∗(m, n) ∈F+ () such that both a(m, n) and b(m, n) are less than or equal to a∗(m, n).
Proof. From (2.30) and the assumptions, we have
u(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)w(u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)w(u(s, t))
for (m, n) ∈ . An application of Theorem 2.1 to the last inequality yields (2.31). 
Theorem 2.8. Let u(m, n), a(m, n), b(m, n), a∗(m, n) and k be as in Theorem 2.7; (u) be as in Theorem 2.4. wi ∈
C(R+, R+) be nondecreasing functions with wi > 0 for u> 0, i = 1, 2. If u(m, n) satisﬁes
(u(m, n))k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)′(u(s, t))w1(u(s, t))
+
M−1∑
s=m0
N−1∑
t=n0
b(s, t)′(u(s, t))w2(u(s, t)) (2.32)
for (m, n) ∈ , there is a function W(u) ∈ C(R+, R+) that is nondecreasing such that both w1 and w2 are less than
or equal to W,
G2(v) =
∫ v
v0
ds
W(s)
, vv0 > 0, G2(+∞) =
∫ +∞
v0
ds
W(s)
= +∞,
and
H3(t) = G2 ◦ −1(2t − k) − G2 ◦ −1(t)
is increasing for tk, then
u(m, n)G−12
{
G2
[
H−13
(
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
)]
+
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)
}
(2.33)
for (m, n) ∈ , where G−12 and H−13 are inverse functions of G2 and H3, respectively.
Proof. From (2.32) and the assumptions, we can obtain
(u(m, n))k +
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)′(u(s, t))W(u(s, t))
+
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)′(u(s, t))W(u(s, t)).
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Now, an application of Theorem 2.4 to the last inequality yields the desired inequality (2.33). 
By the same argument as in the proofs of Theorem 2.1′, we have the following result immediately.
Theorem 2.8′. Let u(m, n), a(m, n), b(m, n), a∗(m, n),wi(i=1, 2),W and k be as in Theorem 2.8. If u(m, n) satisﬁes
(2.32),
H˜3(t) = G2 ◦ −1(2t − k) − G2 ◦ −1(t) −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
is increasing and H˜3(t) = 0 has a solution c3k, then
u(m, n)G−12
{
G2(c3) +
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)
}
(2.34)
for (m, n) ∈ .
Remark 2.3. InTheorems2.7, 2.8 and2.8′,we can choose functiona∗(m, n)=a(m, n)+b(m, n)ormax{a(m, n), b(m, n)}
as well as in function W. By Theorem 2.8′, we can get the following interesting result.
Corollary 2.9. Let u(m, n), a(m, n), b(m, n), a∗(m, n) and k be as in Theorem 2.8, p1 and 0<q < 1 be constants.
If u(m, n) satisﬁes
up(m, n)k +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)up(s, t) +
M−1∑
s=m0
N−1∑
t=n0
b(s, t)up+q−1(s, t) (2.35)
for (m, n) ∈ , and
exp
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)< 21/p,
then
u(m, n)
{(
1 + c˜1−q3
)
exp
[
(1 − q)
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)
]
− 1
}1/(1−q)
(2.36)
for (m, n) ∈ , where c˜3 is the solution of
H˜3(t) = 11 − q ln
1 + (2t − k)(1−q)/p
1 + t (1−q)/p −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t) = 0 (2.37)
for tk.
Proof. In Theorem 2.8′, by letting w1(u) = u,w2(u) = uq and W = w1 + w2 we obtain
G2(v) =
∫ v
v0
ds
w1(s) + w2(s) =
∫ v
v0
ds
s + sq =
1
1 − q ln
1 + v1−q
1 + v1−q0
, vv0 > 0. (2.38)
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Hence,
G−12 (v) =
[(
1 + v1−q0
)
exp((1 − q)v) − 1
]1/(1−q)
. (2.39)
By computation, we have
H˜3(t) = 11 − q ln
1 + (2t − k)(1−q)/p
1 + t (1−q)/p −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t),
H˜ ′3(t) =
k + 2t1−(1−q)/p − (2t − k)1−(1−q)/p
[2t − k + (2t − k)1−(1−q)/p](t + t1−(1−q)/p) > 0 (2.40)
for tk,
H˜3(k) = −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)< 0 (2.41)
and
lim
t→+∞ H˜3(t) = limt→+∞
[
1
1 − q ln
1 + (2t − k)(1−q)/p
1 + t (1−q)/p −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
]
= ln 21/p −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)> 0. (2.42)
By (2.40)–(2.42) we obtain that (2.37) has a solution c˜3 >k. Now by (2.34), (2.38) and (2.39) we can get the desired
(2.36). 
3. Some applications
In this section,we apply our results to study the boundedness, uniqueness, and continuous dependence of the solutions
of certain Volterra–Fredholm sum–difference equations of the form
up(m, n) = l(m, n) +
m−1∑
s=m0
n−1∑
t=n0
F(s, t, u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
G(s, t, u(s, t)) (3.1)
for (m, n) ∈ , where l ∈F(), F,G ∈F(× R), p1 is a constant.
Following theorem gives the bound on the solutions of Eq. (3.1).
Theorem 3.1. Assume that the functions l, F and G in (3.1) satisfy the conditions
|l(m, n)|k, (3.2)
|F(m, n, v)|a(m, n)|v|p+q−1 (3.3)
and
|G(m, n, v)|b(m, n)|v|p+q−1, (3.4)
where a(m, n) and b(m, n) are same as in Theorem 2.7, 0<q < 1 is a constant, then all solutions of (3.1) satisfy
u(m, n)
{
(c11)
1−q + (1 − q)
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)
}1/(1−q)
(3.5)
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for (m, n) ∈ , where c11 is the solution of equation
H˜ ∗2 (t) =
1
1 − q
[
(2t − k)(1−q)/p − t (1−q)/p
]
−
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t) = 0 (3.6)
for tk, where a∗(m, n) ∈F+ () such that both a(m, n) and b(m, n) are less than or equal to a∗(m, n).
Proof. Using the conditions (3.2)–(3.4) in (3.1) we have
|u(m, n)|pk +
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)|u(s, t)|p+q−1 +
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)|u(s, t)|p+q−1
which is a special case of Theorem 2.4′ when (u) = up and w(u) = uq . By Theorem 2.4′, we only need to prove
H˜2(t) = H˜ ∗2 (t) = G1 ◦ −1(2t − k) − G1 ◦ −1(t) −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
= 1
1 − q
[
(2t − k)(1−q)/p − t (1−q)/p
]
−
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
is increasing and H˜ ∗2 (t) = 0 has a solution c11. In fact, taking r = (1 − q)/p, by computation we have
d
dt
H˜ ∗2 (t) =
1
p
(21/(1−r)t)1−r − (2t − k)1−r
[t (2t − k)]1−r > 0
for tk,
H˜ ∗2 (k) = −
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)< 0
and
lim
t→+∞ H˜
∗
2 (t) = lim
t→+∞
{
t r
1 − q
[(
2 − k
t
)r
− 1
]
−
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)
}
= +∞,
so H˜ ∗2 (t) = 0 has a unique solution c11 >k. 
Secondly, we consider the uniqueness of the solutions of (3.1).
Theorem 3.2. Assume that the functions F and G in Eq. (3.1) satisfy the conditions
|F(m, n, v) − F(m, n, v¯)|a(m, n)|vp − v¯p|, (3.7)
|G(m, n, v) − G(m, n, v¯)|b(m, n)|vp − v¯p|, (3.8)
for some a, b ∈F+ (), and if
(M,N) = exp
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)< 2, (3.9)
where a∗(m, n) is as in Theorem 3.1, then (3.1) has at most one positive solution on .
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Proof. Let u(m, n) and u¯(m, n) be two solutions of (3.1). By (3.1) and conditions (3.7) and (3.8), we have
|up(m, n) − u¯p(m, n)|
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)|up(s, t) − u¯p(s, t)|
+
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)|up(s, t) − u¯p(s, t)|.
An application of Corollary 2.2 to the function |up(m, n) − u¯p(m, n)| yields that
|up(m, n) − u¯p(m, n)|0 for all (m, n) ∈ .
Hence, u(m, n) = u¯(m, n) on . 
Finally, we investigate the continuous dependence of the solutions of (3.1) on the functions F and G. For this, we
consider the following variation of (3.1):
up(m, n) = l¯(m, n) +
m−1∑
s=m0
n−1∑
t=n0
F¯ (s, t, u(s, t)) +
M−1∑
s=m0
N−1∑
t=n0
G¯(s, t, u(s, t)) (3.1)
for (m, n) ∈ , where F¯ , G¯ ∈F(× R), p1 is a constant as in (3.1).
Theorem 3.3. Consider (3.1) and (3.1). If
(i) |F(s, t, v1) − F(s, t, v2)|a(s, t)|vp1 − vp2 | and |G(s, t, v1) − G(s, t, v2)|b(s, t)|vp1 − vp2 |;
(ii) |l(m, n) − l¯(m, n)|ε/2;
(iii) (M,N) = exp∑M−1s=m0 ∑N−1t=n0 a∗(s, t)< 2;
(iv) for all solutions u¯ of (3.1),
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u¯) − F¯ (s, t, u¯)| ε
4
and
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u¯) − G¯(s, t, u¯)| ε
4
for all (s, t) ∈  and v1, v2 ∈ R, where ε > 0 is an arbitrary constant, a∗(m, n) is deﬁned as in Theorem 3.1, then
|up(s, t) − u¯p(s, t)| ε
2 − (M,N) exp
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t) (3.10)
for (m, n) ∈ . Hence, up depend continuously on F and G. In particular, if u does not change the sign, it depends
continuously on F and G.
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Proof. Let u(m, n) and u¯(m, n) be solutions of (3.1) and (3.1), respectively. Then, u(m, n) satisﬁes (3.1) and u¯(m, n)
satisﬁes (3.1). Hence,
|up(m, n) − u¯p(m, n)| |l(m, n) − l¯(m, n)| +
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u(s, t)) − F¯ (s, t, u¯(s, t))|
+
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u(s, t)) − G¯(s, t, u¯(s, t))|
 ε
2
+
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u(s, t)) − F(s, t, u¯(s, t))|
+
m−1∑
s=m0
n−1∑
t=n0
|F(s, t, u¯(s, t)) − F¯ (s, t, u¯(s, t))|
+
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u(s, t)) − G(s, t, u¯(s, t))|
+
M−1∑
s=m0
N−1∑
t=n0
|G(s, t, u¯(s, t)) − G¯(s, t, u¯(s, t))|
ε +
m−1∑
s=m0
n−1∑
t=n0
a(s, t)|up(s, t) − u¯p(s, t)| +
M−1∑
s=m0
N−1∑
t=n0
b(s, t)|up(s, t) − u¯p(s, t)|
ε +
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t)|up(s, t) − u¯p(s, t)| +
M−1∑
s=m0
N−1∑
t=n0
a∗(s, t)|up(s, t) − u¯p(s, t)|
by assumptions (i)–(iv) and the deﬁnition of a∗. Now, by applying Corollary 2.2 to the function |up(m, n)− u¯p(m, n)|,
we get
|up(m, n) − u¯p(m, n)| ε
2 − (M,N) exp
m−1∑
s=m0
n−1∑
t=n0
a∗(s, t).
Evidently, if the function
∑m−1
s=m0
∑n−1
t=n0 a
∗(s, t) is bounded on , then
|up(m, n) − u¯p(m, n)|εK
for some K > 0 and (m, n) ∈ . Hence, up depends continuously on F and G. 
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