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Climate change has been widely recognized in the U.S. Corn Belt, but what does it
really mean to the agricultural community? In an era of explosive information, isolating
useful climate change data and interpreting these data in usable ways is critical to the
success of the broad corn production industry. In this study, three key questions are
answered: (1) How have temperature and precipitation changed in the Midwest since
1980? (2) What is the best method to estimate thermal time for corn when temperature
data are limited to a daily timescale? and (3) What are the historical effects of
temperature and precipitation on field-level corn grain yield under irrigated and rainfed
conditions? Different high-quality and representative datasets have been used for the
study, together with several scientifically-proven statistical methods and spatial analysis
tools. The results show that: (1) Growing season for corn has become warmer over the
Midwest, mainly caused by the statistically significant increases of minimum temperature
in early season in the southeast part and maximum temperature in late season in the
northeast part. Meanwhile, growing season for corn has become wetter (not statistically
significant), due to increased precipitation in early season outweighing a drier late season.
(2) In Nebraska, six methods have been commonly used to estimate thermal time for corn
by different agricultural groups. Among them, the single- and double-sine methods
generally perform better estimations with one exception where the Tavg-based rectangle

method outperforms them. However, the most widely used adjusted Tmax and Tmin
rectangle method provides the poorest estimation for total degree-days during the active
growing season for corn. (3) In the past decade, temperature and VPD plays a more
important role on corn grain yield at the irrigated and rainfed sites near Mead, Nebraska,
respectively. For the variance in corn grain yield, variation in growing season DD35+
explains 46% of it at the irrigated continuous corn site; variation in daytime air
temperature during the 31-day period centered around silking explains 88% of it at the
irrigated corn-soybean rotation site; variation in reproductive stage VPDmax explains 87%
of it at the rainfed corn-soybean rotation site.
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CHAPTER 1: INTRODUCTION

10 words that summarize the “Big Five” facts about global climate change are:
“It’s real.
It’s us.
It’s bad.
Scientists agree.
There’s hope.” (Leiserowitz, 2015).

Climate disruptions to agricultural production have increased in the past four
decades, and these interruptions will lead to consequences for food security in the U.S.,
for example, through changes in crop yields. Food security could affect national security,
therefore, it is important to study the agricultural effects of climate disruptions. U.S. is
the largest corn producer in the world, and the national heart of corn production is in the
Midwest. In 2015, the Midwest contributed about 28% of world corn production (USDA
and NASS, 2016). Among the many agricultural regions that have experienced declines
in crop production from climate change induced stresses, the Midwest has been
vulnerable to weather and climate extremes. In the Midwest, increasing trends were
observed in heat wave intensity and frequency, extreme rainfall events and flooding in
the last century. And these trends are expected to continue, with the magnitudes of
expected changes exceeding those experienced in the last century. As these increasing
extremes in temperature and precipitation continue to challenge both rainfed and irrigated
agriculture, existing adaptation and planning efforts would not be adequate to respond to
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these projected changes, and innovative conservation methods will be in an urgent need
(Hatfield et al., 2014; Pryor et al., 2014; Shafer et al., 2014).
In the U.S. corn belt, weather is a major driving force of the success or failure of
cropping systems. As the heart of the national corn production industry, this region’s
ability to sustainably produce enough crops under a more-variable-than-ever climate
background is critical for food security and rural livelihoods in the United States
(Prokopy 2012). However, almost a quarter of Midwestern farmers and agricultural
advisors believe the main source of climate change is natural causes, and 22%–31% state
that there is not sufficient evidence to know with certainty whether it is occurring or not
(Prokopy et al., 2015). These misconceptions reveal a need for agricultural climatologists
to communicate climate science to agricultural stakeholders in ways that are more
efficient and convincing to encourage adaptation to climate change and climatic stress
mitigation. This study aims to interpret temperature- and precipitation-related scientific
information that is up-to-date and relevant to corn production for the agricultural
community in the U.S. corn belt. In order to do so, this study focuses on two issues: first,
extracting climate variability and change information that is useful to corn producers in
the U.S. corn belt from existing data; and second, developing easy-to-use tools the
agricultural community can use to learn about the up-to-date climate change information
that is relevant to them. Specifically, the useful data include: temperature and
precipitation trends during the growing season for corn from 1980 to 2013 in the entire
region; the best method to estimate degree-days for corn during the active growing
season with daily temperature data; and historical effects of temperature and precipitation
on corn grain yield under both irrigated and rainfed conditions for both continuous and
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rotated corn systems. One web-based tool has been developed for the agricultural
community in the U.S. corn belt to help them easily look up the temperature and
precipitation trends at the timescales and locations that interest them. This tool has been
advocated in a variety of local, regional, and national events. Hopefully, these efforts will
assist the agricultural community in striving to make more sustainable farming operations
and lead to greater resilience to the faster changing climate in the long run.
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CHAPTER 2: A SPATIOTEMPORAL ANALYSIS OF MIDWEST US
TEMPERATURE AND PRECIPITATION TRENDS DURING THE GROWING
SEASON FROM 1980 TO 2013

ABSTRACT: Since late 1970s, climate warming has been widely recognized. In the
Midwest, farmers cannot rely on the normal calendar anymore, and it has become
critically necessary to evaluate the most recent climate trends relative to growing season
in order to conduct adaptation efforts for agriculture. Based on the homogenized
historical monthly temperature and precipitation records during the period of 1980–2013
from 302 observing stations in the 12 Midwestern US states, this study investigates the
climate trends on four timescales: monthly, early growing season, late growing season,
and the entire growing season. The climate metrics include maximum temperature,
minimum temperature, average temperature, diurnal temperature range, and precipitation.
Nonparametric Sen’s Slope together with the nonparametric Mann-Kendall test is used to
estimate the decadal trend and to detect the statistical significance. The results show that
growing season average temperature has increased at a rate of 0.15 °C decade-1 over the
Midwest United States. Within the growing season, minimum temperature is increasing
faster in the early growing season, especially in June, while maximum temperature is
increasing faster in the late growing season, especially in September. Spatially,
statistically significant (p ≤ 0.05) growing season warming is more focused in the
southern part of the region in the early growing season but in the northern part of the
region in the late growing season. Over the Midwest, dominant trends in diurnal
temperature range are decreasing during most months, with the exception of September.
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The majority of the locations show increasing trends in growing season precipitation, yet
few are statistically significant. Furthermore, precipitation has been increasing in the
early growing season but decreasing in the late growing season. This within-season
reversing trend in precipitation is found in 8 of 12 Corn Belt states: Illinois, Iowa,
Michigan, Minnesota, Missouri, Nebraska, North Dakota, and Wisconsin.

2.1 Introduction
Climate change is now one of the greatest challenges facing humanity. Analyses
reveal that climate change has indeed started to impact crop production (Hatfield, 2010;
Lobell et al., 2011), and the challenges being faced by agriculture relative to climate
change are imminent (Hatfield, 2013). Because of climate change, today’s farmers are
increasingly less able to rely on historical climate ‘norms’ or calendar dates for making
agronomic decisions (Wolfe, 2013; Takle et al., 2014). The positive effects of climate
change (such as longer growing season, better soil moisture recharge, and increased
atmospheric CO2) and technology on agricultural productivity may be partially or totally
offset by the negative impacts because of the higher temperatures shortening grain-fill
duration and increasing evapotranspiration rates (Adams et al., 1990; Lobell et al., 2011).
Climate warming has been observed in many parts of the world (Field et al., 2012),
resulting in higher risks of crop failure (Wolfe, 2013). The impacts of climate change on
agriculture will not be equal across regions, which can be attributed in part to regional
variation in the nature and magnitude of climate change impacts, but also variability in
farmer recognition that a climate change signal plays a role (Fischer et al., 2005; Adger et
al., 2007; Easterling et al., 2007; Lobell et al., 2008). Increased attention has been given
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to temperature impacts on crop yields in recent years (Schlenker and Roberts, 2009;
Lobell et al., 2011), and this has induced a greater sense of urgency to understand the
impacts of past climate on crop production and to develop a more robust observational
framework for the assessment of agricultural impacts in the United States (Hatfield,
2013). Longer growing seasons increase the number of insect generations per year,
warmer winters lead to larger spring populations of marginally overwintering species,
and earlier springs lead to the earlier arrival of migratory insects and birds (Wolfe et al.,
2008; Hatfield et al., 2011; Courtier et al., 2013).
Observations from 1951 to 2010 confirmed the continuing declines in the number of
frost days and increases in thermal time in the western half of the North America
(Terando et al., 2012). In the Great Plains region, 2012 was warmest on record at
locations over the six states (Colorado Springs, CO; Topeka, KS; Valentine, NE; Fargo,
ND; Rapid City, SD; Cheyenne, WY) and driest on record in Nebraska (Grand Island,
and Scottsbluff) (Umphlett, 2012). Reduction in snow pack and earlier snow melt in the
western United States will exacerbate the potential threat of drought for farmers because
reduced runoff will result in a reduction in the water stored in reservoirs for irrigation
(Lettenmaier et al., 2008). In the Platte River Basin in central Nebraska, the recent
warming trend (1980–2000) is much stronger than during the Dust Bowl era (1930s),
especially for the minimum values of daily maximum and minimum temperatures (Irmak
et al., 2012).
Trends in temperature variables such as maximum, minimum and average
temperatures, and diurnal temperature range will have impacts on crop production. Lobell
and Burke (2008) concluded that progress in understanding the magnitude of regional
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temperature changes is one of the most important needs for climate change impact
assessments and adaptation efforts for agriculture. Monthly, seasonal, and interseasonal
information is used for production decisions during the growing season, and multiyear or
decadal information is used for long-term decisions (Takle et al., 2014). The overall goal
of this study is to document the characteristics of trends in maximum, minimum, and
average temperatures, diurnal temperature range, as well as precipitation in the Midwest
United States for the most recent climatological time period. This would lead to a better
understanding of how past climate has been changing in the heartland of corn and
soybean production, and to offer scientific support for agricultural adaptation policies or
agricultural adaptive management improvement.

2.2 Data and methods
In this study, the research area includes the 12 Midwestern US states where the
national corn and soybean production is concentrated: Illinois, Indiana, Iowa, Kansas,
Michigan, Minnesota, Missouri, Nebraska, Ohio, South Dakota, North Dakota, and
Wisconsin (USDA and NASS, 2009). In this article, this specific region is referred to as
the Midwest United States. Monthly temperature (including maximum, minimum, and
average temperatures) and precipitation data for the Midwest US stations were compiled
from the United States Historical Climatology Network (USHCN) Version 2.5 Serial
Monthly Dataset (Menne et al., 2014). During the period of 1980–2013, the maximum
number of days with missing data allowable for our analyses is set as 9 to incorporate as
many stations as possible. A total of 302 observing stations (36.17°–48.97°N and 80.82°
–103.63°W, Figure 2.1) were chosen for the spatiotemporal analysis of temperature and
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precipitation trends, and the elevation of these stations ranges from 82.3 to 1435.0 m.
Specifically, the number of observing stations for the trend analysis in precipitation,
maximum temperature, minimum temperature, and average temperature is 181, 264, 215,
and 186, respectively. Diurnal temperature range is calculated as (maximum temperature
− minimum temperature), and the amount of stations used for trend analysis is the same
as average temperature. The mean temperatures (maximum, minimum, and average
temperatures, as well as diurnal temperature range) and total precipitation are calculated
during the early season, late season, and growing season based on the monthly data. In
this study, April through October is referred to as growing season, although these months
may not be representative for all locations across the 12-state region. The growing season
is further divided into two components, early season – corresponding to the vegetative
phase of crops (such as corn) and late season – corresponding to the reproductive phase
of crops. The time periods are April to June for the early season and July to October for
the late season.
A nonparametric method, Sen’s Nonparametric Estimator of Slope, is used in
determining the presence of decadal slope (Brauner, 1997). And the nonparametric
Mann-Kendall test is used to detect significance levels of the decadal Sen’s slopes in
temperature and precipitation metrics (Burkey, 2006). This nonparametric test has been
widely used in detecting temporal trends in large data sets (Libiseller and Grimvall,
2002). And the combination of Sen’s Slope and Mann-Kendall test has been used in
evaluating climate variations and trends (e.g. Irannezhad et al., 2014; Nguyen et al.,
2014).
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Figure 2.1 Locations of the 302 meteorological stations in the 12 Midwestern US states.

2.3 Results and discussion
2.3.1 Trends in maximum, and minimum temperatures
Over the study area, the composite trends for growing season maximum and
minimum temperatures during the period of 1980–2013 are 0.13 and 0.17 °C decade-1,
respectively. During the growing season, statistically significant (p ≤ 0.05, herein unless
otherwise specified) increasing trends in maximum temperature have been detected in the
southern part of the region in the early season and in the northern part of the region in the
late season (Figure 2.2(a) and (b)). It is worth noting that dominant trends for maximum
temperature in the early season are decreasing in the northwestern part of the region. In
addition, there are a greater number of stations demonstrating statistically significant
warming in maximum temperature in the late season than in the early season. Therefore,
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the composite warming trend in the maximum temperature is smaller in the early season
than in the late season (Table 2.1). Within the growing season, statistically significant
increasing trends in minimum temperature are concentrated in the southeastern part of the
region in the early season, but in the northwestern part of the region in the late season
(Figure 2.2(c) and (d)). On a monthly basis, dominant trends for maximum temperature
show an increase, with an exception in July (Table 2.1). During July, more than half of
the locations show decreasing trends in maximum temperature, but few are statistically
significant. Feng and Hu (2004) identified a substantial decrease in summer maximum
temperature in western Missouri, Illinois, Indiana, and Ohio area during the period of
1951–2000. In this study, a subregional cooling trend in July maximum temperature is
detected in the southeast part of the research region during the period of 1980–2013.
Over the period of 1900s–2009, July and August were found to be the months with the
greatest decreases in maximum temperature for the central part of Nebraska (Skaggs and
Irmak, 2012). Overall, maximum temperature has the greatest magnitude of warming in
September, especially in the northern part of the region (Figure 2.3(b)). Dominant trends
for monthly minimum temperature show an increase for all seven growing months (Table
2.1). In particular, the composite warming trend in June minimum temperature has the
greatest magnitude, when increasing trends occur throughout the study area (Figure
2.3(a)).

2.3.2 Trends in average temperature and diurnal temperature range
Since 1980, growing season average temperature has increased by 0.15 °C decade-1
on an average in the Midwest United States, and a total of 90% of the research locations
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shows increasing trends (12% are statistically significant, and they are scattered in the
southern and eastern parts of the region). The magnitude in growing season average
temperature trend over the Midwest United States covering the period 1980 through
2013, calculated only for the stations with statistically significant trends identified by the
Mann-Kendall test, is 0.33 ± 0.06 °C decade-1. This compares with trends of 0.09 ±
0.07 °C decade-1 and 0.33 °C decade-1 in mean annual temperature over the contiguous
United States for the periods 1898 through 2008 (Capparelli et al., 2013) and 1979
through 2008 (Vose et al., 2012), respectively. The regional warming trend in the
Midwest is more driven by the increase in growing season minimum temperature than by
that in growing season maximum temperature. Within the growing season, statistically
significant warming in average temperature is focused in Indiana, Ohio, Illinois, and
Missouri in the early season (a total of 22% of the locations), and in Minnesota,
Wisconsin, and Michigan in the late season (a total of 23% of the locations). Over the 12
Midwestern states, average temperature is increasing faster in the late season than in the
early season (Figure 2.4). In the early season, dominant trends in average temperature are
cooling in North Dakota, South Dakota, and Minnesota (Figure 2.4), owing to a decrease
in maximum temperature for this area. Over the entire Midwest, however, average
temperature is uniformly increasing in the seven growing months (Table 2.1). The
greatest warming rate in average temperature occurs in September, when statistically
significant warming trends are detected in North Dakota, Minnesota, and Wisconsin
(18% of the locations).
From 1980 to 2013, dominant trends in growing season diurnal temperature range
(DTR) are negative with a composite trend of -0.04 °C decade-1. More than half of the
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locations show decreasing trends in growing season DTR, and 13% are statistically
significant (they are scattered throughout the region). Within the growing season, the
majority of the locations show decreasing trends in DTR both in the early season and in
the late season. However, DTR is decreasing faster in the early season than in the late
season (Table 2.1). On the monthly timescale, the dominant trend in DTR is a decrease in
all months except September. In September, DTR has been increasing because maximum
temperature has increased nearly twice as fast as minimum temperature during the period
of 1980–2013. The percentage of locations that show decreasing trends in monthly DTR
is 55% in April, 66% in May, 79% in June, 74% in July, 58% in August, and 62% in
October. The greatest decreasing magnitude in DTR occurs in June, when minimum
temperature has increased four times as fast as maximum temperature.
Table 2.1. Composite trends in maximum, minimum, and average temperatures as well as diurnal
temperature range on monthly, early season (ES), and late season (LS) timescales from 1980 to
2013 for the locations of this study (unit: °C decade-1, trends for the early season and late season
timescales are set in italics).
Timescale
Apr
May
June
ES
July
August
September
October
LS

Trend in Tmax
0.15 ± 0.43
0.01 ± 0.43
0.07 ± 0.31
0.08 ± 0.33
-0.02 ± 0.25
0.19 ± 0.20
0.34 ± 0.34
0.27 ± 0.26
0.21 ± 0.19

Trend in Tmin
0.20 ± 0.24
0.15 ± 0.31
0.28 ± 0.18
0.21 ± 0.20
0.12 ± 0.22
0.13 ± 0.18
0.18 ± 0.25
0.19 ± 0.23
0.17 ± 0.17

Trend in Tavg
0.20 ± 0.32
0.09 ± 0.35
0.17 ± 0.20
0.14 ± 0.25
0.05 ± 0.20
0.15 ± 0.13
0.24 ± 0.26
0.21 ± 0.20
0.18 ± 0.13

Trend in DTR
-0.03 ± 0.35
-0.08 ± 0.35
-0.21 ± 0.29
-0.08 ± 0.27
-0.12 ± 0.25
-0.01 ± 0.27
0.13 ± 0.30
-0.06 ± 0.24
0.00 ± 0.22
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Figure 2.2. Geographical distribution of the decadal trends in maximum and minimum
temperatures during the early season and late season for the period of 1980–2013 for the locations
of this study. Note: Circle symbol indicates statistically not significant (p > 0.05) trend, and
triangle symbol indicates statistically significant (p ≤ 0.05) trend. These definitions are also used
in the remaining maps in Figures 2.3, 2.5, and 2.8. (a) Early season maximum temperature. (b)
Late season maximum temperature. (c) Early season minimum temperature. (d) Late season
minimum temperature.
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Figure 2.3. Geographical distribution of the decadal trends in (a) June minimum temperature and
(b) September maximum temperature from 1980 to 2013 for the locations of this study.
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Figure 2.4. Box-and-whisker plots of the decadal trends in average temperature during the early
season and late season from 1980 to 2013 for the locations of this study in the 12 Midwestern US
states. Note: The ‘central box’ represents the central 50% of the data, its lower and upper
boundary lines are at the first and third quartile of the data, and the central target indicates the
second quartile (median) of the data. Two dashed vertical lines extending from the central box
indicate the remaining data outside the central box that are not regarded as outliers. The plus
signs indicate the remaining outliers. Same definitions apply in the remaining box-and-whisker
plots in Figures 2.6 and 2.7.
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2.3.3 Trends in precipitation
From 1980 to 2013, growing season precipitation has increased by 12.20 ± 21.27
mm decade-1 for the study locations in the Midwest United States. The majority of the
research locations show increasing trends in growing season precipitation, but only 4% of
these are statistically significant. This result is consistent with that identified by Feng and
Hu (2004), in which a wetting climate has occurred during the period 1951–2000 in the
Midwest. Within the growing season, the majority of the locations are becoming wetter in
the early season but drier in the late season (Figure 2.5). On average, early season
precipitation is increasing by 16.79 mm decade-1 and late season precipitation is
decreasing by 4.73 mm decade-1. Among the 12 Midwestern states, this within-season
reversing trend in precipitation is found in: Illinois, Iowa, Michigan, Minnesota,
Missouri, Nebraska, North Dakota, and Wisconsin (Figure 2.6). In particular, the drying
trend in the late season is of greater magnitude than the wetting trend in the early season
for these four states: Iowa, Michigan, Minnesota, and Wisconsin. On the monthly
timescale, the majority of the locations are becoming wetter in April, May, June, and
October, but drier in July, August, and September (Figure 2.7). Overall, the greatest
wetting magnitude occurs in April, when 95% of the locations are becoming wetter (11%
are statistically significant, see Figure 2.8(a)). The greatest drying magnitude occurs in
August, when 72% of the locations are becoming drier (6% are statistically significant,
see Figure 2.8(b)).
By combining analyses of temperature and precipitation trends, it is found that in
May and June, weak positive trends in maximum temperature are accompanied by
positive trends in precipitation. But in July, negative trend in maximum temperature is
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not accompanied by positive trend in precipitation. And these results are interpreted as
follows: in May and June, higher precipitation leads to increased recharge of deep soil
moisture and increased amounts of surface evaporation. Therefore, this leads to increased
crop transpiration in July by deep rooting crops like corn. The increased solar energypartitioning to latent heat during May–July leads to (1) reduced daytime energypartitioning to sensible heat (reduction of maximum temperature), (2) increase of
absolute humidity (Takle, 2011) with accompanying reduction of nighttime surface
longwave radiation, and hence (3) increase in minimum temperature. Item (2) may also
be accompanied by increased cloudiness during May–July, which is consistent with item
(3), although could cover data are lacking to confirm this.
The reduction of daytime maximum temperature by increased precipitation as
described in the previous paragraph has substantial implication for agriculture in the
region. This mechanism protects crops like corn from extreme high temperatures during
the pollination period (July) and also masks a potential threat for dry years. Undesirably,
if May–June precipitation is insufficient to suppress high daytime maximum temperatures
in June and July, the underlying warming, evidenced by the increase in minimum
temperature, will not be offset and could lead to extreme high daytime temperatures and
eventually yield reductions. Take the year of 2012 as an example, the dry spring and
summer in Iowa led to the hottest July since 1936 (Hillaker, 2013), and reduced corn
grain yield to the lowest level since 1995 (Swoboda, 2013).
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Figure 2.5. Geographical distribution of the decadal trends in precipitation during the (a) early
season and (b) late season from 1980 to 2013 for the locations of this study.
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Figure 2.6. Box-and-whisker plots of the decadal trends in precipitation during the early season
and late season from 1980 to 2013 for the locations of this study in the 12 Midwestern US states.
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Figure 2.7. Box-and-whisker plot of the decadal trends in precipitation during the growing
months from 1980 to 2013 for the locations of this study in the 12 Midwestern US states.
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Figure 2.8. Geographical distribution of the decadal trends in precipitation in (a) April and (b)
August from 1980 to 2013 for the locations of this study.

2.4 Conclusions
The results of this study exhibit a high degree of spatial consistency where
meteorological stations with the largest warming magnitudes in maximum and minimum
temperatures during the early season and late season were generally in close proximity,
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and such spatial consistency relative to growing season in the Midwest United States has
not been found in other climate trend studies. This study concludes that an extensive
warming in growing season average temperature has occurred in the Midwest United
States during the most recent three decades. This regional warming is contributed more
by the greater increase in growing season minimum temperature as compared with the
increase in growing season maximum temperature. Within the growing season, average
temperature is increasing more in the late season than in the early season. And this is
because of the much greater warming magnitude in maximum temperature in the late
season, especially in Minnesota, Wisconsin, and Michigan. Faster increases in maximum
temperature in the late season could imply higher risks of high temperature extremes, and
local agricultural producers need to address the potential risk of grain yield reduction,
especially for non-irrigated sites. Both laboratory- and site-based studies have revealed
the negative effects of high temperature extremes in critical reproduction stages on corn
yields, such as after pollination, between tasseling and silking, and during grain filling
(Cheikh and Jones, 1994; Southworth et al., 2000). During the early season, dominant
trends in maximum temperature are a decrease in North Dakota, South Dakota,
Minnesota, the northern parts of Nebraska and Iowa, as well as the western part of
Wisconsin. Overall, minimum temperature is increasing more in the early season than in
the late season. Interestingly, there is an evident spatial pattern difference for the
statistically significant warming in minimum temperature during the early season and late
season. In the early season, statistically significant warming in minimum temperature is
focused in Missouri, Illinois, Indiana, and Ohio. But in the late season, statistically
significant warming in minimum temperature is focused in North Dakota, South Dakota,
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and Minnesota. It is noteworthy that, decreasing or even significantly decreasing trends in
early season minimum temperature are detected in the northwest part of the study region,
covering the western portions of North Dakota, South Dakota, and Nebraska. This is not
contrary to the climate warming, and Wolfe (2013) already stated that despite a welldocumented trend for warmer winters and earlier springs across the globe, the risk of
freeze damage continues. Local producers should think of the potential freeze damage
when planning on earlier planting, according to Neild and Newman (1990). Poor
germination resulting from below-normal temperatures rather than freezing temperatures
is the greatest hazard of planting too early. On the basis of monthly analysis, this study
concludes that the dominant trends in average temperature are positive for all seven
growing months. The greatest warming magnitude occurs in September, when maximum
and minimum temperatures are increasing by 0.34 and 0.18 °C decade-1, respectively.
The smallest warming magnitude occurs in July, when the majority of the locations show
decreasing trends in maximum temperature. Observed changes in temperature have
shifted corn phenology and affected corn grain yields during the period of 1981–2000 in
China (Tao et al., 2006). Increased monthly minimum temperature in May and
September has been found to be significantly correlated with the increase of corn yield in
Northeast China (Chen et al., 2011). By contrast, Lobell and Field (2007) found a clearly
negative response of global yields to increased temperatures for corn. Because of the
different subregional patterns in temperature trends in the Midwest United States, this
study strongly suggests that further research should include crop modelling as well as
statistical analysis to evaluate the impacts of temperature increases on corn grain yields.
Also because the growing season minimum temperature has a greater increase than the
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increase in maximum temperature, the majority of the locations show decreasing trends
in growing season DTR. Within the growing season, dominant trends in DTR are
decreasing both in the early season and late season, and the magnitude is greater in the
early season than in the late season. Dominant trends in monthly DTR show a decrease,
except in September when maximum temperature has increased nearly twice as fast as
minimum temperature during the study period. The greatest decreasing magnitude in
monthly DTR occurs in June, when minimum temperature has increased four times as
fast as maximum temperature on average.
From 1980 to 2013, this study concludes that the growing season precipitation has
been increasing for the majority of the locations in the Midwest United States, however,
few of these wetting trends are statistically significant. It is worth noting that this wetting
trend is driven by the increasing precipitation in the early season, while precipitation is
decreasing in the late season. This wetter early season–drier late season phenomenon is
found in 8 of the 12 Midwestern states: Illinois, Iowa, Michigan, Minnesota, Missouri,
Nebraska, North Dakota, and Wisconsin. Taking Wisconsin as an extreme example,
growing season precipitation is increasing during the period of 1980–2013, but early
season (and late season) precipitation is increasing (and decreasing) by more than 30 mm
decade-1 on average. Although only seven meteorological stations are used in the
precipitation trend analysis in Wisconsin, the small sample size could be part of the
reason for the extreme results. These results indicate some potential concern about the
tendency in extreme weather events such as flood in the early season and drought in the
late season. Grassini et al. (2009) pointed out that rainfed crops grown in the Western
Corn Belt are frequently subjected to episodes of transient and unavoidable water stress,
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especially in the critical development stage (around and after silking). Mishra and
Cherkauer (2010) found that corn yield was negatively correlated with meteorological
drought during the sensitive period in late season (grain-filling period). In the northcentral part of the study area, covering Minnesota, Wisconsin, and Iowa, climate has
become warmer (statistically significant) and drier in late season, the combination of
potential heat stress together with rainfall deficit would hurt the local corn production.
Future research could focus on the precipitation indices based on finer timescales (e.g.
weekly) when homogenization techniques become available. The most recent National
Climate Assessment has pointed out that, in the next few decades, temperatures are
projected to continue rising in the Midwest, more specifically, average temperatures are
expected to increase faster in the northern part while days above 35 °C are expected to
increase more in the southern part of the region (Pryor et al., 2014). In addition, under the
A2 scenario (higher emissions), the number of consecutive dry days is projected to
increase in Nebraska and Kansas, whereas the number of heavy precipitation days is
projected to increase in North Dakota and South Dakota (Shafer et al., 2014). As a result,
the benefits of longer growing seasons and rising CO2 levels will be progressively offset
by extreme weather events (Pryor et al., 2014). Hence, this study suggests further
research be focused on quantifying the impacts of historical climate trends on cereal grain
crop yields in the Midwest United States, in order to offer a scientific basis for the longterm adaptation strategies.
This chapter was published in the International Journal of Climatology.
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2.5 A web-based tool for the corn community
Climate change plays an important role in Midwestern corn production. Before
Christmas, when other people are busy shopping for gifts, farmers are busy making
decisions about the next growing season. These agricultural decisions (Takle et al., 2014)
are climate based and tend to be more strategic in nature, such as when to plant, which
seed varieties to choose, and so forth. In this information age, farmers have more data
than ever to help them make these decisions. However, much of these data are either
irrelevant, unreliable, or otherwise unusable. How can the average farmer know what
data to use when planning for the next growing season? The main goal of developing this
web-based tool, the Corn Belt Climate Trends (1980–2013) is to help Midwestern
agricultural community get useful data in a usable format with reliable results
(http://www.hprcc.unl.edu/climatetrends.php). This tool could help users more easily
understand how local or regional temperature and precipitation have changed in the last
three decades. With this tool, users can examine climate trends on a monthly, seasonal
(Spring, Summer, Fall, Winter, and early growing season, late growing season, as well as
the entire growing season for corn), and annual basis.
This tool is usable because: (a) it provides climate trends information that matters to
farmers in a more visually appealing way; taking average temperature during the growing
season for corn as an example, the available products include a detailed station report as a
pop-up window (Figure 2.9), a map image of the regional-level climate trends (Figure
2.10), and a report file about the state-level climate trends (Table 2.2); and (b) the web
interface is user-friendly, so a farmer can choose the time frame and climate variable or
variables in which he is interested (e.g., average temperature, diurnal temperature range,

28
maximum temperature, minimum temperature, precipitation, and climate) to generate the
information and obtain the desired products. This tool is also useful because: (a) it uses
high quality data to reveal not only how much warmer (cooler) the climate is becoming,
but also whether the warming (cooling) trend is statistically significant or not; (b) it
provides information that is tailored to local users; for example, if the farmer sees that his
local area is experiencing a warming (cooling) trend during the growing season for corn,
he would need to plan for earlier (later) planting or using late-maturing (early-maturing)
seeds in order to possibly maximize the grain yield. In sum, farmers can use this tool to
assist their planning for the next growing season more efficiently and effectively.
Since the initial development of this tool, several presentations have been made in
order to advertise it (Table 2.3). Since its inception on August 15 2015, this tool webpage
has had a total of 1, 585 pageviews (the number of times a visitor views a page) until
October 12 2016. Of which there are a total of 1, 353 unique pageviews, which means if
the same visitor visits a product page five times in the same session, it will only be
counted as one visit. The average time spent on this tool webpage is 1 minute and 56
seconds. The entrances that are registered as the first pageview of a session are 205. The
bounce rate is 54.15%, which measures through a percentage all of the single-page
sessions. And the exit rate is 37.92%, which measures through a percentage all of the
pageviews to the page that were the last in the session.
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Figure 2.9. A pop-up window about details of average temperature during the growing season for
corn (Apr–Oct) from 1980 to 2013 at York, Nebraska.

Figure 2.10. A map image of the regional trends in average temperature during the growing
season for corn (Apr–Oct) from 1980 to 2013 at the tracked meteorological stations in the
Midwest.

Table 2.2. A report file about the state-level trends in average temperature during the growing
season for corn from 1980 to 2013 at the meteorological stations in Nebraska.
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Table 2.3. Presentations for the advertisement of the web-based Corn Belt Climate Trends tool.
Time
October 2013
December 2013

April 2014

April 2014
April 2014

Event name
Changes: Climate,
Water and Life on the
Great Plains
American Geophysical
Union Fall Meeting

Location
Lincoln, NE

School of Natural
Resources Graduate
Student Association
Poster Symposium
40th Annual Center for
Great Plains Studies
Symposium
School of Natural
Resources Elevator
Speech Contest
Preliminary

Lincoln, NE

San Francisco, CA

Lincoln, NE
Lincoln, NE

Presentation type and title
Poster, “Temperature and
Precipitation Trends in the Midwest
U.S. from 1981 to 2012”
Poster, “Growing Season
Temperature and Precipitation
Variability and Extremes in the U.S.
Corn Belt from 1981 to 2012”
Poster, “Growing season
temperature and precipitation trends
in the Midwest U.S. (1981–2012)”
Poster, “Growing season climate
change in the Midwest U.S. from
1981 to 2012”
Oral speech, “Growing Season
Climate Trends in the Midwest
(1981–2012)”
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NOAA’s 39th Climate
Diagnostics and
Prediction Workshop
2015 Crop Production
Clinic

St. Louis, MO

January 2015

2015 Crop Production
Clinic

Norfolk, NE

February 2015

School of Natural
Resources Elevator
Speech Contest Finale

Lincoln, NE

October 2014
January 2015

Ithaca, NE

Poster, “Midwestern Climate Trend
Viewer – A web-based tool for the
agricultural community”
Oral speech, “Use of Climate
Information for Agricultural
Decisions”
Oral speech, “Use of Climate
Information for Agricultural
Decisions”
Oral speech, “Midwestern Climate
Trends – A web-based tool for the
agricultural community”
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CHAPTER 3: EVALUATION OF DEGREE-DAYS ESTIMATED WITH SEVERAL
METHODS FOR CORN IN NEBRASKA

ABSTRACT: In Nebraska, the concept of thermal time is widely used among the
agricultural community, for decisions such as, choosing corn (Zea Mays L.) varieties,
predicting corn phenology, quantifying heat stress and so on. Instead of the real-time
temperatures that are experienced by corn plants, most of the widely available
temperature data are limited to daily timescale observations from standard meteorological
stations. Therefore, a variety of equations are used to estimate degree-days for corn based
on the daily temperature data. Not only could these estimation methods be lacking in
accuracy, but also there are differences among the same metric of degree-days that are
estimated by them. Different agricultural groups, such as researchers, advisors, farmers,
and seed companies, often use different methods to estimate thermal time for corn for the
same purpose. Furthermore, different lower and upper thresholds are often used among
these different agricultural groups for the same purpose, yet without specifying the
thresholds being used. Consequently, if the details about estimation methods or lower and
upper thresholds are not known, citing the results from one another could lead to biased
decisions in corn production. By assuming that the thermal time approximated with
hourly temperature data as true, this study evaluates six most commonly used degree-day
methods for corn at 14 long-term observing locations in Nebraska. They are: Tavg-based
rectangle method, adjusted Tmax and Tmin rectangle method, single-sine method, doublesine method, single-triangulation method, and double-triangulation method. Six metrics
of total growing season (from May through September) degree-days are analyzed,
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including DD8, 29, DD10, 30, DD8, 34, DD29+, DD30+, and DD34+. A combination of statistical
parameters, RMSE and MAE, is used to quantify the estimation errors. This study
analyzed the sensitivity of these methods to different temperature threshold and also to
extreme cool and warm years. In particular, four representative cases of location-year are
chosen to describe the six methods’ estimation performance on a daily timescale in
extreme cool and warm years. In sum, the single- and double-sine methods as well as the
Tavg-based method are superior to other three methods. But the adjusted Tmax and Tmin
rectangle method, though being the most commonly used for corn in the study area,
provides poor estimation for actual growing season degree-days.

3.1 Introduction
The concept of heat units, or thermal time, measured in degree-days is widely used
in crop research and field management to track crop phenological development (Cross
and Zuber, 1972; Gilmore and Rogers, 1958; Russelle et al., 1984). Thermal time is the
cumulative measure for temperature-based crop development, and ideally would be
measured with temperatures that are actually experienced by the plants. However, most
of the widely available temperature data are restricted to observations from
meteorological stations that are in the vicinity of crop fields, usually including daily
maximum and minimum temperatures. Thermal time is commonly estimated based on
these two daily temperatures, with three types of methods as follows: (1) averaging (or so
called rectangle) methods, such as Tavg-based method (Tavg is the arithmetic mean of daily
maximum and minimum temperatures) and adjusted Tmax and Tmin method (Arnold, 1960;
McMaster and Wilhelm, 1997); (2) sine-wave methods, such as single-sine method
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(Baskerville and Emin, 1969), double-sine method (Allen, 1976), and corrected-sine
method (Roltsch et al., 1999); and (3) triangulation methods, such as single-triangulation
method (Lindsey and Newman, 1956; Neild, 1967), double-triangulation method
(Sevacherian et al., 1977), and corrected triangulation method (Roltsch et al., 1999).
Averaging methods are relatively simple to use, especially the Tavg-based method,
however, using such methods raises a concern that the arithmetic mean of daily
maximum and minimum temperatures may not accurately represent the true daily average
temperature, as illustrated by Bigelow (1909). The principal assumption of sine-wave and
triangulation methods is that the diurnal temperature curve is similar to the trigonometric
sine curve or triangulation curve. Double-sine and double-triangulation methods account
for the fact that minimum temperature at the beginning and the end of a specific 24-hour
period may not necessarily be the same; hence, they use the next day’s minimum
temperature. Specifically, double-sine and double-triangulation methods divide each day
into two 12-hour periods and then represent the first 12-hour period by daily minimum
and maximum temperatures of that day while representing the second 12-hour period by
daily maximum temperature of that day and daily minimum temperature of the following
day (Allen, 1976; Sevacherian, et al., 1977).
According to Kumudini et al. (2014), the above-mentioned estimation methods for
thermal time are all categorized as empirical linear, based on their temperature response
and derivation. Usually, two temperature thresholds are involved in an empirical linear
estimation method, including a lower threshold below which crop development ceases
and an upper threshold above which crop development rate will not further increase.
When daily average temperature, the arithmetic mean of daily maximum and minimum
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temperatures, is used to estimate thermal time, there are three possible situations that
need to be considered: (1) daily average temperature is at or above the upper threshold;
(2) daily average temperature is at or above the lower threshold but remains below the
upper threshold; and (3) daily average temperature is below the lower threshold. When
daily maximum and minimum temperatures are directly used to estimate thermal time,
there are six possible situations that need to be considered: (1) daily minimum
temperature is below the lower threshold, and daily maximum temperature is either: (a)
below the lower threshold, (b) at or above the lower threshold but below the upper
threshold, or (c) at or above the upper threshold; (2) daily minimum temperature is at or
above the lower threshold but below the upper threshold, and daily maximum
temperature is either: (a) at or above the lower threshold but below the upper threshold,
(b) at or above the upper threshold; or (3) both daily minimum temperature and daily
maximum temperature are at or above the upper threshold.
When observing hourly temperature data are available, there would be no need to
depict the diurnal temperature curve with daily maximum and minimum temperatures.
Instead, thermal time could be more realistically approximated as the number of degree
days that hourly temperatures fall between the lower and upper thresholds (Zalom et al.,
1983). Zalom et al. (1983) compared thermal time derived from five different estimation
methods with thermal time based on hourly temperature, with a lower threshold of
12.8 °C and an upper threshold of 32.2 °C, but used only one dataset of a 14-day period.
McMaster and Wilhelm (1997) compared the two types of averaging methods for corn,
with a lower threshold of 10 °C and an upper threshold of 30 °C, and emphasized the
importance of precisely describing the used estimation method for thermal time so that
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the results could be interpreted and applied correctly by others. Roltsch et al. (1999)
evaluated seven different estimation methods for thermal time with different upper
threshold cut-off techniques (e.g., horizontal, vertical, and intermediate), at nine locations
in California during a two-year study period.
In Nebraska, the concept of degree-days is widely used among agricultural
community for corn; for example, it is used when choosing corn variety, predicting corn
phenology, and so on. However, different groups (e.g., researchers, agricultural advisors,
farmers, seed companies, etc.) have used divergent methods for estimating degree-days
for corn. In addition, each group uses different lower and upper thresholds for the same
purpose, often times without specifying the thresholds they are using. In particular,
researchers use Tavg-based averaging method with a lower threshold of 10 °C and an
upper threshold of 30 °C (Feng and Hu, 2004); agricultural advisors use adjusted Tmax
and Tmin method with a lower threshold of 10 °C and an upper threshold of 30 °C
(https://drinet.hubzero.org/groups/u2u/tools/gdd); seed company Monsanto uses Tavgbased averaging method with a lower threshold of 10 °C but no upper threshold, although
this is not well documented; crop simulation model CERES-Maize (Jones and Kiniry,
1986) uses a combination of averaging method and 3-hour correction method with a
lower threshold of 8 °C and an upper threshold of 34 °C, while Hybrid-Maize model
(Yang et al., 2004) uses single-sine wave method with the same lower and upper
thresholds. Without knowing the differences among these estimation methods or lower
and upper thresholds, citing each other’s thermal time results could lead to inconsistent
decisions. Therefore, a comprehensive evaluation of these different estimation methods
for thermal time is critically important. Focusing on the active corn growing season, this
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study analyzes estimation errors of thermal time derived from those commonly used
empirical linear methods with daily temperatures, and thermal time approximated with
hourly temperature is seen as the true value. Two assumptions are made for this study:
first, thermal time approximated with hourly temperatures is superior to thermal time
estimated with empirical linear methods based on daily temperature; second, these
estimation errors are significant enough to be considered when being applied in corn
production, such as predicting corn phenology, though observed corn phenology data
would be needed in order to test this, as described in Kumudini et al. (2014). The goal of
this study is to evaluate the performance of these commonly used estimation methods for
thermal time of corn in Nebraska.

3.2 Data and methods
The study area is the state of Nebraska, which is one of the main corn production
states in the United States (USDA NASS, 2014; USDA NASS, 2015). Hourly air
temperature data are obtained from the High Plains Regional Climate Center’s
Automated Weather Data Network (AWDN) through the online Climate Data Services
(http://www.hprcc.unl.edu/services, accessed 10 December 2015). The data are quality
controlled with a spatial regression test; the advantages of this test were stated by
Hubbard and You (2005), Hubbard et al. (2007), and You et al. (2008). A combination
standard of data completeness and corn production representativeness is used to choose
the study locations. From the beginning year of record to 2015, the maximum acceptable
amount of missing data for each station for this study is set at 5%. Missing data are
replaced by reliable estimates, estimates based on weighted linear regression from
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surrounding stations, or unreliable estimates (HPRCC, 2015). Only two of the stations
have no unreliable estimates of hourly temperature data, but that would be too few to
represent the entire state’s climate. Therefore, stations with up to 0.03% unreliable
estimates are included in this study; these unreliable estimates have been manually
checked to ensure that they are climatologically reasonable. By consulting with local
agronomists, a total of 14 observing stations (40.08°–42.47°N and 96.48°–101.72°W,
Figure 3.1) that are in active corn production areas are chosen for the analysis. The
beginning year of study spans from 1982 to 1991, depending on the station, and the
elevation of the stations ranges from 347 to 1029 m. In this study, active corn growing
season is defined as from May 1 to September 30 based on the USDA reports (USDA
NASS Agricultural Statistics Board, 1997; USDA NASS, 2010). The obtained hourly
temperature data are used to compute daily temperatures, including maximum, minimum,
and average temperatures. During a 24-hour period (i.e., from 1:00 to 24:00), the highest
hourly temperature is considered as daily maximum temperature; the lowest hourly
temperature is considered as daily minimum temperature; and the arithmetic mean of
hourly temperature is considered as daily average temperature. This daily average
temperature often differs from that derived from daily maximum and minimum
temperatures alone.
In order to test the sensitivity of estimation methods to different temperature
thresholds, three sets of lower and upper thresholds that are commonly used for corn are
included in the analysis. They are: 8° and 29°C (Butler and Huybers, 2012), 10°
(predominantly used by seed companies) and 30°C (McMaster and Wilhelm, 1997), as
well as 8° (used in crop models such as CERES-Maize and Hybrid-Maize) and 34°C
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(Kropff and van Laar, 1993). In addition to degree-days that are between lower and upper
thresholds (DD8, 29, DD10, 30, DD8, 34), the performance of different estimation methods on
degree-days that are above upper thresholds (DD29+, DD30+, DD34+) are also analyzed in
this study because accumulated above-upper-threshold temperatures have often been used
to measure heat stress (Butler and Huybers, 2012; Lobell et al., 2011).
First, total growing season degree-days are calculated based on the observed hourly
temperature data for each metric of thermal time at the study locations using Eqs. (3.1),
(3.2), and (3.3), as described in Lobell et al. (2011):
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Where N is the number of days (153) for crop development over the growing season
spanning from May 1 to September 30, unitless; DDd is the daily degree-day, °Cday;
DDh is the hourly degree-day, °Cday; Th is the hourly temperature, °C; Tlower is the lower
threshold, °C; and Tupper is the upper threshold, °C.
Second, daily degree-days are estimated based on the calculated daily temperature
data for each metric of thermal time at the study locations. A total of six estimation
methods are analyzed in this study: Tavg-based rectangle method, adjusted Tmin and Tmax
rectangle method, single-sine method with horizontal cut-off technique, double-sine
method with horizontal cut-off technique, single triangulation method with horizontal
cut-off technique, and double triangulation method with horizontal cut-off technique. For
the two rectangle methods, Eqs. (3.4) and (3.5) are used to estimate daily degree-days,
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respectively. The detailed formulas to estimate daily degree-days for single-sine, doublesine, single-triangulation, and double-triangulation methods with horizontal cut-off
technique are found at the UC IPM (2005). Eq. (3.1) is used to calculate total growing
season degree-days for the six estimation methods.
𝐷𝐷9:;<=,DEE<= = 𝑇GHI_GKL − 𝑇9:;<=
𝐷𝐷9:;<=,DEE<= =
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− 𝑇9:;<=
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Where Tavg_adj is the adjusted daily average temperature, °C; Tmax_adj is the adjusted daily
maximum temperature, °C; and Tmin_adj is the adjusted daily minimum temperature, °C.
They are adjusted to lower threshold if they are below the lower threshold, and to upper
threshold if they are above the upper threshold.
For the six metrics of thermal time analyzed in this study, degree-days approximated
with hourly temperature as taken as true. The differences between degree-days estimated
with daily temperature and degree-days approximated with hourly temperature are
considered as errors. According to the recommendations from Chai and Draxler (2014), a
combination of statistical metrics of root mean square error (RMSE) and mean absolute
error (MAE) is used to assess the performance of different estimation methods. At every
study location, Eqs. (3.6) and (3.7) are used to calculate RMSE and MAE for each metric
of thermal time during the study period at each study location, respectively.
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In these equations, n is the number of total study years at the study location, unitless; ei is
the error of total growing season degree-days, °Cday.
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Figure 3.1. Locations of the 14 meteorological stations in Nebraska, U.S., the beginning year of
study for each location is included in parentheses after the name of the station.

3.3 Results and discussion
3.3.1 Estimation errors of the six methods
During the study period, the composite RMSE of total growing season degree-days
for the six estimation methods at the 14 study locations ranges from 12.2 to 40.8 °Cday
for the three metrics of thermal time that are defined as between lower and upper
thresholds (i.e., DD8, 29, DD10, 30, DD8, 34), and from 0.6 to 60.2 °Cday for the three
metrics of thermal time that are defined as above upper thresholds (i.e., DD29+, DD30+,
DD34+) (Table 3.1). Meanwhile, the composite MAE ranges from 10.5 to 34.7 °Cday for
the three metrics of DD8, 29, DD10, 30, and DD8, 34; and from 0.4 to 56.5 °Cday for the
three metrics of DD29+, DD30+, and DD34+. For all six metrics of thermal time, the
adjusted Tmin and Tmax rectangle method uniformly shows the greatest composite RMSE
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and MAE. Therefore, using the adjusted Tmin and Tmax rectangle method to estimate total
growing season degree-days for corn is not recommended in Nebraska, though it has been
the most widely used method in general. In contrast, the single-sine method shows the
smallest composite RMSE and MAE for DD8, 29 and DD10, 30; the Tavg-based rectangle
method shows the smallest composite RMSE and MAE for DD8, 34; the double-sine
method shows the smallest composite RMSE for DD29+ and DD30+. Both single-sine and
double-sine methods show the smallest composite RMSE and MAE for DD34+.
At the majority of the study locations, the single-sine method shows the smallest
estimation error for DD8, 29 and DD10, 30. At a total of 13 (12) out of the study locations,
the Tavg-based method shows the smallest RMSE (MAE) for DD8, 34 (Table 3.2). In other
words, the single-sine method is sensitive to the lower and upper thresholds; it performs
the best when the upper threshold is relatively low (e.g., 29 and 30 °C). When the upper
threshold is relatively high (e.g., 34 °C), the Tavg-based method outperforms the singlesine method. For the three metrics of thermal time that are defined as above upper
thresholds (i.e., DD29+, DD30+, and DD34+), the double-sine method uniformly shows the
smallest estimation error at the majority of the study locations. For the adjusted Tmin and
Tmax rectangle method, the smallest RMSE and MAE of total growing season degree-days
for corn only occurs in two cases: DD8, 29 at Elgin and DD10, 30 at Holdrege. This supports
our suggestion that more attention should be paid to the estimation error when the
adjusted Tmin and Tmax rectangle method is used to estimate total growing season degreedays for corn with daily temperature data in Nebraska.
Table 3.1. Composite RMSEs and MAEs (in parentheses) of total growing season degree-days for
corn for the six estimation methods during the study period at the 14 study locations in Nebraska,
(unit: °Cday).
Method
Tavg-based

DD8, 29
40.4 (34.1)

DD10, 30
24.5 (19.7)

DD8, 34
12.2 (10.5)

DD29+
51.6 (46.4)

DD30+
38.9 (33.9)

DD34+
8.2 (6.0)
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Adjusted Tmax and Tmin
Single-sine
Double-sine
Single-triangulation
Double-triangulation

40.8 (34.7)
17.2 (14.3)
17.5 (14.6)
23.3 (20.2)
23.9 (20.9)

28.1 (22.7)
17.7 (14.9)
18.0 (15.1)
21.0 (17.7)
21.5 (18.1)

23.6 (20.7)
18.5 (15.6)
18.9 (15.9)
18.8 (15.4)
19.2 (15.7)

60.2 (56.5)
3.9 (3.3)
3.8 (3.2)
15.5 (14.2)
15.7 (14.3)

48.2 (44.2)
2.9 (2.4)
2.8 (2.3)
12.6 (11.1)
12.7 (11.3)

14.1 (11.1)
0.6 (0.4)
0.6 (0.4)
3.7 (2.7)
3.7 (2.7)

Table 3.2. Numbers of study locations that show the smallest RMSE and MAE (in parentheses) of
total growing season degree-days for corn for the six estimation methods during the study period
in Nebraska.
Method
Tavg-based
Adjusted Tmax and Tmin
Single-sine
Double-sine
Single-triangulation
Double-triangulation

DD8, 29
0 (0)
1 (1)
8 (9)
2 (0)
2 (3)
1 (1)

DD10, 30
3 (3)
1 (1)
5 (6)
4 (3)
1 (1)
0 (0)

DD8, 34
13 (12)
0 (0)
0 (0)
1 (2)
0 (0)
0 (0)

DD29+
0 (0)
0 (0)
4 (4)
10 (10)
0 (0)
0 (0)

DD30+
0 (0)
0 (0)
4 (4)
10 (10)
0 (0)
0 (0)

DD34+
0 (0)
0 (0)
4 (5)
10 (9)
0 (0)
0 (0)

3.3.2 Comparison of estimated degree-days with true degree-days
During the study period, estimated total growing season degree-days with the
adjusted Tmax and Tmin rectangle method uniformly shows the largest deviation from that
approximated with the observed hourly temperature data for the three metrics of thermal
time that are defined as between lower and upper thresholds (i.e., DD8, 29, DD10, 30, and
DD8, 34), performing the worst for total growing season DD8, 29 (Figure 3.2(a)) and the
best for DD8, 34 (Figure 3.3(a)). In particular, this deviation is caused by overestimation of
the relatively small values and underestimation of the relatively great values. Meanwhile,
estimated total growing season degree-days with the single-sine method shows the
smallest deviation from that approximated with the observed hourly temperature data for
both DD8, 29 and DD10, 30, and the single-sine method performs better for total growing
season DD8, 29 than for total growing season DD10, 30 (Figure 3.2(b)). Estimated total
growing season degree-days with the Tavg-based rectangle method shows the smallest
deviation from that approximated with the hourly observed temperature data for DD8, 34
(Figure 3.3(b)). As compared with degree-days approximated with the observed hourly
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temperature data, the six estimation methods show a similar performance pattern for the
three metrics of thermal time that are defined as above upper thresholds (i.e., DD29+,
DD30+, and DD34+): the Tavg-based rectangle method drastically underestimates, the
adjusted Tmax and Tmin rectangle method largely overestimates, the single-sine and
double-sine methods perform similarly and provide the best estimation, and the singletriangulation and double-triangulation methods tend to underestimate (Figure 3.4).
Moreover, during relatively warm growing seasons, the adjusted Tmax and Tmin rectangle
method overestimates the three metrics of DD29+, DD30+, and DD34+ to a greater extent
(Figure 3.4(b)); the single- and double-triangulation methods underestimate the three
metrics of DD29+, DD30+, and DD34+ to a greater extent as well (Figure 3.4(e), (f)).
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Figure 3.2. Comparison of estimated total growing season DD8, 29 with (a) the adjusted Tmax and
Tmin rectangle method and (b) the single-sine method with approximated total growing season
DD8, 29 based on the observed hourly temperature data during the study period at the 14 study
locations in Nebraska.
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Figure 3.3. Comparison of estimated total growing season DD8, 34 with (a) the adjusted Tmax and
Tmin rectangle method and (b) the Tavg-based rectangle method with approximated total growing
season DD8, 34 based on the observed hourly temperature data during the study period at the 14
study locations in Nebraska.
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Figure 3.4 Comparison of estimated total growing season degree-days with the six methods with
approximated total growing season degree-days based on the observed hourly temperature data
during the study period at the 14 study locations in Nebraska. (I) DD29+. (II) DD30+. (III) DD34+.
(a) The Tavg-based rectangle method. (b) The adjusted Tmax and Tmin rectangle method. (c) The
single-sine method. (d) The double-sine method. (e) The single-triangulation method. (f) The
double-triangulation method.

3.3.3 Selected cases in the extreme cool and warm years
In order to test the performance of the six estimation methods during extreme cool
and warm years, which are defined based on the mean growing season average
temperature during the study period at the 14 study locations in Nebraska (Table 3.3).
The six estimation methods show an inverse pattern in total growing season degree-days
for corn that are defined as between lower and upper thresholds (i.e., DD8, 29, DD10, 30,
and DD8, 34) in extreme cool years vs. in extreme warm years (Figure 3.5 and 3.6). At the
majority of the study locations, the Tavg-based method underestimates the three metrics of
DD8, 29, DD10, 30, and DD8, 34 in extreme cool years but overestimates them in extreme
warm years. The opposite holds true for the adjusted Tmax and Tmin rectangle method,
single-sine method, and double-sine method, which overestimate the three metrics of
DD8, 29, DD10, 30, and DD8, 34 in extreme cool years and underestimate them in extreme
warm years. For single- and double-triangulation methods, this inverse pattern between
extreme cool and warm years is relatively weak due to the internal inconsistency in
estimation performance. In extreme cool years, the single- and double-triangulation
methods underestimate DD8, 29 at half of the study locations and overestimate DD8, 29 at
the remaining half of the study locations; the single- and double-triangulation methods
underestimate DD10, 30 and DD8, 34 at a total of 8 out of 14 study locations. In extreme
warm years, the single- and double-triangulation methods overestimate DD8, 29 and DD10,
30

but underestimate DD8, 34 at the majority of the study locations.
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In extreme cool years, the Tavg-based rectangle method shows the smallest composite
MAE for DD8, 29 and DD8, 34, and the single-sine method shows the smallest composite
MAE for DD10, 30. In extreme warm years, the single-sine method shows the smallest
composite MAE for DD8, 29 and DD10, 30, and the Tavg-based rectangle method shows the
smallest composite MAE for DD8, 34. In contrast, the adjusted Tmax and Tmin rectangle
method shows the greatest composite MAE for the three metrics of DD8, 29, DD10, 30, and
DD8, 34 in both extreme cool and warm years, with the exception of DD8, 29 in extreme
cool years. In extreme cool years, the double-triangulation method shows the greatest
composite MAE for DD8, 29. Among all the cases for the three metrics of DD8, 29, DD10, 30,
and DD8, 34 in extreme years, the worst performance occurs to DD8, 29 with the adjusted
Tmax and Tmin rectangle method in extreme warm years, with an underestimation error
ranging from 36.3 to 118.0 °Cday (Figure 3.6(a)).
In extreme cool and warm years, the six methods show similar predominant patterns
in estimation performance for the three metrics of thermal time that are defined as above
upper thresholds (i.e., DD29+, DD30+, and DD34+) in Nebraska. At the majority of the
study locations, the Tavg-based rectangle method underestimates the three metrics of
DD29+, DD30+, and DD34+ in both extreme cool and warm years; the adjusted Tmax and
Tmin rectangle method overestimates the three metrics of DD29+, DD30+, and DD34+ in both
extreme cool and warm years; the single- and double-sine methods overestimate the three
metrics of DD29+, DD30+, and DD34+ in both extreme cool and warm years; and the singleand double-triangulation methods underestimate the three metrics of DD29+, DD30+, and
DD34+ in both extreme cool and warm years (Figure 3.7 and 3.8). While the double-sine
method shows the smallest composite MAE for the three metrics of DD29+, DD30+, and
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DD34+ in extreme years, the adjusted Tmax and Tmin rectangle method shows the greatest
composite MAE for the three metrics of DD29+, DD30+, and DD34+ in extreme years. In
extreme cool years at the three locations of Havelock, Elgin, and Red Cloud, the
estimated DD34+ is zero with the six methods, as is the approximated DD34+ based on the
observed hourly temperature data (Figure 3.7(c)).
In order to further understand how the six estimation methods perform on a daily
timescale in extreme cool and warm years, a total of four representative cases are selected
for the analysis. They are the metrics of thermal time at locations in extreme years that
have the greatest total absolute errors for the six methods. For the three metrics of
thermal time that are defined as between lower and upper thresholds, DD8, 34 at Concord
in 1985 and DD8, 29 at Red Cloud in 2000 are chosen to represent the extreme cool and
warm years, respectively. At Concord, all six methods underestimate total growing
season DD8, 34 in the extreme cool year of the study period, among which the Tavg-based
rectangle method shows the smallest estimation error, with the estimation error remaining
steady within the growing season. By contrast, the double-triangulation method shows
the greatest estimation error, with the estimation error increasing with time during the
growing season (Figure 3.9(a)). In the extreme warm year of the study period at Red
Cloud, the Tavg-based rectangle method shows the greatest overestimation error and the
adjusted Tmax and Tmin rectangle method shows the greatest underestimation error for
DD8, 29. Within the growing season, both of these two overestimation and
underestimation errors increases with time on a daily timescale (Figure 3.9(b)).
For the three metrics of thermal time that are defined as above upper thresholds,
DD29+ at McCook in 1992 and DD29+ at Champion in 2012 are chosen to represent the
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extreme cool and warm years, respectively. The six methods show similar performance
for DD29+ at McCook in the extreme cool year of the study period as for DD29+ at
Champion in the extreme warm year of the study period. The Tavg-based rectangle
method and both the single- and double-triangulation methods underestimate, while the
adjusted Tmax and Tmin rectangle method and both the single- and double-sine methods
overestimate, DD29+ at McCook in the extreme cool year and DD29+ at Champion in the
extreme warm year. Among which the Tavg-based method and the adjusted Tmax and Tmin
rectangle method shows the greatest underestimation and overestimation errors,
respectively. As would be expected, the Tavg-based method drastically underestimates
DD29+ for these two cases. In particular, estimated daily DD29+ with the Tavg-based
method is zero throughout the growing season at McCook, NE, in the extreme cool year.
In both cases, the adjusted Tmax and Tmin rectangle method overestimates daily DD29+
more and more within the growing season. And this worsening overestimation tendency
is rougher at McCook in the extreme cool year than at Champion in the extreme warm
year. The single- and double-sine methods perform well for daily DD29+ in early growing
season in both cases, but start to overestimate in the middle-to-late growing season. In
both cases, the single- and double- triangulation methods underestimate daily DD29+
worse within the growing season, especially in the second half of the growing season
(Figure 3.10).
Table 3.3. Years and mean growing season average temperatures (in parentheses, unit: °C) for the
extreme cool and warm years during the study period at the 14 study locations in Nebraska.
Location name
Beatrice
Champion
Concord
Curtis
Dickens
Elgin
Havelock

Extreme cool year
1992 (19.7)
1993 (17.9)
1985 (17.7)
1992 (18.5)
1993 (17.5)
1992 (17.9)
1992 (19.4)

Extreme warm year
2012 (22.6)
2012 (21.3)
1988 (21.2)
2012 (22.2)
2012 (21.4)
2012 (21.0)
2012 (23.5)
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Holdrege
McCook
Mead
North Platte
O’Neill
Ord
Red Cloud

1992 (18.7)
1992 (18.8)
1992 (19.2)
1992 (17.8)
1992 (17.4)
1992 (18.3)
1992 (19.4)

Tavg-based

Adjusted Tmax and Tmin

Single-sine

2012 (21.6)
2012 (22.4)
1988 (22.4)
2012 (21.7)
2012 (21.5)
1988 (21.8)
2000 (24.0)

Double-sine

Single-triangulation

Double-triangulation

(a) (a)
Estimation
(°C · day)
Estimation5
error5error
(°C5:5day)

30.0
30.0
7.5
7.5
-15.0
!15.0

-37.5
!37.5
-60.0
!60.0
-82.5
!82.5

(b)
Estimation error (°C · day)

58.5

29.0

-0.5

-30.0

-59.5

-89.0

(c)
(c)
Estimation
Estimation6
error (°C
error6
· day)
(°C6;6day)

51.0

23.0
51.0

23.0
!5.0
-5.0
!33.0
-33.0
!61.0

-61.0
!89.0
-89.0
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Mead
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O'Neill
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Red Cloud

Location

Figure 3.5. Estimation errors of the six methods in total growing season degree-days in extreme
cool years for the 14 study locations in Nebraska. (a) DD8, 29. (b) DD10, 30. (c) DD8, 34.
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!17.0

!55.0
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Figure 3.6. Estimation errors of the six methods in total growing season degree-days in extreme
warm years for the 14 study locations in Nebraska. (a) DD8, 29. (b) DD10, 30. (c) DD8, 34.
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Figure 3.7. Estimation errors of the six methods in total growing season degree-days in extreme
cool years for the 14 study locations in Nebraska. (a) DD29+. (b) DD30+. (c) DD34+.
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Figure 3.8. Estimation errors of the six methods in total growing season degree-days in extreme
warm years for the 14 study locations in Nebraska. (a) DD29+. (b) DD30+. (c) DD34+.
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Figure 3.9. Accumulated degree-days within the growing season of extreme years at particular
locations. (a) DD8, 34 at Concord, NE in the extreme cool year of 1985. (b) DD8, 29 at Red Cloud,
NE in the extreme warm year of 2000.
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Figure 3.10. Accumulated degree-days within the growing season of extreme years at particular
locations. (a) DD29+ at McCook, NE in the extreme cool year of 1992. (b) DD29+ at Champion,
NE in the extreme warm year of 2012.
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3.4 Conclusions
This study uses an hourly air temperature dataset for the 14 study locations in
Nebraska to evaluate the six most commonly used methods to estimate thermal time for
corn when weather data are limited to the daily timescale. The single- and double-sine
methods generally perform the best estimation for all the studied metrics of thermal time
for corn, with an exception of DD8, 34 that the Tavg-based rectangle method performs the
best estimation. In other words, the single- and double-sine methods are sensitive to the
lower and upper thresholds. Though being the most widely used method in the study area,
the adjusted Tmax and Tmin rectangle method shows the greatest composite RMSE and
MAE for all six metrics of thermal time for corn. Hence, this study suggests that the
adjusted Tmax and Tmin rectangle method does not accurately estimate growing season
thermal time for corn in Nebraska.
All six methods perform differently for the three metrics of thermal time that are
defined as between lower and upper thresholds in extreme cool years vs. in extreme
warm years at the majority of the study locations. In particular, the adjusted Tmax and Tmin
rectangle method overestimates the three metrics of DD8, 29, DD10, 30 and DD8, 34 in
extreme cool years but underestimates them in extreme warm years; the single- and
double-sine methods tend to overestimate the three metrics of DD8, 29, DD10, 30 and DD8,
34

in extreme cool years but underestimate them in extreme warm years. In both extreme

cool and warm years, the adjusted Tmax and Tmin rectangle method shows the greatest
composite MAE among the six methods. In particular, the six studied estimation methods
perform the worst for DD8, 34 at Concord and DD8, 29 at Red Cloud in extreme cool and
warm years, respectively. At Concord, all six methods uniformly underestimate total
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growing season DD8, 34 in the extreme cool year of the study period. At Red Cloud, for
total growing season DD8, 29 in the extreme warm year of the study period, the Tavg-based
rectangle method and the adjusted Tmax and Tmin rectangle method shows the greatest
overestimation and underestimation error, respectively. On a daily timescale, these two
overestimation and underestimation errors worsen with time within the growing season.
For the three metrics of thermal time that are defined as above upper thresholds, the
six methods perform similar dominant patterns in extreme cool and warm years. At the
majority of the study locations, the Tavg-based rectangle method, single- and doubletriangulation methods underestimate the three metrics of DD29+, DD30+, DD34+; while the
adjusted Tmax and Tmin rectangle method, single- and double-sine methods overestimate
the three metrics of DD29+, DD30+, DD34+. In both extreme cool and warm years, the
double-sine method and the adjusted Tmax and Tmin rectangle method shows the smallest
and the greatest MAE for the three metrics of DD29+, DD30+, DD34+, respectively. In
particular, the six studied methods perform the worst for DD29+ at McCook and DD29+ at
Champion in extreme cool and warm years, respectively. Within the growing season, the
adjusted Tmax and Tmin rectangle method overestimate daily DD29+ at McCook in the
extreme cool year and daily DD29+ at Champion in the extreme warm year. This
overestimation error worsens over time within the growing season, especially at McCook
in the extreme cool year of the study period.
This study concludes that when the weather data are limited to a daily timescale, the
following methods are recommended to estimate different metrics of degree-days during
the growing season for corn in Nebraska:
•

DD8, 29: single-sine method
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•

DD10, 30: single-sine method

•

DD8, 34: Tavg-based rectangle method

•

DD29+: double-sine method

•

DD30+: double-sine method

•

DD34+: double-sine method

For the three metrics of thermal time that are defined as between lower and upper
thresholds, the recommended methods could be used by corn producers to choose the
varieties to replant to compensate for the loss of the emerged corn plants in early growing
season when destroying weather events occur but replanting is still an option. For the
three metrics of thermal time that are defined as above upper threshold, the recommended
methods could provide high-accuracy degree-days to quantify the potential heat stress for
corn plants. In contrast, the adjusted Tmax and Tmin rectangle method, though being used
the most in the study area, is not recommended to estimate total growing season degreedays for corn with daily temperature data. In particular, the adjusted Tmax and Tmin
rectangle method overestimates the three metrics of DD8, 29, DD10, 30 and DD8, 34 in
extreme cool years but underestimates them in extreme warm years at the study locations.
The adjusted Tmax and Tmin rectangle method is found to overestimate the three metrics of
DD29+, DD30+, DD34+ in both extreme cool and warm years at the study locations;
furthermore, this overestimation tends to worsen with time within the growing season.
However, the 14 study locations in Nebraska may not cover all the climate regimes in the
entire Corn Belt. Therefore, additional verifications are necessary when applying these
recommendations to other corn-belt states.
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CHAPTER 4: HISTORICAL EFFECTS OF TEMPERATURE AND PRECIPITATION
ON CORN GRAIN YIELD AT A MID-LATITUDE LOCALE: MEAD, NEBRASKA

ABSTRACT: In Nebraska, corn production is highly dependent on the weather even
with advances in farming practices and irrigation resources. It is critically important to
conduct a comprehensive analysis on the most up-to-date historical effects of temperature
and precipitation on corn grain yield for both irrigated and rainfed corn. In this study,
three high-quality field-level datasets gathered from the corn sites near Mead, Nebraska
together with statistical methods are used to quantify the historical climatic effects on
corn grain yield from 2003 to 2013. A total of 102 climate variables are used in the
analysis, including temperature, precipitation, and VPD indices. At the two irrigated sites,
temperature plays a more important role on corn grain yield with or without the extreme
year 2012 included: three metrics of extreme degree-days are found to be negatively
correlated with corn grain yield at a statistically significant level for the irrigated
continuous corn; four metrics of temperature indices show statistically significant
negative correlations with corn grain yield for irrigated rotated corn. In contrast, VPD
plays a more important role on corn grain yield at the rainfed corn-soybean rotation site.
In particular, the variation in maximum VPD during the reproductive stage could explain
87% of the variance in corn grain yield. As for precipitation indices, statistically
significant negative correlations are found between: (1) total precipitation during the 11day period centered around silking and corn grain yield during the entire study period at
the irrigated continuous corn site; (2) total precipitation during the period spanning from
the day after harvest in the past year to the day before planting in the current year and
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corn grain yield when year 2012 is excluded at the irrigated corn-soybean rotation site;
and (3) total precipitation during the 30-day period before planting and corn grain yield
during the entire study period at the rainfed corn-soybean rotation site.

4.1 Introduction
Corn (Zea mays L.) is considered a warm-weather crop, and growing season climate
(e.g., temperature and precipitation) is known to persistently affect corn grain yield
(Brown and Darrah, 1985; Hollinger and Hoeft, 1986; Garcia et al., 1987). For example,
high temperature decreases the duration of corn plant growth, shortening the duration of
grain filling. Moreover, heat stress reduces pollen germination, disrupts corn kernel
development and reduces seed size. Therefore, corn grain yield might be reduced in a
warming climate if no adaptation measures were taken (Herrero and Johnson, 1980;
Badu-Apraku et al., 1983; Muchow et al., 1990; Cheikh and Jones, 1994; Singletary et
al., 1994). High temperatures can be beneficial to corn gain yield if moisture available to
corn plants is adequate, which includes soil moisture from preseason precipitation and
growing season precipitation (Runge, 1968; Neild et al., 1987). However, drought and
heat stress mostly occur in combination, especially during the reproductive stage (i.e.,
prior to and after anthesis) when corn plants are generally more sensitive to
environmental stresses, which could significantly hurt corn grain yield regardless of the
length of exposure time (Runge, 1968; Muchow et al., 1990; Prasad et al., 2008). In
addition, the negative effects of temperature extremes on corn grain yield also include
poor germination caused by below-normal temperatures (Neild and Newman, 1990).

74
Understanding the climate-crop yield relationships to date can provide a foundation
for coping with expected changes in climate, gauging the importance of near-term
climate change, forecasting crop production in the short term, and projecting the
agricultural impact of future climate change on crop production (Rowhani et al., 2011;
Lobell et al., 2007; Lobell et al., 2011b). Statistical methods have commonly been used
in assessing historical effects of temperature and precipitation on crop grain yield in
different areas and on various spatial scales, from global to local (sub-provincial) scales
(Lobell et al., 2011b; Lobell and Field, 2007; Lobell et al., 2011a; Klink et al., 2014;
Lobell and Asner, 2003; Tao et al., 2006; Rowhani et al., 2011; Lobell et al., 2014; Chen
et al., 2011; Lobell et al., 2007; Almaraz et al., 2008; Cabas et al., 2010). Statisticalmethods-based models of predicting crop yield responses to climate change have been
systematically evaluated and compared to process-based crop models by Lobell and
Burke (2010). The disadvantages of process-based crop models include: omission of the
effects of crop pests and diseases (Lobell et al., 2007); dependence on a given set of data
including weather, soil conditions, and management scenarios that are at plot scale
(Bannayan et al., 2004); and requiring some serious upscaling work to be applied at
spatial scales that are larger than the plot (Hansen and Jones, 2000). Though the
empirical/statistical models do not capture details of plant physiology or crop
management, they capture the net effect of the entire range of processes by which climate
(e.g., temperature and precipitation) affects yields and enable a quantitative evaluation of
uncertainties (Lobell et al., 2006; Lobell and Field, 2007). In general, there are three
components of the climate portion of a climate-crop yield relationship analysis; they are:
a) climatic indices, such as minimum temperature, maximum temperature, average
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temperature, growing degree-days, extreme degree-days, precipitation, and vapor
pressure deficit; b) timescales of the climatic indices, such as daily, weekly, biweekly,
monthly, critical periods (e.g., reproductive stage), the pre-planting season, and the entire
growing season (i.e., from planting to physical maturity); and c) forms of the climatic
indices, such as mean values, shifts in mean values (e.g. inter-seasonal temporal trends),
and intra-seasonal variability of the climatic indices.
The importance of temperature-related impacts on corn production has been
emphasized in the literature due to significant global temporal trends in recent decades
(Lobell et al., 2011b; Lobell and Burke, 2008). There has clearly been a negative
response of global corn yield to climate warming since the 1980s, and this yield loss is
worse under drought conditions than under optimal rainfed conditions (Lobell and Field,
2007; Lobell et al., 2011a). For example, from 1980–2008, global corn production would
have been roughly 4% higher had agriculture not been exposed to the trends in growing
season temperature that exceeded one standard deviation of historical year-to-year
variability (Lobell et al., 2011b).
The United States has not been immune from these global trends. As the largest corn
producer in the world, the U.S. has been experiencing substantial climate-related changes
in corn production. From 1982–1998, gradual temperature changes have caused a
measurable impact on corn grain yields in the United States (NOAA, 2011; Lobell and
Asner, 2003). From 1981–2005, the total corn growth period lengthened; this was driven
mainly by the increase in the number of growing degree-days needed for corn to progress
through the reproductive stage (Sacks and Kucharik, 2011). In the U.S. corn belt, spring
freeze, summer heat, fall freeze, and rainfall timing (especially for the 3-week period
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centered around tasseling) are all key variables affecting corn grain yield (NOAA, 2011;
Neild and Newman, 1990). Because of the unfavorable within-season distribution of
precipitation, rainfed corn in the western part of the U.S. corn belt is frequently subjected
to episodes of transient and unavoidable water stress, especially around silking time
(Smika, 1992; Grassini et al., 2009). The combination of heat stress and rainfall deficit
often occurs in late July and August in the southern part of the U.S. corn belt (Brown and
Darrah, 1985). Since the 1980s, the rate of temperature increase has accelerated, and the
impact of climate variability on agricultural production has become a hotter topic than
ever. Several studies have investigated the historical impacts of temperature and
precipitation on corn production in both the U.S. corn belt and the Midwest (Rosenzweig,
1993; Kucharik, 2006; Schlenker and Roberts, 2009; Misha and Cherkauer, 2010).
Nebraska is one of the most important states for corn production in the United States.
It has both rainfed corn in the eastern half of the state (humid continental climate) and
irrigated corn in the western half of the state (semi-arid climate). Even with advances in
farming practices and irrigation resources, corn production remains highly dependent on
the weather in Nebraska. A comprehensive analysis on the most up-to-date historical
effects of temperature and precipitation on corn grain yield could be helpful for planning
local corn production, especially when the effects of climatic impacts have been
addressed for irrigated and rainfed corn. In this study, a high-quality field-level dataset
was gathered at Mead, Nebraska, including micrometeorological observing data, corn
phenology, and grain yield data to investigate the relationships between climate variables
(e.g., temperature and precipitation) and corn grain yield. Statistical methods were
adopted to quantify these historical effects for both irrigated and rainfed corn at the study
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locale. The primary attributes of this study are that it a) provides the most up-to-date
results on the relationships between climate variables and corn grain yield during the
study period of 2003–2013; b) pinpoints additional climatic indices that are important to
corn grain yield that other similar studies have not previously reported; c) uses actual
corn phenology data rather than a broad conception of growing season months (e.g., May
through September), and micrometeorological data collected in situ instead of weather
data from the closet observing station.
As part of a regional, multi-institutional project titled “Useful to Usable (U2U):
Transforming Climate Variability and Change Information for Cereal Crop Producers,”
this study is aimed at local agricultural advisors. This study provides scientific evidence
of temperature- and precipitation-related effects on corn grain yield in Nebraska.
Therefore, local agricultural advisors could use it when making management practice
suggestions to Nebraskan corn farmers in order to help them take advantage of or
counteract the related climatic benefits or challenges.

4.2 Data and methods
4.2.1 Study sites and data
In this study, the three corn study sites from the Carbon Sequestration Program
(http://csp.unl.edu/Public/sites.htm, accessed 4 March, 2016) are chosen for the analysis.
They are located at the University of Nebraska Agricultural Research and Development
Center near Mead, NE, and are within 1.6 km of each other. Site 1 (41.1651° N, 96.4766°
W, with an elevation of 361 m) has continuous corn, irrigated with a center-pivot
irrigation system. Site 2 (41.1649° N, 96.4701° W, with an elevation of 362 m) has corn-
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soybean rotation, and corn is also irrigated with a center-pivot irrigation system. Site 3
(41.1797° N, 96.4396° W, with an elevation of 362 m) has a corn-soybean rotation but
with no irrigation applied; in other words, corn is rainfed at this site. The three study sites
have the same soils; they are deep silty clay loams consisting of four soil series of Yutan,
Tomek, Filbert, and Filmore. Prior to initiation of the Carbon Sequestration Program in
2001, all three study sites were uniformly tilled by disking to homogenize the top 10 cm
of soil and incorporate fertilizers (e.g., phosphorus and potassium) and previously
accumulated surface residues. Since then, all three study sites have been under a no-till
management practice. At each site, crop management practices (e.g., plant populations,
herbicide and pesticide applications, irrigation, etc.) have been employed in accordance
with standard best management practices prescribed for production-scale corn systems.
For example, corn plant densities were lower at the rainfed Site 3 than at the irrigated
Sites 1 and 2 to account for differences in water-limited attainable yield. Nitrogen
fertilizer was applied as urea ammonium nitrate solution for the three study sites in corn
years. At the irrigated Sites 1 and 2, nitrogen fertilizer was applied in three applications
to improve the use efficiency, including two thirds of the total amount before planting
and the remaining one third in two fertigations through the sprinkler system during the
growth period. By contrast, at the rainfed Site 3, only a single nitrogen fertilizer
application was made before planting in corn years. Each spring before planting, soil
samples were taken from each study site for residual nitrate measurement, and the total
nitrogen fertilizer rate was adjusted based on the measured residual nitrate at each site
following recommended guidelines.
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This study uses corn phenology (i.e., planting, emergence, silking, maturity, and
harvest dates) and grain yield (adjusted to 15.5% moisture content) data gathered during
the Carbon Sequestration Program period at the three study sites. All of the years with
complete data records are included in the analysis; there are a total of 10 study years
(2003–2009 and 2011–2013) at Site 1, a total of 6 study years (2005, 2007, 2009, 2011–
2013) at Site 2, and a total of 6 study years (2003, 2005, 2007, 2009, 2011, and 2013) at
Site 3. During each study period, the required growing degree-days to physical maturity
for the corn cultivar ranged from 2680 to 2930 °C·day at Site 1, from 2680 to
2910 °C·day at Site 2, and from 2680 to 2800 °C·day at Site 3. Meanwhile, corn planting
dates ranged from April 20 to May 18 at Site 1, from April 21 to May 18 at Site 2, and
from April 22 to May 13 at Site 3. Historical corn grain yields during the study period for
the three study sites are shown in Table 4.1.
The in situ micrometeorological data for the three study sites during the study
periods are compiled from the FLUXNET 2015 Dataset
(http://fluxnet.fluxdata.org/data/fluxnet2015-dataset/, accessed 20 July 2016). In the
FLUXNET 2015 Dataset, measurements are taken at a half-hourly interval, and data that
are at larger timescales (e.g., hourly, daily) are derived from the half-hourly data.
Micrometeorological variables at both hourly and daily timescales are obtained for this
study, and more than 95% of them are from measurement records. Missing data are less
than 5%, and FLUXNET 2015 provides them as the proposed optimal combinations of
two products: gap filled variables with the method in Reichstein et al. (2005) and
downscaled at site level variables from ETA-interim reanalysis data (Vuichard and
Papale, 2015). The obtained hourly micrometeorological variables include air
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temperature and vapor pressure deficit. Hourly air temperature data are used to compute
daily maximum and minimum air temperatures, diurnal temperature range (calculated as
daily maximum air temperature – daily minimum air temperature), as well as daily
degree-days for corn based on the methods and cutoff temperature thresholds described in
Chapter 3 – 3.2 Data and methods. Hourly vapor pressure deficit data are used to
compute daily maximum and minimum vapor pressure deficits. The obtained daily
micrometeorological variables include average air temperature, nighttime air temperature,
nighttime air temperature standard deviation, daytime air temperature, daytime air
temperature standard deviation, vapor pressure deficit, and precipitation. According to
the FLUXNET technician, nighttime and daytime are differentiated based on the
measured potential incoming shortwave radiation; when the radiation is measured at zero
it is considered nighttime and when the radiation is measured at above zero it is
considered daytime. In general, this is a highly representative dataset because it a)
represents the micrometeorological environment of the study sites; b) contains finetimescale measurements, for example, daily average air temperature is derived from halfhourly air temperature measurements rather than the arithmetic mean of observing daily
maximum and minimum air temperatures; and c) contains some innovative variables that
have rarely been tested in other past similar studies, for example, daily nighttime and
daytime air temperatures as well as their standard deviations. Rather than using daily
nighttime and daytime air temperatures, other similar studies typically use alternative
variables such as daily minimum and maximum air temperatures. While the daily
nighttime and daytime air temperatures used in this study are the means of half-hourly air
temperatures during the nighttime and daytime of the same day, the daily minimum and
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maximum air temperatures used in previous studies could be seen as the extremes of air
temperatures during the nighttime and daytime of the same day. The daily nighttime and
daytime air temperature standard deviations are measures of the variations of half-hourly
air temperatures during the nighttime and daytime of the same day. If an identical mean
air temperature was derived from differing air temperature combinations, it could result
in a different crop performance (Bannayan et al., 2004). Therefore, it might be potentially
meaningful to include the two variables of daily nighttime and daytime air temperature
standard deviations in the climate-yield analysis for corn in this study. In addition, the
variable of vapor pressure deficit is included in the analysis, and it was found to be a
better crop drought predictor than the Palmer Drought Severity Index for corn in the
Midwest (Lobell et al., 2014).
This study was conducted based on several assumptions: a) The corn-soybean
rotation treatment at Sites 2 and 3 provides sufficient soil fertility for the corn plants, but
this does not affect the climate-yield relationships; b) During the relatively short study
periods, technological effects on the inter-annual variations in corn grain yield are
minimal at the study sites, e.g., corn cultivar could be seen as genetically stable, and it is
not necessary to de-trend corn grain yields; c) Crop management practices (e.g., planting
date) have not shifted to an extent sufficient to affect the temporal distribution of weather
effects on corn grain yield during the study periods (Changnon and Winstanley, 2000);
and hence, d) Climate variability is the most important contribution to year-to-year
variance in corn grain yield at the study sites (McQuigg, 1981). In this study, three
timescales are adopted for the micrometeorological variables: pre-planting season,
growing season, and special periods for corn. A total of 102 climate variables at a variety
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of time frames are tested in the analysis, and they are computed based on the obtained
and hourly-data-derived daily data (Table 4.2).
Table 4.1. Historical corn grain yields during the study period for the three study sites at Mead,
NE (unit: Mg·ha-1).
Year
2003
2004
2005
2006
2007
2008
2009
2011
2012
2013

Yield at Site 1
12.12
12.24
12.02
10.46
12.80
11.99
13.35
11.97
13.02
13.05

Yield at Site 2
--13.24
-13.21
-14.18
12.54
13.10
13.89

Yield at Site 3
7.72
-9.10
-10.23
-12.00
9.73
-10.48

Table 4.2. Climate variables at different timescales that are chosen for the climate-corn grain
yield relationship analysis at the three study sites (units for temperature, precipitation, VPD, and
DD are °C, mm, hPa, and °C·day, respectively).
Timescale
Pre-planting
season

Time
frame
PS0
PS1
PS2
PS3
PS4
PS5

Growing
season

Special
period

GS

Description

Climate variable

the period from the day after harvest in
the past year to the day before planting
in the current year
the 120-day period before planting
the 90-day period before planting
the 60-day period before planting
the 30-day period before planting
the 31-day period centered around
planting
the entire growing season: from
planting to maturity

total precipitation

VE

vegetative stage: from emergence to the
day before silking

RE

reproductive stage: from silking to
maturity

S1

the 31-day period centered around
emergence

S2

the 31-day period centered around
silking

S3

the 21-day period centered around
silking

S4

the 11- day period centered around
silking

total precipitation
total precipitation
total precipitation
total precipitation
total precipitation
total precipitation, mean
temperature indices a, mean VPD
indices b, DD indices c
total precipitation, mean
temperature indices a, mean VPD
indices b, DD indices d
total precipitation, mean
temperature indices a, mean VPD
indices b, DD indices e
total precipitation, mean
temperature indices a, mean VPD
indices b
total precipitation, mean
temperature indices a, mean VPD
indices b
total precipitation, mean
temperature indices a, mean VPD
indices b
total precipitation, mean
temperature indices a, mean VPD
indices b

83
a

mean temperature indices include average air temperature (TA), nighttime air temperature (NTA),
nighttime air temperature standard deviation (NTASD), daytime air temperature (DTA), daytime air
temperature standard deviation (DTASD), minimum air temperature (TAmin), maximum air temperature
(TAmax), and diurnal temperature range (DTR).
b
mean VPD indices include vapor pressure deficit (VPD), minimum vapor pressure deficit (VPDmin), and
maximum vapor pressure deficit (VPDmax).
c
DD indices during the entire growing season include DD8, 29, DD10, 30, DD8, 34, DD29+, DD30+, DD34+,
DD35+.
d
DD indices during the vegetative stage include DD8, 34.
e
DD indices during the reproductive stage include DD8, 34, DD18, 22, DD34+, and DD35+.

4.2.2 Data processing
This study is focused on historical relationship analyses between temperature- and
precipitation-related indices and corn grain yield at the three field sites near Mead,
Nebraska. As already explained in the introduction, using statistical methods is better
than using process-based crop models for this study. Typically, studies utilizing statistical
methods to undertake climate-yield relationship analyses do not use field-level datasets
and therefore produce coarse resolution results with high levels of uncertainty. However,
that is not a problem for this study because field-level datasets are used in addition to
statistical methods. Furthermore, although correlation found using statistical methods
does not necessarily indicate causation, this study is supported by commonly known crop
physiology and other similar previously-published studies.
First, the linear correlation coefficient (r) is computed between the yearly values of
each climate variable and corn grain yield for the three study sites. If the correlation
coefficient is statistically significant at α = 0.05, the climate variable is considered as
being important to corn grain yield production at the study site. The same statistical
significance level has been used throughout the study, unless otherwise specified. When
the linear correlation is weak, it might mean that there is a strong non-linear relationship
between the climate variable and corn grain yield, but that is not part of the analysis for

84
this study. When the linear correlation is strong, it could be that the climate variable is
closely related to another climate variable which is important to corn grain yield. In order
to address this issue, the linear correlation coefficients are also computed between the
yearly values of different climate variables that are considered to be important to corn
grain yield computed at each study site. If a statistically significant correlation is detected
between two climate variables that are both considered to be important to corn grain yield
at the same study site, only the climate variable that has a closer correlation with corn
grain yield is kept. This process would be repeated until one of the following situations
occurs at each study site: either (1) only one of the climate variables remains or (2) more
than one of the climate variables remain, but the remaining variables are not correlated
with each other at a statistically significant level. The remaining climate variable(s)
would be deemed as the most important climate variable(s) for corn grain yield at each
study site.
Second, independent linear regression(s) is(are) run between the most important
climate variable(s) and corn grain yield at each study site. The advantages of the
regression approach have been addressed by Thompson (1969), and linear regression is
used in this study because the results are consistent with corn physiology and are also
comparable to the results of other similar studies. The study period is relatively shortterm at the three study sites, and the number of degrees of freedom is small. Hence, a first
order polynomial regression might be able to nicely represent the relationship between
the most important climate variable and corn grain yield. However, climate variables,
such as temperature and precipitation, often have a non-monotonic effect on crop yields
(Lobell et al., 2007). In other words, increased temperature (precipitation) improves crop
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yield in a cool (dry) climate but reduces crop yield in a hot (wet) climate. Therefore, both
first and second order polynomial regressions are run between the yearly values of the
most important climate variable(s) and corn grain yield at each study site. The adjusted
coefficient of determination (R2adj) is used to assess the goodness of fit for the two types
of regression, and the one with higher R2adj is chosen to represent the independent
climate-yield relationship. For the independent regression, yearly value of climate
variable is the predictor, normalized by mean and standard deviation, and yearly value of
corn grain yield is the criterion variable. In order to minimize the influence of outliers
(i.e., extreme values of climate variables), robust least-squares regression with the
bisquare weights method in MATLAB is used in the analysis. Unlike the usual leastsquares approach, the bisquare weights method minimizes a weighted sum of squares,
where the weight given to each data point depends on how far the point is from the fitted
line: points near the line get full weight, points farther from the line get reduced weight,
and points that are farther from the line than would be expected by random chance get
zero weight (http://www.mathworks.com/help/curvefit/least-squaresfitting.html#bq_5kr9-4, accessed 6 September 2016).
Third, if more than one of the climate variables are deemed as the most important for
corn grain yield at the study site, a multiple polynomial regression is performed. In
general, two problems may arise during a multiple regression: overfitting (caused by
adding too many independent variables, which accounts for more variance but adds
nothing to the model) and multicollinearity (happens when some or all of the independent
variables are correlated with each other). In order to avoid overfitting, no more than two
predictors are chosen in the multiple regression. According to the first step mentioned
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above, multicollinearity has been minimized because the climate variables that are
deemed as the most important to corn grain yield at each site are not statistically
significantly correlated with each other. In a multiple polynomial regression, the most
important climate variables are predictors, normalized by mean and standard deviation,
and corn grain yield is the criterion variable. The robust least-squares regression with the
bisquare weights method in MATLAB is used. When the sample size is allowed (i.e., the
number of degrees of freedom is large enough), polynomial degrees of the predictors are
set as 1 or 2 until the regression reaches the highest R2adj. And R2adj from the optimal
multiple regression is used to quantify the composite effect of the most important climate
variables on corn grain yield.
In addition, Sites 1 and 2 have year 2012 as part of the study period, which was a
historic hot and dry year at the study area. In order to test the sensitivity of these climatic
effects on corn grain yield to this extreme year, the above three steps are repeated at Sites
1 and 2 when year 2012 is excluded. This analysis is not applicable to Site 3 because year
2012 was not a corn year. The statistics for the independent regression between the most
important climate variables and corn grain yield are presented in Table 4.3, including
both during the entire study period and when year 2012 is excluded from the study period
for Sites 1 and 2, and during the entire study period for Site 3.

4.3 Results and discussion
4.3.1 Irrigated continuous corn site
At the irrigated continuous corn site near Mead, NE (Site 1), no statistically
significant positive correlations are detected between the 102 study climate variables and
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corn grain yield. In contrast, a total of 5 and 8 of the climate variables show statistically
significant negative correlations with corn grain yield during the entire study period and
when year 2012 is excluded, respectively (Table 4.3). Three metrics of extreme degreedays, including DD34+ and DD35+ during the entire growing season as well as DD35+
during the reproductive stage, are found to be negatively correlated with corn grain yield
at a statistically significant level, with or without year 2012 included. During the entire
study period, the strongest statistically significant negative correlation occurs between
DD35+ during the entire growing season and corn grain yield. When year 2012 is
excluded from the study period, the strongest statistically significant negative correlation
occurs between DD35+ during the reproductive stage and corn grain yield. During the
entire study period, total precipitation during the 11-day period centered around silking
shows a statistically significant negative correlation with corn grain yield at the irrigated
continuous corn site. When the extreme hot and dry year 2012 is excluded, this negative
correlation is no longer statistically significant. This might be explained by the fact that
more irrigation was applied for corn plants in 2012, so although total precipitation during
the 11-day period centered around silking was low, the extra irrigation could have made
up for the corn grain yield loss that might have resulted from crop drought in the absence
of irrigation. In addition, maximum air temperature during the 31-day period centered
around silking shows a statistically significant negative correlation with corn grain yield
when year 2012 is excluded from the study period. But the statistical significance for this
negative correlation does not hold true when year 2012 is included in the study period.
This could imply that heavier than usual irrigation applications during the 31-day period
centered around silking in 2012 masks the negative effect of maximum air temperature
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on corn grain yield. Mahmood et al. (2013) has reported the significant cooling effect of
agricultural irrigation on growing season temperatures over the High Plains aquifer
region of the Great Plains. In this study, the results confirmed this cooling effect on
maximum air temperature during the 31-day period centered around silking time.
However, this cooling effect has not been strong enough to offset the negative effects of
extreme degree-days above 35 °C during the growing season on corn grain yield at the
irrigated continuous corn site.
During the entire study period, DD35+ during the entire growing season and total
precipitation during the 11-day period centered around silking time are found to be the
two most important climate variables for corn grain yield at the irrigated continuous corn
site. With a first order polynomial regression, 46% and 33% of the variance in corn grain
yield could be explained by the variation in DD35+ during the entire growing season and
total precipitation during the 11-day period centered around silking time, respectively. In
a multiple regression model, 61% of the variance in corn grain yield could be explained
by the variation of these two climate variables (Figure 4.1(a)). When year 2012 is
excluded from the study period, DD35+ during the reproductive stage and maximum air
temperature during the 31-day period centered around silking are deemed as the two most
important climate variables at the irrigated continuous corn site. With a first order
polynomial regression, 56% and 37% of the variance in corn grain yield could be
explained by the variation in DD35+ during the reproductive stage and maximum air
temperature during the 31-day period centered around silking, respectively. In a multiple
regression model, 62% of the variance in corn grain yield could be explained by the
variation of these two climate variables (Figure 4.1(b)).
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Table 4.3. Linear correlation coefficients (r) between climate variables and corn grain yield that
are statistically significant for the three study sites. At Site 1, the number of degrees of freedom is
8 during the entire study period and 7 when year 2012 is excluded from the study period; at Site
2, the number of degrees of freedom is 4 during the entire study period and 3 when year 2012 is
excluded from the study period; at Site 3, the number of degrees of freedom is 4 during the entire
study period. Climate variable that are deemed the most important for corn grain yield at the
study sites are set in bold.
Timescale
Pre-planting season
Growing season

Special period

Site 1
Study period
Variable

r

GSDD34+
GSDD35+
VETAmax
REDD35+

-0.67
-0.76
-0.65
-0.74

S4P

-0.67

Exclude 2012
Variable
r
GSDD34+
GSDD35+
VEVPDmax
REDD34+
REDD35+
S1VPD
S1VPDmax
S2TAmax

-0.80
-0.82
-0.70
-0.79
-0.83
-0.72
-0.67
-0.68

Site 2
Study period
Variable
r
VETAmax

-0.84

S2TA
S2NTA
S2DTA
S2TAmin
S2TAmax
S3DTA
S3TAmax
S4TAmax

-0.91
-0.87
-0.93
-0.87
-0.92
-0.83
-0.83
-0.83

(a)

S2TA
S2DTA
S2TAmax

Site 3
Study period
Variable
PS4P
GSVPDmax
REVPDmax

r
-0.85
-0.85
-0.86

-0.91
-0.93
-0.92

(b)
13.5

14
13.5

13

13

12.5

12.5

Yield (Mg·ha-1 )

Yield (Mg·ha-1 )

Exclude 2012
Variable
r
PS0P
-0.90
VETA
-0.89
VEDTA
-0.93
VETAmax
-0.89

12
11.5
11

12
11.5
11
10.5

10.5

10

10

9.5

9.5

9

150

31
100

1.5
1

50

S4P (mm)

0.5

30

1.5
29

1
28

GSEDD 35+ (° C·day)
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27

0

S2TA max (° C)

0

REEDD 35+ (° C·day)

Figure 4.1. Multiple regression between the most important climate variables and corn grain yield
at the irrigated continuous corn site. (a) Yield vs. GSDD35+ and S4P during the entire study
period. (b) Yield vs. REDD35+ and S2TAmax when year 2012 is excluded from the study period.

4.3.2 Irrigated corn-soybean rotation site
At the irrigated corn-soybean rotation site near Mead, NE (Site 2), a total of 19 and
26 of the climate variables are found to have positive correlations with corn grain yield
during the entire study period and when year 2012 is excluded, respectively. The
strongest positive correlation occurs between nighttime air temperature standard
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deviation during the 21-day period centered around silking and corn grain yield, whether
or not year 2012 is included, but it is not statistically significant. Four metrics of
temperature indices show statistically significant negative correlations with corn grain
yield whether the extreme year 2012 is included or not. They are average, daytime, and
maximum air temperatures during the 31-day period centered around silking, and
maximum air temperature during the vegetative stage. During the entire study period, a
total of 9 of the climate variables show statistically significant negative correlations with
corn grain yield; the strongest correlation occurs with daytime air temperature during the
31-day period centered around silking. When the extreme year 2012 is excluded, a total
of 7 of the climate variables show statistically significant negative correlations with corn
grain yield; the strongest correlation occurs with daytime air temperature during the
vegetative stage (Table 4.3). Maximum air temperatures during the 21-day period and 11day period centered around silking show negative correlations with corn grain yield at the
corn-soybean rotation site, but these negative correlations are only statistically significant
when year 2012 is included in the study period. This indicates that even with irrigation
applications in accordance with standard best management practices during the extreme
hot year 2012, corn plants are still susceptible to high maximum air temperatures around
silking time (e.g., during the 21-day, and 11-day periods centered around silking) at the
corn-soybean rotation site. Total precipitation during the period spanning from the day
after harvest in the past year to the day before planting in the current year shows a
negative correlation with corn grain yield, but this negative correlation is only
statistically significant when year 2012 is excluded from the study period. None of the
VPD indices shows statistically significant correlation with corn grain yield, whether or
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not year 2012 is included in the study period. This might be because of the irrigation
applications, and also the study period has a relatively short length.
After considering the inherent correlations among these temperature indices that are
statistically significantly correlated with corn grain yield, the most important climate
variables for corn grain yield at the irrigated corn-soybean rotation site are identified as:
daytime air temperature during the 31-day period centered around silking during the
entire study period; daytime air temperature during the vegetative stage and total
precipitation during the period spanning from the day after harvest in the past year to the
day before planting in the current year when year 2012 is excluded from the study period.
Neild et al. (1987) found that corn grain yields are above normal when the preseason
season precipitation (1 September–15 May) is above average during a 58-year period of
1925–1983 in eastern Nebraska. In this study, because irrigation is involved at Site 2, a
negative correlation is detected between total precipitation from the day after harvest in
the past year to the day before planting in the current year with corn grain yield. During
the entire study period, in a second polynomial regression, the variation in daytime air
temperature during the 31-day period centered around silking explains 88% of the
variance in corn grain yield (Figure 4.2(a)). When year 2012 is excluded, in a second
polynomial regression, the variation in total precipitation from the day after harvest in the
past year to the day before planting in the current year explains 90% of the variance in
corn grain yield (Figure 4.2(b)). Due to the short length of the study period at Site 2, the
sample size is not large enough to perform a second order multiple regression. Therefore,
the composite climatic effect of the two most important climate variables on corn grain
yield is not quantified for when year 2012 is excluded from the study period.
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Figure 4.2. Independent regression between climate variable and corn grain yield at the irrigated
corn-soybean rotation site. (a) Yield vs. S2DTA during the entire study period. (b) Yield vs. PS0P
when year 2012 is excluded from the study period.

4.3.3 Rainfed corn-soybean rotation site
At the rainfed corn-soybean rotation site, a total of 26 climate variables show
positive correlations with corn grain yield during the study period; the strongest
correlation occurs with total precipitation during the 11-day period centered around
silking. However, none of the positive correlations is statistically significant, probably
due to the limited size of study sample. A previous study pointed out that rainfall timing
greatly influences corn grain yield in the U.S. Corn Belt, especially for the 3-week period
centered around tasseling (Neild and Newman, 1990). In this study, the results show that
total precipitation during the 11-day period centered around silking has a stronger
positive correlation with corn grain yield than total precipitation during the 21-day period
centered around silking at the rainfed corn-soybean rotation site. This positive correlation
agrees with corn physiology that corn plants are more sensitive to water availability
around silking time when irrigation is not applied.
Three metrics of climate variables show statistically significant negative correlations
with corn grain yield during the study period, which are as follows: maximum VPD
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during the reproductive stage, maximum VPD during the entire growing season, and total
precipitation during the 30-day period before planting. The strongest negative correlation
occurs with maximum VPD during the reproductive stage. The most likely reason that
maximum VPD during the entire growing season shows a statistically significant
correlation with corn grain yield is that it is closely related to maximum VPD during the
reproductive stage. In a first order polynomial regression, the variation in maximum VPD
during the reproductive stage explains 87% of the variance in corn grain yield during the
study period (Figure 4.3(a)). When VPD increases, stomatal closure occurs (Bell, 1982;
Ball et al., 1987; Bunce, 1996; Campbell and Norman, 1998; Buckley et al., 2003; Wang
et al., 2009), as a result, photosynthesis is reduced. Total precipitation during the 30-day
period before planting does not have a statistically significant correlation with maximum
VPD during the reproductive stage, therefore, it is considered as another most important
climate variable to corn grain yield at the rainfed corn-soybean rotation site. In a first
order regression, the variation in total precipitation during the 30-day period before
planting explains 57% of the variance in corn grain yield during the study period (Figure
4.3(b)). This negative correlation could be explained by the soil type at the study site,
which has the advantages of holding soil moisture when precipitation takes place. When
precipitation is ample during the 30-day period before planting, the corn plants have
access to water resources in the shallow layer of soil and fail to root deep, which makes it
more difficult to absorb water that is deeper in the soil layer during the later watersensitive stage. In a first order multiple regression, the variation in the two most
important climate variables explains 73% of the variance in corn grain yield during the
study period.
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Figure 4.3. Independent regression between climate variable and corn grain yield at the rainfed
corn-soybean rotation site. (a) Yield vs. REVPDmax during the entire study period. (b) Yield vs.
PS4P during the entire study period.

4.4 Conclusions
This study results show both similarities and differences in the historical effects of
temperature and precipitation on corn grain yield at the three study sites. The similarity is
that none of the climate variables shows a statistically significant positive correlation
with corn grain yield at any of the three study sites. At the irrigated continuous corn site,
the strongest positive correlation occurs between minimum VPD during the 21-day
period centered around silking and corn grain yield during the entire study period. At the
irrigated corn-soybean rotation site, the strongest positive correlation occurs between
nighttime air temperature standard deviation during the 21-day period centered around
silking and corn grain yield when year 2012 is excluded from the study period. At the
rainfed corn-soybean rotation site, the strongest positive correlation occurs between total
precipitation during the 11-day period centered around silking and corn grain yield during
the entire study period. One possible reason for the lack of statistical significance in these
positive correlations is that the study period is relatively short-term. At the two irrigated
Sites 1 and 2, maximum air temperature during the vegetative stage shows a statistically
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significant negative correlation with corn grain yield when year 2012 is included in the
study period. This could be explained by the fact that: irrigation application is more
focused in the reproductive stage than in the vegetative stage at the two study sites,
therefore, the cooling effect of agricultural irrigation on growing season temperatures is
weaker in the vegetative stage than in the reproductive stage. Besides the maximum air
temperature during the vegetative stage, other temperature variables that show
statistically significant negative correlations with corn grain yield are during: growing
season time frames (i.e., during the entire growing season, during the reproductive stage)
at the irrigated continuous corn site; and specific time frames (i.e., during the 31-day, 21day, and 11-day periods centered around silking) at the irrigated corn-soybean rotation
site.
The biggest difference between the irrigated and rainfed sites is that: temperature
indices play a more important role at the irrigated sites while VPD indices play a more
important role at the rainfed site. The climate variable which shows the strongest negative
correlation with corn grain yield during the study period is: DD35+ during the entire
growing season at the irrigated continuous corn site (explains 46% of the variance in corn
grain yield), daytime air temperature during the 31-day period centered around silking at
the irrigated corn-soybean rotation site (explains 88% of the variance in corn grain yield),
and maximum VPD during the reproductive stage at the rainfed corn-soybean rotation
site (explains 87% of the variance in corn grain yield). When year 2012 is excluded from
the study period, the climate variable that shows the strongest negative correlation with
corn grain yield is: DD35+ during the reproductive stage at the irrigated continuous corn
site (explains 56% of the variance in corn grain yield), and daytime air temperature
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during the vegetative stage at the irrigated corn-soybean rotation site (explains 83% of
the variance in corn grain yield). Interestingly, there is a difference in correlation of DTR
and corn grain yield at continuous and rotated corn sites: DTR shows a uniformly
negative correlation with corn grain yield at the irrigated continuous corn site, but mixed
correlations with corn grain yield at the two irrigated and rainfed corn-soybean rotation
sites. Though the magnitude of correlation coefficient between DTR and corn grain yield
is greater than that between average air temperature and corn grain yield in some cases,
no statistically significant correlations are found between DTR and corn grain yield. This
agrees with the findings from Lobell (2007) that historical effects of DTR on US corn
yields for 1961–2002 were not statistically significant.
Though the study period is relatively short for the statistical analysis at the three
study sites, the results provide some innovative meaningful information for the climatecorn grain yield relationship studies. The new climate variables that show statistically
significant correlation with corn grain yield in this study but have not been reported in
other previous climate-yield studies include: daytime air temperature, nighttime air
temperature, and maximum VPD. The new time frames that are found to be critical for
corn grain yield in this study but are rarely reported in other similar studies are: from the
day after harvest in the past year to the day before planting in the current year, the 30-day
period before planting, the 31-day period centered around silking, and the 11-day period
centered around silking.
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CHAPTER 5: SUMMARY

This study aims to interpret temperature- and precipitation-related scientific
information from 1980 onward for the agricultural community in the U.S. Corn Belt. By
using high quality and representative datasets together with scientifically proven
methods, this study delivers some innovative results as follows:
(1) From 1980 to 2013, there is an extensive warming tendency during the growing
season for corn across the Midwest United States. This warming tendency is
largely reflected in the increase in minimum temperature in early growing season
(especially in June) and the increase in maximum temperature in late growing
season (especially in September). In the early growing season, statistically
significant warming in minimum temperature is found in Missouri, Illinois,
Indiana, and Ohio. In the late growing season, statistically significant warming in
maximum temperature is found in Minnesota, Wisconsin, and Michigan. In the
past three decades, total precipitation has increased during the growing season
for corn at the majority of the study locations in the Midwest United States, but
few of these wetting trends are statistically significant. It becomes more
complicated as this overall wetting trend is driven by increasing precipitation in
early growing season, while precipitation is decreasing in the late growing
season. This raises some potential for concern about a climatic tendency towards
extreme weather events such as flood in the early growing season and drought in
the late growing season, particularly in 8 of the 12 studied Midwestern states:
Illinois, Iowa, Michigan, Minnesota, Missouri, Nebraska, North Dakota, and
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Wisconsin. In the north-central part of the study region covering Minnesota,
Wisconsin, and Iowa, climate has become significantly warmer and drier in the
late growing season, which could potentially hurt the local corn production with
simultaneous heat stress and rainfall deficit. The take-away messages are as
following:
Ø In the Midwest, the growing season for corn is becoming significantly
warmer, especially the nights in early season and the days in late season.
Ø The growing season for corn is becoming not-significantly wetter, with a
wetter early season and a drier late season.

(2) Taking thermal time that is directly derived from hourly temperature as true, six
commonly used methods to estimate thermal time for corn with daily temperature
data have been evaluated at a total of 14 study locations in Nebraska. The singleand double-sine methods generally provide better estimations of thermal time for
corn during the active growing season than the other four methods. However,
these two methods are sensitive to the lower and upper thresholds; for example,
when estimating DD8, 34, the single- and double-sine methods are surpassed by
the Tavg-based rectangle method. For thermal time that is defined as above upper
threshold, the double-sine method is usually superior than the single-sine method
until the upper threshold reaches a certain point (e.g., 34 °C). By contrast, the
adjusted Tmax and Tmin rectangle method provides the poorest estimation of
thermal time for corn, even though it has been the most widely used method in
the study area. In particular, this method overestimates thermal time for corn that
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is defined as between lower and upper thresholds in extreme cool years but
underestimates them in extreme warm years; it is found to overestimate thermal
time for corn that is defined as above upper threshold in both extreme cool and
warm years, with a worsening overestimation tendency on a daily basis within
the growing season. Therefore, this study does not recommend using the adjusted
Tmax and Tmin rectangle method estimate total degree-days during the active
growing season for corn. The take-away messages are as following:
Ø In Nebraska, when using daily temperature data to estimate thermal time
during the growing season for corn, the adjusted Tmax and Tmin rectangle
method is not recommended.
Ø Depending on the metric of degree-days, the better alternatives could be:
Tavg-based rectangle method, single-sine, and double-sine methods.

(3) In the most recent decade, historical effects of temperature and precipitation on
corn grain yield have been evaluated with statistical methods at three field sites
near Mead, NE. During each study period, the strongest positive correlation
occurs between (a) minimum VPD during the 21-day period centered around
silking and corn grain yield at the irrigated continuous corn site; (b) nighttime air
temperature standard deviation during the 21-day period centered around silking
and corn grain yield when year 2012 is excluded at the irrigated corn-soybean
rotation site; and (c) total precipitation during the 11-day period centered around
silking and corn grain yield at the rainfed corn-soybean rotation site. However,
none of these strong positive correlations between climatic indices and corn grain
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yield is statistically significant, which could possibly be due to the relatively
short length of study period. At the two irrigated sites, temperature plays a more
important role than precipitation in each study period; in particular, maximum air
temperature during the vegetative stage shows a statistically significant negative
correlation with corn grain yield. At the irrigated continuous corn site, variation
in DD35+ during the entire growing season explains 46% of the variance in corn
grain yield during the study period; variation in DD35+ during the reproductive
stage explains 56% of the variance in corn grain yield when year 2012 is
excluded. At the irrigated corn-soybean rotation site, variation in daytime air
temperature during the 31-day period centered around silking explains 88% of
the variance in corn grain yield during the study period; variation in daytime air
temperature during the vegetative stage explains 83% of the variance in corn
grain yield when year 2012 is excluded. By contrast, VPD index plays a
relatively more important role at the rainfed corn-soybean rotation site; in
particular, variation in maximum VPD during the reproductive stage explains
87% of the variance in corn grain yield. The take-away messages are as
following:
Ø At Mead, NE, temperature indices are critical for corn grain yield under
irrigated conditions, for example, growing season degree-days above 35°C
and daytime air temperature during the 31-day period centered around
silking.
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Ø Without irrigation, vapor pressure deficit is critical for corn grain yield,
especially the maximum vapor pressure deficit during the reproductive stage
for corn.

For the future studies, the first author would suggest to: (1) perform a similar study
as in Chapter 2 on a finer timescale, e.g. weekly, or daily, when the homogenized dataset
is available, quantifying the impacts of historical climate trends in the Midwest United
States on cereal crop grain yields in order to offer scientific evidence for long-term
adaptation strategies; (2) extend similar studies as in Chapter 3 to other corn-belt states,
conducting extension workshops to educate agricultural advisors about the accuracy of
different estimation methods for degree-days during the growing season for corn; (3)
expand the study in Chapter 4 to more locations for longer study periods when the crop
phenology and yield data as well as the in situ micrometeorological data become
available, incorporating climatic variables that are critical to corn grain yield into shortterm weather forecast for the agricultural community.

