tially distributed rainfall is essential in hydrologic and water quality modeling because rainfall is the major driving force of runoff and contaminant transport. Using multiple rain gauges has advantages in considering spatially variable hydrologic processes within a rainfall-runoff model. Even though spatially uniform rainfall is generally assumed in modeling the hydrological behavior of small watersheds, the assumption of spatially uniform rainfall may not be valid for larger watersheds or watersheds that experience convective rainfall Goodrich et al., 1995) . As a result, many studies have been conducted to evaluate the impact of spatial variability of rainfall on the accuracy of model predictions (Andreassian et al., 2001; Chaplot et al., 2005; Chaubey et al., 1999; Duncan et al., 1993; Hamlin, 1983; Mamillapalli, 1998; Moon et al., 2004; Shah et al., 1996) .
Uncertainties in modeling output as a function of spatial variability of rainfall can be caused by two different sources of error (Troutman, 1983) : (1) inappropriate input parameters or representation (input error), and (2) error in the model structure and algorithms (structural error). Many studies have focused on input error. In the intensive review of previous SWAT applications by Gassman et al. (2007) , inadequate representation of rainfall input due to a lack of rain gauges was indicated to be one cause of weak simulation results. Mamillapalli (1998) compared four different algorithms for repre-senting multiple rain gauge input within the SWAT model. In the study, subwatershed delineation levels were not considered in conjunction with the rainfall input algorithms even though spatial distribution of rainfall can be influenced by subwatershed delineation level due to the model structure. SWAT structure allows only one rainfall input for each delineated subwatershed (Neitsch et al., 2002) . Spatial variability of rainfall can consequently be disregarded by selecting a coarse subwatershed delineation despite multiple rain gauges being available throughout the watershed. If multiple rain gauges exist within a delineated subwatershed, the model selects the rain gauge nearest the centroid of the watershed and uses data only from it. As a result, a method using single Thiessen average input over the entire watershed was recommended by Mamillapalli (1998) .
While these and other studies have focused on simulation error as a function of the representation of rainfall input, the combined impacts of temporal variability of rainfall and structural error have rarely been discussed. Because of the methods used to incorporate rainfall data into the SWAT model, watershed delineations can be selected that incorporate the level of rainfall data available in a given watershed. However, little guidance is available for selecting the appropriate watershed delineation as a function of rainfall density. In addition, other methods for incorporating rainfall variability into the model that are less sensitive to watershed delineation need to be explored.
Few studies have been performed to extend the analysis to water quality Chaubey et al., 1999) . In long-term simulation using SWAT, runoff and nitrogen (NO 3 -N) output varied slightly while the accuracy of sediment loads greatly improved with increasing rain gauge density . A study using the AGNPS model showed large uncertainty in the output of runoff, total sediment, and sediment-attached nitrogen and phosphorus according to the spatial variability of rainfall (Chaubey et al., 1999) . Generalizations regarding the impacts of rain gauge density on the uncertainties of water quality results are difficult because the degree of spatial variability of rainfall and representation of watershed response using models depends on the characteristics of the selected watershed and model.
SWAT was used in the Little River experimental watershed (LREW), one of 14 ARS benchmark watersheds for the Conservation Effects Assessment Project (CEAP) (USDA, 2007) to evaluate the impacts of conservation practices on hydrology and water quality by considering spatial distribution of input parameters (Bosch et al., 2004; Feyereisen et al., 2007; Van Liew et al., 2005; Van Liew et al., 2007) . Bosch et al. (2004) evaluated the accuracy of hydrologic simulation of SWAT according to different spatial resolutions of soil and land use data within the LREW. SWAT predicted the total water yield and general streamflow trends more accurately using high spatial resolution input data with modified initial conditions (Bosch et al., 2004) . Rainfall patterns within the LREW showed the characteristics of convective thunderstorms with higher intensity and more frequent occurrence during summer compared to other seasons (Bosch et al., 1999) . However, the impact of rainfall input for SWAT on hydrologic and water quality simulations has not been evaluated by considering the structure/algorithm of the model and spatial/temporal variability of rainfall within the LREW.
The overall goal of this study is to assess the impacts of spatial and temporal variability of rainfall on SWAT hydrologic and water quality simulation results by considering the structural and input effects. The specific objectives are to: (1)Ăassess the hydrologic impacts of different methods for incorporating spatially variable rainfall input into SWAT in conjunction with subwatershed delineation level, and (2) assess seasonal and spatial uncertainty in hydrologic and water quality simulations of SWAT with respect to rain gauge density.
MATERIALS DESCRIPTION OF THE STUDY WATERSHED
The study area under consideration is the Little River experimental watershed (LREW), located near Tifton, Georgia, in the South Atlantic Coastal Plain ( fig. 1 ). The 334 km 2 LREW is a mixed land-use watershed that contains row crop agriculture, pasture and forage, upland forest, and riparian forest. The surface soil textures on the watershed are generally sands and sandy loams with high infiltration rates. Surface soils are underlain by the upper part of the shallow and relatively impermeable Hawthorne formation, which restricts downward movement of infiltrated precipitation and leads to lateral movement to the stream channels (Sheridan, 1997) . The LREW landscape is dominated by a dense dendritic network of stream channels bordered by riparian forest wetlands (Asmussen et al., 1979) . The climate of the LREW is humid subtropical with a long growing season. The LREW rain gauge network consists of 31 stations within and immediately outside the LREW boundaries. The spatial distribution of rainfall within the watershed has been monitored by the USDA-ARS Southeast Watershed Research Laboratory (SEWRL) since 1967 Sheridan, 1997) . Subwatersheds K (LRK), J (LRJ), and I (LRI) in the headwaters of the LREW were selected for this research because of the denser spatial distribution of rain gauges in this area ( fig.Ă1 ). Rainfall events during the summer yield less average depth, have shorter duration and higher intensity, and occur more frequently than events during other seasons of the year (Bosch et al., 1999) .
MODELING FRAMEWORK AND AVAILABLE DATA
The AVSWAT-X user interface was used to create primary inputs for SWAT 2005. The spatial data include a USGS digital elevation model (DEM) (http://seamless.usgs.gov/website/seamless/), USDA-NRCS soil survey geographic (SSURGO) coverage (http://soildatamart.nrcs.usda.gov/), and land-use from a 1998 landsat image obtained through the Georgia GIS data clearinghouse (https://gis1.state.ga.us/). Six possible crop rotations based on a typical six-year crop rotation (corn-peanut-corn-peanut-cotton-peanut) were randomly assigned on classified crop areas. The typical crop rotation over the simulation period from 1985 to 1994 was defined according to the harvested crop area data obtained from the USDA National Agricultural Statistics Service for Turner County, Georgia . A two-year equilibration period, 1983 and 1984, was simulated to allow the model to establish initial conditions prior to the period examined. The model performance guidelines proposed by Moriasi et al. (2007) for monthly time-steps were selected for evaluating the simulation performance in the study. Model simulation was considered very good if the monthly Nash-Sutcliffe efficiency index (NSE) was >0.75, monthly RMSE-observations standard deviation ratio (RSR) was <0.50, and percent bias (PB) was <±10% for streamflow.
Daily rainfall input from 18 rainfall stations located across subwatersheds LRK, LRJ, and LRI were used for the study. During the period from 1985 to 1994, the average annual rainfall amount determined as the arithmetic average of the rainfall totals from the 18 stations was 1264 mm. Annual total rainfall ranged from 1213 mm at RG35 to 1326 mm at RG45 (table 1) . Both the smallest and largest annual rainfall amounts were recorded at RG43, with 810 mm and 1791 mm for 1986 and 1994, respectively. The annual standard deviation among all rain gauges ranged from 38 mm in 1989 to 93 mm in 1994. The standard deviation across years for a rain gauge ranged from 172 mm for RG52 to 260 mm for RG43. The variation in annual average rainfall across the years (886Ăto 1633 mm, or ±30% of the mean) was much greater than the variation in the ten-year station averages (1228 to 1308 mm, or ±3% of the mean).
METHODS
The effects of spatial and temporal variability of rainfall on SWAT simulations were examined in two steps. First, the hydrologic impacts of different algorithms (given below) for representing rainfall input as a function of watershed delineation were evaluated. Here the number of rain gauge stations was fixed but the methods for incorporating the observed data into the model varied. This analysis was conducted to quantify the hydrologic impact of different methods for incorporating spatially variable rainfall data into the model. Responses of water quality components were not considered in this analysis. However, similar trends of streamflow and water quality responses to rainfall input variations are expected because rainfall is a driving force of runoff and therefore contaminant transport. Second, impacts of spatial and temporal variability of rainfall on both hydrology and water quality were assessed by considering changes in rain gauge density, thus providing an assessment of how the lack of spatially intense rainfall data might affect the accuracy (or uncertainty) of model output when considering watersheds of different sizes. Here the number of rain gauge stations was varied and the impact of their density within the simulated watershed examined. This analysis was conducted to quantify the hydrologic and water quality impact of spatial resolution in rainfall data.
IMPACTS OF RAINFALL INPUT METHODS IN CONJUNCTION WITH SUBWATERSHED DELINEATION
Nine combinations utilizing three different rain gauge input methods and three different watershed delineations were defined. The three watershed delineations included high, medium, and low density subwatershed characterizations. The three rainfall input methods included: (1) Thiessen averaged rainfall input for each delineated subwatershed (Thiessen method) utilizing all available data, (2) input of closest gauge to the centroid of each subwatershed (centroid method) utilizing selective available data, and (3) single inversedistance-weighted average rainfall input for the entire watershed (average method) also utilizing all available data.
The hydrologic responses at the watershed outlets for the nine different simulation combinations were compared to evaluate the impacts of the different rain gauge input methods according to changes in subwatershed delineation levels. For the Thiessen method, a daily rainfall value was established for each delineated subwatershed utilizing the Thiessen polygon method (Thiessen, 1911) . The Thiessen averaged daily value was incorporated into the SWAT simulation by creating a rain gauge within each of the delineated subwatersheds that had the Thiessen averaged daily rainfall for the subwatershed (fig. 2) . Each watershed delineation (high, medium, and low density) required re-defining the rainfall inputs. A total of 83, 11, and 5 Thiessen averaged daily rainfall inputs were manually created by overlapping the delineated subwatershed boundary and Thiessen polygons for the high, medium, and low density subwatershed delineations, respectively. The centroid method input the rain gauge data directly into SWAT, utilizing the AVSWAT-X interface for spatially incorporating the data into the simulation. In AVSWAT-X, the closest rain gauge station from the centroid of each subwatershed is selected among all available rain gauges in the simulation, and the data for the selected rain gauge are used as the sole input for that subwatershed ( fig. 2) . For the average method, daily average rainfall for LRI was calculated using the inverse-distance-weighted average method based on measured daily rainfall from available 18Ărain gauge stations . The average daily rainfall data were then used for all delineated subwatersheds regardless of the delineation levels (right column in fig. 2 ). The average method was considered because it does not cause any changes in rainfall inputs as a function of subwatershed delineation.
SPATIAL AND TEMPORAL IMPACTS OF RAIN GAUGE DENSITY ON HYDROLOGY AND WATER QUALITY
The impact of rain gauge density was further investigated by varying the number of observation stations used in the high-centroid simulation defined in the previous section. The centroid method was selected because it is the current method used within AVSWAT-X. Ten rain gauge density scenarios were defined (table 2). Rain gauge density was increased by increasing numbers of gauge stations within radii of 3, 5, and 7 km from rain gauge RG38 near the center of LRI (fig. 3) . Outputs generated using all available gauges, i.e., the highest density scenario (S0), were assumed to yield the most accurate representation of spatial variations in rainfall and simulated runoff. Outputs generated using fewer gauges and subsequently lower densities (S1 through S9) were compared to the outputs based on S0, and differences between the two were calculated. The percent of the subwatersheds covered by a given density scenario was evaluated using the areas covered by the 18 Thiessen polygons derived based on all available rain gauge stations as a basis for 100% coverage. As the number of rain gauges used in the simulation was reduced, the area covered by the remaining gauges was also reduced. Selected rain gauges and percent cover by Thiessen polygons for each subwatershed (LRK, LRJ, and LRI) area are shown in table 2. Percent cover by Thiessen polygons decreased from 100% at S0 to 4.1%, 15.4%, and 8.2% at S9 for subwatersheds LRK, LRJ, and LRI, respectively.
QUANTITATIVE MEASURE
The coefficient of variation (CV) was calculated as a quantitative measure for the comparisons because CV is normalized with the number of observations and overall mean (Chaubey et al., 1999) . For evaluating impacts of rain gauge input method, CV is calculated by dividing standard deviation (SD) of annual rainfalls or streamflows for each watershed delineation level by the mean annual rainfall or streamflow value. To evaluate spatial and temporal impacts of rain gauge density on streamflow and water quality (second step), the coefficient of variation of the RMSD (CV RMSD ) was calculated by normalizing the root mean standard difference (RMSD) using the observed mean as shown below:
where O is the mean of the observed monthly values by scenario S0, P i is the monthly estimations by scenarios S1 to S9, O i is the monthly observed values by scenario S0, n is the number of months compared for each density scenario (n = 120 for spatial comparison by 12 months during 10-year simulation periods, and n = 30 for temporal comparison by 4Ămonths for each season during 10-year simulation periods). In addition to CV RMSD , relative mean absolute error (RMAE), which is calculated by normalizing mean absolute error (MAE) using the observed mean and then multiplying 100, was used for temporal comparison: 
RESULTS AND DISCUSSION

IMPACTS OF RAINFALL INPUT METHODS IN CONJUNCTION WITH SUBWATERSHED DELINEATION
The baseline simulation output was established using all of the rain gauge sites directly input into SWAT using the AVSWAT-X interface and the highest subwatershed delineation (high-centroid) (table 3). The total runoff was underestimated on LRJ (PB = 3.0%) and on LRI (PB = 5.24%), and slightly overestimated on LRK (PB = -1.69%). Based on the criteria suggested by Moriasi et al. (2007) for monthly PB, RSR, and NSE, the overall model performance rating was very good for all three subwatersheds. Graphical comparisons of observed and simulated streamflow on LRK are provided in figure 4 for annual, monthly, and daily time intervals. As can be seen from the figure, hydrologic estimates for LRK provided a good estimate of seasonal flow conditions. Temporal changes in CV, which is calculated based on annual total rainfall and streamflow from three different watershed configurations (high, medium, and low density) within each rainfall input method (centroid, Thiessen, and average), are presented in figure 5. Annual total rainfall input based on the centroid method varied according to the changes in watershed delineations for all three subwatersheds (LRK, LRJ, and LRI), while the annual rainfall inputs were same in the average method regardless of watershed delineation, and difference in the annual rainfall input was negligible with less than 0.5 mm for the Thiessen method. For the centroid method, the highest CV occurred in LRK during 1987 with 0.060 of CV. The variation by the centroid method can be around 6% of the annual average rainfall amount considering that CV is normalized by average. Variations in annual rainfall input were high during 1994 for LRK, LRJ, and LRI ( fig. 5) . The annual trend of CV values for the centroid method ( fig.Ă5 ) was similar to the SD trend for the rainfall data from the 18 rainfall stations (table 1). Due to the conceptual weakness within the centroid method, higher uncertainties in rainfall input as a function of watershed configuration are expected during years with higher spatial variations in measured rainfall amounts.
Similar to the rainfall input, variation in annual total streamflow simulated using the different watershed configurations was greatest for the centroid method, followed by the Thiessen and average methods ( fig. 5 ). Average CV values based on the centroid method were 0.052, 0.045, and 0.023 for LRK, LRJ, and LRI, respectively, while corresponding values based on the average method were 0.016, 0.020, and 0.015. Variations in total streamflow simulated using the centroid method showed similar trends to the annual rainfall. CV values for the Thiessen method showed similar temporal trends to the CV values for the average method (right column in fig. 5 ). Average CV values based on the Thiessen method were higher than those based on the average method ( fig. 5 ). Average annual total streamflow for LRK decreased by 2.5% (from 412 to 401 mm/year) for the Thiessen method and by 4.4% (from 430 to 411 mm/year) for the average method as delineation level changed from high to low density.
It should be noted that variations in streamflow occurred for the average method, even though there was no difference in rainfall input. The variations within the average method can be attributed to the impacts of watershed delineation. A previous study by Migliaccio and Chaubey (2008) showed that simulated sediment was significantly impacted by subbasin/HRU combination while simulated flow was not. Arabi et al. (2006) also reported that sediment and nutrient yields were very sensitive to the level of subdivision in SWAT. As a result, greater variations in water quality components can be expected in this study as a function of subwatershed delineation level.
The variations in annual rainfall and their impact on simulated total runoff for the centroid method can be explained by the algorithm used in the AVSWAT-X interface for assigning rainfall input for each delineated subwatershed. For coarse subwatershed delineations, only the rain gauge data from the site located nearest the centroid of the watershed are used in the simulation, even though multiple rain gauges may exist within the subwatershed. If the rainfall spatial patterns are highly variable, these patterns can significantly impact actual flow within the watershed and subsequently simulation accuracy. For example, during 1987, which had higher spatial variations of annual rainfall (table 1 and fig. 5a ), the annual total rainfall based on the average and Thiessen methods for LRK was 1204 mm and 1144 mm, respectively, regardless of watershed configurations. However, the annual total rainfall based on the centroid method varied from 1147 mm for the high-density delineation (-4.7% of total rainfall based on average method) to 1032 mm for the low-density delineation (-14.3%). Figure 6a shows the interpolated spatial distribution of annual rainfall for 1987. Lower annual rainfall at RG43 near the centroid of subwatershed LRK caused lower rainfall inputs through the low-density centroid method. Impacts of rain gauge input methods on annual streamflow were greater. For the same year (1987) and subwatershed (LRK), annual total streamflow decreased from 486 mm to 407 mm (15.2% of measured annual streamflow) for the centroid method while streamflow slightly decreased from 482 mm to 461 mm (4.0%) for the Thiessen method and from 502 mm to 491 mm (2.1%) for the average method, respectively. Considering that the same rainfall inputs for the different watershed configurations were used based on the Thiessen and average methods, more than 11% (15.2% minus 4.0% or 2.1%) of the difference in streamflow can be attributed to the changes in rainfall input based on the centroid method. We think that these variations, which are due to changes in subwatershed delineation levels with the centroid method, are significant considering that the satisfactory range of percent bias for streamflow by Moriasi et al. (2007) is ±25%. Higher CV values for total streamflow for the centroid method occurred during 1994 for all three watersheds ( fig. 5 ). Annual total streamflow based on the centroid method increased 17.8% (of measured annual streamflow) for LRK, 10.1% for LRJ, and 8.4% for LRI, respectively, as the watershed delineation level changed from high to low density. Figure 6b shows the interpolated spatial distribution of annual rainfall for 1994. Higher annual rainfall at RG43 and RG44, which are close to the centroid of subwatersheds LRK and LRJ, respectively, caused higher rainfall input and consequently higher streamflow with the low-centroid method.
Of the three methods evaluated, only the Thiessen and centroid methods can be used to fully account for the spatial distribution of rainfall. While the average method can be used to incorporate variability across rain gages, this variability was not incorporated into the subwatershed delineation. The Thiessen method is recommended in general because it retained the greatest degree of spatial variation in the input rainfall while reducing the overall sensitivity to watershed delineation. However, AVSWAT-X interface users need to manually create Thiessen averaged daily rainfall inputs for all delineated subwatersheds because the AVSWAT-X interface does not provide the Thiessen method. As a result, the currently used AVSWAT-X centroid method can also be recommended from a practical point of view, but only if a sufficient number of subwatersheds adequately incorporate the density of observed rainfall stations. For example, when the high-density watershed configuration was selected, the difference in total streamflow between the centroid and Thiessen methods was less than 2% of measured total streamflow for all three watersheds, with 0.9% for LRK, 1.6% for LRJ, and 1.3% for LRI, respectively. If the centroid method is used, the user needs to be careful about the subwatershed delineation levels. We recommend that the Thiessen method should be included within future improvement of the model interface to avoid uncertainties in output due to changes in the rainfall input according to subwatershed delineation level. Figure 7 show computed coefficient of variations of RMSD (CV RMSD ) for subwatersheds LRK, LRJ, and LRI as a result of assuming different densities for rainfall observation stations. Monthly estimated runoff and loads generated using all available gauges (S0) were compared to the output obtained using lower rain gauge densities (S1 through S9). Overall, CV RMSD increased as the rain gauge density decreased for all three subwatersheds. Rain gauge density had the greatest effect on TP. The CV RMSD values for TP within LRK, LRJ, and LRI were 0.31, 0.30, and 0.29, respectively, when scenario S9 was used. The high uncertainty in TP was followed by sediment, with a maximum CV RMSD of 0.26 at the lowest rain gauge density ( fig. 7b ). Streamflow and total nitrogen (TN) showed similar CV RMSD ranges. Variations across the three subwatersheds were negligible for all constituents except TN, where the CV RMSD increased greatly between the S7 and S8 densities in LRK ( fig. 7c ). Differences in CV RMSD among the subwatersheds were the least for streamflow, followed by sediment. For all constituents, the critical rain gauge density, from which CV RMSD started to increase, was different for each subwatershed. CV RMSD values started to increase at S4, S3, and S1 for LRK, LRJ, and LRI, respectively. The rain gauge density at which the CV RMSD started to increase for each subwatershed appears to be related to the percentage of the watershed covered by the Thiessen polygons (table 2) . The percent cover started to decrease dramatically around the selected critical rain gauge density for each subwatershed (table 2) . For example, a substantial increase in CV RMSD values for LRK occurred between scenarios S3 and S4, where the percent cover decreased from 97.8% to 82.9%.
SPATIAL AND TEMPORAL IMPACTS OF RAIN GAUGE DENSITY ON HYDROLOGY AND WATER QUALITY
Spatial Impacts
Overall, spatial distribution and density of rain gauges may cause uncertainties of SWAT output, including streamflow, sediment, and nutrient components. Variations in SWAT output according to rain gauge density increased as the gauge density decreased. A similar result was reported from previous studies (Chaubey et al., 1999; Faures et al., 1995) . Figure 8 shows variations in CV RMSD for subwatershed LRI as a function of rain gauge density for each season: spring (March-May), summer (June-August), fall (September-November), and winter (December-February). Similarly, CV RMSD values for streamflow, sediment, and nutrient components increased as the rain gauge density decreased during four seasons. For all streamflow and water quality components, dramatic increase in CV RMSD occurred between S8 and S9, especially during summer season. Without considering density scenario S9, sediment, TN, and TP showed similar ranges of CV RMSD values, from 0.01 to 0.28, within scenarios S1 to S8. In general, seasonal variations in streamflow and water quality components were higher during summer and fall seasons compared to spring and winter seasons. When a single gauge was used (S9), the highest relative mean absolute errors (RMAE) for streamflow and water quality components occurred during summer season, with 22.4% for streamflow, 32.9% for sediment, 30.4% for TN, and 29.1% for TP (table 4) . These typically higher variations during summer and fall within all density scenarios and the specific increase in CV RMSD during summer at the minimum rain gauge density agreed with the study by Bosch et al. (1999) . Measured rainfall patterns within the watershed show convective thunderstorms with high intensity and frequency for midsummer months and frontal storms with moderate rainfall amount for winter and spring months (Bosch et al., 1999) . The study also showed that the distance within which the rain gauge depths for individual storm events are likely to be highly correlated decreased to 1.9 km for summer and increased up to 9.2 km for winter (Bosch et al., 1999) . Higher spatial variations in rain gauge depth can be expected at smaller distances of correlation. As a result, the higher spatial variations in rain gauge depth during summer, mainly due to intensive and frequent thunderstorms, may cause higher variations in both streamflow and water quality components as a function of the changes in rain gauge densities.
Temporal Impacts
SUMMARY AND CONCLUSIONS
Model performance rates for streamflow using the highcentroid method for the three subwatersheds were very good, with the poorest simulation results at LRI with percent bias of 5.24%, monthly RMSE-observations standard deviation ratio of 0.22, and monthly Nash-Sutcliffe efficiency index of 0.95. Subwatersheds LRJ and LRK had better fits of predicted versus observed values.
Among three different rain gauge input methods including (1) input of Thiessen averaged rainfall for each delineated subwatersheds (Thiessen method), (2) input of closest rain gauge to the centroid of each subwatershed (centroid method), and (3) single averaged rainfall input for the entire watershed (average method), the centroid method produced the highest variations in annual rainfall and streamflow as a function of watershed delineation. The highest differences in total runoff for the centroid method occurred during 1987 for LRK and during 1994 for all watersheds. Higher difference in total runoff coincided with higher spatial variations among the 18Ăselected rain gauges. The variations in total runoff for the centroid method were explained by the algorithm of AVSWAT-X for assigning rainfall input for each delineated subwatershed. The Thiessen method is recommended for SWAT simulation of a watershed with high spatial rainfall variation. The currently used AVSWAT-X centroid method will also accurately represent spatially variable rainfall if the subwatershed delineation sufficiently incorporates the density of observed rainfall stations. For the centroid method, higher uncertainties in rainfall input as a function of watershed configuration are expected during years with higher spatial variations in measured rainfall amounts. This should be taken into consideration when examining simulated hydrology and water quality, as they relate to variability in observed rainfall.
Variations in SWAT output increased as the gauge density decreased. The potential impact of variation due to rain gauge density was greatest for total phosphorus, followed by sediment, total nitrogen, and streamflow. Differences in CV RMSD values among subwatersheds were negligible, with a narrower range for streamflow followed by sediment and nutrient components, indicating a consistency across watersheds. Seasonal variations for streamflow and water quality components were higher during summer and fall seasons compared to spring and winter seasons. Seasonal variation due to rain gauge density was smallest for streamflow followed by the other components with similar ranges of CV RMSD values from 0.01 to 0.28 within density scenarios S1 to S8. These results indicate that uncertainty due to highly variable rainfall patterns can be significantly reduced by accurate representation of the spatial variability within the simulation model.
