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The olfactory bulb (OB) is the first place in the brain where chemosensory 
processing occurs. The neurophysiological mechanisms underlying these 
processes are mostly driven by inhibition, which is implemented by a large 
population of local inhibitory neurons, and among them, the granule cell 
(GCs) is the most prominent type. Local inhibitory interneurons sculpt the 
coding of output neurons, affecting odor detection, discrimination, and 
learning. Therefore, the regulation of inhibitory circuits is critical to OB 
function and fine-tuning OB output. Specifically, inhibitory tone in the OB can 
be regulated by the dynamic interactions between cell-intrinsic factors 
affecting neuronal excitability and extrinsic top-down modulation associated 
with an animal’s behavioral state. Here, I provide new evidence for intrinsic 
mechanisms governing inhibitory interneuron excitability in the OB and how 
modulation by noradrenaline works in concert with these intrinsic mechanisms 
to affect circuit function. This work highlights circuit- and cell-specific 
differences in noradrenergic modulation with regards to short- and long-term 
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Abstract: An important contribution to neural circuit oscillatory dynamics is the 
ongoing activation and inactivation of hyperpolarization-activated currents (Ih). 
Network synchrony dynamics play an important role in the initial processing of odor 
signals by the main olfactory bulb (MOB) and accessory olfactory bulb (AOB). In the 
mouse olfactory bulb, we show that Ih is present in granule cells (GCs), the most 
prominent inhibitory neuron in the olfactory bulb, and that Ih underlies subthreshold 
resonance in GCs. In accord with the properties of Ih, the currents exhibited 
sensitivity to changes in extracellular K+ concentration and ZD7288 (4-
ethylphenylamino-1,2-dimethyl-6-methylaminopyrimidin chloride), a blocker of Ih. 
ZD7288 also caused GCs to hyperpolarize and increase their input resistance, 
suggesting that Ih is active at rest in GCs. The inclusion of cAMP in the intracellular 
solution shifted the activation of Ih to less negative potentials in the MOB, but not in 
the AOB, suggesting that channels with different subunit composition mediate Ih in 





subthreshold resonance in the theta frequency range (4–12 Hz). Another inhibitory 
subtype in the MOB, the periglomerular cells, exhibited Ih-dependent subthreshold 
resonance in the delta range (1–4 Hz), while principal neurons, the mitral cells, do 
not exhibit Ih-dependent subthreshold resonance. Importantly, Ih size, as well as the 
strength and frequency of resonance in GCs, exhibited a postnatal developmental 
progression, suggesting that this development of Ih in GCs may differentially 
contribute to their integration of sensory input and contribution to oscillatory circuit 
dynamics.  
This work is described in Chapter 2.  
Three publications are currently being prepared from data presented in Chapters 3 
through 5.  
Ruilong Hu, Pablo S Villar, Ricardo C Araneda (in preparation). α2 - adrenergic 
modulation of Ih in adult-born granule cells and dendrodendritic inhibition in the 
olfactory bulb 
Ruilong Hu, Ricardo C Araneda (in preparation). Differential noradrenergic 
modulation between the main and accessory olfactory bulbs. 
Ruilong Hu, Allison L Arai, Ricardo C Araneda (in preparation). Sexual dimorphic  
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Chapter 1: Introduction 
Olfactory bulb processing overview 
In most mammalian species, olfaction is the most important sense 
guiding the search for nutrients, detecting potential threats, and engaging in 
social behaviors. The mammalian olfactory system consists of two parallel 
pathways: the main olfactory system (MOS) and the vomeronasal system 
(VNS). In combination, these two systems detect and process a wide range of 
odorant molecules, from smaller volatile environmental cues by the MOS, to 
large complex proteins involved in social communication by the VNS. 
Chemosensory neurons of these parallel pathways synapse into two 
anatomically distinct regions of the brain, the main olfactory bulb (MOB) and 
the accessory olfactory bulb (AOB). The circuits of the MOB and AOB 
constitute the first brain region to process odor information. Unlike other 
sensory modalities, which relay information through the thalamus, the 
olfactory bulb (OB) projects directly to cortical areas involved in odor 
perception and subcortical areas that orchestrate goal-directed behaviors. As 
the first stage of central olfactory processing, and the only preceding higher 
order processing, the OB circuit has a critical role in the neurophysiological 
mechanisms that contribute to odor sensitivity, discrimination, and learning. 





driven by inhibition, which is implemented by a large population of local 
inhibitory neurons, and among them, the granule cell (GCs) is the most 
prominent type. Further highlighting the importance of these inhibitory circuits 
in olfactory processing is their regulation by feedback projections from cortical 
and subcortical areas targeted by the OB, as well as neuromodulatory 
systems from the basal forebrain and midbrain. The expression of several 
olfactory mediated behaviors, exhibited from early development through 
adulthood, requires neuromodulation of GCs by noradrenaline, a 
neurotransmitter involved in physiological arousal and alertness. However, 
despite the recent progress, the role of the noradrenergic system in the OB, 
both at the cellular and system levels, and its role in odor learning, is poorly 
understood. Moreover, while most of GC function has been studied from the 
perspective of top-down regulation, little is known of how the intrinsic 
excitability of GC contributes to olfactory processing. Thus, the central aim of 
my dissertation is to determine how GC function is regulated by intrinsic 
mechanisms and by noradrenaline.    
Organization of the main and accessory olfactory systems 
Odorants bind to an unprecedented large family of G-protein coupled 
receptors (GPCRs) expressed by the sensory neurons, which in the rodents 
corresponds to ~1,200 different odor receptors (ORs), (Buck & Axel, 1991; 





each sensory neuron expresses only one type of OR from this vast genetic 
repertoire (Hsieh et al., 2017). In addition to the large number of ORs, 
variability in chemical receptive ranges amongst individual odorant receptors 
along with potential concurrent activation of multiple odorant receptor 
subtypes allow for an incredibly diverse combinatorial strategy for the 
downstream generation of different odor percepts (Araneda et al., 2000, 
 
Figure 1. Diagram of the olfactory bulb.  
Sensory neurons in the main olfactory epithelium (MOE) project their axons to the 
main olfactory bulb (MOB) while sensory neurons in the vomeronasal organ 
(VNO) project their axons to the accessory olfactory bulb. These axons synapse 
with the mitral/tufted cells (MCs) in the glomerular layer (GL), and MCs of the 
MOB project to the olfactory cortex, while the MCs of the AOB project to 







2004; Mori & Sakano, 2011). In the MOE, olfactory sensory neurons detect 
small volatile cues, and the electrical signals are transmitted, via the olfactory 
nerve, to the MOB. In the VNS, the vomeronasal sensory neurons detect 
nonvolatile pheromonal cues, including larger molecules and peptides found 
in excretions, including, but not limited to urine, saliva, tears, or feces 
(Chamero et al., 2012; Keverne, 1999; Liberles, 2014). Vomeronasal sensory 
neurons send their projections to the AOB (Fig 1).  
In both the MOB and AOB, the axons of sensory neurons form 
excitatory, glutamatergic synapses with the apical dendrites of the principal 
neurons, the mitral and tufted cells (MCs herein). Sensory axon terminals and 
MC apical dendritic tufts form a dense spherical bundle of neuropil, called a 
glomerulus. In the MOS, the axons of all olfactory sensory neurons 
expressing the same olfactory receptor type converge onto approximately two 
glomeruli per OB (Lodovichi & Belluscio, 2012; Mombaerts et al., 1996). In 
turn, MCs in the MOB send a primary apical dendrite and innervate a single 
glomerulus (Gordon M Shepherd, 2004). This neuroanatomical scheme 
allows for any individual MOB MC to encode information from a single 
odorant receptor subtype, thus following a labeled-line code with the number 
of input channels directly proportional to the number of odorant receptor 
genes in an animal. In contrast, in the VNS, axons of vomeronasal sensory 
neurons may synapse onto over 10 glomeruli in the AOB (Rodriguez et al., 





allowing for innervation of glomeruli associated with the same or different 
vomeronasal receptors (Brignall & Cloutier, 2015; Wagner et al., 2006). This 
diversity in AOB MC glomerular projections enable a combinatorial code and 
transformation in the representation of semiochemical information at the level 
of the AOB. 
Olfactory bulb processing and output 
While other sensory systems consist of multiple sequential anatomical 
stages that separate a sensory neuron from higher cortical areas (Kay & 
Sherman, 2007), the olfactory system is unique in that the OB sends 
information directly to higher order brain regions involved in perception and 
behavior. Specifically, in the MOS, the MOB projects directly to several 
cortical areas such as the piriform cortex (PCx), anterior olfactory nucleus 
(AON), olfactory tubercle (OT), cortical amgydala (ACo), and lateral entorhinal 
cortex (LEC), which are involved in several aspects of odor perception, such 
as localization, valence, and multisensory object integration (Bekkers & 
Suzuki, 2013; Gottfried, 2010; Sosulski et al., 2011). While the MOB exhibits 
a broadly loose odotopic arrangement across glomeruli, organized by general 
function (Ma et al., 2012; Mori & Sakano, 2011), the axonal projections from 
MCs show no anatomical organization in their distribution within downstream 
areas (Ghosh et al., 2011; Sosulski et al., 2011). With no clear odotopic 





across a distributed ensemble of neurons (Bekkers & Suzuki, 2013; Stettler & 
Axel, 2009).  
With individual MOB MCs receiving input from one odorant receptor 
subtype, it may seem that MOB MCs act as a simple relay to downstream 
cortical areas. However, a large degree of information transformation and 
odor processing occurs in the MOB, utilizing elements of temporal coding. 
Importantly, the MOB inputs are driven by the respiration cycle, and the 
spiking of MCs relative to the timing of the sniff cycle carries crucial 
information relating to odor identity and concentration (Cang & Isaacson, 
2003; Smear et al., 2011). Furthermore, at a population level, the 
synchronized activity of MCs contributes to fast network oscillations, including 
field potential oscillations in the gamma-frequency range (30 – 80 Hz) (Lagier 
et al., 2004; Lepousez & Lledo, 2013). Within a single sniff cycle, this network 
level synchrony is accompanied by a general decorrelation of MC spiking 
activity, serving as a mechanism for pattern separation that is critical for odor 
discrimination (Gschwend et al., 2015; Wanner & Friedrich, 2020). 
Downstream in the PCx, decorrelated MC spiking activity driven by temporally 
segregated activation of different glomeruli induces changes in the spiking of 
pyramidal neurons (Haddad et al., 2013). With sparse, broadly distributed 
activation of PCx neurons in response to odors, the precise, temporally 





activity (Miura et al., 2012; Uchida et al., 2013), emphasizing the importance 
of temporal coding in MOB MCs.  
In the VNS, AOB MCs project directly to subcortical areas that have a 
critical function in organizing innate, social, and emotional behavior, including 
the medial and posteromedial cortical amygdala (MeA and MePA), the bed 
nucleus of stria terminalis (BNST), and the medial preoptic area (MPOA) 
(Dulac & Wagner, 2006; Scalia & Winans, 1975; Yoon et al., 2005). Among 
social behaviors, the VNS pathway in mice is involved in territorial aggression 
(Haga et al., 2010; Stowers et al., 2002), sex identification for courtship and 
mating (Kimchi et al., 2007), and pregnancy block in females (Kaba et al., 
1989). Like the MOS, vomeronasal sensory neurons follow the general one-
receptor per neuron rule, however, the VNS uses two different families of 
chemosensory receptors, coded by distinct gene families, the V1R and the 
V2Rs. Moreover, vomeronasal sensory neurons expressing V1Rs project to 
the anterior portion of the AOB, while V2R-expressing neurons project to the 
posterior AOB (Dulac & Wagner, 2006; Tirindelli et al., 2009). This 
segregated projection pattern to the AOB has suggested that the V1Rs and 
V2Rs are parallel pathways, that encode different type of chemosensory 
information in the VNS (Brignall & Cloutier, 2015; Chamero et al., 2012). 
However, similar to that of MOB MCs, the central projections of AOB MCs are 
not segregated and instead, MC axons from the anterior and posterior AOB 





Mori, 2000). Interestingly, projections from the PCx also converge in the MeA 
(Brennan & Keverne, 2014); therefore, as an area of convergence of the MOS 
and VNS, the MeA has been shown to integrate social odor cues and is 
critical for the initiation of social behaviors such including mating and 
aggression (Hong et al., 2014; Kondo & Arai, 1995; Y. Li et al., 2017; Y. 
Wang et al., 2013). Because AOB MCs project directly to subcortical areas 
that directly affect social and emotional responses, it has been proposed that 
like in the MOB, processing of pheromonal and social information must 
already occur at an early stage of sensory processing in the AOB. 
Accordingly, previous studies have shown that AOB MC spiking activity can 
encode the sex and strain of conspecifics (Ben-Shaul et al., 2010; Tolokh et 
al., 2013). Furthermore, several lines of evidence have suggested that the 
learning of mate identity in females during mating, and more recently, the 
learning of conspecific identity during aggression, occurs at the level of the 
AOB (Brennan & Keverne, 1997, 2014; Cansler et al., 2017; Kaba et al., 
1989; Smith et al., 2015). However, the neurophysiological mechanisms for 
this transformation of information at the level of AOB are not understood. The 
activation of odor pathways in the VNS is significantly slower than the 
respiratory rhythm (Meredith, 1994), and instead it depends on autonomic 
control of the uptake of chemosensory stimuli by the VNO (Doving, Kjell 
B;Trotier, 1998; Keverne, 1999). Furthermore, direct stimulation of sensory 





sustained firing in MCs, on the order of seconds (Ben-Shaul et al., 2010; Luo 
et al., 2003). In contrast, a single respiratory cycle driving MOB MCs is on the 
order of 100 to 500 ms (2 – 10 Hz). Despite the existence of fast and slow 
network oscillations in the AOB (Binns & Brennan, 2005; Gorin et al., 2016; 
Pardo-Bellver et al., 2017), whether this coordination of network activity plays 
a role in AOB coding is not known. Given that AOB MCs show slow sustained 
spiking in the presence of sensory stimuli (Luo et al., 2003; Wagner et al., 
2006), they are more likely to engage in a rate code, which is limited by the 
dynamics of stimulus uptake by the VNO (Yoles-Frenkel et al., 2018). 
Inhibition in the olfactory bulb 
Neuronal inhibition plays a crucial role in sensory processing (Isaacson 
& Scanziani, 2011; P. Lledo et al., 2005). In the OB, inhibitory interneurons 
outnumber excitatory neurons at least 100:1, indicating that inhibitory 
mechanisms are an important component of odor processing in the OB 
(Gordon M Shepherd, 2004). These inhibitory circuits are thought to produce 
a spatiotemporal modification of MC output, adjusting the system gain, 
enhancing signal to noise ratio and pattern separation (Economo et al., 2016; 
Gschwend et al., 2015; Isaacson & Scanziani, 2011; Miyamichi et al., 2013; 
Schoppa & Urban, 2003). These transformations occur in multiple layers of 
the OB, each with unique sets of inhibitory interneurons that contribute to 





inhibitory interneurons called periglomerular cells (PGCs) receive excitation 
by the sensory input and mediate feedforward inhibition onto MCs that acts as 
a gain control mechanism (Banerjee et al., 2015; Gee et al., 2014; Nagayama 
et al., 2014). In the external plexiform layer of the MOB, a sparse population 
of interneurons that includes fast-spiking interneurons (FS), are thought to 
contribute to broad lateral inhibition of MCs (Kato et al., 2013; Miyamichi et 
al., 2013). In both MOB and AOB, the most populous interneuron population, 
and a primary source for inhibition of MCs, is the granule cells (GCs), which 
 
Figure 2 Anatomical stratification of the olfactory bulb.  
A diagram of the MOB circuit showing the different layers of the MOB. Diagram 
contains output neurons (black) and few of the inhibitory neurons (green) 
across the different layers, along with afferent fibers (red) that modulate the 





mediate recurrent and lateral inhibition of MC through dendrodendritic 
synapses (Isaacson & Strowbridge, 1998; Jahr & Nicoll, 1980; Schoppa et al., 
1998). Dendrodendritic inhibition is critical for odor discrimination and network 
oscillatory dynamics, controlling the spike-timing of MCs as well as their odor 
tuning (Fukunaga et al., 2014; Lepousez & Lledo, 2013; Schoppa & 
Westbrook, 1999; Yokoi et al., 1995). Despite the extensive work on the role 
of inhibitory circuits in the MOB, the contribution of inhibitory neurons to the 
processing of chemosensory information by the AOB is poorly understood 
(Larriva-Sahd, 2008; Takami & Graziadei, 1991). At a superficial level, 
GABAergic PGCs are also present in the glomerular layer of the AOB, but the 
extent of glomerular interneuron diversity in the AOB is not well understood. 
Furthermore, unlike the MOB, the MC layer is diffuse, and the analogous EPL 
of the AOB contains the MCs and a sparse population of interneurons called 
external granule cells (extGC). While the extGCs seemingly appear to be 
similar to the MOB FS in connectivity (Larriva-Sahd, 2008; Maksimova et al., 
2019), they exhibit sparse responses to odors, which is opposite to what has 
been observed with MOB FS interneurons (Kato et al., 2013; Zhang & Meeks, 
2020). As such, a detailed understanding of the function of these interneurons 
in the AOB circuit and their regulation remains unknown.  
Granule cells in olfactory processing 





OB, and they are heterogeneous with regards to morphology and physiology, 
suggesting that different GCs may play different computational roles in the 
OB (Gordon M Shepherd, 2004). A unique feature of GCs is that they are 
axon-less and therefore their inhibitory output occurs at their dendrites, in 
specialized structures, the dendritic spines. GCs have an apical dendrite that 
projects into the EPL, where it branches into distal segments; it is here where 
they make dendrodendritic synapses with secondary lateral dendrites of MCs 
(Egger et al., 2003; Schoppa et al., 1998). While the distal dendrites of GCs 
contribute to dendrodendritic inhibition of MCs, the basal and proximal 
dendrites integrate top-down feedback afferent from the olfactory cortices and 
several neuromodulatory centers associated with various olfactory behaviors 
and behavioral states (Boyd et al., 2012; Lepousez et al., 2013). 
Neuromodulatory inputs, including those from the noradrenergic system, can 
regulate and fine-tune the dendrodendritic inhibitory output onto MCs at their 
distal dendrites and spines.  
Dendrodendritic synapses occur between distal dendritic spines in 
GCs and the secondary or lateral dendrites of MCs. Upon depolarization, 
MCs release glutamate from its lateral dendrites, which activates AMPA and 
NMDA receptors on the GC spines (Isaacson & Strowbridge, 1998; Schoppa 
et al., 1998). Depolarization of a GC spine in response to glutamate activates 
voltage-gated sodium and calcium channels which contribute to the release of 





al., 2005; Isaacson, 2001). In addition, the activation of a GC single spine by 
a MC can produce lateral inhibition of other MCs through propagation of low-
threshold T-type calcium spikes that travel across the dendrite of the GC to 
invade spines synapsing onto other MCs (Egger et al., 2003). In this scheme, 
a somatic action potential from a GC is not necessary for recurrent and lateral 
inhibition of MCs to occur. However, somatic action potentials can be driven 
by a combination of direct axonal synapses from MCs onto GCs, cortical 
feedback excitation, and neuromodulation, which can lead to feedforward 
 
Figure 3: Reciprocal and lateral inhibition at the dendrodendritic synapse 
Glutamate released from a MC act on glutamatergic AMPA and NMDA receptors 
to induce release of GABA from GCs back to the MC in the form of reciprocal 
inhibition (left). Glutamatergic excitation of GC spines can invade the dendrite, 
trigger low threshold T-type calcium channels to propagate the signal to 





inhibition of MCs.  
In the AOB, GCs are also the most abundant cells, exhibit similar 
morphological and physiological properties, and make dendrodendritic 
synapses with MCs (Jia et al., 1999; Larriva-Sahd, 2008). Only a few studies 
have characterized GC-MC dendrodendritic interactions in the AOB, 
suggesting that the synaptic mechanisms are different. For example, 
activation of type 1 metabotropic glutamate receptors (mGluR1) is partially 
necessary for recurrent inhibition in the AOB, but is not required in the MOB 
(Castro et al., 2007). As the odor signaling in the AOB may use a different 
coding scheme, how GC-MC dendrodendritic interactions sculpt MC activity 
to affect coding and regional output is still not well-understood.  
Postnatal integration of granule cells 
The OB and the hippocampus are the only two regions known to 
undergo prominent adult neurogenesis in the mammalian brain. While the 
number of MCs are fixed by the time of birth, the number of inhibitory 
interneurons in the OB, as well as the overall size of the OB, increase 
throughout life (Platel et al., 2019; Gordon M Shepherd, 2004). GCs originate 
from neuronal precursors in the subventricular zone of the lateral ventricles, 
and migrate to the OB through the rostral migratory stream (RMS) (Carleton 
et al., 2003; P.-M. Lledo et al., 2008). Migrating GCs arrive within 1 – 2 weeks 





diversity in the expression of molecular markers, proteins, and morphology 
(Batista-Brito et al., 2008; Imamura & Greer, 2015; P.-M. Lledo et al., 2006). 
Throughout the maturation process, GCs interact functionally with the existing 
OB circuit. They form functional synapses shortly upon arriving in the OB after 
1 week, receiving both glutamatergic and GABAergic inputs, as well as 
forming dendrodendritic synapses with MCs (P.-M. Lledo et al., 2006; Zhao et 
al., 2008). Because GCs undergo physiological changes throughout their 
maturation, current models posit that GCs at different stages of integration 
play different functional roles in the circuit, with younger GCs being more 
excitable and broadly tuned to odors while older GCs are less excitable and 
narrowly tuned to odors (Lepousez et al., 2013; Sahay et al., 2011; Wallace et 
al., 2017). In addition, GCs undergo a critical period 1-2 weeks after arriving 
to the OB, in which their integration is regulated by the presence of odor 
stimuli. Interestingly, most postnatally-born GCs become fully integrated after 
arriving in the OB, while approximately half of adult-born GCs undergo 
apoptosis by the time the cells reach 6 weeks of age (Petreanu & Alvarez-
Buylla, 2002; Winner et al., 2002a). Because the GC survival is highly activity-
dependent, the role of top-down neuromodulatory feedback, including 
noradrenergic modulation, can play a critical role in their integration. 
Accordingly several studies suggest that GC integration is strictly regulated, 
activity-dependent, and at the same time sensitive to external modulatory 





et al., 2012; Petreanu & Alvarez-Buylla, 2002).  
Noradrenergic modulation of MOS and VNS in social behavior 
The noradrenergic system has extensive projections through the entire 
neuraxis, including the OB, and plays an important role in neuronal excitability 
in physiological states such as attention, anxiety and emotions (Berridge & 
Waterhouse, 2003; Gu, 2002). Noradrenergic fibers originate from the brain 
stem in the locus coeruleus (LC), and three general classes of receptors 
mediate adrenergic responses in the brain; α1, α2 and β, each of which is 
further divided in subtypes (Hein, 2006; Khvotchev & Kavalali, 2008; Small et 
al., 2003). Amongst these receptors, α2-ARs exhibit a higher sensitivity to 
noradrenaline (NA) than α1-ARs (Kunisawa et al., 1985), while β-ARs exhibit 
the lowest sensitivity to NA (Molinoff, 1984; Rang, 2012). Each of these 
receptors exerts distinct cellular effects through the activation of different 
transduction mechanisms involving a subset of GTP-binding proteins. For 
example, α1-AR couple to Gq mediated pathways, which through activation of 
phospholipase C (PLC) which can result in production of inositol triphosphate 
(IP3) and elicit calcium release from intracellular stores (Marzo et al., 2009; 
Rang, 2012), while β adrenergic receptors generally activate adenylyl cyclase 
though Gs. Gq activation can also lead to reduction of leak K+ currents 
(McCormick & Wang, 1991), causing an increase in membrane resistance 





mechanisms via the Gi and Gs proteins, respectively, by inhibiting or 
activating adenylyl cyclase and in turn increasing or decreasing production of 
cyclic adenosine monophosphate (cAMP). These changes in intracellular 
cAMP modulate the voltage gating and activation kinetics of hyperpolarization 
cyclic-nucleotide-gated (HCN) channels, which in turn affect neuronal 
excitability (Benarroch, 2013; Zagotta et al., 2003). Furthermore, Gi-activation 
by α2-ARs can suppress voltage-gated calcium currents as well as enhance 
leak K+ conductances to suppress neuronal excitability (Y. W. Li et al., 1995; 
Timmons et al., 2004), whereas Gs activation by β-ARs can inhibit K+ 
conductances and lower sodium channel thresholds to increase cell 
excitability (Haas & Rose, 1987; Matsuda et al., 1992). In GCs of AOB and 
MOB, activation of α1-ARs not only depolarizes the neurons, but stimulus-
elicited spiking also produces a calcium-mediated slow after-depolarization 
that increases spike probability and cell excitability (Smith et al., 2009; Zimnik 
et al., 2013). Despite the cell-specific expression of α2- and β-ARs in the OB, 
how the activation of these receptors affects neuronal physiology is poorly 
understood.  
NA levels correlates strongly with wakefulness, alertness, and 
physiological arousal in mammals (Aston-Jones & Cohen, 2005; Florin-
Lechner et al., 1996; Foote et al., 1980; Salgado et al., 2016). LC neurons 
can increase their activity in a task-dependent manner, and can respond to 





the MOB, NA has been implicated in long-term plasticity mechanisms 
involving odor learning (Doucette et al., 2007; Sullivan et al., 1992), structural 
plasticity and survival of adult-born neurons (Moreno et al., 2012; Veyrac et 
al., 2009), as well as short-term effects in affecting signal-to-noise ratio 
adjustments and network oscillatory dynamics (Manella et al., 2017; Ramirez-
Gordillo et al., 2018). In the AOB, noradrenergic modulation is critical for 
circuit plasticity involved in social learning, including the learning of stud 
pheromonal identity after mating in females (Brennan et al., 1995; Brennan & 
Keverne, 1997), and the recruitment of noradrenergic modulation is critical in 
triggering aggressive behaviors in males (Marino et al., 2005; R. J. Nelson & 
Trainor, 2007). At the circuit level, noradrenergic modulation has been shown 
to generally increase inhibitory tone onto AOB MCs (Araneda & Firestein, 
2006; Doyle & Meeks, 2017). However, how short-term effects of NA at the 
circuit level result in long-term plasticity, leading to odor learning is unknown.  
While noradrenergic modulation is involved in both MOB and AOB 
processing of social odors, how both the MOS and VNS are utilized in social 
behaviors is not well understood. Because both MOS and VNS respond to 
social odor cues (Spehr, 2006), both systems can be recruited in parallel to 
affect social behavior, and both are affected by noradrenergic modulation. 
The recognition of offspring after parturition in sheep, has been shown to 
depend on elevated concentrations of NA in the MOB (Brennan & Kendrick, 





a surge in NA concentration in the AOB of females (Brennan et al., 1998). As 
noradrenergic modulation is implicated and recruited during social behavior in 
both systems, defining the cellular and circuit effects of NA is critical to the 
understanding adrenergic modulation of social odor processing and learning.   
Specific aims 
 Noradrenergic actions on MOB and AOB inhibitory circuits rely on a 
complex combination of cell-type specific activation of G-protein coupled 
noradrenergic receptors. While the initial downstream signaling pathways of 
these ARs are known, how these secondary messenger pathways affect GC 
excitability or plasticity at dendrodendritic synapses is not well understood. 
While GC function has been primarily studied from the perspective of extrinsic 
regulation by local circuitry or top-down afferents, little is known about the 
intrinsic mechanisms that regulate GCs function, and how these are regulated 
by the noradrenergic system. Furthermore, At the level of the circuit, NA can 
target multiple inhibitory cell types, but little is known about the regulation of 
other inhibitory types by NA. The overall goal of the experiments in this thesis 
is to define how GC function is regulated by intrinsic mechanisms and by 
noradrenaline in the OB.   
Specific aim 1: Hyperpolarization-activated currents in GCs of the olfactory 
bulb  





oscillatory dynamics, including the control of membrane excitability and 
integration of synaptic inputs, the generation of membrane potential 
oscillations, and subthreshold resonance of neurons (Fan et al., 2005; 
George et al., 2009; Hu et al., 2009; Magee, 1998; McCormick & Pape, 
1990). GCs are critical to OB network oscillations, however the presence and 
function of Ih in these inhibitory neurons is unknown. In this first aim, I 
characterized Ih in both MOB and AOB GCs born postnatally and its role in 
their physiology.  
Specific aim 2: Adrenergic modulation of Ih in adult-born GCs and its role in 
dendrodendritic inhibition in the MOB 
Changes in intracellular cAMP concentration in response to neuronal 
metabolic state or to the action of neuromodulators, including NA, can affect 
Ih, and, in turn, alter membrane excitability of diverse cell types (Pape & 
McCormick, 1989; Valsecchi et al., 2013), as well as regulate dendritic 
excitability (Barth et al., 2008; Carr et al., 2007; M. Wang et al., 2007). Here, I 
show that adult-born GCs, like postnatal born GCs, exhibit Ih and that this 
current is modulated by NA through the activation of α2-ARs. Given the 
prevalence of Ih in GCs I examined the role of α2-AR modulation of Ih on 
reciprocal and lateral inhibition of MCs. 






NA is postulated to play a critical role in in social behavior mediated 
through the MOB and AOB circuits. Despite the neuroanatomical similarities 
of these circuits, the neurophysiological correlates of chemosensory 
processing appear to be different and how NA regulates these circuits is not 
completely understood. In this aim, I examined how NA affects MC excitability 
in the AOB and MOB. In addition, I examined the properties of the inhibition 
onto MCs recruited by NA, and the types of inhibitory neurons besides GCs 
that contribute to the inhibition of MCs.  
Specific aim 4: Long-term plasticity elicited by NA in MCs of the MOB and 
AOB  
 Noradrenergic modulation serves as a gate for multiple plasticity 
mechanisms in the central nervous system, and is critical for social odor 
learning in both MOB and AOB (Brennan & Keverne, 1997; Pawlak et al., 
2010; Sara, 2009). Therefore, in this last and preliminary aim, I began to 









Chapter 2: Hyperpolarization-activated currents in 
granule cells of the olfactory bulb 
Introduction 
Hyperpolarization-activated cyclic nucleotide gated (HCN) channels 
play an essential role in neuronal function and network oscillatory dynamics, 
including control of membrane excitability and integration of synaptic inputs, 
the generation of membrane potential oscillations and subthreshold 
resonance of neurons (Fan et al., 2005; George, Abbott, & Siegelbaum, 2009; 
Hu, Vervaeke, Graham, & Storm, 2009; Magee, 1998; McCormick & Pape, 
1990). Moreover, the voltage sensitivity and kinetic properties of the HCN 
mediated current (Ih), is dependent on the subunit composition of the 
channels (HCN1-4), which confers differing sensitivities to cyclic nucleotides, 
providing a rich heterogeneity to the contribution of these channels to network 
function (Kaupp & Seifert, 2001; Wainger et al., 2001). Thus, changes in 
intracellular cAMP concentration in response to neuronal metabolic state or to 
the action of neuromodulators can affect Ih and in turn alter membrane 
potential oscillations of pacemakers cells in the brain and in the heart (Pape & 
McCormick, 1989; Valsecchi et al., 2013). 
 In olfaction, initial processing of odor signals occurs through two 
parallel, albeit complementary, pathways in the olfactory bulb (OB). In 
general, the main olfactory bulb (MOB) receives input from the nasal 





accessory olfactory bulb (AOB) receives input from the Vomeronasal organ 
and is largely responsible for the detection of semiochemicals (Keverne, 
1999; Lledo, Gheusi, & Vincent, 2005; Shepherd, 1972). In the MOB network 
synchrony is a substrate to important aspects of olfactory coding such as 
sparsening and feature binding of odor representations (Binns & Brennan, 
2005; Brody, 2003; Osinski & Kay, 2016) and network synchrony may also 
play a role on pheromonal processing by the AOB (Binns & Brennan, 2005; 
Leszkowicz et al., 2012). This network synchrony arises from the activity of 
dendrodendritic synapses between a large number of intrinsic inhibitory 
neurons, including the granule and periglomerular cells (GCs and PGCs) and 
the output neurons, the mitral and tufted cells (MCs and TCs) (Gschwend et 
al., 2015; Kay, 2014; Lagier et al., 2004; Lepousez & Lledo, 2013). In the 
MOB, network oscillations in the theta frequency (4-12 Hz), entrained by the 
respiratory cycle are in part mediated by periglomerular cells (PGCs) 
(Fukunaga et al., 2014), while gamma oscillations (40-80 Hz), are mediated 
by GCs (Fukunaga et al., 2014; Kay, 2014; Lagier et al., 2004).   
 Surprisingly, despite the influence of inhibitory neurons in promoting 
network oscillations in the OB, the presence and contribution of Ih to GC 
excitability has not been addressed. Here, using whole-cell patch clamp 
recordings, we show that most GCs of the OB exhibit Ih. Targeted recording of 
postnatally labeled neurons indicated that the contribution of Ih to GC 





and 6 weeks post-birth.  In the presence of ZD7288, an Ih blocker, GCs 
hyperpolarized and their input resistance increased, suggesting that at rest Ih 
contributes to the excitability and passive properties of GCs.  Importantly, 
mature MOB GCs and PGCs exhibited an Ih-dependent subthreshold 
resonance with resonant frequencies in the delta and theta range (1-12 Hz).  
These results suggest that the expression of Ih and subthreshold resonance 
in inhibitory neurons may impart unique features to odor processing in the OB 
and facilitate oscillatory network activity in both the main olfactory and 





Materials and methods 
Animals: All experiments were conducted following the guidelines of the 
IACUC of the Author’s University. Experiments were performed on wild-type 
(C57/BL6) mice of either sex ranging in age from postnatal day 15 to 60 days 
old.  
Electroporation: To label postnatally born neurons with the green fluorescent 
protein (GFP), mice (P1-P4) were anesthetized by hypothermia and 2 μL (4 
μg/μL) of pCAG-GFP plasmid (Addgene) was injected into the lateral 
ventricle. Immediately after the injection, twizzer-type electrodes (BTX) were 
placed on the sides of the head for electroporation (5 x 100 V pulses of 50 
ms) using an ECM830 Electro square pulser (BTX). Recordings of GCs were 
conducted at least one week post electroporation, and onwards, in cells 
identified by the expression of GFP under a fluorescent microscope. 
Slice Preparation: Experiments were performed in OB slices using methods 
previously described (Smith et al, 2015). Briefly, brain slices were prepared in 
an oxygenated ice-cold artificial cerebrospinal fluid (ACSF) containing low 
Ca2+ (0.5 mM) and high Mg2+ (6 mM). Sagittal sections of the OB (250 µm) 
were then transferred to an incubation chamber containing normal ACSF (see 
below) and left to recuperate for at least 30 minutes at 35°C until the 
recordings. In all experiments, unless otherwise stated, the extracellular 
solution is ACSF of the following composition (in mM): 125 NaCl, 26 





ascorbic acid, 2 Na-pyruvate, and 15 glucose, continuously oxygenated (95% 
O2-5% CO2) to give a pH 7.4 and an osmolarity of 305 mOsm.  
Electrophysiological Recordings: Neurons were visualized using an Olympus 
BX51W1 microscope and recorded using a dual EPC10 amplifier (HEKA, 
Union City, NY) in voltage and current clamp modes.  In a subset of the 
experiments, to visualize and confirm GCs identity and morphology, the 
fluorophore Alexa 594 (red) was included in the recording pipette solution (20 
μM). Electrical stimulations and recordings were performed using the 
PatchMaster software. Experiments were performed at room temperature, or 
at 32 ± 2°C, using the TC-342B Automatic Temperature Controller (Warner 
Instruments, Hamden, CT) with a perfusion speed of 2-3 mL/min. Cells were 
patched using standard patch pipettes (4-8 MΩ resistance). The membrane 
potential was not corrected for junction potential. Although our experiments in 
whole cell recordings precluded an accurate measurement of Vm, right after 
rupturing the seal, the Vm in GCs of the MOB was –71.9 ± 1.5 mV (n = 26) 
and –64.4 ± 1.5 mV (n = 5) in the AOB. These measurements are in 
agreement with previous studies indicating that GCs maintain a 
hyperpolarized Vm in the slice preparation (Cang & Isaacson, 2003; Egger, 
Svoboda, & Mainen, 2005). Therefore, unless otherwise indicated, voltage 
and current-clamp experiments in GCs were conducted at –60 or –70 mV.  
Solutions and pharmacological agents: In whole-cell recordings the internal 





Gluconate, 4 NaCl, 10 HEPES-K, 10 Na phosphocreatine, 2 Na-ATP, 4 Mg-
ATP, and 0.3 GTP adjusted to pH 7.3 with KOH. This internal solution, which 
contains Na, was used in order to compare the physiology of GCs with 
previous work published from our lab (Smith et al., 2015). In some 
experiments, 0.5 mM cAMP was added to the internal solution. The 
osmolarity of the internal solutions was adjusted to 290–305 mOsm. For 
experiments using high extracellular K+, the ACSF contained 25 mM KCl and 
102.5 mM NaCl. Drugs were prepared freshly from stocks and diluted into the 
external solution; ZD7288 (4-Ethylphenylamino-1,2-dimethyl-6-
methylaminopyrimidin chloride) was purchased from Tocris Cookson (UK) 
and it was applied at 30 μM.  
Data Analysis: All electrophysiological recordings were analyzed in MATLAB 
(Mathworks). In order to isolate Ih, leak currents were subtracted from the 
voltage-current relationships using multiples of a small voltage step (–60 to –
65 mV) elicited at the end of each voltage clamp trace. Recorded GCs 
exhibited heterogeneity in physiological properties, such as input resistance 
and capacitance, presumably due to the presence of a heterogeneous 
population that included mature and immature cells. To compensate for these 
differences, in some instances (i.e. high K+ or ZD288) Ih was normalized to 
the current elicited by a voltage step from –60 mV to –130 mV.  
 Voltage dependency was calculated by fitting the tail-current maximum 





Ludwig et al., 1998), I = Imax/{1 + exp[(V-Vhalf)/ks]}  where Imax is the maximal 
current, V is the prepulse potential, Vhalf is the half activation potential of the 
current, and ks is the slope factor. The current (I) values were measured as 
the peak current obtained with a step to –130 mV from the prepulse potential 
(Fig 2A inset), and were then normalized to the fitted Imax value for each cell. 
The activation time constant (τ) for Ih was determined by fitting a single 
exponential function to the raw voltage trace when stepping from –60 mV to –
130 mV. 
 The sag potential was calculated from the voltage deflection elicited by 
a negative current pulse and corresponds to the difference between the peak 
minimum voltage and the membrane potential (Vm) upon reaching a steady 
state (after 1 s). The change in membrane potential (ΔV) in response to 
ZD7288 was measured as the difference between the baseline Vm (before 
the drug) and at the Vm at peak of the response, which under our perfusion 
speed occurred within ~ 6-10 min.  Subthreshold resonance was measured 
using a standard impedance amplitude protocol (ZAP), in which a stimulus of 
sinusoidal current of constant amplitude and exponentially increasing 
frequency (0.2 to 20 Hz) is injected into the cell. The ZAP protocol was 
obtained at different negative potentials (–60 mV to –100 mV), which are 
correspondingly indicated throughout the text.  The impedance profile was 





voltage response and current input (Gutfreund et al., 1995; Hutcheon & 
Yarom, 2000; Vera et al., 2014):  
Z(f) = |FFT[V(t)]/FFT[I(t)]| 
The exponential ZAP protocol we employed works best on cells with lower 
resonant frequencies; therefore we also confirmed our findings in mature cells 
using a linear ZAP protocol (Hu, Vervaeke, & Storm, 2002; Narayanan & 
Johnston, 2007) allowing us to better sample higher frequencies (data not 
shown). The impedance profile is smoothed and the resonant frequency (fres) 
is the frequency at which the maximal impedance value occurs.  If the peak 
value is not clear, the impedance profile is fit with a quadratic function to 
provide an estimate. The strength of resonance (Q factor) is calculated as the 
ratio between the maximal impedance (|Z(fres)|) and the lowest frequency 
impedance values (|Z(flow)|; 0.5 Hz).  The cell is considered resonant if fres > 
flow and Q > 1. Statistical significance was determined by a student’s t-test, 








Ih is present in GCs of the AOB and MOB  
  We conducted whole-cell patch clamp recordings in GCs of the MOB 
and AOB.  In both regions GCs are located in easily identified layers and 
exhibit characteristic morphology, including the presence of basal dendrites 
and a single apical dendrite, which bifurcates into several branches, 
populated by prominent dendritic spines (Fig 1A) (Larriva-Sahd, 2008; Price & 
Powell, 1970). In voltage clamp (Fig 1B), hyperpolarizing steps from –60 mV 
to –130 mV revealed a slowly developing inward current, with characteristics 
of Ih, that occurred in the majority of GCs; ~96% in the AOB (80/83) and 
~90% in the MOB (106/118).  In agreement with the properties of Ih, the peak 
amplitude of the inward current was enhanced ~3-fold by increasing the 
external K+ concentration from 2.5 mM to 25 mM (Fig 1C). Thus, the 
normalized mean currents in high K+ were 3.7 ± 0.9 (n = 5, Mann-Whitney U 
test, p < 0.01) in the AOB and 3.5 ± 1.1 in the MOB (n = 4, Mann-Whitney U 
test, p < 0.01).  Importantly, in the presence of the selective Ih blocker, 
ZD7288 (30 μM, see methods), the inward current was reduced by over 60% 
(Fig 1C). The normalized mean current in the presence of ZD7288 was 0.4 ± 
0.1 in the AOB (n = 4, Mann-Whitney U test, p < 0.03) and 0.36 ± 0.16 in the 
MOB (n = 7, Mann-Whitney U test, p < 0.001).  
 Different subunit composition in the tetrameric HCN channels confers 





sensitivity and kinetics of the channels (Benarroch, 2013; Craven & Zagotta, 
 
Figure 1: Properties of hyperpolarization-activated cation currents in GCs of 
the OB.  
A: Left, image of a GC recorded in the AOB, with Alexa 594 in the pipette. Mature 
GCs are characterized by the presence of branches in the apical dendrite (white 
arrows), and prominent dendritic spines (inset, arrow heads). The scale bar is 20 
μm. Right, current clamp response of the GC shown on the left. A hyperpolarizing 
current step (–60 pA) produces a sag in the membrane potential (Vm, arrow), 
while a depolarizing current step (20 pA) elicits a train of action potentials. The 
resting Vm in this cell is –60 mV; scale bars are 20 mV and 1s.  B: Hyperpolarizing 
voltage steps from –60 mV to –130 mV (10 mV steps) elicited a slowly developing 
hyperpolarization-activated inward current (scale bars is 500 ms and 50 
pA).  C: Left, current-voltage (IV) relationship for Ih in an AOB GC. Raising the 
external K+ concentration from 2.5 (filled circles) to 25 mM (empty circles) 
increased the inward current at each potential.  Middle, IV relationship of an AOB 
GC in control (filled squares) and in the presence of the Ih blocker ZD7288 (30 
μM, empty squares); at all potentials ZD7288 reduced Ih.  Right, summary plot 
showing the effect of high K+ and ZD7288 on the normalized mean Ih at –130 mV.   
In the MOB (blue) and AOB (orange), high K+ produced at least 3-fold increase in 







2006). Therefore, we compared the properties of Ih by recording GCs with and 
without cAMP (0.5 mM) in the internal solution, determining the kinetics of Ih 
activation and maximal current elicited in voltage clamp (Fig 2A). Analysis of 
the voltage dependency using a Boltzmann fit (see methods) and the kinetics 
of a ctivation of Ih revealed significant differences between GCs in the AOB 
and MOB. In the absence of cAMP, activation of Ih occurred at more positive 
potentials in the AOB than in the MOB; Vhalf of activation of Ih in AOB was –
94.8 ± 4 mV (n = 15) while in the MOB Vhalf was –103 ± 6 mV (n = 10) (AOB 
vs. MOB, Student’s t-test, p < 0.03). Furthermore, in the absence of cAMP the 
activation of Ih was slower in the AOB than in the MOB (Fig 2B; τ = 123 ± 14 
ms vs. τ = 58.8 ± 12.9 ms, respectively, Student’s t-test, p < 0.007). 
Interestingly, adding cAMP to the internal solution shifted Vhalf by ~10 mV in 
the MOB (–94 ± 5 mV, n = 11, Student’s t-test, p < 0.04), while it produced no 
significant effect in the AOB (–94.5 ± 3 mV, n = 12, Student’s t-test, p > 0.4). 
In contrast, τ decreased by ~half in both regions (AOB, 55.3 ± 8.7 ms, 
Student’s t-test, p < 0.001; MOB, 30 ± 6.8 ms, Student’s t-test, p < 0.03). 





and suggest that GCs may express HCN channels with different subunit 
composition in these regions.  
 The voltage-dependency of Ih in GCs suggests it could be active at 
resting membrane potential (Vm, see methods).  In agreement with this 
possibility, in current clamp experiments bath perfusion of ZD7288 invariably 
 
 
Figure 2. Voltage Dependency of Ih and sensitivity to intracellular cAMP.   
A: Voltage clamp responses in an MOB GC with added cAMP in the internal 
solution showing Ih elicited by 10 mV hyperpolarizing steps from –60 mV to –130 
mV. At the end of each step, a test pulse to –130 mV (Vtest) was elicited to 
measure the maximal current at each potential (traces shown in the bottom box 
inset). The current amplitudes measured at the peak were normalized to Imax and 
fitted to a Boltzmann function (see methods).  The time constant of activation (τ) 
was estimated by fitting the current elicited by stepping from –60 to –130 mV (red 
dotted line, 25.5 ms for this trace). B: Top, Boltzmann fits for Ih in GCs of the MOB 
(left) and AOB (right) in recordings conducted with internal solutions without (filled 
circles) or containing cAMP (0.5 mM, empty circles).  Bottom, summary plot 
comparing the cAMP sensitivity of Vhalf and τ in AOB (orange) and MOB GCs 
(blue). In the presence of cAMP, the Vhalf was shifted to more positive potentials in 






produced a hyperpolarization in GCs (Fig 3). Blocking Ih reduced the 
membrane potential by 6 ± 1.3 mV in the AOB (orange, n = 6, student’s t-test, 
p < 0.005) and by 8.8 ± 3.7 mV in the MOB (blue, n = 5, Student’s t-test, p < 
0.04). This effect of ZD7288 was still present in the presence of blockers of 
fast synaptic transmission (APV, 100 μM; CNQX, 10 μM; and Gabazine, 10 
μM), suggesting a direct effect on GCs. Application of ZD7288 reduced the 
membrane potential by 3.7 ± 1 mV in AOB GCs (n = 4, Student’s t-test, p < 
.007) and 6.9 ± 3.3 mV in MOB GCs (n = 4, Student’s t-test, p < .05).  In 
 
Figure 3. Ih contributes to the intrinsic properties of GCs.   
Top trace, current clamp responses in an MOB GC. Bath perfusion of ZD7288 
produces a hyperpolarization (red dotted line). Spontaneous postsynaptic 
potentials appear as upward spikes. Bottom left, summary of the effects of 
ZD7288 on Vm, application of ZD7288 reduces the membrane potential of GCs of 
the MOB and AOB. Right, pharmacological block of Ih significantly increases GCs 
input resistance measured from a holding potential of –60 mV with a negative 






addition, ZD7288 produced a significant increase in GCs input resistance (Ri) 
in both regions (Fig 3, AOB; 1.04 ± 0.20 vs. 1.27 ± 0.19 GΩ; Student’s t-test, 
p < 0.01; MOB 1.24 ± 0.25 vs. 2.06 ± 0.28 GΩ; Student’s t-test, p < 0.05). 
GCs exhibit subthreshold resonance that depends on Ih 
 In other brain regions, Ih plays a critical role in generating subthreshold 
resonance of neurons, which in turn contributes to network oscillatory 
properties (Hu et al., 2002; Narayanan & Johnston, 2007; van Brederode & 
Berger, 2011; Vera et al., 2014). Therefore, we examined subthreshold 
resonance in GCs that exhibited Ih, using a sinusoidal current stimulus of 
increasing frequency (ZAP stimulus, see methods) in animals older than P30. 
Surprisingly, we observed a significant heterogeneity in responses to the ZAP 
stimulus amongst GCs, with a mixed population of resonant and non-resonant 
cells (Fig 4A). The percentage of resonant cells in the AOB was ~71% 
(15/21), and ~52% (10/19) in the MOB. In addition, among all resonant cells 
(AOB plus MOB), the response to the ZAP stimulus revealed heterogeneity in 
the resonant frequency (fres), with cells distributed along the delta and theta 
range (data not shown). Importantly, this subthreshold resonance could affect 
the global excitability of GCs. Accordingly, when we adjusted the ZAP 
protocol to elicit action potentials in a subset of resonant MOB and AOB GCs, 
these action potentials occurred at a frequency within the range of fres for 
each cell, with 79% of the action potentials falling within ± 3 Hz relative to the 





 The heterogeneity of subthreshold resonance we observed prompted 
us to examined whether the size of Ih in GCs could contribute to these 
differences. Across the total population of GC studied (AOB and MOB) 
 
Figure 4. Contribution of Ih to subthreshold resonance in GCs.   
A: Top, voltage responses (upper traces) to a ZAP current stimulus (lower traces) 
in MOB GCs in a resonant (left) and, a non-resonant (right) cell. Bottom, 
impedance profiles for the cells shown above. In the resonant cell (left), 
resonance strength (Q) is 1.20 and the peak frequency (fres) 3.88 Hz, whereas for 
the non-resonant cell (right), fres = flow and the Q factor is 1. The scale bars are 5 s 
and 10 mV, with a 50 pA (left) and 5 pA (right) ZAP stimulus amplitude. The Vm 
for both cells is –80 mV.  B: ZAP stimulus applied to resonant GCs in the MOB 
(top) and AOB (bottom); the current amplitude was adjusted to elicit action 
potentials, which occurred around the cell’s resonant frequency. C:  Top, the 
impedance profile of an AOB GC that exhibits subthreshold resonance in control 
and, in the presence of ZD7288. In control conditions, Q is 1.21 and the fres is 1.3 
Hz (black line). In the presence of ZD7288, the resistance of the GC increases, 
the resonance is abolished and, the impedance profile resembles that of a non-
resonant cell (Q = 1).  Bottom left, summary plot showing the distribution of 
values for maximal Ih (measured at –130 mV) for MOB (blue, n= 19) and AOB 
(orange, n= 21) GCs; resonant cells have larger Ih. Bottom right, the Q factor 






resonant cells had larger Ih than non-resonant cells, suggesting that Ih 
amplitude is a predictor of resonance (Fig 4C; resonant cells, Imax = –97.5 ± 
10.3 pA, n= 25; non-resonant cells, Imax = –61 ± 13.0 pA, n= 15; logistic 
regression, p < 0.02). Similarly, Ih amplitude is predictive of resonance 
strength (Imax vs. Q, in a linear regression model, p < 0.02). In agreement with 
a larger Ih, Ri was significantly lower in resonant cells than in non-resonant 
cells (1.14 ± 0.01 GΩ vs. 1.61 ± 0.17 GΩ; logistic regression, p < 0.01). 
Notably, the subthreshold resonance was abolished in the presence of 
ZD7288, (Fig 4C); the strength of resonance or Q factor (see methods) was 
reduced from 1.12 ± 0.02 to 1.02 ± 0.01 in the presence of ZD7288 (n = 8, 
Student’s t-test, p < 0.0005). Together, these results suggest that Ih is a major 
contributor to the expression of subthreshold resonance in AOB and MOB 
GCs.  
 To further characterize subthreshold resonance in AOB and MOB 
GCs, we performed targeted recordings of postnatally labeled neurons (see 
methods). After 4 weeks, GCs are fully integrated, with intermediate stages of 
development that exhibit characteristic physiological and morphological 
properties (Carleton et al., 2003; P.-M. Lledo et al., 2006; Petreanu & Alvarez-
Buylla, 2002; Winner et al., 2002b).  At this age (Fig 5A), analysis of voltage 
dependency indicated that fres in the AOB did not vary with voltage (–70 mV, 
3.47 ± 0.37 Hz; –90 mV, 3.24± 0.21 Hz; n=3; one-way ANOVA, p > 0.6).  





= 1.09 ± 0.45 Hz; –90 mV, fres = 5.80± 0.60 Hz; n=5; one-way ANOVA, p < 
0.001). Thus, at  –90 mV the average peak frequency in MOB GCs is 
significantly higher than in AOB GCs (Fig 5B; Student’s t-test, p < 0.03).  
 
Figure 5. The subthreshold resonance in AOB and MOB GCs exhibits 
different voltage dependency.   
A: Top, ZAP protocol applied to 4-week old mature GCs labeled with GFP, in the 
MOB (left) and AOB (right), along with their respective impedance profiles 
(bottom). For the MOB GC, Q is 1.17 and fres is 6.77 Hz, indicated by the vertical 
black dashed line; for the AOB GC, Q is 1.19 and fres is 2.89 Hz (dashed line). 
The scale bars are 10 mV and 5 s; the ZAP stimulus amplitude is 20 pA for the 
MOB and a 30 pA for the AOB.  Bottom, summary plots for voltage dependency 
of Q and peak frequencies in MOB (blue) and AOB (orange) GCs (n = 5 and 3, 
respectively).  B: Left, in MOB GCs, Q is strongest at more negative potentials, 
while in AOB GCs Q is larger at more positive potentials. Right, at –90 mV the 







Furthermore, although the values did not reach significance there was a 
tendency for the strength of resonance to increase at more negative potential 
in MOB GCs (Fig 5B. –70 mV, Q = 1.04 ± 0.03; –90 mV, Q = 1.10 ± 0.02; n= 
5; one-way ANOVA, p < 0.1), while we observed the opposite in the AOB (–
70 mV, Q = 1.20 ± 0.01; –90 mV, Q = 1.12± 0.04; n= 4; one-way ANOVA, p < 
0.03).   
Developmentally timed expression of Ih and subthreshold resonance in 
GCs in the MOB 
GCs undergo a critical period and exhibit varied physiological 
properties over the course of development (Lepousez et al., 2013; P.-M. 
Lledo et al., 2006; Yamaguchi & Mori, 2005), therefore, we compared Ih and 
subthreshold resonance expression in GCs at two and 6 weeks post birth in 
the MOB. As shown in Fig 6A, we found that Ih-mediated sag amplitude in 
GCs significantly increased between 2 (n = 5) and 6 weeks (n = 5) post birth, 
(–1.9 ± 0.4 vs. –4.6 ± 0.7 mV, Student’s t-test, p < 0.006). Similarly, the Ih 
amplitude nearly doubled between 2 and 6 weeks, albeit it was not significant 
within our sampled population of cells (–121.1 ± 31.1 pA vs. –215.9 ± 37.0 
pA, Student t-test, p < .09). Nevertheless, and in agreement with the 
developmental increase in Ih-mediated sag amplitude, resonance in GCs 
increased as a function of cell age (Fig 6B). Between 2 and 6 weeks, 
resonance strength increased from 1.05 ± 0.01 to 1.10 ± 0.01 (Student t-test, 





2 weeks, fres was 3.44 ± 0.98 Hz and at 6 weeks, 7.32 ± 0.79 Hz (Student t-
test, p < 0.02). Altogether, these results indicate that as GCs mature, their fres 
Figure 6. Postnatal development and subthreshold resonance in MOB 
GCs.    
A: Left; diagram of the time course used for labeling and recording from GCs at 
different stages of development. Mice were electroporated at P1 and recordings 
were conducted at different postnatal weeks. Right, sample current clamp traces 
from labeled GCs at 2 and 6 weeks; recorded cells exhibit robust action 
potentials. At both ages, a hyperpolarizing current step elicits an Ih-mediated sag 
upon hyperpolarization (see inset). Scale bars at 500 ms and 20 mV. The colored 
inset compares the sag amplitudes of the cells shown at 2 (green) and 6 (red) 
weeks. Scale bar at 100 ms and 2 mV. The bar graph summarizes the change in 
sag amplitude between 2 and 6 weeks post-labeling. B: Left, example plots of 
impedance profile at 2 and 6 weeks post-electroporation obtained using a ZAP 
protocol, corresponding to the cells above in (A). At 2 weeks, Q is 1.02 while at 6 
weeks Q is 1.14 and fres 5.18 Hz (dotted line). Right, bar graphs showing the 





becomes tuned towards the physiological breathing rates of mice (1-12 Hz). 
Subthreshold resonance in other OB subtypes 
 We next examined whether other neurons in the OB circuit exhibit 
subthreshold resonance. In particular, we examined another inhibitory 
neuron, the PGC, which contributes to network oscillations entrained by the 
respiratory cycle (Fukunaga et al., 2014).  Therefore we examined the 
presence of subthreshold resonance in PGCs sampled from animals older 
than P30.  MOB PGCs exhibited a prominent Ih, with a sag potential of 5.2 ± 
1.5 mV (n = 9). In recordings, conducted with cAMP in the pipette, the Vhalf for 
Ih in PGCs was more positive than in MOB GCs (Fig 7A; –82.6 ± 3.4 mV, n = 
9; Student’s t-test, p < 0.03), while τ was significantly slower (81.1 ± 22.5, n = 
9, Student’s t-test, p < 0.01), indicating differences in Ih between these 
inhibitory subtypes. Importantly, the majority of MOB PGCs (9/11) exhibited 
subthreshold resonance with a mean resonant frequency of 2.02 ± 0.16 Hz 
and a Q factor of 1.15 ± 0.03.  Moreover, application of ZD7288 completely 
abolished the subthreshold resonance (Fig 7A, n = 3), indicating that 






 In addition, we examined subthreshold resonance in MOB MCs, which 
have been previously shown to have Ih, with its expression decreasing with 
 
Figure 7. PGCs, but not MCs exhibit Ih-mediated subthreshold resonance in 
the MOB.   
A: Left, current clamp responses of an MOB PGC; a hyperpolarizing current step 
(–10 pA) produces a sag in Vm (arrow), while a depolarizing current step (5 pA) 
elicits a burst of action potentials characteristic to PGCs. The resting Vm in this 
cell is –70 mV and the scale bars at 20 mV and 200 ms.  Middle, summary bar 
graph showing that PGCs (n = 9) exhibit a more depolarized Vhalf than GCs (n = 
11).  Right, impedance profile of a different PGC obtained using a ZAP protocol 
while holding at –70 mV. The subthreshold resonance is abolished in the 
presence of ZD7288 (control: black line, fres = 2.24 Hz, indicated by the vertical 
dashed line, and Q = 1.10; ZD7288, dashed line, fres = flow, and Q = 1). B: Left, a 
current clamp response of an MC at P11; a hyperpolarizing current step (–350 
pA) produces a sag in Vm (arrow), while a depolarizing current step (350 pA) 
elicits a train of action potentials. The resting Vm in this cell is –60 mV and the 
scale bars are 20 mV and 1 s.  Middle, summary bar graph showing the decrease 
in sag potential in MCs between P11 and P35 (P11, n = 8; P35, n = 6).  Right, 
impedance profile of the MC shown on the left, obtained using a ZAP protocol 
while held at –90 mV, despite exhibiting Ih, the cell is non-resonant (fres = flow, and 





age (Angelo & Margrie, 2011; Yu et al., 2015). To this extent, we recorded 
from two age groups of MCs, young (P11; n = 8) and old (P35; n = 6). In both 
age groups, MCs exhibited Ih, and in agreement with previous work, Ih was 
more prominent in the younger group, with sag values of 8.9 ± 1.3 mV 
(young) vs. 5.0 ± 1.2 mV (old) (Fig 7B, Student’s t-test, p < 0.02). In these 
recordings, which we conducted with cAMP in the pipette, the Vhalf for Ih was –
97 ± 2.8 mV and τ was 500 ± 84 ms at P11 (MC τ vs PGC τ, Student’s t-test, 
p < .0001). Intriguingly, despite the expression of Ih, none of the recorded 
MCs, in either group, exhibited subthreshold resonance. Furthermore, while Ih 
has also been observed in AOB MCs (data not shown, and see Gorin et al., 
2016), we did not observe subthreshold resonance in recorded AOB MCs (n = 






 Throughout the brain, regulation of membrane excitability by Ih plays 
an important role in neuronal function and network dynamics (Benarroch, 
2013; George et al., 2009; Luethi & McCormick, 1998; Narayanan & 
Johnston, 2007). Network synchrony dynamics are an important component 
of the initial processing of odor signals in the OB. GCs comprise the largest 
population of inhibitory neurons in the OB, where they integrate local and 
afferent top-down signals to convey inhibition to output neurons, the MCs.  
Here, we show that Ih is present in GCs and that its expression follows the 
postnatal development of GCs, increasing with age. In addition, we show that 
GCs and MOB PGCs exhibit an Ih-dependent subthreshold resonance in the 
1-12 Hz frequency range. These results suggest that regulation of Ih can play 
a role on circuit dynamics in the OB entrained by respiration. 
 GCs are a heterogeneous group of neurons, and they exhibit distinct 
characteristics in the AOB and MOB, including synaptic properties and 
regulation by neuromodulatory transmitters (Burton & Urban, 2015; Castro et 
al., 2007; Smith et al., 2015; Zimnik et al., 2013). Accordingly, we found that 
the voltage sensitivity of Ih was modulated by cAMP in the MOB but not in the 
AOB; nevertheless, Ih activation was faster in the AOB in the presence of 
cAMP. Among HCN subunits, HCN1 exhibit the fastest kinetics, but the 
weakest cAMP sensitivity (Accili et al., 2002; Kaupp & Seifert, 2001), while 





Seifert, 2001; Wainger et al., 2001).  On the other hand, the HCN3 subunit 
exhibits slow kinetics but is not cAMP-sensitive (Mistrik et al., 2005).  
Therefore, the kinetic parameters we determined suggest that MOB GCs may 
express a combination HCN1, 2, and 4 subunits, while HCN3 subunits 
predominantly contribute to Ih in AOB GCs. In agreement with this possibility, 
all four HCN subunits are expressed in the OB, with HCN1 present in PGCs 
and GCs (Fried et al., 2010; Holderith et al., 2003), whereas HCN2-4 are 
more strongly expressed in inner layers of the MOB (Notomi & Shigemoto, 
2004). In the AOB, HCN1, 2, and 4 are moderately expressed while HCN3 
exhibits the strongest expression (Notomi & Shigemoto, 2004). Interestingly, 
despite exhibiting different kinetics and voltage sensitivity, our data with 
ZD7288 suggests that Ih in GCs of both regions is active at rest. In other 
neurons, Ih has been shown to contribute to baseline membrane excitability 
as well as dendritic integration (Benarroch, 2013; Fan et al., 2005; Magee, 
1999); we propose a similar function of Ih in GCs. In fact, as they lack axons, 
the integration of synaptic inputs and the output occurs solely in dendritic 
processes in GCs. Interestingly, GCs receive most afferent excitatory input in 
basal and proximal dendrites (Boyd et al., 2012; Markopoulos et al., 2012); 
therefore, the extent of regulation, by these inputs, of dendrodendritic 
synapses in distal regions of GC's apical dendrites, could also be modulated 





 Mature AOB and MOB GCs exhibited subthreshold resonance but 
there was a stark contrast in the membrane potential at which the resonance 
was strongest, as well as the peak frequency. In AOB GCs, subthreshold 
resonance was stronger at more depolarized potentials, and GCs were 
resonant in the delta range (1 - 4 Hz), whereas in MOB GCs resonance was 
strongest at more negative potentials and resonance frequencies were in the 
theta range (4 - 12 Hz). These differences in GCs could underlie different 
circuit dynamics to accommodate their specific sensory inputs, which could 
be arriving at these specific frequency bands. In the MOB, inputs from the 
main olfactory epithelium are driven by breathing and arrive in the theta range 
(Manabe & Mori, 2013; Smear et al., 2011). Thus, in the theta range, 
subthreshold resonance for GCs may act as a band-pass filter for inputs at 
this frequency. In the AOB however, the Vomeronasal organ (VNO) is driven 
constriction and dilation of large blood vessels acting as a pump (Keverne, 
1999), and therefore activity in the AOB may not be directly driven by 
breathing, but instead by the autonomic nervous system. Interestingly, 
previous studies have shown the presence of Ih in VNO sensory neurons, 
however at this time is unknown whether these cells exhibit subthreshold 
resonance (Cichy et al., 2015; Dibattista et al., 2008). The lower frequency in 
AOB GCs suggests that the information processing and timing of inputs can 
work on a different timescale compared to the MOB. For example, the delta 





activity of AOB MCs near ~4 Hz (Luo et al., 2003), as well as VNO activity 
near ~ 1 Hz (Meredith, 1994). We note that differences in resonant frequency 
could be due to the contribution of other currents to the subthreshold 
resonance, for example, Im (Hu et al., 2009; Hutcheon & Yarom, 2000); 
however, our data indicates that in the MOB, the subthreshold resonance 
arises from Ih and passive properties of GCs. Further studies should examine 
the possibilities of other contributing currents known to play a role in 
subthreshold resonance, such as Im, or INaP, and corroborated with a 
computational model.  
 In several brain regions, Ih underlies the expression of subthreshold 
resonance in principal neurons, as well as interneurons (Hu et al., 2009; 
Hutcheon & Yarom, 2000; Ulrich, 2002, 2014; Vera et al., 2014; 
Zemankovics, Káli, Paulsen, Freund, & Hájos, 2010). Our data indicates that 
inhibitory neurons in the MOB, the GC and PGCs, exhibit subthreshold 
resonance and that this property is dependent on the presence of Ih in both 
subtypes, however in the AOB, Ih-mediated subthresold resonance may be 
present only in GCs. In fact, we found that subthreshold resonance in GCs 
strongly correlated with the presence of Ih. This was particularly evident when 
we compared Ih expression and the presence of resonance during postnatal 
development. In two weeks old GCs Ih was smaller and the resonance 
strength was low, while they were significantly larger at 6 weeks.  Although 





they exhibit a similar developmental progression of Ih size and the expression 
of subthreshold resonance. However, this was not the case for principal 
neurons, the MCs. In agreement with a previous report we observed a 
developmental decrease in Ih (Yu et al., 2015), yet even when Ih was present, 
MCs did not exhibit Ih-mediated subthreshold resonance. However, it has 
been suggested that MOB MCs exhibit gamma-frequency subthreshold 
resonance due to a persistent Na+ current (Brea, Kay, & Kopell, 2009), which 
was not addressed in our studies. Even in the AOB, Ih has been described in 
MCs, but blocking it had no effect on the intrinsic oscillations MCs (Gorin et 
al., 2016). In agreement with these findings we found no Ih-mediated 
subthreshold resonance in AOB MCs.  
 In summary, we provide evidence that the two predominant subtypes 
of inhibitory neurons in the MOB, the GCs and PGCs, exhibit subthreshold 
resonance mediated by Ih, but the primary output neurons, the MCs, do not. 
Various studies indicate that top-down neuromodulatory projections and 
cortical feedback target principally PGCs and GCs. Therefore, it is possible 
that subthreshold resonance and underlying Ih contribute to the integration of 
this top-down information. In addition, activation of cAMP dependent 
pathways by neuromodulators could lead to changes in Ih kinetics, affecting 
the resonant frequency and oscillations at the network level. Future in vivo 
studies will address how these properties of inhibitory neurons may contribute 





Chapter 3: Adrenergic modulation of Ih in adult-born 
GCs and its role in dendrodendritic inhibition in the 
MOB 
Introduction  
The regulation of inhibitory circuits is crucial for sensory processing 
(Griffen & Maffei, 2014; Isaacson & Scanziani, 2011; P. Lledo et al., 2005). In 
the olfactory bulb (OB), the first stage of central olfactory processing, granule 
cells (GCs), a type of inhibitory neuron, comprise the largest population and 
their activity is finely tuned by several top-down inputs and intrinsic cellular 
mechanisms (R. Hu et al., 2016; Lepousez et al., 2013; P.-M. Lledo et al., 
2006). A major functional role of GCs is the reciprocal and lateral inhibition of 
output neurons, the mitral and tufted cells (MCs, herein) via dendrodendritic 
synapses (Isaacson & Strowbridge, 1998; Jahr & Nicoll, 1980). Through these 
inhibitory mechanisms, GCs are thought to participate in network oscillations 
and decorrelation of principal neurons allowing for discrimination of similar 
odor patterns (Fukunaga et al., 2014; Gschwend et al., 2015; Lepousez & 
Lledo, 2013; Wanner & Friedrich, 2020). In agreement with their important 
role in the modulation of MC output, and odor processing, their activity is 
regulated by intrinsic mechanisms, feedback afferents from regions targeted 
by the MCs, and several neuromodulatory centers (Boyd et al., 2012; Fletcher 
& Chen, 2010; Schoppa & Urban, 2003; Schoppa & Westbrook, 1999; Stroh 





Notably, GCs are continuously born throughout life in a process known 
as adult neurogenesis (Altman, 1962; Altman & Das, 1965). Thus, the 
dendrodendritic synapses in the OB undergo constant remodeling (Lois & 
Alvarez-Buylla, 1994; Petreanu & Alvarez-Buylla, 2002). Although the 
molecular mechanisms underlying the functional integration of adult-born GCs 
(abGCs) in the OB remain unknown, this process appears to be highly 
regulated by both local and afferent influences. During their integration 
abGCs arborize and form functional synaptic contacts with the local circuit, 
and undergo an activity-dependent critical period that affects synaptic 
connectivity and cell survival (Carleton et al., 2003; P.-M. Lledo et al., 2006; 
Petreanu & Alvarez-Buylla, 2002). These changes are accompanied by time 
dependent expression ion channels which ensure a timely and organized 
integration in the OB circuit (Belluzzi et al., 2003; Carleton et al., 2003; P.-M. 
Lledo et al., 2006). Interestingly, studies have suggested that integrating and 
fully-mature abGCs have different circuit functions, with odor learning tasks 
preferentially recruiting the activity of younger abGCs, those in their critical 
period (Forest et al., 2020; Magavi et al., 2005). Furthermore, during their 
critical period, abGCs responses show a broader odor tuning compared to 
fully-integrated abGCs (Wallace et al., 2017). 
A key regulator of both dendrodendritic inhibition and the functional 
integration of abGCs is noradrenergic modulation from the locus coeruleus 





al., 2009). Pharmacological blockade of adrenergic receptors in the OB has 
been shown to impair task-dependent cell survival (Moreno et al., 2012; 
Veyrac et al., 2009), suggesting noradrenaline (NA) may affect abGC 
physiology as early as their critical period, however, the mechanisms 
underlying this regulation have not been characterized. NA has been shown 
to regulate cell excitability and network dynamics through a cAMP-dependent 
hyperpolarization-activated current, Ih (Berridge & Waterhouse, 2003; Luethi 
& McCormick, 1998; Sara, 2009), through the alteration of intracellular cAMP 
levels via α2- or β-adrenergic receptors (ARs). In previous work, we showed 
that GCs born postnatally express Ih, and that this current could influence 
intrinsic excitability of GCs (R. Hu et al., 2016). However, the presence of Ih in 
abGCs and its regulation by NA in the MOB has not been studied.      
Here, using whole-cell patch clamp electrophysiology, we show that in 
abGCs, basic physiological parameters affecting neuronal excitability exhibit a 
gradual change that extend beyond their critical period. Importantly, Ih is 
present in abGCs and the size of this current increases throughout their 
functional integration. In addition, we show that activation of α2-ARs 
suppresses Ih via cAMP-dependent mechanisms. This suppression of Ih 
increases dendritic excitability, thereby enhancing lateral inhibition onto MCs 
through interactions with low threshold T-type calcium channels. Therefore, 
the α2-AR modulation of Ih in abGCs may impart unique features towards 





Materials and methods 
Animals: All experiments were conducted following the guidelines of the 
IACUC of the University of Maryland. Experiments were performed on both 
adult male and female wild-type (C57/BL6) or Thy1-ChR2 (Jackson 
Laboratory: #007612) mice 2 to 6 months of age.  
AAV Injections: To label adult born GCs, mice (P40 – P50) were injected with 
200 nL of AAV5-Syn-GFP in the rostral migratory stream (Addgene). 
Anesthetized C57/BL6 mice (2% isoflurane) were head-fixed (model 900, 
Kopf Instruments) and a 33-gauge needle (5 uL syringe, Hamilton) was 
inserted through a 1 mm craniotomy window. The speed of virus injection 
(200 nl/min) was controlled using a syringe pump (Micro4 Microsyringe pump, 
World Precision Instruments).  
Electrophysiology slice preparation: Experiments were performed in OB slices 
using methods previously described (Hu et al, 2016). Briefly, sagittal or 
horizontal OB slices were prepared in an oxygenated ice-cold artificial 
cerebrospinal fluid (ACSF) containing low Ca2+ (0.5 mM) and high Mg2+ (6 
mM). Sections (250 µm) were then transferred to an incubation chamber 
containing normal ACSF (see below) and left to recuperate for at least 30 min 
at 35°C, before the recordings. In all experiments the extracellular solution is 
ACSF of the following composition (in mM): 125 NaCl, 26 NaHCO3, 1.25 
NaH2PO4, 2.5 KCl, 2 CaCl2, 1 MgCl2, 1 myo-inositol, 0.4 ascorbic acid, 2 





Electrophysiological recordings and analysis: Neurons were visualized using 
an Olympus BX51W1 microscope and recorded using a dual EPC10 amplifier 
interfaced with the PatchMaster software (HEKA, Harvard Bioscience). 
Whole-cell recordings (voltage and current clamp) were performed at RT 
(~22° C), using standard patch pipettes (2-8 MΩ resistance) with an internal 
solution of the following composition (in mM): 130 K-gluconate, 4 KCl, 10 
HEPES-K, 10 Na phosphocreatine, 2 Na-ATP, 4 Mg-ATP, and 0.3 GTP 
adjusted to pH 7.3 with KOH (~290–305 mOsm). For MC voltage clamp 
recordings, the K-gluconate was substituted with Cs-gluconate. Alexa Fluor 
594 (20 µM) was included in the internal recording solution for validation and 
reconstruction of labeled neurons. All electrophysiological recordings were 
analyzed in MATLAB (Mathworks). Although the whole-cell configuration 
precludes an accurate measurement of the resting membrane potential (Vm), 
we estimated Vm right after rupturing the seal. Properties of Ih were measured 
as previously described (Hu et al, 2016). Activation kinetics (τ) were 
determined by fitting a single exponential function to the current trace when 
stepping from -60 to -130 mV. Voltage dependency was calculated by fitting 
the tail-current values to a Boltzmann function of the following form:   I = 
Imax/{1 + exp[(V - Vhalf)/ks]}, where Imax is the maximal current, V is the 
prepulse potential, Vhalf is the half-activation potential of the current, and ks is 
the slope factor. Statistical significance was determined by student’s t-test, 





Pharmacological agents: The following drugs were included in the bathing 
solution and perfused at a speed of ~3 mL/min: 4-(N-ethyl-N-phenylamino)-1, 
2-dimethyl-6-(methylamino) pyrimidinium chloride (ZD7288), 8-(4-chloro-




naphthalenyl methoxyacetoacetate dihydrochloride (mibefradil, Mib), 6-cyano-
7-nitroquinoxaline-2,3-dione disodium,6-Imino-3-(4-methoxyphenyl)-1(6H)-
pyridazinebutanoic acid hydrobromide (gabazine, GBZ), tetrodotoxin (TTX). 
All drugs were purchased from Tocris (Bio-Techne), except for 8-CPT-cAMP 






Changes in intrinsic electrophysiology and Ih in adult-born granule cells 
To investigate the neurophysiological properties of abGCs during the 
time window of their functional integration in adult mice, we expressed GFP to 
label abGCs, using viral injections in the RMS (see methods). We recorded 
labelled abGCs at two time points: 2- and 6- weeks post-injection. Previous 
studies have shown that during this time, abGCs are functionally interacting 
with the pre-existing circuit, however at 2 weeks GCs are undergoing a critical 
period of synaptic remodeling, whereas cells at 6 weeks are considered to be 
fully integrated (Lepousez et al., 2013; P.-M. Lledo et al., 2006; Petreanu & 
Alvarez-Buylla, 2002). At 2 weeks post-injection, abGCs exhibit already 
mature morphological characteristics, including a primary apical dendrite, 
along with distal branches and prominent spines, with 53% corresponding to 
class V, 37% as class IV, and 10% as class III as previously described (Fig 
1A; class V, 41/78; class IV, 29/78; class III, 8/78; n = 3 animals) (Carleton et 
al., 2003; Petreanu & Alvarez-Buylla, 2002). Interestingly, despite the degree 
of maturation exhibited by abGCs at 2 weeks, we observed significant 
changes in the general excitability as they matured. Specifically, the resting 
membrane potential and input resistance were significantly different between 
these two age groups (Fig 1B. 2 wk: n = 16, 6 wk, n = 18). At 2 wk, abGCs 
had a more depolarized resting membrane potential than at 6 wk (–67.9 ± 1.2 





0.24 GΩ vs. 0.56 ± 0.06 GΩ, p = 0.0001). In contrast, we did not find 
 
Figure 1. Intrinsic physiological properties of adult-born GCs 
A. Left, Diagram of the strategy used for labeling adult-born GCs. Adult born 
neurons were transduced with an AAV-GFP virus injected in the RMS at postnatal 
days 40-50 (p40-50). GC were recorded at 2- and 6-weeks post injection. Right, 
confocal images of a horizontal section of the MOB showing abundant GFP-
labeled adult-born neurons (green), 2-weeks post injection. The inset shows a 
mature GC with a primary apical dendritic branch and abundant dendritic spines 
(arrow heads). MOB cell layers, indicated on the left, were determined using DAPI 
(blue), showing the glomerular layer (GL), external plexiform layer (EPL), mitral 
cell layer (MCL), and granule cell layer (GCL). Calibration:100 μm and 10 μm.  B. 
Left, representative current-clamp recordings from cells at 2- and 6-weeks post 
injection showing responses to depolarizing and hyperpolarizing current pulses (2 
wk: -35 pA and 15 pA; 6 wk: -100 and 80 pA). At both ages, the cells displayed 
sustained firing with depolarization and a small sag in the voltage trace at 
negative potentials (arrows). The resting membrane potentials is –63 mV and –78 
mV, respectively. Calibration: 20 mV, 500 ms. Right: bar graphs summarizing 
changes in GC excitability at the two stages of cell maturation recorded post-
injection (2-week, dark blue, n = 16; 6-week, light blue, n = 18). From 2- to 6-
weeks adult born GCs show a significant decrease in the resting membrane 
potential (Vm) (upper, p = 0.003), and a decrease in the input resistance (lower, p 
= 0.0001).  C. Top, input-output curves for firing rates elicited by increasing 
currents (2 s, 0-250 pA). Bottom, bar graphs summarizing the responses, GCs at 
6-weeks exhibited a higher maximal firing rate (left, p = 0.0005), and a shallower 






differences in cell capacitance (2 wk, 35.7 ± 3.7 pF; 6 wk, 36.2 ± 2.8 pF, p = 
0.91). However, in response to current stimuli, abGCs at 6 wk exhibited a 
significantly higher maximum frequency of firing (2 wk = 17.8 ± 2.3 Hz, 6 wk = 
32.3 ± 2.8 Hz, p = 0.0005), with the fitting of input-output functions exhibiting 
a shallower slope (2 wk = 0.73 ± 0.09 Hz/pA, 6 wk = 0.29 ± 0.03 Hz/pA, p = 
0.00003), suggesting a change in the gain function as abGCs became more 
mature. In addition to changes in excitability due to intrinsic membrane 
properties, there was a significant increase in the spontaneous excitatory 
postsynaptic currents (sEPSCs) as the cells matured (Fig 1 SI 1A. 2 wk: n = 
12; 6 wk: n = 13). At –70 mV, the frequency of sEPSCs increased by two-fold 
with cell age (Fig 1 SI 1B.  2 wk = 2.8 ± 0.7 Hz, 6 wk = 6.8 ± 1.5 Hz, p = 0.03). 
In addition, the average amplitude of the sEPSCs increased with the 
maturation of the aGCs (Fig 1 SI 1B.  2 wk = 10.1 ± 0.5 pA, 6 wk = 13.9 ± 1.3 
pA, p = 0.02). Lastly, the rise and decay times both decreased with cell-age 
(Fig 1 SI 1B.  rise time: 2 wk = 1.7 ± 0.1 ms, 6 wk = 1.1 ± 0.08 ms, p = 
0.0001; decay: 2 wk = 6.8 ± 0.3 ms, 6 wk = 5.1 ± 0.4 ms, p = 0.003). 
Together, these results indicate that despite the apparent decrease in abGC 
excitability as the cells functionally integrate, between 2 and 6 weeks of cell 
age, there is a dramatic increase in the number of excitatory inputs, which 
exhibit distinct kinetic properties.   
Previously, we described the presence of Ih in GCs born just after birth, 





et al., 2016). As shown in Fig 2A, stepping to negative potentials (–60 to –130 
mV), revealed a characteristic inward current at both 2 and 6 weeks;  
however, at –130 mV the Ih current was ~40% greater at 6 wk compared to 2-
wk (2 wk =  –72.9 ± 9.6 pA, n = 17; 6 wk =  –101.4 ± 9.4, n = 18, p = 0.03). 
Because HCN subunit composition determines kinetic properties and voltage 
dependency of the currents (Shah, 2014; Zagotta et al., 2003), we examined 
 
Figure 1 Supplement 1. Changes in kinetic properties of excitatory 
synapses in adult-born GCs 
A. Top: Representative voltage clamp recordings at −70 mV showing 
spontaneous excitatory post-synaptic currents (sEPSCs) in GCs at 2-weeks 
(upper) and 6-weeks (lower) post injection (2 wk: n = 12; 6 wk: n = 13). GCs at 6 
wk exhibit a higher frequency of events. Calibration: 10 pA, 500 ms.  Bottom: 
Average sEPSC waveforms from GCs at 2- wk (dark blue) and 6-wk (light blue). 
At 2-wk, the sEPSC exhibit slower rise time and decay time and smaller 
amplitude. Calibration: 5 pA, 5 ms.  B. Average cumulative probability 
distributions for show shifts in for shorter inter-event intervals (KS, p = 1.6 * 10-
156), larger amplitude (KS, p = 1.7 * 10-106), faster rise and decay times for the 
sEPSCs (rise time, KS, p = 1.6 * 10-249; decay time, KS, p = 1.1 * 10-230). Insets 
for the averaged frequency (p = 0.03), amplitude (p = 0.02), rise time (p = 
0.0001), and decay time (p= 0.003) of the sEPSCs were significantly different at 





the activation speed and the voltage-dependency at Ih at both ages. The rate 
of activation of Ih and the voltage-dependency were not different at these two 
time points (Fig 3B. τ: 2 wk = 57.3 ± 11.1 ms, 6 wk = 53.7 ± 9.6 ms, p = 0.8; 
Vhalf: 2 wk = –98.8 ± 1.2 mV, 6 wk = –100.2 ± 2.2 mV, p = 0.6). These results 
 
Figure 2. Functional properties of Ih in adult-born GCs 
A. Left: Representative voltage-clamp recording in a GC 2-weeks post injection. 
Hyperpolarizing voltage steps from −60 to −130 mV (10 mV steps) elicited a 
hyperpolarization-activated inward current (Ih). Calibration: 20 pA, 500 ms. Right: 
The current–voltage (I–V) relationship for Ih in adult born GCs at 2- and 6-weeks.  
There are a significant increases in Ih amplitude from –110 mV to –130 mV with 
cell age (2 wk, n = 17; 6 wk, n = 18; –110 mV, p = 0.04; –120 mV, p = 0.04; –130 
mV, p = 0.03).  B. Left: Hyperpolarizing steps from −60 to−130 mV with a test 
pulse to −130 mV to elicit a tail current. Calibration: 50 pA, 500 ms. The activation 
of the current (box 1) at −130 mV was fitted to a single exponential to determine 
the activation kinetics (τ = 43 ms). The tail current amplitude (box 2) was used to 
determine the voltage dependency of Ih. Right: The Boltzmann fits for Ih at 2- and 
6-weeks show no difference in the activation curve. The summary bar graphs 
show that the average activation rate (upper graph, τ130mV, p = 0.8) and the half 






indicate that abGCs, like postnatal born GCs, exhibit an age-dependent 
increase in Ih (R. Hu et al., 2016).  
Adrenergic modulation of Ih in adult-born GCs 
Previous studies have shown that NA can regulate Ih thought the 
activation of α2-AR, which through a Gi-coupled pathway reduce cAMP, 
leading to a reduction in Ih (Barth et al., 2008; Umemura et al., 1986). To 
examine the possibility that NA can directly regulate Ih in abGCs, we 
conducted experiments in the presence of blockers of synaptic transmission 
and TTX (10 µM CNQX, 50 µM APV, 10 µM GBZ, 0.5 µM TTX). Under these 
conditions, NA reduced the Ih current by approximately 20% in both 2 and 6 
wk old abGCs (Fig 3A. normalized current: 2 wk = 0.77 ± 0.06, n = 5, p = 
0.07; 6 wk = 0.82 ± 0.03, n = 4, p = 0.02). Importantly, application of the 
selective α2-AR agonist, clonidine (Clon, 10 µM), similarly reduced the Ih 
current at these two ages (Fig 3A. normalized current: 2 wk = 0.79 ± 0.06, n = 
6, p = 0.03; 6 wk = 0.77 ± 0.04, n = 7, p = 0.001). To examine the possibility 
that the reduction in Ih by α2-AR activation is due to changes in intracellular 
cAMP, we conducted additional pharmacological experiments in 6 wk-old 
abGCs. Application of the membrane-permeable cAMP analogue, 8-CTP-
cAMP (8-CPT, 100 µM), increased Ih by 15% (Fig 3A. normalized current: 
1.15 ± 0.03, n = 5, p = 0.01), while pre-application of 8-CPT occluded the 
clonidine-mediated suppression of Ih (Fig 3A. normalized current: 0.93 ± 0.09, 





clonidine shifted the voltage dependency of Ih to more negative potentials (Fig 
3B, Vhalf: Control = –98 ± 3.4 mV; Clon = –105.5 ± 3.4 mV, p = 0.04), while the 
addition of 8-CTP shifted the Vhalf to more positive potentials  (–94.4 ± 3.0 ms, 
 
 
Figure 3. Activation of α2-ARs by NA reduces Ih in adult-born GCs  
A. Top, example traces of Ih elicited with a hyperpolarizing step from −60 to −130 
mV. NA (10 μM) reduced the Ih in a 6-wk GC (control, black; NA, pink). A similar 
reduction is elicited by the selective α2-AR agonist, clonidine (Clon, 10 μM, pink). 
In contrast, application of a membrane-permeable cAMP analog, 8-CPT-cAMP 
(100 μM, purple) produced an increase in Ih. Calibration: 50 pA, 500 ms. Bottom, 
summary bar graphs showing the effects of the pharmacological treatments on 
the normalized Ih amplitude (at −130 mV), with respect to control. NA and Clon 
reduced the Ih amplitude in GCs at 2- and 6-weeks post injection (NA, 6 wk, n = 
4, p = 0.02; Clon, 2 wk, n = 6, p = 0.03; 6 wk, n = 7, p = 0.001), while Ih amplitude 
is increased by the addition of 8-CPT-cAMP (n = 5, p = 0.01). In the presence of 
8-CPT-cAMP, the Ih amplitude was not significantly different from control (n = 5, p 
= 0.45).  B. Top: Boltzmann fits for the voltage-dependency of activation of Ih in 
GCs 6-weeks post injection showing that activation of α2-ARs by Clon and 
application of 8-CPT-cAMP shifts the voltage-dependency of Ih in opposite 
directions. Bottom: Summary bar graphs showing that application of Clon or 8-
CPT-cAMP does not alter the activation kinetics of Ih (Left, Clon, p = 0.16; 8CPT, 
p=0.54).  Right, α2-AR activation by Clon shifts the half-activation potential (Vhalf) 
to more negative potentials (p = 0.04), whereas 8-CPT-cAMP shifts the Vhalf to 






p = 0.02). In contrast, the activation speed of Ih did not change with α2-AR 
activation or by the addition of 8-CPT (Fig 3B. τ: Control = 53.7 ± 9.5 ms; Clon 
= 47.7 ± 12.5 ms, p = 0.16; 8-CPT = 49.7 ± 14.2 ms, p = 0.54). However, pre-
application of the cAMP analog occluded the change in voltage dependency 
elicited by clonidine (8CPT + Clon = –99.1 ± 4.2 mV, p = 0.58). Lastly, in 
agreement, with the decrease in Ih elicited by α2-AR activation, clonidine also 
produced an apparent increase in input resistance at both time points, albeit 
the effect was only significant at 6 wk (fold-increase: 2 wk = 1.29 ± 0.1, p = 
0.08; 6 wk = 1.37 ± 0.08, p = 0.01). Together, these results indicate that the 
regulation of intrinsic excitability in abGCs by Ih can be modulated by NA, 
through the activation of α2-ARs, and that this regulation is present as early 
as the critical period of their functional integration.  
α2-AR modulation of dendritic excitability in abGCs and reciprocal 
dendrodendritic inhibition 
The most important function of GCs is the inhibition of output neurons, 
the MCs, which is mediated through dendrodendritic synapses in their apical 
dendrites, their primary output (Price & Powell, 1970). The previous section 
and our published work indicates that expression of Ih is prevalent across 
developmentally and adult born GCs (R. Hu et al., 2016). Thus, we 
hypothesized that Ih by modulating dendritic excitability in GCs can be a 
regulatory mechanism for dendrodendritic inhibition of MCs. To this extent we 





dendrodendritic reciprocal inhibition by depolarizing steps (–70 to 0 mV). To 
isolate the dendritic output from GCs, we performed these experiments in the 
presence of TTX (0.5 µM) and in 0 Mg++, to block somatically driven action 
potentials in GCs, and to enable GABA release solely by the activation of 
both AMPA and NMDA receptors. Under these conditions, a depolarizing step 
(50 ms) elicited a large inward current, with a slow decay (369 ± 43 ms, n = 
26), which correspond to dendrodendritic reciprocal inhibition (Isaacson & 
 
 
Figure 4. α2-AR modulation of Ih on reciprocal inhibition and GC dendritic 
excitability 
A.  Top, diagram of recording scheme for eliciting reciprocal dendritic inhibition in 
MCs. The sample traces below show dendrodendritic inhibition elicited by a 
depolarizing step from –70 to 0 mV, which is abolished by GABAA antagonist 
GBZ (10 μM, red).  B. In TTX (0.5 μM) and Mg++-free ACSF, representative 
averaged traces (left) and summary plots (right) show activation of α2-ARs by 
Clon (10 μM; pink, n = 10, p = 0.01) and blockade of Ih with ZD7288 (10 μM; teal, 
n = 16, p = 0.003) increased the recruited inhibition. With pre-application of 
ZD7288, Clon failed to increase the recruited inhibition (n = 7, p = 0.14). 
Calibration 100 pA, 500 ms.  C. In physiological ACSF (no TTX, and 1 mM 
Mg++), α2-AR activation and Ih blockade failed to increase reciprocal inhibition 
onto MOB MCs, with a small reduction observed instead (Clon, n = 15, p = 0.006; 





Strowbridge, 1998; Schoppa et al., 1998), and as previously shown, this 
current was abolished by the GABAA receptor antagonist, GABAzine (Fig 5A. 
GBZ, 10 µM, n = 4). Quantification of the transferred charge indicated that 
clonidine produced a significant increase in this inhibitory current (Fig 5B. 
Control = –110.7 ± 17.5 pC, Clon = –157.6 ± 25.6 pC, n = 10, p = 0.01), 
without a significant change in the rate of decay of the current (Control = 315 
± 57 ms, Clon = 479 ± 53, p = 0.08). Importantly, the selective Ih blocker, 
ZD7288 (ZD, 10 μM) also increased dendrodendritic inhibition onto MCs (Fig 
4B. Control = –83.1 ± 15.8 pC, ZD = –189.2 ± 37.7 pC, n = 16, p = 0.003). 
Furthermore, pre-application of ZD occluded the increase in dendrodendritic 
inhibition by α2-AR activation (Fig 4B. ZD, control = –115.3 ± 22.6 pC, ZD + 
clonidine = –138.4 ± 32.4 pC, n = 7, p = 0.14), suggesting that the α2-
mediated increase in dendrodendritic inhibition occurs via a suppression of Ih. 
Surprisingly, however, when we used a physiological concentration of 
external Mg++ (1 mM), α2-AR activation resulted in a decrease in DDI (Fig 4C. 
Control = –83.4 ± 9.4 pC, clonidine = –60.2 ± 9.4, n = 15, p = 0.006), similarly, 
application of the Ih blocker also resulted in a small reduction in DDI (Fig 4C.  
Control = –66.4 ± 8.2 pC, ZD = –51.3 ± 5.0 pC, n = 13, p = 0.03). It is possible 
that under physiological blockade of NMDA receptors by Mg++ suppression of 
Ih by α2-AR activation would also hyperpolarize these compartments, as 
pharmacological blockade of Ih hyperpolarizes GCs (R. Hu et al., 2016).  





 In addition to directly modulating reciprocal inhibition, changes in GC 






inhibition. To reliably and selectively elicit lateral inhibition from GCs, we used 
a Thy1-ChR2 mouse that expresses ChR2-YFP in MCs. In cell-attached 
configuration, we adjusted the light intensity so that a 2 ms light pulse reliably 
produced a single action potential in the MCs, with a short latency (under 5 
ms, Fig 5A). We then recorded in the whole-cell configuration using a Cs-
gluconate based internal solution to isolate di-synaptic lateral inhibition in the 
recorded MC. At –70 mV light activation elicited an immediate inward current 
(not shown), however, at +10 mV, light stimulation elicited a large outward 
current (249 ± 28 pA, n = 41), that occurred with a longer delay (9.5 ± 0.2 
ms). In physiological Mg++, the outward current had a faster decay (90.8 ± 
12.9 ms) and was completely abolished by the GABAA antagonist, GABAzine 
(GBZ, 10 µM; n = 3) consistent with the activation of dendrodendritic 
Figure 5. Suppression of Ih by α2-AR increases lateral inhibition onto MCs 
via interactions with low-threshold calcium channels 
A. Left: Diagram of the strategy used to elicit lateral inhibition in MCs in voltage-
clamp. We recorded currents in MCs expressing ChR2 (Thy1-ChR2 mouse) 
stimulated by blue light (blue bars). Right: example of a cell-attached recording 
showing that light stimulation (2 ms) elicits reliable action potentials in the 
recorded MC. In the whole-cell configuration, at +10 mV, light stimulation evokes 
a di-synaptic inhibitory current (10 ms delay), which is completely abolished by 
the GABAA  receptor antagonist GABAzine (GBZ, 10 μM, red). Calibration: cell-
attached, 20 pA, 2 ms; whole-cell, 50 pA, 50 ms.  B. Representative averaged 
traces (top) and summary plots (bottom) showing the effects of the 
pharmacological treatments on lateral inhibition.  Both Clon and the Ih blocker 
increased the light-evoked inhibitory current (Clon, n = 10, p = 0.04; ZD, n = 13, p 
= 0.02). In the presence of ZD, Clon failed to increase the light-evoked inhibitory 
currents (n = 11, p = 0.09).  Furthermore, application of low-threshold T-type 
channel antagonist mibefradil (Mib,10 μM) attenuates lateral inhibition (n = 18, p 
= 0.003). Pre-application of Mib occludes the increases in elicited lateral inhibition 
by α2-AR activation and Ih blockade (Mib+Clon, n = 10, p = 0.42; Mib+ZD, n = 8, 






synapses from neighboring MCs. We note that at this depolarized potential 
(+10 mV), voltage-gated sodium and calcium channels are likely in an inactive 
state and therefore the outward current elicited by light stimulation is unlikely 
to result from recurrent inhibition from the recorded MC. Therefore, this di-
synaptic inhibition would be appropriately described as lateral inhibition.  
 Using this protocol, we found that clonidine produced an increase in 
the peak of the outward current (Fig 5B. peak current: control = 212.1 ± 57.2 
pA, clonidine = 244.2 ± 61.5 pA, n = 10, p = 0.002), and the charge (Control = 
14.9 ± 2.6 pC, Clon = 19.5 ± 1.9  pC, p= 0.04), without affecting the rate of 
decay of the outward current (Control = 141± 47 ms, vs Clon = 99 ± 24 ms, p 
= 0.44). Similarly, blockade of Ih by ZD increased both the peak current and 
the transferred charge (Fig 5B. Control = 245.2 ± 39.7 pA, ZD = 304.6 ± 53.3 
pA; p = 0.002; Control = 13.2 ± 2.3 pC, ZD = 17.3 ± 3.1 pC, p = 0.02; n = 13. 
As with the recurrent inhibition in 0 external Mg, pre-application of ZD 
occluded the increase in lateral inhibition by α2-AR activation Fig 5B. ZD = 
313.7 ± 64.7 pA, ZD + Clon = 297.7 ± 64.4 pA, p = 0.30; ZD = 19.2  ± 4.0 pC, 
ZD + Clon = 23.7 ± 4.0 pC, p = 0.09, n = 11). These results suggest that 
suppression of Ih by α2-AR activation can increase lateral inhibition and agree 
with our previously observed increase in GC dendritic output from the TTX 
and Mg++-free condition.  
The increase in lateral inhibition in MCs by α2-AR activation likely 





in excitatory transmission from the MC to GC as clonidine did not affect the 
evoked EPSC on GCs, recorded at –70 mV (Fig 5 SI. peak current: Control = 
–33.1 ±  7.7 pA, Clon = –25.7 ± 6.1 pA, p = 0.39; control = –1.12 ± 0.20  pC, 
Clon = –0.91  ± 0.28 pC; p = 0.39, n = 5); a similar result was obtained with 
ZD (peak current: Control = –50.6 ±  14.6 pA, ZD = –56.9 ± 20.2 pA, p = 0.59; 
control = –1.69 ± 0.62 pC, ZD = –1.76 ± 0.62 pC , p =0.73 n = 5). In 
 
Figure 5 Supplement 1.  
The excitatory input from MC to GCs is not affected by α2-AR activation, Ih 
blockade, or T-type Ca++ channel blockade 
Top left: Diagram of the recording scheme used for these experiments. We 
recorded from GCs while optogenetically activating MCs expressing ChR2. 
Sample traces of light-elicited EPSCs onto MOB GCs control and in the presence 
Clon (pink), ZD (teal), and Mib (yellow) The EPSC waveform elicited by light 
stimulation shows no difference in in the presence of these pharmacological 
agents. Right, summary plot of EPSC charge transfer showing no significant 
change under these experimental conditions (Clon, n = 5, p = 0.39; ZD, n = 5, p = 






summary, these results suggest that modulation of Ih by α2-AR modulation 
results from an increase in GABAergic transmission from the GCs to the MCs. 
The α2-AR mediated increase in lateral inhibition may rely indirectly on 
the modulation of other active conductances on GC dendrites. Prior studies 
have indicated dendritic low-threshold T-type calcium channels in GCs play a 
major role in lateral inhibition (Egger et al., 2003, 2005). We have previously 
shown that blockade of Ih hyperpolarizes GCs of the MOB and increase their 
input resistance (R. Hu et al., 2016). Therefore, it is possible that at a more 
hyperpolarized Vm, due to a reduction on Ih by α2-AR activation, low-
threshold T-type calcium channels on the dendritic arbors could enter a more 
readily activatable state, and produce larger calcium transients across 
dendritic arbors to facilitate lateral inhibition in GCs. To test this possibility, we 
measured lateral inhibition in the presence of a T-type calcium antagonist 
mibifredil (Mib, 10 µM). As expected, lateral inhibition in MCs was attenuated 
in the presence of Mib (Fig 5C. peak current: Control = 272.2 ± 47.8 pA, Mib 
= 232.12 ± 41.8 pA, p = 0.002; charge: Control = 14.9  ± 2.0 pC, Mib = 12.9 ± 
1.8 pC; p = 0.003; n = 18 Furthermore, there was no change in the charge 
carried by the EPSC in the GCs in the presence of Mib application (Fig 5 SI. 
peak current: Control = –125.6 ±  50.3 pA, + Mib = –137.6 ± 53.6 pA, p = 
0.45; control = –2.60 ± 0.39 pC, Mib = –4.11 ± 0.41 pC; p = 0.88, n = 8), 
suggesting that the reduction in lateral inhibition produced by Mib does not 





application of Mib occluded the increase in lateral inhibition produced by α2-
AR activation (Fig 5C. peak current: Mib= 167.4 ± 157.4 pA, Mib + Clon = 
157.4 ± 27.9 pA, p = 0.57; Mib = 9.2 ± 0.8 pC, Mib + Clon = 8.3 ± 1.5 pC; p = 
0.42 n = 10). Furthermore, application of ZD together with Mib further 
suppressed the elicited lateral inhibition (Fig 5C. peak current: Mib = 312.9 ± 
81.2 pA, Mib + ZD= 253.4 ± 71.3 pA, p = 0.02; Mib= 17.6 ± 3.3 pC, Mib + ZD= 
14.1 ± 2.9 pC; p = 0.01; n = 8). These results suggest that activation of low-
threshold T-type calcium channels are necessary for the α2-mediated 






The control of dendritic excitability on GCs is crucial for regulating 
dendrodendritic interactions with MCs in the MOB, with both reciprocal and 
lateral inhibition affecting the spatiotemporal de-correlation of MC spiking 
activity (Gschwend et al., 2015; Wanner & Friedrich, 2020; Wiechert et al., 
2010). These inhibitory mechanisms are regulated by state-dependent 
noradrenergic modulation from the LC, but the mechanisms of this regulation 
are poorly understood (Jahr & Nicoll, 1982; Nai et al., 2009; Shipley et al., 
1985; Trombley & Shepherd, 1992; Zimnik et al., 2013). Furthermore, 
inhibitory microcircuits within the MOB undergo an exceptional remodeling 
throughout life due to the neurogenesis of abGCs. While the functional role of 
these neurons is still debated, it is clear that the integration of abGCs is a 
highly regulated process (Gheusi & Lledo, 2014; Lepousez et al., 2013; P.-M. 
Lledo & Saghatelyan, 2005).  Here, we showed that abGCs show dramatic 
changes in their intrinsic physiology, which extend beyond their critical period. 
In particular, Ih is present at both 2- and 6-weeks post-labeling, and its size 
becomes larger with cell age. Nevertheless, regardless of cell age, Ih was 
suppressed by noradrenaline via activation of α2-ARs, suggesting this 
adrenergic effect to be ubiquitous across abGCs. Finally, we showed that α2-
modulation of Ih increases GC dendritic excitability, as well as lateral inhibition 





lateral inhibition. These results suggest that the regulation of Ih by α2-ARs in 
abGCs can play distinctive roles in circuit inhibition in the MOB.  
While prior studies have examined the progression of 
electrophysiological properties of abGCs in the MOB as they matured, the 
primary focus was on earlier developmental time points leading up to 2 to 3 
weeks of cell age (Belluzzi et al., 2003; Carleton et al., 2003). Our data 
illustrate that abGCs undergo further electrophysiological changes past this 
critical period. Interestingly, the changes in intrinsic excitability, in particular 
the expression of Ih, mirrored those of postnatally born neurons, suggesting 
that regarding the expression of Ih, adult neurogenesis recapitulates 
developmental or postnatal neurogenesis.  
Previous studies have shown that odor tuning and response profiles in 
abGCs change as a function of maturation (Magavi et al., 2005; Wallace et 
al., 2017); fully mature abGCs show more sparseness in odorant responses 
compared to abGC during their critical period. These maturation-dependent 
changes in the function of abGCs could arise from a combination of intrinsic 
and extrinsic mechanisms. Interestingly, despite the activity-dependent 
remodeling and refinement of synaptic connections, which are a hallmark of 
functional integration of abGCs, the differences in spine remodeling dynamics 
(Breton-Provencher et al., 2016; Sailor et al., 2016), and the density of spines 
and branches between critical period and fully integrated abGCs is negligible 





changes observed in the function of abGCs may rely in intrinsic mechanisms. 
Here, our results show changes in basic electrophysiological parameters 
associated with general decreases in intrinsic excitability that can serve as 
mechanisms for the changing of odor responses profiles with maturation. 
Furthermore, because Ih has been shown to attenuate and filter dendritic 
inputs (Magee, 1998, 1999), an increase in Ih, specifically at the level of the 
dendritic arbors, could also serve as a mechanism to attenuate the dendritic 
calcium responses observed in abGCs in vivo.  
  Because HCN channel voltage dependency and activation kinetics are 
modulated by intracellular levels of cAMP, Ih has been implicated in critical 
regulation of state-dependent network activity by neuromodulators, including 
noradrenaline (C. He et al., 2014; Luethi & McCormick, 1998; McCormick et 
al., 1991; Surges et al., 2006). Our studies indicate the presence of α2-ARs in 
abGCs and that their activation produced modulation of Ih, as early as 2 
weeks post-labeling. Furthermore, abGCs at both functional stages of 
integration exhibit an α2-mediated reduction of Ih, by shifting the voltage 
dependency to lower membrane potentials. We have previously shown that 
adding cAMP to the intracellular recording solution shifts the Vhalf of Ih to more 
positive potentials (R. Hu et al., 2016). Here, a similar effect is observed with 
bath application of a membrane-permeable cAMP analog (8-CPT-cAMP), and 
its pre-application occludes the α2-mediated suppression of elicited Ih current 





Dendrodendritic inhibition of  MCs is action-potential independent and 
can be subdivided into two distinct mechanisms: reciprocal and lateral 
inhibition (Isaacson & Strowbridge, 1998; Jahr & Nicoll, 1980; Schoppa et al., 
1998). Reciprocal inhibition functions as a form of gain control and self-
regulates the temporal spiking patterns of MCs (Halabisky & Strowbridge, 
2003; Phillips et al., 2012), while lateral inhibition serves to spatially modulate 
and decorrelate MC population activity (McTavis et al., 2012; Schoppa, 2006). 
Our novel experimental paradigm allowed us to examine the neuromodulation 
by NA of reciprocal and lateral inhibition in isolation. Previous studies of 
dendrodendritic inhibition have often used MC depolarization to elicit 
reciprocal inhibition (Isaacson, 2001; Isaacson & Strowbridge, 1998), or 
glomerular stimulation (Pressler et al., 2007; Schoppa, 2006; Schoppa et al., 
1998), which fails to distinguish the contribution of reciprocal and lateral 
inhibition.  
 Surprisingly, the neuromodulatory effect of NA in reciprocal inhibition 
was Mg++-sensitive. In the absence of Mg++ α2-AR activation and blockade of 
Ih increased the GABAergic output from GCs. However, in normal Mg++, we 
observed the opposite effect. We hypothesize that the α2-AR suppression of 
Ih would not only increase spine or dendrite resistance, but could also 
hyperpolarize these compartments (R. Hu et al., 2016). In agreement, a 
similar effect has been observed in pre-synaptic compartments such as the 





or a dendritic spine, the increased resistance from the suppression of Ih 
allows for larger changes in voltage with glutamate receptor activation. This is 
in agreement with prior studies showing an increase in dendritic excitability 
with α2-AR suppression of Ih in pyramidal neurons (Barth et al., 2007, 2008; 
Labarrera et al., 2018; M. Wang et al., 2007). However, in GCs, the 
concurrent hyperpolarization induced by suppression of Ih would also shift the 
membrane potential farther from the voltage threshold for NMDA receptors to 
release its Mg++ block, as the α2-mediated increase in reciprocal inhibition 
was observed only in the absence of Mg++.  
We hypothesize that an increase in resistance and a hyperpolarization 
of dendritic compartments may boost lateral inhibition by enhancing the 
activity of low voltage-activated T-type calcium channels. In support of this 
possibility, hyperpolarization of GCs followed by their excitation by glomerular 
stimulation elicits greater calcium responses in GC dendrites and spines, and 
that this increase is occluded with T-type calcium channel blockade (Egger et 
al., 2003, 2005). Hyperpolarization favors the activation of dendritic low-
threshold T-type calcium as their activation and inactivation occurs at more 
negative voltages (Jones, 1998). Accordingly, the T-type calcium channel 
antagonist mibefradil attenuated lateral inhibition and occluded the increase in 
lateral inhibition produced by α2-AR activation and Ih blockade. In addition, the 
changes in cable properties of the dendritic compartment by the increase in 





dendrites. While previous research has shown interactions with Ih and T-type 
calcium currents in regulating spike-timing and oscillatory dynamics 
(Aizenman & Linden, 1999; Engbers et al., 2011; Luethi & McCormick, 1998; 
Marder & Goaillard, 2006), our results suggest a novel mechanism by which 
NA could regulate olfactory processing though the modulation of these two 
conductances.  
Taken together, our results show that NA can differentially modulate 
two inhibitory functions of GCs via the interaction of Ih and other 
conductances. At a circuit level, the enhancement of lateral, but not reciprocal 
inhibition, by α2-ARs may coordinate MC output to enhance separation of MC 
activity to allow for the narrowing of odor tuning curves in MCs (Yokoi et al., 
1995). Due to the observed physiological differences between young and old 
abGCs, future studies will address the neuromodulation of dendritic 





Chapter 4: Differential modulation by noradrenaline of 
the AOB and MOB circuits 
Introduction 
 State dependent regulation of olfactory signaling is an integral 
component of social behaviors. In most mammals, olfactory signaling occurs 
through two parallel streams of information. Chemosensory neurons in the 
main olfactory system bind volatile odor cues, and this information is 
transmitted to the main olfactory bulb (MOB), and subsequently sent to higher 
olfactory areas, including the olfactory cortex. In parallel, pheromonal cues 
are detected by sensory neurons in the Vomeronasal organ that project to the 
accessory olfactory bulb (AOB), from which semiochemical information 
reaches the medial and cortical amygdala, among others. Chemosensory 
information conveyed by these two parallel streams is dynamically modulated 
by context and internal state, before being integrated to produce social 
recognition and other complex behavioral responses such as mating and 
aggression.  
Noradrenaline (NA) released by neurons in the locus coeruleus (LC) of 
the brainstem, plays an important role in olfactory processing (McLean & 
Shipley, 1991; Mclean, Shipley, Nickell, Aston-Jones, & Reyher, 1989; 
Shipley, Halloran, & de la Torre, 1985). Noradrenergic axons target both local 
inhibitory and output neurons in the MOB and AOB (Fallon & Moore, 1978; 





proposed to facilitate odor discrimination and odor learning in the MOB 
(Doucette et al., 2007; Shea et al., 2008; Sullivan et al., 1989, 1992; Vinera et 
al., 2015), and the modulation of social behaviors, such as kin recognition, 
mating, and aggression in both the AOB and MOB (Brennan et al., 1995; 
Gervais et al., 1988; Griffiths & Brennan, 2015; R. J. Nelson & Trainor, 2007; 
Rosser & Keverne, 1985).  
In the AOB, NA increases GABAergic inhibition onto principal neurons, 
the mitral/tufted cells (MCs herein) (Araneda & Firestein, 2006; Smith et al., 
2009); while in the MOB, both excitatory and inhibitory effects on MCs have 
been described (Ciombor et al., 1999; Shea et al., 2008; Zimnik et al., 2013). 
However, how these excitatory and inhibitory effects at the circuit level shape 
AOB and MOB output remain unclear. Here, we used whole-cell recordings to 
show that NA produces a differential regulation of the output neurons of the 
MOB and AOB. In MCs of the MOB, NA has a direct excitatory action through 
two different mechanisms, activation of α1- and β- adrenergic receptors. In 
contrast, in the AOB, NA inhibits MCs via a disynaptic mechanism that is 
dependent on the activation of distinct local inhibitory interneurons. At the 
circuit level, opposing effects on excitation-inhibition balance in MCs may 
result in differential network responses: NA elicited high frequency 
subthreshold membrane potential fluctuations in MOB MCs but not in AOB. 
These differences could be partially explained by a difference inhibitory input 





output by NA could support the distinct mechanisms by which AOB and MOB 





Materials and methods 
Animals: All experiments were conducted following the IACUC guidelines at 
the University of Maryland in College Park. Experiments were performed on 
male and female wild-type (C57/BL6) or GAD2-cre mice at 3 weeks of age or 
older. 
AAV Injections: Anesthetized GAD2-cre mice (1.5% isoflurane) were head-
fixed (model 900, Kopf Instruments) and a 33-gauge needle (5 uL syringe, 
Hamilton) was inserted through a 1 mm craniotomy window. The speed of 
virus injection (100 nl/min) was achieved by using a syringe pump (Micro4 
Microsyringe pump, World Precision Instruments). Mice were injected with 
250 nL of AAV8-CAG-FLEX-GFP in the OB and were recorded from at least 
10 days post-injection. 
Slice preparation: Experiments were performed in OB slices using methods 
previously described (Zimnik et al., 2013). Briefly, slices were prepared in an 
oxygenated ice-cold artificial cerebrospinal fluid (ACSF) containing low Ca2+ 
(0.5 mM) and high Mg2+ (6 mM). Sagittal and horizontal sections of the OB 
(250 µm) were then transferred to an incubation chamber containing normal 
ACSF (see below) and left to recuperate for at least 30 minutes at 37°C, 
before the recordings. In all experiments, unless otherwise stated, the 
extracellular solution is ACSF of the following composition (in mM): 125 NaCl, 





ascorbic acid, 2 Na-pyruvate, and 15 glucose, continuously oxygenated (95% 
O2-5% CO2) to give a pH 7.4 and an osmolarity of ~305 mOsm.  
Electrophysiological recordings: Neurons were visualized using an Olympus 
BX51W1 microscope and recorded in voltage and current clamp modes using 
a dual EPC10 amplifier controlled by the PatchMaster software (HEKA, 
Holliston, MA). Experiments were performed at room temperature (~22° C) 
and cells were recorded using standard patch pipettes (2-6 MΩ resistance). 
The internal solution had the following composition (in mM): 130 K-gluconate, 
4 KCl, 10 HEPES-K, 10 Na phosphocreatine, 2 Na-ATP, 4 Mg-ATP, and 0.3 
GTP adjusted to pH 7.3 with KOH. In a subset of experiments, CsCl was used 
instead of K-gluconate. The osmolarity of the internal solutions was adjusted 
to 290–305 mOsm. 
Data analysis: Data was analyzed using custom programs written in MATLAB 
(Mathworks). Changes in membrane potential (∆Vm) in the presence of drugs 
were measured as the difference between the baseline, calculated as the 
mode Vm over 1 min and the maximal effect. Under the conditions of 
perfusion used here the max effect occurred within 2 to 3 min of the agonist 
application. The power of subthreshold oscillations present in Vm was 
determined using the MATLAB fast Fourier transform function (‘fft’), 
comparing 1 min intervals of Vm recordings obtained from the baseline and 
during the drug application, and then normalized to the baseline values. For 





subthreshold Vm oscillations were generated using the Chronux toolbox 
(http://www.chronux.org) using a multitaper spectral estimation (Bokil et al., 
2010). 
For detection of post-synaptic currents, traces were baseline 
subtracted, low-pass filtered (2nd-order Butterworth, 500 Hz) and passed 
through a peak-finding function (‘findpeaks’). Once synaptic events were 
detected, original waveforms were used to calculate the current amplitude 
and kinetic parameters of the currents. The rise time of the events was 
calculated as 10-90% of the peak amplitude, and the decay time was 
determined from the weighted average of a double exponential fit. The peak-
scaled nonstationary fluctuation analysis for estimating single channel 
conductances of GABAA receptors underlying the miniature postsynaptic 
inhibitory currents (mIPSCs) was carried out as described in De Koninck and 
Mody (1994), in which the individual mIPSCs waveforms were scaled to the 
averaged mIPSC and binned. The variance was then calculated for each bin, 
averaged across mIPSCs, and then plotted against the mean current. The 
mean-variance plot was fitted with the following equation: σ2(I) = -i * I + 1/N * 
I2 + b, where σ2 is the variance, I is the mean current, i is the single channel 
current, N is the number of channels, and b is the background variance (De 
Koninck & Mody, 1994). The single channel conductance, γ, is calculated as γ 
= i/VD, where VD is the driving force, which corresponded to 71 mV in our 





To simulate sensory inputs onto MCs, we simulated synaptic currents 
(20 Hz, τ = 10 ms) that were overlaid on a 4 Hz respiration-like Gaussian 
process, with varied intensity over a 2 s current stimulus, thus each trial 
consisted of 8 simulated synaptic inputs.  We conducted 40 trails for each 
control and in NA. During the NA application, changes in Vm elicited by NA 
were prevented by resetting Vm to the baseline value (control) by direct 
current injection. Spike jitter was calculated as the standard deviation of the 
times when spikes occurred across a given simulated respiration event; an 
increase in spike precision corresponds to a decrease in spike jitter (Gutkin & 
Ermentrout, 2003; Mainen & Sejnowski, 1995). Statistical significance was 
determined by generalized linear models, student’s t-test, or one-way 
ANOVA. 
Pharmacological agents: The following drugs, made for stock solutions, were 
applied in the external bath solution at a perfusion speed of 2-3 mL/min:  L-(–
)-norepinphrine (+)-bitartrate salt monohydrate (NA), (R)-(–)-1-(3-hydroxy- 
phenyl)-2-methylaminoethanol hydrochloride (phenylephrine, PE), N-[5-(4,5-
dihydro-1H-imidazol-2-yl)-2- hydroxy-5, 6, 7, 8-tetrahydronaphthalen-1-yl] 
methanesul phonamide hydrobromide (A 61603), 4-[1-hydroxy-2-[(1-
methylethyl) amino]ethyl]-1,2-benzenediol hydrochloride (isoproterenol, ISO), 
4-[2-[[3-(4-Hydroxyphenyl)-1-methylpropyl]aminoethyl-1,2-benzenediol 
hydrochloride (dobutamine, DOB),  (RS)-1-[(1-Methylethyl)amino]-3-(1-






(prazosin, Praz), 17α-Hydroxyyohimban-16α-carboxylic acid methyl ester 
hydrochloride (yohimbine, Yoh), 6-cyano-7-nitroquinoxaline-2,3-dione 
disodium,6-Imino-3-(4-methoxyphenyl)-1(6H)-pyridazinebu tanoic acid 
hydrobromide (gabazine, GBZ), 6-Cyano-7-nitroquinoxaline-2,3-dione 
disodium (CNQX), D-2-amino-5-phos- phonopentanoic acid (APV), 
octahydro- 12-(hydroxymethyl)-2-imino-5,9:7,10a-dimethano-10aH -
[1,3]dioxocino[6,5-d]pyrimidine-4,7,10,11,12-pentol citrate (tetrodotoxin, TTX). 







NA produces divergent responses in MOB and AOB MCs 
Excitation of GCs, mediated by α1A-adrenergic receptors, produces a 
robust increase in inhibitory currents in MCs of both MOB and AOB (Araneda 
& Firestein, 2006; Smith et al., 2009; Zimnik et al., 2013), suggesting that NA 
produces a similar shift in the excitation-inhibition balance in the output 
neurons in these two regions. Surprisingly, despite the increase in inhibitory 
activity in MCs, application of NA (10 µM) produced a small but consistent 
depolarization of MCs in the MOB (Fig. 1A; ΔV: 3.3 ± 1.0 mV, n = 20, p = 
0.007). In contrast, and in agreement with its excitatory effect in GCs, MCs in 
the AOB were inhibited by NA (Fig. 1A; ΔV: –3.4 ± 0.5 mV, n = 15, p = 
0.0009). The depolarization of MCs persisted through pharmacological 
isolation with blockers of fast excitatory and inhibitory synaptic transmission 
(APV 100 µM, CNQX 10 µM and GBZ 10 µM), indicating that NA has a direct 
excitatory effect on MCs of the MOB. In contrast, the inhibition of MCs in the 
AOB was completely abolished by the same blockers treatment (Fig. 1B, 
MOB, ΔV: 3.0 ± 0.5 mV, n = 7, p = 0.001; AOB, ΔV: -0.4 ± .4 mV, n = 10, p = 
0.33). These results indicate that NA produces an overall opposite action in 
the excitability of the output neurons of the bulb: an intrinsic excitation of MCs 
in the MOB and an extrinsic inhibition of MCs in the AOB.  
Further pharmacological characterization of the excitatory response in 





different adrenergic receptors (ARs). As shown in Fig 1C, MCs were 
depolarized by both phenylephrine (PE) and isoproterenol (ISO; 10 µM each), 
agonists at α1 and β ARs, respectively (PE: ΔV: 1.8 ± 0.3 mV, n = 14, p = 
 
Figure 1. Noradrenaline elicits opposing effects in MC excitability in the 
MOB and AOB 
A. MCs in the MOB or AOB were recorded in current-clamp. Top, noradrenaline 
(NA, 10 µM) hyperpolarizes MCs in the AOB, however, the hyperpolarization is 
abolished in the presence of pharmacological isolation with blockers of fast 
synaptic transmission (bottom; CNQX 10 µM; APV, 50 µM; GBZ 10 µM). The 
resting membrane potential is –50 mV and –61 mV, respectively.   B. In contrast, 
NA excites MCs of the MOB (top) and the depolarization persisted after 
pharmacological isolation (bottom). The resting membrane potential is –51 and –
58 mV, respectively.  C. The depolarization of MCs is mimicked by both the α1 
and β AR agonists, phenylephrine (PE) and isoproterenol (ISO; 10 µM each). The 
resting membrane potential is –62 mV. The calibration for all the traces is 20 mV 
and 2 min.   D. Summary bar graph showing changes in membrane potential in 
response to NA and selective agonists in the AOB (NA, n = 13, p = 0.0009; NA + 
blockers, n = 10, p = 0.33), and the MOB (MOB: NA, n = 20, p = 0.007; NA + 





0.00005; ISO: ΔV: 2.9 ± 0.3 mV, n = 22, p = 0.003). In a subset of 9 cells 
tested, both ISO and PE produced a depolarization, when they were applied 
consecutively. Furthermore, the depolarization elicited by NA was mimicked 
by the selective α1A-AR agonist A61603 (Fig. 1C; A61, 1 µM; ΔV: 1.1 ± 0.3 
mV, n = 10, p = 0.002) and by the β1-AR agonist dobutamine (Fig. 1C; DOB, 
3 µM; ΔV: 1.2 ± 0.3 mV, n = 9, p = 0.003). As with NA, the depolarization 
elicited by the selective agonists was insensitive to blockers of fast excitatory 
and inhibitory synaptic transmission (Fig. 1C; A61603 with blockers: ΔV: 1.6 ± 
0.4 mV, n = 7, p = 0.008; DOB with blockers: ΔV:  1.3 ± 0.2 mV, n = 5, p = 
0.003). Together, these results indicate that NA depolarizes MOB MCs by two 
different mechanisms that involve activation of α1A- and β1-ARs.  
NA increases subthreshold synaptic noise in MOB MCs 
The depolarization elicited by NA in MOB MCs was accompanied by a 
2-fold increase in membrane potential variance (Fig 2A; Vm variance: 3.26 ± 
1.43 mV2 vs. 8.13 ± 4.15 mV2, p = 0.04; n = 15, not shown) resulting in 
subthreshold fluctuations in the membrane potential of MCs. In the MOB, this 
synaptic noise may arise from dendrodendritic interactions between MCs and 
GCs, which can generate fast field potential oscillations between 15 to 100 Hz 
(usually characterized as beta and gamma oscillations) in the presence of 
odor stimulation (Fukunaga, Herb, Kollo, Boyden, & Schaefer, 2014; Kay, 
2014; Lagier, Carleton, & Lledo, 2004; Manabe & Mori, 2013). Therefore, we 





potential oscillations. Bath application of NA produced a near 2-fold increase 
in the power of membrane potential oscillations in the gamma range (20 – 60 
Hz) (Fig 2; 1.88 ± 0.15 fold-change, n = 15, p = 0.003). This increase in 
gamma power was completely abolished by pre-application of the GABAA 
receptor antagonist gabazine (Fig 2B; GBZ, 10 µM, 1.03 ± 0.07 fold-change, 
 
Figure 2. NA increases subthreshold membrane potential fluctuations in 
MOB MCs 
A. Top, the depolarization by NA in MOB MCs was accompanied by an increase 
in synaptic noise, which is highlighted in the lower traces shown in an expanded 
time scale. The resting membrane potential is –59 mV. Calibration: upper trace: 5 
mV; lower insets: 1 mV, 1 s.  Bottom, spectrogram for the membrane potential in 
the cell shown above.  NA increased the power of frequencies in the 20 to 80 Hz 
range.  B. Top, fast Fourier transform line plot for the recording shown in A, 
normalized to baseline, highlighting the increase in frequency power in the 
gamma-frequency range (20-60 Hz, green box) produced by NA.  Bottom left, 
summary plots showing that the enhancement of gamma-frequency synaptic 
noise occurs in the MOB but not in the AOB. Right, the effect of NA on the power 
in the gamma-frequency range is abolished with the GABAA receptor antagonist 
gabazine (GBZ, 10 µM; n = 10; vs. NA, p = 0.00006), and significantly reduced by 
the α1- AR blocker prazosin (Praz, 1 µM; n = 8; vs. NA, p = 0.004) and β-AR 






n = 10, p = 0.6), suggesting that the increase in membrane potential 
fluctuations in MCs require GABAergic transmission. However, NA failed to 
increase the power of subthreshold fluctuations in the AOB (Fig 2B; 1.01 ± 
.12 fold-change, n = 12, p = 0.2; MOB vs. AOB, p = 0.00006), despite the 
robust increase GABAergic synaptic currents on to MCs (Araneda & Firestein, 
2006; Smith et al., 2009). Because α1-AR activation in the MOB mediates 
both the intrinsic depolarization of MCs and the enhancement of inhibition 
resulting from GC activation (Zimnik et al., 2013), we reasoned that the 
additional excitation by α1-AR activation also contributed to the subthreshold 
membrane fluctuations elicited by NA. Accordingly, pre-application of the α1 
antagonist prazosin (Praz, 1 µM) also produced a significant reduction on the 
NA-enhanced gamma power (Fig 2B; NA + Praz = 1.22 ± 0.06 fold-change, n 
= 8, p = 0.003). Interestingly, while β-AR activation by NA produces only an 
excitatory effect in MC, the enhancement of gamma power was also reduced 
by the β- AR  antagonist propranolol (10 µM; NA + Prop = 1.39 ± 0.09 fold-
change, n = 8,  p = 0.04), suggesting that this intrinsic excitatory effect also 
contributes to the modulation of membrane potential dynamics by NA. 
Together, these results suggest that NA can modulate the  power of network 
oscillations that are associated with odor processing in the MOB.  
Kinetic differences in IPSCs between AOB and MOB MCs 
In addition to the intrinsic excitatory effect on the MOB MCs, 





to the differential effect of membrane potential fluctuations by NA. To examine 
this possibility, we recorded miniature inhibitory postsynaptic currents IPSCs 
(mIPSCs) in AOB and MOB MCs in the presence of TTX (0.5 µM, AOB, n = 8; 
MOB, n = 8). While the amplitudes and rise times of the inhibitory currents 
were not significantly different, the decay (τ, see methods) of the mIPSCs is 
~40% faster in MCs of the MOB (Fig 3 SI 1 A; MOB: 10.8 ± 0.1 ms; AOB: 
15.0 ± 0.1 ms; p = 0.000006), suggesting differences in the properties of 
 
Figure 3. Differences in the kinetics of the miniature inhibitory postsynaptic 
currents in MCs of the AOB and MOB.  
A. Sample recordings of miniature inhibitory postsynaptic currents (mIPSCs) in 
the presence of TTX (0.5 µM) in MCs of AOB and MOB MCs, with a holding 
potential of –70 mV. Calibration: 20 pA, 500 ms.  B, left, superimposed averaged 
and scaled mIPSCs in MCs from the AOB (brown) and MOB (blue); the mIPSCs 
in the AOB exhibit a slower decay (left). Calibration 10 ms. Middle, histogram of 
decay distributions in the AOB and MOB.  Right, the decay time is significantly 





GABAA receptors in MCs of these two regions. Accordingly, peak-scaled 
nonstationary fluctuation analysis of the mIPSCs in MCs revealed that GABAA 
receptors in the AOB had a single channel conductance of 27.3 ± 0.9 pS, 
while in the MOB the conductance was 21.5 ± 2.0 pS (Fig 3 SI 1 B; AOB vs. 
MOB: p = 0.03). Together, these results suggest that the inhibitory currents in 
MC of the AOB are mediated by GABAA receptors of larger conductance and 
slower kinetics; these in turn can also contribute to the differences in fast field 
potential oscillations observed in the presence of NA in the AOB and MOB.  
NA produces differential changes in inhibitory postsynaptic currents in 
MOB and AOB MCs 
To further examine the differences in the properties of the inhibitory 
inputs onto MC recruited by by NA, we examined the effect of NA on 
 
Figure 3 Supplemental. Nonstationary fluctuation analysis of mIPSCs in 
AOB and MOB MCs 
Non-stationary fluctuation analysis of the mIPSCS reveals different underlying 
conductances. Left, sample of a peak-scaled synaptic current (grey) against the 
average mIPSC (black) in MCs of the AOB. The holding potential is –70 mV.  
Calibration: 10 pA, 20 ms.  Right, plots of the variance against the mean mIPSC 
amplitude in sample MCs from the AOB and MOB; the estimated channel 






spontaneous IPSCs (sIPSCs) kinetics in MCs of the MOB and AOB in the 
presence of blockers of excitatory synaptic transmission (n = 10, each; CNQX 
Figure 4. NA increases synaptic inhibition in MCs of the AOB and MOB 
A. Left top, NA (10 µM) produces a significant increase in spontaneous inhibitory 
synaptic current (sIPSCs) in MCs of the AOB and MOB, recorded in voltage-
clamp at –70 mV, and in the presence of fast-glutamatergic antagonists (CNQX, 
APV).  Calibration: 200 pA, 2 min. Bottom, selected traces from the cells in the 
top, shown in an expanded time scale, highlighting the increase of sIPSCs of 
larger amplitude in the AOB. Calibration: 20 pA, 500 ms. Right, summary bar 
graphs showing the increase in frequency of sIPSCs in AOB and MOB MCs 
(AOB, n = 10, p = 0.00002; MOB, n = 10, p = 0.0001).  B. The cumulative 
probability distributions and bar graphs (insets) show an increase in the 
amplitude (top) and speed of rise time (bottom) of the sIPSC AOB MCs 
(amplitude, p = 0.01; rise time, p = 0.01), with a lesser change in the MOB MCs 
(amplitude, p = 0.04; rise time, p = 0.21).  C. Scatter plots of sIPSC amplitudes 
and corresponding rise times from AOB and MOB MCs. In the presence of NA, a 
newer population of high amplitude and fast rise time sIPSCs were recruited in 





10 µM, APV 50 µM). Similar to the mIPSCs, the sIPSCs had a similar 
amplitude and rise time in MOB and AOB MCs (Fig 4. 23.8 ± 1.6 vs 29.3 ± 3.4 
pA, p = 0.18, and 2.8 ± 0.1 vs. 2.2 ± 0.1 ms, p = 0.69, respectively), however, 
the decay time of the sIPSC in the MOB, 13.2 ± 0.3 ms, was significantly 
faster than in the AOB MCs (19.4 ± 0.8  ms; p = 0.05). In agreement with our 
previous studies (Araneda & Firestein, 2006; Zimnik et al., 2013), NA 
produced a robust increase in sIPSC frequency in both MOB and AOB MCs 
(Fig 4A. MOB: 6.4 ± 1.5 Hz vs. 13.3 ± 1.9 Hz, p = 0.0001; AOB: 4.5 ± 1.2 Hz 
vs. 14.8 ± 1.9 Hz, p = 0.00002). However, while the fold-increase in frequency 
was similar in both regions (2 to 3-fold change), analysis of the sIPSC kinetics 
revealed that NA produced a differential effect on these currents. In the 
presence of NA, there was a significant increase in the mean amplitude and a 
decrease in the rise time of the sIPSCs in the AOB (Fig 4B; 29.3 ± 3.4 vs. 
52.1 ± 6.9 pA, p = 0.01; 2.9 ± 0.1 vs. 2.2 ± 0.1 ms, p = 0.01), while the MOB 
MCs only saw a smaller increase in sIPSC amplitude (23.8 ± 1.6 vs. 33.2 ± 
3.9 pA, p = 0.04; 2.8 ± 0.1 vs. 2.7 ± 0.08 ms, p = 0.21). Interestingly, the 
decay kinetics were not affected by NA (AOB decay: 18.7 ± 1.3 ms vs. 19.4 ± 
0.8 ms, p = 0.89; MOB decay: 12.5 ± 0.4 ms vs. 13.2 ± 0.3 ms, p = 0.94).  
A plot of the distribution of sIPSC amplitude vs. rise time indicated that 
in AOB MCs, NA recruited a population of sIPSC characterized by a higher 





model for the different sIPSCs kinetic parameters, with and without NA, 
shows a significant interaction between amplitude and rise time with no 
significant interactions between amplitude and decay (amplitude:rise time, p = 
.007; amplitude:decay, p = .07, rise time:decay, p = .12), in agreement with 
the recruitment by NA of a sIPSC population with a larger amplitude and fast 
rise time in the AOB. The increase in frequency of an additional distinct 
population of GABAergic sIPSCs in AOB MCs suggest that in addition to 
GCs, NA activates a distinct inhibitory interneuron subtype that differs in its 
synaptic properties. 
Cell-specific noradrenergic modulation of infraglomerular and 
glomerular interneurons  
In addition to GCs, a diverse group of inhibitory cell types also directly 
synapses onto MCs in both MOB and AOB. The AOB contains a sparse 
population of external granule cells (extGC) in the MC layer of the AOB 
(Larriva-Sahd, 2008; Maksimova et al., 2019). These cells may be similar to 
the parvalbumin-expressing fast-spiking interneurons (FS) found in the 
external plexiform layer (EPL) of the MOB that form spatially extensive and 
dense connections with MCs, which are thought to provide broad lateral 
inhibition in this circuit (Kato et al., 2013; Miyamichi et al., 2013). Under 
resting conditions, and similar to the MOB FS (MOB; FS: 34.6 ± 8.7 Hz, n = 





much higher sEPSC frequency compared to AOB internal GCs (AOB; extGC 
= 15.1 ± 2.1 Hz, n = 9; internal GC = 5.3 ± 1.5 Hz, n = 8, p = .001), suggesting 
they may also have a dense connectivity with MCs. In the presence of NA, 
extGCs exhibited a significant depolarization, that persisted in the presence of 
 
Figure 5.  NA excites extGCs but not PGCs of the AOB 
A.  Left, image of a loaded extGC of the AOB filled with the Alexa594 dye (red). 
Calibration: 10 µm.  Right, NA (10 µM) produces a depolarization in extGCs (top, 
Vrest = –65 mV), which persists in the presence of blockers of fast synaptic 
transmission (middle; CNQX 10 µM, APV 50 µM, GBZ 10 µM; Vrest = –62 mV). 
Bottom, in the presence of the α1-AR antagonist Praz (1 µM) the depolarization 
by NA was completely abolished (Vrest = –71 mV). Calibration: 10 mV, 2 min.  B. 
Left, image of a periglomerular cell (PGC) of the AOB filled with the Alexa594 dye 
(red). Calibration: 10 µm. Right, NA failed to produce a response in this PGC. 
The resting membrane potential is –62 mV. Calibration 10 mV, 2 min.  C. 
Summary bar graphs for voltage responses for selective pharmacology in extGCs 
of in the AOB (NA, n = 5, p = 0.02; NA + blockers, n = 5, p = 0.006; PE, n = 6, p = 





synaptic blockers (Fig 5A. NA, ΔV: 5.7 ± 3.4 mV, n = 5, p = .02; NA + 
blockers, ΔV: 2.8 ± .5 mV, n = 5, p = .005). Furthermore, the depolarizing 
effect of NA in extGCs is mimicked by the α1 agonist PE and was abolished 
by the α1 antagonist Prazosin (Fig 5A. PE, ΔV: 2.5 ± .8 mV, n = 6, p = .03; NA 
+ Praz, ΔV: -0.5 ± .7 mV, n = 4, p = .92). In contrast, extGCs were not 
activated by the β-AR agonist ISO (ΔV: 0.9 ± .5 mV, n = 3, p = 0.22; not 
shown). These results suggest the additional sIPSC population recruited in 
the presence of NA results from a direct excitation of extGCs via α1-AR 
activation. Although, we cannot rule out the possibility that NA is acting in 
additional inhibitory types, it is noteworthy that AOB periglomerular neurons 
failed to show a response to the application of NA (Fig 5B; ΔV: –0.1 ± .3 mV, 
n = 6, p = 0.65).  
We next examined whether NA could affect other primary interneurons 
in the MOB besides the GCs. Interestingly, while NA depolarized FS 
interneurons (Fig 6A. ΔV: 6.2 ± 1.3 mV, n = 7, p = 0.001), this depolarization 
was abolished with pre-application of blockers of fast-synaptic transmission 
(Fig 6A. ΔV: 0.5 ± 0.5 mV, n = 7, p = 0.23), suggesting a di-synaptic origin. In 
contrast, NA depolarized GAD2+ GFP-labeled interneurons of the glomerular 
layer in the MOB, and this effect persisted in the presence of blockers of 
synaptic transmission and TTX (Fig 6B. NA, ΔV: 6.8 ± 2.3 mV, n = 9, p = .02; 





agonists of ARs indicated that excitation could be mimicked by the α1 agonist 
PE (Fig 6B. ΔV: 2.1 ± 0.3 mV, n = 6, p = 0.001), but not the β-AR agonist ISO 
(ΔV: 0.7 ± 0.4 mV, n = 5, p = 0.14). Taken together, these results suggest that 
NA recruits different subpopulations of primary inhibitory interneurons across 
layers between the MOB and AOB.  
 
Figure 6.  NA induces extrinsic excitation in the FS interneurons and 
intrinsic excitation of PGCs of the MOB 
A.  Left, image of a loaded FS of the MOB filled with the Alexa594 dye (red). 
Calibration: 10 µm.  Middle, NA (10 µM) produces a depolarization of the FS (top, 
Vrest = –70 mV), which was abolished by the presence of blockers of fast synaptic 
transmission (bottom; CNQX 10 µM, APV 50 µM, GBZ 10 µM; Vrest = –71 mV). 
Right, summary bar graphs for the response of FS interneurons to NA (NA, n = 7, 
p = 0.005; NA + blockers, n = 4, p = 0.2). Calibration: 20 mV, 2 min.  B. Left, 
image of a GFP+ tagged (green) uni-glomerular PGC of the MOB filled with the 
Alexa594 dye (red). Calibration: 10 µm. Middle, NA excited the PGC (Vrest = –65 
mV; Calibration: 20 mV, 2 min), and this effect persisted in the presence of 
blockers of synaptic transmission and TTX. Additional selective agonists for NA 
showed an α1 excitation in PGCs (PE), while a β-AR agonist (ISO) to produced no 
effect. The resting membrane potential was –65 mV for both PE and ISO. 
Calibration: 5 mV, 1 min.  Right, summary bar graphs for voltage responses for 
GAD2+ PGCs (NA, n = 9, p = 0.02; NA + blockers, n = 7, p = 0.04; PE + blockers, 






NA produces differential changes in spike precision between MOB and 
AOB MCs 
GABAergic inhibition has key role in regulating spike timing of principal 
neurons as well as network synchrony in cortex and hippocampus (Bartos et 
al., 2007; Cardin, 2018). Given the differential modulation of inhibition by NA 
in these two regions, we next examined how spike precision of MCs is 
regulated by NA. To this extent, we simulated physiological 8 synaptic inputs 
of increasing suprathreshold intensities overlaid on a 4 Hz respiration-like 
Gaussian process (see methods) in MCs of the MOB and AOB (Fig 7A; AOB: 
n = 8; MOB n = 8). These suprathreshold stimuli were adjusted to elicit a 
similar firing rate (FR) across these trials (Fig 7B; MOB FR = 7.1 ± 0.2 Hz, 
AOB FR = 8.0 ± 1.3 Hz, p = 0.12).  Across a given trial, the increase in the 
amplitude of events (1-8) is accompanied by an increase in the synchrony of 
spikes that occur at the peak of the stimulus, which is accompanied by a 
general decrease in the spike jitter (SJ) in both MOB and AOB (Fig 7A; MOB, 
SJ1 = 20.6 ± 3.4 ms , SJ8 = 15.6 ± 4.1 ms, p = 0.006; AOB, SJ1 = 29.1 ± 6.6 
ms , SJ8 = 25.2 ± 7.2 ms, p = 0.07). When we averaged the first 4 stimuli 
(representing lower synchrony) and the last 4 stimuli (representing higher 
synchrony) we found that the spike jitters are significantly lower in the MOB 
(Fig 7B: SJ at low intensity: MOB = 21.6 ± 1.5 ms, AOB = 29.9 ± 2.9 ms, p = 





0.017). Thus, under control conditions, spike timing in MOB MCs occurs with 
more precision, perhaps facilitating synchronized firing. 
In the presence of NA, while preventing changes in the membrane 
potential by current injection, spike precision increased in AOB MCs, that is 
there was a decrease in SJ in both synchrony conditions (Fig. 7C; low ΔSJ= –
Figure 7. NA produces a greater enhancement of spike precision in AOB 
MCs.    
A. MCs were stimulated with fluctuating currents that simulate sensory input of 
increasing synchrony at 4 Hz (upper trace).  The simulated current injection had 
low (first 4 current bursts) and high synchrony (last 4 current bursts). Overlaid 
voltage traces from a MC in response to the current stimuli, during control (upper 
traces) and NA (10 µM; bottom). Raster plots underneath show single cell 
responses in 40 trials. In the presence of NA, the membrane potential was 
maintained close to the baseline value, –58 mV, by current injection. B. Left, in 
control, the overall firing rate of MCs was not different between MOB and AOB, 
however the spike jitters were lower (i.e. more precise) in MOB than in AOB 
(right, AOB, n = 8, MOB, n = 8, p < 0.02). C. Left, in the presence of NA the firing 
rate of MCs was significantly decreased compared to control in the AOB but not 
in the MOB (AOB, p = 0.02, MOB, p = 0.46). Right, NA increases spike precision 
for events of low and high synchrony in the AOB (p < 0.0001), but only the spike 
precision to high input synchrony stimuli is increased in the MOB (low, p = 0.41; 





12.5 ± 2.2 ms, p = 0.00002; ΔSJ = –13.2 ± 2.5 ms, p = 0.0001). Despite 
preventing changes in membrane potential, there was also an overall 
decrease in FR in the presence of NA (Fig 7C; ΔFR = –2.9 ± 1.0 Hz, p = 
0.02). In contrast, in the MOB MCs, NA produced a small but significant 
decrease in SJ only in high intensity stimuli (Fig 7C; low: ΔSJ= –1.1 ± 1.3 ms, 
p = 0.41; high: Δ SJ= –2.3 ± 1.0 ms, p = 0.01), with no significant change in 
FR (ΔFR = –0.47 ± 0.6 Hz, p = 0.46). These results are in agreement with a 
model in which the overall suppression of excitability in AOB MCs enhances 
the selectivity of MC spiking across different stimuli intensity. In MOB MCs, 
the increase in excitability of MCs together with enhancement of inhibitory 







The circuits in the MOB and AOB function under similar principles, with 
odor signals relayed to the principal neurons, which undergo regulation by a 
large and diverse group of local inhibitory neurons, while conveying odor 
information to upstream processing areas. Yet, how NA regulates the 
excitation-inhibition balance of these circuits and whether similar mechanisms 
exist in these two regions remains unknown. Here we show that NA produces 
dramatically different effects on the output neurons of the AOB and MOB: NA 
reduced the overall excitability of MCs in the AOB, while producing the 
opposite effect in the MOB. This differential regulation could be explained by 
two opposite mechanisms: a direct excitatory adrenergic effect on MOB MCs, 
but not AOB, and activation of local inhibitory inputs onto MCs that in the AOB 
is more prominent and exhibits different kinetics. At the circuit level, NA 
increased the spike precision of output neurons in the AOB, in a stimulus-
intensity independent manner, while in the MOB, this increase in spike 
precision occurred only at higher intensity stimuli, suggesting that adrenergic 
regulation of spike timing in MCs of the MOB is activity-dependent.  
Previous work has shown a robust α1A-adrenergic excitation of the 
GCs, suggesting an overall enhancement of inhibition onto MCs throughout 
the bulb (Araneda & Firestein, 2006; Smith et al., 2009; Zimnik et al., 2013). 
However, we found a striking difference in the overall effect of NA on the 





increases inhibition onto MCs, but NA also produces a direct excitation of 
MCs, which is mediated by activation of both α1A- and β1- adrenergic 
receptors. Moreover, despite the increase in inhibition resulting from GC 
activation, the overall effect of NA was an increase in excitability of MCs. In 
contrast, in the AOB, the overall effect of NA in output neurons is inhibition, 
mediated by excitation of GCs. These results are consistent with findings in 
other sensory systems, in which noradrenaline can modulate the intrinsic cell 
excitability of principal neurons, as well as circuit excitation and inhibition 
through concurrent activation of multiple adrenergic receptor classes (Hurley 
et al., 2004; Kossl & Vater, 1989; McCormick et al., 1991; Rogawski & 
Aghajanian, 1980; Waterhouse et al., 1990).  
 The combination of both intrinsic excitation and extrinsic inhibition 
elicited by NA also increased subthreshold oscillations in the gamma 
frequency range in the MOB. Interestingly, this effect was sensitive to 
GABAergic blockade, suggesting that enhanced inhibition from GCs is a 
major contribution, yet, these subthreshold oscillations were not observed in 
the AOB, where the GABAergic inhibition is more prominent. Odor processing 
in the MOB relies on a temporal code built on network oscillatory activity 
(Bathellier et al., 2008; Gschwend et al., 2015; Rebello et al., 2014; Smear et 
al., 2011). Gamma-frequency oscillations are thought to arise from 
dendrodendritic interactions between MCs and GCs and this network 





tasks (Beshel et al., 2007; Kay, 2014; Lepousez & Lledo, 2013;  a. Li et al., 
2015). Therefore, we propose that by increasing membrane potential 
fluctuations in the gamma frequency range, NA can potentiate 
dendrodendritic interactions, thereby facilitating network oscillations. 
Interestingly, a previous report also showed a robust increase in the power of 
gamma frequency, in MOB slices, that outlasted the NA application (Gire & 
Schoppa, 2008).  
A potential mechanism by which NA differentially shapes the output of 
MCs in the OB lies in different inhibitory mechanisms regulating these output 
neurons. Inhibitory synaptic currents in MOB MCs exhibit fast kinetics, in 
agreement with previous studies (Castillo & Carleton, 1999; Schoppa et al., 
1998); however, the decay of the IPSCs in AOB MCs is significantly slower 
than in the MOB. Furthermore, the single channel conductances determined 
by non-stationary fluctuation analysis, suggested that this difference could be 
due to the activity of GABAA receptors of different characteristics. This 
possibility is in agreement with previous in situ hybridization studies for 
GABAA receptor subunits, which shows the expression of  α1, β2, and γ2 
subunits in MOB MCs, and α1, α2, β1, and γ2 subunits AOB MCs (Angelotti & 
Macdonald, 1993; Brickley et al., 1999; De Koninck & Mody, 1994; Laurie et 
al., 1992; Lein et al., 2007; Panzanelli et al., 2005). GABAA receptors 
containing the β1 subunit have been previously shown to produce greater 





agreement with the larger conductance we observed in AOB MCs. Likewise, 
the slower decay kinetics of the IPSC in the AOB could be due to presence of 
the α2 subunit, which renders GABAA receptors with decay kinetics 5 times 
slower compared α1-containing receptors (Dixon et al., 2014; Lavole et al., 
1997; McClellan & Twyman, 1999). Further experiments should address the 
expression of these receptors in MCs of the AOB and MOB. 
In AOB MCs, the recruitment of a high amplitude, fast rise time 
population of sIPSCs and its potential correspondence with extGCs is in 
agreement with anatomical findings showing that extGCs provide perisomatic 
inhibition whereas internal GCs contact the lateral dendrites of AOB MCs 
(Larriva-Sahd, 2008; Takami et al., 1992). Taken together, the combination of 
the relatively slower decay of the IPSCs and the larger amplitude of the 
current, summed to the recruitment of two interneuron populations (the GCs 
and the extGCs), may lead to a shunting effect when inhibition is enhanced 
by NA, and could explain the robust hyperpolarization and suppression of 
action potential firing, with minimal change in high frequency synaptic noise. 
In contrast, in MOB MCs the faster decay of the IPSC is posed to contribute 
to faster field potentials oscillations, as previously described in hippocampus 
(Bartos et al., 2007; Chow et al., 1998; Traub et al., 1996), and the 
recruitment of these inhibitory currents by NA could strengthen these network 





combined with the changes in excitability results in distinct changes in 
network-level activity by NA in the MOB and AOB.  
Across sensory networks, the regulation of the balance of excitation 
and inhibition play a major role in the coding of sensory information, for 
example by the adjustment of signal-to-noise ratios, gain control (Harris & 
Mrsic-Flogel, 2013; H. Y. He & Cline, 2019; S. Zhou & Yu, 2018). In the visual 
thalamus, neuromodulation by noradrenaline alters the balance of network 
excitation and inhibition, resulting in alterations in spike-timing, and in turn the 
fidelity of information transfer to higher cortical regions (Le Masson et al., 
2002; Shu et al., 2003). Despite the slower sensory drive from the 
vomeronasal organ (Meredith, 1994), previous experiments have shown that 
pheromonal investigation elicits network oscillations in AOB in vivo with 
increased power in lower frequency ranges (< 10 Hz) (Binns & Brennan, 
2005), allowing for the possibility of a temporal element in pheromonal 
coding. In the AOB MCs, the strong shift towards inhibition produced by NA 
resulted in a dramatic increase in spike precision regardless of the stimulus 
intensity. In contrast, in the MOB, an increase in spike precision in MCs was 
only observed for more salient stimuli, due to the dual effect on intrinsic 
excitation and extrinsic inhibition. Because the odor code in the MOB relies 
on precisely timed spikes as well as the spatial organization of active MCs 
(Gschwend et al., 2015; Haddad et al., 2013; Shusterman et al., 2011; Smear 





precision by NA with more salient stimuli could ensure more efficient coding 
of olfactory cues at the population level across MCs.   
In conclusion, despite the similarities in both olfactory circuits, 
noradrenergic modulation differentially affects individual circuit components 
between the two regions. The differences in cell-specific adrenergic 
modulation with regards to the MCs and local interneuron populations of both 
regions highlight the specialized function of these two olfactory pathways with 
regards to stimulus specificity, input modes, and their respective roles in 





Chapter 5: Long-term plasticity elicited by NA in MCs 
of the MOB and AOB 
Introduction 
 Social learning and recognition in most mammals rely on olfactory 
signaling. Several studies have indicated that learning of conspecific 
chemosensory cues involves neural plasticity at synapses in the the olfactory 
bulb (OB), the first region of olfactory processing in the brain. In the main and 
accessory olfactory bulb (MOB and AOB, respectively), this neuronal 
plasticity, in the context of social odor learning, is expressed as changes in 
intrinsic cell excitability as well as changes in synaptic connectivity and 
strength in the OB (Brennan & Keverne, 1997; Cansler et al., 2017; Gao et 
al., 2017; Vinograd et al., 2017).  
In both the MOB and AOB, odor learning and neuronal plasticity rely 
on state-dependent neuromodulation, with noradrenaline (NA) released by 
neurons in the locus coeruleus (LC)(McLean & Shipley, 1991; Mclean, 
Shipley, Nickell, Aston-Jones, & Reyher, 1989; Shipley, Halloran, & de la 
Torre, 1985). Accordingly, antagonism of adrenergic receptors occluded odor 
(Doucette et al., 2007; Mandairon et al., 2008; Vinera et al., 2015), as well as, 
pheromonal learning in female mice (Dluzen et al., 2000; Kaba & Keverne, 
1988). Several studies have shed light on the cellular mechanisms of 
noradrenergic modulation on AOB and MOB circuit function (Smith et al., 





chapters; however, it remains unknown how these short-terms effects of NA 
result in long-term changes in circuit function and plasticity. To fill this gap we 
have begun to examine the long-term effects of an acute exposure to NA.  
Using, whole-cell recordings we find that NA produced a long-term change in 
the excitability of output neurons in both AOB and MOB. After NA, MOB MCs 
of males and females showed increased excitability that lasted throughout the 
recording (more than one hour). Surprisingly, we found a significant sexually 
dimorphic effect in the AOB. The excitability of MCs in females was 
decreased after the NA application, while in males, it increased. These 
differences in long-term excitability with NA, compounded by region-specific 
sexual dimorphism, illustrate a potential mechanism by which early stages of 
olfactory processing can exhibit flexibility in adjusting towards different social 







Materials and methods 
Animals: All experiments were conducted following the IACUC guidelines at 
the University of Maryland in College Park. Experiments were performed on 
group-housed male and female wild-type (C57/BL6) mice at 3 months of age 
(and older).  
Slice preparation: Experiments were performed in OB slices using methods 
previously described (Zimnik et al., 2013). Briefly, slices were prepared in an 
oxygenated ice-cold artificial cerebrospinal fluid (ACSF) containing low Ca2+ 
(0.5 mM) and high Mg2+ (6 mM). Sagittal and horizontal sections of the OB 
(250 µm) were then transferred to an incubation chamber containing normal 
ACSF (see below) and left to recuperate for at least 30 minutes at 37°C, 
before the recordings. In all experiments, unless otherwise stated, the 
extracellular solution is ACSF of the following composition (in mM): 125 NaCl, 
26 NaHCO3, 1.25 NaH2PO4, 2.5 KCl, 2 CaCl2, 1 MgCl2, 1 myo-inositol, 0.4 
ascorbic acid, 2 Na-pyruvate, and 15 glucose, continuously oxygenated (95% 
O2-5% CO2) to give a pH 7.4 and an osmolarity of ~305 mOsm.  
Electrophysiological recordings: Neurons were visualized using an Olympus 
BX51W1 microscope and recorded in voltage and current clamp modes using 
a dual EPC10 amplifier controlled by the PatchMaster software (HEKA, 
Holliston, MA). Experiments were performed at room temperature (~22° C) 
and cells were recorded using standard patch pipettes (2-6 MΩ resistance). 





4 KCl, 10 HEPES-K, 10 Na phosphocreatine, 2 Na-ATP, 4 Mg-ATP, and 0.3 
GTP adjusted to pH 7.3 with KOH. The osmolarity of the internal solutions 
was adjusted to 290–305 mOsm. 
Data analysis: Data was analyzed using custom programs written in MATLAB 
(Mathworks). We used a minimum of 5 adult group-housed animals for each 
experimental category (AOB, MOB, males, females). To examine changes in 
excitability in MCs we adapted an experimental paradigm used by Gao et al 
2017. We recorded from MCs and injected 500 ms, –20 pA to –50 pA test 
pulses to measure input resistance and capacitance, followed by depolarizing 
20 s square current pulses at 1 minute intervals to examine spiking responses 
across successive stimulations. To standardize across cells, the resting 
membrane potential was set to –62 ± 0.5 mV, and the initial depolarizing 
current injection intensity was set to produce average spike rates between 2 
and 10 Hz in both MOB and AOB MCs (overall: 5 ± 1 Hz). We conducted at 
least 10 control trials before applying NA (10 µM) for 10 minutes, which was 
then washed out for over 30 minutes. The current injection protocols were 
also executed throughout the NA application and washout. After the washout, 
the membrane potential was reset to the initial value recorded at the start of 
the pre-NA trials, and 10 trials were run again. Rate change ratios were 
calculated as the rate of the 10th trial over the 1st trial (RCR). There were no 
significant correlations between the starting spike rate versus the control or 





long-term plasticity effects were independent of the starting value of spike 
rates.  
Baseline measurements indicated that MCs in the AOB of females and 
males had higher input resistance and lower cell capacitance than those in 
MOB males and females (AOB input resistance: females = 375 ± 23 MΩ, n = 
26, males = 482 ± 55 MΩ, n = 29; AOB capacitance: females = 143 ± 12 pF, 
males = 135 ± 15 pF; MOB input resistance: females = 160 ± 24 MΩ, males = 
116 ± 12 MΩ, p = 0.12; MOB capacitance: females 322 ± .38 pF, males 290 ± 
33 pF, p = 0.54; not shown; input resistance AOB vs MOB, p = 9*10-11; 
capacitance AOB vs MOB, p = 1*10-5). Statistical significance was calculated 
using a student’s t-test, ANOVA with Tukey’s posthoc correction method, and 






NA induces sexually dimorphic long-term changes in MC excitability in 
the AOB  
Previous studies have proposed a central role for NA in social 
recognition and learning during mating in female mice and mother-offspring 
bonding in ewes, which are thought to rely on neural plasticity at the level of 
the OB (Brennan & Kendrick, 2006; Brennan & Keverne, 1997; Griffiths & 
Brennan, 2015). More recently, both aggression in males and mating in 
female mice were shown to induce changes in the excitability of AOB neurons 
(Cansler et al., 2017; Gao et al., 2017). Therefore, we hypothesized that 
exposure to NA alone, could drive these long-term changes in excitability. To 
measure changes in excitability elicited by NA in the AOB, we stimulated MCs 
with a long current pulse (20 s) at 1 min intervals across 10 trials (Gao et al., 
2017) (Fig 1). This protocol was used to reveal changes in AOB MCs 
excitability after mating behavior. Before the application of NA, MCs from 
males and females exhibited sustained firing across the 10 trials. However, 
there was a significant reduction in the firing across the trials in the female but 
not in the males. This is highlighted when we quantified changes in excitability 
as a rate-change ratio (RCR = trial 10 rate / trial 1 rate; see methods), where 
a value less than 1 correspond to a reduction in firing elicited by the current 
stimuli across the trials. Thus, the initial RCR in females was 0.74 ± 0.07 (p = 











examined the excitability of MCs 30 min after NA exposure (10 µM; 10 min). 
Surprisingly, MCs of females, but not males, showed a significant decrease in 
the input resistance post-NA application (female control = 356 ± 30 MΩ, post-
NA = 313 ± 29 MΩ, n = 18, p = 0.000006; male control= 516 ± 71 MΩ, post-
NA = 517 ± 79 MΩ, n = 19, p = 0.99). We note capacitance was not 
significantly different between the sexes (AOB females vs. males: resistance, 
p = 0.09, capacitance, p = 0.67, see methods). Furthermore, post- NA 
application, there was a stronger suppression of firing across the 10 trials in 
females (Fig 1A; RCR control = 0.74 ± 0.07; post-NA = 0.41 ± 0.06, p = 
0.006), as well as an overall reduction in the average spike rates (Fig 1A; 
Figure 1. NA elicits different long-term changes in excitability in AOB MCs of 
female and males. 
A. Top, diagram of the time course of the stimulation protocol. MCs from male and 
females were stimulated by 10 consecutive trials of square current pulses (20 s; 1 
min intervals), before the application of NA (10 µM, 10 min, control), and 
throughout the enter application and washout of NA. 30 min after the NA 
application, the resting membrane potential was reset and 10 consecutive trials 
were collected (post-NA). Bottom, left, responses to current stimulation in a MC 
from a female, before (left) and after NA. Middle graph, across trials the frequency 
of firing decreases both in control (brown) and after NA (yellow, n= 18, p < 0.03). 
However, the decrease is more pronounced post-NA. The ratio of spike rates in 
the tenth trial vs. the first trial, and the average firing rate across trials were 
significantly reduced post-NA (p = 0.006, left; p= 0.003, right).  B. Left, responses 
in a MC from a male, before and after NA. The responses were constant across 
trials, however, the firing frequency was higher post-NA across trials (middle 
graph; n=19, p < 0.02). The spike ratio was not different post-NA (left bar graph, p 
= 0.7), however the average firing rate across trials was significantly higher (right 
bar graph, p = 0.02). The resting potential in A is –60 mV and –62 mV in B. the 
calibration is 80 mV and 5 s in A and B. C. Top, diagram of the control stimulation 
protocol with no NA. MCs from females and males were stimulated with square 
current pulses (20 s; 1 min intervals). After a minimum of 50 minutes of 
stimulation, the Vm was reset and 10 stimulation trials were initiated. In both 
females (n = 9) and males (n = 12), time control firing rates (hashed yellow) across 
trials were not significantly different than those in the initial control trials (brown). 






control = 4.9 ± 0.6 Hz, post-NA = 3.3 ± 0.6 Hz, p = 0.003). It should be noted 
that in control experiments, in which we conducted the same stimulation 
protocol but without applying NA, there were no differences in the average 
spike rates (Fig 1C;, initial trials = 5.4 ± 1.0 Hz; end trials = 6.0 ± 1.0 Hz, n = 
9, p = 0.36), suggesting that the observed changes in excitability were 
induced by NA. In contrast, post NA, there was no change in the RCR in MCs 
from males (RCR control = 1.00 ± 0.23, post-NA = 1.20 ± 0.18, p = 0.71). 
However, post NA, the overall spike rates were significantly higher in MCs 
from males (Fig 1B; averaged spike rates, control = 3.9 ± 0.5 Hz, post-NA = 
6.2 ± 0.8 Hz, p = 0.02). Similar to the MCs from females, control experiments 
 
Figure 2. Long-term excitability in AOB MCs is mediated by α1-ARs  
Top, diagram of stimulation protocol for the application of NA in the presence of 
the α1-AR antagonist Prazosin (Praz, 1 µM). MCs were stimulated by 10 
consecutive trials of square current pulses, and Praz was applied for 10 minutes 
prior to perfusion of NA (10 min). Post-NA trials were collected 30 minutes after 
NA and Praz washout. Left, in the AOB MCs of females (n = 9), pre-application of 
Praz occluded the long-term changes elicited by NA spike rates across trials and 
averaged firing rates (control, brown; post-NA, yellow). Right, in the AOB MCs of 
males (n = 9), spike rates were significantly higher only in the first two trials post-





show no changes in the averaged spike rates, in the absence of NA (Fig 1C; 
initial trials = 4.7 ± 0.8 Hz, end trials = 4.3 ± 1.0 Hz, n = 12, p = 0.51).  
Our data indicates that the predominant modulation in the AOB circuit 
by NA results from activation of α1-ARs. Therefore, we examined the 
possibility that the changes in plasticity by NA are mediated by activation of 
these receptors. In agreement with our previous findings, the α1 antagonist 
Praz (1 µM) occluded the long-term changes produced by NA in the RCR, 
 
Figure 3. Long-term excitability changes in AOB MCs from females require 
concurrent MC stimulation during NA application  
Top, diagram of the stimulation protocol for the NA application in the absence of 
continuous stimulation. MCs from females (n = 9) were stimulated with square 
current pulses (20 s; 1 min intervals) for 10 trials. Afterwards, NA was bath 
applied for 10 minutes. Post-NA trials were collected 30 minutes after NA 
washout. In the absence of MC stimulation during the NA application, spike rates 
across trials (left) and averaged spike rates (right) were not significantly different 





input resistance, and average spike rates of MCs from females (Fig 2; Praz, n 
= 9; control vs. post-NA: RCR = 0.53 ± 0.17 vs. 0.64 ± 0.17, p = 0.63; input 
resistance = 425 ± 29 MΩ vs. 464 ± 55 MΩ, p = 0.98; average spike rates = 
3.7 ± 1.2  Hz vs. 4.0 ± 1.0 Hz, p = 0.83). In addition, in MC of males, the 
averaged firing rates were also not significantly different with pre-application 
of Praz (Fig 2; Praz, n = 9; average spike rates = 4.7 ± 0.9 Hz vs. 5.5 ± 1.3 
Hz, p = 0.55). 
To determine the activity-dependence of this long-term plasticity 
induction, we tested whether we could induce this plasticity in the absence of 
concurrent stimulation of the MC. After collecting the control stimulation trials, 
the NA application and the wash out period were conducted in the absence of 
MC stimulation. Surprisingly, the averaged firing rates were not significantly 
different post-NA (Fig 3; control = 4.9 ± 0.9 Hz, post-NA = 5.2 ± 0.9 Hz, p = 
0.64). These results suggest that the induction of this long-term suppression 
of excitability in AOB MCs of females requires activation of MCs when NA is 
present.  
NA induces a long-term increase in MC excitability in the MOB  
As with the MCs of the AOB, the stimulation protocols elicited 
sustained firing across trials in MCs of the MOB. However, unlike the MCs of 
the AOB, the firing across the trials were relatively consistent (RCR: female = 
0.82 ± 0.09, p = 0.68, n = 15; male = 1.00 ± 0.23, p = 0.99, n = 14).  





in MOB MCs post-NA. The input resistance in MCs of females and males was 
not significantly different post-NA (MOB females: 160 ± 24 MΩ vs. 169 ± 23 
MΩ, , p = 0.99; MOB males: 116 ± 12 MΩ vs. 128 ± 16 MΩ, , p = 0.36). 
However, MCs from both female and males exhibited notably higher firing 
rate post-NA (Fig 3; females: averaged spike rates, control = 6 .2 ± 0.9 Hz, 
post-NA = 10.3 ± 1.6 Hz, p = 0.008; males: averaged spike rates, control = 
5.1 ± 0.8 Hz, post-NA = 12.6 ± 2.6 Hz, p = 0.007).  
 
Figure 4. Long-term changes in intrinsic excitability produced by NA in MCs 
of the MOB 
A. Sample responses to current stimulation in a MC from a female, before (left) 
and after NA. Only the first and tenth trials are shown. The resting membrane 
potential is–64 mV. Calibration: 40 mV and 5 s.  Right, on average, firing rates 
were significantly higher both in females (left, n =15, p = 0.008) and males 
(bottom,n = 14, p = 0.007).  B. The responses were generally consistent across 
trials, however, the firing frequency was higher post-NA (cyan) than in control 






Regulation of OB circuits by NA plays an important role in odor-driven 
social recognition and learning, across a myriad of behavioral contexts (i.e. 
aggression, mating). These behaviors rely on the activation of two parallel 
streams of information through the MOB and AOB, regions that receive dense 
noradrenergic input from the locus coeruleus (LC). The circuits in the MOB 
and AOB function under similar principles, with odor signals relayed to the 
principal neurons, which undergo regulation by local inhibitory neurons, and 
convey odor information to downstream processing areas. Yet how NA 
mediates plasticity in both circuits remains unknown. Here we show that NA 
produced long-term changes in excitability in MCs of both the MOB and AOB. 
Surprisingly, these changes in plasticity were sexually dimorphic in MCs of 
the AOB but not in the MOB. Together, these results indicate that parallel 
streams of olfactory signals by OB can be regulated using distinct 
mechanisms and that these changes can occur in a sex-dependent manner.  
 Several studies have indicated the crucial role of NA in several 
important odor-mediated behavioral responses (Brennan et al., 1995; 
Brennan & Keverne, 1997; Fletcher & Chen, 2010; Gervais et al., 1988; 
Rosser & Keverne, 1985). Microdialysis experiments in the OB as well as LC 
lesion experiments suggest that NA is required to form long-term social 
memories in the AOB (Brennan et al., 1995; Kaba & Keverne, 1988; Rosser & 





are unknown. We found NA produced a sexually dimorphic and distinct long-
term effects in the AOB and MOB. In the AOB, MCs in females undergo a 
general decrease in excitability, while MCs in males exhibit an increased 
excitability. Furthermore, in the AOB MCs of females, we show that the 
induction of this plasticity requires the excitation of MCs in the presence of 
NA. This result is in agreement with proposed models of plasticity associated 
with the learning of male odors in females, including the Bruce effect 
(Brennan & Keverne, 2014), in which MCs activated by the stud’s 
pheromones selectively undergo plasticity and are less responsive to future 
exposure to the stud's odors. While prior models posit that the suppression of 
MC activity encoding the stud pheromones is mediated by an increase in 
GABAergic inhibition (Brennan & Keverne, 2014), our results suggest that 
additional mechanisms, such as a decrease in intrinsic excitability in MCs 
from the female maybe also involved. In the MOB, MCs in both females and 
males exhibit an increase in excitability after exposure to NA. Interestingly, 
recent studies revealed changes in intrinsic excitability as well as circuit 
physiology after mating in both the AOB and MOB (Cansler et al., 2017; Gao 
et al., 2017; Vinograd et al., 2017). In females, AOB MCs exhibit decreases in 
intrinsic excitability after mating (Gao et al., 2017). Likewise, MOB MCs 
exhibit stronger calcium responses to natural odors post-parturition, 
suggesting an increase in excitability (Vinograd et al., 2017). Together, our 





to drive mating-induced plasticity in AOB MCs from females, as well as 
excitability changes in MOB MCs post-parturition. It would be important in 
future experiments to examine the specific adrenergic receptors and 
subcellular mechanisms responsible for these effects. 
 Sex-differences in responses to neuromodulators, or neuromodulator 
receptor expression have been described in various subcortical areas, 
including limbic and hypothalamic centers (Rhodes & Rubin, 1999; Riters & 
Ball, 2002), and further sexual divergence has been described when these 
monoaminergic systems interact with hormonal or peptidergic systems in the 
brain (Bangasser et al., 2019; Stone et al., 1989). While sex differences 
regarding noradrenergic neuromodulation in sensory circuits have been 
characterized in avian birdsong models (Ball, 1994; Castelino & Schmidt, 
2010; Riters & Ball, 2002), to the best of our knowledge, our findings are the 
first to report sexual dimorphism in noradrenergic in an early sensory circuit in 
mammals. In the OB, we posit that the sexual divergence in network 
physiology and plasticity mediated by NA depends on behavioral context. An 
increase in NA concentrations is thought to occur during aggressive fight-or-
flight encounters, but also in mating and during parturition (Brennan et al., 
1995; Brennan & Keverne, 1997; Haller et al., 1997; Marino et al., 2005; R. J. 
Nelson & Trainor, 2007; Rosser & Keverne, 1985). The changes in MC 
excitability promoted by NA in females could be involved in the learning of 





mechanism leads to a suppression of MC activity and potential downstream 
processes such as pregnancy block (Brennan & Keverne, 1997; Kaba et al., 
1989; Lloyd-Thomas & Keverne, 1982). On the contrary, an increase in AOB 
MC excitability in the context of male aggression could help trigger faster fight 
or flight responses to conspecific males (R. J. Nelson & Trainor, 2007). 
Further experiments antagonizing adrenergic receptors in vivo in combination 
with electrophysiology are necessary to confirm these mechanisms. In the 
MOB, it is possible that the long-term increase in excitability sensitizes the 
MCs to future presentations of those same odors. In a social context, 
sensitization of a volatile social odor can allow a mouse to alter how its 
behavior before getting closer to another mouse. In summary, our results 
indicate that even at an early stage of olfactory processing, a single 
neuromodulator can produce a complex set of short- and long-term 











Chapter 6:  Concluding remarks and future directions 
 
In the present studies, we described the presence of Ih in GCs, which 
acts as a novel mechanism of intrinsic excitability that can contribute to the 
participation of GCs in circuit oscillations, Furthermore, we demonstrated that 
NA acting on α2-ARs modulates Ih, and that this regulation can affect the 
inhibitory output from GCs, indicating a novel mechanism by which NA can 
modulate  dendrodendritic inhibition (Chapters 2, 3).  Surprisingly, despite a 
similar regulation of GC function by NA in both AOB and MOB, we describe 
overall divergent effects of NA on the function of MCs in these regions, which 
can be partially explained by the region-specific effects of NA on the MCs as 
well as the recruitment of distinct inhibitory types, in addition to GCs (Chapter 
4). Finally, in Chapter 5, we began to explore how NA produces long-term 
changes in the MOB and AOB circuits. Preliminary data indicates that NA 
produces differential changes in long-term excitability in these regions, with 
sex-specific changes in excitability in the AOB and a sex-independent 
increase in excitability in the MOB. Together these studies raise exciting new 
questions regarding how NA may affect cell- and circuit-level function in these 
parallel pathways of chemosensory processing, and work that remains to be 
accomplished will be described here.   
 Despite the fundamental role of inhibition by GCs as a 





very little is known on the intrinsic regulation of GCs that contributes to this 
function. Here, we described for the first time the presence of the HCN 
current (Ih) in GCs, and its contribution towards subthreshold resonance. 
Throughout the brain, HCN channels contribute to network oscillatory 
dynamics and neuronal excitability, exemplified by the bursting behavior in 
thalamocortical neurons (McCormick & Pape, 1990), as well as the filtering of 
synaptic inputs in the context of dendritic integration and computation, in 
pyramidal neurons of the hippocampus and cortex (Beaulieu-Laroche et al., 
2018; Harnett et al., 2015; Magee, 1999). In the MOB, odor discrimination 
relies on coordinated neuronal activity of output neurons, and network 
oscillations (Kay, 2014). In this context, GCs have been shown to contribute 
to gamma frequency (30 – 100 Hz) field oscillations (Lagier et al., 2004), 
while PGCs contribute to theta range (2 – 12 Hz) oscillations (Fukunaga et 
al., 2014). As Ih and electrical resonance contributes to spike generation and 
spike timing (Das & Narayanan, 2017; Gastrein et al., 2011), the contribution 
of intrinsic theta resonance towards PGC output and its effects on theta 
frequency network oscillations is relatively clear. However, because MOB 
GCs are deemed necessary for gamma frequency network oscillations, 
whether a relationship exists between GCs’ intrinsic theta resonance due to Ih 
and their contribution to gamma oscillations is not known. In the 
hippocampus, which also utilizes theta and gamma network oscillations in 





et al., 2009; Narayanan & Johnston, 2007). Electrophysiology and biophysical 
modeling have suggested that Ih-mediated theta resonance shifts the phase 
coupling between dendritic compartments and the soma with respect to 
synaptic inputs (Narayanan & Johnston, 2008; Sinha & Narayanan, 2015; 
Vaidya & Johnston, 2013). Furthermore, Ih may work in tandem with the 
geometry and capacitance of the hippocampal pyramidal neuron to produce a 
preference for both theta and gamma-frequency input stimuli for spike 
generation (Vaidya & Johnston, 2013). Future electrophysiological and 
dendritic calcium imaging experiments in MC or stimulation of PCx excitatory 
feedback are necessary to examine how subthreshold resonance in GCs 
contributes to dendritic integration and whether there is any frequency 
preference in input stimuli for spike generation or eliciting dendritic spikes. 
GCs are axon-less and their output is at the level of their distal 
dendrites (Jahr & Nicoll, 1980; Price & Powell, 1970). Therefore, the control of 
dendritic excitability is crucial for GCs in circuit function. Because dendritic 
patch-clamping is feasible in pyramidal neurons, a number of studies have 
characterized the distribution of ionic conductances along their dendrites. 
These studies have shown that the density of Ih increases with distance from 
the soma (Harnett et al., 2015; Kole, 2006; Magee, 1998; Narayanan & 
Johnston, 2007). Although, due to their small size, we were unable to directly 
record the Ih current from GC dendrites, our studies suggested that Ih can 





along the somatodendritic axis of GCs is still unresolved. Finer patch clamp 
methods for dual-patching the soma and distal dendrite of a single GC with 2-
photon guidance may allow for electrophysiological measurements of Ih 
densities with greater spatial resolution (Jayant et al., 2017).  
The neuromodulation of Ih has been implicated as a mechanism that 
can support working memory in cortex (Paspalas et al., 2013; M. Wang et al., 
2007).  Specifically, the activation of dendritic α2-ARs can increase dendritic 
excitability in pyramidal neurons by reducing Ih, within the time frame required 
for working memory (Barth et al., 2008; Labarrera et al., 2018; M. Wang et al., 
2007). Our results are consistent with the possibility that α2-ARs suppress Ih 
in GCs via reduction of cAMP, and that this affects dendritic excitability and 
the degree of inhibition at dendrodendritic synapses. Specifically, α2-ARs 
suppression Ih produces a negligible change in reciprocal inhibition but 
enhances lateral inhibition. A main difference between these types of 
inhibition is the reliance on different mechanisms for calcium signaling; 
reciprocal inhibition is dependent on the activation of NMDA receptors, and 





inhibition is dependent on the activation of low-threshold T-type calcium 
channels. How the activation of α2-ARs, and suppression of Ih, affects odor 
coding in vivo has not been explored, but we propose that activation of α2-
ARs by NA can serve as a mechanism to sharpen of MC odor tuning by 
shifting the relative weights of reciprocal versus lateral inhibition. In this  
model, enhancing lateral inhibition but not reciprocal inhibition would allow 
strongly activated MCs to more effectively inhibit the activity of MCs 
 
Figure 1. α2-AR modulation of Ih on two distinct modes of dendrodendritic 
inhibition 
Theoretical diagrams of experimental findings. Reciprocal inhibition relies on 
NMDA activation, and a suppression of Ih by α2-ARs would hyperpolarize local 
compartments, but also increase the compartment resistance, leading to changes 
in ability to meet requirements for Mg++ block removal on NMDA-Rs. This 
mechanism may de-emphasize lone inputs onto GC distal dendrites. In a model 
of lateral inhibition, the hyperpolarization from the suppression of Ih would allow 
low-threshold T-type Ca++ channels to enter a more readily-activatable state, and 
an increase in dendritic resistance would enhance dendritic propagation of Ca++ 
signaling for enhanced lateral inhibition. This mechanism may enhance the GC 





innervated by weakly activated glomeruli, enhancing the signal to noise ratio 
of the system.  
 We hypothesize that in the presence of α2-mediated Ih suppression, 
the dendritic compartments would hyperpolarize, allowing for low threshold 
calcium channels to enter a more readily activatable state, as well as increase 
the local membrane resistance. In addition, this hyperpolarization would 
oppose the effect of depolarization by single inputs onto GC dendritic arbors 
or spines, which would prevent the unblocking of Mg++ in NMDA receptors. It 
is also possible that the increase in membrane resistance together with the 
recruitment of low-threshold calcium channels, can enhance spike probability 
or the probability of NMDA receptor activation by the coincident activation of 
multiple inputs. These in turn can affect long-term synaptic plasticity. A 
previous study has shown that MC-GC synapses can engage in NMDA-
dependent spike-time dependent plasticity (Gao & Strowbridge, 2009). Thus, 
α2-adrenergic modulation of Ih may affect the timing windows for spike-time 
dependent plasticity (Froemke et al., 2010). In this model, α2-AR modulation 
of Ih in GCs may serve to widen the spike-time plasticity timing window and 
increase the likelihood for synapse potentiation. Furthermore, our studies 
showed that the α2-adrenergic modulation of Ih is present in adult-born 
neurons during their critical period, thus, it is possible that this mechanism 
could participate in activity-dependent integration and survival of adult born 





affected abGC survival (Moreno et al., 2012), however, these studies failed to 
dissociate the contribution of other adrenergic receptors on abGC functional 
integration and survival. Therefore, a more direct way to test whether α2-ARs 
affect abGC integration and survival, would be to selectively delete the α2-AR 
gene in abGCs migrating along the rostral migratory stream, and 
subsequently assess cell physiology and survival.  
 Generally, the LC exhibits three modes of firing. During sleep, the 
activity of the LC is reduced, but after the transition to wakefulness and low 
arousal states, LC neurons engage in tonic firing (1 - 6 Hz) (Atzori et al., 
2016; Foote et al., 1980); in response to salient stimuli, or novel objects and 
contexts, LC neurons can engage in phasic burst firing (10 - 15 Hz) (Aston-
Jones & Bloom, 1981; Clayton et al., 2004); and during states of heightened 
arousal, stress, or anxiety, LC neurons can consistently fire over 10 Hz 
(McCall et al., 2015; Weiss et al., 1994). Furthermore, microdialysis 
experiments have shown that stimulation of the LC by 10 Hz stimulus train 
can increase local NA concentrations by over 170% in prefrontal cortex 
(Florin-Lechner et al., 1996). Amongst adrenergic receptor subtypes, α2-ARs 
exhibit the highest binding affinity to NA, followed by α1-ARs, with β-ARs 
exhibiting the lowest sensitivity (Molinoff, 1984; Rang, 2012), suggesting that 
different modes of LC activity may selectively activate different receptor 





spiking activity (Florin-Lechner et al., 1996), recruitment of α2- and α1- ARs 
and the state of OB circuit activity could depend on LC activity.  
It is possible that in a state of low arousal, in which the animal is awake 
but not actively engaged in a task, the predominant action of NA on the OB 
circuit is mediated by α2-ARs. As mentioned above, activation of this receptor 
could favor the enhancement of lateral inhibition over reciprocal inhibition. We 
propose that this inhibition may allow for higher fidelity in the relaying of 
salient signals by the MCs to the cortex, enabling the animal to better notice 
the presence of potentially relevant stimuli. This mode would place a higher 
emphasis on simple detection over discrimination of odors. Upon odor 
detection, the activity of the LC and attention-related circuits increases, 
driving active odor investigation and discrimination. When the animal is 
attentively engaged in active odor sampling, the phasic LC bursting leads to 
an increase in the NA concentration in the OB, which now can activate both 
α2- and α1-ARs, thereby dramatically enhancing overall inhibitory tone onto 
MCs via the α1-ARs. In this context, active odor investigation should also 
dramatically increase the excitation onto MCs, with sniff rates increasing from 
baseline levels of 2 to 4 Hz up to 12 Hz (Díaz-Quesada et al., 2018; Manabe 
& Mori, 2013). Therefore, we surmise that during active odor investigation or 
when the animal engages in an olfactory-related task (e.g. odor discrimination 
in an go-no/go paradigm), the enhancement of inhibitory tone via α1-ARs 





balancing overall excitation and inhibition in the circuit. In support of this 
possibility in vivo studies have shown that GCs exhibit higher baseline firing 
rates during awake states compared to anesthetized states (Cazakoff et al., 
2014), and the stimulation of the LC suppresses the response of  MCs to 
odors (Shea et al., 2008). These experiments were accomplished in head-
fixed animals, therefore, future studies should be conducted in the freely-
behaving animals, to examine MC and GC activity in the context of 
locomotion, which is directly associated with LC activity and general 
increased adrenergic tone (Joshi et al., 2016; Polack et al., 2013). In fact, 
several recent studies highlight the role of motor function in sensory 
processing (Iwata et al., 2017; Polack et al., 2013; Ranade et al., 2013; 
Schneider et al., 2014). In the olfactory system, the activity of the OB can be 
modulated by whisker and nose movements in the absence of odor stimuli 
(Musall et al., 2019).  
Given the varying nature of LC activity and the fast time scales in 
which state-dependent changes in global brain activity occur, it is crucial to 
determine with fine temporal resolution the fluctuations in NA concentrations 
in the OB during tasks. As head-mounted fluorescence imaging techniques in 
freely behaving animals and new fluorescent noradrenaline sensors are 
developed and refined (Feng et al., 2019), we will be able to examine this  
during various behavioral states and specific behaviors such as odor 





behaviors (e.g. mating and aggression). These experiments can lead to a 
better understanding of the neural activity in the OB in relation to general 
noradrenergic modulation and behavioral context.  
While we have shown that GCs express both α2- and α1- ARs, it is still 
unclear whether other inhibitory interneurons express α2- ARs (Table 1). α2-
AR activation has been shown to suppress Ih in a subtype of PGC that also 
are dopaminergic (Pignatelli et al., 2013), but whether it acts similarly in other 
interneurons expressing Ih, such as the FS and glomerular GAD2+ PGCs of 
the MOB or interneurons of the AOB is unknown (Table 1). Interestingly, in all 
the inhibitory interneurons of the MOB we have examined, the excitation 
elicited by NA occurs by activation of α1-ARs, while an excitatory effect by 
activation of β-ARs occurs only in MOB MCs. This is similar to cortex where 
multiple classes of inhibitory interneurons have been shown to exhibit an 
 AOB MOB 
 MC GC extGC PGC MC GC FS PGC 
α2 ? ? ? ? ? + ? ? 
α1 - + + - + + - + 
β - - - - + - - - 
 
Table 1. Summary of known adrenergic receptor expression across cell 
types between AOB and MOB 
Selective pharmacology with agonists and antagonists of adrenergic 
receptors on the presence (+) or absence (-) of adrenergic receptor 
subtypes across interneuron populations and principal neurons between the 
MOB and AOB in which an electrophysiological effect has been observed in 





intrinsic α1- but not β-AR excitation (Kawaguchi & Shindou, 1998). The α1-
adrenergic modulation of inhibitory interneurons in cortical and subcortical 
areas has been proposed to act as a gain control mechanism in sensory brain 
areas (Polack et al., 2013; Rodenkirch et al., 2019), therefore, it is possible 
that the general role of LC activity and α1-adrenergic modulation of broad 
inhibitory interneuron populations in the OB, serves a similar purpose.  
In addition to general physiological arousal, noradrenergic modulation 
is involved in social behaviors and is recruited in the OB in kin recognition and 
long-term plasticity in social odor learning (Brennan & Keverne, 1997). In our 
studies examining long-term changes in excitability produced by NA, MOB 
MCs exhibited an increase in excitability with higher stimulus-elicited spiking. 
This could serve as a potential mechanism underlying the observed increase 
in odor responses in MCs in females post-parturition, using calcium imaging 
in vivo (Vinograd et al., 2017). Furthermore, in new born rats, β-ARs are 
necessary for odor preference learning and long-term plasticity (Sullivan et 
al., 1989, 1992; Sullivan & Wilson, 1991). Therefore, it is possible that in adult 
mice, β-ARs also mediate the long-term increase in excitability in MOB MCs. 
Future experiments will test this possibility by using selective blockade of β-
ARs in vivo, and also assess the intracellular signaling pathways that mediate 
this effect. In hippocampal CA1, β-ARs can facilitate LTP through a cAMP-
dependent mechanism that involves the downstream activation of protein 





(Marzo et al., 2009; Winder et al., 1999). Furthermore, increasing cAMP by 
activation of adenylyl cyclase or activation of β-ARs can enhance voltage-
gated sodium currents, effectively lowering spike thresholds (Matsuda et al., 
1992; Ono et al., 1993). Activation of β-AR has been shown to enhance the 
persistent sodium currents in external tufted cells (F.-W. Zhou et al., 2016), 
we will also test whether this conductance is also involved in the observed 
increase in long-term intrinsic excitability in MCs.  
Interestingly, in the AOB, the long-term changes in excitability 
produced by NA were sexually dimorphic; MCs of females showed a 
reduction in excitability while males showed an increase in excitability. 
Because we did not observe a direct effect of NA on the AOB MCs, we 
hypothesize the source of this difference may reside in the α1-AR excitation of 
inhibitory interneurons, including GCs and extGCs. Adrenergic excitation of 
GCs in the AOB dramatically increases inhibition onto MCs (Araneda & 
Firestein, 2006), and microdialysis studies have shown that during mating, 
both NA and GABA is highly increased in the AOB (Brennan et al., 1995). 
Expression of metabotropic GABAB receptors was observed in the MC layer 
of AOB (Panzanelli et al., 2004), it is possible that a surge of GABAergic input 
onto AOB MCs activates GABAB receptors. Activation of these receptors has 
been shown to affect synaptic plasticity in cortical circuits (Ainsworth et al., 
2016), which could be mediated by any of the changes in conductances and 





However, the function of GABAB receptors on AOB MCs has not been 
characterized. In the AOB MCs of females, the observed decrease in the 
input resistance, which could be attributed to the enhancement of a leak 
potassium conductance, and calcium suppression could decrease spike 
probability across a long stimulus train. Whether GABAB receptor activation is 
necessary is still puzzling because the plasticity was not observed in males, 
as MCs of both females and males receive an increase in inhibition with NA in 
our slice experiments. It should be noted that it is not known if a sex 
difference in the expression GABAB in the AOB exists.  
Regarding the AOB MCs from males, experiments involving GPCRs in 
other regions of the central nervous system may provide an insight. When 
cerebellar Golgi cells or neurons in the vestibular nuclei are hyperpolarized by 
activation of group 2 metabotropic glutamate receptors (mGluR2) or direct 
current injections, this hyperpolarization is followed by a prolonged 
enhancement of spike rates above control levels, and a decrease in the 
action potential after-hyperpolarization (Hull et al., 2013; A. B. Nelson et al., 
2003). In these examples, during the prolonged hyperpolarization, 
calmodulin-dependent protein kinase II (CaMKII) activity is dramatically 
reduced, and in turn provides a long-term reduction of BK-type calcium-
activated potassium currents (A. B. Nelson et al., 2005; van Welie & du Lac, 
2011). This hypothesis could be tested by examining action potential 





induced increase in excitability in the MCs of males. Nevertheless, this still 
would not explain the effect in females, in which the majority of MCs from 
females show a hyperpolarization and a decrease in stimulus-elicited spiking 
after NA, instead of increase in excitability. This suggests that sexual 
differences in other cellular properties of MCs in the AOB are still unknown. 
One method to find potential differences would be to use RNA sequencing of 
AOB MC populations between males and female to find what genes are 
actively expressed by the cells in adult animals. Furthermore, single-cell RNA 
sequencing of AOB cell populations after mating in females or agonistic 
encounters in males may also provide insights into the mechanisms 
underlying our plasticity experiments.   
Another avenue for future research is to examine how noradrenergic 
modulation is affected by the neuroendocrine system. The cyclical 
fluctuations of sex hormones in females can interact with circuit and synaptic 
plasticity mechanisms in the brain. For example, estrogens produce changes 
in spine density of hippocampal pyramidal neurons through a NMDA receptor-
dependent mechanism (Woolley et al., 1990), as well as nitric oxide signaling 
in the barrel cortex for experience-dependent potentiation with whisker 
stimulation (Dachtler et al., 2012). In the olfactory bulb, estrogen receptors 
are expressed in cells of both MOB and AOB across all layers with differential 
expression of estrogen receptor (ER) α and β isoforms. The ER-α and -β are 





Hoyk et al., 2014). Activation of ER-β in the MOB prolonged odor memory in 
an olfactory habituation paradigm, however no sex differences were observed 
(Samuel Dillon et al., 2013). In contrast, immediate early gene staining in 
AOB with estrogen or testosterone treatments showed sex differences in the 
number of cells activated in the MC layer when the animal was presented with 
male or female bedding (Halem et al., 2001). Whether there is an interaction 
between noradrenergic modulation in the MOB and AOB and sex hormone 
modulation is unknown. In other systems, altering levels of sex hormones in 
the brain can alter the expression levels of neuromodulatory receptors in a 
region-specific manner (Biegon et al., 1983). Castration of adult male rats 
leads to an increase in α2-AR mRNA expression in brain stem regions but a 
decrease in frontal cortex and these effects are reversed by testosterone 
injection (Dygalo et al., 2002). In ovariectomized female rats, estrogen 
treatment increases α1-AR mRNA expression in the hypothalamus pre-optic 
area, but decreases expression in cortex (Karkanias et al., 1996). Therefore, 
more studies are necessary to determine sex-specific expression levels of 
adrenergic receptors between in the AOB and MOB. In addition, one method 
to examine whether there is an interaction between noradrenergic modulation 
and sex hormones with regards to the long-term plasticity in the AOB 
between males and females is to repeat the slice electrophysiology 





hybridization for adrenergic receptor mRNAs could test whether removal of 
sex hormones affects adrenergic receptor expression.  
In conclusion, across the AOB and MOB, the combination of cell-
intrinsic properties with extrinsic noradrenergic modulation produce cell- and 
region-specific differences in function and plasticity. Remaining questions 
include: 1) How does Ih-mediated electrical resonance in GCs of the OB 
affect odor processing and network oscillations in both regions?  2) How does 
the α2-AR modulation of Ih in GCs affect synaptic plasticity and functional 
integration? 3) Under what behavioral contexts does the activation of α2- and 
α1-ARs occur? 4) What are the cellular mechanisms that mediate the long-
term plasticity in AOB and MOB MCs and what is the role of the sexual 
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