The last 70 years or so have seen the vigorous development of mathematical models in technology, epidemiology, economics and the natural sciences whose dynamics are intrinsically random in some sense; life is such. The study of the behaviour such models might demonstrate is that of stochastic processes. The converse task, to determine an appropriate model from reallife behaviour, is that of statistical inference.
MAURICE BARTLETT'S WORKS
By the nature of these memoirs, one is led to take an interest in the subject's life primarily because of his body of creative achievements. We shall begin, then, by examining Maurice Bartlett's works, strung on the slightest of biographical threads, before picking up that thread which is his life.
Maurice Bartlett was firmly in the British tradition of the natural sciences, in that he was stimulated both by a range of practical problems and by the development of matching mathematical theories. This led to a considerable intermingling of the two aspects in his papers, making their classification more difficult and perhaps diffusing the recognition of his total contribution. Typically, in addressing a given real-life problem, he would develop the stochastic and inferential aspects almost simultaneously. That is: the formulation of a stochastic model and the analysis of its behaviour; the development of a method for the statistical testing of the model against data.
Bartlett's publications are referred to simply by their ordinal number on his complete list (see the bibliography at the end of the text). So, (4) indicates the fourth publication on that list. He also wrote several letters to Nature, which he listed separately; the fifth such is denoted (L5).
Statistics
Bartlett's impressive postwar work in stochastic processes has tended to obscure the fact that he had already established his reputation in the period 1932-40 with a series of fundamental advances in the theory and practice of statistical methodology. This was during the period of his one graduate year at Cambridge, a year on the staff of University College London, and four years with ICI before his return to Cambridge.
He began by essentially finding his own way into multivariate analysis and the linear model, developing a test principle with reach far beyond the linear case which both revealed structure and yielded elegant and well-founded test statistics. His first papers (1, 2)* were joint with J. Wishart and sought for more insightful derivations of the Wishart distribution (of sample second-order moments from a normal system). Bartlett's hand is clear; using characteristic function methods he derived a product form of the distribution, soon dubbed the 'Bartlett decomposition'. The result was given its essential statistical interpretation in (4) , where it was seen as a consequence of the independence of the diminutions in the residual sums of squares as one progressively regresses one of the variables on an increasing set of the others. This foreshadows his later development of ȕ-ratio theory (21, 28, 47) and his deduction (28) (in rough parallel with Hotelling) of a theory of canonical variates and canonical correlations. His paper (6) develops the approach in the much compacter and more revealing matrix notation, one of the first realizations by statisticians that in matrix theory they had found their natural tool. The intrinsically statistical approach of the paper certainly superseded the geometrical reasoning (effective, but whose incautious extrapolation could lead to error) on which Fisher had based his theory of the analysis of variance.
The idea of fitting successively more general hypotheses led to the use of the ȕ-ratio, the ratio of maximized likelihoods, as a test statistic for the reality of an improved fit. This was also a statistic with a natural distributional theory, ǁ2logȕ having a ȡ 2 distribution in the null case, exactly so under linear Gaussian assumptions and asymptotically so (for large samples) in sufficiently regular other cases. S. S. Wilks already had results in this direction (Wilks 1932 (Wilks , 1935 , but Bartlett developed the idea into a powerful tool with a more refined asymptotic theory (21, 28, 47). In addition to supplying an elegant and practical test theory, the approach provided a powerful tool for the discernment of structure-one that could be applied almost mechanically in many cases. In this way Bartlett completed a theory of canonical variates (28), solved the problem of testing for interaction in 2 ǂ2 ǂ2 contingency tables (13) and developed a test for hypotheses concerning the transition probabilities and order of a Markov chain (60, 69).
Papers (45) and (47) are particularly notable. In the first, Bartlett derived the complete distribution of the canonical correlation coefficients in the non-null case, a triumph very much dependent on the appreciation of structure that he had developed. The second confirmed his perception of the ȕ-ratio as a tool which both revealed this structure and was applicable in more general contexts.
Although the most reasonable and least contentious of men, Bartlett would doggedly follow a line of analysis through to its conclusions, and could not help that these conclusions were occasionally painful to Sir Ronald Fisher FRS, a figure whom Bartlett otherwise admired. In (6) and (13) he found cause to correct Fisher, as already noted; likewise in (28) and (36). However, the real rift opened in 1938, when the Cambridge Philosophical Society published Bartlett's paper (16), which pointed out flaws in Fisher's discussion of the Behrens-Fisher problem. Fisher promptly resigned from the Society. The Behrens-Fisher problem typified the difficulties that can arise in the statistical analysis of multi-parameter problems, questions that Bartlett greatly clarified in a sequence of papers (15, 16, 21, 22, 33, 72, 77, 85, 152) .
After the war, Bartlett's interests turned to stochastic processes, but he retained, as ever, the twin objectives of clarifying both the stochastic and the inferential aspects of his models. Division of his papers between this section and the next is therefore something of a compromise.
Time series analysis had traditionally been performed by geophysicists, meteorologists and economists rather than by statisticians. However, the topic is supremely a statistical one, and Bartlett saw it as necessary that statisticians should be jolted from their 'static' conception of models. His paper (41) developed general formulae for the second moments of sample autocorrelations, and then went on to consider the estimation problem for the autoregression and its continuous-time equivalents; see also (58) . Surprisingly, Bartlett seems not have realized that his own ȕ-ratio theory, applied to autoregressions of increasing order, gives the natural estimation and test theory, yielding asymptotic (for large samples) evaluations of the joint distribution of autocovariances as a by-product.
The duality between the correlogram and the periodogram-that is, between study of the data in the time domain and in the frequency domain-was still something of a puzzle at this time, a point that Bartlett addressed in (143). He certainly took the frequency approach (spectral analysis) as a serious practical tool, and developed his own methods of taming the wild behaviour of the periodogram. One was to adapt the Kolmogorov-Smirnov tests of a sample distribution function (against a specific prescription) to the integral of the periodogram (81). A more fruitful line was his early suggestion of a smoothing technique for the periodogram which had a particularly appealing rationale (L5, 57, 84). When he later developed an interest in point and line processes, regarded as special cases of a stationary process in space (80), he used spectral techniques for the fitting of models (104, 108, 115) . This work borders on his broader discussions of spatial processes, touched upon in the next section.
A contact with Oscar Irwin, leading to a correspondence with Godfrey Thomson in 1935, sparked an interest in him which rekindled every so often: the estimation of 'mental factors' and the associated technique of 'factor analysis' (L1, 9, 25, 26, 49, 55, 64, 75). Even statisticians were hazy about the meaning of the model; it was a 'latent variable' model in which the relevant variables (factor values) could not be observed directly. This meant that fitting of the model took the form of a canonical representation of the data rather than an actual estimation. For this reason, the distributional theory of the ȕ-ratio now had a totally different nature. Bartlett saw his way through these difficulties to develop a test theory. Real-life interpretation of the 'factors' faces the familiar problems; Bartlett set out his view in (75).
Stochastic processes
Bartlett's interest in stochastic processes seems to have been kindled during the war, perhaps partly by the work in which he was engaged, but certainly also by personal contacts which awoke him to the foci of activity on mainland Europe. A Royal Statistical Society symposium on the subject in 1949 gave him the chance for a brief but powerful opener with his remarkable paper (53).
The paper took a Markov formulation for granted, and then discussed the analysis of some particular models to which we shall return. However, the real novelty came in one brief section in which he introduced a powerful and economical operator formalism for Markov processes. Palm (1943) had noted special cases of this formalism and the elegant route to solution that it provided, but Bartlett perceived a general pattern, as simple as it was fundamental. However, few could see its point, then or later-certainly not referees, who demanded rigour when insight was the issue. Forty years later the formalism emerged as the natural tool for one approach to the large-deviation theory of Markov processes (Whittle 1990 (Whittle , 1991 . Little wonder that Bartlett had trouble dressing up his few short lines of insight, when one considers the elaborate and lengthy mechanics of present-day treatments of the large-deviation principle.
One special process discussed in (53) was the 'multiplicative process'; essentially a stochastic model of population growth in which the transition intensities are linear in population size. The formalism described above provided effective generating function techniques for solution; Bartlett noted also the rather differing levers on the problem provided by the Kolmogorov forward and backward relations (68). These techniques all translated to the case of a continuous state variable, encountered when he came to consider populations with age structure and cosmic particle showers with a continuous range of energy levels. The problem was tackled in a paper (59) written jointly with D. G. Kendall (FRS 1964) , using the concept of a regenerative process and obtaining an elegant solution for the full characteristic functional.
Another topic initiated in (53) was that of stochastic models for epidemics. These are nonlinear (in the sense that the deterministic version is nonlinear) and demonstrate a range of threshold and periodic effects, as well as aspects which are intrinsically stochastic. Bartlett returned to these matters repeatedly, but also sought for general methods in a stochastic context. An interesting theoretical point emerges in his papers (87, 97) . He approximates the nonlinear stochastic dynamics by regarding transitions over a short time interval as equivalent to the superposition of conditionally independent Poisson streams. The approximation deduced in this way is exactly that delivered by a large-deviation treatment (see Whittle (1996) , p. 397). Bartlett's sober exercises could land arrows into the future.
A somewhat related line of thinking is followed in his papers on doubly stochastic processes (156, 157, 163) , in which he considers processes whose transition probabilities are linear in certain parameters, but then allows these parameters themselves to evolve in time stochastically. Such models are related to the 'random environment' models which have received much attention since; Bartlett considered epidemic and accident models in particular. The 'linearity in parameters' allowed Bartlett to carry over the operator formalism mentioned above to useful effect, and so to determine, for example, extinction probabilities for what were effectively population models in a random environment. For the 'environment' he examined the two extreme cases of a Markov process: purely discrete transitions ('Markov switching') and purely continuous transitions ('white noise') and realized that this second case was fraught with pitfalls which could be identified or bridged only by very clear thinking.
A topic that he followed up was that of recurrence and first passage for Markov processes (73). As Feller had demonstrated in what was virtually a parallel investigation, this analysis also provided an elegant route to a theory for the ergodic behaviour of Markov processes. Bartlett had come to the same realization, but also investigated cases of physical interest and developed the clarifications needed to give a proper concept of recurrence in continuous time.
A project which had long been brewing when Bartlett moved to Manchester in 1947 was his pioneer text on stochastic processes. In 1955 this at last appeared: An introduction to stochastic processes ((86), revised in 1966 and 1978). By integrating Bartlett's own work with the then scattered literature of the subject, the book gave the field of stochastic processes both definition and substance. Its flavour was applied, in that it considered, for example, population and epidemic models. It also considered topics equally important for application and theory, such as first passage, and the Markov operator formalism mentioned above. The book was long a guide for those entering the subject, and still stands as a useful reference and as one of the initiators of a new era.
Bartlett's interest in temporal processes soon reached into spatial processes. There was considerable uncertainty among probabilists in the mid-twentieth century about the specification of such processes, because of the apparent absence of a clear 'causal flow'. Bartlett's 'nearestneighbour systems' are now what would be called Markov fields. Bartlett wrote a sequence of papers (102, 109, 120, 125, 134) on the statistical analysis of such processes in ecological contexts, and the like, unified in his book (138). In common with others, he saw clarity of concept best restored by regarding a spatial process as an equilibrium regime of a spatio-temporal process. By applying this view to the Ising model and approximating the nonlinear temporal recursion, he managed (127, 130, 135) to deduce estimates of the critical temperature for twodimensional and three-dimensional models which agree well with known conclusions. An earthier project was a study (144b, 145, 166 ) of the effect of spatial correlation on the statistical analysis of field trials.
Special applications
Bartlett's instinct to formulate and test stochastic models for almost any real-life phenomenon he encountered led him into a variety of applications. We have already given examples of his interests in mental factors, physics, population models and field trials.
Bartlett's interest in physical applications was implicit in much of his work; the operator formalism of (53) is the approach of a physicist. It is explicit in earlier work (48) with J. Moyal, in his paper (99) on path integrals and in his review paper (102) . It is exemplified in his work on spatial processes, notably the sequence (127, 130, 135) .
After having considered in (53) what one might term 'linear' population processes, far from trivial in the stochastic case, Bartlett moved on to genuine ecological models, intrinsically nonlinear. In (90, 149) he demonstrated that there were effects in the Lotka-Volterra and similar models that could be revealed only by a stochastic approach, and in (148) gave a survey, with thumbnail mathematical formulations, of the embarrassingly large number of complexities that might be present in a realistic model. Among these are environmental and demographic variation, represented in (151) by a doubly stochastic model.
One class of clearly nonlinear models is of those representing epidemics. In (53, 87, 89, 94) Bartlett considered a stochastic version of the so-called recurrent case, in which a return of susceptibles to the 'community' allows reinfection. In a deterministic treatment the number of infected individuals shows a damped oscillation, with a 'period' depending on community size. In the stochastic case one rather has episodes of reinfection, with the distribution of lengths of episodes again depending on community size.
Under this heading one should mention also Bartlett's discussions of mental ability, already referred to in the paragraph on factor analysis, and his work in genetics, to be covered in the biographical section.
MAURICE BARTLETT'S LIFE

Birth and schooling
Maurice Stevenson Bartlett was born in Chiswick, London, on 18 June 1910, the third and youngest child of William Stevenson Bartlett (at this time a clerk) and his wife Eva (née White). The family, of humble circumstances, later moved to 100 Netherwood Road, near Shepherds Bush. This was in fact William Bartlett's parents' house; when Sam Wilks later saw it on a visit to England he was impressed by the Victorian character of the house and its interior. William Bartlett joined the forces in World War I; the resultant strain on the family's economy obliged Eva to take in a lodger. Maurice was thought by his family to be rather slow at elementary school. This must have been an early manifestation of the quiet depth of his thought processes, so evident later, because he succeeded in winning a scholarship to the renowned Latymer Upper School, where he completed his secondary education. Bartlett mentions (150) that his 'interest in probability began at school with the chapter in Hall and Knight's Algebra'-a seed which plainly fell upon good ground. He is recorded as having enjoyed tennis and cricket. By the time he reached the age of 16 years his parents evidently thought it was time he earned his living, for the headmaster of Latymer summoned them to his office to impress upon them the desirability that the young Bartlett should continue his education. The headmaster also secured a continuation of the grant.
Student years in Cambridge
In 1929 Bartlett was awarded a state scholarship to Queens' College, Cambridge, where he read mathematics. In his final undergraduate year, 1931-32, the courses he attended included Wishart's course on statistics, Eddington's on the combination of observations and Fowler's on statistical mechanics. In 1932 he achieved the rank of wrangler (with distinction) in Schedule B of the Tripos, and also published his first paper (1), jointly with John Wishart, on the distribution of second-order moments in a normal system. His scholarship was extended for a fourth year, during which he continued at Cambridge as Wishart's first mathematical postgraduate student. The two published a second paper (2) , and in 1933 Bartlett was awarded a Rayleigh Prize. During the year he attended several lecture courses out of interest; these included Arthur Eddington's course on relativity, Paul Dirac's on quantum mechanics, Colin Clark's on statistical sources and Udny Yule's on vital statistics. The interplay of statistical physics and probabilistic models in a broader context was to be a continuing source of stimulation to him. However, the lecturer who impressed Bartlett most was F. P. Ramsey, both by his lectures (cut short by his untimely death) and by his book (Ramsey 1931) , which touched upon the nature of probability.
While at Queens' Bartlett became friendly with Bill Cochrane, who had come to Cambridge a year after him. Udny Yule FRS stimulated his interest in time series, and encouraged him to enter the Royal Statistical Society's competition for young statisticians. His essay, 'Mortality and the trade cycle', did not win the competition but made him aware of some of the unsolved problems of time series analysis. Gani (2002) records other facets of his life during this time: he rowed for his college and won a competition for the design of the front cover of the college journal. Indeed, little-known abilities and interests are revealed; Gani tells us also that he later produced a good pencil portrait of Egon Pearson (FRS 1966) , and in retirement he collected nineteenth-century watercolours.
UCL and ICI
Bartlett had envisaged a future in the administrative grade of the Civil Service, but he had now experienced a taste of research and at least a distant whiff of practical investigation. So, when in 1933 Egon Pearson, at Wishart's recommendation, offered him an assistant lectureship in the new Statistics Department at University College London, he was quite ready to accept, and took up duties from that October.
Bartlett writes that he 'was not particularly worried by the prickly relationship between the Statistics Department and Galton Laboratory upstairs', which is just as well, because both were in full life. R. A. Fisher had just been appointed as the new Galton Professor, and J. B. S. Haldane FRS was a frequent visitor to the Galton Laboratory. Jerzy Neyman (ForMemRS 1979) had also joined Pearson in the Statistics Department, so that Bartlett was able to hear their lectures on the new Neyman-Pearson theory of testing statistical hypotheses. Bartlett greatly admired Fisher's work but had a troubled relationship with him, as related earlier. As Bartlett put it:
My general admiration for Fisher's work began to be tempered with the suspicion that he did not like to admit mistakes, although the intuitive and heuristic type of mathematics which he favoured (and with which I was much in sympathy) does tend to be more prone to error.
His relations with Haldane, on the other hand, were cordial and unruffled. They wrote two papers together on inbreeding (7, 8) , of which Bartlett was of course the junior author. Haldane nevertheless placed Bartlett's name first on the papers, demonstrating a generosity of spirit that Bartlett gratefully acknowledged. Bartlett later visited Haldane and his wife in India, after Haldane had joined the Indian Statistical Institute in Calcutta on his retirement.
However, Bartlett had now developed a distinct yearning for involvement in projects of clear practical importance. So, in 1934, after only a year at University College, he took up the post of statistician at the ICI Agricultural Research Station at Jealott's Hill. He characterized his four years at ICI as 'not only the happiest period of my life (professionally), but also the most creative'. This is indeed an experience shared by others fortunate enough to find themselves serving such a scientific apprenticeship, for example by Henry Daniels (FRS 1980) and D. R. (later Sir David) Cox (FRS 1973) (Woollen Research Institute) and by the author (New Zealand DSIR), to instance only some statistical Fellows of the Society. The experience of working in an untrammelled and friendly fashion with true scientists from a range of disciplines, who are tackling applied problems in a fundamental fashion, is not only remarkably comradely and stimulating in itself but leaves one with a store of challenging problems, to be tapped again and again over a lifetime. As Bartlett put it, you had scientists of different disciplines-chemists, biologists and so on. We'd meet together every week to discuss the problems that were involved, and there would be cooperation. At the same time, you were free to develop your own ideas.
Papers (10-35) on his publication list date roughly from his time at Jealott's Hill. These cover a variety of subjects, including the homogeneity of variances (tests for), the theory of inbreeding, the estimation of general intelligence, the statistical conception of mental factors, the effect of non-normality on the t-distribution, contingency table interactions, sufficiency, multiple regression, correlations among genetic components of ability, and several statistical analyses of specific investigations. There was more than that, however: it is clear that his subsequent career in research was to a high degree directed and enriched by these years.
Return to Cambridge; the war years
An unwelcome reorganization at ICI, which led to Bartlett's nominal promotion but his separation from research, led him to apply for a post at Cambridge. Thus it was that in 1938 he returned to the university as Lecturer in Mathematics. The university had traditionally allocated the subject of statistics to the Faculty of Agriculture, but the increasingly mathematical nature of the subject brought about the creation of the new lectureship with this emphasis in the Faculty of Mathematics, to which Bartlett was now appointed. The subject of statistics was still in early evolution at that stage; Bartlett's course, which combined ideas in general circulation with his own research, certainly advanced that evolution.
However, World War II soon broke over Europe, and Bartlett spent the years 1940-45 at the Projectile Development Establishment of the Ministry of Supply. This establishment was concerned with the development of rocket batteries against air and surface targets. Bartlett himself was concerned with the theoretical effectiveness of rocket weapons, and split his time between London and the testing station at Aberporth in Cardiganshire. His colleagues there included, at various times, D. G. Kendall and P. A. P. Moran (FRS 1975) .
The war actually opened another window. Shortly after the fall of France in 1940 Bartlett had met J. Moyal, who had managed to escape to Britain through Bordeaux. They began to correspond, and Moyal's extensive knowledge of the European work on stochastic processes opened Bartlett's eyes to a whole corpus of work of which he had been ignorant. In particular, he familiarized himself with the works of A. N. Kolmogorov (ForMemRS 1969), A. I. Khintchine and H. O. A. Wold. Bartlett remarked on these matters:
English statisticians tended for a long time to believe that a traditional empiricism exonerated them from overmuch study of abstract continental mathematics. Unfortunately, in the case of stochastic processes this resulted in a big vacuum in our education, and in particular my own tentative efforts with time series … and other temporal models … would have been greatly aided by knowledge of Kolmogorov's fundamental work … and also of Khintchine's 1934 paper. Biographical Memoirs
The war had revealed a lack of trained statisticians and, with the return of peace, efforts were made to mount courses answering this demand. Bartlett, back in Cambridge as quickly as he could contrive, played his role in this. Wishart now saw the opportunity to create the postgraduate Diploma in the subject that he had long wished. Bartlett recalls a degree of irritation when, as he was recovering from an appendectomy, Wishart burst in upon him to discuss draft regulations for the proposal.
Bartlett himself now had a particular concern: that advanced courses should be provided that gave coverage for statistical (in fact, probabilistic) thinking in physical contexts, and that there should be a specific course on the 'theory of stochastic processes'. He indeed gave such a course which, while found difficult in parts, was strongly appreciated. One major component of this covered stationary processes and time series analysis; another covered diffusion processes (with applications to sequential analysis, wartime security having been cleared!). In 1946 he developed the course during a stay at the University of North Carolina, Chapel Hill, producing a mimeographed set of notes (44) which essentially constituted a first sketch of his 1955 text (86) on stochastic processes.
Manchester
The postwar realization that teaching in mathematical statistics needed strengthening was a general one, and the University of Manchester created the first new chair in the subject since University College London founded Karl Pearson's chair. Bartlett's standing was such that he was the obvious candidate; he took up the position in 1947 and was to hold it until 1960.
In his new post he had colleagues such as Max Newman FRS and James (later Sir James) Lighthill (FRS 1953) in mathematics, Tom Kilburn (FRS 1965) in computing and Bernard (later Sir Bernard) Lovell (FRS 1955) in radio-astronomy. This flush of returning postwar talent at its most productive brought the University of Manchester almost to incandescence. With his own Statistical Laboratory, Bartlett was able to develop a range of courses, including a postgraduate diploma in statistics and even a course on operational research. These were based on the conviction he had formed during the war: that students should be offered courses in basic disciplines rather than something occupationally tailored. Postgraduate students from all over the world formed a happy group. In the words of one of these, Joe Gani:
We were presided over benignly by Maurice, whose shy thoughtfulness was a byword among us. We were learning a great deal from him: his wide range of interests and his multifarious research activities sustained us in all our endeavours. Every problem we raised inevitably called forth a ready and learned response from the wide range of his experience.
Bartlett found Manchester very congenial, despite living in Buxton, from which commuting was, in Max Newman's words, 'a day's work in itself'. He now produced a train of papers (48-97), largely on stochastic processes and associated inference questions (notably his text (86)), but interspersed by returns to statistical theory and particular applications.
It was through his interest in factor analysis that I first met Bartlett, when in 1953 he came to a conference on the subject at Wold's institute in Uppsala. Seventeen years his junior, I had already locked on to his work in stochastic processes and time series analysis with a kind of fascinated recognition, and it was with both intense curiosity and uncertainty that I awaited his arrival. I cannot improve upon the words in which I first described my initial impression, and shall not try: 'I recall plainly my first glimpse of him on a drizzly railway platform: an unex-pectedly bulky, ruddy and cheery figure, almost farmer-like, with a hat whose floppy brim was etched by the several chromatograms of successive seasons.'
London and Oxford
When Egon Pearson retired from his chair at University College London, Bartlett was invited to become his successor. Despite the fact that he had been very happy during his 13 years at Manchester, Bartlett found himself attracted by the 'lustre' of the post, and so took up the appointment in 1960. He held it for seven years, finding the department congenial and the commuting from Highgate much easier than it had been from Buxton. However, the federated nature of the University of London made for heavy committee demands. His publications from this period (98-118) include his work on the spectral analysis of point processes and his book of essays (103).
However, as had happened before, Bartlett yearned for something with a bit more bite, and 'when a new Chair of Biomathematics was created at Oxford, with the responsibility of developing biological mathematics and statistics, the post seemed enough of a challenge for me to apply. It was perhaps rash of me, for Oxford had not shown any great generosity to their statisticians in the past, or much rational organisation of statistics.
He succeeded in the appointment, and indeed found the Biomathematics Department regarded positively by the mathematicians but suspiciously by the biologists. However, Bartlett was determined that the biological relevance of the department should be clear, and set out a research programme of theoretical population biology and statistical biometry which was indeed successfully adopted. His own research during this period (roughly covered by (119-139)) was 'channelled almost more than I wanted' into the studies of spatial processes detailed above. Bartlett presumably felt that he was wandering too far from his stated programme, but the sequence of papers he produced on the topic is one of his most successful and coherent, producing incidentally a monograph (138).
He was invited by his old friend Pat Moran to spend the year 1973-74 in the Department of Statistics of the Institute of Advanced Studies of the Australian National University. Unfortunately, a prostate operation he underwent there was followed by complications whichlater required lengthy corrective surgery in Britain. The mishap caused Bartlett to retire from his Oxford post in 1975, two years early. This was from conscience rather than necessity; he felt that he was not able to give the university his best. He returned to Australia for two happier visits in 1977 and 1980.
Later years
Bartlett remained active after his retirement, with some 30 publications to his credit during this period. He continued the spatial interest quite strongly, but revisited almost all his old interests, notably with the statistical paper (152) . He was probably helped in this by his long habit, noted by Gani, of doing much of his work in his head, sitting in quiet concentration. As he observed in an interview (Olkin 1989) : 'I like to have problems grow on one. I don't really like to be in a particular hurry, necessarily, to solve them'. In 1957 he married Sheila, daughter of C. E. Chapman and sister-in-law of the film actress Margaret Lockwood; Sheila had herself at one time been on the London stage. The couple had a daughter Penelope (Penny) Robinson, who survives them. Sheila died in 1998, leaving a grieving but stoic Maurice in their home at Exmouth. There he spent his retirement, enjoying visits by friends, his collection of paintings and listening to music. His longevity seemed the consequence of a robust constitution and a calm disposition, but in fact he suffered from a cardiac condition that became ever more constraining. In the end, it seems to have been an excessive effort in rummaging through an accumulation of bric-à-brac for a diary that brought him to his bed, where he died peacefully on 8 January 2002.
MAURICE BARTLETT, AS HIS COLLEAGUES REMEMBER HIM
Bartlett was a clear British type: a man who senses his own quest-point in some terra incognita and who hacks a path to it on his own resources. As with most pioneers, those who subsequently prettified the path received over-much of the credit. Bartlett's arguments were sometimes found wanting in rigour by later authors, but insight and rigour are steps that must alternate, and surely the first is the critical one. Bartlett was no self-publicist; both his written and his spoken exposition verged on the terse. However, the power of his mind and the idealism of his motivation were immediately apparent, and a degree of persistence on the part of the reader or listener was well rewarded.
He was punctilious in his recognition of credit. Having once overlooked (through unawareness) Palm's use of generating functions and M'Kendrick's remarkable early analyses of epidemic behaviour, he missed no opportunity to acknowledge and correct the omissions.
The mathematics he used did not go beyond 'mathematical methods', but these he deployed with skill, consciousness of an ultimate aim, certainly an appreciation of 'rightness' and, above all, physical insight. He revolutionized his subject in his lifetime, and more than a generation of workers in that subject warmly recall his inspiring and kindly influence. I can testify abundantly to these qualities, but cannot improve upon the words of two who knew him well.
David Cox writes, in his introduction to the the published set of selected papers (Johnson et al. 1989 ):
The most casual reader of these selected papers cannot fail to be impressed by the enormous breadth of the contributions involved, but it is perhaps only by thinking back to those earlier days that the deep originality and importance of the work can be fully appreciated.
Joseph Gani writes, in his obituary notice for Bartlett (Gani 2002 ):
Under his quiet and reserved exterior there was a sensitive and kindly soul, whose good will could always be relied upon. He was scrupulously fair to colleagues and students; many of them recall with affection his gentleness and kindness to them. … Bartlett was profoundly dedicated to research and scholarship, achieving his life's work with exemplary modesty, integrity and humanity. He was an inspiration to younger colleagues and a revered role model to many. His death is a great loss, not only to his family, but to the entire scientific community; he leaves behind him an exceptional body of original work, and memories of kindness, thoughtfulness and decency which we shall all treasure. 
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