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THE SPINE OF A FOURIER-STIELTJES ALGEBRA
MONICA ILIE AND NICO SPRONK
Abstract. We define the spine A∗(G) of the Fourier-Stieltjes algebra
B(G) of a locally compact group G. This algebra encodes information
about much of the fine structure of B(G); particularly information about
certain homomorphisms and idempotents.
We show that A∗(G) is graded over a certain semi-lattice, that of non-
quotient locally precompact topologies on G. We compute the spine’s
spectrum G∗, which admits a semi-group structure. We discuss homo-
morphisms from A∗(G) to B(H) where H is another locally compact
group; and we show that A∗(G) contains the image of every completely
bounded homomorphism from the Fourier algebra A(H) of any amenable
group H . We also show that A∗(G) contains all of the idempotents in
B(G). Finally, we compute examples for vector groups, abelian lat-
tices, minimally almost periodic groups and the ax + b-group; and we
explore the complexity of A∗(G) for the discrete rational numbers and
free groups.
1. Introduction
1.1. History, Motivation and Plan. For any locally compact abelian
group G, Inoue [26] developed a subalgebra of the measure algebra M(G).
Let τG be the topology of G, and for any locally compact group topology τ
on G which is finer than τG, there is a natural isometric homomorphism from
the group algebra L1(G, τ) into M(G); let us denote the range Lτ (G). If, for
example, τd is the discrete topology, then we obtain the isomorphism which
identifies ℓ1(G) = L1(G, τd) with the closed span of the Dirac measures in
M(G). Then Inoue’s algebra is
(1.1) L∗(G) =
∑
τ
Lτ (G)
where τ ranges over all locally compact topologies finer than τG and the
overline denotes norm closure.
In [40, 7.6.5], Taylor identifies for one of his generalised “convolution mea-
sure algebras” M, the closed linear span of all maximal subalgebras which
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are isometrically isomorphic to a group algebra of some locally compact
abelian group G. He calls this the spine of M and denotes it M0. By [40,
8.2.2] (or by Cohen’s homomorphism theorem [11] and the characterisation
of the range of homomorphisms from abelian group algebras into abelian
measure algebras from [27]), we see that if M = M(G), then M0 = L
∗(G).
In the present article we develop the non-commutative dual analogue of
the spine of an abelian measure algebra. Thus we let G be a locally compact
group and B(G) denote the Fourier-Stieltjes algebra of Eymard [17]. (If G
is abelian, than B(G) ∼= M(Ĝ) via the Fourier-Stieltjes transform on the
dual group Ĝ.) In this context the Fourier algebra A(G) plays the role of
“L1(Ĝ)”. Thus the analogue of the spine, in this context, ought to be the
closed span of all of the “maximal Fourier subalgebras”.
To this end we consider group topologies τ on G which are coarser than
τG, since in the abelian setting the continuous homomorphism (G, τG) →
(G, τ) give rise to a dual map (Gˆ, τˆ ) → (Gˆ, τĜ) so τˆ ⊆ τĜ. We wish to
restrict ourselves to such topologies which will give us a Fourier algebra so
we choose topologies τ for which the completion of G with respect to τ , Gτ ,
is locally compact. We call these locally precompact topologies. Then there
is a continuous homomorphism with dense range, ητ : G→ Gτ , which gives
rise to an isometric homomorphism u 7→ u◦ητ from A(Gτ ) to B(G). We
denote the range of the homomorphism Aτ (G) and define the spine by
A∗(G) =
∑
τ∈T (G)
Aτ (G)
where T (G) is the family of all locally precompact topologies, coarser than
τG. The notion of maximality of a Fourier subalgebra is suggested to us by
[3, Theorem 2.1]; see the proof of Lemma 3.2. This motivates us to identify
non-quotient topologies in §2.3. The existence of such topologies is aided
by appealing to the almost periodic compactification of G. These topologies
admit a “supremum” operation, which allows us to see that A∗(G) is graded
over a semi-lattice.
We note that the topologies we consider are not necessarily Hausdorff on
G, in particular when the group fails to be maximally almost periodic. We
will deal specially with the Hausdorff topologies in the reduced spine, A∗0(G).
We show in §4.3 that A∗0(G) is unital, if and only if G is maximally almost
periodic, if and only if A∗0(G) = A
∗(G).
Motivated by the papers of Inoue [26, 27], in Section 4 we exploit the
semi-lattice structure on our locally precompact non-quotient topologies to
construct the spectrum G∗ of A∗(G). Using G∗ we can extend our generali-
sation [25] of Cohen’s homomorphism theorem [11] to study homomorphisms
from A∗(G) to B(H) for another locally compact group H. We are forced,
however, to consider the natural operator space structures on A∗(G) and
B(H), and as well restrict ourselves to amenable G. Thus we obtain a char-
acterisation of completely bounded homomorphisms from the spine A∗(G)
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for an amenable group G, to B(H) for a general locally compact group H.
Moreover, we show that A∗(H) is exactly the subspace of B(H) which con-
tains the images of all such homomorphisms. We also obtain the facts that
if H0 is an open subgroup of H, then A
∗(H)|H0 = A
∗(H0), and that A
∗(H)
contains all of the idempotents from B(H).
In Section 5 we show that for an abelian locally compact group G, that
our non-quotient locally precompact group topologies which are coarser than
τG, are in a natural duality with those locally compact group topologies on
Ĝ which are finer that τ
Ĝ
. This shows that A∗(G) ∼= L∗(Ĝ), and that our
results generalise those of Inoue.
In the last section we compute some examples. For some Lie groups we
compute examples explicitly. We even do explicit computations for some
abelian groups, including vector groups, which we have not found in the
existing literature. Here we use the fact that G∗ is a semi-topological semi-
group, which we dub the spine compactification of G, to obtain some in-
teresting semi-groups. We merely scratch the surface of the problem of
attempting to compute the spine for certain algebraic groups and for free
groups.
As this article was being written, some applications of the ideas discovered
have started new projects. First of them is that the present authors can
determine the structure of the subalgebra of B(G) which is generated by the
idempotents. Second of them is by V. Runde and the second named author:
we have characterised some amenability properties of A∗(G). Moreover,
in this investigation, some examples of non-compact groups G have been
discovered for which B(G) is both operator amenable and weakly amenable,
contrary to standing conjectures. Both shall appear in forthcoming articles.
1.2. Notation. IfG is any locally compact group let B(G) denote its Fourier-
Stieltjes algebra and A(G) denote its Fourier algebra, as defined in [17]. We
recall that B(G) consists of all matrix coefficients of continuous unitary rep-
resentations, i.e. functions of the form s 7→ 〈π(s)ξ|η〉 where π : G→ U(H) is
a homomorphism, continuous when the unitary group U(H) on the Hilbert
space H is endowed with the weak operator topology. We also recall that
A(G) is the space of all matrix coefficients of the left regular representa-
tion λG : G → U(L
2(G)), given by left translation operators on L2(G), the
Hilbert space of (equivalence classes of) square-integrable functions. The
Fourier-Stieltjes algebra is the predual of the enveloping von Neumann al-
gebra W∗(G) which is generated by the universal representation ̟G [14].
This norm makes B(G) into a Banach algebra. If π : G → U(H) is any
continuous unitary representation of G, we let VNπ be the von Neumann
algebra generated by π(G) and Aπ be the closed linear subspace generated
by matrix coefficients {〈π(·)ξ|η〉 : ξ, η ∈ H}. We have that the annihilator
A⊥π in W
∗(G) is closed ideal for which W∗(G)/A⊥π
∼= VNπ as von Neumann
algebras, whence we have isometric duality Aπ
∗ ∼= VNπ. In particular, A(G)
is the predual of the group von Neumann algebra VN(G) = VNλG . We note
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that A(G) is an ideal in B(G) and is semi-simple with character space bi-
continuously isomorphic to G.
We will make enough use of operator spaces that a few words are in
order. Our standard reference on this topic is [16], though we will indicate
other references below. Any C*-algebra A is an operator space in the sense
that for n = 1, 2, . . . the algebra of n×n matrices over A, Mn(A) admits a
unique norm which makes it into a C*-algebra. A linear map T : A → B
between C*-algebras is called completely bounded if it is bounded and its
amplifications T (n) : Mn(A) → Mn(B), given by T
(n)[aij ] = [Taij], give
a bounded family of norms
{∥∥T (n)∥∥ : n = 1, 2, . . . }. In this case we write
‖T‖ = sup
{∥∥T (n)∥∥ : n = 1, 2, . . . }.
If M and N are von Neumann algebras with preduals M∗ and N∗, we
say a map Φ :M∗ → N∗ is completely bounded, if its adjoint Φ
∗ : N →M is
such. However, it is often convenient to consider completely bounded maps
on the spaceM∗ by noting that it admits an operator space structure via the
identifications Mn(M∗) ∼= CB
σ(M,Mn), n = 1, 2, . . . , where CB
σ(M,Mn)
is the space of normal completely bounded maps from M to the finite di-
mensional von Neumann algebra of n×n complex matrices [5, 15]. We note
that these spaces M∗, with the above matricial structures, are completely
isometrically isomorphic to subspaces of C*-algebras [36], which are not
generally operator subalgebras. In particular, these structures are used to
create the operator projective tensor product M∗⊗̂N∗ [6, 15]. This tensor
product admits the very useful formula (M∗⊗̂N∗)
∗ ∼= M⊗N [15], where
M⊗N is the von Neumann tensor product.
2. The Lattice of Locally Precompact Group Topologies
2.1. Locally Precompact Topologies. Let G be a locally compact group.
We will denote by τG the topology on G. As is conventional in the literature,
we will suppose that τG is Hausdorff. If H is another locally compact group
with topology τH , and η : G→ H is a continuous homomorphism, then
(2.1) η−1(τH) = {η
−1(U) : U ∈ τH}
forms a group topology on G. We note that η−1(τH) is coarser than τG and
is Hausdorff exactly when η is injective. Letting P(G) denote the power set
of G we let
(2.2) T (G) =
τ ⊆ P(G) : there exist a locally compact group H anda continuous homomorphism η : G→ H
such that τ = η−1(τH)
 .
We call the elements of T (G) locally precompact topologies on G.
If τ ∈ T (G) and τ = η−1(τH), as in (2.1), we call the pair (η,H) a
representation of τ . If (ηj ,Hj), j = 1, 2, are each representations of τ , then
there is a topological isomorphism
ι12 : η1(G)→ η2(G) such that ι
1
2◦η1 = η2.
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Indeed, if Uτ is a neighbourhood basis for τ at the identity e in G, then we
see that
Nτ =
⋂
U∈Uτ
U
coincides with each ker ηj , so Nτ is a τ -closed normal subgroup of G. Let qτ :
G → G/Nτ be the quotient map. The first isomorphism theorem provides
us with isomorphisms ιj : G/Nτ → ηj(G), j = 1, 2, for which ιj◦qτ =
ηj and the topologies ι
−1
j (τHj ) each coincide with the quotient topology
qτ (τ) = {qτ (U) : U ∈ τ}. Thus we obtain an topological isomorphism
ι12 : η1(G)→ η2(G), which by uniform continuity (see [22, 5.40(a)], and [28,
6.26]), extends uniquely to a continuous isomorphism ι¯12 : η1(G) → η2(G).
Changing the order we obtain a continuous isomorphism ι¯21 : η2(G)→ η1(G)
which is the inverse of ι¯12, hence ι¯
1
2 is a topological isomorphism, which we
will denote ι12. Hence, if τ ∈ T (G) we may select a representation (ητ , Gτ ),
which is unique up to isomorphism, and satisfies
(i) ητ : G→ Gτ is a continuous homomorphism with dense range,
(ii) ker ητ = Nτ , and
(iii) τ = η−1τ (τGτ ).
We will call Gτ the completion of G with respect to τ , and Nτ the kernel of
τ . We will let qτ : G→ G/Nτ be the quotient map, and ιτ : G/Nτ → Gτ be
the continuous homomorphism provided by the first isomorphism theorem.
We note that ιτ is always injective, though it may not be surjective.
If τ1 ⊆ τ2 in T (G), then there is a unique homomorphism
ητ2τ1 : Gτ2 → Gτ1 such that η
τ2
τ1
◦ητ2 = ητ1 .
Indeed, we have that
Nτ1 =
⋂
U∈Uτ1
U ⊇
⋂
V ∈Uτ2
V = Nτ2
and hence the second isomorphism theorem provides us with a continuous
homomorphism qτ2τ1 : G/Nτ1 → G/Nτ2 such that q
τ2
τ1
◦qτ2 = qτ1 . This induces
a continuous homomorphism q˜τ2τ1 : ιτ1(G/Nτ1) → ιτ2(G/Nτ2) ⊆ Gτ2 , which
extends uniquely to a continuous homomorphism ητ2τ1 : Gτ2 → Gτ1 , as re-
quired. We note that if we have a third topology τ0 in T (G), τ0 ⊆ τ1, then
we obtain the relation
(2.3) ητ1τ0 ◦η
τ2
τ1 = η
τ2
τ0 .
In the case that τ2 = τG we recover the relation η
τ1
τ0
◦ητ1 = ητ0 .
It will be convenient for us to distinguish
(2.4) T0(G) = {τ ∈ T (G) : τ is Hausdorff}
which is exactly the set of those topologies τ in T (G) for which Nτ = {e}.
We note that we can develop T0(G) by an alternate method. If τ is
any Hausdorff topology on G which is coarser than τG we define the left
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uniformity on G with respect to τ by
LUτ = {W ⊆ G×G : W ⊇ m
−1
l (U) for some U ∈ Uτ}
where ml : G×G → G is given by ml(s, t) = s
−1t. We may similarly define
the right uniformity on G with respect to τ , RUτ . We say that τ is locally
precompact if there exists a completion of G with respect to LUτ , Gτ , which
is a locally compact group. By [35, 9.26 and 10.15], the existence of such
a completion with respect to LUτ is equivalent to having a locally compact
completion with respect toRUτ , and these two completions are topologically
isomorphic. Note that if τ is a locally compact topology, then G is already
complete with respect to LUτ , and we have G = Gτ .
2.2. The Lattice Operation. If τ1, τ2 ∈ T (G), we let τ1 ∨ τ2 denote the
coarsest topology which makes each map ητj : G→ Gτj , j = 1, 2 continuous.
It is clear that τ1∨τ2 has base τ1∪τ2, and is thus coarser than τG. Moreover,
τ1 ∨ τ2 is locally precompact for if δ : G → Gτ1×Gτ2 is the map given by
δ(s) = (ητ1(s), ητ2(s)), then
τ1 ∨ τ2 = δ
−1(τ1×τ2) = {δ
−1(W ) :W ∈ τ1×τ2}
where τ1×τ2 is the product topology on Gτ1×Gτ2 . Thus we have that
(2.5) ητ1∨τ2 : G→ Gτ1∨τ2 ⊂ Gτ1×Gτ2 : s 7→ (ητ1(s), ητ2(s)).
We note some very basic relations. Let τ1, τ2, τ3 ∈ T (G). Then
(2.6) τ1 ∨ τ2 = τ2 ∨ τ1 and τ1 ∨ τ2 = τ2 ⇔ τ1 ⊆ τ2.
Moreover, the lattice operation is associative: (τ1 ∨ τ2)∨ τ3 = τ1 ∨ (τ2 ∨ τ3).
Also, since Nτ1∨τ2 = Nτ1 ∩Nτ2 , it follows that
(2.7) if τ ∈ T (G) and τ0 ∈ T0(G), then τ ∨ τ0 ∈ T0(G) too.
In order to describe the lattice operation on infinite families, let us first
note that T (G) is a directed set via inclusion: any pair τ1, τ2 of elements is
dominated by τ1 ∨ τ2. Any directed subset S of T (G) thus gives rise to an
inverse mapping system:{
Gτ , η
τ2
τ1 : τ ∈ S, τ1 ⊆ τ2 in S
}
by the relations (2.3). Thus we obtain the projective limit
(2.8) GS = lim←−
τ∈S
Gτ =
{
(sτ ) ∈
∏
τ∈S
Gτ : η
τ2
τ1 (sτ2) = sτ1 if τ1 ⊆ τ2 in S
}
.
We denote the topology on this group by τS =
∨
τ∈S τ . It is well-known
that GS is a complete topological group (see [24, Section 25], for example).
However, it is not clear that GS is locally compact, in general. The following
special case seems known (there is such a comment on page 133 of [20], for
example). Since we could not find a proof in any of the standard references
[22], [24] or [31], we will supply a brief one.
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We say that a continuous map ϕ : X → Y , where X, Y are Hausdorff
spaces, is proper, if ϕ−1(K) is compact in X for every compact subset K of
Y .
Proposition 2.1. Let Q be a directed subset of T (G) which enjoys the
property that if τ1 ⊆ τ2 in Q, then η
τ2
τ1 : Gτ1 → Gτ2 is a proper map. Then
the projective limit GQ is locally compact.
Proof. A subbase for τQ is formed by the sets
 ∏
τ∈Q\{τ0}
Gτ × Uτ0
 ∩GQ : τ0 ∈ Q and Uτ0 ⊂ Gτ0 is arelatively compact open set
 .
Let us fix one of these neighbourhoods. If τ ∈ Q \ {τ0} then either τ ⊃ τ0
or there exists a τ ′ in Q such that τ ′ ⊃ τ0 and τ
′ ⊃ τ . Thus we may express
the closure( ∏
τ∈Q\{τ0}
Gτ × U τ0
)
∩GQ
=
∏
τ⊃τ0
(ηττ0)
−1(U τ0)× U τ0 ×
∏
τ 6⊇τ0
ητ
′
τ
(
(ητ
′
τ0)
−1(U τ0)
) ∩GQ.
The latter set is clearly compact. 
If {τj}j∈J ⊂ T (G), then we let F be the collection of finite subsets of J
and let for F in F , τF =
∨
j∈F τj which is in T (G). Then we may realise∨
j∈J τj =
∨
F∈F τF as a projective limit topology. Thus it follows Proposi-
tion 2.1 that
∨
j∈J τj is locally precompact if for each pair of indices j1, j2
we have that η
τj1∨τj2
τj1
: Gτj1∨τj2 → Gτj1 is a proper map.
See §4.2 for a notion of τ1 ∧ τ2.
2.3. Quotient Topologies. If τ, τ1 ∈ T (G) we sat that τ is a quotient of
τ1 if
(i) τ ⊂ τ1, and
(ii) ητ1τ : Gτ1 → Gτ is a proper map.
Recall that proper maps are defined just before Proposition 2.1. We note
that condition (ii) is equivalent to
(ii’) ker ητ1τ is compact and Gτ
∼= Gτ1/ ker η
τ1
τ , homeomorphically.
Indeed, proper maps are closed (see [25, Corollary 3.11]) so ητ1τ (Gτ1) = Gτ .
Also ker ητ1τ = (η
τ1
τ )
−1({e}) is compact. Finally, ητ1τ is open for if U is a
relatively compact open subset of Gτ1 , then V = η
τ1
τ (U) is relatively compact
in Gτ so there is a compact neighbourhood C of V . We find that C \ V is
closed, whence V is open. Indeed, if (si) is a net in C \ V converging to s0,
we let (ti) be a net from (η
τ1
τ )
−1(C) for which ητ1τ (ti) = si. Then if t0 is any
cluster point of (ti), we have that η
τ1
τ (t0) = s0 and t0 6∈ U , so s0 6∈ V , i.e.
s0 ∈ C \ V .
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Let
(2.9) Tnq(G) =
{
τ ∈ T (G) :
there is no τ1 ∈ T (G) such that
τ is a non-trivial quotient of τ1
}
.
We call the elements of Tnq(G) non-quotient topologies. We note that τG ∈
Tnq(G). In order the characterise non-quotient topologies amongst locally
precompact topologies we will make use of a special topology defined below.
A compactification of G is a pair (η, S) where S is a semi-topological
semigroup and η : G→ S is a continuous homomorphism with dense range.
See the book [4] for more on this. If τ ∈ T (G) and Gτ is compact, then
(ητ , Gτ ) is a group compactification of G, and we say that τ is precompact.
The almost periodic compactification of G, (ηap, G
ap) is maximal amongst all
group compactifications in the sense that every locally precompact topology
τ on G is a quotient of τap = η
−1
ap (τGap).
Theorem 2.2. Let τ ∈ T (G). Then the following all hold.
(i) The topology τnq = τ ∨ τap admits τ as a quotient topology.
(ii) If τ is a quotient of another topology τ1 in T (G), then τ1, in turn, is
a quotient of τnq. Hence τnq is the unique non-quotient which admits τ as
a quotient.
(iii) τ ∈ Tnq(G) ⇔ τ = τ ∨ τap ⇔ τ ⊇ τap.
Let us begin with a lemma.
Lemma 2.3. Let H be a locally compact group, K be a compact nor-
mal subgroup with quotient map qK : H → H/K, and (η,H1) be a group
compactification of H with K ∩ ker η = {eH}. Then the homomorphism
s 7→
(
qK(s), η(s)
)
from H to H/K ×H1 is injective and bicontinuous, thus
a homeomorphism onto its range.
Proof. If for s, s1 in H,
(
qK(s), η(s)
)
=
(
qK(s1), η(s1)
)
then s1 = sk for
some k in K and hence η(s1) = η(s)η(k), so k ∈ K ∩ ker η = {eH}. Thus
the map is injective. It is clearly continuous.
Let (si) be a net in H and s0 in H be such that limi
(
qK(si), η(si)
)
=(
qK(s0), η(s0)
)
. Then for any relatively compact neighbourhood U of s0 we
have that (si) is eventually in UK. We then have that (si) has a cluster
point s1 in each such UK. Since U is arbitrary, s1 must be in s0K, whence
s1 = s0k for some k in K. If (si′) is a subnet converging to s1 then we see
that
η(s0)η(k) = η(s1) = lim
i′
η(si′) = lim
i
η(si) = η(s0)
so k ∈ K ∩ ker η = {eH}. Thus s1 = s0 is the only cluster point of (si) and
we see that limi si = s0. Thus
(
qK(s), η(s)
)
7→ s is continuous. 
Proof of Theorem 2.2. Let τ ∈ T (G). First, let us see that τ is a quotient
of τ ∨ τap. Let ε = {∅, G} be the trivial topology, which is precompact as
it is induced by the trivial homomorphism ηε : G→ 1. Then τ = τ ∨ ε and
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τ ∨ ε is a quotient of τ ∨ τap since η
τ∨τap
τ∨ε is the restriction, to Gτ∨τap , of the
quotient map idGτ×η
τap
ε : Gτ×G
ap → Gτ×1.
Let τ1 be any topology of which τ is a quotient. Let (η
τ1
ap, G
ap
τ1 ) denote the
almost periodic compactification of Gτ1 , and τ1,ap the precompact topology
on G induced by ητ1ap◦ητ1 . Then by Lemma 2.3, above, s 7→
(
ητ1τ (s), η
τ1
ap(s)
)
:
Gτ1 → Gτ×G
ap
τ1 is a bicontinuous isomorphism, so τ1 = τ ∨ τ1,ap. However,
τ ∨ τ1,ap is clearly a quotient of τnq = τ ∨ τap. Thus (ii) holds. Moreover, if
τ2 is any topology of which τnq is a quotient, then τ is also a quotient of τ2,
and hence τ2 is a quotient of τnq, so τ2 = τnq. Thus τnq ∈ Tnq(G) and is the
unique such topology which has τ as a quotient; whence we obtain (i).
Part (iii) is now just a straightforward application of the lattice relations
(2.6). 
2.4. Semilattice Structure on Tnq(G). A semilattice consists of a set S
and an associative binary operation S×S → S : (σ1, σ2) 7→ σ1·σ2 for which
σ1·σ2 = σ2·σ1 and σ·σ = σ for every σ1, σ2, σ in S. Thus a semilattice is a
commutative idempotent semigroup.
We note that T (G) is a semilattice under the operation (τ1, τ2) 7→ τ1 ∨ τ2
by (2.6). We note that Tnq(G) is a sub-semilattice by Theorem 2.2 (iii),
since for τ1, τ2 in Tnq(G) we have that
(τ1 ∨ τ2) ∨ τap = (τ1 ∨ τap) ∨ (τ2 ∨ τap) = τ1 ∨ τ2.
The topology τG ∈ Tnq(G), so (2.6) tells us that
(2.10) τG ∨ τ = τG for any τ in Tnq(G).
Thus {τG} is an ideal in Tnq(G). Moreover, the almost periodic topology τap
is the unit for Tnq(G) by Theorem 2.2 (iii).
We note that T 0nq(G) is an ideal in Tnq(G) by (2.7). Thus G is a maximally
almost periodic group, i.e. ηap : G→ G
ap is injective so τap ∈ T0(G), exactly
when Tnq(G) = T
0
nq(G). This fact will be used in Corollary 3.6 and Theorem
4.7.
3. The Spine A∗(G)
3.1. Definition of the Spine. If τ ∈ T (G) we let
(3.1) Aτ (G) = A(Gτ )◦ητ ⊆ B(G).
Since ητ : G→ Gτ is a homomorphism with dense range, Aτ (G) is a closed
subalgebra of B(G) which is isometrically isomorphic to A(Gτ ) by [1, 2.10].
To be more precise, if λτ = λGτ ◦ητ : G→ U(L
2(Gτ )), where λGτ is the left
regular representation of Gτ , then
Aτ (G) = Aλτ
the space of coefficient functions for λτ . Thus u 7→ u◦ητ : A(Gτ )→ Aλτ is a
complete isometry, for its adjoint map VNλτ → VN(Gτ ) is a ∗-isomorphism.
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We let
(3.2) A∗(G) =
∑
τ∈T (G)
Aτ (G).
and call this subspace the spine of B(G). Moreover, we let
(3.3) A∗0(G) =
∑
τ∈T0(G)
Aτ (G).
and call it the reduced spine.
3.2. Multiplicative Properties. Let us first establish that A∗(G) is an
algebra. This is an extension of the fact that each Aτ (G) ∼= A(Gτ ) is itself
an algebra.
Proposition 3.1. If τ1, τ2 ∈ T (G) then Aτ1(G)Aτ2(G) ⊆ Aτ1∨τ2(G). In
fact
spanAτ1(G)Aτ2(G) = Aτ1∨τ2(G).
Proof. Let uj ∈ Aτj (G) for j = 1, 2. Since Aτj (G) = Aλτj there are
ξj, ηj in L
2(Gτj ) such that uj =
〈
λτj (·)ξj |ηj
〉
. Then
u1u2 = 〈λτ1 ⊗ λτ2(·)ξ1 ⊗ ξ2|η2 ⊗ η2〉 .
Since L2(Gτ1) ⊗
2 L2(Gτ2)
∼= L2(Gτ1×Gτ2), we have a unitary equivalence
λτ1 ⊗ λτ2
∼= λτ1∨τ2 . Thus Aτ1(G)Aτ2(G) ⊆ Aτ1∨τ2(G). By the operator
projective tensor product formula of [15] we obtain (completely) isometric
identifications
Aτ1(G)⊗̂Aτ2(G)
∼= A(Gτ1)⊗̂A(Gτ2)
∼= A(Gτ1×Gτ2).
The multiplication map Aτ1(G)⊗̂Aτ2(G)→ Aτ1∨τ2(G) is thus isomorphic to
the restriction map w 7→ w|Gτ1∨τ2 : A(Gτ1×Gτ2) → A(Gτ1∨τ2). However,
the restriction map is surjective by [39, Theorem 3], or [21]. 
Recall that B(G) has an involution on it given by pointwise complex
conjugation. Thus a ∗-subspace of B(G) is any subspace closed under this
involution.
Lemma 3.2. Let τ ∈ T (G). A subset A of Aτ (G) is a translation invariant,
closed ∗-subalgebra if, and only if, there exists a quotient topology τ0 of τ in
T (G) such that A = Aτ0(G). Moreover, if A is point separating on G, i.e.
τ ∈ T0(G), then τ0 ∈ T0(G).
Proof. If A is translation invariant, closed ∗-subalgebra of Aτ (G), then
there must be a corresponding translation invariant, closed ∗-subalgebra of
A(Gτ ). By [3, Theorem 2.1], every translation invariant, closed ∗-subalgebra
of A(Gτ ) is of the form A(Gτ :K), the subalgebra of functions which are
constant on cosets of a compact normal subgroup K. The composition of ητ
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with the quotient map Gτ → Gτ/K gives a topology τ0 which is a quotient
of τ . Moreover, we obtain the identifications
A = A(Gτ :K)◦ητ = A(Gτ/K)◦ητ0 = Aτ0(G).
If A is point separating, then we see that ητ (G)∩K = {e} so Nτ0 = {e}, so
τ0 ∈ T0(G).
On the other hand, it follows from the above equation that for any quo-
tient τ0 of τ , Aτ0(G) translation invariant, closed ∗-subalgebra of Aτ (G).

To expand the next result, let us introduce another class of subspaces of
B(G). If τ ∈ T (G) let
Bτ (G) = B(Gτ )◦ητ .
Just as with Aτ (G), we have that Bτ (G) ∼= B(Gτ ) completely isometrically.
Proposition 3.3. If τ1, τ2 ∈ T (G) the the following are equivalent:
(i) τ1 ⊆ τ2,
(ii) Aτ1(G)Aτ2(G) ⊆ Aτ2(G),
(iii) Aτ1∨τ2(G) = Aτ2(G),
(iv) Aτ1(G) ⊆ Bτ2(G), and
(v) Bτ1(G) ⊆ Bτ2(G).
Proof. (i)⇒(v) B(Gτ2) ⊇ B(Gτ1)◦η
τ2
τ1 . Hence
Bτ2(G) = B(Gτ2)◦ητ2 ⊇ B(Gτ1)◦(η
τ2
τ1
◦ητ2) = B(Gτ1)◦ητ1 = Bτ1(G).
(v)⇒(iv) Trivial.
(iv)⇒(ii) Aτ2(G) is an ideal in Bτ2(G).
(ii)⇒(i) By Proposition 3.1 we obtain that Aτ1∨τ2(G) ⊆ Aτ2(G). Hence
we have that Aτ1∨τ2(G) is a ∗-subalgebra of A(Gτ2), which is translation
invariant modulo Nτ . Thus, by Lemma 3.2, τ1 ∨ τ2 is a quotient of τ2, so
τ1 ∨ τ2 ⊆ τ2. This implies that τ1 ∨ τ2 = τ2, so τ1 ⊆ τ2.
(i)⇒(iii) τ1 ∨ τ2 = τ2.
(iii)⇒(ii) This follows Proposition 3.1. 
3.3. Decomposition of A∗(G). We cannot expect in the definition (3.2)
that a direct sum decomposition obtains, as the next lemma shows. We will
see in Theorem 3.5, that we may obtain a direct sum if we omit non-trivial
quotient topologies.
Lemma 3.4. If τ1, τ2 ∈ T (G), then either Aτ1(G) ∩Aτ2(G) = {0}, or each
τj (j = 1, 2) is a quotient of a topology τnq and Aτj (G) ⊆ Aτnq (G).
Proof. Suppose A = Aτ1(G) ∩ Aτ2(G) 6= {0}. Then A is a translation
invariant, ∗-subalgebra of each Aτj (G), j = 1, 2. Thus it follows Lemma 3.2
that A = Aτ (G), where τ is a mutual quotient of τ1 and τ2. It thus follows
Theorem 2.2 (ii) that each of τ1 and τ2 is a quotient of τnq. It thus follows
Lemma 3.2, again, that Aτj (G) ⊆ Aτnq (G) for each j. 
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Recall the definition of Tnq(G) is given in (2.9). We also define
T 0nq(G) = Tnq(G) ∩ T0(G).
Theorem 3.5. The following direct sum decompositions obtain:
A∗(G) = ℓ1-
⊕
τ∈Tnq(G)
Aτ (G) and A
∗
0(G) = ℓ
1-
⊕
τ∈T 0nq(G)
Aτ (G).
Proof. First note that by Theorem 2.2, for every τ in T (G) there is a
τnq in Tnq(G) such that τ is a quotient of τnq. It is clear that τnq ∈ T0(G) if
τ ∈ T0(G). Hence, by Lemma 3.2, Aτ (G) ⊆ Aτnq (G). Thus
∑
τ∈Tnq(G)
Aτ (G) =
A∗(G) and
∑
τ∈T 0nq(G)
Aτ (G) = A
∗
0(G). These sums are direct sums, since
by Lemma 3.4, if τ1, τ2 ∈ Tnq(G), then Aτ1(G) ∩ Aτ2(G) = {0}. The direct
sums are ℓ1-direct sums by [1, 3.13]. 
We recall from §2.4 that Tnq(G) and T
0
nq(G) admit particular semigroup
structures.
Corollary 3.6. (i) A∗(G) is a unital Banach algebra which is graded over
the semilattice Tnq(G), i.e. for τ1, τ2 in Tnq(G), Aτ1(G)Aτ2(G) ⊆ Aτ1∨τ2(G).
(ii) A∗0(G) is graded over the semilattice T
0
nq(G) and is an ideal in A
∗(G).
When G is maximally almost periodic, A∗(G) = A∗0(G).
Proof. This follows from the theorem above, Lemma 3.2 Proposition 3.1,
and §2.4. 
It is shown in [12] that for a semi-simple Lie group with finite centre G,
that B(G) can itself be written as a graded Banach algebra over a finite
lattice, whose summands have computable spectra.
4. Characters and Homomorphisms
The general form of this section was inspired by the work of Inoue [26, 27].
All of the major results we obtain in the first 3 subsections below were
obtained for abelian groups in [26]. Since any abelian group G is maximally
almost periodic, A∗(G) = A∗0(G) in that case. Despite that our results are
more general than those of Inoue, our proofs are often simplified by our
context.
4.1. The Spectrum of A∗(G). We recall that Tnq(G), as defined in (2.9),
is a directed set via inclusion. We say that a subset S of Tnq(G) is hereditary
if for any τ0 in S, the set
(4.1) Sτ0 = {τ ∈ Tnq(G) : τ ⊆ τ0}
is contained in S. Notice that each set Sτ0 is hereditary and directed. We
define
HD(G) = {S ⊆ Tnq(G) : S is hereditary, directed and non-empty}.
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Now if S ∈ HD(G), we let GS = lim←−τ∈S
Gτ as in (2.8). We then let
G∗ =
⊔
S∈HD(G)
GS
where we use ⊔ to denote coproduct.
We have from Theorem 3.5 that if u ∈ A∗(G), then there exists for each
τ in Tnq(G) a unique uτ in Aτ (G) such that
(4.2) u =
∑
τ∈Tnq(G)
uτ and ‖u‖ =
∑
τ∈Tnq(G)
‖uτ‖ .
For each τ , (3.1) shows that there exists a unique uˆτ in A(Gτ ) such that
uˆτ ◦ητ = uτ . In fact, uτ 7→ uˆτ is the Gelfand transform of Aτ (G).
A character on an abelian complex algebra is a non-zero multiplicative
linear functional into the complex number field C.
Theorem 4.1. (i) If s ∈ G∗, say s = (sτ )τ∈S ∈ GS for some S in HD(G),
then the functional defined by
χs
 ∑
τ∈Tnq(G)
uτ
 =∑
τ∈S
uˆτ (sτ )
is a character on A∗(G).
(ii) If χ : A∗(G) → C is a character, then there exists an s in G∗ such
that χ = χs.
Thus the map s 7→ χs is a bijection from G
∗ into the Gelfand spectrum of
A∗(G).
Proof. Our proof will rely on the following formula: if τ1, τ2 ∈ Tnq(G),
uj ∈ Aτj (G) for j = 1, 2, and t ∈ Gτ1∨τ2 then
(4.3) û1u2(t) = uˆ1
(
ητ1∨τ2τ1 (t)
)
uˆ2
(
ητ1∨τ2τ2 (t)
)
.
To see this let (ti) be a net from G such that limi ητ1∨τ2(ti) = t. Then for
each j = 1, 2 we have that limi ητj (ti) = limi η
τ1∨τ2
τj
◦ητ1∨τ2(ti) = η
τ1∨τ2
τj (t).
Hence
û1u2(t) = lim
i
û1u2
(
ητ1∨τ2(ti)
)
= lim
i
u1u2(ti) = lim
i
u1(ti)u2(ti)
= lim
i
uˆ1
(
ητ1(ti)
)
uˆ2
(
ητ2(ti)
)
= uˆ1
(
ητ1∨τ2τ1 (t)
)
uˆ2
(
ητ1∨τ2τ2 (t)
)
.
We note that if τ1 ⊆ τ2, then (4.3) reduces to
(4.4) û1u2(t) = uˆ1
(
ητ2τ1 (t)
)
uˆ2(t).
(i) Since S is non-empty, χs|Aτ (G) 6= 0 for some τ in S, so χs 6= 0. Using
(4.2) it is straightforward to verify that χs is linear and continuous. It
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remains to verify that χs is multiplicative. If u, v ∈ A
∗(G), then by (4.2) we
obtain
uv =
 ∑
τ1∈Tnq(G)
uτ1
 ∑
τ2∈Tnq(G)
vτ2
 = ∑
τ1∈Tnq(G)
∑
τ2∈Tnq(G)
uτ1vτ2
where the double sum converges absolutely. Since by Corollary 3.6, uτ1vτ2 ∈
Aτ1∨τ2(G) we obtain that
χs(uv) =
∑
τ1∈Tnq(G)
∑
τ2∈Tnq(G)
ûτ1vτ2(sτ1∨τ2).
By definition of GS we see that η
τ1∨τ2
τj (sτ1∨τ2) = sτj for j = 1, 2. It then
follows from (4.3) that
χs(uv) =
∑
τ1∈Tnq(G)
∑
τ2∈Tnq(G)
uˆτ1(sτ1)vˆτ2(sτ2)
which is easily seen to be χs(u)χs(v).
Any pair of distinct points s and s′ in G∗ form distinct characters χs and
χs′ . Indeed, if sτ 6= s
′
τ , then χs|Aτ (G) 6= χs′ |Aτ (G).
(ii) If χ : A∗(G)→ C is a character then let
Sχ =
{
τ ∈ Tnq(G) : χ|Aτ (G) 6= 0
}
.
It follows from Corollary 3.6 that Sχ is hereditary and directed. Since for
each τ in Sχ, χ|Aτ (G) is a character, we may define sτ by the relation
uˆ(sτ ) = χ(u)
for each u in Aτ (G). If τ1 ⊆ τ2 in Sχ then we have for uj ∈ Aτj (G), j = 1, 2,
that
uˆ1(sτ1)uˆ2(sτ2) = χ(u1)χ(u2) = χ(u1u2) = û1u2(sτ2).
Applying (4.4), we then obtain
uˆ1(sτ1)uˆ2(sτ2) = uˆ1
(
ητ2τ1 (sτ2)
)
uˆ2(sτ2).
Since this holds for all choices uj ∈ Aτj (G), j = 1, 2, it follows that sτ1 =
ητ2τ1 (sτ2). Hence s = (sτ )τ∈Sχ ∈ GSχ , and χ = χs. 
Theorem 4.2. Let a topology on G∗ be given as follows: given any s0 in G
∗,
say s0 ∈ GS0 for some S0 in HD(G), a neighbourhood basis at s0 is formed
by{
U(Vτ0 ;Wτ1 , . . . ,Wτn) :
τ0 ∈ S0, Vτ0 is an open nbhd. of s0,τ0 in Gτ0 ;
τj /∈ S0, Gτj \Wτj is compact in Gτj , j = 1, . . . , n
}
where
U(Vτ0 ;Wτ1 , . . . ,Wτn) =
s ∈ G∗ : s ∈ GS for some S ⊇ S0 in HD(G),for which sτ0 ∈ Vτ0 , and
sτj ∈Wτj if τj ∈ S, for j = 1, . . . , n
 .
Then this is the topology G∗ inherits as the spectrum of A∗(G).
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Proof.We note that for a net (si) in G
∗ the following are equivalent:
(i) si → s0 in G
∗ with topology as described above,
(ii) si,τ →
{
s0,τ if τ ∈ S0,
∞ if τ 6∈ S0
and
(iii) χsi → χs0 weak* in A
∗(G)∗.
The equivalence of (i) and (ii) is clear. Now, let u ∈ A∗(G) and write
u =
∑
τ∈Tnq(G)
uτ as in (4.2). Then we see that
χsi(u) =
∑
τ∈S0
uˆτ (si,τ ) +
∑
τ∈Si\S0
uˆτ (si,τ )
 i→ ∑
τ∈S0
uˆτ (s0,τ ) = χs0(u)
where si ∈ GSi for each i. This shows that (iii) follows (ii). The same
calculation shows that (iii) implies (ii), if we select u = uτ for a single τ . 
Corollary 4.3. Let S ∈ HD(G). Then
(i) the injection GS →֒ G∗ is continuous when GS has the projective limit
topology τS =
∨
τ∈S τ , and
(ii) GS =
⊔
S0∈HD(G),S0⊆S
GS0 .
In particular, the injection G → G∗ : s 7→
(
ητ (s)
)
τ∈Tnq(G)
, which is the
realisation of G as evaluation functionals, has dense range.
Proof. (i) Clear, by definition. (ii) Any of the open neighbourhoods of a
point s0 in S0 ⊆ S described in the above theorem clearly intersect GS .
Conversely, if s0 ∈ GS0 where S0 6⊂ S, and τ0 ∈ S0 \ S, then for any
neighbourhood Vτ0 of sτ0 in Gτ0
U(Vτ0) =
{
s ∈ G∗ : s ∈ GS′ for some S
′ ⊃ S0 and sτ0 ∈ Vτ0
}
is a neighbourhood of s0 which misses GS . 
Let us observe that G∗ is a semi-topological semigroup. Let
λ∗ =
⊕
τ∈Tnq(G)
λτ : G→ B
(
ℓ2-
⊕
τ∈Tnq(G)
L2(Gτ )
)
.
Then Aλ∗ = A
∗(G), so by [1, 2.2], the von Neumann algebra VNλ∗ = λ∗(G)
′′
is the dual of A∗(G). It follows from Corollary 4.3 that we obtain a bicontin-
uous semigroup isomorphism λ∗(G)
w∗ ∼= G∗ which continuously extends the
map λ∗(s) 7→
(
ητ (s)
)
τ∈T 0nq(G)
. The unit ball of B(H), where H is a Hilbert
space, is a semi-topological semigroup in the w∗ topology. Hence the w∗-
closure of any sub(semi)group is a semi-topological semigroup. Let us thus
call G∗ the spine compactification of G. We note that the multiplication on
G∗ is given by
(4.5) (sτ )τ∈S1(tτ )τ∈S2 = (sτ tτ )τ∈S1∩S2
where S1,S2 ∈ HD(G). Hence we have that GS1GS2 = GS1∩S2 .
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4.2. HD(G) is Dual to Tnq(G). The set HD(G) is a semilattice under
the operation (S1,S2) 7→ S1 ∩ S2. We note that these intersections are
always non-empty, for it follows from Theorem 2.2 that τap ∈ S for every
S ∈ HD(G).
The semilattice HD(G) is dual to the semilattice Tnq(G). Indeed, if ω :
Tnq(G)→ C is a non-zero semicharacter – i.e. ω(τ1∨τ2) = ω(τ1)ω(τ2) – then,
since Tnq(G) is an idempotent semigroup, we must have that ω = 1Sω , the
indicator function of a nonempty subset Sω of Tnq(G). It is straightforward
to check that Sω is hereditary and that if τ1, τ2 ∈ Sω, then τ1 ∨ τ2 ∈ Sω too.
Hence Sω ∈ HD(G). Moreover, the dual pairing 〈·, ·〉 : Tnq(G)×HD(G) →
{0, 1} given by
〈τ,S〉 = 1S(τ) =
{
1 if τ ∈ S
0 if τ 6∈ S
satisfies
〈τ1 ∨ τ2,S〉 = 〈τ1,S〉 〈τ2,S〉 and 〈τ,S1 ∩ S2〉 = 〈τ,S1〉 〈τ,S2〉
for τ1, τ2, τ in Tnq(G) and S1,S2,S in HD(G).
On the other hand, if Ω : HD(G) → C is a non-zero semicharacter then
Ω = 1S for some S ⊆ HD(G). The set SΩ =
⋂
S∈SS is non-empty and thus
itself in HD(G). Thus we have
Ω(S) =
{
1 if S ⊇ SΩ
0 if S 6⊇ SΩ
.
We may express this as “Ω(S) = 〈τSΩ ,S〉”, where τSΩ =
∨
τ∈SΩ
τ . Thus, the
lattice completion of Tnq(G), T nq(G) = {τS : S ∈ HD(G)}, is the dual of
HD(G).
Since any semilattice is a commutative inverse semigroup, it is possible to
equip HD(G), qua the dual of Tnq(G), with a compact semigroup topology
– the topology of pointwise convergence as characters – such that Tnq(G)
represents the set of continuous characters on HD(G). In other words, Pon-
tryagin duality holds. See [2] for details. In analogy with Proposition 4.6,
below, we can see that HD(G) is semilattice isomorphic to the idempotent
lattice E in G∗, which is a compact subsemigroup. It is easy to verify that
the compact semilattice HD(G) is homeomorphic to E. It is curious that
in many situations, as in Proposition 4.4 below, that all semicharacters on
HD(G) are automatically continuous.
We note that the semilattice structure on HD(G) gives rise to an infemum
construction on T nq(G):
τS1 ∧ τS2 = τS1∩S2 .
Thus if τ1, τ2 ∈ Tnq(G), then we then have
(4.6) τ1 ∧ τ2 = τSτ1∩Sτ2
where Sτj (j = 1, 2) are the principal hereditary directed sets from (4.1).
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Proposition 4.4. The following are equivalent:
(i) every S in HD(G) is principal, and
(ii) Tnq(G) is a complete semilattice.
In this case Tnq(G) is a lattice, i.e. if τ1, τ2 ∈ Tnq(G), then τ1 ∧ τ2 ∈ Tnq(G)
too. Moreover, the semilattice (Tnq(G),∧) is lattice isomorphic to HD(G).
It is shown in §6.3 that condition (ii) does not always hold.
Proof. (i) ⇒ (ii) If F is any family from Tnq(G), let 〈F〉 =
⋃
{Sτ1∨···∨τn :
τ1, . . . , τn ∈ F , n = 1, 2, . . . } where each Sτ1∨···∨τn is the principal set from
(4.1). Then 〈F〉 ∈ HD(G) and hence there is τ0 such that 〈F〉 = Sτ0 . Thus∨
τ∈F
τ =
∨
τ∈〈F〉
τ = τSτ0 = τ0 ∈ Tnq(G).
The converse, (ii) ⇒ (i), is trivial.
We obtain the infemum operation on Tnq(G) by virtue of (4.6). The lattice
isomorphism (Tnq(G),∧) ∼= (HD(G),∩) follows as well. 
Thus if Tnq(G) is a complete lattice we have
(4.7) G∗ =
⊔
τ∈Tnq(G)
Gτ .
In this case, if s ∈ G∗, so s ∈ Gτ0 for some τ0 in Tnq(G), the character χs it
implements on A∗(G), as in Theorem 4.1 (i), is
χs(u) =
∑
τ∈Sτ0
uˆτ
(
ητ0τ (s)
)
.
Moreover, the semigroup operation (4.5) admits the following formula: if
sj ∈ Gτj , τj ∈ Tnq(G), j = 1, 2, then
(4.8) s1s2 = η
τ1
τ1∧τ2(s1)η
τ2
τ1∧τ2(s2).
Thus we have Gτ1Gτ2 ⊆ Gτ1∧τ2 . In effect, G
∗ is graded over the semilattice
(Tnq(G),∧).
4.3. The Spectrum of A∗0(G). Let S be a directed subset of T
0
nq(G). We
say that S is hereditary in T 0nq(G) if S = S
′ ∩T 0nq(G) for some S
′ in HD(G).
We then let
HD0(G) = {S ∩ T
0
nq(G) : S ∈ HD(G)}
We note that if G in not maximally almost periodic, then ∅ = {τap} ∩
T 0nq(G) ∈ HD0(G). Just as in §4.2, above, we find that HD0(G) is the dual
semilattice to T 0nq(G). We now let
(4.9) G∗0 =
⊔
S∈HD0(G)
GS
where GS is as in (2.8) if S 6= ∅ and G∅ = {∞}.
The following is proved just as in Theorem 4.1.
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Theorem 4.5. There is a bijective correspondence between
(i) G∗0, and
(ii) the set of multiplicative linear functionals on A∗0(G),
as given in Theorem 4.1. If ∅ ∈ HD0(G), then ∞ corresponds to the zero
functional.
We gain a description of the compact topology on G∗0 inherits from being
the spectrum (or the spectrum’s one point compactification) which is similar
to Theorem 4.2. We also obtain a multiplication on G∗0 as we do for G
∗: if
sj = (sj,τ )τ∈Sj ∈ GSj , j = 1, 2, then
s1s2 = (s1,τs2,τ )τ∈S1∩S2
where we write s1s2 =∞ if S1 ∩ S2 = ∅. We thus call G
∗
0 the reduced spine
compactification of G.
Proposition 4.6. (i) Every idempotent in G∗0 is of the form eS =
(
ητ (e)
)
τ∈S
for some S ∈ HD0(G), where e∅ =∞.
(ii) The set of idempotents in G∗0, E0 forms a semilattice which is iso-
morphic to the semilattice HD0(G). Moreover, E0 is a closed subsemigroup
and thus a topological semilattice.
(iii) eSG
∗
0 = G
∗
0eS =
⊔
S0∈HD0(G),S0⊆S
GS0 = GS , the closure of GS in G
∗
0.
Proof. (i) If f is an idempotent in G∗, then f = (sτ )τ∈S for some S ∈
HD(G). But then s2τ = sτ for each τ , so sτ = ητ (e).
(ii) The fact that E0 is a semilattice, isomorphic to HD0(G), is clear.
To see that it is closed, let (ei) be a net in E0 converging to s in G
∗
0, so
s = (sτ )τ∈S for some S. Then we have from the G
∗
0-analogue of Theorem
4.2 that ei ∈ GS for large i and ei,τ → sτ for each τ ∈ S. It then follows
that s = eS , as in (i). That E0 is a semi-topological semigroup then follows
from [4, 1.4.11].
(iii) The first two equalities are obvious. The third is that same as Corol-
lary 4.3 (ii). 
These idempotents correspond in an obvious way to certain central pro-
jections in VNλ0
∗
= ℓ∞-
⊕
τ∈T 0nq(G)
VNλτ . It thus follows that G
∗
0 is a Clifford
semigroup presented in a standard from (see [9, Theorem 3] for an intrinsic
description mirroring (4.9), or [32, Proposition 2.1.4] for a representation
theorem of general inverse semigroups). The idempotents of G∗ can be ob-
tained similarly, and it too is a Clifford semigroup.
Recall from Corollary 3.6 that A∗0(G) is unital if G is maximally almost
periodic. This characterises maximal almost periodicity.
Theorem 4.7. If A∗0(G) is unital then G is maximally almost periodic.
Proof. If A∗0(G) is unital, then by Theorem 4.5 G
∗
0 is compact and does not
contain the zero functional. By Proposition 4.6 (ii) the family E0 of idem-
potents is a compact semilattice, and hence there is a minimal idempotent,
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em. Indeed, em is a cluster point of the net (e)e∈E0 , partially ordered by
e ≤ e′ if and only if ee′ = e′; this is the usual partial order, reversed. It
also follows from Proposition 4.6 (i) that em = eSm where Sm ∈ HD0(G).
But, by minimality, Sm is a singleton {τm}. Then by Proposition 4.6 (iii),
emG
∗
0 = Gτm is a compact group, whence G embeds in a compact group.
Since τm ∈ Tnq(G), τm = τap. 
4.4. Homomorphisms into B(H). The major result of this section is
a generalisation of the present authors’ theorem characterising completely
bounded homomorphisms from A(G) (when G is amenable) to B(H). This
result generalised the major result of [11]. The homomorphism theorem we
obtain for spines generalises that of [26].
A full account of piecewise affine maps between groups in given in [25],
or in [37] in the abelian case. We summarise some basic facts below.
Let H and G0 be groups. Let Ω(H) denote the coset ring of H, that is,
the smallest ring of subsets containing all cosets of subgroups of H. A map
α : Y ⊆ H → G0 is called piecewise affine if
(i) there are pairwise disjoint Yj in Ω(H), j = 1, . . . , n such that Y =⋃˙n
j=1Yj, and
(ii) each Yj is contained in a coset Lj on which there is an affine map
αj : Lj → G0 such that αj |Yj = α|Yj .
We recall that an affine map α : C ⊆ H → G0, where C is a coset, is a map
which satisfies
α(rs−1t) = α(r)α(s)−1α(t)
for any r, s, t in C. We recall too that cosets are characterised by the con-
dition: r, s, t in C implies rs−1t ∈ C.
The following is proved exactly as Lemma 1.3 (ii) in [25]. If H is a topo-
logical group we will denote by Ωo(H) the smallest ring of subsets containing
all open cosets.
Lemma 4.8. Let H be a locally compact group and G0 be a complete Haus-
dorff topological group. The any continuous piecewise affine map α : Y ⊆
H → G0 admits a continuous extension α¯ : Y ⊆ H → G0. Moreover, Y is
open and admits a decomposition as in (ii) above, Y =
⋃˙n
j=1Yj, where each
Yj ∈ Ωo(H).
Thus we may hereafter assume that all continuous piecewise affine maps
between such pairs of groups have open and closed domains. If α = α¯ is as
above, let us write
(4.10) c(α, Y ) = n
 n∑
j=1
∥∥1Yj∥∥

where ‖·‖ is the norm on B(H).
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We will now assume for the rest of the section that H is a locally compact
group. A map α : Y ⊆ H → G∗ is called piecewise affine if
(i) there is an S in HD(G) such that α(Y ) ⊆ GS , and
(ii) α : Y ⊆ H → GS is continuous and piecewise affine.
Recall that GS = lim←−τ∈S
Gτ is complete, so the lemma above applies.
Theorem 4.9. (i) If α : Y ⊆ H → G∗ is piecewise affine then Ψα :
A∗(G)→ B(H), given for each u in A∗(G) and h in H by
Ψαu(h) =
{
χα(h)u if h ∈ Y,
0 otherwise
is a completely bounded homomorphism.
(ii) If G is amenable, then any completely bounded homomorphism Ψ :
A∗(G) → B(H) is of the form Ψ = Ψα for some piecewise affine map
α : Y ⊆ H → G∗.
Proof. (i) Say α(H) ⊆ GS . For each τ in S we let η
S
τ : GS → Gτ be the
continuous injective homomorphism which is guaranteed by the projective
limit construction; hence if τ1 ⊆ τ2 in S, then η
τ2
τ1
◦ηSτ2 = η
S
τ1 . Then ατ =
ηSτ ◦α : Y → Gτ is continuous and piecewise affine. Moreover, we obtain that
if τ1 ⊆ τ2 in S, then
(4.11) ητ2τ1 ◦ατ2 = ατ1 .
Then for uτ in Aτ (G) and h in H we have
Ψαuτ (h) =
{
uˆτ
(
ατ (h)
)
if h ∈ Y and τ ∈ S,
0 otherwise
.
Hence by [25], Proposition 3.1, Ψα|Aτ (G) is a completely bounded homo-
morphism with
∥∥Ψα|Aτ (G)∥∥ ≤ c(α, Y ), where c(α, Y ) is defined in (4.10). It
then follows Theorem 3.5 that Ψα extends to a linear completely bounded
map on all of A∗(G). Finally, it follows from (4.11) and (4.3) that Ψα is a
homomorphism on A∗(G).
(ii) Let SΨ = {τ ∈ Tnq(G) : Ψ|Aτ (G) 6= 0}. It follows from Corollary 3.6
that SΨ is hereditary and directed. Hence if Ψ 6= 0, then SΨ ∈ HD(G).
We note that for any τ in T (G), Gτ is amenable by [38, Proposition 1.2.1].
Thus, by the main result of [25], if τ ∈ SΨ then Ψ|Aτ (G) takes the form
Ψuτ (h) =
{
uˆτ
(
ατ (h)
)
if h ∈ Yτ ,
0 otherwise
for each uτ in Aτ (G), h in H where ατ : Yτ ⊆ H → Gτ is a continuous
piecewise affine map. Since Ψ is a homomorphism, it follows (4.4) that the
system {ατ : Yτ → Gτ}τ∈SΨ satisfies
if τ1 ⊆ τ2 in SΨ then η
τ2
τ1
◦ατ2 = ατ1 .
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Moreover, the domains Yτj (j = 1, 2) must then be equal. Thus we can
unambiguously denote each Yτ by Y . Thus there is a map α : Y → GSΨ
given by
α(h) =
(
ατ (h)
)
τ∈SΨ
.
This map is also piecewise affine. Indeed, suppose τ1 ⊆ τ2 in SΨ, Y = Yτ1 =⋃˙n
j=1Yj, and there exist for each j = 1, . . . , n open cosets Lj ⊆ Yj and affine
maps ατ1,j : Lj → Gτ1 extending ατ1 |Yj . Then ατ2,j = η
τ2
τ1
◦ατ1,j will be an
affine extension of ατ2 |Yj . 
4.5. The Range of Homomorphisms. The goal of this section is to es-
tablish that for any locally compact group H, A∗(H) is that part of B(H)
which contains the ranges of each of a natural class of homomorphisms from
A(G), where G is another locally compact group. For abelian groups the
was proved in [27].
Much of the work from this section is done in the following technical
lemma.
Lemma 4.10. Let H0 be an open subgroup of a locally compact group H
and τ ∈ T (H0). Then there is a τ¯ in T (H) such that τ¯ ∩H0 = {U ∩H0 :
U ∈ τ¯} = τ , and (H0)τ is bicontinuously isomorphic to ητ¯ (H0), which is an
open subgroup of Hτ¯ . Moreover, τ¯ ∈ T0(H) if τ ∈ T0(H0).
Proof. Let
τ¯ =
{
U ⊆ H : s−1(U ∩ sH0) ∈ τ for every s in G
}
.
Then τ¯ ∩H0 = τ , and τ¯ is a locally precompact group topology on H, since
it has a neighbourhood basis of precompact neighbourhoods about e in H0.
It is clear that ητ¯ (H0) ∼= (H0)τ . It is trivial to note that τ¯ is Hausdorff if τ
is.
Now suppose that s0 ∈ ητ¯ (H0). Let (tj) be a net from H such that
limj ητ¯ (tj) = s0. Let (si) be a net from H0 such that limi ητ (si) = s0. Then
if we consider the product net (s−1i tj) we have that lim(i,j) ητ¯ (s
−1
i tj) = eτ ,
whence τ¯ - lim(i,j) s
−1
i tj = e. Thus we see that for large (i, j) we have s
−1
i tj ∈
H0, so for large j we obtain tj ∈ siH0 = H0. Hence the net (tj) is eventually
contained in H0, so
(
ητ¯ (tj)
)
is eventually contained in ητ¯ (H0). Since ητ¯ (H)
is dense in Hτ¯ , this is sufficient to see that ητ¯ (H0) is open. 
Immediately, we obtain a restriction theorem.
Theorem 4.11. If H0 is an open subgroup of a locally compact group H,
then A∗(H)|H0 = A
∗(H0) and A
∗
0(H)|H0 = A
∗
0(H0).
Proof. It is clear that if τ ∈ T (H) then τ∩H0 = {U∩H0 : U ∈ τ} ∈ T (H0).
Thus if follows for each τ ∈ T (H) that Aτ (H)|H0 ⊆ Aτ∩H0(H0). Hence it
follows from Theorem 3.5 that A∗(H)|H0 ⊆ A
∗(H0). Now if u ∈ A
∗(H0),
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from Theorem 3.5 we may find for each τ in Tnq(H0) a unique uτ in Aτ (H0)
such that
u =
∑
τ∈Tnq(H0)
uτ where ‖u‖ =
∑
τ∈Tnq(H0)
‖uτ‖ .
Each uτ corresponds to a function uˆτ in A((H0)τ ). By Lemma 4.10, above,
we can identify (H0)τ as an open subgroup of Hτ¯ . Let vˆτ in A(Hτ¯ ) be so
vˆτ = uˆτ on (H0)τ , and vˆτ = 0 off (H0)τ . Then let vτ be the corresponding
element of Aτ¯ (H); we have that ‖vτ‖ = ‖vˆτ‖ = ‖uτ‖. If v =
∑
τ∈Tnq(H0)
vτ ,
then v ∈ A∗(H) with ‖v‖ ≤ ‖u‖, and v|H0 = u.
We obtain the result for A∗0(H) since both of the operations τ 7→ τ ∩H0
on T (H), and τ 7→ τ¯ on T (H0) create Hausdorff topologies from Hausdorff
topologies. 
We note that we cannot expect that A∗(H)|H0 = A
∗(H0) when H0 is
closed, but not open in H. See (6.3).
Another immediate application of Lemma 4.10 is the following theorem.
Let us recall that a coset K of G is a set which satisfies the relation
(4.12) r, s, t ∈ C implies rs−1t ∈ C.
Moreover, K−1K andKK−1 are then subgroups for which sK−1K = KK−1s =
K for each s ∈ K. See [25], Proposition 1.1. Thus it follows that a non-
empty intersection of a family of cosets is itself a coset.
Theorem 4.12. Every idempotent in B(H) is an element of A∗(H).
We note that for abelian groups this result is [40, 8.1.4]. There the result
is proved independently of Cohen’s idempotent theorem [10], and in fact is
used to deduce it. We use the idempotent theorem of Host [23].
Proof. Let us first consider an idempotent of the form 1H0 where H0 is an
open subgroup of H. If we let τ0ap denote the topology on H0 induced by
its almost periodic compactification, then τ0 = τ0ap, from Lemma 4.10, is
such that 1H0 ∈ Aτ0(H). Note that for cosets we have 1tH0 = t∗1H0 and
1H0t = 1H0∗t (where t∗u(s) = u(t
−1s) and u∗t(s) = u(st−1) for t, s in H
and u a function), so 1tH0 , 1H0t ∈ Aτ0(H).
By [23] each idempotent is of the form 1Y , where Y ∈ Ωo(H), the ring
generated by open cosets ofH. For such Y , we can find open cosetsKij ⊂ Li,
for j = 1, . . . , ni for which Y =
⋃˙k
i=1
(
Li \
⋃li
j=1Kij
)
. Let H1, . . . ,Hn
be a collection of open subgroups for which each of the non-empty cosets
Li,Kij1 ∩ · · · ∩Kijp , for i = 1, . . . , k and 1 ≤ j1 < · · · < jp ≤ li, is a coset
of one of these groups. Letting τ1, . . . , τn be the topologies created as τ0 in
the above paragraph, we see that
1Y =
k∑
i=1
1Li + li∑
p=1
(−1)p
∑
1≤j1<···<jp≤li
1Kij1∩···∩Kijp
 ∈ n∑
m=1
Aτm(H)
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and hence 1Y ∈ A
∗(H). 
If G and H are both locally compact groups, then continuous piecewise
affine maps, α : Y ⊆ H → G where Y ∈ Ωo(H), were defined in §4.4. Given
such a map α, we define Φα : A(G)→ B(H) by
Φαu(s) =
{
u
(
α(s)
)
if s ∈ Y
0 otherwise.
By [25, Proposition 3.1], Φα is always a completely bounded homomorphism.
These form the nicest class of homomorphisms from A(G) to B(H), and were
first studied for abelian groups in [11].
Theorem 4.13. If G and H are locally compact groups, α : Y ⊆ H → G is a
continuous piecewise affine map and Φα : A(G)→ B(H) the homomorphism
implemented by α, then there is a finite sequence τ1, . . . , τn from Tnq(H) such
that Φα
(
A(G)
)
⊆
⊕n
i=1Aτi(H). Hence A
∗(H) contains the range of every
such homomorphism.
Proof. First suppose that Y is an open subgroup of H and α : Y → G
is a continuous homomorphism. Then the topology τ = α−1(τG) is a lo-
cally precompact group topology on Y , whence by Lemma 4.10 there is a
locally precompact group topology τ¯ on H which extends τ . It then follows
from Theorem 4.11 that Aτ¯ (H)|Y = Aτ (Y ). Hence Φα
(
A(G)
)
= Aτ (Y ) ⊆
Aτ¯ (H) ⊆ Aτ¯∨τap(H).
Now suppose that Y is an open coset of H and α : Y → G is a continuous
affine map. Then ifH0 = Y
−1Y is an open subgroup ofH with Y = s0H0 for
any s0 in Y . Moreover α˜(s) = α(s0)
−1α(s0s) is a continuous homomorphism
on H0. Then for u in A(G) we see that Φαu(s) = α(s0)∗Φα˜(s
−1
0 ∗u), where
t∗v(s) = v(t−1s) for a group element t and function v. Letting τ = α˜(τG)
on Y and τ¯ it extension to H, we have by translation invariance of Aτ¯ (H)
that Φα
(
A(G)
)
= Φα˜
(
A(G)
)
⊆ Aτ¯ (H) ⊆ Aτ¯∨τap(H).
Now we suppose that α : Y → G is a general continuous piecewise affine
map. Thus we can partition Y =
⋃˙m
i=1Yi where each Yi ∈ Ωo(H) and
there are open cosets Li ⊇ Yi and continuous affine maps αi : Li → G so
α|Yi = αi|Yi for i = 1, . . . ,m. Thus we have that
(4.13) Φα =
m∑
i=1
Φα|Yi .
As in the proof of Theorem 4.12 above, we can find open cosets Li and
subsets Ki1, . . . ,Kini of Li which are also open cosets such that Yi = Li \⋃ni
j=1Kij . But it then follows for each i = 1, . . . ,m that
(4.14) Φα|Yi
= Φαi +
ni∑
p=1
(−1)p
∑
1≤j1<···<jp≤ni
Φαi|Kij1∩···∩Kijp
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where we let Φαi|Kij1∩···∩Kijp
= 0 if Kij1 ∩ · · · ∩ Kijp = ∅. Since each αi,
αi|Kij1∩···∩Kijp is affine, we see that there are topologies τi, τi;j1 , . . . , τi;1,...,ni
in Tnq(H) such that
Φαi
(
A(G)
)
⊆ Aτi(H) and Φαi|Kij1∩···∩Kijp
(
A(G)
)
⊆ Aτi;j1,...,jp (H)
for 1 ≤ j1 < . . . jp ≤ ni and p = 1, . . . , ni. Hence combining (4.13) and
(4.14), we obtain
Φα
(
A(G)
)
⊂
m∑
i=1
Aτi(H) + ni∑
j=1
∑
1≤j1<···<jp≤ni
Aτi;j1,...,jp (H)
 .
Let τ1, . . . , τn be an enumeration of of this set of topologies and we are done.

Corollary 4.14. Let G and H be locally compact groups, such that G is
amenable.
(i) If Φ : A(G) → B(H) is a completely bounded homomorphism then
there is a finite sequence τ1, . . . , τn from Tnq(H) such that
Φ
(
A(G)
)
⊆
n⊕
i=1
Aτi(H).
(ii) If Φ : A∗(G) → B(H) is a completely bounded homomorphism then
Φ
(
A∗(G)
)
⊆ A∗(H).
Proof. (i) This follows from the theorem above and the main result of [25].
(ii) By Theorem 3.5 we have
A∗(G) = ℓ1-
⊕
τ∈Tnq(G)
Aτ (G) ∼= ℓ
1-
⊕
τ∈Tnq(G)
A(Gτ ).
Each Gτ is amenable by [38, Proposition 1.2.1], so Φ|Aτ (G) thus induces a
completely bounded homomorphism Φτ : A(Gτ )→ B(H). By (i) Φτ
(
A(Gτ )
)
⊆
A∗(H), so Φ
(
Aτ (G)
)
⊆ A∗(H). The result follows. 
Note that for an abelian H, it follows from [40, 8.2.4], and Theorem 5.1,
below, that every invertible element u in B(H) is of the form u = v1 . . . vne
w
where vi ∈ Aτi(H) ⊕ C1 for some τi in Tnq(H). It would be interesting to
determine if this is true in general. It seems likely that completing the
investigation begun in [41] might resolve this question.
5. Abelian Groups
In this section we will let G be a locally compact abelian group. We let
Ĝ denote the dual group and τĜ its topology. If τ ∈ T (G) then we let Ĝτ
denote the dual group of Gτ and τˆ the topology on Ĝτ .
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Non-quotient topologies on abelian groups admit a particularly appealing
description. We note that abelian groups are maximally almost periodic
since Ĝ separates points on G. Moreover, we have that
(5.1) Gap =
̂
(Ĝd)
where Ĝd is the topological group Ĝ made discrete.
Theorem 5.1. Let τ ∈ T (G). Then τ ∈ Tnq(G) if and only if Ĝτ = Ĝ and
τˆ ⊇ τĜ. Moreover, any locally compact group topology on Ĝ which is finer
than τĜ is of the form τˆ for some τ in Tnq(G).
Proof. First, we see that if τ ∈ T (G) then the homomorphism ητ : G→ Gτ
has dense range, so the dual map ηˆτ : Ĝτ → Ĝ, given by ηˆτ (σ) = σ◦ητ , is
injective.
Now suppose that τ ∈ Tnq(G) so τ = τ ∨ τap by Theorem 2.2 (iii). Thus
we get the diagram
(5.2) G
ητ∨τap
−−−−→ Gτ∨τap
ι
−−−−→ Gτ×G
ap
where ι is the injection. Then (5.1) and the Pontryagin duality theorem tell
us that Ĝap ∼= Ĝd. Hence (5.2) admits dual diagram
Ĝτ×Ĝd
(στ ,σ)7→στ×σ
−−−−−−−−→ ̂Gτ×Gap
r
−−−−→ Ĝτ∨τap
ηˆτ∨τap
−−−−→ Ĝ
where r is the restriction map, which is surjective by [22, 24.12], and στ×σ
is the Kroenecker product of the characters στ and σ. If σ ∈ Ĝ then for
any s in G we have that 1τ×σ
(
ητ∨τap(s)
)
= σ(s) which shows that ηˆτ∨τap is
surjective.
Thus we see that ηˆτ : Ĝ→ Ĝτ is continuous and bijective. It follows that
τˆ ⊇ τ
Ĝ
.
Now let us suppose that Ĝτ = Ĝ. Then there is a natural bicontinuous
bijection between the diagonal subgroup of Ĝτ×Ĝd and Ĝτ . However, the
diagonal subgroup of Ĝτ×Ĝd is exactly Ĝτ∨τap . Thus Ĝτ
∼= Ĝτ∨τap , bicontin-
uously. Using Pontryagin duality we see that Gτ ∼= Gτ∨τap , bicontinuously,
so τ = τ ∨ τap, whence τ ∈ Tnq(G) by Theorem 2.2 (iii).
Finally, if τ˜ is any locally compact group topology on Ĝ which is finer
than τ
Ĝ
, then the continuous bijection id
Ĝ
: (Ĝ, τ˜) → Ĝ has dual map
η : G→
̂
(Ĝ, τ˜ ), and induces a locally precompact topology τ on G for which
τ˜ = τˆ . It follows from above that τ ∈ Tnq(G). 
It is worth noting the dual to our lattice operation on Tnq(G).
Corollary 5.2. If τ1, τ2 ∈ Tnq(G) then τ̂1 ∨ τ2 = τˆ1 ∩ τˆ2 on Ĝ.
Proof. For j = 1, 2 the homomorphism ητ1∨τ2τj : Gτ1∨τ2 → Gτj has contin-
uous surjective dual map ηˆτ1∨τ2τj : (Ĝ, τˆj) → (Ĝ, τ̂1 ∨ τ2), so τ̂1 ∨ τ2 ⊆ τj.
Hence τ̂1 ∨ τ2 ⊆ τˆ1 ∩ τˆ2. However, τˆ1 ∩ τˆ2 is evidently a locally precompact
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topology on Ĝ whose dual topology ˆ̂τ1 ∩ τˆ2, which we may consider as a
topology on G, dominates each of τ1, τ2, and is dominated by τ1 ∨ τ2. Hence
ˆ̂τ1 ∩ τˆ2 = τ1 ∨ τ2 and by Pontryagin duality we must have τ̂1 ∨ τ2 = τˆ1 ∩ τˆ2.

6. Examples
We close this paper with some examples to indicate the scope of Tnq(G)
and hence A∗(G) and its spectrum G∗.
First note that if G is compact, then Tnq(G) = {τG}, since every coarser
group topology is clearly a quotient of τG.
We will compute several slightly less trivial examples below, where Tnq(G) =
{τap, τG}. As trivial as this seems, it still give rise to an interesting spine
compactification of G:
G∗ = Gap ⊔G
by (4.7). As in Theorem 4.2 the topology is given by letting G be an open
subgroup of G∗, and for any point in Gap, a basic open neighbourhood is
of the form U ⊔ W , where U is open in Gap and G \ W is compact in
G. The semigroup multiplication is given by allowing Gap and G to each be
subgroups while for s in Gap and t in G we let st = sηap(t) and ts = ηap(t)s.
Hence Gap is a closed ideal in G∗.
We explicitly compute Tnq(G) for vector groups and certain semi-direct
product Lie groups in §6.1.
In the last two subsections we give some hints at the scope and complexity
of Tnq(G) for algebraic groups and free groups.
Since it will prove useful below, let us note the following fact.
Lemma 6.1. If G is a locally compact group, K a compact normal subgroup
with quotient map qK : G → G/K, and τ ∈ Tnq(G), then τ¯ = {U ⊆ G/K :
q−1K (U) ∈ τ} ∈ Tnq(G/K).
Proof. First note that ητ (K) is a compact normal subgroup of Gτ . Thus
ητ induces a continuous homomorphism η¯τ : G/K → Gτ/ητ (K), and τ¯ =
η¯−1τ (τGτ/ητ (K)) and is thus locally precompact. Let (G
ap, ηap) denote the
almost periodic compactification of G. Then, by similar reasoning as above,
we have that ηap(K) is bicontinuously isomorphic to K and G
ap/ηap(K) ∼=
(G/K)ap. Thus if U ∈ τap(G/K) – the topology on G/K induced by its
almost periodic compactification – there is V in τap such that q
−1
K (U) = V K,
so q−1K (U) ∈ τap ⊆ τ . Hence τap(G/K) ⊆ τ¯ so τ¯ ∈ Tnq(G/K). 
6.1. Some Lie Groups. We begin with the most basic class of examples.
We will use additive notation when dealing with the integers Z, real numbers
R, and for any vector group.
Proposition 6.2. If G admits a compact normal subgroup K for which G/K
is bicontinuously isomorphic to either R or Z, then Tnq(G) = {τap, τG}.
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We note that if K is trivial, then Theorem 5.1 tells us that on R ∼= R̂,
or T ∼= Ẑ, the only locally compact group topology strictly finer than the
usual topology is the discrete topology. This fact seems well-known. See,
for example, [34, Section 2].
Proof. If τ ∈ Tnq(G), then by Lemma 6.1 we obtain a non-quotient topology
τ¯ on G/K. Then by [22, 9.1], the continuous homomorphism ητ¯ : G/K →
(G/K)τ¯ satisfies either that ητ¯ (G/K) is bicontinuously isomorphic to G/K,
or has compact closure. In the first case, τ = τG; in the second, τ = τap. 
We note that the discrete reals Rd will present a much more complicated
structure. We will see in the next section that the additive rationals Q,
which is an open subgroup, presents a non-trivial structure.
We generalise Proposition 6.2 to vector groups. The following is suggested
by [34, Lemma 2.6]. We recall that R̂n ∼= Rn for any non-negative integer n.
Theorem 6.3. If n ≥ 2, let Ln denote the subspace lattice of R
n. For each
L ∈ Ln we let τˆL be the topology on R
n formed by letting L be an open
subgroup and τˆL ∩ L be the usual topology. Then τˆL is locally compact on
Rn and finer than τRn . Moreover if we let τL be the locally precompact non-
quotient topology on Rn for which τ̂L = τˆL (in the notation of Section 5),
then
Tnq(R
n) = {τL : L ∈ Ln}
with semilattice structure
τL1 ∨ τL2 = τL1+L2 .
Hence Tnq(R
n) is isomorphic to the upper semilattice Ln.
Note that in the notation above τRn is the usual topology while τ{0} = τap.
The above result extends very easily to all groups G for which G/K ∼= Rn for
a compact normal subgroup K. Note that in Ln, every hereditary directed
subset in Tnq(G) is principal. Hence by Proposition 4.4 is a lattice with
(6.1) τL1 ∧ τL2 = τL1∩L2 .
Indeed, it is clear that τL1∩L2 ⊆ τLj for j = 1, 2. If L0 in Ln satisfies
τL0 ⊂ τLj for each j = 1, 2, then L0 ⊆ Lj for each j, so L0 ⊆ L1 ∩ L2.
Proof. It is plain to see that if L ∈ Ln, then τˆL forms a locally compact
group topology on Rn. Moreover, if L′ is a linear complement, then since
L is open, {0} = L ∩ L′ ∈ τˆL ∩ L
′; so τˆL ∩ L
′ is the discrete topology. It
follows from the direct sum decomposition Rn = L+L′ that (s, t) 7→ s+ t is
a bicontinuous isomorphism from L×L′d to (R
n, τ˜L). It is obvious that τˆL is
finer that τRn . It thus follows from Theorem 5.1 that there is τL in Tnq(R
n)
for which τˆL = τ̂L.
Let us now check the lattice operations. If L1, L2 ∈ Ln then it is clear
that τˆLj ⊇ τˆL1+L2 for j = 1, 2. On the other hand, if U ∈ τˆL1 ∩ τˆL2 and
s ∈ U then find a neighbourhood of the identity V with s+ 2V ⊆ U . Then
W = V ∩L1+V ∩L2 ∈ τˆL1+L2 , since L1+L2 is a linear quotient of L1×L2,
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and s+W ⊆ s+ 2V ⊆ U . Hence U ∈ τˆL1+L2 . Thus τˆL1 ∩ τˆL2 = τˆL1+L2 and
it follows from Corollary 5.2 that τL1 ∨ τL2 = τL1+L2 .
Now let τˆ be any locally compact group topology on Rn which is finer
than τRn . It remains to show that τˆ = τˆL for some L in Ln. Let U be a
symmetric open neighbourhood of 0 in (Rn, τˆ) with compact closure. Then
H =
⋃∞
n=−∞ nU is a compactly generated open subgroup of (R
n, τˆ ). It
follows [22, 9.8] that there are non-negative integers l and k and a compact
abelian group K such that H ∼= Rl×Zk×K as topological groups. Since id :
(Rn, τˆ)→ Rn is continuous, the injection H →֒ (Rn, τˆ ) induces a continuous
homomorphism ι : Rl×Zk×K → Rn. It follows that K is trivial and 0 ≤
l ≤ n. Let L = ι(Rl). Then L is an open subgroup of H, and hence an open
subgroup of (Rn, τˆ). Moreover, τˆ ∩ L = τRl . This implies that τˆ = τˆL. 
We can compute that for each L in Ln, where L
′ is a complementary
subspace, that RnτL
∼= L×(L′)ap. Hence by (4.7) we have
(Rn)∗ ∼=
⊔
L∈Ln
L×(L′)ap.
Moreover, we can use (4.8) to obtain the semigroup operation. If s =
(sL, sap) in L×(L
′)ap and t = (tM , tap) in M×(M
′)ap, we let p : Rn → L∩M
be the projection relative to the decomposition Rn : L∩M + (L′+M ′) and
p′ = id− p. Then the semigroup product of s and t is given as in (4.8)(
p(sL)+ p(tM ),
(
ηLap◦p
′(sL), sap
)
+
(
ηMap◦p
′(tM ), tap
))
∈ L∩M×(L′+M ′)ap
where ηLap : p
′(L) → p′(L)ap is the almost periodic compactification map,
and ηMap is defined similarly. The topology can be described by Theorem 4.2.
To observe some of its features let for each k = 1, . . . , n
Ln,k = {L ∈ Ln : dimL = k} and (R
n)∗k =
⊔
L∈Ln,k
L×(L′)ap.
Then each set
⊔l
k=1(R
n)∗k is a closed ideal. Also, in each of the subgroupoids
(Rn)∗k (a Clifford semigroup is a groupoid if we forget to multiply between
component subgroups; see [32, Proposition 1.0.1]), in the relativised topol-
ogy, each of the components L×(L′)ap is an open subgroup.
We can also compute the lattice of non-quotient topologies for the finitely
generated free abelian group Zn. Recall that Ẑn ∼= Tn.
Corollary 6.4. The semilattice Tnq(Z
n) is isomorphic to Ln.
Proof. As in the proof of Theorem 6.3 we will identify locally compact group
topologies on Tn ∼= Ẑn which are finer than τTn and appeal to Theorem 5.1.
We refer the reader to [43] for pertinent definitions and elementary results
in Lie groups.
Let q : R → T be the quotient map given by q(t) = ei2πt. Then the
n-fold Kroenecker product map qn : Rn → Tn is a smooth quotient map
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– the universal covering map. Thus for distinct L,M in Ln we have that
qn(L) and qn(M) are distinct Lie subgroups of Tn. Then τˆ{0} is the discrete
topology. For a given L in Ln \ {0} we have that there is a Lie group
isomorphism qn(L) ∼= L/(L ∩ ker qn) ∼= Rl×Tm, where either 0 < l, 0 ≤ m
and l +m < n, or l = 0 and 0 < m ≤ n. We then let τˆL be the coarsest
topology on Tn which makes qn(L) an open subgroup which is bicontinuously
isomorphic to Rl×Tm. As in the proof of the theorem above we have that
τˆL ∩ τˆM = τˆL+M . Thus if τL is the topology on Z
n for which τ̂L = τˆL, then
{τL : L ∈ Ln} forms a subsemilattice of Tnq(Z
n).
It remains to show that every locally compact group topology τˆ on Tn,
finer than τTn , is of the form τˆL for some L in Ln. As in the proof of the
above theorem we find a compactly generated open subgroup H. Then
H ∼= Zk×Rl×K where K is a compact abelian group. Since K must be
a compact, hence closed, subgroup of Tn, it is necessarily a Lie subgroup
and thus has an open subgroup of the form Tm, where m ≤ n. The open
subgroup of H corresponding to Rl×Tm injects continuously in to Tn, and
hence must be one of the Lie subgroups of the form qn(L), where L ∈ Ln,
as above. 
Let us illustrate the above result by computing Z2τ for each τ in Tnq(Z
2).
We have that Tnq(Z
2) ∼= L2 =
{
R2, Lθ, {0} : 0 ≤ θ < π
}
where for each θ, Lθ
is the subspace generated by (cos θ, sin θ). If tan θ is rational (or θ = π/2)
then q2(Lθ) ∼= T; while otherwise q
2(Lθ) ∼= R, a skew-line in T
2. Letting
τθ = τLθ we have that
Z2τθ =
{(
n cos θ +m sin θ, ηap(n,m)
)
: (n,m) ∈ Z2
}
⊂ R×(Z2)ap.
Indeed, if ηθ : Z
2 → R is given by ηθ(n,m) = nc+ms (c = cos θ, s = sin θ),
ξ ∈ R and ξˆ : R → T is the character ξˆ(t) = ei2πξt, then ξˆ◦ηθ(n,m) =
ei2πξ(nc+ms) = q(ξc)nq(ξs)m. Thus ξ 7→ q2(ξc, ξs) is the dual map to ηθ, and
has its range in q2(Lθ). We then can see that τθ = η
−1
θ (τR)∨ τap. Note that
if tan θ = s/c is irrational, then ηθ(Z
2) is dense in R; otherwise it is a closed
subgroup.
Let us now embark on computing Tnq(G) for any group G for which the
following formula is satisfied
(6.2) B(G) = Aτap(G) ⊕
ℓ1 B0(G)
where B0(G) is the closed subalgebra of B(G) of functions vanishing at
infinity. This class of groups includes all minimally weakly almost periodic
groups, i.e., those for which the algebra of weakly almost periodic functions
WAP(G) is as small as it can be, namely
WAP(G) = AP(G)⊕ C0(G).
See [8] for more on this. The class of minimally almost periodic Lie groups
includes SL2(R) and the motion groups M(n) = SO(n)⋉R
n.
These types of groups admit small spines.
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Theorem 6.5. If G satisfies (6.2), then Tnq(G) = {τap, τG}. Hence A
∗(G) =
Aτap(G)⊕
ℓ1 A(G).
Proof. If τ ∈ Tnq(G) and A = Aτ (G) ∩ B0(G) 6= {0}, then A is isomorphic
to a translation invariant ∗-closed subalgebra of Aτ (G). Hence by Lemma
3.2, there is a quotient topology τ0 of τ for which A = Aτ0(G). Then
ητ0 : G → Gτ0 must be a proper map. Indeed, if K ⊂ Gτ0 and is compact,
find uˆ in A(Gτ0) so that uˆ|K = 1. Then η
−1
τ0 (K) is a closed subset of G, and
if u = uˆ◦ητ0 then u|η−1τ0 (K)
= 1 and u ∈ B0(G), so η
−1
τ0 (K) is compact. In
other words, ητ0 is proper, so τ0 is a quotient of τG. Hence by Theorem 2.2
(ii), τ = τG.
Thus if τ ∈ Tnq(G) and τ 6= τG, then by (6.2) Aτ (G) ⊆ Aτap(G), which
forces τ = τap. 
We note that the above result can also be derived for SL2(R) by noting
that it is a totally minimal group (see [13, 7.4.1]) with only one normal sub-
group Z = {−I, I}, which is compact. Moreover SL2(R)
ap = 1. It follows
that the spine compactification coincides with the one-point compactifica-
tion.
From the proof of Theorem 6.5 we see that A∗(G) ∩ B0(G) = A(G).
Thus it follows from the fact that B0(G) 6= A(G) for many unimodular
groups, by [18], that A∗(G) 6= B(G) for such groups. It is noted in [26] that
A∗(G) 6= B(G) for any non-compact abelian group.
In [42] and in [30, Corollary 2.1], it is shown that the “p-adic motion
group” G = Tp⋉Qp, where Qp is the p-adic numbers (p prime) and Tp =
{r ∈ Qp : |r|p = 1} (see Section 6.2, below), satisfies a strong form of (6.2):
B(G) = Aτap(G)⊕
ℓ1A(G). Thus A∗(G) = B(G) for this non-compact group.
Let us close this section by examining the ax+b-group H = {(a, b) : a, b ∈
R, a > 0} with multiplication (a, b)(a1, b1) = (aa1, ab1 + b). If j : H → R
is the homomorphism given by j(a, b) = log a, then j is continuous with
ker j = {(1, b) : b ∈ R} ∼= R. In [19] the family of irreducible representations
is computed; each is a character whose kernel includes ker j. It thus follows
that that the maximal almost periodic compactification map ηap factors
through j, and hence Hap ∼= Rap Moreover, in [29, The´ore`me 7] it is shown
that
B(H) =
(
B(R)◦j
)
⊕ℓ
1
A(H).
Theorem 6.6. If H is the ax+b-group, as above, then Tnq(H) = {τap, τ˜R, τH},
where τ˜R = j
−1(τR). Hence
A∗(H) = Aτap(G)⊕
ℓ1 Aτ˜R(H)⊕
ℓ1 A(H) ∼= A(Rap)⊕ℓ
1
A(R)⊕ℓ
1
A(H).
Proof. In a manner similar to the proof of Theorem 6.5, we can show that
if τ ∈ Tnq(H) and τ 6= τH , then Aτ (H) ⊂ B(R)◦j. Hence by Proposition 3.3
we have that τ ⊆ τ˜R. Thus η
τ˜R
τ : Hτ˜R → Hτ induces a non-quotient topology
on R ∼= Hτ˜R . It then follows Proposition 6.2 that τ is either τ˜R or τap. 
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We thus deduce that
(6.3) A∗(H)|ker j ∼= C1⊕
ℓ1 A(R) 6∼= A∗(R).
Also, A∗0(H) = A(H), so
A∗0(H)|ker j
∼= A(R) 6∼= A∗0(R).
We note that T 0nq(H) = {τH} and A
∗
0(H) = A(H). Moreover we get spine
compactification H∗ = Rap ⊔R ⊔H. The topology admits H and R ⊔H as
open subsets. For any r in Rap a basic open neighbourhood is of the form
U ⊔
(
(−∞,−a) ∪ (a,∞)
)
⊔W where U is an open neighbourhood of r in
Rap, a ≥ 0 and H \W is compact; for s ∈ R a basic open neighbourhood is
(s − ε, s + ε) ⊔W where ε > 0 and W is as above. If r ∈ Rap, s ∈ R and
t ∈ H then we have multiplications
rs = rηap(s), st = sj(t) and rt = rηap◦j(t)
with similar formulas for sr, ts and tr, where ηap : R→ R
ap is the compact-
ification map.
6.2. Some Algebraic Groups. Let us first look at some topologies on
the discrete additive rational numbers Q. We let τQ denote the discrete
topology. We let τ˜R denote the order topology. Finally, we let P denote the
set of primes in N and for any p in P, let Op = Z[1/q : q ∈ P, q 6= p]. Then
let τ˜Qp denote the group topology for which {p
kOp : k ∈ Z} is a base at
0. Then Qτ˜R
∼= R; and Qτ˜Qp
∼= Qp, the p-adic numbers. (Note that one of
our main references [22] uses the notation Ωp = Qp.) It is well-known that
Q = Qd, R and Qp (p ∈ P) represent all of the locally compact fields in
which Q is a dense subfield; see [33, Theorem 4-12], for example. In fact, R
is the metrical completion of Q via the metric ρR(r, s) = |r− s|, where | · | is
the usual order-induced absolute value; and Qp is the metrical completion
of Q via the metric ρp(r, s) = |r − s|p, where | · |p is the p-adic norm which
is given by
|r|p = p
−νp(r) where νp(r) = sup {ν ∈ Z : r ∈ p
νOp} .
Let us identify Q with its natural copies in R and each Qp. It follows
from the weak approximation theorem from number theory (see [7, Section
6], for eaxmple), that for any collection p1, . . . , pn of distinct primes we
have that the “diagonal” subgroup {(r, . . . , r) : r ∈ Q} ⊂ Qn+1 is dense in
R×Qp1×. . .×Qpn. In other words
Qτ˜R∨τ˜Qp1∨···∨τ˜Qpn
∼= R×Qp1×. . .×Qpn .
(The second author is grateful to Eugene Eisenstein for pointing this fact
out to him.) Let us also note the following, in a analogy with Proposition
6.2.
Proposition 6.7. For any p in P, Tnq(Qp) = {τap, τQp}
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Proof.We recall the well-known fact that Zp = {r ∈ Qp : |r|p ≤ 1} = Op
|·|p
is a compact open subgroup of Qp. Also, by [22, 25.1], Q̂p ∼= Qp. If τ ∈
Tnq(Qp), then by Theorem 5.1 τˆ is a locally compact topology on Qp which
is finer than τQp . However, since Zp is an open subgroup, it follows [34,
Theorem 2.1], that τˆ is either τQp or the discrete topology. Thus τ = τQp or
τ = τap, accordingly. 
Returning to topologies on Q, we let
τR = τ˜R ∨ τap, and τp = τ˜Qp ∨ τap for each p in P.
Proposition 6.8. None of the topologies τ˜R or τ˜Qp (p ∈ P) are non-quotient
topologies on Q. However, τR and τp (p ∈ P) form distinct non-quotient
topologies.
Proof. First, let us note that R̂|Q 6= Q̂ by [22, 25.26]. Hence it follows
Theorem 5.1 that τ˜R 6∈ Tnq(Q). Moreover we have that R̂|Q ∩ Q̂p|Q = {1},
the trivial character. Indeed, if σ ∈ R̂ \ {1} and U is a sufficiently small
neighbourhood of the unit in T, then σ−1(U) is a non-dense open subset of
R, and hence cannot contain any of the basic neighbourhoods r+pkOp from
τ˜Qp. It thus follows from Theorem 5.1 that τ˜Qp 6∈ Tnq(Q).
Now we wish to show that τR, τp and τq, where p, q are distinct primes,
are distinct topologies. Let rn = p
n/qn in Q. Then we have
τ˜Qq - limn→∞
rn =∞ while τ˜Qp- limn→∞
rn = 0.
Hence {0} ∪ {rn}n∈N is τ˜Qp-compact and hence τp-precompact, while it is
τ˜Qq -unbounded and hence not τq-precompact. Furthermore, if p > q the
same argument shows τp 6= τR; and if p < q we conduct the same argument
on 1/rn to show that τq 6= τR. 
We can adapt the arguments above to show that the topologies {τR, τp :
p ∈ P} generate a free semilattice, F = 〈τap, τR, τp : p ∈ P〉, in Tnq(Q).
However, F 6= Tnq(Q). Consider, for example, the (open) subgroup Z. If
τ0ap denotes the topology induced by the almost periodic compactification
on Z, then we can extend this to a locally precompact topology τ¯ on Q, as
in Lemma 4.10. It can be shown that τ¯ is not in F .
Let G(Q) be any algebraic group which admits an embedding Q →֒
G(Q). An example of such is SL2(Q) with the embedding r 7→
(
1 r
0 1
)
.
Then if let τR and τp be the non-quotient topologies whose respective quo-
tients are those topologies induced by the embeddings G(Q) →֒ G(R) and
G(Q) →֒ G(Qp). Then these topologies must all be distinct. Thus we expect
Tnq(G(Q)) to be quite complicated. On the basis of Propositions 6.7 and
6.2, we conjecture that Tnq(G(Qp)) ∼= Tnq(G(R)).
6.3. Free Groups. Free groups will give us very complicated lattices of
non-quotient topologies. To capture a glimpse of this, let F∞ be the free
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group on generators {xn}n∈N. Then if G is any separable locally compact
group and S = {sn}n∈N is any set which generates a dense subgroup, then
the map
ηS : F∞ → G given by ηS(xn) = sn
is a homomorphism. We can thus generate different choices for locally pre-
compact topologies through different choices of pairs (G,S), chosen as above.
Thus, it seems to be impossible to determine Tnq(F∞) in any conventional
terms.
Note that the above construction can be generalised to any discrete free
group FX on any infinite set of generators. Moreover, since for each finite
n ≥ 2, the free group Fn contains an (open) copy of F∞, Lemma 4.10 shows
that Tnq(Fn) is very complicated too.
A less tractable problem appears to be the determination of the non-
quotient topologies for the free abelian group Z⊕∞. However pathologies
still exist as Tnq(Z
⊕∞) is not a complete semilattice; the convenience of this
property is noted in Proposition 4.4. Indeed, fix an irrational real number
ξ, let
ηn : Z
⊕∞ ∼=
(
Z2
)⊕∞
→ Rn : (k1, l1, . . . , kn, ln, . . . ) 7→ (k1+ ξl1, . . . , kn + ξln)
and let τn = η
−1
n (τRn) ∨ τap. Then τ =
∨∞
n=1 τn is a topology on Z
⊕∞ for
which Z⊕∞τ admits R
⊕∞ as a quotient group with compact kernel. (Here
R⊕∞ =
⋃∞
n=1R
n ⊕ 0∞ has the inductive limit topology.) Hence τ is not
locally precompact.
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