A degree condition of 2-factors in bipartite graphs  by Li, Xiangwen et al.
Discrete Applied Mathematics 113 (2001) 311–318
Note
A degree condition of 2-factors in bipartite graphs
Xiangwen Lia, Bing Weib; ∗, Fan Yangb
aCentral China Normal University, Wuhan 430070, People’s Republic of China
bInstitute of Systems Science, Academy of Mathematics and Systems Sciences,
Chinese Academy of Sciences, Beijing 100080, People’s Republic of China
Received 14 October 1998; revised 10 April 2000; accepted 11 September 2000
Abstract
Let G=(V1; V2;E) be a bipartite graph with |V1|=|V2|=n, and 2(G)=min{d(u)+d(v): u; v ∈
V (G); uv ∈ E(G)}. In this paper, we show that G has a 2-factor which exactly contains k
independent cycles if 2(G)¿n+2 for any 16k6(n−1)=2, and we also show that the result
is sharp. ? 2001 Published by Elsevier Science B.V.
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1. Introduction
All graphs considered in this paper are simple :nite graphs and we use standard
terminology and notation from [1] except as indicated.
A set of graphs is said to be independent if no two graphs have a vertex in common.
For any graph G=(V; E), F is a 2-factor of G if and only if F is a union of independent
cycles that span V . A quadrilateral is a cycle of length 4. For any u ∈ V , if H is a
subgraph of G, we de:ne N (u; H) to be NG(u) ∩ V (H) and let d(u; H) = |N (u; H)|.
If d(u; H) = 0 or 1 for some vertex u of H , we say that u is an isolated vertex or
an endvertex of H , respectively. For a subset U of V , 〈U 〉 is the subgraph of G
induced by U . For two independent subgraphs G1 and G2 of G, E(G1; G2) is the set
of all edges of G between G1 and G2. Let e(G1; G2)= |E(G1; G2)|, that is, e(G1; G2)=∑
x∈V (G1) d(x; G2). Similarly, we de:ne E(G1; G2) and e(G1; G2) if one of G1 and G2
is a subset of V or both are subsets of V as long as G1 and G2 do not have any
vertex of G in common. Fix an orientation of a cycle C (or a path P), let v+ be the
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successor of v on C (or P). Let 2(G) = min{d(u) + d(v): u; v ∈ V (G); uv ∈ E(G)},
which is brieCy denoted by 2 in the following text.
Many authors investigated independent cycles in graphs. Some discussed the max-
imum number of independent cycles in graphs (see [2,3]). Others discussed the in-
dependent cycles which cover all vertices of a graph (see [4,5]). Recently, S. Brandt
et. al. researched the existence of a 2-factor with exactly k independent cycles where
k is a positive integer. In this paper, we shall consider a similar problem in balanced
bipartite graphs.
H. Wang [5] recently proved the following result.
Theorem 1. Let G = (V1; V2; E) be a balanced bipartite graph with |V1|= |V2|¿ 2k.
If (G)¿k + 1; then G contains k independent cycles.
In general, the k independent cycles may not cover all vertices of G. We shall prove
the following two results in this paper.
Theorem 2. Let G=(V1; V2; E) be a bipartite graph with |V1|= |V2|=n. If 2¿n+2;
then G has a 2-factor with at least l independent cycles; where l= 	(n− 1)=2.
Theorem 3. Let G= (V1; V2; E) with |V1|= |V2|= n; and G has a 2-factor containing
k¿2 independent cycles. If 2¿n+2; then G has another 2-factor with exactly k−1
independent cycles.
From Theorems 2 and 3, we immediately get the following result.
Theorem 4. Let k be a positive integer and G=(V1; V2;E) be a bipartite graph with
|V1|=|V2|=n¿ 2k. If 2(G)¿n+2; then G has a 2-factor with exactly k independent
cycles.
As a consequence of Theorem 4, we have the following corollary which was proved
recently by Wang [6]:
Corollary 5. Let k be a positive integer and G = (V1; V2;E) be a bipartite graph
with |V1| = |V2| = n¿ 2k. If (G)¿n=2 + 1; then G has a 2-factor with exactly k
independent cycles.
Now, we give in:nite number of examples to demonstrate the sharpness of the
condition on 2 in Theorem 4. We construct bipartite graphs Gk = (V1; V2;E) for any
positive even integer k as follows (see Fig. 1). Let G1 = (A; B;E1) and G2 = (C;D;E2)
be two independent complete bipartite graphs, where A={x1; : : : ; xk}, B={y1; : : : ; yk};
C = {z1; : : : ; zk}, D= {w1; : : : ; wk}. Let e= uv be an edge independent of both G1 and
G2. V1 =A∪C ∪{u}; V2 =B∪D∪{v}, E=E1∪E2∪{uv}∪{uwi; vxi; yizi: i=1; : : : ; k}.
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Fig. 1.
Clearly Gk satis:es 2(G) = 2k + 2¡ (2k + 1) + 2 and it contains k independent
cycles. But it has no 2-factor with exactly k independent cycles. In fact, let k=2m and
Gk have a 2-factor with k independent cycles. It is easy to see that there exists exactly
only one of length 6 in these k cycles. If e = uv is in some cycle C, the length of C
must be 6, then Gk −V (C) consists of two complete bipartite graph G′1 and G′2, where
|G′i | = 4m − 2, i = 1; 2. This implies that there are at most 2m − 1(¡k) independent
cycles in Gk , a contradiction. Thus there is no cycle which contains the edge e. In
this case, we easily show that Gk cannot have k independent cycles, too. So the lower
bound of 2 is best possible.
Let G = (V1; V2;E) be a balanced bipartite graph. We will show the following two
lemmas which are very useful in the proof of our main theorems.
Lemma 1. Let C be a cycle of length 2m; P = u1u2 : : : uk be a path with odd length
in G − C. If d(u1; C) + d(uk ; C)¿m; then either 〈V (C ∪ P)〉 has a hamiltonian cycle
or one of d(u1; C) and d(uk ; C) has value 0.
Proof. Suppose that both d(u1; C) and d(uk ; C) are not equal to 0. Since d(u1; C) +
d(uk ; C)¿m, there must exist two consecutive vertices of V (C), say x2i ; x2i+1, such
that u1x2i and ukx2i+1 are in E(〈V (C ∪P)〉), then 〈V (C ∪P)〉 has a hamiltonian cycle.
Remark. For any two vertex-disjoint quadrilaterals C1 =x1x2x3x4x1 and C2, as a corol-
lary of Lemma 1, we can claim that 〈V (C1 ∪C2)〉 is hamiltonian if e(C1; C2)¿ 4, and
either 〈V (C1 ∪C2)〉 is hamiltonian or one of d(x1; C2) + d(x3; C2) = 4 and d(x2; C2) +
d(x4; C2) = 4 holds if e(C1; C2) = 4.
Lemma 2. Let C be a cycle with 46|V (C)|66; and u ∈ V1 − V (C), v ∈ V2 − V (C).
If d(u; C) + d(v; C)¿|V (C)|=2 + 2; then 〈V (C) ∪ {u; v}〉 has a hamiltonian cycle.
Proof. Since d(u; C)+d(v; C)¿|V (C)|=2+2, and 46|V (C)|66, this implies that one
vertex of {u; v}, say u, satis:es N (u; C) = V (C ∩ V2) and the other vertex v satis:es
d(v; C)¿2, and a hamiltonian cycle is easily found in 〈V (C) ∪ {u; v}〉.
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2. Proof of Theorem 2
Suppose that G = (V1; V2;E) is a bipartite graph with |V1| = |V2| = n such that
2¿n + 2. Let S = {u: d(u)6(n + 1)=2}, and l = 	(n − 1)=2. Theorem 2 can be
directly proved by the following three claims.
Claim 1. S is contained in a quadrilateral of G if S = ∅.
Proof. When S = ∅, since 2¿n+2, we have 〈S〉 is an edge or a vertex of G, and for
any vertex u of S, d(u)¿2. Choose two vertices v; w ∈ N (u) such that w ∈ S if |S|=2.
Since d(w) + d(v)¿n+ 2, there must exist at least one vertex in N (w) ∩ N (v)− {u}.
Thus S is contained in a quadrilateral.
Without loss of generality, suppose that S is contained in the quadrilateral C1 if S =
∅, let G′ = G − V (C1), thus |V (G′)|=2 = n− 2¿ 2(l− 1). For any vertex u ∈ V (G′),
d(u; G′)¿(n+ 2)=2− 2 = (n− 2)=2¿l− 12 , this means that d(u; G′)¿l= (l− 1) + 1.
So we have G which contains l independent cycles by Theorem 1, especially there
are at least l − 2 quadrilaterals. In particular, we may choose l independent cycles
C1; C2; : : : ; Cl such that
S ⊂V (C1): (1)
Let H =
⋃l
i=1 Ci. Subject to (1), choose C1; : : : ; Cl such that
|H | is as large as possible: (2)
Let D = G − H . If |D| = 0, Theorem 2 holds. We assume that |D| = 0. By easily
counting Theorem 1, we have 26|D|64 and 46|V (Ci)|66, i ∈ {1; 2; : : : ; l}. Subject
to (1) and (2), choose C1; : : : ; Cl such that
The number of isolated vertices in D is minimal: (3)
Claim 2. The subgraph D does not contain an isolated vertex.
Proof. On the contrary, we suppose that u ∈ V (D) ∩ V1, and d(u; D) = 0. Since G
is bipartite and |D|64, we choose the vertex v, such that d(v; D) = min{d(x; D): x ∈
V2 ∩ V (D)}. Clearly d(v; D)61. Thus, we have
d(u; H) + d(v; H)¿n+ 2− (d(u; D) + d(v; D))¿n+ 1:
We know d(u; C1) + d(v; C1)63 by Lemma 2, and d(u; Ci) + d(v; Ci)62 for any
quadrilateral Ci ( i¿2 ) by the assumption and the choice of v. If there exists a cycle
Cj of length 6, it must be unique, when n= 2l+ 2. Here
d(u; Cj) + d(v; Cj)¿n+ 2− 3− 2(l− 2) = 2l+ 2 + 2− 3− 2(l− 2) = 5;
thus 〈V (Cj) ∪ {u; v}〉 has a hamiltonian cycle by Lemma 2, which is a contradiction.
If there is no cycle with length greater than 4, then we have
d(u; C1) + d(v; C1)¿n+ 2− (2(l− 1) + d(v; D))¿4
and 〈V (C1) ∪ {u; v}〉 has a hamiltion cycle by Lemma 2, a contradiction, too.
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Claim 3. D contains no edge.
Proof. Choose an edge uv in D, such that d(u; D) + d(v; D) is minimum. By Claim 2
and the choice of uv, we have d(u; D)+d(v; D) = 3. If d(u; D)+d(v; D)=4, that is, D
is a quadrilateral, then G contains a 2-factor with l+1 independent cycles and Theorem
2 holds. So d(u; D)+d(v; D)= 2, and we have d(u; H)+d(v; H)¿n as {u; v}∩ S = ∅.
Thus, d(u; Ci)+d(v; Ci)62 for any quadrilateral Ci, and d(u; Cj)+d(v; Cj)63 for any
cycle of length 6 by Lemma 1. Obviously, there exists at most one cycle with length
greater than 4, and its length must be 6. Thus,
d(u; H) + d(v; H)63 + 2(l− 1) = 2l+ 1:
Noting that l=	(n−1)=2 and {u; v}⊆V (G)−V (H), we obtain d(u; H)+d(v; H)¡n,
which is a contradiction.
3. Proof of Theorem 3
In order to prove Theorem 3, we will :rst prove two lemmas.
Lemma 3. Suppose that G = (V1; V2; E) is a bipartite graph with |V1| = |V2| = n.
Let P = x1x2 : : : x2n be a hamiltonian path of G. If d(x1) + d(x2n)¿n + 1; then G is
hamiltonian.
Proof. By contradiction, suppose that the lemma fails. Let Q = {u: x1u+ ∈ E} and
T = {v: vx2n ∈ E}. Say, Q⊆V1; T ⊆V1. It is clear that Q ∩ T = ∅. Thus, we have
d(x1) + d(x2n) = |Q|+ |T |= |Q ∪ T |+ |Q ∩ T |6|V1|= n;
a contradiction.
Let G have a 2-factor containing k independent cycles: C1; C2; : : : ; Ck . Let S =
{u: d(u)6(n+ 1)=2} and H =⋃ki=1 Ci and let |V (Ci)|= 2mi (16i6k).
Lemma 4. Suppose that 66|V (Ci0 )|6n=2; where i0 ∈ {1; 2; : : : ; k}. If there are four
consecutive vertices of Ci0 such that none of them belongs to S; then G has a 2-factor
containing exactly k − 1 independent cycles.
Proof. Let x1; x2; x3; x4, where x1 ∈ V1, be four consecutive vertices of V (Ci0 )− S and
let H1 = H − Ci0 . Since d(x3; G)¿n=2 + 1, there exists some cycle of H1, say C2,
such that N (x3) ∩ V (C2) = ∅. Let y ∈ V (C2) and x3y ∈ E(G). After giving C2 an
orientation, we have x2y+ ∈ E(G). Otherwise 〈V (C2 ∪ Ci0 )〉 is hamiltonian and G has
a 2-factor containing k − 1 independent cycles. Let G1 = 〈V (Ci0 ∪C2)〉. By Lemma 3,
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we have
d(x2; G1) + d(y+; G1)6
|V (G1)|
2
;
for otherwise G1 is hamiltonian and G has a 2-factor containing k − 1 independent
cycles. This implies that
d(x2; G − G1) + d(y+; G − G1)¿n+ 2− |V (G1)|2 ¿
|V (G − G1)|
2
+ 2:
Thus there exists some cycle, say C3, which is di?erent from Ci0 and C2, such that
d(x2; C3) + d(y+; C3)¿
|V (C3)|
2
:
Thus there exists two consecutive vertices of C3 which are adjacent to {x2; y+}.
Let C be the hamiltonian cycle in 〈V (C2 ∪ C3) ∪ {x2; x3}〉. Denote the subgraph
〈V (Ci0 )−{x2; x3}〉 by G′1. There is a hamiltonian path in G′1 from x1 to x4 and x1x4 ∈
E. By Lemma 3, we have
d(x1; G′1) + d(x4; G
′
1)6
|V (G′1)|
2
;
for otherwise 〈V (G′1)〉 has a hamiltonian cycle and Lemma 4 holds. Thus, we have
d(x1; H1) + d(x4; H1)¿n+ 2− |V (G
′
1)|
2
− 2 = |V (H1)|
2
+ 1:
This implies that there exists Cj, j = i0, such that
d(x1; Cj) + d(x4; Cj)¿
|V (Cj)|
2
+ 1:
Therefore 〈V (G′1 ∪ Cj)〉 has a hamiltonian cycle which we denote by C∗1 . Let H∗1 =
C∗1 ∪
⋃
i¿2
i =j
Ci. It is clear that G − V (H∗1 ) = x2x3. Since {x2; x3} ∩ S = ∅, then we
have
d(x2; H∗1 ) + d(x3; H
∗
1 )¿n+ 2− 2 =
|V (H∗1 )|
2
+ 1;
which implies that there exists some cycle, say C∗i (⊂H∗1 ), such that
d(x2; C∗i ) + d(x3; C
∗
i )¿
|V (C∗i )|
2
+ 1:
Thus 〈V (C∗i ∪ {x2; x3})〉 is hamiltonian. It means that G has a 2-factor consisting of
exactly k − 1 independent cycles.
Proof of Theorem 3. If for some i, |V (Ci)|¿8 or |V (Ci)| = 6 and Ci contains four
consecutive vertices not in S then, by Lemma 4, Theorem 3 holds.
If |V (Ci)| = 6 for some i, then |S| = 2 and the two vertices in S must not be
consecutive vertices of Ci, for otherwise G has a 2-factor with exactly k−1 independent
cycles by Lemma 4. Without loss of generality, let i = 1, C1 = x1x2x3x4x5x6x1, and
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x1; x4 ∈ S. Note that x1x4 ∈ E. If x3x6 ∈ E (or x2x5 ∈ E), then there is a cycle
C′1 = x1x4x5x6x3x2x1 (or x1x4x3x2x5x6x1) with four consecutive vertices which do not
belong to S. Thus, a 2-factor of G with exactly k − 1 independent cycles can be
obtained by Lemma 4. So we may assume that x3x6 ∈ E and x2x5 ∈ E. Thus, we
have
d(x2; C1) + d(x3; C1) = 4:
Let H1 = H − C1. Then
d(x2; H1) + d(x3; H1)¿ n+ 2− 4 = m2 + · · ·+ mk + 3 + 2− 4
= m2 + · · ·+ mk + 1;
which implies that there exists Ci, 26i6k, such that
d(x2; Ci) + d(x3; Ci)¿mi + 1:
Then 〈V (C1 ∪ Ci)〉 is hamiltonian by Lemma 1 and Theorem 3 holds.
Now, we suppose that |V (Ci)|=4 for all i=1; 2; : : : ; k, which implies n=2k. Since
2(G)¿n+ 2, we have |E(G)|¿k(n+ 2) = 2k(k + 1).
If there are two distinct quadrilaterals Ci and Cj, i; j ∈ {1; 2; : : : ; k} such that 〈V (Ci∪
Cj)〉 is hamiltonian, then Theorem 3 holds. Thus in the rest of the proof, we may
assume that 〈V (Ci ∪ Cj)〉 is not hamiltonian for any i = j in {1; 2; : : : ; k} and by the
remark following Lemma 1, we have e(Ci; Cj)64. This implies |E(G)|64× [(k−1)+
(k−2)+· · ·+1]+4k=2k(k+1). So we have |E(G)|=2k(k+1) and for any two distinct
quadrilaterals of H , there are only four edges between them. Choose a quadrilateral
C1 = x1x2x3x4x1 with x1 ∈ V1. Let A = {u: u ∈ V (Ci); d(x1; Ci) + d(x3; Ci) = 4, i ∈
{2; 3; : : : ; k}} and B= {u: u ∈ V (Ci); d(x2; Ci)+d(x4; Ci)= 4; i ∈ {2; 3; : : : ; k}}. Clearly
|A|= |B|=2(k−1). Let C2 =y1y2y3y4y1 be a quadrilateral in 〈A〉 with y1 ∈ V1. Since
〈V (C1∪C2)〉 is not hamiltonian, we have d(y1; 〈A〉)6(k−1)=2×2=k−1, and so there
must be a quadrilateral C3 in 〈B〉 such that d(y1; C3)¿ 0. Thus d(y1; C3)+d(y3; C3)=4.
Noting that d(x2; C3) + d(x4; C3) = 4, two independent 6-cycles in 〈V (C1 ∪ C2 ∪ C3)〉
can be easily found. Therefore, Theorem 3 holds.
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