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This paper deals with a certain class of two-point boundary value 
problems of the form 
x’ =f(f, x), x = (xl,..., xy, 
Xi(tl)=tl’, ieN; x’(t,) = /?‘,jE M, 
(*) 
wheref: [ti, t2] x R” + R”, and M and N are arbitrary not necessarily dis- 
joint subsets of {l,..., n} such that card M + card N = n. 
Among papers regarding multiple-point boundary value problems we 
wish to point out a group of papers by Garner [3-53 and by Garner and 
Barton [6]. In these papers two-point and three-point problems are 
investigated only for linear systems of differential equtions and n th order 
linear equations. The nature of sufficient conditions for uniqueness results 
is investigated subject to sign restriction on the off-diagonal entries in the 
matrix of a system and the coefficients of an differential equation. 
Some results of [6] are generalized in the author’s paper [7]. 
Problems similar to those considered here have been discussed by 
UrbanoviE [ 11 J for linear systems and by Curikov et al. [ I] for 3 rd and 
4 th order differential equations. 
There are not many papers going in such a direction. 
The reader interested in other results regarding boundary value problems 
and related topics is referred to the extensive bibliography contained in the 
article by Gingold [8]. 
The purpose of the present paper is to show that results analogous to 
those mentioned before may be extended to all two-point boundary value 
problems of the form (*), where the restrictions on the signs refer to the 
entries in the Jacobian matrix off: 
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Our results concerning the existence and uniqueness of the solution to 
(*) are a natural extension of those from [ 1, 3,6,7]. 
The paper is divided into parts devoted to linear and nonlinear systems. 
In the first part (Sections 14) we give the notations, introduce the basic 
definitions and state some auxiliary lemmas. The end of the first part (Sec- 
tion 4) contains our main theorem for the linear systems. 
In the second part (Sections 5-6) we extend the results from Part I to the 
case of the nonlinear systems. 
I. LINEAR SYSTEMS 
1. We start with certain notations and definitions. 
Let R,,, be the set of all real n x n matrices. By A, X n we denote the sub- 
set of R,,, consisting of all matrices of the form 
A=AA’, 
where A is an n-column vector with coordinates 111’1 = 1, i= l,..., n, and AT 
its transpose. We note that an arbitrary matrix in A,,, has all entries equal 
to 1 or - 1. Moreover, from the above definition, it follows that the set 
A n x n consists of exactly 2”- ’ different symmetric matrices A = ($) with the 
property 
&l;=A; for i, j, k = l,..., n. (1.1) 
If A = (al) and B = (b;) are real n x n matrices we use the symbol A 0 B to 
denote the Hadamard product: A 0 B = (aJbf), i, j = l,..., n. 
The notation A > 0 (A > 0) indicates that all entries of A are nonnegative 
(positive). However, we use the notation A 3 B (A > B) if A - B > 0 
(A- B>O). 
Let J= [tl, t2](tl < t2) be a compact interval of the real line R. Then by 
C, .,JJ) we understand the class of all real n x n matrices whose entries are 
continuous functions on J. The interval J= [tl, t,] will be fixed 
throughout this paper, and we abbreviate C,,,(J) to C,,,. 
Now for any given AE A,,,, the symbol 9,, denotes the class of all 
matrices A E C, X n with the property that 
AnA( for all t E J. 
This property means that the sign of non-zero entry a; of A is equal to that 
of A;. Moreover, it is clear that 9,, is nonempty. The class gA plays an 
important role in our paper. 
Further on let A be arbitrary but fixed in A,,,. 
Now we prove two lemmas which we shall use in the sequel. 
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LEMMA 1.1. The following basic properties of the class hold: 
(i) IfA, BEGS,,, then A+B, ABeg”. 
(ii) IfA,,~68~, n=1,2,...,andiim,,,A~=AEC,.,,, thensoisA. 
The proof of (ii) and of the tirst part of (i) is trivial. 
The condition ABE 9,, follows at once from the identity 
(AoA)(AoB)=A~(AB) (1.2) 
which is easily derived from the relationship (1.1). 
LEMMA 1..2. Let A E 9A and { Ak} be a sequence of matrices determined 
by A as follows: 
Ak(t)=j’A(T)Ak&t)dT 
(1.3) 
for t E J, k 2 2, 
II 
where I, is the n x n identity matrix. Then { Ak} belongs to 9,, . 
The proof of the above lemma uses the identity (1.2) and standard induc- 
tion; it will be omitted. 
2. For any given matrix A in C,,, we denote by X, the fundamental 
matrix of the system 
x’ = Ax. 
i.e., the solution of the matrix system 
X’=AX, X(tl)=Zn. (2.1) 
Obviously X, E C, x n. Furthermore, it follows from well-known results 
that X, is given by the infinite series 
(2.2) 
where Ak is defined by (1.3). 
From (2.2) and Lemmas 1.1 and 1.2 we get immediately the following 
lemma 
LEMMA 2.1. Let A be an arbitrary matrix of A,,,. Zf A belongs to $I@,,, 
then X, also has this property. 
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Before stating our next result of this section we introduce the following 
notations. 
For any matrix A E C,,, with entries a;, i, j= I,..., n, define 
A0 = A - diag(a:,..., a;), 
and the diagonal matrix E,,, as 
For later purposes, note that the matrix E, is invertible and 
E,, E,’ ~9,, 
for any AEd,,,. 
We now generalize Lemma 2.1 as follows 
LEMMA 2.2. I f  matrix A0 belongs to LZS~, then X, belongs to the same 
class as A’. 
In addition the following estimate holds on J 
x n EA’(G) (/loA”(7,))E,(7,)d7,~, 
,=I 
2 E,Jl) (70 = t), (2.3) 
for each integer 1, I> 2. 
Proof: Let B be the matrix defined as the product of matrices E, l, A0 
and E,, i.e., 
B= E,‘A’E,. 
Since E,y l, A0 and E A are matrices of the class 9J,, we infer by Lem- 
ma 1.1(i) that B also has this property. Thus, by virtue of the previous 
lemma, it follows that the fundamental matrix for B, X, belongs to gA. 
Inasmuch as X, and X, satisfy on J the relation 
E,Xg=XA (2.4) 
we conclude that X, also belongs to 9,,. The proof of the first part of this 
lemma is therefore complete. 
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Now let {B,} be the sequence of matrices defined by (1.3) with A 
replaced by B, i.e., 
B,(t) = I,,, 
B,(t) = j’ B(z) B,- L(t) dt 
r1 
i > 2 (r. = I). 
Then XB = Cz 1 B,, where B, E 9,, , by Lemma 1.2. Since 
X,-(Z,+B,)= 5 B,, 
I=1 
l#/ 
for arbitrary Z, 12 2, and, as follows from Lemma 1.1, the right-hand side of 
this equality is the matrix of the class 9,,, so we obtain 
A o (X, - (1, f B,)) 2 0, 122. 
Therefore 
/l”(E,‘X,)>,Z,+noB,>,Z,, 13 2, 
follows from (2.4), the equality A o I, = I,, and the fact A o B,> 0. On the 
other hand, using (1.2) and the obvious equality EA 1 o A = E; I, we get 
Ao(E,‘X,)=E,‘(AoX,) 
and 
x n E, ‘(ts) Aoh) EA7s) dt,- I 
s=l 
I- 1 
x n E, ‘(7,W 0 ~“h)) E/,(7.,) d7, - 19 122 (7()= t). 
s= I 
6 MARIAN GEWERT 
Thus the last estimate takes the form 
E, ‘(t)(A 0 X,(t)) B Z,, + j-1 dz, j-1’ dz2 ,..., I,:‘-’ 
I- I 
This, together with the fact the diagonal entries of E, are positive, implies 
the desired estimate (2.3). Hence the proof is complete. 
For subsequent use, we make the following corollary. 
COROLLARY 2.1. For the entries of the fundamental matrix for A, 
X, = (x, J) the following estimates hold on J 
s 
T T +  I 
x exp (a:;:;(T) - a:;(z)) dz) dz,-, 
11 
>, ~3; exp 
s 
f 
a:(T) dr, i,j= 1 ,..., n, (2.5) 
II 
where {i,, i, ,..., i,- 1 } is a finite subset of { l,..., n} such that 
i, Z i, + I for s = 0, l,..., I- 2, i, = i, i,- , =j, (2.6) 
and 6; is the Kronecker delta. 
Proof This is an immediate consequence of (2.3). 
In the sequel we shall need the following additional definition. 
We shall say that a matrix A = (as) E C, x n is irreducible on J with respect 
to the pair of indices (i, j), i #j (ith row and jth column) if there exists a 
finite sequence i,, i, ,..., i,- , of I positive integers of the set {l,..., n} satisfy- 
ing (2.6) and there exists a non-increasing sequence 5,) t2,..., <[- 1 of points 
from J such that 
a:f+,(L+1)+0 fors=O, l,..., E-2. (2.7) 
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Clearly it is sufficient to consider 1 <n. The statement that a matrix 
AeC,.n is irreducible, means that A is irreducible with respect to each pair 
of indices (i, j), i #j, i, j = l,..., n. 
Remark. Let AE C,,,. If there exists ~,EJ such that the constant 
matrix A(t,) is irreducible (in the classical sense, see [Z]), then the 
matrix A is irreducible on J. 
Moreover we notice that if A is irreducible, then A0 has the same 
property. 
Also the following remark is true. 
Remark. If a matrix A belongs B,,, then the condition (2.7) is 
equivalent to the inequality 
(2.8) 
where A;, i, j = l,..., n, are the entries of A. 
We conclude this section with the following simple observation. 
COROLLARY 2.2. If in addition to the hWvpotheses of Lemma 2.2, A is 
irreducible, then we have 
+?4j(b) > 0, for i, j= I,..., n, (2.9) 
where ,I; and xA ; are entries of matrices A and X,, respectively. 
Indeed, it follows from the estimate (2.5) in Corollary 2.1 and the 
inequality (2.8 ). 
In particular, the system of estimates (2.9) can be equivalently written in 
the matrix form 
AoX,(t,)>O. (2.10) 
3. In the sequel we shall need the following additional definitions. 
Let r be an arbitrary positive integer, 1 < r Q n. We denote by G,, the 
class of all strictly increasing sequences of r positive integers of the set 
( l,..., n}. We introduce in G,, lexicographic order. Now with each element 
a E G,, we associate the positive integer h, as follows: h, denotes the place 
of CI in our order. Obviously h, is uniquely defined by a E G,,, and each 
positive integer h such that 1 < h d (;) unique defines the element c( E G,, 
for which h, = h. 
If A = (a;) is a given n x n matrix and CL = (ii ,..., i,), /? = (j ,,..., j,) are two 
systems of r positive integers such that 1 d i,, j, 6 n for s = l,..., r, we set 
= det (a;;), 1, k = 1 ,..., r. 
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We shall occasionally write A(;) instead of 
By M,(A) we shall denote the (:) x (:) matrix with the entries m;(A) 
defined as 
?nJA)=A Q 0 P ’ 
where ~1, /I E G,, are such that h, = i, h, = j. 
In order to define the next (:) x (;) matrix we introduce the symbols 
h;(A), a, /3 E G,,, LY = (il ,..., i,) and p = (j, ,..., j,) as follows: 
= i, a:: if c( = /l= (i, ,..., i,) 
=(-l)p+yaz ifa\p= {i,) and/I\cc= (j,} 
=o otherwise. (3.1 f 
Then by B,(A) = (h;(A)), we understand the (:) x (:) matrix for which 
h;(A) = b;(A), where LX, /l E G,,, are defined by the conditions h, = i, h, =j. 
The matrix B,(A) is very useful in our discussion. 
From the definition of B, (A), it follows that in the cases r = 1 and r = n 
we have B,(A) = A and B,(A ) = tr A, respectively, where tr A denotes the 
trace of A. However, in the case Y = n - 1, i.e., for the matrix B,, ~, (A) we 
obtain 
h:(A)=(-l)‘+‘+‘a::=f_:, 1 <i,j<n, i#j, 
h:(A)= i a:, 1 di<n, 
,=I 
,in+l-r 
where A = (a;). 
Furthermore, 
B:(A I= &(A’), 1 <rbn. 
At this point we can state the following lemma. 
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LEMMA 3.1. Let A EC,,,. Then B,(A)E CNxN, where N= (;), and 
X B,(A) = MAX,4 1 for each r = l,..., n, (3.2) 
i.e., the matrix M,(X,) is the solution of (2.1), where A is replaced by 
&(A 1. 
For a proof of this lemma the reader is referred to Schwarz [lo, 
Theorem 11. 
Now we may combine Lemma 3.1, Lemma 2.2 and its Corollary 2.2 to 
obtain the following corollary 
COROLLARY 3.1. Let rE {l,..., n} and let AEA,,,, where N= (:). Sup- 
pose that A E C, x n is such that 
Then we have 
A ~Mr(X,4(td) 2 EB,(A)(fZ). (3.3) 
If in addition B,.(A) is irreducible, then we have 
~“~r(xAt2))‘o. (3.4) 
Indeed, if in Lemma 2.2 we replace A0 by B:(A), then by virtue of the 
estimate (2.3) at t = t, and by the equality (3.2), we get (3.3). On the other 
hand, the last inequality follows from (2.10) and (3.2). 
4. We shall consider the linear nonhomogeneous system of differential 
equations 
x’=A(t)x+g(t), tE J= Ctl, tzl, (4.1) 
where AE C,,, and g E C,, the class of all continuous on J n-column vec- 
tor functions. 
Let P,, P, be n x n real matrices. We shall be interested in the existence 
and uniqueness of solutions of (4.1) satisfying 
(4.2) 
for a given p E R”. 
The following result is well known (e.g., see [S, lo]). 
LEMMA 4.1. The boundary value problem (4.1), (4.2) has a unique 
solution for every p E R” and every g E C, if the matrix (P, + P2XA(tZ)) is 
nonsingular. 
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This solution is determined by the initial condition of the form 
xo=X(~,)=(P1+P2XA(~*))~‘(P-P*U(f2)), (4.3) 
where 
v(t) = it X,(t) X, l(T) g(z) dz. 
I1 
In the sequel we shall consider the problem (4.1), (4.2) with a special 
form of the matrices in (4.2). 
For this purpose we shall need the following notations. 
Let Z;, p, q = l,..., 12, denote the matrices from R,,, whose all entries 
equal zero, except the entry in the (p, q) place which equals one, i.e., Z; = 
(6:,6;), i, j= l,..., n. If cc=(i, ,..., ik) and B= (j ,,..., j,) are sequences of the 
class Gk,, , 16 k dn, we use the symbol 1; to denote the n x n matrix 
defined as 
p = 1’1 + . . . + 1” 
B II Ik *  
Moreover, with each sequence c( E Gk,, we associate the sequence ti from 
G, ~ k,n such that 
cxucl= {l,...,?i}. 
Now we put 
P,=ZZ and p,=z;, 
where a and p are sequences from G,,, and G, _ k,n ( 1 < k <n - I), respec- 
tively. Thus the boundary condition (4.2) takes the form 
z;x(t,) + Z$x(tJ =p. (4.4) 
It is easy to see that any two sequences cx = (it,..., ik) and 
p = (j, ,..., j, ._ ,)-possibly coincident-assigned the respective sets of coor- 
dinates of a solution x of (4.1) at the points t, and tz for which 
x’“(t,) =p”, s = l,..., k, 
X”(f,) ==p’“, s = l,..., n - k, 
where dl= (i ,,..., r:, mk) and p= (pi ,..., pn)e R”(see (*)). 
We state here the following result, which is a direct consequence of 
Lemma 4.1. 
COROLLARY 4.1. Let us the problem (4.1), (4.4) be given. If 
x.4 fz;” ( > a zo, (4.5) 
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then for each p E R” and every g E C, the boundary value problem (4.1), (4.4) 
has exactly one solution. 
Proof. The reader can verify using the well-known expansion by the 
elements of columns that 
det(l:+I~X,(t,))=x, tz;$ . 
( ) 
Thus (4.5) is an immediate consequence of Lemma 4.1. 
Our main result of this section is the followng theorem. 
THEOREM 4.1. Let k, with 16 k < n - 1, be given. Assume that the system 
(4.1) satisfies the following conditions: 
(i) there exists a matrix A E A,, N, where N= (nlk) such that 
BE-dAk%,, 
(ii) the matrix BE- ,JA ) is irreducible. 
Then for each c1 E Gk,, , /I E G, _ k,n and p E R” there exists exactly one solution 
of (4.1), (4.4). 
ProoJ To prove the theorem, it suffices to verify condition (4.5) of 
Corollary 4.1. 
Let c1 E Gk,, and /3 E G, _ k,n be fixed and A be a matrix given in (i). 
In order to show that (4.5) is true we first observe that the matrix 
B,_,(A) satisfies the assumptions of Corollary 3.1 with r = n -k. Therefore 
the estimate (3.4) in Corollary 3.1 implies that 
Hence, in particular, by the definition of M,-,(X,) we have 
X,(t,; $) A$ > 0, which assures that X,(t,; {) #O since 2:; # 0. Thus (4.5) 
holds and the proof of Theorem 4.1 is finished. 
Remark. In particular, we may take /I = cl. Then the conclusion of 
Theorem 4.1 remains true without condition (ii). 
The proof proceeds along similar lines as above, but we use (3.3) instead 
of (3.4). 
Now we shall analyse Theorem 4.1 in some special cases. 
EXAMPLE 4.1. Consider the n th order differential equation 
xcn) = a npI(t)x(“-l)+ ... +a,(t)x+u(t), XER, (4.6) 
409/109/l-2 
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with the boundary value conditions 
.P)( t , ) = cm, .dP’(t,)=cP, ,..., n-l,p#m. p=o, 1 (4.7) 
Assume that the functions u,, s = 0, l,..., n - 1; u are continuous on 
J= [ti, cl]. Assume further that the inequality 
(-l)“P”a,(t)>O, t E J, (4.8) 
holds for s = 0, l,..., n - 2. Using Theorem 4.1 and its remark we shall show 
that for arbitrary m, 0 <m <n - 1, the boundary value problem (4.6), (4.7) 
admits exactly one solution. In fact, (4.6), (4.7) are equivalent to (4.1), 
(4.4), respectively, with A = (a;), where a;, i = 1, a; = a,- i, i = l,..., n, and 
zero elsewhere, g = (0 ,..., 0, u) E C,, and tl = (m) E G1,,, /I = Cc E G,- ,,n. By 
means of (4.8) and the definition of B,-,(A) it is easy to check that the 
matrix Bjj ~ , (A) belongs to the g,, class, where /i is determined by the vec- 
tor I = (l,..., 1) E R”. Thus according to Theorem 4.1 and its remark, this 
implies that the problem (4.6), (4.7) has exactly one solution. 
This fact is a generalization of a result of Garner [3, Theorem 11. 
In the same way as above we obtain Corollaries 2, 7 and 8 of [ 1 ] from 
Theorem 4.1 special cases. 
EXAMPLE 4.2. Consider the problem (4.1), (4.4) for c( = (l,..., p- 1, 
p + l,..., n)~Gn-~,n, B=(q)EG,,n. Assume that the entries uf of A for i, 
j= l,..., n - 1, i #j, satisfy on J the conditions 
da’ UJ > 0 ,nn ) a+; > 0. (4.9) 
Note that the matrix B,(A) = A is irreducible since a; # 0 on J. Moreover 
(4.9) implies that A’E~~ if A is delined by the vector 
i = (sgn a; ,..., sgn a;-, , 1). From Theorem 4.1, it follows that the above 
problem has exactly one solution for arbitrary p and q. 
This example demonstrates that Theorem 4.1 is an improvement over 
Theorem 1 in Garner and Burton [6] and its extension due to the author 
in [7]. 
II. NONLINEAR SYSTEMS 
5. Consider now the system of nonlinear differential equations 
x’ =f( 4 x), (5.1) 
where x and f(t, x) are n-dimensional column vectors. 
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Assume that the right-hand side of (5.1) satisfies the following condition: 
(A) The function f( t, x) = (f’( t, x),..., f”( 1, x)) and its Jacobian 
matrix F(t, X) = (f$(& x)), i, j= l,..., n, with respect to x are defined and 
continuous in the set Jx R”, J= [tI, tz]. 
We shall be concerned in this section with the existence and uniqueness 
of a solution of (5.1) subject to the boundary condition (4.2), i.e., 
P,x(t,)+P,x(t,)=p. 
In the following discussion the symbol I/ . 11 will denote the sum-norm in 
R” and the corresponding norm for n x n real matrices in R, x n. 
One can easily prove the following two lemmas. 
LEMMA 5.1. Let X be a untformly bounded family of n x n real matrices; 
that is, there exists an v > 0 surh that for each K E X 
II Kll d v. 
Moreover, we assume that 
for each K in X, where 6 is a positive constant. Then the family 
X - ’ = (K- ‘: K E X } also has the above properties. 
LEMMA 5.2. Let d be a set in C, x n with the property that there exists a 
positive constant u such that 
II A(t)ll G P on J 
for each A E d. Then the set {X, : A E &}, i.e., the set of all fundamental 
matrices X,, A E d, also has this property. 
In the sequel we associate with a pair (x,, x2), where x,, x2 EC’,, a 
matrix F.X,,,, defined by 
F.q..&) = 1’ f’(t, sx,(t)+(l-s)x,(t))ds. 
0 
It follows from (A) that the matrix F,,,,, is continuous on J. 
Also with a pair (x,, x2) we associate a matrix Dx,,xz~ R,,,, as follows: 
D x,.x> = PI + wF’1,~2 (a. 
We recall here XFX I is the fundametal matrix for F,,,,,, i.e., the solution of 
the system (2.1) with respect to F,,,,* in place of A. 
We make the following corollary. 
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COROLLARY 5.1. Suppose that all matrices, of the family {F(t, x): 
x E C, > are uniformly bounded on J, i.e., there exists a positive constant u 
such that 
II F(t, x)ll d P on J (5.2) 
for every x in C,. Then the set {XF,,,E.2. ’ x 1, x2 E C, > also has this property. 
Proof It follows from (5.2) that 
II Fx,,x,Wll = jd F( 
II 
t,sx,(t)+(l -s)xl(t))ds 
II 
d i ’ IIF(t,sx,(t)+(l--s)x,(t))ll ds 0 
GP onJ (5.3) 
for every xi, x2 in C,. An application of Lemma 5.2 with 
d = {F.x,,rz: xi, x2 E C,} terminates the proof. 
At this point we can state the following lemma. 
LEMMA 5.3. Let a triple (f; P,, Pz) be given, where f: JX R” + R” is a 
function satisfying condition (A) and P,, Pz are matrices from R,,,. 
Assume that condition (5.2) is satisfied. In addition suppose that there 
exists a positive constant 6 such that 
I det D,,,,, I = I detV’, + pz&+202M 2 6 (5.4) 
for every x1, x2 in C,. Then there exists a neighbourhood @r, of P, such that 
for each SE %!r, and p E R” there exists at most one solution of (5.1) subject 
to the boundary condition 
Sx(t,)+ P*x(t*)=p. (5.5) 
Proof First we obtain a bound on OX;,:,, xi, x2 E C,. From the 
definition of D,,,,, and from Corollary 5.1 we get 
II D,,,,, II G v 
for every x, , xa in C,, where v is a positive constant. This, (5.4) and 
Lemma 5.1 imply that there exists an p > 0 such that 
II D,,.:, II d P (5.6) 
for every xi, x~EC,. 
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We now define ap, by 
SER,,,,: IjP,-SIl<A . 
P 
Suppose that the conclusion of the theorem with respect to &‘p, is false. 
Then for some SE %p,, p E R”, the boundary value problem (5. I), (5.5) has 
two distinct solutions: x,, x2. Their difference x = xi -x1 by the 
Hadamard’s lemma is a solution of the linear differential systems 
x’ = Fx,,r2 x, 
i.e., the system (4.1) with F.+, in place of A and g = 0. Moreover this 
solution also satisfies the boundary condition 
P,x(t,)+P,x(t,)=p, 
where p = (P, - S) x( tl). Therefore in view of (4.3) in Lemma 4.1 we get 
x(t1)=&&% 
so from the fact that SE +Zp, and (5.6) we conclude 
IIPII = lItpI- S) x(t,)ll 
6 lIpI-Sll IIx(tl)ll 
< IIAI, 
which is a contradiction. This completes the proof. 
Remark. Let f: Jx R” -+ R” be a function satisfying condition (A) and 
P, , P, be matrices from R, x n. If for a triple (f; P,, Pz) the inequality 
I det D,,,,, I > 0 
holds for every xi, xz in C,, then the last theorem reduces to the uni- 
queness theorem of the problem (5.1) (4.2) proved by Gingold in [8, 
Proposition 4.21. 
Before stating our main results of this section we shall need the following 
fact. 
THEOREM. Let a triple (f; 9,) $) be given, where PI, Y2 are sets of n x n 
matrices, andj J x R” + R” is a continuous function satisfying the following 
condition: 
(C) For each point (to, p,,) E J x R” there exists exactly one solution of 
(5.1), defined on the whole J and such that x( to) =pO. 
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Let at least one of the sets PI:, & be open. 
Assume that for each P, E PI, P, E pz and p E R” there exists at most one 
solution of the boundary value problem (5.1), (4.2). Then for each P, E 9,) 
P, E Pz and p E R” there exists one solution of (5.1) (4.2). 
For a proof of this theorem the reader is referred to Lasota 
[9, Theorem 11. 
Combining the theorem of Lasota and Lemma 5.3 we can obtain our 
main result relative to the boundary value problem (5.1), (4.2). 
THEOREM 5.1. Let a triple (f; P,, P2) be given, where f Jx R” + R” is a 
function satisfying condition (A) and P,, P, are matrices from R,,,. 
Under the same hypotheses as in Lemma 5.3, there exists one solution of 
(5.1), (4.2) for each p E R”. 
Proof. We put 
where “BP, is defined in Lemma 5.3. By virtue of the last lemma the triple (f; 
Pi, S$) satisfies all the hypotheses of Lasota’s theorem except condition 
(C), which follows from assumption (A) and the estimate (5.2). The proof 
now follows immediately from the theorem of Lasota. 
6. In this section we apply the results of Section 5 to the case in 
which the boundary condition (4.2) takes the form (4.4). That is, consider 
the system (5.1) subject to the boundary condition (4.4). 
Let n be a given matrix in A,, x n. A family X of matrices of the class g,, 
is said to be irreducible on J if there exists an irreducible matrix U in g,, 
such that 
for every K in X. A matrix U is called a minor-matrix of X. 
Remark. Let KE a,, be given. The family X = {K} is irreducible if and 
only if so is K. 
The main result of this paper is: 
THEOREM 6.1. Let f: J x R” -+ R” be a fixed function satisfying condition 
(A), and let the hypothesis (5.2) of Corollary 5.1 be satisfied. 
Moreover, assume that for a fixed integer k, where 1 d k <n - 1, the 
following conditions hold 
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(i) there exists a matrix A= (A;) of the class ANxN, where N= (,,nk) 
such that 
for every x in C, ; 
(ii) the family {B, -,JF(t, x)): x E C,} is irreducible. 
Then for each a E Gk.n, /I E G,pk,n and p E R”, there exists exactly one 
solution of (5.1), (4.4). 
Before proceeding to the proof of Theorem 6.1 we prove the following 
lemma. 
LEMMA 6.1. If {Bnek(F(t, x)): xE C,} satisfies conditions (i), (ii) of 
Theorem 6.1, then {B, _ k(F.Y,,Xz( t)): x1, x2 E C, > also has this property. 
Proof. Let /i be a matrix given in (i) and let U be a minor-matrix of 
{B, ~ k(F( t, x)): x E C, }. By virtue of our assumptions we have 
/1~B,-,(~(t,sx,(t)+(l-~)x,(t)))8~~v”(t) 
for t E J, s E [0, l] and x1, x2 E C,. This together with the obvious equality 
L,tf&tt))= L, j’J% 4t) + (1-s) xl(t)) ds) 
s 1 zz B,-,(~(t,sx,(t)+(l-s)x,tt)))ds 0 
implies 
for t E J, which proves the lemma. 
Remark. If (B,_,(F( t, x)): x E C,} satisfies only condition (i), then so 
does PC -kWy,,.yztO): x,, x2 E C,}. It follows at once from the last equality. 
We are now ready to give the proof of Theorem 6.1. 
Proof of Theorem 6.1. Let GI E Gk,, and B E G, _ k,n be fixed. In view of 
Theorem 5.1 it is enough to show that the assumption (5.4) holds with P, 
and P, replaced by Z; and Zi, respectively. Thus it suffices to verify that 
I det(C + Z;XF,,.+tt2))l 2 6 > 0 (6.1) 
for every x1, x2 in C,, where as before X, denotes the fundamental 
matrix for FX,,.Vz. 
r1.3 
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Let x1, x2 EC, be fixed. From the last remark we obtain that the 
assumptions of Lemma 2.2 hold with A = B,-,(F,,,,,) and A = (2;) as in (i). 
Further, in view of Lemma 3.1 we have 
x Lk(Fx,,x2) = Mn-k@k,,J’ 
where *B.-k(Fx,,x,) is the fundamental matrix for B, ~ k(Fx,,xz). So by virtue of 
Corollary 2.1 given after Lemma 2.2 we obtain for the entry X,,,,&i) of the 
matrix M, _ k(XF,1,Y2) the estimate 
(i= i,, i,- , =j), (6.2) 
where i, j are uniquely determined by the equations i = h,, j = h,. Using the 
fact that II E,,,, II <P ( see (5.3)) we deduce from the definition of 
B, kFy,,x2) = @fV’,,,,, )) that 
and 
exp I ” b:(f’,,,,,(~)) dr 3 exp( - (n - k)(f2 - rl) PI (6.3) 11 
>,exp(-W-k)(t2- tl)P). (6.4) 
NOW let U = (u;) E 9,, be a minor-matrix of the family { B,-k(Fx,,J: 
x,, X~E c,}. In view of (6.2) the definition of U together with (6.3), (6.4) 
implies that 
xexp2(k-n)(l- 1))~ (6.5) 
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From the fact that U is an irreducible matrix of the class gA, we infer that 
where 1~ (n!k)+ 1. This and (6.5) give 
A;& ‘I.9 ( 11 12;: 2 6j+gexp2(k-n) nllk p exp(k-n)p. ( )I 
Since 
therefore, by the last estimate, the inequality (6.1) holds with 
,=,,x,i(k-n)~(l+2(n~k))}>0. 
Thus the proof is finished. 
Remark. If the hypotheses of Theorem 6.1 hold without (ii), then the 
assertion of Theorem 6.1 remains valid with /? = Cr. 
Indeed, if p = Cr, then by (6.5) we have 
where i = h, and Af = 1. This means that for /I = Cr the condition (6.1) holds 
with 6 = exp(k - n) ,U > 0. 
We conclude this paper with an example illustrating the use of 
Theorem 6.1. 
EXAMPLE 6.1. Let us consider the nth order differential equation 
x(“) = g( t, x), XER, (6.6) 
with the boundary value conditions 
x(‘qI1) = C”,..., x’qt,) = C(k) O<i,< ‘.. <i,dn- 1, 
x9 t2) = ci, i = 0, l,..., 
(6.7) 
n - 1, i # i, ,..., i,, 
where k is a given positive integer such that 1 d k SZ n - 1. 
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Assume that the function g: Jx R -+ R is continuous and has bounded 
continuous partial derivatives g, = ag/ax. Assume, moreover, that for every 
x E C1, and every t E J the equality 
(-lY-k+lg.y(t,?c)~O (6.8) 
holds. 
Using Theorem 6.1 and its remark we shall show that for every 
CI = (il ,..., ik) E Gk,, and every (cl,..., c”) E R” the boundary value problem 
(6.6); (6.7) admits exactly one solution. In fact, the problem (6.6), (6.7) is 
equivelant to (5.11, (4.4) with f(t, x) = (x2,..., x”, g(t, x’)) and 
a = (il ,..., ik) E Gk,nr p = Cc and it remains to verify the condition (i) of 
Theorem 6.1. 
For the Jacobian matrix F( t, x) = (f’,,( t, x)) off we have pX,+ ,( t, x) = 1, 
j = l,..., n - 1, f!$(t, x) = g.\l(t, x’) and zero elsewhere. Note that all entries 
of B,-,(P) obtained from f’,,+,, j= l,..., n- 1, by (3.1) are equal to 1, 
whereas the entries of B, Pk(P’) from f”,, by (3.1) are equal to 
( - 1 )“- k + ‘f;, . From (6.8), it follows that B, _ k(F) belongs to 9,, if /i is 
defined by the vector II = (l,..., 1) E RN, N= (,:,). Hence (i) is verified. 
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