Abstract-This paper presents a Hamiltonian-driven framework of adaptive dynamic programming (ADP) for continuous time nonlinear systems, which consists of evaluation of an admissible control, comparison between two different admissible policies with respect to the corresponding the performance function, and the performance improvement of an admissible control. It is showed that the Hamiltonian can serve as the temporal difference for continuous-time systems. In the Hamiltonian-driven ADP, the critic network is trained to output the value gradient. Then, the inner product between the critic and the system dynamics produces the value derivative. Under some conditions, the minimization of the Hamiltonian functional is equivalent to the value function approximation. An iterative algorithm starting from an arbitrary admissible control is presented for the optimal control approximation with its convergence proof. The implementation is accomplished by a neural network approximation. Two simulation studies demonstrate the effectiveness of Hamiltoniandriven ADP.
(or adaptive) dynamic programming (ADP). For an example, see [3] (reprinted in [4] ) with relevant material also in [5] and [6] .
After [3] , various ADP methods were developed, such as [7] [8] [9] [10] [11] among many others. Heuristic dynamic programming (HDP), dual heuristic dynamic programming (DHP), and their action-dependent versions, ADHDP and ADDHP, are described in [5] . Globalized DHP (GDHP) is described in [6] and [12] , and it is successfully implemented in [5] . Actiondependent GDHP is also developed in [7] . Action-dependent approaches do not use a model neural network (NN) or any other model to achieve their adaptation.
Further development of ADP algorithms relaxed the requirements of the network structure. [13] discusses two different training techniques: forward-in-time and backward-in-time. Reference [14] introduces a model-free HDP structure. Reference [15] puts forward a model-free DHP algorithm. Reference [16] simplifies the action-critic structure to a single critic network, which is referred to as a single network adaptive critic.
Also, ADP algorithms evolved from offline iteration [17] to online update realization with convergence proofs and stability analysis [18] [19] [20] . In an online ADP framework, the requirements of a complete or partial system model are relaxed, which is suitable for real-world applications. Recently, ADP methods have been extended from on-policy to off-policy. Off-policy allows for learning without any knowledge of system dynamics. Additionally, in an off-policy learning algorithm, the policy used to generate behavior may in fact be unrelated to the policy that is evaluated and improved [21] [22] [23] . Inspired by this idea, the approximate solution to the Hamilton-Jacobi-Isaacs equation was developed, resulting from H-infinity regulation problems [24] [25] [26] .
Starting from an admissible initial control, [27] pointed out that the solution to the HJB equation, which is a nonlinear partial differential equation (PDE), can be obtained by successively solving a sequence of linear PDEs. This is called the generalized HJB (GHJB) equation. The Hamiltonian plays a significant role in the successive approximate optimal control design, which motivates this paper. This paper defines the Hamiltonian more generally, investigates the properties of the Hamiltonian, and then provides a novel interpretation of the successive approximate optimal control design via a geometric perspective. Finally, an iterative ADP approach is 2162-237X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
developed with a temporal-difference-free property, which will be explained in Section IV. The Bellman residual [2] , [8] , [28] , also known as temporal difference [7] , [23] , [29] , [30] , is defined as
for discrete-time systems, where x is the system state, u is a policy applied to the system,V stands for the critic outputs, and L(x, u) represents the utility function. The temporal difference plays an important role in training the critic in order to learn the value function approximation in ADP. There are a lot of temporal difference based ADP algorithms developed for discrete-time systems (see [5] [6] [7] [8] [9] [10] [11] [12] for reference). Recently, a temporal difference-based method was also presented for continuous-time systems, which is referred to as the integral temporal difference [8] , [11] , [19] , [31] , [32] . It is necessary to develop a deep understanding of temporal differences, which is a motivation of this paper. Most ADP methods are iterative, such as value iteration and policy iteration [33] . In order to make a successive approximation converge to an optimal solution, specific conditions are required. Policy iteration-based methods have to begin from an admissible policy, while value iteration-based approaches can start with an arbitrary initial value function [8] , [11] and [28] . It can be shown that the Bellman equation is a fixed point equation of a Bellman operator [34] . A monotonicity property and contraction property of the Bellman operator are required [34] , which are basic properties of general fixed point operators. The idea of utilizing the techniques in optimization theory to optimize NN control problems is another motivation for this paper.
Consider the unconstrained optimization problem min x∈X F(x), where X is the decision space. Denote x k as the current estimate of the optimal decision x * = arg min x F(x). In order to get a better successive estimation [35] . The optimal solution search problem can be split into the following steps.
1) To evaluate current estimation x k . 2) To build the criterion by which different estimations can be compared. 3) To design an update rule that makes a better estimation x k+1 , based on the criteria in the previous steps. The optimal control problem can also be viewed as an optimal solution search problem. Inspired by the steps above, this paper develops a novel framework of the optimal control policy search problem that is parallel to the above-mentioned framework.
1) To build a criterion that evaluates an arbitrary admissible control u k (·), i.e., calculate the corresponding cost J (u k ). 2) To establish a rule that compares two admissible controls. 3) To design a successive control u k+1 (·) with a better cost J (u k+1 ), depending on the previous steps and current admissible control u k (·). Steps one and three are identical to the policy evaluation and policy improvement in policy iteration. However, step two is still necessary to generate the successive approximation of optimal control while improving performance. Once the criterion for comparing policies is founded in step two, an improved policy with a better performance can be designed. Bellman's dynamic programming principle results in the HJB equation, which only describes the relationship between the optimal control policy and the optimal cost. The Hamiltonian plays an important role in the analysis of the HJB equation. This paper creates a more general definition of the Hamiltonian and analyzes it. With the Hamiltonian, an arbitrary admissible control policy can be evaluated, and two arbitrary admissible control policies can even be compared. Then, it is possible to design a successive approximation toward the optimal solution. The work in this paper is motivated by the Hamiltonian, defined in Section II, and it develops the three steps of the Hamiltonian-driven framework found in Section III.
The remainder of this paper is organized as follows. Section II gives the problem formulation. The Hamiltoniandriven framework is discussed in Section III. Implementation details are described in Section IV. Case studies for both linear and nonlinear dynamic systems are presented in Section V. Section VI gives the conclusions.
II. PROBLEM STATEMENT
This paper considers the stabilizable time-invariant input affine nonlinear dynamic system of the forṁ
where x ∈ ∈ R n is the state vector, u ∈ R m is the control policy, and f (·) ∈ R n and g(·) ∈ R n×m are locally Lipschitz functions with f (0) = 0. x(t 0 ) = x 0 is the initial state and is a compact set in R n . The optimal control problem is to find a control policy u * (·) that minimizes the cost
where the scalar utility function L(
where
is a positive semidefinite function and R is a symmetric positive definite matrix. Q(x) and u R represent the tradeoff between driving the state to the origin and saving the energy applied to the system. J (u(·); x 0 ) is understood as a cost functional of policy u(·) starting from state x 0 , which is an evaluation of the policy. As mentioned in [17] , in ADP, stability is required at each iteration rather than simply approaching stability in the limit. Therefore, it is assumed that an admissible control exists in such a way that the system (2) is globally asymptotically stable and the cost (3) is finite.
Note that cost functional (3) is a functional of the policy u(·) evaluated along the state trajectory x(t), which depends on the initial state x 0 . However, there is no analytical solution of x(k) for general nonlinear systems. Therefore, an alternative to the cost functional defined on the whole state space, which is independent of the solution of the nonlinear dynamic system, is needed. V (x; u(·)), which is referred to as a value function, represents the total cost starting from its argument x when u(·) is applied to system (2) starting from x.
Define the Hamiltonian functional of a given admissible policy u(·) as
where ·, · denotes the inner product between two vectors of the same dimension. It should be noted that this definition of the Hamiltonian is slightly different from those found elsewhere, such as [8] , [9] , [11] , [28] , and [36] . Here, x stands for an arbitrary element in the state space rather than the solution of (2). Both state x and the value function V (x; u(·)) can be viewed as parameters of the Hamiltonian. Considering the system (2) with utility function (4) and cost functional (3), via completion of squares, the Hamiltonian is equivalent to
Therefore, the minimum of the Hamiltonian with a prescribed value function V (·) with respect to u is
Further details about the Hamiltonian will be discussed in Section III-D. Based on the Hamiltonian, a sufficient condition of optimality for optimal control problems centers on the PDE, called the HJB equation
with boundary condition V (x(∞)) = 0. The relationship between the solution of the HJB equation and the optimal control problem is described as follows. Lemma 1 (Sufficient Theorem [28] ): Suppose a unique and continuously differentiable scalar function V * (x; u * (·)) exists that satisfies the HJB equation described in (9) . Suppose further that u * (·) attains the minimum of the right-hand side of (9), i.e., u * (x) = arg min u H (u; x, V * (x)). Let x * (t) be the trajectory starting from the given initial state x 0 when the control policy applied to system (2) is u * (·). Then, under the assumption that f (·) and g(·) are locally Lipschitz, L(·, ·) is differentiable, and u * (·) is piecewise continuous, the control policy u * (·) is the optimal solution of problem (3) subject to (2) , and V * (x 0 ; u * (·)) is equal to the optimal cost of (3), that is
Assuming that the minimum on the right-hand side of (9) exists and is unique, then the optimal control is
Inserting this result into (9), an equivalent formulation of the HJB equation can be found
Note that the optimal control policy (11) depends on the solution of the HJB equation (12) . However, solving the HJB equation is challenging, since it is a nonlinear PDE, quadratic in value function gradient, and does not have an analytical solution for general nonlinear systems.
In Section III, Hamiltonian-driven ADP with convergence proofs is developed to approximate the solution of HJB equation iteratively.
III. HAMILTONIAN-DRIVEN ADAPTIVE DYNAMIC PROGRAMMING

A. Evaluating an Admissible Policy
First, some terminologies should be clarified to avoid confusion. V * (x 0 ; u * (·)), the solution to the HJB equation (9) , is referred to as an optimal value function [37] , and value function [36] . In this paper, V * (x 0 ; u * (·)) is referred to as an optimal value function, whereas the value function is defined as follows.
Definition 1 (Value Function): Suppose x(t)
is the trajectory of system (2) starting from initial state x 0 when policy u(·) is applied. Suppose further that there exists a positive definite continuously differentiable function V (x; u(·)) that satisfies (13) 
Remark 1: Equation (13) is also referred to as a GHJB equation [38] . Note that the GHJB equation is linear in the value gradient. Therefore, theoretically speaking, it should be easier to solve than the nonlinear HJB equation (12) .
Remark 2: The solution to the generalized HJB equation (13) is positive definite, which is guaranteed by the stabilizable system dynamics and the zero state observable performance functional [39] , [40] .
It should also be noted that the Hamiltonian is required to be 0 for ∀x, not just at the prescribed initial state. Along the trajectory x(t), the relationship between the value function V (x(t); u(·)) and J (u(·); x(t)) is given by the following.
Lemma 2 (Evaluation Theorem):
Assume that the system trajectory x(t) is generated by applying u(·) to system (2) from initial state x 0 . Assume also that there exists a continuously differentiable and positive definite solution V (x(t); u(·)) to GHJB formulated in (13) with respect to system (2). Then,
V (x(t); u(·)) and J (u(·); x(t)) are equal to each other, that is
Proof:
The second equality results from (13) by adding (3) to both sides of (15)
The second equality results from (13) . Hence, (14) holds. Note that Lemma 2 bridges a gap between the value function and the cost functional, and it also provides a method to evaluate an arbitrary admissible policy via solving (13) 
for V (x; u(·)). Therefore, decreasing the cost J (u(·); x(t)) is equivalent to decreasing the V (x(t); u(·)).
It can be seen that the conclusion in Lemma 1,
, is a special case of Lemma 2.
Also, based on Lemma 1 and Lemma 2, it can be concluded that the value function V (x(t); u(·)) is an upper bound of the optimal value function V * (x(t); u * (·)) Corollary 1:
The HJB equation only characterizes an optimal value function when applying the optimal control u * (·). However, this paper wants to make evaluations of arbitrary admissible control u(·). From the discussion above, solving (13) for V (x; u(·)), an equivalent calculation of the cost J (u(·); x) of any admissible control is developed, which is the first step of the Hamiltonian-driven framework.
B. Comparing Two Admissible Policies
From the above discussion, it becomes clear that the Hamiltonian functional is identical to 0 along the trajectory x(t), for an arbitrary admissible control u(·). This holds even for optimal control u * (·). Thus, the Hamiltonian seems to be a fixed structure for different admissible policies. When comparing two different admissible policies, deeper information about the Hamiltonian is required, which is the motivation for this section.
Assume that an admissible control u(x) is selected. The corresponding value function V (x; u(·)) is determined by solving (13) , which makes the Hamiltonian equal to 0. In order to better analyze the Hamiltonian, as inspired by [27] , the property of the minimum of the Hamiltonian is investigated. 
be the distance between the prescribed policy, u i (·), i = 1, 2, and the policy which attains the minimum of the Hamiltonian,
The first proposition is natural since (6) and (7), resulting in
Moving the items h 1 and
to the left-hand side of (19)
Based on the assumption that h 1 ≤ h 2 and matrix R is a positive definite, then
Provided that V i (·) satisfies condition (13), thus
Equation (21) combined with (22) implies that
Therefore, proposition two is proved.
3) From the assumption that d 1 ≥ d 2 , it is revealed that
First, by extending the items in (24) , then, by adding and subtracting the appropriate terms to (24) , one can obtain
Based on (7) and (25) by the completion of squares in (6), the following can be determined:
From the results in Proposition 2, Proposition 3 holds. With the Hamiltonian, Lemma 3 provides a method for comparing two different admissible policies. Additionally, Lemma 3 offers a possible descent-direction toward an optimal policy. The descent direction represents the class of variations in the policy that will lead to an improvement in the value function. This is important for the design of successive approximations to an optimal policy, which will be discussed next.
C. Improving the Cost
In Lemma 3, u 2 (·) is better than u 1 (·) with respect to the cost functional (3) or the value function (13) . However, there is still no explicit expression for the improved policy u 2 (·). In this section, a successive approach, i.e., relating the improved policy u 2 (·) to a prescribed policy u 1 (·) is put forth.
The following is required for the successive improvement of the admissible policy.
Definition 2 ( Uniform Sequence [41] ): A sequence {h i (x)|i = 1, 2, . . .} defined on ∈ R n is said to be uniform at x 0 ∈ if for every ε 0, there exists a δ 0 and
Assumption 1: The system dynamics (2) and the utility function L(x, u) = Q(x) + u R are such that the solution to the generalized HJB equation (13) is continuously differentiable, i.e., belong to Sobolev space H 1,2 ( ) (for more details of Sobolev space, [40] ), and the gradient of the solution to the generalized HJB equation is uniform on . [41] (13) . The policy sequence is generated by
Lemma 4 (Convergence of Function Gradient
Then, the following statements are true 1) The value function sequence {V i (x; u i (·))} is a nonincreasing sequence, that is
2) Both {V i (x; u i (·))} and {u i (·)}, generated via the approach mentioned above, converge into V * (x; u * (·)) and u * (·), which is the solution to HJB equation (9), that is
Proof: 1) First prove Proposition 1). Based on the assumption that V i (x; u i (·)) satisfies (13), then from (27) , the Hamiltonian of policy u i+1 (·) is
x). Inserting this into (30) becomes
By rearranging, (31) is equivalent to
Note that the left-hand side of (32) is
and the right-hand side is
Combining (33) and (34) leads to
Proposition 1 in Lemma 3, h i ≤ 0, reveals the following result:
Since the value function sequence {V i (x; u i (·))} is generated by solving (13), both V i (x) and V i+1 (x) satisfy the boundary condition
Therefore
Based on (36) and (38) , it becomes
2) The proof of the second proposition in Theorem 1 is given in the following.
From Proposition 1, it is known that the value function sequence {V i (x; u i (·))} is nonincreasing. Since the value function is positive definite, the value function sequence is lower bounded by V (x) = 0, ∀x. Thus, the limit of the lower bounded and nonincreasing sequence {V i (x; u i (·))} exists, as denoted by
Based on Assumption 1 and Lemma 4, the value gradient
Consider the variation between these two successive policies
Based on (41)- (43), for all x
Note that each pair {u i (·), V i (·)} satisfies the definition in (13) . Hence, {u e (·), V e (·)} also satisfies (13) . Therefore
From (6), it can inferred that the Hamiltonian H (u; x, V e ) is quadratic in policy u. Based on (8) and (46), it is known that u e minimizes the Hamiltonian H (u; x, V e ), that is
Therefore, the pair {u e (·), V e (·)} satisfies the HJB equation (9) . Based on the assumption that the HJB equation (10) or (13) has a unique solution, then for all
Based on Theorem 1, the control sequence {u i (·)} can be generated recursively, resulting in the value function sequence {V i (x; u i (·))} converging into an optimal value function V * (x; u * (·)). Another view of Theorem 1 could be upper bound minimization. Corollary 1 shows that the value function associated with an arbitrary admissible policy is an upper bound of the optimal value function for an optimal policy. Further details will be discussed with graphical illustration in Section III-D. 
is a rough illustration of a Hamiltonian functional with different admissible policies. The u-axis stands for the group of admissible policies, and the H -axis represents the Hamiltonian functional of a given policy. Since the Hamiltonian is quadratic in policy based on (5), it is shown as a parabola in Fig. 1 . Different parabolas in Fig. 1 refer to different Hamiltonians of their corresponding admissible policies.
Though different policies correspond to different value functions and Hamiltonians, based on (13), the Hamiltonians of different admissible policies are always identical to 0, at the intercept of the Hamiltonian curves with the u-axis, which is the invariant property of an admissible policy. However, deeper knowledge about the Hamiltonian shows d = u −ū R and h = min u(·) H (u(·); x, V (·; u)), which is important for comparing between different admissible policies. Fig. 1 shows the ideas in Lemma 3.
2) Discussion on Theorem 1: Theorem 1 is the answer to the final step in the Hamiltonian framework. It gives a recursive scheme to the designed a control policy sequence {u i } ∞ i=1 that will converge to an optimal control u * (x). It is a special case of Lemma 3. Suppose that we choose u i+1 = arg min u H i (u), which leads to d i+1 ≺ d i , as shown in Fig. 2 . Based on
. Therefore, we will have a policy sequence {u i } ∞ i=1 and a value function sequence {V i (·)} satisfying (49).
IV. IMPLEMENTATION OF THE HAMILTONIAN-DRIVEN ADP VIA THE NEURAL NETWORK
In this section, the implementation of the Hamiltonian driven iterative ADP algorithm is given via an NN. The recursive value function sequence generated by Theorem 1 has been proven to converge into the solution of the HJB equation that originates from the nonlinear continuous-time system optimal control. It should be noted that H (u i (x); x, V i (x)) = 0 should be satisfied along the trajectory at each epoch, such Fig. 3 . Schematic of the Hamiltonian-driven iterative ADP framework. The tuning of the critic network tries to minimize the norm of the Hamiltonian. Once the norm of the Hamiltonian is close to 0, the Hamiltonian is also close to zero. Then, the critic outputs the approximation to the value function. Once the critic is well-trained, the action network training starts. The tuning of the action network aims to decrease the Hamiltonian functional in order to decrease the value function.
that V i (x) is the value function for an admissible control
, which is the motivation for this section.
Inspired by [7] , this paper puts forward the Hamiltoniandriven framework for ADP. The diagram of the ADP algorithm is given in Fig. 3 . The critic network outputs the value function, and the action network outputs the control policy in the following alternative ways: 1) the training of the critic network tries to minimize the norm of the Hamiltonian; once the Hamiltonian is close to zero, the critic outputs the approximated value function and 2) after the critic network is well trained, the action network training starts. The training of the action network aims to minimize the Hamiltonian in order to improve the value function.
As mentioned in Section I, temporal difference learningbased approaches are important for the value function approximation in ADP. Note that the value function, defined in (13) in Definition 1, requires the Hamiltonian in (5) to be zero along the state trajectory. Therefore, the Hamiltonian serves as the function of temporal difference for the continuoustime systems. It can be shown that the ADP method in [19] and [40] is equivalent to the Hamiltonian-driven ADP. Note that the integral temporal difference for continuous-time systems in [19] is defined as
which is required to be zero when calculating the approximated value functionV (x) with respect to the admissible control u(·). Essentially, the integral temporal difference in (50) can be viewed as the integral of the Hamiltonian on the interval [t, t + T ]. In [40] , the value function approximation is transformed into the least square solution of
, and the value function V (x) is approximated byV (x) = w T σ (x). It should be noted that the least squares solution of (51), w * , is equivalent to the solution of the minimization problem of
which seeks to drive the Hamiltonian H (x; u,V (x; w * )) toward 0 as close as possible. That is, the method in [40] is equivalent to approximate the solution of (13) . Therefore, the Hamiltonian in (5) can be viewed as the general temporal difference for the continuous time systems. This paper utilizes a three-layer feed-forward NN as the function approximation scheme. The output of the action network can be formulated aŝ u are the weight matrix and bias vector between the hidden layer and the output layer. σ (·) is the activation function in the hidden layer. During the iteration, the target of the control input, u i (x k ), is formulated in (27) . The weights of the action network are updated to minimize the following objective function:
The critic network is constructed by a multilayer feedforward NN. The output of the critic network iŝ and the objective function to be minimized is defined as
With these objective functions, many methods like backpropagation and the Levenberg-Marquardt algorithm can be used to tune the weights of the NN. A summary of this algorithm is given in Fig. 4 .
V. SIMULATION STUDY
In this section, two examples are provided to illustrate the effectiveness of the above theoretical results.
Example 1 (Linear Quadratic Regulator): Consider the continuous-time linear system given by
where x(t) = [x 1 x 2 ] T ∈ R 2 is the state and u(t) ∈ R is the control law. The utility function is given by r (x, u) = x 2 1 + x 2 2 + 0.01u 2 . Solving the algebraic Riccati equation with respect to the system (58) [42] , the optimal control u * = [−9.5145 − 4.6288]x and the optimal value function V * (x) = x T 0.0317 −0.0316 −0.0316 0.1727 x are obtained.
In this example, the three-layer feed-forward NN was chosen as the critic network and the action network. The network structure for action network and critic network are designed as 2-8-1 and 2-8-2, respectively. In the network training process, the learning rate for both the action network and the critic network is 0.05. In order to demonstrate the effectiveness of the presented Hamiltonian-driven ADP algorithm, the initial state is chosen as nonzero x 0 = [−1 2] T . Since the linear system (58) is controllable, the initial admissible control policy u 0 = [−10 1]x is obtained by the pole placement technique to endow the closed-loop system with negative eigenvalues. The initial action weights are determined to approximate the given admissible initial policy. In this way, we get the initial action network weight matrices and the bias vectors as Based on Theorem 1, as the iteration continues, the value function sequence should approach the optimal cost, and the policy sequence should get close to the optimal policy. From the simulation results, it can be seen that the performance is improved as the iterations continue. Finally, an approximate optimal policy is obtained when the stopping rule 
where x(t) = [x 1 x 2 ] T ∈ R 2 is the state and u(t) ∈ R is the control input. According to the inverse optimal nonlinear regulators theory in [43] , with the utility function r (x, u) = 2(x 2 1 + x 2 2 ) + 0.5u 2 and the optimal value function V * (x) = x 2 1 + x 2 2 , the optimal control is u * = −2x 1 x 2 . In this example, the critic and the action network are approximated by the three layer feed-forward NNs with structure 2-8-2 and 2-8-1, respectively. In the training process, the learning rate for both the networks is selected as 0.05. Since the Hamiltonian-driven ADP requires an admissible policy from the start, an initial admissible policy, u 0 = −0.3x 1 x 2 , was selected and the initial weights of the action network were determined to approximate the admissible initial policy. Then, the initial action network weight matrices and the bias vectors Convergence of value function/cost functional in Example 2 (nonlinear regulator problem). 
VI. CONCLUSION
Value function approximation in continuous time systems is a challenging problem in ADP. Establishing a Hamiltoniandriven framework of ADP is based on the convergence proof of the presented iterative ADP algorithm for the approximate solution of the HJB equation continuous-time nonlinear dynamical systems. A detailed intuitive interpretation of the Hamiltonian-driven framework is also given. The Hamiltonian can serve as the general temporal difference for the continuous-time systems. Within the Hamiltonian framework, both the value function and the policy sequence converge to the optimum.
