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ABSTRACT

Chatterjee, Sumantra. Ph.D., Environmental Sciences Ph.D.
Program, Wright State University, 2010. Estimating
Evapotranspiration Using Remote Sensing: A hybrid approach
between MODIS Derived Enhanced Vegetation Index, Bowen
Ratio System, and Ground Based Micro-Meteorological Data.

We investigated water loss by evapotranspiration (ET) from the Palo Verde
Irrigation District (PVID) and the Cibola National Wildlife Refuge (CNWR) in southern
California bordering the Colorado River collaborating with the United States Bureau of
Reclamation (U.S.B.R.). We developed an empirical model to estimate ET for the entire
PVID using satellite derived MODIS enhanced vegetation index (EVI), and ground based
measurements of solar radiation and vapor pressure. We compared our predictions with
U.S.B.R. estimates through statistical cross validation and showed they agree with an
error less than 8%. We tested the same model for an alfalfa field inside PVID to check
its applicability at a smaller spatial scale. We showed that the same model developed for
PVID is the best model for estimating ET for the alfalfa field. We collected data from
three Bowen ratio energy balance (BREB) towers installed in the invasive saltcedar
(Tamarix spp) dominated riparian zone in the CNWR and a fourth tower in the alfalfa
field in PVID.

The riparian sites were selected according to different densities of

vegetation. We collected data from these sites at various intervals during the period
between June 2006 to November 2008. We reduced the errors associated with the Bowen
ratio data using statistical procedures taking into account occasional instrument failures
and problems inherent in the BREB method. Our results were consistent with vegetation
iv

density and estimates from MODIS EVI images. To estimate ET for larger patches of
mixed vegetation we modified the crop coefficient equation and represented it in terms of
EVI. Using this approach, we scaled the alfalfa field data to the entire PVID and
compared the results with U.S.B.R. (2001-2007) estimates. We predicted ET well within
the acceptable range established in the literature. We empirically developed ET models
for the riparian tower sites to provide accurate point scale ET estimation and scaled for
the entire riparian region in CNWR with our modified crop coefficient approach. We
investigated the assumptions upon which the Bowen ratio equation is developed. In the
presence of turbulence some of the assumptions may not be valid, and the final data may
require correction factors.

v

TABLE OF CONTENTS
CHAPTER 1: INTRODUCTION ........................................................................................1
1.1. Introduction ...................................................................................................................1
1.2. Specific Aims ................................................................................................................3
CHAPTER 2: PREVIOUS STUDIES .................................................................................5
2.1. Background and Review of Literature ..........................................................................5
2.2. Procedures Suitable for Point Estimation of ET ...........................................................7
2.2.1. Lysimeters: ............................................................................................................ 7
2.2.2. Eddy Covariance Method: .................................................................................... 8
2.2.3. Bowen Ratio Method: ......................................................................................... 10
2.2.4. Aerodynamic Method: ........................................................................................ 11
2.2.5. Sap Flow Method: ............................................................................................... 12
2.3. Procedures/Models Suitable for Estimating ET on a Regional Scale .........................13
2.3.1. Models Based on Remote Sensing ...................................................................... 13
2.3.1.1. SEBAL/METRIC:........................................................................................ 13
2.3.1.2. LIDAR Application: .................................................................................... 15
2.3.1.3. The U.S.B.R. Approach for Lower Colorado Region (Application of CropCoefficient Method): ................................................................................................. 16
2.3.2. Empirical Equations: ........................................................................................... 20
2.3.3. Surface Renewal Method: ................................................................................... 21

vi

2.3.4. Weighted Canopy Method: ................................................................................. 22
2.4. Importance of scales in remote sensing ......................................................................22
2.5. Experiments on ET Estimation Approaches Using Same Models but at Different
Spatial Scales .....................................................................................................................24
CHAPTER 3: HYBRID MODELING FOR ET - PVID MODEL ....................................26
3.1. Introduction .................................................................................................................26
3.2 Data Collection and Data Processing ...........................................................................29
3.3. Methodology for a hybrid Model for Spatial ET Estimation for PVID ......................34
3.4. Results .........................................................................................................................42
3.5. Discussion ...................................................................................................................55
CHAPTER 4: ALFALFA FIELD SCALE MODEL .........................................................56
4.1. Introduction .................................................................................................................56
4.2. Development of the Model .........................................................................................56
4.3. Data Collection ...........................................................................................................57
4.4. Results .........................................................................................................................58
4.5. Discussion ...................................................................................................................65
CHAPTER 5: COLLECTION OF BOWEN RATIO DATA ............................................66
5.1. Introduction .................................................................................................................66
5.2. Description of the original work by I.S. Bowen .........................................................66
5.3. Description of the Bowen Ratio Method ....................................................................69

vii

5.4. Bowen Ratio and Energy Balance (BREB) system instrumentation ..........................70
5.4.1.Soil Heat Flux: ..................................................................................................... 71
5.4.2. Net Radiation: ..................................................................................................... 72
5.4.3. Automatic Exchange Mechanism: ...................................................................... 74
5.4.4. Barometer:........................................................................................................... 76
5.5. Installation of the Bowen ratio energy balance (REBS) systems ...............................77
5.6. Discussion ...................................................................................................................84
CHAPTER 6: REDUCTION AND ANALYSIS OF BOWEN RATIO DATA................85
6.1. Introduction .................................................................................................................85
6.2. Sources of the Bowen ratio data errors .......................................................................85
6.3. Description of data errors............................................................................................87
6.4. Data corrections ..........................................................................................................88
6.4.1. Correction of erroneous data due to instrument failure: ..................................... 89
6.4.2. Correction of erroneous data inherent to the Bowen ratio method: .................... 90
6.5. Results .........................................................................................................................94
6.6. Analysis of the results ...............................................................................................104
6.7. Discussion .................................................................................................................114
CHAPTER 7: APPLICATION OF EVI AS A PROXY TO CROP COEFFICIENT .....116
7.1. Introduction ...............................................................................................................116
7.2. Application of vegetation index as crop coefficient .................................................116
viii

7.3. Crop coefficient approach using MODIS EVI images .............................................117
7.4. Equivalent crop coefficient .......................................................................................122
7.5. Methodology .............................................................................................................125
7.5.1. Dealing with missing ET estimates: ................................................................. 125
7.5.2. Modifications of ET estimates and MODIS derived EVI data: ........................ 127
7.5.3. Application of the crop coefficient procedure: ................................................. 128
7.6. Testing the new crop coefficient approach using the BREB Tower Data ................133
7.7. Discussion .................................................................................................................139
CHAPTER 8: EMPIRICAL MODELS ...........................................................................141
8.1. Introduction ...............................................................................................................141
8.2. Empirical models for tower sites ..............................................................................142
8.2.1. Variable selections: ........................................................................................... 142
8.2.2. Model selections: .............................................................................................. 143
8.3. Results .......................................................................................................................144
8.3.1. Alfalfa: .............................................................................................................. 144
8.3.2 Swamp: .............................................................................................................. 148
8.3.3. Slytherin: ........................................................................................................... 151
8.4 Discussion ..................................................................................................................154
CHAPTER 9: BOWEN RATIO METHOD DURING TURBULENT AIR FLOW .......155
9.1. Introduction ...............................................................................................................155
ix

9.2 Situations during turbulent heat transfer ....................................................................156
9.3 Results ........................................................................................................................157
9.4 Scope of further research ...........................................................................................162
9.5. Discussion .................................................................................................................162
CHAPTER 10: CONCLUSIONS ....................................................................................164
REFERENCES ................................................................................................................169

x

LIST OF FIGURES
Figure 3.1. Map of PVID along with nearby CIMIS and AZMET meteorological stations
........................................................................................................................................... 28
Figure 3.2. Comparisons between 16-day averages of VP data collected from three
CIMIS stations along with their spatial average ............................................................... 32
Figure 3.3. Comparisons between 16-day averages of SR data collected from three
CIMIS stations along with their spatial average ...............................................................33
Figure 3.4. Scatter plots between ET and SR ...................................................................36
Figure 3.5. Scatter plots between ET and EVI ................................................................. 37
Figure 3.6. Scatter plots between ET and SR ...................................................................38
Figure 3.7. Plot of ET against cumulative days of the years. ........................................... 40
Figure 3.8. Plot of SR against cumulative days of the year ..............................................41
Figure 3.9. Autocorrelation function (ACF) of residuals of the Equation 3.1 .................. 46
Figure 3.10. Autocorrelation function (ACF) of residuals of the Equation 3.2 ................47
Figure 3.11. Comparisons of ET estimation. ET estimated by Equation 3.1 ................... 48
Figure 3.12. Scatter plot between ET estimated by U.S.B.R. and that by Equation 3.1
along with the 1:1 line ...................................................................................................... 49
Figure 3.13. Scatter plot between ET estimated by U.S.B.R. and that by Equation 3.2
along with the 1:1 line ...................................................................................................... 50
Figure 3.14. Wind rose diagram for Blythe NE for 2001-2006 ....................................... 52
Figure 3.15. Wind rose diagram for Ripley Station for 2001-2006 ..................................53
Figure 3.16. Wind rose diagram for Palo Verde II station for 2001-2006 ........................54

xi

Figure 4.1. The scatter plots of U.S.B.R. (2001-2007) ET for alfalfa against EVI with
separate color coded for summer (red) and winter (blue) ................................................. 62
Figure 4.2. The scatter plots of U.S.B.R. (2001-2007) ET for alfalfa against SR with
separate color coded for summer (red) and winter (blue) .................................................63
Figure 4.3. The scatter plots of U.S.B.R. (2001-2007) ET for alfalfa against VP with
separate color coded for summer (red) and winter (blue) ................................................. 64
Figure 5.1. Alfalfa BREB in alfalfa field inside PVID .....................................................80
Figure 5.2. Swamp BREB showing the medium density saltcedar station .......................81
Figure 5.3. Slytherin BREB showing the dense saltcedar station .....................................82
Figure 5.4. Diablo site showing sparse saltcedar station .................................................. 83
Figure 6.1. Plot of ET estimates for 2006 for the Alfalfa station, against observation
number .............................................................................................................................. 96
Figure 6.2. Plot of ET estimate for 2007 for Alfalfa, against observation number .......... 97
Figure 6.3. Plot of ET estimate during 2008 for the Alfalfa station, against observation
number .............................................................................................................................. 98
Figure 6.4. Plot of ET estimate during 2007 for Swamp against observation number ..... 99
Figure 6.5. Plot of ET estimate during 2008 for Swamp against observation number....100
Figure 6.6. Plot of ET estimates during 2007 for Slytherin against observation number
......................................................................................................................................... 101
Figure 6.7. Plot of ET estimate during 2008 for Slytherin, against observation number.
......................................................................................................................................... 102
Figure 6.8. Plot of ET estimate during 2008 for Diablo against observation number .... 103
Figure 6.9a. Daily ET for Alfalfa for 2007 ..................................................................... 106

xii

Figure 6.9b. Daily ET for Alfalfa for 2008......................................................................106
Figure 6.9c. Daily ET for Swamp for 2007 .....................................................................107
Figure 6.9d. Daily ET for Swamp for 2008 ....................................................................107
Figure 6.9e. Daily ET for Slytherin for 2007.................................................................. 108
Figure 6.9f. Daily ET for Slytherin for 2007 ..................................................................108
Figure 6.9g. Daily ET for Diablo for 2008 ..................................................................... 109
Figure 6.10a. ET estimates made from all the sites for 2007 .........................................110
Figure 6.10b. ET estimates made from all the sites for 2008 ......................................... 110
Figure 6.11. Plot of EVI for Swamp and Slytherin (for 2007 and 2008) .......................113
Figure 7.1. Plot of ET for Alfalfa during 2007, where the region inside the red ellipse
shows the region where applied linear interpolation ...................................................... 126
Figure 7.2. Plot of the product of Slytherin EVI and Swamp ET against the product of
Swamp EVI and Slytherin ET......................................................................................... 129
Figure 7.3. Plot of the product of Swamp EVI and Diablo ET against the product of
Diablo EVI and Swamp ET ............................................................................................130
Figure 7.4. Plot of the product of Swamp EVI and Slytherin ET against the product of
Slytherin EVI and Swamp ET......................................................................................... 131
Figure 7.5. Scatter plot of the product of alfalfa ET (Chapter 4) and PVID spatially
averaged

EVI

against

the

product

of

PVID

ET

and

alfalfa

field

EVI

..........................................................................................................................................132
Figure 7.6. Comparison of ET estimate by U.S.B.R (2001-2007) and ET estimate by
Equation (7.31) ...............................................................................................................136
Figure 7.7. Comparison of Swamp ET and Swamp ET predicted by Slytherin ............ 138

xiii

Figure 8.1. Comparisons of ET estimation by Bowen ratio method, equation 8.1, and
equation 8.2 for the Alfalfa station ................................................................................. 147
Figure 8.2. Comparisons of ET estimated by Bowen ratio method, equation (8.3) and
equation (8.4) for Swamp ............................................................................................... 150
Figure 8.3. Comparisons of ET estimations by Bowen ratio, equation (8.5), and equation
(8.6) for Slytherin ............................................................................................................153
Figure 9.1. Plot of Kv against wind speed for 2007 Swamp data .................................. 158
Figure 9.2. Plot of vapor pressure gradient against wind speed (WS) for 2007 Swamp
data .................................................................................................................................. 159
Figure 9.3. Plot of Reynolds number per unit length against wind speed for 2007 Swamp
data .................................................................................................................................. 161

xiv

LIST OF TABLES
Table 3.1. Cross validation of ET estimated by equation 3.1 and 3.2 against U.S.B.R.
(2001-2007) estimations for the calendar years 2001 to 2006 .......................................... 44
Table 4.1. Comparisons between total ET estimated by U.S.B.R. and total ET estimated
equations (4.1), (4.2) and (4.3) ......................................................................................... 61
Table 6.1. Estimated ET for saltcedar reported by different authors .............................. 114
Table 7.1. Cross validation of ET estimated by equation 7.31 against U.S.B.R. (20012007) estimates ...............................................................................................................137

xv

ACKNOWLEDGEMENTS
I am thankful to the members of my advisory committee Dr. Doyle Watts, Dr.
Subramania Sritharan, Dr. Thaddeus Tarpey, Dr. Allen Burton, and Dr. Abinash Agrawal
for their continuous and unconditional support that helped me to overcome every hurdle
during the span of my research period. I found my advisory committee, more than just an
advisory committee, but a committee who willfully guided me to such an extent that there
were many hurdles that I overcame during this course of my research, which I did not
even realize as a hurdle. Whenever I encountered any hard challenge I have always been
blessed with their valuable advices and suggestions.
I would like to express my sincere thanks especially to Dr. Watts and Dr.
Sritharan. They, not just provided me with this challenging research project or provided
me with full financial support, but in many occasions during the last five years, or more, I
found them appearing more like a guardian to me. As a result, I did not even encounter a
tremendous amount of non-academic challenges that, I am sure, many researchers go
through during their course of a doctoral study. I would also like to mention here the
enormous amount of support I received from them that are helping me, still today, to
apply my knowledge in the real world environment.
Other than my advisory committee I am thankful to all my colleagues who were
part of this research, and have always been beside me. I would like to thank especially to
Dr. Ramanithran Kandiah, who has always provided me with valuable suggestions to
overcome any hurdle. I would also like to thank Dr. Xiofang Wei for her support during
this work.

xvi

I am thankful to all Wright State University faculty members who helped me to
get my knowledge spread over various branches of science. I am also thankful to all my
student colleagues who made every moment of my stay in this academic institution
enjoyable.
Also, I would like to thank the United States Bureau of Reclamation (USBR), and
especially to John Osterberg, Jeff Milliken, and Jeff Addiego, for their unlimited support
when I encountered any problem. This project was supported by the USBR. The USBR
team, did not just supported us financially, they also provided assistance whenever we
needed any help in any other issues; with a special thanks to John Osterberg, again, for
his enormous contribution to the field work and the maintenance of the Bowen ratio
systems.

xvii

CHAPTER 1: INTRODUCTION
1.1. Introduction
Water lost by evapotranspiration (ET) is an essential part of the water budget
analysis of a region and perhaps the most difficult component to measure. For successful
water management, precise estimation of ET is essential at both spatial and temporal
scales. Historically there have been many attempts made to estimate ET. Each of the
different ET estimating procedures addresses only some of the specific concerns of
accurate ET estimations. Designing a unique procedure applicable to all spatial and
temporal scales remains a challenge (see Drexler et al., 2004; Rana and Katerji, 2000;
A.S.C.E., 1996; etc.). In recent times, a few attempts have been made to compare ET
estimations made at different spatial scales (e.g., Nagler et al., 2007; McCabe and Wood,
2006). We believe issues of accuracy variation in spatial and temporal scales have not
been addressed.
The study area for this project is the Palo Verde Irrigation District (PVID) and the
adjacent Cibola Wildlife Refuge in Southern California (Figure 3.1).

PVID is an

irrigated region in a desert with minimal rainfall. The water for irrigation is drawn from
a single diversion dam on the Colorado River. The area occupied by the PVID is about
521 square kilometers. However, the total agricultural acreage varies from year to year
(U.S.B.R., 2007a; 2007b; 2007c; 2006; 2004a; 2004b; 2002). For a region as large as
PVID a remote sensing based approach to estimate ET is highly desirable.
Saltcedar (Tamarix spp) is an invasive species occupying a vast area and
dominates the flora in the Cibola National Wildlife Refuge (CNWR) (Nagler et al.,
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2007), and are believed to be a major user of ground water in this and other arid areas in
the western United States (Nagler et al., 2007; Owens and Moore, 2007). Saltcedar,
being salt tolerant, has an advantage over the other native species, and has spread over
the whole CNWR (Nagler et al., 2009). It has been reported that saltcedar water usage
may be as high as 56.8 Kg/day (Nagler et al., 2003). Anecdotal reports in the popular
press sometimes put the rate of water use very high, as much as 200 gallons/day for a
single tree. Other authors reported transpiration rates for saltcedar from different study
sites varying from 3.7 to even up to 10 mm/day (Sala et al., 1996; Nagler et al., 2009;
Cleverly et al., 2006; Devitt et al., 1997). For regions with climate conditions that are
found in the CNWR (arid and basically desert) these water losses are a considerable
challenge in water management for United States Bureau of Reclamation (USBR).
Moreover, the present procedures that USBR follows tend to overestimate ET for riparian
vegetation by as much as 55%, if compared to results from Bowen ratio systems
(Wentenburg et al., 2006).
The second chapter in this thesis reviews the conventional ET estimation methods
and their advantages and disadvantages. Our focus was to develop ET estimates in
general for both large and small scales as accurately as possible. Chapter 3 is about the
development of an empirical model for the entire Palo Verde Irrigation District (PVID),
whereas in Chapter 4 we tested the applicability for model developed in Chapter 3 at the
smaller scale, of a single alfalfa field inside PVID. In Chapter 5 we discussed the
installation of Bowen ratio instruments at our field sites and discuss the different
individual instruments whose assemblage makes up the whole Bowen ratio system.
Chapter 6 is about the reduction and error elimination of Bowen ratio data and the results.
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We reduced our Bowen ratio ET estimations and analyzed the results for each of the
individual sites. The Bowen ratio ET estimations described in Chapters 5 and 6 are point
scale measurements. In Chapter 7 we attempted to scale up these point scale estimations
over a larger and possibly more mixed patch of vegetation. Since, maintenance of Bowen
ratio instruments or any ground instrumentation is expensive we developed empirical
models in Chapter 8 that could be used for point scale ET estimation once the towers are
not there and to minimize the number of towers required to characterize the ET of a given
area. Finally in Chapter 9, we briefly visited the case of turbulent wind flow and how it
may influence Bowen ratio estimates. Our preliminary research suggests that corrections
are required for the higher wind velocities and this opens up some possibility for further
research.

1.2. Specific Aims
An accurate estimation of evapotranspiration (ET) remains a challenge to
engineers who manage irrigation. In the review section below we discuss how
procedures/techniques that are adequate to estimate ET accurately at a single location
may introduce complications when applied to a larger spatial scale, and vice versa. In this
research we propose to address this issue in estimating ET for the study area, the Palo
Verde Irrigation District (PVID).
Following Drexler et al. (2004) who argued in favor of empirical models as
successful tools for dealing with complex environments, we propose to develop empirical
equations for our study region. We developed an empirical model to estimate ET for
PVID on a regional scale. We evaluate the performance of that model and the procedures
used to develop that model when applied to the scale of individual fields of an alfalfa, a
3

cotton field in PVID and three saltcedar dominated regions in the Cibola National
Wildlife Refuge in California. The alfalfa field was equipped with a Bowen ratio tower,
and so were the three saltcedar dominated regions to measure the ET directly. The alfalfa
field and one saltcedar site also had eddy covariance measuring equipment to provide a
check on the Bowen ratio data. ET estimating models will be developed specifically for
those tower sites (pixel scales) and attempts will be made to determine the applicability
the models developed at the small scales for larger spatial scales. Our models, which
were developed for accurate estimation of yearly water loss by ET, will be tested for
shorter temporal scales using data gathered during an intense 10-day phase of field study
in May of 2008. The results obtained through all these field measurements
summarized and reasons for the differences investigated
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are

CHAPTER 2: PREVIOUS STUDIES
2.1. Background and Review of Literature
Rana and Katerji (2000) reviewed important ET estimating procedures, and
classified those procedures according to the physics that govern their development. Some
procedures are based upon the concept of water balance, some upon the concept of gas
laws, and some procedures consider plant physiological properties. There are also
procedures that couple concepts of meteorology, physics, and biology. Each of those
documented procedures has some unique properties in explaining important aspects of
ET. Rana and Katerji (2002) also reviewed ET measurements from the perspective of
complex climatic conditions in the Mediterranean region, and later Drexler et al. (2004)
reviewed some important ET estimating procedures from the perspective of
environmental complexity in the spatial scale. They also documented many procedures,
some of which are conventional and others employing modern technologies such as
remote sensing.
In the following section, selective procedures/models from both of the
aforementioned review articles are described, with the main focus on their advantages
and disadvantages. The procedures/models described are grouped in the outline below
according whether that procedure/model is best for a spatial scale or for a point
measurement of ET:

5

Procedures Most Suitable for Point Estimation of ET:
The procedures mostly used for point estimation of ET are listed under the following
categories:


Lysimeter



Eddy Covariance Method



Bowen Ratio Method



Aerodynamic Method



Sap Flow Method

Procedures/Models Most Suitable for Estimating ET over a Spatial Scale:
The procedures mostly used for regional estimation of ET are listed under the following
categories:


Models Based on Remote Sensing



SEBAL/METRIC



LIDAR Application



U.S.B.R. Approach (Application of Crop-Coefficient Method)



Empirical Equations



Surface Renewal Method



Weighted Canopy Method

These methods are described in the subsequent sections.
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2.2. Procedures Suitable for Point Estimation of ET
2.2.1. Lysimeters:
A lysimeter is a simple water balance analysis for a container occupied by soil
and vegetation of interest with the water budget closely monitored. ET is simply the
residual of accurate measurements of water in and water out. (e.g. A.S.C.E., 1996; Fetter,
1994).
Advantages: The lysimeter is noted for its very accurate and precise estimation of ET
above most of the techniques (Rana and Katerji, 2000; A.S.C.E., 1996), and especially
over a 24 hour period (A.S.C.E., 1996).
Disadvantages: If the vegetation type, canopy coverage, etc., inside the lysimeter differ
from what is outside the lysimeter considerable errors in ET estimation may accumulate
(Rana and Katerji, 2000; A.S.C.E., 1996). The area measured by the lysimeter may differ
from the area that is actually influencing ET, causing errors in the measurement.
Moreover, at high temperatures the thermal expansion of the metal plate of the lysimeter
container may also introduce some errors by means of favoring an advection driven
change in ET, at a very small scale (Rana and Katerji, 2000).
The procedures using eddy covariance method, Bowen ratio method, and
aerodynamic method are built on a common platform in that they all consider water vapor
as a gas and they are developed from the gas laws in thermodynamics. More importantly,
at some point they all depend on energy balance equation, which is:
𝑅𝑛 = 𝜆𝐸 + 𝐺 + 𝐻… (2.1)
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Where Rn is net radiation, λE is the latent heat that is required for water in changing
phase, G is heat absorbed or radiated by soil (commonly called as soil heat flux), and H is
the sensible heat flux (Monteith and Unsworth, 2008).

2.2.2. Eddy Covariance Method:
The eddy covariance (EC) method is based on the statistical concept of
covariance. The instantaneous value of any rapidly fluctuating variable (say 𝐴 𝑡 ) can be
represented as a sum of its mean (over appreciable range of time) and its deviation from
the mean. Therefore, A can be written as:
𝐴 𝑡 = 𝐴 + 𝑎 𝑡 … (2.2)
Where, 𝐴 is the mean and 𝑎 𝑡 is the deviation from the mean. By definition, over an
appreciable range of time the expected value of 𝐴 𝑡 (E[𝐴 𝑡 ]) becomes close to 𝐴 (i.e.
E[𝐴 𝑡 ]=𝐴. However, if 𝐴 𝑡 is multiplied with 𝐴 𝑡 or some other simultaneously
fluctuating variable (say 𝐵 𝑡 ) the expected value of the product would differ from the
mean. In the above example if 𝐴 𝑡 is multiplied with 𝐵 𝑡 (the other variable) it is
called a covariance (CV). Therefore, the covariance for 𝐴 𝑡 and 𝐵 𝑡 can be written as
(Monteith and Unsworth, 2008):
𝐶𝑉 = 𝐴 𝑡 + 𝑎 𝑡

× 𝐵 𝑡 + 𝑏 𝑡

… (2.3)

The EC method is designed to estimate an entity transported by eddies. This entity
may be anything, such as water vapor, carbon dioxide, another gas, or even sensible heat.
The procedure is based on a few important assumptions- (I) there are no net gain or loss
of the entity flux so that assumption E[A]= 𝐴 is valid; (II) there is no exchange of air
mass between the internal sub layers (above and below which measurements are being
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made); and (III) the fluctuations in the horizontal directions (X and Y axes) are negligible
compared to that in the vertical directions (that is no advection). When such assumptions
are valid the measurement of moisture flux can be represented as (Monteith and
Unsworth, 2008):
𝜆𝐸 = 𝜆

𝜌𝑤 𝑡

+ 𝜌𝑤 𝑡

𝑞 𝑡 +𝑞 𝑡

=𝜆𝜌𝑤 𝑡 𝑞 𝑡 + 𝜆 𝜌𝑤 𝑡 𝑞 𝑡 +

𝜆𝜌𝑤 𝑡 𝑞 𝑡 + 𝜆 𝜌𝑤 𝑡 𝑞 𝑡 … (2.4)
Where, 𝜌 is density of air, 𝑤 𝑡 is wind speed, and 𝑞 𝑡 is moisture flux (all are
measured as function of time 𝑡 ). The bar sign at top ( ) represents averaged over an
appreciable time and the prime sign ( ) represents deviations from the mean. For
practical purposes it can be shown that except for 𝜆 𝜌𝑤 𝑡 𝑞 𝑡 all other terms on the
right hand side of equation 4 are negligible. Therefore, ET can be measured directly as
(Monteith and Unsworth, 2008):
𝜆𝐸 ≈ 𝜆 𝜌𝑤 𝑡 𝑞 𝑡 … (2.5)
All the terms on right hand side of equation 5 are measured as a time series, and are
averaged over an appreciable time period (Monteith and Unsworth, 2008).
Advantages: One major advantage various authors emphasize is that the EC method can
be used for direct measurement of ET (Drexler et al., 2004; Rana and Katerji, 2000;
A.S.C.E., 1996). Since by applying the above consideration for energy transport, H can
be calculated easily, simple measurements of Rn and G can estimate λE as the residual of
equation 1. This gives an opportunity of calibrating the measurement of λE using the EC
method (Drexler, et al., 2004). EC method can give very accurate estimate of ET for
smaller temporal scales (Rana and Katerji, 2000).
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Disadvantages: Both Rana and Katerji (2000) and Drexel et al. (2004) pointed out defects
such as cost, maintenance, complexity and sensitivity of the instruments to be the main
drawback of EC method. Moreover, EC methods suffer from lack of consideration of
advection effects (Rana and Katerji, 2000). As often as not, the checks of ET acquired
from the eddy covariance method do not balance and corrections must be applied to the
results.

2.2.3. Bowen Ratio Method:
The Bowen ratio (Bowen, 1926) is the ratio of sensible (H) heat flux to latent heat
(𝜆𝐸). It is often denoted by the Greek letter beta (β). Assuming the transfer coefficients
for both latent heat energy and sensible heat energy are equal, 𝛽 can be written as directly
proportional to the ratio of the vertical temperature gradient to the vertical vapor pressure
gradient, which simplifies to:
𝛽=

𝐻
𝜆𝐸

𝛿𝑇

= 𝛾 𝛿𝑒 … (2.6)

where 𝛾 is known as the psychometric constant, and 𝛿𝑇 represent temperature difference
and 𝛿𝑒 represents vapor pressure difference at two altitudes (Monteith and Unsworth,
2008).
Advantages: The Bowen ratio method is famous for its very accurate estimation of ET
(A.S.C.E., 1996; Rana and Katerji, 2000) for both natural and agricultural vegetation
(A.S.C.E., 1996). Successful application of Bowen ratio method has been reported by
many authors in the past, and especially for semi-arid environment (reviewed by Rana
and Katerji, 2000). Also, the low cost instrumentation and comparatively simple data
reduction methods gave this procedure some popularity (Drexler et al., 2004).
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Disadvantages: One major disadvantage is that in a spatially heterogeneous environment
this method may accumulate errors. Also, the assumption of equality of transfer
coefficients for sensible and latent heat may not be valid at all the conditions,
jeopardizing the accuracy of ET estimation by this procedure, especially in arid
environments (Drexler et al., 2004).

Furthermore there is no way to check the result

with an energy balance calculation as there is for the eddy covariance method.

2.2.4. Aerodynamic Method:
The aerodynamic method is quite similar to the Bowen ratio method in a sense
that this procedure is also framed on the assumption of the similarity hypothesis. From
thermodynamics it can be shown that the rate that an “entity” is transported by gas is
inversely proportional to some gradient. This gradient may be of temperature, moisture,
wind speed, etc. depending upon whether the “entity” is sensible heat, latent heat,
momentum, etc. The similarity hypothesis says that under neutral condition the transport
coefficients are equal. Moreover, inside a stable boundary layer the assumption of a
logarithmic wind profile is also valid. Under these circumstances if the latent heat
transport coefficient, in terms of moisture gradient, is equated to the momentum transport
coefficient, in terms of wind speed gradient, and, if the wind speed gradient is expressed
in terms of the logarithmic wind function, the Thornthwaite-Holtsman equation
(Thornthwaite and Holtsman, 1939) for latent heat transport can be generated (Monteith
and Unsworth, 2008). The A.S.C.E. (1996) expression of the Thornthwaite-Holtsman
equation, with the correction factors for the times when the assumption of neutral
stability is not valid, is:
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𝜆𝐸 = −𝜌𝑤𝑎𝑡𝑒𝑟 𝑘 2

𝑢 𝑡𝑜𝑝 −𝑢 𝑏𝑜𝑡𝑡𝑜𝑚
𝑙𝑛

𝑞 𝑡𝑜𝑝 −𝑞 𝑏𝑜𝑡𝑡𝑜𝑚

1

2

𝜙 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚 𝜙 𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒 ℎ 𝑒𝑎𝑡

𝑧 𝑡𝑜𝑝 −𝑑

… (2.7)

𝑧 𝑏𝑜𝑡𝑡𝑜𝑚 −𝑑

where, u represents wind speed, and z is altitude of the sensors, d is zero plane
displacement, q is specific humidity, 𝜙 is correction factor and ρ is density. All other
symbols bear the usual meanings (A.S.C.E., 1996).
Advantages: Applying correction factors in the equation makes this procedure more
robust even when the assumption of neutral stability is not valid (Monteith and Unsworth,
2008). To avoid the complications of measuring vapor pressures at different altitudes
scientists often estimate the sensible heat first, and then estimate the latent heat from the
energy balance equation (Rana and Katerji, 2000). Also, by adding more steps of
measurement once can improve the accuracy of estimations made by this procedure
(reviewed by Rana and Katerji, 2000).
Disadvantages: Apart from the major drawback of inaccurate ET estimations from tall
crops (Rana and Katerji, 2000), like the Bowen ratio method, this procedure also requires
an assumption of spatial homogeneity of the environment to be successfully applicable.

2.2.5. Sap Flow Method:
In the sap flow method, the sap flowing through the stem of a plant is assumed to
be directly related to the transpiration rate of the plant (Rana Katerji, 2000). The most
popular sap flow method is the heat balance method (reviewed by Rana and Katerji,
2000), which was developed by Sakuratani (1984) (see Baker and van Bavel, 1987). In
the heat balance method a certain amount of heat is introduced into the stem of the plant
by means of an electrical circuit, and the difference between heat “in” and heat “out” is
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measured. This difference in heat is converted into the rate of sap flow using heat
transport equations (Baker and van Bavel, 1987).
Advantages: One major advantage is that the sap flow method can successfully estimate
night time transpiration (Fisher et al., 2007). Moreover, the sap flow method can be
treated as a direct measurement of transpiration (Rana and Katerji, 2000).
Disadvantages: The major disadvantage is that sap flow only measures transpiration
(Rana and Katerji, 2000), which may bring some complications when applied on a
regional scale. Moreover, the temperature difference between plant and atmosphere, and
the trunk and branch dimensions may introduce errors (Grime and Sinclair, 1999). The
method is very labor intensive and requires considerable logistic effort to produce
sustained estimates of ET.

2.3. Procedures/Models Suitable for Estimating ET on a Regional Scale
2.3.1. Models Based on Remote Sensing
2.3.1.1. SEBAL/METRIC:
Surface Energy Balance Algorithm for Land (SEBAL) was developed by
Bastiaanssen et al. (1998) to create ET maps using high resolution satellite images over
large areas. The algorithm estimates surface albedo, Normalized Difference Vegetation
Index (NDVI), and surface temperature using visible, near infra-red (NIR), and thermal
IR bands from satellite sensors. The estimated parameters are then used to determine
different components of the energy balance equation (equation 1). Using NDVI they
calculate emissivity, which in turn is used to estimate Rn through a linear regression
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model. They calculate the ratio of G to Rn (rectified for any errors) using NDVI,
hemispherical reflectance, and surface temperature, which in turn gives the value for G.
To estimate the H they consider two extreme cases of evaporative fraction or EF (ratio of
latent heat to the total of latent and sensible heat), the warmest pixel (when latent heat
goes to zero) and the coldest pixel (when sensible heat goes to zero). They use the
radiometric surface temperature as a function of surface albedo to estimate H in between
the two extreme points (Bastaaanssen et al., 1998). Allen et al. (2007) developed
METRIC as a modification to SEBAL. METRIC is said to produce a better estimation of
ET in rough terrain. Although, the general procedure of SEBAL and METRIC are very
similar, METRIC slightly differs from SEBAL in estimating H, where METRIC uses
some terms of sensible heat gradient function differently than SEBAL (Allen et al.,
2007).
Advantages: One major advantage is that both of the above algorithms give energy
balance based ET without any field measurement. Both are evidence of successful
implementation of energy balance equation on a spatial scale.
Disadvantages: One major disadvantage, as noted by Bastaaanssen et al. (1998) is that
SEBAL does not work during cloudy conditions. Moreover, in some steps SEBAL uses a
location specific regression model to estimate different parameters. For example, the
emissivity versus NDVI relationship held good for Botswana (Bastiaanssen et al., 1998),
but the regression model was used in the algorithm as a universal equation. Similarly, to
estimate the correction factor for the G/Rn ratio they used a regression model developed
for Egypt (Bastiaanssen et al., 1998). Also, it is not clear how one should validate these
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regression models without any field measurements. Because, a regression model not
validated for other locations there may be errors in the general application of the method.

2.3.1.2. LIDAR Application:
Light Detecting and Emitting Radar or LIDAR works according to the principle
of Raman scattering of light by water molecules in the atmosphere (Eichinger et al.,
2000). Unlike Rayleigh scattering, Raman scattering is an inelastic scattering of light
where the wavelength of the incident photon changes upon colliding with particles. The
scattered wavelength depends on the particle dimensions. Therefore, upon incidence on
atmospheric gases such as nitrogen and water vapor produces scattered light of different
wavelengths (Melfi et al. 1969). Melfi et al. (1969) successfully implemented this
property of Raman scattering to measure the amount of water vapor present in the
atmosphere, in comparison to nitrogen. Eichinger et al. (2000) adopted the same idea and,
by application of similarity theory (Monteith and Unsworth, 2008), successfully
estimated atmospheric moisture accurately on a smaller spatial scale. Since nitrogen
molecules are smaller in size than water molecules, they recorded scattering from
nitrogen at 263 nm and that from water at 273 nm wavelengths, when they probed the
atmosphere with several pulses of 248 nm UV laser beam (Eichinger et al., 2000).
Similar to Mefli et al. (1969), Eichinger et al. (2000) also compared the Raman scattering
from water to that by nitrogen; and they claimed that step corrected their results from
several errors, such as the notable atmospheric transmission effect, and the difference in
energy between two pulses of incident beams. (Eichinger et al., 2000).
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Advantages: The uniqueness of the LIDAR technique is in imaging atmospheric moisture
accurately (Drexler et al., 2004). Successful applications of LIDAR for estimating ET
from riparian vegetations has been reported by Cooper et al. (2000) and Eichinger et al.
(2000). They compared their estimates to estimates made by sap flow study and reported
their results to differ very little from sap flow ET. Note that sap flow only measures plant
transpirations (Rana and Katerji, 2000) whereas LIDAR images the whole atmospheric
moisture content (Cooper et al., 2000; Eichinger et al., 2000).
Disadvantages: Eichinger et al. (2000) mentioned some limitations of LIDAR application
that mainly arise with the similarity theory assumption. Specifically, errors may be
associated with of sharply heterogeneous canopy coverage or regions with
inhomogeneous moisture distribution. (Eichinger et al., 2000). Moreover, the expense of
the method is also an issue (Drexler et al., 2004). Figures from Cooper et al. (2000)
clearly indicate that the spatial resolution of LIDAR drops dramatically with distance
from the instrument.

2.3.1.3. The U.S.B.R. Approach for Lower Colorado Region (Application of CropCoefficient Method):
The United State Bureau of Reclamation (U.S.B.R.) estimates ET for Lower
Colorado region from their reach areas for every calendar year. They use high resolution
satellite images to classify different vegetation cover and then use the crop coefficient
method to estimate ET for each crop type (U.S.B.R. 2007a; 2007b; 2007c; 2006; 2004a;
2004b; 2002). Hereafter, this reference will be referred according to the calendar year for
which ET estimations were made, instead of the year when they were published. The
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basic idea is to estimate ET for one particular crop (known as reference ET) and to use a
coefficient, specific for each vegetation type, to estimate ET from the vegetation of
interest (Perreira et al., 1999). Both the crop coefficient approach and the weighted
canopy approach use the Penman-Monteith equation (Drexler et al., 2004). Therefore, it
is important here to discuss the development of Penman Monteith equation.
Penman (1948) developed an equation to estimate evaporation from open water.
However, Brutsaert (2005) documented the development of a more generalized form of
Penman’s equation. This version of Penman’s equation is not only applicable for open
water, but also for wet soil (Brutsaert, 2005). Penman’s equation is built upon a very
critical assumption that:
𝑒 𝑠𝑜𝑖𝑙 −𝑒 𝑎𝑖𝑟
𝑇𝑠𝑜𝑖𝑙 −𝑇𝑎𝑖𝑟

𝑑𝑒

= 𝑑𝑇𝑎𝑖𝑟 =Δ… (2.8)
𝑎𝑖𝑟

where “e” represents saturation vapor pressure (SVP), “T” represents the temperature,
and the subscripts represent where the measurement has been made.

The critical

assumption is that the derivative of saturation vapor pressure with respect to temperature
(represented by the symbol Δ) can be replaced by the ratio of finite differences of vapor
pressure and temperature measurements at two different altitudes.

If equation 8 is

substituted into the extreme right hand side term of equation 6, and if this modified
version of Bowen ratio is substituted into the energy balance equation (equation 1)
Penman’s equation may be obtained by introducing a wind function term. The wind
function term 𝑓 𝑤

is the ratio of latent heat 𝜆𝐸 to the difference between vapor

pressures estimated at soil and at air 𝑒𝑠𝑜𝑖𝑙 − 𝑒𝑎𝑖𝑟 . Thus Penman’s equation may be
written as (Brutsaert, 2005):
Δ

𝛾

𝜆𝐸 = 𝛾+Δ 𝑅𝑛 + 𝛾+Δ 𝑓 𝑤 𝑉𝑃𝐷𝑎𝑖𝑟 … (2.9)
17

where 𝑉𝑃𝐷𝑎𝑖𝑟 represents vapor pressure deficit at the air (Brutsaert, 2005).
Monteith (1965) modified Penman’s equation introducing resistance terms, which
gave rise to the famous Penman-Monteith equation (Brutsaert, 2005). In the canopy
resistance estimation it is assumed that the air is fully saturated with water vapor inside a
leaf cavity. Outside the leaf the air is unsaturated, and that might promote spontaneous
diffusion of water vapor from inside of the leaf to outside air. However, plant stomata
resist this spontaneous diffusion process, which is commonly known as canopy resistance
(Brutsaert, 2005). Monteith (1965) showed that inside the aerodynamic boundary layer,
where the logarithmic wind profile is a valid assumption, such resistance can be
represented as related to the ratio of vapor pressure deficit (VPD) to latent heat. The same
concept can be applied for evaporation from the soil, too (Brutsaert, 2005). Allen et al.
(1989) derived a form of Penman-Monteith equation that became very popular among ET
workers (Rana and Katerji, 2000). The Penman-Monteith equation given by Allen et al.
(1989) (as may be obtained from A.S.C.E., 1996):
𝜆𝐸𝑇 =

𝐶1

𝑑𝑒 𝑎𝑖𝑟
𝑑𝑇 𝑎𝑖𝑟

𝑅𝑛 −𝐺 +𝛾

𝐶2
𝑢
𝑇+273

𝑑𝑒 𝑎𝑖𝑟
+𝛾
𝑑𝑇 𝑎𝑖𝑟

𝑒 𝑠𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛 −𝑒 𝑎𝑐𝑡𝑢𝑎𝑙

1+𝐶3 𝑢

… (2.10)

Where C1, C2 and C3 are constants and all the symbols have usual meaning (A.S.C.E.,
1996).
Advantages: Perreira et al. (1999) reviewed the crop coefficient approach in detailed and
argued in favor of considering this approach as a more physical approach. However, to
develop the crop coefficient approach in a more sophisticated manner they suggested
more detailed estimation of reference ET.

The crop coefficient approach can be

successfully applied for a regional scale with near- homogeneous environmental
conditions (Drexler et al., 2004).
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The equation for crop coefficient is:
𝐸𝑇𝑐𝑟𝑜𝑝 = 𝐾𝑐 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (2.11)
Where 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 is ET from the reference crop, commonly known as reference ET. 𝐾𝑐
is crop coefficient, a unitless number defining the ratio between reference crop ET and
actual crop or target crop ET, and 𝐸𝑇𝑐𝑟𝑜𝑝 is the crop ET. Traditionally, alfalfa and grass
are considered as reference crop, and ET from either alfalfa reference crop or grass
reference crop can be easily calculated from Penman-Monteith equation (2.10) using
some easily available micro-meteorological data, as required by Penman-Monteith
equation. The parameters 𝐶1 c1…𝐶3 c3 differ for grass and for alfalfa (Allen et al., 1998).
FAO 56 tabulated a list of different types of crop coefficient values and those are
generally used in equation (2.11) to estimate crop ET under standard condition.
However, often in practice, the standard conditions are not readily available and
therefore, some adjustments have been proposed by FAO to account for differences from
standard conditions (commonly referred as stressed condition). For such a stressed
condition, equation (2.11) can be modified as (Allen at al. 1998):
𝐸𝑇𝑐𝑟𝑜𝑝 = 𝐾𝑐 𝐾𝑠 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (2.12)
where 𝐾𝑠 represents a coefficient that addresses the stressed conditions of the plants.
Therefore, together the product KcKs represents the crop coefficient for crops under
stressed condition. The stresses can have different causes, such as limited water supply,
over-water supply, inadequate fertilizers, etc.

These stressed conditions influence

significantly transpiration of water by plants (Allen et al., 1998).
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Advantages: Crop coefficient method is very successful approach in case of agricultural
vegetations (e.g. see reviews by Rana and Katerji (2004); Allen et al. (1998); A.S.C.E.
(1996); etc.).
Disadvantages: Rana and Katerji (2000) documented two contradicting statements
reported in two separate points of view- De Bruin (1987) argued in favor of crop
coefficient’s dependence on the crop’s growth stage and on climatic condition, and on the
other hand, Stanghellini et al. (1990) argued strongly against that statement.

Most

importantly, environmental heterogeneity may be a barrier for a successful application of
the crop coefficient approach (Drexler et al., 2004).

2.3.2. Empirical Equations:
Empirical equations generally refer to statistically derived equations.

This

generally refers to the models developed using a statistical fit of easily measurable
variables as the input and the target (ET in this case) variable as the output (Drexler et al.,
2004). It is generally observed, that ET, estimated by some conventional procedure, is
used as the response variable for the regression model (Nagler et al., 2005a; b; Chatterjee
et al., in preparation).
Advantages: One major advantage of empirical equations is that ET can be represented as
a function of some easily measurable variable. These procedures are often inexpensive to
implement in practice (Drexler et al., 2004).
Disadvantages: One major disadvantage is that an empirical model suitable for one
region may not be applicable for another region (Drexler et al., 2004). Therefore, we
believe it is often advisable to adopt the procedure of developing the empirical model,
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rather than simply implementing the model for another location (Chatterjee et al., in
preparation).

2.3.3. Surface Renewal Method:
The surface renewal method is based upon the concept of heat exchange between
gases. During unstable conditions the atmosphere above a canopy is colder than the
atmosphere inside the canopy. As a result, the colder air will descend and will warm up in
contact with warmer air. The exact opposite scenario is observed during a stable
condition, when the atmosphere is warmer than the canopy. Therefore, if a sensor is
installed inside the canopy, the sensor will record a sudden change in temperature
followed by a gradual attainment of equilibrium. In the surface renewal method, the
derivative of this “sawtooth” type temperature curve with respect to time is modeled,
using the volume of an air mass per unit area, to determine the sensible heat (Kyaw Tha
Paw et al., 1995). Once the sensible heat is estimated, the latent heat is estimated using
the residual of the energy balance equation (Drexler et al., 2004).
Advantages: This procedure is based on small scale measurements of meteorological
variables, and, unlike the other methods described above, does not depend on the gradient
of any physical variable. Therefore, the surface renewal procedure does not have the
difficulties inherent in such methods (Drexler et al., 2004).
Disadvantages: Drexler et al. (2004) noted as one major disadvantage the requirement to
constantly validate the sensors with other measurements. Moreover, as it appears from
the description, this procedure is good for measurements at an individual field scale only,
and complications may arise for a heterogeneous environmental condition.
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2.3.4. Weighted Canopy Method:
The Weighted Canopy Model is basically a variation of the crop coefficient
approach. In the first step, the study site is classified according to canopy coverage,
exposed soil, and exposed water. Thereafter, instead of applying any crop coefficient,
separate Penman-Monteith equations, appropriate for each section, are applied (Drexler et
al., 2004).
Advantages: As the Penman-Monteith equation was developed from thermodynamics, the
weighted canopy model can be considered a good physical model.

Moreover, this

procedure incorporates all the critical meteorological and/or plant’s physiological
variables that control ET, and therefore, is a more acceptable model (Drexler et al.,
2004).
Disadvantages: The major disadvantages that Drexler et al. (2004) raised are that this
approach requires measurement of number of meteorological and plant physiological
variables, and the instrumentation is costly. This procedure still requires time consuming
crop classification of the region, which is troublesome, especially in an environmentally
heterogeneous region.

2.4. Importance of scales in remote sensing
In any remote sensing based study the scale of application is one of the prime
important factors (common knowledge). Wu and Li (2009) described six different types
of scales that are important in remote sensing. They named those scales as1. Observational scale
2. Modeling scale
3. Operational scale
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4. Geographic scale
5. Policy scale
6. Cartographic scale
Wu and Li (2009) defined “Observational scale” as the scale at which data are collected
or any observations are made. According to this definition when a 250m/pixel MODIS
image is studied, the observational scale is a square space of 250m×250m. A modeling
scale is the scale at which the model is developed. Therefore, if only one pixel of the
aforementioned MODIS image is used to develop a model then the modeling scale would
also be square a square space of 250m×250m occupied by that particular pixel.
However, if several pixels of the MODIS image are used to develop a model for a larger
region then that larger region is the modeling scale.

For example, if SEBAL

(Bastiaanssen, 1998a) or METRIC (Allen et al., 2007) is applied to estimate ET for a
watershed then the watershed is the modeling scale, although either of those algorithms
use satellite images of different pixel dimensions. An “Operational scale” is the scale at
which a certain model is operated or applied. McCabe and Wood (2006) is a good
example for applying a model a model for different operational scale. They applied
Surface Energy Balance System (SEBS) model (by Su et al., 2002) for satellite images
with different pixel dimensions. A “Geographic scale” represents the geographic extent
of a study; a “Policy scale” represents the frame at which the policymakers might be
interested in (often it is a time scale, such as yearly estimates, monthly estimates, etc.);
and a “Cartographic scale” simply represent the map dimension to an actual dimension
relationship (Wu and Li, 2009).
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Wu and Li (2009) suggested using the same scale as the observational, modeling,
and the operational scales, for the best result. This indeed is true for an ideal situation;
however, sometimes it may be quite impossible to apply in practice, especially when the
quality of the final estimation is a major concern. As an example, the two study areas we
covered in this site (PVID and CNWR) are occupied by several different types of plants
and agricultural crop.

Even, often same crop types may experience different

physiological stress levels, producing different ET rates. Therefore, in a practical case,
such as this study, it is important to test the worthiness of a model to a different scale that
it was actually developed for.

In this study we were mainly interested between

observational, modeling, and operational scales. Therefore, as a fraction of this research
we tried to develop a scale invariant model to estimate ET.

2.5. Experiments on ET Estimation Approaches Using Same Models but
at Different Spatial Scales
The above discussion mainly focuses on point scale measurement and regional
scale measurements of ET. However, it is important to mention here that there have been
several experiments reported where attempts have been made to analyze accuracies made
between different spatial scales. Notable works include Nagler et al. (2007), and McCabe
and Wood (2006). Nagler et al. (2007) estimated ET using sap flow method and scaled
their results from (tree) branch scale-to whole tree- to the scale of a MODIS pixel. They
estimated ET using a model developed by Nagler et al. (2005b) that uses satellite derived
EVI, and compared the results with sap flow measurements. McCabe and Wood (2006)
studied compatibility between ASTER, LANDSAT, and MODIS images. They used a
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Surface Energy Balance System (SEBS) (Su, 2002) to estimate ET the three
aforementioned scales, and also up-scaled ASTER and LANDSAT derived ET up to the
level of the MODIS scale. Their results revealed that although ASTER and LANDSAT
results were not necessarily compatible with MODIS estimates at a local scale, that
MODIS can be used successfully to estimate ET on a regional scale. Therefore, it is
evident that when remote sensing images are available at different resolutions, it is
important to consider different ET estimating techniques at different spatial scales.
Moreover, as Drexler et al. (2004) emphasized, empirical models are likely the best
approach for regional scale ET estimation.

In the following work, we propose to

develop and test empirical models at different spatial scales. In this research, the
procedure for empirical model development will be tested over different spatial scales,
from points, to fields, to an entire irrigation district.
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CHAPTER 3: HYBRID MODELING FOR ET - PVID MODEL
3.1. Introduction
U.S.B.R. (2001-2007) estimate ET for their agricultural regions of PVID using a
satellite based crop coefficient approach. For this purpose they purchase high resolution
satellite images four times a year and classify the images for different crops. Then they
estimate Penman-Monteith reference ET using micrometeorological data from California
Irrigation and Management Information Systems (CIMIS) and Arizona Meteorological
Network (AZMET) stations, and use crop coefficients for each crop group in PVID,
classified using satellite images, as discussed in greater detail below. The purpose of
developing an empirical model is to explore the possibility of complementing the labor
intensive and expensive crop classification procedure by means of a much simpler and
less expensive procedure.
We used Moderate Resolution Imaging Spectroradiometer (MODIS) Enhanced
Vegetation Index (EVI) (Huete et al., 1999) images to estimate ET for the entire PVID
region. Although, MODIS EVI images have coarse spatial resolution (250 m/pixel),
these images have several advantages over higher resolution satellite images. First of all,
MODIS images are available for no cost. The second advantage is that MODIS surface
reflectance images are available for every day, so there is much better temporal resolution
than for other satellites. Although the Terra satellite (the platform that hosts MODIS
sensors) overpasses a particular region at 16 day intervals, owing to its large swath it can
cover every part of the globe every day. Therefore, this additional advantage of MODIS
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images can be utilized especially for the purpose of regular monitoring, which is one of
our goals.
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Parker (AZMET)

PVID Boundary

CALIFORNIA

ARIZONA

Blythe NE (CIMIS)
Ripley (CIMIS)

Palo Verde II (CIMIS)

Figure 3.1. Map of PVID along with nearby CIMIS and AZMET meteorological stations
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3.2 Data Collection and Data Processing
PVID is an irrigation district with agricultural crops dominated by alfalfa,
followed by cotton (U.S.B.R., 2001-2007). U.S.B.R. supplied GIS shapefiles clearly
defining the agricultural regions inside PVID (Jeremy Dodds, Personal Communication,
2008). We collected MODIS EVI images from the EROS Data Center at Sioux Falls, SD,
and meteorological data from Blythe NE, Ripley, and Palo Verde II stations of CIMIS
following U.S.B.R. (2001-2007). Although U.S.B.R. (2001-2007) used the Parker station
from AZMET, we excluded Parker because of its distance from PVID (Figure 3.1).
We developed multiple regression models to estimate total water loss from the
agricultural regions of PVID. U.S.B.R. (2001-2007) use the crop coefficient method to
estimate ET from their reach areas, and one of their reach areas is PVID. They use high
resolution satellite images (LANDSAT, IRS, etc.) to classify different types of crops, and
calculate total acreage for all these crop types. Thereafter, they use precipitation adjusted
crop coefficients for different crop groups and reference ET data from CIMIS (Blythe
NE, Ripley, and Palo Verde II) and AZMET (Parker) stations to estimated water loss by
ET in units of volume of water. They published their estimates for each calendar year
under various titles; the Lower Colorado Regional Accounting System (U.S.B.R., 2001;
2002); the Lower Colorado Regional Accounting System and Evapotranspiration
Calculations (U.S.B.R., 2003); and the Lower Colorado Regional Accounting System
Evaporation and Evapotranspiration Calculations (U.S.B.R., 2004-2006). Their ET
estimates are good enough to explain the yearly water budget analysis (U.S.B.R., 2001;
2002). Since 2003 U.S.B.R (2003-2007) no longer estimate the yearly water budget,
however, since they did not make any significant change in their ET estimating procedure
(U.S.B.R., 2001-2007), we assumed that their estimations are accurate. U.S.B.R. (200129

2007) reported their ET estimates in the form of monthly water lost by ET. We
transformed their monthly estimates of water lost into daily estimates of water lost, and
summed the 16 day time windows for which MODIS EVI images were obtained. This
gave us total estimated water lost by ET for each 16 day period. Thereafter, we changed
the volumetric unit of ET into the units of length per time (mm/16 days, for this case) by
dividing the estimates by the total area of the agricultural region. We used these 16 day
estimates of ET as our response variables for the model.
Since agricultural acreage in PVID varied between 94644 acres to 75065.34 acres
during 2001 to 2006, there was an obvious question whether or not we needed any special
consideration of spatial variation of ET at different locations inside PVID. To address this
question we re-projected the raw MODIS EVI images from EROS Data Center (comes as
a binary data set) into an UTM grid, suitable for PVID, using the nearest neighborhood
algorithm. The selection of the nearest neighborhood algorithm was based on the fact that
the algorithm preserves all the features present in the image. Thereafter, we spatially
averaged EVI images over all the pixels, located in their designated geographic locations,
and spatially averaged all the meteorological data over three of the CIMIS stations used
in this study. We believe that spatial averaging of EVI over a large region is analogous to
using a single value crop coefficient for the whole region. This idea of spatial averaging
the weather data over three CIMIS stations is supported by Figure 3.2 and 3.3 that show
comparisons of VP and SR data collected from Blythe NE, Ripley, and Palo Verde II (all
from CIMIS) stations. The aforementioned figures also include the spatially averaged VP
and SR data. The plots clearly indicate that SR and VP do not vary significantly over the
spatial scale of the PVID, and therefore, a spatial average is appropriate for this situation.
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We then averaged the meteorological variables over a temporal scale such that we
obtained one average meteorological data for each time window during which one
MODIS EVI image was available. This way all our data were arranged within the same
temporal windows.
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Figure 3.2. Comparisons between 16-day averages of VP data collected from three
CIMIS stations along with their spatial average.
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Figure 3.3. Comparisons between 16-day averages of SR data collected from three
CIMIS stations along with their spatial average.
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3.3. Methodology for a hybrid Model for Spatial ET Estimation for
PVID
We initially fitted a multiple regression model with U.S.B.R. (2001-2007) ET as
the response variable, and EVI and all meteorological variables collected from CIMIS as
the regressor variables. We closely followed variance inflation factor (VIF). The VIF
tests whether the model suffers from any multicollinearity problem. Higher values of VIF
represent the possible existence of multicollinearity in between regressors (e.g.
Montgomery and Peck, 1982). Our initial regression model showed very high VIF for
almost all of the regressors, indicating a severe multicollinearity problem in the model.
To deal with the multicollinearity problem we decided to drop some of the
redundant regressors from the model. To perform this part we coupled some basic
concepts of physics with statistics. It is a well known fact that solar radiation (SR) is the
source of all energy. A major fraction of the solar energy is utilized to transfer water from
liquid to vapor phase, as evident from the energy balance equation (Equation 2.1). This
“production” rate of water vapor differ significantly from vegetation type to vegetation
type, and are different over land with vegetative cover to bare soil. It differs significantly
even among the same vegetation type depending on different stress levels. This is a
concept that is the basis of the crop coefficient method (Allen et al., 1998). When water
vapor forms it diffuses into the atmosphere. This changes the moisture content of the
immediate atmosphere. Wind may change the moisture content of the atmosphere by
bringing wet or dry air into a region. When the air becomes drier it promotes more ET;
conversely, when the air is wet, it shields the surface releasing water vapor and, thereby,
reduces the ET rate. This is the advection effect.
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From the above discussion it is clear that to model ET properly we needed
suitable variable(s) to include a source of energy, a variable representing canopy
coverage and the stress levels of vegetation, and variable(s) representing the advection
effect. In the CIMIS data set there were two variables representing the source of energySR and net radiation (Rn). Rn is basically SR after subtraction of reflected energy longwave light (e.g. Monteith and Unsworth, 2008). In the energy balance equation Rn is
used as the energy source (Equation 2.1), however, for our case SR was statistically more
significant in ET prediction, than Rn. Therefore, we used SR as the energy variable. EVI
is a better representation of vegetation vigor than NDVI (Huete et al., 1999). Moreover,
Nagler et al. (2005a) found EVI to be better correlated with ET than NDVI. We therefore
used EVI as the variable representing canopy coverage and distinguishing between
vegetation types and vegetation vigor. Since the advection effect involves a change in
the vapor pressure caused by wind, wind speed (WS) and either VP or VPD might be
appropriate for representing the advection effect. However, when we fitted a regression
model using SR, EVI, WS, and either VP or VPD, WS became statistically insignificant
(p>0.05). Perhaps the wind driven moisture content may or may not change the actual
vapor pressure of a region (depending on the moisture content of the wind), and it is
either VP or VPD that is the primarily variable to deal with the advection effect. Among
the models using VP or VPD, the models with VP were statistically better predictors of
ET than models with VPD. Therefore, our final regressor variables were SR, EVI, and
VP. EVIs were obtained from MODIS images, and SR and VP were obtained from
ground based measurements from CIMIS stations as mentioned above.
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Figure 3.4. Scatter plots between ET and SR. The plot is separated for summer and
winter according to solar equinoxes. This plots clearly indicates two distinct clusters
existing in the data set for two seasons (Chatterjee et al., in preparation).
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Figure 3.5. Scatter plots between ET and EVI. The plot is separated for summer and
winter according to solar equinoxes. This plots clearly indicates two distinct clusters
existing in the data set for two seasons (Chatterjee et al., in preparation).
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Figure 3.6. Scatter plots between ET and VP. The plot is separated for summer and
winter according to solar equinoxes. This plots clearly indicates two distinct clusters
existing in the data set for two seasons (Chatterjee et al., in preparation).
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Figures 3.4-3.6 represent the scatter plots between ET and the regressor variables,
namely SR, EVI, and VP with color code distinguishing between summer and winter. It
is evident that the plots are strongly bimodal in nature divided between the two major
seasons- summer and winter. In order to address this issue we introduced an indicator
variable (G) for season, that is: G=1 for summer and G=0 for winter. We used the two
solar equinoxes as the temporal boundary between summer and winter. The day of the
year for the 22nd March (for any non leap year) is the 81st day and for the 22nd September
is the 265th day. Also, this is consistent with that fact that plants often respond according
to the length of the daylight time for their physiological behaviors (Campbell, 1999).
Moreover, when we plot ET against cumulative days of the year for six years in a
row it is evident that ET is a seasonal variable (Figure 3.7). A time series might be
appropriate to address the variations of ET with time. However, SR is also a seasonal
variable (Figure 3.8). Therefore, to address these seasonal variations in ET, instead of
using a time series directly, we used SR as a proxy variable for time.
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Figure 3.7. Plot of ET against cumulative days of the years. This plot represent that ET is
a seasonal variable.
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Figure 3.8. Plot of SR against cumulative days of the year. This plot represents that like
ET (Figure 3.7) SR is also a seasonal variable.
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To select a model that would be a good predictor of ET from PVID we used
Predicted Residual Sum of Squares or PRESS statistic methodology. In PRESS statistics,
one observation is set apart and the model parameters are estimated using the rest of the
observations. Using these estimated model parameters the response for the set apart
observation is estimated. The predicted residual is estimated by calculating the difference
between the predicted response and the actual response. The PRESS statistic is the sum
of squares of all such predicted residuals after each observation is left apart once. The
lower the PRESS statistic, the better is the model for predictions (e.g. Montgomery and
Peck, 1982).

3.4. Results
We tested all the models possible using different combinations of EVI, SR, VP,
G, and all of their possible interaction terms. The model with lowest PRESS statistic was
as follows:
ET = 5.78053 + 0.23078 × SR − 37.64181 × EVI
ET = 5.78053 + 0.23078 × SR − 37.64181 × EVI + 18 .23623 × VP

Winter
Summer
… (3.1)

where ET is the predicted ET. We also looked at the top five models arranged according
to the ascending values of PRESS statistic. The equation 3.1 was the one with lowest
PRESS statistic. We noticed that only the second model in the queue was a stable model
(all the parameters were significant or p values for all of them were less than 0.05), and
the other three models were unstable (at least one of the model parameters were
statistically insignificant or p values were greater than 0.05). The second model was:
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𝐸𝑇 = 41.92337 + 0.22846 × 𝑆𝑅 − 244.179 × 𝐸𝑉𝐼 − 0.23266 × 𝑆𝑅 × 𝐸𝑉𝐼 × 𝑉𝑃 +
104.83998 × 𝐸𝑉𝐼 × 𝑉𝑃

𝑠𝑢𝑚𝑚𝑒𝑟

𝐸𝑇 = 41.92337 − 109.53824 × 𝐸𝑉𝐼 + 0.45892 × 𝑆𝑅 × 𝐸𝑉𝐼

𝑤𝑖𝑛𝑡𝑒𝑟

… (3.2)

Neither Equation 3.1 nor 3.2 contain all the possible regressor variables and their
all possible interaction terms. We call the model that contains all the regressor variables
(namely SR, EVI, VP, and the indicator variable G) and all of their possible interaction
terms as the full model. In order to test if we only dropped the redundant regressor
variables from the full model, we conducted two separate partial F tests for Equation 3.1
and for Equation 3.2. In a partial F test the null hypothesis says that all the terms dropped
from the full model were redundant, and the alternate hypothesis says that at least one of
the terms dropped from the full model was important. The partial F statistic for Equation
3.1 was 0.8197 and that for Equation 3.2 was 0.4282. The p-value for the partial F test
for the Equation 3.1 was 0.6299 and that for the Equation 3.2 was 0.9177. Therefore, the
partial F tests suggest that for both cases we failed to reject the null hypothesis, which
means we only dropped the redundant terms from the full model to reach Equation 3.1
and Equation 3.2.

To test the ability of our models to predict ET we conducted a cross validation.
For cross validation we left out observations from one calendar year and developed the
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model using data from the rest of the calendar years. Then we predicted ET for the
calendar year under investigation and compared the total estimated ET for the left out
year with U.S.B.R. estimated ET for that year. For comparison we used the Comparative
Predictive Indicator or CPI (S. Sritharan, Personal Communication):
CPI 

ET predicted by themodel - U.S.B.R. ET
 100 %
U.S.B.R. ET
… (3.3)

Calendar Year

Comparison of ET
Comparison of ET estimated
estimated by Equation (3.1)
by Equation (3.2) and
and U.S.B.R (2001-2007)
U.S.B.R (2001-2007)
estimated ET for PVID
estimated ET for PVID
2001
7.61
7.12
2002
-3.1
-2.27
2003
-2.69
-2.21
2004
3.79
3.72
2005
-3.69
-4.24
2006
-1.2
-1.6
Table 3.1. Cross validation of ET estimated by equation 3.1 and 3.2 against U.S.B.R.
(2001-2007) estimations for the calendar years 2001 to 2006.
It is evident from Table 3.1 that both the models were predicting equally well.
For some years Equation 3.1 predicted better than Equation 3.2 and for some years the
opposite was the case. We note that for calendar years 2005 and 2006 Equation 3.1
predicted ET slightly better than Equation 3.2, and these were the years when active
fallowing was applied in the agricultural regions of PVID to provide water for the
Metropolitan Water District in Los Angeles, CA. However, we also note that Equation
3.1 is a much simpler equation than Equation 3.2, and both predicted ET almost equally
well. Therefore, if we were asked to select one model we would have selected the
Equation 3.1 just because it is the simplest.
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Previously we showed (in Figure 3.7) that ET is a seasonal variable.

To

determine if we successfully dealt with seasonal effects using SR and the indicator
variable, we studied the autocorrelation functions (ACF) of the residuals (the difference
between ET estimated by Equation 3.1 and those by U.S.B.R. (2001-2007)) for both the
models. The plot of ACF against increasing number of lags is shown in Figure 3.9 (for
the Equation 3.1) and Figure 3.10 (for the Equation 3.2). Both Figures 3.9 and 3.10 show
damped ACF plots where the autocorrelations drop below 95% confidence level within a
few lags. Therefore, the residuals can be considered uncorrelated to each other. This
indicates that the seasonal variations in ET have probably been addressed using separate
models for Summer and Winter, and by using SR as the proxy for time.
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Figure 3.9. Autocorrelation function (ACF) of residuals of the Equation 3.1 have been
plotted against increasing number of lags. It is evident that even for the lag one the
autocorrelation is as low as about 0.3. Also, most of the autocorrelations are lower than
the one for lag one and almost all of them reside within 95% confidence limit. This
shows that residuals are insignificantly correlated to each other.
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Figure 3.10. Autocorrelation function (ACF) of residuals of the Equation 3.2 have been
plotted against increasing number of lags. It is evident that even for the lag one the
autocorrelation is as low as about 0.3. Also, most of the autocorrelations are lower than
the one for lag one and almost all of them reside within 95% confidence limit. This
shows that residuals are insignificantly correlated to each other.
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Figure 3.11. Comparisons of ET estimation. ET estimated by Equation 3.1, by Equation
3.2 and by U.S.B.R. (2001-2007) have been shown graphically. It shows that ET
estimations by Equation 3.1 agrees well with U.S.B.R. estimations.
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Figure 3.12. Scatter plot between ET estimated by U.S.B.R. and that by Equation 3.1
along with the 1:1 line.
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Figure 3.13. Scatter plot between ET estimated by U.S.B.R. and that by Equation 3.2
along with the 1:1 line.
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Figure 3.11 compares ET estimated by our model (Equation 3.1 and Equation 3.2)
with U.S.B.R. estimates (2001-2007) when plotted against cumulative day of the year.
Figure 3.12 shows a 1:1 fit in the scatter plot of ET estimated by Equation 3.1 against
U.S.B.R. (2001-2007) ET and Figure 3.13 shows a 1:1 fit in the scatter plot of ET
estimated by Equation 3.2 against U.S.B.R. (2001-2007) ET. All the plots indicate that
our models follow the U.S.B.R. estimates (2001-2007) very well and that a simple
empirical model such as Equation 3.1 or Equation 3.2 might be good enough to estimate
the total amount of water lost by ET from the agricultural vegetations inside PVID.
It is evident from both of the Equation 3.1 and Equation 3.2 that the advection
variable (VP) is important for estimating summer ET only. Figure 3.14-3.16 show rose
diagrams of wind speed and wind direction data from all the three CIMIS stations. The
rose diagrams clearly indicate the presence of strong southwesterly wind direction that is
predominating especially during the summer time.
The expected relationship between EVI and ET is that when EVI increases ET
should also increase, that is the more vegetation, the greater the ET. However, as we see
in equation (3.1) the parameter for EVI is negative. This surprising result can perhaps be
explained in terms of the “ecological fallacy.” The Ecological fallacy emphasizes the
fact that variables, sometimes, behave illusively when they are used as an aggregate in a
model, rather than when they are used according to their individual values, where in the
later case they behave non-illusively (Morgenstern, 1982; Thompson and Higgins, 2002).
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Figure 3.14. Wind rose diagram for Blythe NE for 2001-2006.
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Figure 3.15. Wind rose diagram for Ripley Station for 2001-2006.
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Figure 3.16. Wind rose diagram for Palo Verde II station for 2001-2006.
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3.5. Discussion
In this section we developed empirical models to estimate water loss by ET from
the PVID. The purpose of this study was to find alternatives or cross checks for the labor
intensive and expensive crop classification procedure that U.S.B.R. (2001-2007)
presently follows. We used MODIS EVI images, which have a coarse resolution, but are
available at no cost, and most importantly, are very suitable for monitoring purposes. We
also used data from CIMIS weather stations, which are also available at no cost.
We used the PRESS statistic to determine the model we would like to use to
estimate ET for any future year. Cross validation studies showed that our best two stable
models (according to lowest PRESS statistics) were predicting ET equally well for an
unknown year; however, our preference is the model with lowest PRESS statistic, as it is
the simplest model. This way we developed empirical models that require minimum cost
and labor. Also, our cross validation indicated this model was estimating yearly ET from
PVID as well as the present crop coefficient procedure (through crop classification) that
U.S.B.R. presently follows.
In the next chapter we will see, that EVI is linearly related to crop coefficient, and
that the average EVI we used in this chapter is basically a crop coefficient for a region
with mixed vegetation- we call it the equivalent crop coefficient. We speculate that the
equation 3.1 is basically a modification of the crop coefficient approach.
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CHAPTER 4: ALFALFA FIELD SCALE MODEL
4.1. Introduction
In Chapter 3 we empirically developed models to estimate ET from the entire
PVID. In this chapter we re-estimate the parameters of Equation 3.1 and 3.2 for a single
alfalfa field. The objective of this study is to determine if the models we developed in
Chapter 3 are independent of spatial scale and that if the same empirical model can be
applied to different spatial scales. We, also, separately develop an empirical model to
estimate ET from the same alfalfa field.
Alfalfa is often regarded as a reference crop in the estimation of crop ET using
crop coefficient method and it is the most abundant crop inside PVID (U.S.B.R., 20012007). For these reasons we selected an alfalfa field inside PVID for this exercise. This
alfalfa field is actually the same alfalfa field were we installed our Bowen ratio tower and
gathered data from June, 2006 through October, 2008. This part of the study is discussed
in Chapter 5.

4.2. Development of the Model
For this part of the study we do not use the Bowen ratio data, instead we employ
the U.S.B.R. (2001-2007) ET estimates for alfalfa for the calendar years from 2001 to
2006. Since our study extends as back as 2001 and the Bowen ratio tower was installed
only during the mid of 2006, we used the entire alfalfa field as the basis of our study
rather than the footprint of the tower. We later attempted to extend this study to all
alfalfa fields inside PVID; however, the coarse resolution of MODIS EVI images
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restricted our success. When we tried to mask our images to select alfalfa fields using
PVID GIS data, we could not distinguish between pixels that contained only the alfalfa
signal from pixels that contained a mixed, partial alfalfa signal. Therefore, the filtered
image showed many mixed pixels as entirely alfalfa fields, which in reality they are not.
As a result we restricted our study to one alfalfa field that was actually surrounded by
other alfalfa fields. Therefore, when we selected pixels for this alfalfa field only, even
though the border pixels might exceed the actual field dimensions, they still represent
EVI from alfalfa fields.

4.3. Data Collection
U.S.B. R. (2001-2007) reported ET from different crop types in PVID in units of
volume. We collected monthly volumetric ET data, for alfalfa only, converted it into
daily rate data. Thereafter, we calculated water lost by ET for every 16-day period that
coincides with the temporal window of the MODIS EVI images. We spatially averaged
this alfalfa ET, dividing the total ET by the total acreage for alfalfa fields inside PVID.
Thus we obtained an ET rate for alfalfa in PVID, which we used as the response variable
for our statistical model. Since U.S.B.R. (2001-2007) uses a single value crop coefficient
for all the alfalfa fields inside PVID, we believe that our method of extracting 16 day ET
for our alfalfa field was adequate for our purpose.
Since our goal is to test the models developed in Chapter 3 at a smaller spatial
scale, we used SR, EVI, and VP data suitable for the alfalfa field. We used the same
MODIS EVI images collected from the EROS Data Center, Sioux Falls, SD, and the
meteorological variables from CIMIS. Other than EVI, Equation 3.1 and 3.2 use solar
radiation (SR) and vapor pressure (VP) data to estimate ET for the entire PVID. The GIS
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shapefiles used to isolate alfalfa were obtained from U.S.B.R. (Jeremy Dodds, Personal
Communication, 2008).
We re-projected the EVI images into UTM zone 11 using maximum likelihood
methods. We used GIS shapefiles provided by U.S.B.R. to select the alfalfa field inside
PVID, and filtered out EVI only for that particular alfalfa field. As we discussed in
Chapter 3 a spatial average of the CIMIS station values is a robust estimate of solar
radiation (SR) and vapor pressure (VP) condition anywhere inside PVID.

4.4. Results
We re-estimated the parameters of equations 3.1 and 3.2 using U.S.B.R. alfalfa
ET as the response variable and SR, EVI for the alfalfa field (say 𝐸𝑉𝐼𝑎 ), and VP as the
regressor variables. The least square estimated model parameters of equation 3.1 for the
alfalfa field are:

𝐸𝑇 = −6.99364 + 0.27805 × 𝑆𝑅 − 2.05954
× 𝐸𝑉𝐼𝑎

𝑠𝑢𝑚𝑚𝑒𝑟

𝐸𝑇 =
−6.99364 + 0.27805 × 𝑆𝑅 − 2.05954 × 𝐸𝑉𝐼𝑎 + 16.02054 ×
𝑉𝑃

𝑤𝑖𝑛𝑡𝑒𝑟

… (4.1)

58

The re-estimated model parameters of equation 3.2 are:
𝐸𝑇 = 37.29142 − 196.517 × 𝐸𝑉𝐼𝑎 + 0.51830 × 𝑆𝑅 × 𝐸𝑉𝐼𝑎 + 0.22463 × 𝑆𝑅
− 0.27959 × 𝑆𝑅 × 𝐸𝑉𝐼𝑎 × 𝑉𝑃 + 105.47728 × 𝐸𝑉𝐼𝑎
× 𝑉𝑃

𝑠𝑢𝑚𝑚𝑒𝑟

𝐸𝑇 =
37.29142 − 86.74330 × 𝐸𝑉𝐼𝑎 + 0.51830 × 𝑆𝑅 ×
𝐸𝑉𝐼𝑎

𝑤𝑖𝑛𝑡𝑒𝑟

… (4.2)
All the terms in equation (4.2) are significant, however, in equation (4.1) the parameter
of 𝐸𝑉𝐼𝑎 is statistically insignificant (p>0.05).
So far our goal was to modify the algebraic forms of the equations (3.1) and (3.2),
which were developed to estimate ET from the entire PVID, so that these equations may
be used to estimate ET from one alfalfa field inside PVID. Our next goal is to develop
the most appropriate models for the alfalfa field itself, this time selecting the model with
the lowest PRESS statistic. Using the aforementioned regressor variables, we followed
the same steps we adopted to select the model for the entire PVID (Chapter 3). We used
the variables SR, 𝐸𝑉𝐼𝑎, and VP as regressor variables and the U.S.B.R. (2001-2007)
estimated alfalfa ET as response variable. Once again, the scatter plots of the regressorsresponse variables showed two distinct clusters of points, corresponding to the major
seasons- summer and winter (Figures 4.1 to 4.3). Therefore, as in chapter 3, we split our
data according to solar equinoxes, since plants often respond physiologically to the length
of the daylight time (Campbell et al., 1999). We defined the time between March and
September equinoxes as summer, and the rest of the time as winter. We selected our
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models according to the lowest values of the PRESS statistic (e.g. Montgomery and Peck,
1982). We looked for the first three models according to the lowest values of the PRESS
statistic, but except for the one with the lowest PRESS statistic the other ones were
insignificant (at least one of the parameters showed p-value>0.05). Interestingly, if the
regressors with insignificant parameters are dropped from the first model, the equations
have the form as the model with the lowest PRESS statistic (Equation 4.3). The model
with the lowest PRESS statistic is:

𝐸𝑇 = −7.46479 + 0.275505
× 𝑆𝑅

𝑠𝑢𝑚𝑚𝑒𝑟

𝐸𝑇 =
−7.46479 + 0.275505 × 𝑆𝑅 + 16.03236 ×
𝑉𝑃

𝑤𝑖𝑛𝑡𝑒𝑟

… (4.3)
All the terms in equation 4.3 were significant. Equation 4.3 has the same algebraic form
as 4.1, except the insignificant EVIa term has been removed. This variable is probably
insignificant because EVI is mostly sensitive to crop phenology (Huete et al., 1999). As
the alfalfa fields inside PVID are well maintained through regular irrigation, the
phenology of the crops varies in a very similar fashion to micrometeorological variables.
The seasonal variation of crop phenology is predominantly controlled by SR and this
variable could well provide the same information as EVI for irrigated crops at the field
scale.
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To test the performance of equations 4.1 - 4.3 we conducted a cross validation
test. In the cross-validation we left out one calendar year out of consideration while
developing the model, and compared the estimation made by the model for the year left.
We continued this sequentially for each of the six years. We compared the results using
the comparative predictive indicator (CPI) (equation 3.3). The results are in Table 4.1.

Calendar Year

Comparison of ET
estimated by
Equation (4.1) and
U.S.B.R (20012007) estimated ET
for alfalfa

Comparison of ET
estimated by
Equation (4.2) and
U.S.B.R (2001-2007)
estimated ET for
alfalfa

2001
4.31
1.49
0.81
2002
2.62
2003
-3.32
-3.31
-4.77
2004
-2.6
2005
0.81
-1.93
-3.35
2006
-2.34
Table 4.1. Comparisons between total ET estimated by
equations (4.1), (4.2) and (4.3)

Comparison of
ET estimated by
Equation (4.3)
and U.S.B.R
(2001-2007)
estimated ET for
alfalfa
4.20
2.44
-2
-2.51
0.32
-1.06
U.S.B.R. and total ET estimated

The results shown in Table 4.1 clearly indicate that we can successfully apply the
algebraic forms of equation 3.1 and 3.2 to the alfalfa field, which are equations 4.1 and
4.2, respectively.

Our model specifically developed for alfalfa field by monitoring the

PRESS statistic seems to perform equally well. There appears to be little to choose
between the models.

61

140

U.S.B.R. ET (mm/16 day)

120
100
80
Winter

60

Summer
40
20
0
0

0.2

0.4

0.6

0.8

1

EVI

Figure 4.1. The scatter plots of U.S.B.R. (2001-2007) ET for alfalfa against EVI with
separate color coded for summer (red) and winter (blue). It is clear that the ET varies in
distinctly different patterns during summer and winter and that it was important to model
summer and winter variations separately. we observe the same pattern with other
refressors in Figure 4.2 and 4.3

62

140

U.S.B.R. ET (mm/16 day)

120
100
80
Winter

60

Summer
40
20
0
0

50

100

150

200

250

300

350

400

SR (watts/sq. m.)

Figure 4.2. The scatter plots of U.S.B.R. (2001-2007) ET for alfalfa against SR with
separate color coded for summer (red) and winter (blue).
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Figure 4.3. The scatter plots of U.S.B.R. (2001-2007) ET for alfalfa against VP with
separate color coded for summer (red) and winter (blue).
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4.5. Discussion
In this chapter we first applied the empirical models developed for the entire
PVID, to the much smaller spatial scale of a single alfalfa field inside PVID. We then
developed a separate model for the same alfalfa field based on the PRESS statistic. We
find that the first PVID model and the model developed for the alfalfa field have the same
form if the insignificant parameter is removed from the PVID model. This is likely due
to EVI closely following SR in a well irrigated alfalfa field. In any case both the PVID
model re-estimated for the alfalfa field and the model developed just for the alfalfa field
estimated ET for an unknown year equally well.
In the next few chapters we will focus mainly on Bowen ratio ET estimation and
use these data to calibrate further statistical models for riparian areas and agricultural
fields. We installed four Bowen ratio towers, one in the aforementioned alfalfa field, and
three in the Cibola National Wildlife Refuge (CNWR). The next chapter discusses the
Bowen ratio method and the installation of the Bowen ratio systems at the field sites.
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CHAPTER 5: COLLECTION OF BOWEN RATIO DATA
5.1. Introduction
In the previous chapters (Chapters 3 and 4) we developed empirical models for
estimating ET over the whole PVID and one alfalfa field inside PVID.

We also

determined that a slightly modified PVID model successfully predicted ET for the alfalfa
field. In this chapter we discuss the installation of four Bowen ratio energy balance
(BREB) systems at our study sites, and the results from these systems. One system was
installed in an alfalfa field in PVID along with an eddy covariance system, piezometers
and flumes to measure the water balance. This was done to test the Bowen ratio system
itself. We do not yet have the eddy covariance results but report the Bowen data here.
Three systems were installed in the Cibola National Wildlife Refuge (CNWR), California
within the riparian zone along the Colorado River. The main purpose of installing the
Bowen ratio equipment was to calibrate satellite and aircraft remote sensing methods for
riparian areas. Also there remains considerable uncertainty as to just how much water
saltcedar uses.

Anecdotal evidence in the popular press claims that the saltcedars

transpire water at a similar or even greater rate than alfalfa, and that the saltcedar
consumes large amounts of water that could be utilized for irrigation. Water managers
require more precise information on saltcedar ET rates to decide remediation procedures
in dealing with this invasive species.

5.2. Description of the original work by I.S. Bowen
In this section we review the method of Bowen (1926) for estimation of ET. We
we use the same notation that was used by Bowen in his original paper. His main aim
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was to develop a procedure for easy estimation of the conduction and convection heat
losses when solar radiation is used as the determining factor in the estimation of lake
evaporation.

The transportation of heat by conduction and convection method is

important when the relationship between the lake temperature and the incoming energy
differ from the equilibrium condition. During an equilibrium condition, however, the
lake temperature reaches such a stage that most of the incoming energy is converted into
latent heat.
Bowen (1926) showed that during the case of no apparent wind flow the diffusion
of energy (both sensible and latent) follow very simple procedures and, therefore, the
total amount of energy flux traveled at a height “l” through a surface area “a” can be
represented by the simple equations as below:
𝜆𝐸 =
𝐻=

𝐷𝜆𝐸 𝑎 𝜃 𝑎𝑖𝑟 −𝜃𝑤𝑎𝑡𝑒𝑟
𝑙
𝐷𝐻 𝑎 𝜑 𝑎𝑖𝑟 −𝜑 𝑤𝑎𝑡𝑒𝑟
𝑙

… (5.1)
… (5.2)

where: 𝐷𝜆𝐸 and 𝐷𝐻 represent the diffusivities of latent and sensible heats in the air,
represents the latent energy per unit volume which is coefficient of latent heat, 𝜆 times
the density of air and 𝜑

represents the specific heat which is the product of the

temperature, density of the air, and the specific heat of gas at constant temperature per
unit volume. “𝜆𝐸 ” represents the amount of latent heat and “H” represents the sensible
heat. The suffixes “air” and “water” convey that the measurements are being made at an
elevation “l” above the water surface, and just above the water surface, respectively.
Both the Equations (5.1 and 5.2) were developed with the assumption that the
diffusivities are independent of temperature, and these equations did not consider wind
flow over the surface of the water.
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Since both the equations (5.1 and 5.2) are of the same form, Bowen (1926)
hypothesized that the diffusions of the sensible heat flux and the latent heat flux are
basically manifestations of the same phenomenon. This led him to develop equations for
sensible and latent heat fluxes during wind flow. He assumed a small parcel of air with
dimension 𝑑𝑥𝑑𝑦𝑑𝑧, inside which the air is in a steady state condition. For a wind
blowing in the horizontal direction (Y direction) as a function of height (X direction), the
total flux accumulated inside the parcel for a diffusion in the vertical direction
𝜕2𝜃

is −𝐷𝜆𝐸 𝜕𝑥 2 𝑑𝑥𝑑𝑦𝑑𝑧 . The total amount of the entity, f(x) (in this case latent heat)
removed, from the parcel of air, by the horizontally blowing wind is 𝑓 𝑥

𝜕𝜃
𝜕𝑦

𝑑𝑥𝑑𝑦𝑑𝑧.

Since the total amount of diffused flux is exactly equal to the total amount of entity being
blown away by the wind, we can write (Bowen, 1926):
𝑓 𝑥

𝜕𝜃
𝜕𝑦

𝜕2𝜃

= 𝐷𝜆𝐸 𝜕𝑥 2 … (5.3)

where, the symbols have the meaning given above. The same equation can be developed
for the sensible heat, too (Bowen, 1926).
Hereafter, instead of solving this equation Bowen (1926) assumed a few special
situations, for which he determined solutions of Equation (5.3) (Sritharan, personal
communication). The first two situations were two extreme cases of constant wind speed
and no wind speed, respectively. The third situation was developed assuming that wind
speed varies as a power function of altitude (f(x)=xn). The first extreme situation that
Bowen (1926) assumed was “the whole quantity of air under consideration is completely
changed in temperature and moisture content to that of the layer of air in content with the
water” and the second situation was “diffusion is the completely determining factor, the
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heat and water vapor being immediately carried away after diffusing through the
stationary layer.” In the third case Bowen assumed a situation where wind speed varies
as nth power of elevation. Using these special case scenarios Bowen (1926) developed the
equation for the ratio of sensible heat to latent heat as:
𝐻

𝛽 = 𝜆𝐸 =

𝐷𝐻

𝑛 +1
𝑛 +2

𝐷𝜆𝐸

𝜑 𝑎𝑖𝑟 −𝜑 𝑤𝑎𝑡𝑒𝑟
𝜃 𝑎𝑖𝑟 −𝜃𝑤𝑎𝑡𝑒𝑟

… (5.4)

where the symbols are defined above.

5.3. Description of the Bowen Ratio Method
Bowen originally derived the above equation to make necessary corrections in
lake evaporation calculations. The method that we employed uses a modified version of
Bowen ratio (𝛽 ) calculations.
Since water vapor is a gas, the universal gas laws can be applied to vapor
pressure. From the principles of molecular movements in gas it can be shown that the
moisture diffusion and thermal diffusion of gas, from lower to higher elevation, are
proportional to moisture gradient and temperature gradient, respectively.

Using

appropriate proportionality constants the equations for total vapor flux and total sensible
heat flux become (Monteith and Unsworth, 2008):
𝐸 = −𝐾𝑉

𝜕Χ
𝜕𝑧

… (5.5)

𝐻 = −𝐾𝐻 𝜌𝑎𝑖𝑟 𝐶𝑝

𝜕𝑇
𝜕𝑧

… (5.6)

where “Χ” is the absolute humidity of air, T is the air temperature, z is elevation, “𝜌𝑎𝑖𝑟 ” is
density of air, and “𝐶𝑝 ” is the specific heat of air at constant pressure. “𝐾𝐻 ” and “𝐾𝑉 ” are
transfer coefficients for sensible and latent heat, respectively (Monteith and Unsworth,
2008).
69

We used the Equation 5.7 to estimate the Bowen ratio. Equation 5.7 is developed
from the Equations 5.5 and 5.6, assuming the neutral stability condition, i.e. “𝐾𝐻 ” and
“𝐾𝑉 ” are equal. Therefore the equation for Bowen ratio becomes (REBS manual for the
Bowen ratio systems purchased from Radiation Energy Balance Systems Inc.

This

reference will be referred to as REBS Inc.):
𝛽=

𝜆

𝐶𝑝
0.622
𝑃

𝜕𝑇
𝜕𝑉𝑃

… (5.7)

where, “P” represents atmospheric pressure and “VP” represents vapor pressure. All
other symbols bear the usual meaning. The term 0.622 comes from the ratio of molecular
weight of water to the molecular weight of moist air. The ratio

0.622
𝑃

converts absolute

humidity into a function of the easier to measure variable VP (REBS Inc.).

5.4. Bowen Ratio and Energy Balance (BREB) system instrumentation
We purchased our Bowen ratio energy balance (BREB) systems from Radiation
and Energy Balance Inc. in Seattle, WA (REBS Inc.). The BREB system is basically an
assemblage of different instruments simultaneously measuring micro-meteorological
variables that are required to estimate ET using Bowen ratio method. The uniqueness of
REBS instrumentation is the integration of Automatic Exchange Mechanism which
switches the humidity and air temperature sensors at 15 minute intervals to minimize
instrumentation error. All the measurements were made at 30 second intervals and 15
minute averages of the measurements were stored in the data logger output memory.
These 15 minute average data were then again converted into 30 minute running average
data by averaging two successive observations. The 30 minute averaged data were
finally used in ET calculation. The following are brief descriptions of the sensor systems.
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5.4.1.Soil Heat Flux:
Soil heat flux is a small fraction of incident energy that is stored in soil and
increases soil temperature. The soil heat flux is the total sum of the heat flux passing
through a unit area at a certain depth contributing to the total heat absorbed by the soil
column above it (REBS Inc.). A.S.C.E (1996) report the equation for soil heat flux as:
𝐺 = 𝐺𝑧 + 𝐶𝑠

𝑇𝑧 𝜕𝑇
𝑇0 𝜕𝑡

𝑑𝑧 … (5.8)

where “𝐺𝑧 ” is the soil heat flux measured by a soil heat flux plate at a depth z, “𝐶𝑠 ” is the
heat capacity of soil, “𝑇𝑧 ” represents soil temperature at depth z, 𝑇0 represents soil
temperature at the soil surface, and “t” is time. The integration part in the product with
𝐶𝑠 accounts for the change in soil heat storage from ground surface to a depth z
(A.S.C.E., 1996).
Brutsaert (2005), however, reports that soil heat flux measurements are better if
made at two depths z1 and z2. He referred to the following equation in this procedure:
𝐺𝑧1 − 𝐺𝑧2 = 𝐶𝑠

𝑇𝑧 2 𝜕𝑇
𝑇𝑧 1 𝜕𝑡

𝑑𝑧 … (5.9)

where the symbols have the meanings as given above.
Our system uses a modified version of Equation (5.8). The precise equation was
(REBS Inc.)
𝐺 = 𝐺𝑧 𝐺𝑚 + 𝐶𝑠

𝑡3
𝑡2

𝑑𝑇𝑧 −

𝑡2
𝑡1

𝑑𝑇𝑧 … (5.8)

where each term has the usual meaning and 𝐺𝑚 represents a calibration factor that is
important to account for the thermal conductivity of metallic soil heat flux plate and the
thermal conductivity of the soil, “𝑡1 ,” “𝑡2 ,” and “𝑡3 ,” are time intervals. The soil heat
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capacity term (𝐶𝑠 ) can further be written as the sum of the respective heat capacities of
the soil minerals and moisture content (REBS Inc.)
From the above discussion it is evident that an accurate measurement of soil heat
flux requires a packet of instruments that includes a soil heat flux plate, a soil temperature
sensor, and a soil moisture sensor. Each Bowen system had three sets of these packets of
sensors, which were planted at three spots at the same depth beneath the net radiometer
(REBS Inc.). At each site location, the three packets of sensors were placed in sunny,
partial shade and shaded areas respectively beneath the saltcedar in order to average the
soil heat flux over these three conditions.

5.4.2. Net Radiation:
When solar energy is incident on any surface, a fraction of it is reflected back into
the atmosphere. The net radiation (Rn) is the sum of total long-wave (wavelength greater
than 4μm) and short-wave (wavelength less than 4μm) radiant energy that is absorbed by
the surface after the incoming radiant energy is adjusted for the component reflected
back. The equation for net radiation can be written as (A.S.C.E., 1996):
𝑅𝑛 = 1 − 𝛼 𝑅𝑠𝑤 + 𝑅𝑏 … (5.10)
where “Rsw” is the downward shortwave radiation, “𝛼 ”is the surface albedo, and “Rb” is
the difference between incoming and outgoing long-wave component (A.S.C.E., 1996).
A.S.C.E. (1996) recommend measuring net radiation at one crop field and using
the crop coefficient method (4.9) to relate to another crop field. However, we believe a
potential drawback of this procedure is that if the other crop field has cloud cover, the net
radiation might differ. Because, cloud coverage would not just change the incoming
radiation, but atmospheric scattering, degree of cloud coverage, etc. would play a role in
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the calculation of net radiation for the other crop field (A.S.C.E., 1996). This problem
may become an issue in ET estimation if estimates are made for short temporal scales
(say 24hr).

Also, if the other crop field is covered with totally different type of

vegetation the surface albedo and/or long-wave reflectance pattern would differ from site
to site. This may change the estimate of net radiation from site to site.

Fritschen and

Gay (1979) report three possible techniques used to estimate net radiation. These are the
change in temperature of a sensor, the output from a photoelectric cell, and the use of
photochemical reactions. The use of change of sensor temperature is probably the most
popular method (Fritschen and Gay, 1979). When using the temperature change due to
radiation, the common procedure is to take the temperature difference between the top
and bottom of a sensor plate receiving the radiation as a measure of the net flux. From
Fritschen and Gay (1979):
4
4
𝑄 ∗ = 𝜀𝜎 𝑇𝑡𝑜𝑝
− 𝑇𝑏𝑜𝑡𝑡𝑜𝑚
+ ℎ 𝑇𝑡𝑜𝑝 − 𝑇𝑏𝑜𝑡𝑡𝑜𝑚 +

2𝑘
𝑙

𝑇𝑡𝑜𝑝 − 𝑇𝑏𝑜𝑡𝑡𝑜𝑚 … (5.11)

where 𝑄 ∗ is the radiation absorbed, 𝜀 is emissivity, 𝜎 is Stephan-Boltzman’s constant, h
is thermal convection coefficient, l is the transducer thickness (the thickness of the sensor
plate), k is thermal conductivity, and all other terms have the usual meanings (Fritschen
and Gay, 1979). After a few modifications, such as eliminating the thermal convection
4
4
term, representing 𝜀𝜎 𝑇𝑡𝑜𝑝
− 𝑇𝑏𝑜𝑡𝑡𝑜𝑚

3
as 4𝜀𝜎𝑇𝑡𝑜𝑝
𝑇𝑡𝑜𝑝 − 𝑇𝑏𝑜𝑡𝑡𝑜𝑚 , etc., Equation (5.11)

reduces to (Fritschen and Gay, 1979):
3
𝑄 ∗ = 4𝜀𝜎𝑇𝑡𝑜𝑝
+

2𝑘
𝑙

𝑇𝑡𝑜𝑝 − 𝑇𝑏𝑜𝑡𝑡𝑜𝑚 … (5.12)

The usual procedure to estimate net radiation is to measure the difference between
total hemispherical (long wave and short wave) incoming radiation and total
hemispherical outgoing (reflected) radiation.
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Such a device, to measure net radiation, is

known as net pyrradiometer, or more commonly as a net radiometer (Fritschen and Gay,
1979).
Our systems worked on the principle of radiation detected by change of
temperature. We installed two pyrradiometers (combined together as a net radiometer)
parallel to each other. One of them monitored only the incoming radiation and another
monitored only the reflected radiation. The instruments were installed above the canopy
of the saltcedar so that appropriate amounts of reflected radiation were received, and
literally no incoming radiation was blocked. Our systems were also equipped to correct
for the effect of wind, as the flux measurement asymptotically decreased with increasing
wind speed (REBS Inc.).

5.4.3. Automatic Exchange Mechanism:
Fritschen and Gay (1979) reported that there may be four possible sources of
errors in the air temperature measurements, which are

If the temperature sensor is exposed to strong wind, the temperature sensor
may record erroneous temperature owing to adiabatic temperature change
and frictional effect;



If the mounting devices, supporting arms, etc., or anything in direct
contact with the temperature sensors have a different temperature than the
sensor’s, heat may conduct from higher to lower temperature region;



If the air temperature changes very frequently, the sensor may have a
different temperature change rate than air, and this might introduce some
errors;
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Radiant temperatures may radiate some energy following Stephan
Boltzman’s law, and thereby creating a heat loss.

Fritschen and Gay (1979) gave correction terms to adjust the sensor
measurements for all the aforementioned errors. They also recommend placing the
temperature sensor in an enclosure and to use proper radiation shielding to avoid any
radiation loss. Radiation loss is the greatest concern of Fritschen and Gay (1979) when it
comes to measurement of air temperature.
With water vapor treated as an ideal gas an equation such as (5.13) can be
developed from the universal gas laws applied to moist air. The moist air is basically
treated as the combination of air and water vapor (Fritschen and Gay, 1979):
𝑉𝑃

𝑞 = 0.622 𝑃−𝑉𝑃 … (5.13)
where “q” is specific humidity, VP is vapor pressure, and P is the total atmospheric
pressure measured with a barometer.

From this equation the relationship involving

relative humidity (RH), VP, and saturation vapor pressure (SVP) can be estimated
(Fritschen and Gay, 1979):
𝑉𝑃

𝑅𝐻 = 0.622 𝑆𝑉𝑃 × 100% … (5.14)
This is the basic equation that is used to measure atmospheric moisture content.
Historically, atmospheric moisture has been estimated by means of measuring dry bulb
and wet bulb temperature. The difference between dry bulb and wet bulb temperatures is
used to determine the difference between SVP and VP. Such a device is known as
psychrometer (Fritschen and Gay, 1979).
Our systems used humidity sensors, which basically used the relationship between
VP, SVP, and RH expressed in equation 5.13. For temperature measurements we used
75

thermocouples (REBS Inc.). In a thermocouple when two ends of a loop of wire made
of two different metals with different thermal conductivities are kept at two different
temperatures, an electric current is generated inside the loop. The electromotive force
generated this way is dependent on the temperature difference between the two ends
(Fritschen and Gay, 1979). The temperature probes in our systems had a sensitivity of
0.0055°C and the humidity probes had a sensitivity of 0.033% for RH (REBS Inc.).
Temperature and humidity are measured at two elevations to determine their
gradients for the estimate of ET using the Bowen ratio equipment. In our system these
sensors are mounted inside the arms of a system know as the automatic exchange
mechanism (AEM). An AEM has two arms 1 meter different in elevation when they are
in the measuring position. Every 15 minutes these arms exchange their positions by
means of a motor driving a rotating chain attached to them. The purpose of this exchange
mechanism is to avoid any instrument bias that would occur if they were fixed (REBS
Inc.). After each exchange of position, data collections pause for two minutes and
calculations are adjusted likewise. To avoid instrument bias, each two successive data
readings are averaged to create final data set. Therefore, even though data collections
took place at every 30 seconds, and initial calculations were made for 15 minute
averages, the Bowen ratio systems produced 30 minute averages as the final data set.
(Charles Fritschen, personal communication, 2009).

5.4.4. Barometer:
Air pressure is the force exerted by air on a unit area. Although the ideal and
accurate way of measuring air pressure is to measure the height of a mercury column,
potentiometers are used with transducers in the barometer to record air pressure in form
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of electrical voltage (Fritschen and Gay, 1979). Our instruments measured air pressure in
form of voltage then converted in the unit of kPa (REBS Inc.).
Our systems were equipped with supporting data gathering and control devices,
e.g. a CR10X data logger for data storage and instrument control, a cell phone modem for
remote data collection, an anemometer to measure wind speed and direction for ET
calculations using the aerodynamic method and to supply data for wind corrections, and a
rain gauge to monitor precipitation events. The conditioning electronics converted the
measurements in voltages into those in their appropriate SI units, and controlled the data
gathering rates.

5.5. Installation of the Bowen ratio energy balance (REBS) systems
We installed our Bowen ratio systems at four sites. One of them was in an alfalfa
field (named Alfalfa) inside PVID and the other three at locations in the Cibola National
Wildlife Refuge (CNWR). All three locations were chosen in regions with different
densities of saltcedar, at increasing distance from the Lower Colorado River. The one
that was closest to the Lower Colorado River was named Swamp (location
33.274653173N, 114.685326892W) which had an intermediate density of saltcedar. The
Slytherin site (location 33.276185954N, 114.708971565W) had the greatest density of
saltcedar. The Diablo site had the least density of saltcedar (location 33.265858816N,
114.699159851W) and was the most distant from the river. The location of Alfalfa was
33.465612537N, 114.713543054W.

Alfalfa was installed on tripods within a well

maintained and regularly irrigated alfalfa field operated by Hay Day Farms. Owing to
the density and canopy height of the saltcedar at the three CNWR sites we used scaffolds
to support the instruments at these sites. The scaffolding was made up at each site at such
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heights that the lower arm of the AEM device always rests above the canopy, but inside
the boundary layer.

Each of the towers was equipped with a yaggi antenna and

associated signal amplifiers for a cell phone connection.

The amplifiers were

programmed to turn on automatically for a half an hour in the very early morning for the
best cell phone coverage and to conserve battery power. At Wright State University we
connected to these modems automatically on a daily basis and downloaded data from
each tower. The data were examined on a daily basis for quality control. Figures 5.1.-5.4.
show photos of the BREB instruments and sites after installation. The Diablo site also
had an eddy covariance system installed for comparison with the Bowen ratio systems.
Five piezometers were installed at each of the Bowen ratio sites in the riparian
and alfalfa field sites. One piezometer was installed at the tower location itself. The
other four piezometers were installed at the corners of a square with the tower in the
middle and the corners of the square nominally 100 meters apart. A digital hobo pressure
recorder was placed in each piezometer to monitor the elevation of the water table. The
piezometer at the Slytherin tower had two hobo recorders. The second hobo recorded air
pressure to supply corrections to the data from the other hobos. Water quality was also
routinely monitored during regular visits to the piezometers.
Maintenance of the towers required at least one person in the field and one person
at the remote computer programmed for monitoring the data via the modem which could
be turned on manually in the field. The responsibility of the person at the computer was
to decide which instruments needed maintenance or replacement, and to make the person
in the field aware of the problem or, in case of battery failure, recharge or replace the
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battery. The final data were stored as comma separated *.PRN files, which were later
subject to re-calculation to correct errors.
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Figure 5.1. Alfalfa BREB in alfalfa field inside PVID.
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Figure 5.2. Swamp BREB showing the medium density saltcedar station.

81

Figure 5.3. Slytherin BREB showing the dense saltcedar station.
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Figure 5.4. Diablo site showing sparse saltcedar station.
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5.6. Discussion
In this chapter we discussed the development of Bowen ratio method as a method
of estimating ET, the design of our Bowen ratio systems, the site selection and the
installation of four BREB towers at our study locations, and our procedure for data
gathering and quality control. We measured ET using Bowen ratio instrumentation to
gather data to calibrate remote sensing methods of ET estimation. To test the Bowen
technique we installed one system in an alfalfa field in PVID with piezometers and water
budget equipment.

We conducted the measurements in three stands of saltcedar

representing dense, medium and sparse coverage.

This was combined with the

installation of piezometers to measure ground water levels and quality. Saltcedar was
selected for study because of the considerable uncertainty in the amount of water it uses
and the need for managers to know what is consumed by this invasive species.
Bowen (1926) developed a new method to estimate heat losses by conduction and
convection processes while estimating ET from lake surfaces, if the incoming solar
energy is considered to be that energy that is totally transformed into latent energy. His
procedure introduced a new technique for ET estimation that bloomed into numerous
research work involving ET estimations at different conditions, for example, from open
water, agricultural crops, forest canopies, etc. (see reviews by Drexler et al., 2004; Rana
and Katerji, 2000; A.S.C.E., 1996; etc.).
In the next chapter we will discuss about the reduction, analysis, and
interpretation of the Bowen ratio data. At this point we do not have access to the data
from the piezometers or the eddy covariance systems.
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CHAPTER 6: REDUCTION AND ANALYSIS OF BOWEN RATIO
DATA
6.1. Introduction
In the previous chapter we discussed the development of the Bowen ratio method
and described the tower installation procedures. REBS Inc. programmed their BREB
systems to output the individual instrument readings and final ET calculations in a text
file. However, owing to the instrument and battery failures the final data often contained
errors and sometimes used flawed data to produce the final ET calculations. We used the
program ET output for quality control purposes only. To account for errors in the
instrumentation we re-calculated ET from the raw instrument readings recorded in the
data file. In this chapter we discuss what types of errors were generated, how we dealt
with the errors and how we re-calculated ET. Following this discussion we analyze and
interpret the ET estimates by the Bowen ratio method.

6.2. Sources of the Bowen ratio data errors
We identified two major sources of error in our data. One source was due to
instrument failure and the other occurred due to causes inherent to the theory of the
Bowen ratio method. As discussed in the previous chapter, our Bowen ratio energy
balance system (BREB) is comprised of assemblages of various instruments. When any
of the instruments failed to function properly the REBS Inc. program produced a ±99999
value in the appropriate slot in the data file as an error flag with the sign being consistent
with the actual measurement. When the battery voltage powering the instruments went
below a certain level the same flags were written to the data file. Also, sometimes when
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one single instrument failed it produced a ±99999 value for a particular measurement that
was used to calculate the final ET which produced an abnormally high or low ET
estimate, but did not record the ±99999 flag for ET determination itself. Therefore, in
the data reduction procedure it was essential to check error flags for each individual
instrument. Likewise, instrument failure needed to be treated as a bad data or no data,
even though the final value for ET in the data file might have looked reasonable.
The problems inherent to the Bowen ratio system were pointed out by Ohmura
(1982). The theoretical development of the Bowen ratio ET estimation yields an equation
of the form of a ratio (equation 2.6). It is obvious from the Equation (2.6) that in a
situation when the Bowen ratio, β, is near -1 the absolute value of ET will tend to reach
infinitely high value number and the estimate of ET will be unstable.
This was one of three problems that Ohmura (1982) mentioned. Another problem
he mentioned can be explained as follows: positive evapotranspiration is a case of
diffusion of water vapor from a higher concentration of water vapor at lower elevation to
a lower concentration of water vapor at higher elevation. Negative evapotranspiration (or
condensation) is just the opposite scenario. Therefore, during a positive ET situation the
VP at higher elevation should be lower than that at the lower elevation. The opposite
situation can be expected during a condensation or negative ET. Therefore, if the VP
difference is calculated by subtracting the VP at the lower elevation from that at the
higher elevation, the result should always have the opposite sign of ET. As a result a
ratio of the difference in VP at two elevations calculated as mentioned above to the ET
should always have a negative (-) sign. However, sometimes in the final calculation this
ratio may bear a positive sign. In such a situation the result becomes unreliable, as the

86

sign of the difference in vapor pressure indicates the opposite phenomena to what the
equation (2.6) calculates (Ohmura, 1982; REBS Inc.). Ohmura (1982) also pointed out
the potential source of error from erroneous measurements of net radiation, soil heat
fluxes, etc., although he mentioned that these problems might occur with any method that
is based on the energy balance assumption.

6.3. Description of data errors
When the battery voltage went below a certain level, the whole system produced
error flags for most of the data set, and including the final results. Sometimes only one or
more of the specific sensors failed, although voltage levels were satisfactory, but
nevertheless resulted in spurious final results. This was especially the case for soil heat
flux (G) measurements. Soil heat flux was estimated from the average of three soil heat
flux measuring systems.

Each of the systems contained a soil moisture sensor, a soil

temperature sensor, and a soil heat flux plate, anyone of which could give an anomalous
reading but not necessarily an error flag. Therefore, whether or not the final results
yielded error flags, it was important to detect and filter out errors for each of the
individual sensors that were used in the final calculations or in an intermediate step. The
most common example can be given with reference to average G calculations.

When

one of the soil heat flux measurements was in error the final result was the average of two
valid and one erroneous value that yielded an anomalous value of G. At this stage it was
important to detect and deal with the anomalous measurement by using only the two valid
measurements in the energy balance calculation to estimate ET. Moreover, for the
Alfalfa site the soil heat flux sensors were not properly calibrated for the actual soil type
in the field. Therefore, we changed to the proper calibration coefficient for silt clay, the
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soil

type

in

the

alfalfa

field

(U.S.D.A.

web

soil

survey,

http://websoilsurvey.nrcs.usda.gov/app/WebSoilSurvey.aspx, accessed July, 2009).
The final results at each site were stored in a CR10X datalogger (Campbell
Scientific Inc.) as *.dat text files. The program provided by REBS would calculate ET
irrespective of the presence of error flags and produced spurious values of ET if there
were spurious results in individual detectors that were not error flag values. The program
would not make the necessary changes in the final data set. Furthermore there were
errors produced by the instruments that were not recorded as error flags but simply as
anomalous or spurious values that could be recognized because they either exceeded or
were below a certain threshold.

As a result, we decided to recalculate ET from data

recorded by each individual sensor, designing a program that would detect spurious
values in each of the individual sensors and deal with them on a case by case basis.

6.4. Data corrections
As a first step in the re-calculation we detected and filtered out all the individual
sensor data using the error flags (±99999). The data we used also had zeros (0) in all of
the data columns for those occasions during which severe battery failures caused the
system to completely shut down. There were several instances of mice chewing power
cables that caused this particular problem. These problems would first become evident
when the system did not respond to the daily cell phone calls to download the data. The
slots for such instances were held by rows of zeros in the data file. The purpose of this
was to avoid using partial, incomplete records to calculate daily ET rates (Doyle Watts,
personal communication, 2009). This detected and eliminated many of the errors due to
individual instrument failures.
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We applied another filter just to soil heat flux portion of the data. We used a
somewhat arbitrary value of 500 watts/sq. m. as an anomalously high value in the design
of the filter for spurious soil heat flux. Sometimes, for agricultural fields the daytime soil
heat flux is roughly estimated as 10% of net radiation and nighttime soil heat flux is
roughly estimated as 50% of the net radiation (A.S.C.E., 1996). We note that 500
watts/sq. m. is roughly in the range of daily net radiation. For all the CNWR sites, 500
watts/sq. m. were well above the observed ranges.

6.4.1. Correction of erroneous data due to instrument failure:
In the event of detected instrument failures, we corrected the final estimates of
soil heat flux, net radiation, top vapor pressure, bottom vapor pressure, top temperature,
bottom temperature, and air pressure using the following procedures:


If the error occurred continuously for 45 minutes or less (i.e. for three or fewer
consecutive observations), we simply interpolated between the valid data that was
recorded before and after the spurious observations.



If the error occurred continuously for an hour or more (i.e. four or more
consecutive observations), but less than a day (96 consecutive observations), we
interpolated using data gathered at the same times of the previous day and the
next day. For example, say one sensor was off between 8AM to 3PM on a
particular day, we estimated the 8AM data by interpolating the 8AM data of the
previous and the next day (provided both were good data), and estimated the
8:15AM data by interpolating the 8:15AM data of the previous and the next day,
and so on.
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For the occasions that batteries had a low voltage for several days in a row
resulting in loss of data for only a portion of the day, usually at night and early
morning, we made the interpolation between the same times of latest day in the
past for which we had a complete set of good data and the same times of earliest
day in the future for which we had a complete set of good data.


When there were a few days of continuous missing data, we omitted consideration
of this portion of the data until after we calculated daily ET for all the good days.
At this stage in the data analysis we attempted to fill in estimates of ET for the
missing days by cubic spline interpolation using the statistical software package
SAS.

6.4.2. Correction of erroneous data inherent to the Bowen ratio method:
We found particularly challenging rectifying the data originating due to the theory
and assumptions inherent in Bowen ratio systems as discussed above. Sien et al. (2008)
reported that Ohmura (1982) recommended excluding ET data when −0.5 < 𝛽 < −1.5
to avoid the problems relating when 𝛽 approaches -1; however, we did not find this
actually mentioned in Ohmura’s (1982) paper. Ohmura’s (1982) did show how, even
with a temperature sensor of 0.05°C resolution, errors occur when the air temperature is
close to the freezing point. Unland et al (1996) used Bowen ratio systems to estimate ET
from a site in the Sonoran desert near Tuscan, AZ, and they reported that out of over a
year’s operation of the system they had good data for only 170 days. Moreover, owing to
the developmental problems in their Bowen ratio system 30% of their data were
unreliable. Gulivan and Berengena (2007) also lost about 37% of their data during their
experiment in Spain. Unland et al. (1996) set a further restriction criteria based on the
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instruments’ level of accuracy. Likewise, they dropped data when the difference between
vapor pressures measured at two elevations went below 0.005kPa and more importantly
on the occasions when −0.3 < 𝛽 < −1.7 . Ortega-Farias et al. (1996) dropped any data
for which 𝛽

was less than 0.75.

Unland et al. (1996) introduced some further

restrictions such as when latent heat flux exceeded 400 watts/sq.m., they considered this
as an erroneous value for desert conditions. They also considered the data spurious when
a negative latent heat flux was recorded for a situation of relative humidity ≤ 80%. We
find some of these criteria over-restrictive, especially to consider latent heat flux over 400
watts/sq.m. as impossible when there were no other indications of bad data. We believe
this value to be possible in our field area given the saltcedar are tapping the ground water
constantly recharged by the Colorado River.
From the above discussion it is clear that there is a range of Bowen ratio
represented by −𝑎 ≤ 𝛽 ≤ −1 − 𝑎 (when a is a certain number that we decide is the
defining limit for spurious data) that can be used to identify the range for which 𝛽
approaches -1. Perez et al (1999) developed a theoretical equation based on sensor
resolution, to estimate the range during which the spikes due to the Bowen ratio
approaching -1 occur. Basically they estimated the error in 𝛽 introduced by errors in
measurements of temperature difference and vapor pressure difference.

When we

attempted to apply their procedure we noted that we lost a lot of data that was perfectly
consistent with obviously good data.

We observed that taking a large range for a

certainly reduces spikes from the data, but at the same time removes what is clearly good
data. We noticed spikes in the ET data set when the value of −0.5 < 𝛽 < −1.5 is quite
far from -1. Therefore, if we simply defined a value of “a” sufficient to eliminate all
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spikes, we definitely would also remove perfectly valid data.

For this reason we

restricted ourselves only up to 0.5 for “a,” which means we eliminated all the data for
which−0.5 < 𝛽 < −1.5. Moreover, we also removed absurd ET data that exceeded
average peak values of ET during summer months, selecting the cutoffs at ET>1000
watts/sq.m., and when ET<-100 watts/sq.m. Although this approach did not eliminate all
the spikes from the data, it did significantly reduce the number that we observed. For the
few remaining unexplained spikes we just manually filtered those particular data points.
We also considered the data associated with unexpected signs in the vapor
pressure difference and ET as bad data (Ohmura, 1982; REBS. manual). The REBS
program was also designed to detect these two situations. The REBS program uses an
aerodynamic estimate of ET for this replacement. However, from his experiment over an
irrigated alfalfa field Malek (1991) reports that the aerodynamic ET (even after applying
stability corrections) was not highly correlated with Bowen ratio ET. Furthermore the
aerodynamic ET did not fit the energy balance equation. On the other hand Todd et al
(2000) report that the Bowen ratio ET measurements were in good agreement with
lysimeter measurements. We also experienced some difficulty in using the aerodynamic
method. Every aerodynamic method uses wind speed as an input (eg. A.S.C.E., 1996;
Monteith and Unsworth, 2008; etc.). In our instruments when the battery failed, we lost
wind speed data. We could not interpolate wind speed as we did other seasonal and daily
variables, and therefore we could not use aerodynamic ET as our substitute for these
situations.
To determine replacements for erroneous data, attributed to the nature of the
Bowen ratio method, we used multiple regression model using the main variables
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involved in the Bowen ratio ET equation. ET as measured by the Bowen ratio method is
a function of net radiation (Rn), soil heat flux (G), temperature difference at two altitudes
(dT), and vapor pressure difference at two altitudes (dVP). Therefore, we can write:
𝐸𝑇 = 𝐸𝑇 𝑅𝑛, 𝐺, 𝑑𝑇, 𝑑𝑉𝑃 … (6.1)
We fitted a multiple regression equation of the form:
𝐸𝑇 = 𝛽0 + 𝛽1 𝑅𝑛 + 𝛽2 𝐺 + 𝛽3 𝑑𝑇 + 𝛽4 (𝑑𝑉𝑃) … (6.2)
Since the errors in the Bowen ratio measurements occur only for a short period of time
during a day, we believe this approach was adequate for the purpose.
In practice, we introduced in the master data file a column of flags with zero (0)
for good data and one (1) for inaccurate data. We introduced such columns for each of
the error types mentioned above. Only when all the columns associated with each of the
instruments and the problems associated with the Bowen ratio method produced zeros,
did we regard the data as acceptable. Thereby we designed a filter to select all the good
data throughout the year and fitted a regression model. Bowen ratio systems use net
radiation, soil heat flux, vapor pressure difference between two elevations, and
temperature difference between two elevations as the main variables (except for specific
heat of gas at constant pressure, atmospheric air pressure, and the psychrometric
constant). We used the best quality Bowen ratio ET data as our response variable, and
net radiation, soil heat flux, vapor pressure difference, and temperature difference of the
corresponding time/observation as the regressor variables. We fitted simple regression
models to estimate ET, while closely monitoring the coefficient of determination (R2).
Since our purpose for these regression models was to find out replacement values for the
bad data, we only looked for a simple model with high R2. Multiple regressions model of
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the form of equation (6.2) produced high R2.

However, even after this approach we

noticed, very rarely, a few spikes existing in the final data set generally as outliers. All of
the spikes were generated by the regression equation, but none of them were continuous
for any length of time. Most importantly, none of the spikes were generated by an
accepted ET equation (eg. Bowen ratio, aerodynamic method, etc.). So those spikes
cannot represent real ET estimates. Therefore, we manually replaced those spikes with
linear interpolation.
Once we estimated our replacement ET values as described, we substituted the
values for the bad data.

Therefore, our final data set contains a combination of

unmodified Bowen ratio ET estimates and the regression model based ET estimates as
replacement data for the times when Bowen ratio ET were either bad, unreliable or
unrealistic for our conditions.

6.5. Results
The final output data are in units of watts/sq.m., which is a unit of energy flux,
and the ET is expressed as the amount of latent energy utilized. Indeed, ET is expressed
in the form of latent heat energy in the energy balance equation (equation 2.1), the
equation governing the Bowen ratio system.
The results are shown in Figures (6.1-8). The observation number is plotted
(at every 15 minute interval) along the X-axis and ET in mm/15 min along the Y-axis.
The unit conversion is given following the figures. One important thing to note about the
figures is that although every point is plotted at the intervals of 15 minutes, the final ET
that we report is actually a 30 minute running average. The 30 minute averages of ET
were calculated using 30 minute averaged Rn, G, dVP, and dT values in equation (6.4).
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The 30 minute averages of Rn, G, dVP, and dT were calculated by averaging every two
successive observations. The averaging is done to eliminate instrumental bias in the
measurement of the vapor pressure and temperature gradients.
The plots show the results by observation number. We began collecting data
at the Alfalfa station on midnight Julian day 167, 2006 or June 16, 2006. The data shown
in Figure 6.1 start at this time. The last full day of data collection from this station was
Julian day 267, 2008 or September 23, 2008, the next day it was removed from the alfalfa
field and returned to Central State University. We began collecting data at Swamp and
Slytherin on midnight Julian day 271, or September 28, 2006. However, as the saltcedar
where nearing their dormant period, we start the data in Figure 6.4 and 6.6 on January 1,
2007. We continued to collect data from Swamp until the end of 2008 after which the
Desert Research Institute of Nevada assumed responsibility for the station. Our data for
Slytherin extends only until Julian day 329, 2008 or November 24, 2008. Our data ends
there because of battery problems due to a low solar angle on the solar panel. Our data
for Diablo, shown in Figure 6.8 begins on Julian day 67, 2008 or March 7, 2008. Our last
full day of data from this site is Julian day 348, 2008 or December 13, 2008.
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Figure 6.1. Plot of ET estimates for 2006 for the Alfalfa station, against observation
number
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Figure 6.2. Plot of ET estimate for 2007 for Alfalfa, against observation number. The
observations represent 15 minute intervals. The red rectangle represents the time period
during which the net radiometer dome was blown away by a storm. This high net
radiation resulted in abnormally high ET estimation.
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Figure 6.3. Plot of ET estimate during 2008 for the Alfalfa station, against observation
number. The observations were made at every 15 minute interval.
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Figure 6.4. Plot of ET estimate during 2007 for Swamp against observation number. The
observations were made at every 15 minute interval. At Swamp the battery died after
day 340th of 2007, and thus shutting down the whole system. Afterwards, the battery
came back momentarily during day 352nd to 355th. But during this period there are no
leaves on the deciduous saltcedar, and therefore, no transpiration. Therefore, we just
ignored these last few days of data. The battery was repaired into life after the 11 th day
of 2008.
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Figure 6.5. Plot of ET estimate during 2008 for Swamp against observation number. The
observations were made at every 15 minute interval.
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Figure 6.6. Plot of ET estimates during 2007 for Slytherin against observation number.
The observations were made at every 15 minute interval. The red rectangle represents
the time periods when no data were collected due to a short circuit in the first instance
and a low battery on the second occasion. These were the periods during which the
whole system shut down. There were also a few incidences of short period battery
failures, but we interpolated the part of data as explained in the text.
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Figure 6.7. Plot of ET estimate during 2008 for Slytherin, against observation number.
The observations were made at every 15 minute interval.
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Figure 6.8. Plot of ET estimate during 2008 for Diablo against observation number. The
observations were made at every 15 minute interval. The red rectangle represents the
time period during which the battery failed and the whole system shut down.
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6.6. Analysis of the results
We converted ET in energy units (watts/sq.m.) to the commonly reported units of
mm/day. We divided the energy unit by the coefficient of latent heat of water. The
coefficient of latent heat is a function of air temperature and we used the following
equation from REBS Inc. manuals:
𝜆 = 2.5003 × 106 − 2380 × 𝑇𝑎𝑖𝑟 … (6.5)
where “𝜆” is the coefficient of latent heat of water in joules/kg, and “𝑇𝑎𝑖𝑟 ” is the air
temperature in °C. As we know 1 watt = 1 joules/sec and the average ET was measured
for every 15 minute interval. We assumed that ET flux is constant over the 15 minute
interval, and used the following conversion factor to change the unit into mm/15 min.
𝐸𝑇

𝑚𝑚
15 𝑚𝑖𝑛

=

𝐸𝑇

𝑤𝑎𝑡𝑡𝑠
𝑠𝑞 .𝑚 .

𝜆

× 15 × 60 … (6.6)

We note that during the latter half of the year 2007, the Alfalfa site suddenly
produced a very high ET (shown inside a red rectangle in Figure 6.1). During a storm
event on 258th day of 2007, recorded by our wind sensor at a speed of 16 m/sec the net
radiometer dome was blown away. This was noticed in the field by John Osterberg
(U.S.B.R.) on Julian day 262nd, 2007 and according to the site notebook was replaced on
Julian day 288th, 2007. Until the time when this dome was replaced the net radiation
values recorded were abnormally high yielding an abnormally high ET measurement.
Two gaps are evident in the Slytherin 2007 shown in Figure 6.6. On the first
occasion, a short circuit in the system was caused by a mouse chewing the insulation on a
power cable. This triggered the emergency circuit breaker built into the system and the
electronic board with this system had to be replaced. The problem at the end of the year
was caused by a combination of an old battery and the low sun angle on the solar panels.
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These gaps in the Slytherin data are marked by a red rectangle in Figure 6.6. The gaps in
the Diablo data in Figure 6.8 are both due to a low battery associated with a low angle of
the sun.
Our final objective from this part of the study was to estimate the water lost by
ET throughout the year from each site. To perform this objective we added all the final
30 minute ET estimates and calculated ET in units of mm/day. The following plots
(Figure 6.9a-6.9g) show the results graphically:
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Figure 6.9a. Daily ET for Alfalfa for 2007

Alfalfa 2008
14
12
ET (mm/day)

10
8
6
4
2
0
0

50

100

150
Day of the Year

Figure 6.9b. Daily ET for Alfalfa for 2008
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Figure 6.9c. Daily ET for Swamp for 2007
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Figure 6.9d. Daily ET for Swamp for 2008
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Figure 6.9e. Daily ET for Slytherin for 2007
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Figure 6.9f. Daily ET for Slytherin for 2008
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Figure 6.9g. Daily ET for Diablo for 2008
Figure 6.9a-g (from top to bottom). Plots show the year around daily ET estimates from
all the sites for 2007 and 2008. Figure 8a is for Alfalfa for 2007; Figure 8b is for Alfalfa
2008; Figure 8c is for Swamp 2007; Figure 8d is for Swamp 2008; Figure 8e is for
Slytherin 2007; Figure 8f is for Slytherin 2008; and Figure 8g for Diablo 2008.
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Figure 6.10a. ET estimates made from all the sites for 2007
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Figure 6.10b. ET estimates made from all the sites for 2008
Figure 6.10a-b (top-bottom). These plots compare ET estimates made from all the sites.
Figure 9a is for 2007 and Figure 9b is for 2008. It is clear that Alfalfa produced
maximum summer ET, followed by Slytherin, Swamp and Diablo.
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The main outcomes of this ET analysis are the actual values of ET that we
recorded at each site. Figure 6.10 shows estimates of ET in mm/day for each of our sites
for 2007 and 2008. These data will be used by others to calibrate satellite images for ET
estimation of the riparian area along the Colorado River. We recorded maximum ET
from Alfalfa (part of 2006, 2007, and part of 2008), followed by Slytherin (2007 and part
of 2008), Swamp (2007 and 2008), and Diablo (part of 2008 only). All the ET estimated
varied according to yearly cycles, as expected. However, in addition to the yearly cycle,
we note that Alfalfa has some intermediate variations. These cycles can be seen in
Figures 6.8a and b, and are most likely associated with irrigation and cutting schedules.
Since, the alfalfa was artificially irrigated and cut, there appear to be large variations in
ET even within the peak growing season. However, the yearly cycle is evident and
undoubtedly controlled in the first order by net radiation. Also, it can be noticed that
during the beginning and the end of each yearly cycle, saltcedar drop their leaves and as a
result we notice very little ET during these periods. The slight ET is probably due to
evaporation from soil and infrequent rain.
Another important outcome relates to the fact that the Slytherin, Swamp, and
Diablo sites were originally selected as representing very dense, medium density, and low
density patches of saltcedar respectively. These sites all recorded different levels of ET
consistent with the vegetation density. It is evident that saltcedar sites produce little ET
during the leaf-off season. However, as the leaves start growing the difference is more
and more pronounced between the three sites. This difference decreases after the peak
growing season and the sites approach zero ET corresponding with the loss of leaves by
November. This pattern is very consistent with the EVI patterns we notice for the pixels
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of the Slytherin and Swamp fetch areas (Figure 6.11). Figure 6.11 shows the plots of
EVI against observation number (i.e. beginning the day of the year 1 of 2007, and each
observation every 16 day interval). As it can be seen that although during the early and
late part of the year EVI were similar for both Swamp and Slytherin, yet during the
growing season they differ noticeably. These plots clearly support using EVI as a proxy
to a crop coefficient for riparian regions. From the same argument, it can be said that the
U.S.B.R. (2001-2007) procedures of estimating ET for riparian regions containing
saltcedar using a single value of crop coefficient over a large region needs to be modified.
As we saw here even within a region with the same plant physiology and similar climate
that three saltcedar patches produced different levels of ET. There was no doubt that ET
rates are going to differ for the same plant type at different locations and now we have
actual measurements for variations between sites for an important invasive species in the
western USA. This enables us to contribute to the debate as to how much water saltcedar
actually uses. We can eliminate any possibility that saltcedar uses as much water as
alfalfa which has been informally suggested at various policy meetings (Christopher
Neale, personal communication). Additionally we present (in Table 6.1) a comparison of
ET estimations made by other authors at different sites.
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Figure 6.11. Plot of EVI for Swamp and Slytherin (for 2007 and 2008).
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Location

Lower
River

Ranges of
estimates
(mm/day)
Colorado 5.3-11.5

ET Reference

Cross Reference
(if any)

Sala et al. (1996)

Nagler et al. (2009)

CNWR

3.7-9.5

Nagler et al. (2009)

Middle Rio Grande

6.0-9.0

Cleverly
(2006)

Virgin
Nevada
Havasu
Wildlife
AZ

River, 6.0-10.0

et

al. Nagler et al. (2009)

Devitt et al. (1997)

Nagler et al. (2009)

National 5-6 (during peak Westenburg et al.
Refuge, summer time)
(2006)

Table 6.1. Estimated ET for saltcedar reported by different authors.

6.7. Discussion
In this chapter we present the results of our measurements of ET in one site
located in an irrigated crop (alfalfa) field and three sites located in stands of the invasive
saltcedar in the riparian environment along the Colorado River. We discussed the data
acquisition problems and the challenges associated with reducing Bowen ratio data. The
most important outcome of this chapter is the data itself that will be used to calibrate
various satellite methods of ET estimation for the riparian area. We believe that we at
last have accurate data for saltcedar water consumption in a riparian environment. We
also demonstrated that the use of a single crop coefficient to estimate ET for the riparian
areas in PVID is a procedure that needs to be modified. We showed that in the riparian
areas the ET is closely tracked by EVI over the course of a growing season. We note that
saltcedar water usage is not as high as alfalfa usage. It is clear especially from Figures
6.10a and b that alfalfa water usage is more than double the densest stand of saltcedar.
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We will see that saltcedars at Diablo are producing the lowest ET and this is because, as
we will see later, they are stressed by a high salinity of ground water.
In the next chapter we will see how a small scale ET estimate can be scaled over a
large region so that regional ET can be estimated from point scale ET estimates such as
those that we provided in this chapter. This method may be important for irrigated areas,
as they require accurate ET estimates over a very large spatial scale. Due to the cost, it is
not possible to install ET measuring towers at many locations inside a large region;
therefore, an approach such as we present in the next chapter will be useful to estimate
accurate ET for such applications.
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CHAPTER 7: APPLICATION OF EVI AS A PROXY TO CROP
COEFFICIENT
7.1. Introduction
As we discussed in Chapter 2 most of the ET estimating procedures can be
divided into two groups- those that estimate ET over a point scale and those that estimate
ET over a regional scale. It is much easier to verify point scale measurements than
regional scale measurements. Therefore, in this chapter our goal is to determine how an
accurate ET measurement at a point (Bowen ratio ET or other instrument measurement)
can be used to estimate ET accurately over a large region. For this study we will use the
crop coefficient method, but we will see how we can avoid using the traditional reference
ET that is normally a feature of this approach.

7.2. Application of vegetation index as crop coefficient
As discussed in Chapter 2, some ET estimating techniques are suitable for
measurements at a point, and others are suitable for a regional scale. However, the
question is can a measurement at the point scale, be successfully used to estimate ET at
regional scale? Drexler et al. (2004) and Ran and Katerji (2000) compared different
methodologies with the goal of finding the most suitable technique for their particular
study areas.
McCabe and Wood (2006) and Nagler et al. (2007) are two examples where the
authors attempted to apply a model at different spatial scales. McCabe and Wood (2006)
focused on the Surface Energy Balance (SEBS) method of Su et al. (2002) using images
from different satellite sensors with different spatial and temporal resolutions. They
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selected MODIS, ASTER, and LANDSAT images and applied the SEBS model to all the
image types and compared the final results. However, this study deals more with the
application of the SEBS model to images with different resolution, and does not really
address the question of whether or not data acquired at a point scale measurement can be
scaled over a larger region. Nagler et al. (2007) used the sap flow to estimate ET and
compared their result with MODIS EVI data with a 250m/250m resolution. They used a
previously developed equation (Nagler et al., 2005b) to estimate ET using MODIS EVI
images. This study is more of a test of compatibility of that particular equation (Nagler et
al., 2005b) with ET estimated by sap flow methods, rather than scaling the sap flow
measurements over a larger scale.

7.3. Crop coefficient approach using MODIS EVI images
The application of vegetation indices as a proxy to crop coefficient is not a new
procedure. Previously Choudhury et al. (1994) developed relationships between crop
coefficients and soil adjusted vegetation index (SAVI), normalized difference vegetation
index (NDVI), and transformed soil adjusted vegetation index (TSAVI). Hunsaker et al.
(2003; 2005) also developed a relationship between NDVI and Kc. Indeed, Glenn et al.
(2007) argued to replace Kc by vegetation indexes (VI's) in the crop coefficient equation.
Glenn et al. (2007) reviewed different research articles that use VI's for estimating ET
through empirical models, and stated the major limitation is that the models seldom work
outside of the study area. However, they also mentioned that attempts to scale-up any
point scale measurements are either based on empirical models that use VI's, or use
remote sensing models based on the energy balance equation. In this section, instead of
developing another empirical model or using energy balance method, our aim is to use
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the crop coefficient equation to spatially scale-up the point-scale ET estimates in our
study area
Although, relationships between VI's and crop coefficient have been proposed
and/or established by many authors in the past (eg. Asrar et al., 1994; Choudhury et al.,
1994; Glenn et al., 2007, etc.), we still decided to investigate the actual relationship
between canopy reflectance and vegetation index. While some favor a nonlinear
relationship between vegetation indices and ET (e.g. Nagler et al., 2005a; b), Glenn et al.
(2007) propose simply to replace the crop coefficient by a VI. The theoretical rationale
of the relationship between crop coefficient and vegetation indices can be understood
from the physics of light absorption of the canopy. Monteith and Unsworth (2008)
applied Beer’s law of attenuation of light to determine the solar energy intercepted by
plant canopies.

We can use their derivation, with some other approximations and

assumptions to determine the relationship between EVI and crop coefficient. We employ
the same notation used by Monteith and Unsworth (2008).
Light is absorbed and/or scattered by a media through which it passes. Beer’s law
relates the media parameters to the energy absorbed and transmitted as light passes
through it. When a light beam is incident on a tree leaf, three processes take placereflection, absorption, and transmission. Therefore, if 𝜌 is the coefficient of reflection
(Monteith and Unsworth (2008) initially referred to this term as "probability of
reflection"), 𝜏 is the coefficient of transmission, and 𝛼 is the coefficient of absorption,
then, by conservation of energy:
𝛼 + 𝜌 + 𝜏 = 1 … (7.1)
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where 𝛼 + 𝜌 is the probability of interception of energy by plant canopy. By applying
Beers law of light attenuation Monteith and Unsworth (2008) showed that the energy
attenuated by a thin film of thickness dx at a distance x from the source of light, with flux
density 𝜙 can be written as:
𝑑𝜙𝑖𝑛 = − 𝛼 + 𝜌 𝜙𝑖𝑛 𝑥 + 𝜌𝜙𝑜𝑢𝑡 𝑥 𝑑𝑥 … (7.2)
𝑑𝜙𝑜𝑢𝑡 = − 𝛼 + 𝜌 𝜙𝑜𝑢𝑡 𝑥 − 𝜌𝜙𝑖𝑛 𝑥 𝑑𝑥 … (7.3)
where the subscripts represent whether it is incoming (in) or outgoing (out) radiation flux
(Monteith and Unsworth, 2008). Monteith and Unsworth (2008) treated the attenuations
from the incoming (equation 7.2) and outgoing radiation (equation 7.3) separately in
order to consider the effect of multiple scattering.
The Kubelka-Munk equation, further, relates between canopy reflectance and the
leaf area index (LAI) of a plant canopy (see Monteith and Unsworth, 2008). Since, the
reflectance of a medium basically represents the fraction of the incoming flux reflected
by the medium, and since attenuations represented by equations (7.2) and (7.3) are the
sum of reflected energy and intercepted energy fluxes, Monteith and Unsworth (2008)
integrate equations (7.2) and (7.3) and derive the following relationship between canopy
light reflectance and LAI, which is (Monteith and Unsworth, 2008):

𝜌𝑐𝑎𝑛𝑜𝑝𝑦 =

𝜌 𝑚𝑎𝑥 −𝜌 𝑚𝑖𝑛
𝑒 −2Κ 𝐿𝐴𝐼
𝜌 𝑚𝑎𝑥 𝜌 𝑚𝑖𝑛 −1
𝜌 𝑚𝑎𝑥 −𝜌 𝑚𝑖𝑛
1+𝜌 𝑚𝑎𝑥
𝑒 −2Κ 𝐿𝐴𝐼
𝜌 𝑚𝑎𝑥 𝜌 𝑚𝑖𝑛 −1

𝜌 𝑚𝑎𝑥 +

… (7.4)

where 𝜌 is the reflection coefficient and the subscripts indicate whether it is total canopy
reflectance (canopy), maximum canopy reflectance (max), or minimum canopy
reflectance (min). “Κ” is the light attenuation coefficient. By neglecting the higher order
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terms of the reflectance Monteith and Unsworth (2008) simplify equation 7.4 to the
following form:
𝜌𝑐𝑎𝑛𝑜𝑝𝑦 = 𝜌𝑚𝑎𝑥 − 𝜌𝑚𝑎𝑥 − 𝜌𝑚𝑖𝑛 𝑒 −2Κ𝐿𝐴𝐼 … (7.5)
Huete et al. (1999) developed yet another VI, the enhanced vegetation index
(EVI) to represent plant vigor. The main function of EVI, given in equation 7.6, is to
amplify the reflectance from healthy living plant cells which are most reflective in the
near-infra red:
𝐸𝑉𝐼 = 𝐺 𝜌

𝜌 𝑁𝐼𝑅 −𝜌 𝑅
𝑁𝐼𝑅 +𝐶1 𝜌 𝑅 +𝐶2 𝜌 𝐵 +𝐿

… (7.6)

where “𝜌𝑁𝐼𝑅 ” represents reflectance of near-infra red light, “𝜌𝑅 ” represents reflectance of
red light, “𝜌𝐵 ” is that from blue light and it is there to correct for scattering by aerosols, L
is the atmospheric correction, and G is a gain factor (Huete et al., 1999).
As we can see equation (7.5) is independent of wavelength of radiation.
Therefore, we assume that equation (7.5) applies if we replace all the reflectance terms by
their corresponding EVI terms. Therefore, we can write:
𝐸𝑉𝐼𝑐𝑎𝑛𝑜𝑝𝑦 = 𝐸𝑉𝐼𝑚𝑎𝑥 − 𝐸𝑉𝐼𝑚𝑎𝑥 − 𝐸𝑉𝐼𝑚𝑖𝑛 𝑒 −2Κ𝐿𝐴𝐼 … (7.7)
Equation (7.7) can be simplified as:
1−

𝐸𝑉𝐼𝑚𝑎𝑥 −𝐸𝑉𝐼𝑐𝑎𝑛𝑜𝑝𝑦
𝐸𝑉𝐼𝑚𝑎𝑥 −𝐸𝑉𝐼 𝑚𝑖𝑛

= 𝐸𝑉𝐼𝑠𝑐𝑎𝑙𝑒𝑑 = 1 − 𝑒 −2Κ𝐿𝐴𝐼 … (7.8)

where “𝐸𝑉𝐼𝑠𝑐𝑎𝑙𝑒𝑑 ” represents 𝐸𝑉𝐼𝑐𝑎𝑛𝑜𝑝𝑦 , normalized to lie between 0 (zero) and 1 (one).
With a few simplifications from equation (7.4), the equation for the fraction of
radiation transmitted by a plant canopy can be written as (Monteith and Unsworth, 2008):
𝑓𝐼𝑅𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 = 𝑒 −Κ𝐿𝐴𝐼 … (7.9)
Therefore, to estimate the fraction of solar radiation intercepted by plant canopy we must
subtract the right hand side of equation (7.9) from one. If we assume ET to be a fraction
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of total intercepted radiation by plant canopy (absorbed plus reflected) then we can relate
the fraction of intercepted radiation utilized for ET with LAI as:
𝑓𝐸𝑇 = 1 − 𝑒 −𝑐𝐿𝐴𝐼

… (7.10)

where “fET” is the fraction of canopy intercepted solar radiation utilized in ET, and “c” is
some constant.

Monteith and Unsworth (2008) graphically showed when canopy

intercepted solar radiation is estimated using an equation having an algebraic form
similar to equation (7.10) (where the fraction is calculated by subtracting the inverse of
an exponential function from one) the exponent of equation (7.9) changes by a constant
factor. Therefore, in equation (7.10), to estimate a fraction of the intercepted solar
radiation used in ET, we can consider the term “c” as derived with a constant multiplied
to the exponent term Κ in equation (7.9). This also indicates that the term “𝑐” in equation
(7.10) would depend on the leaf-light interactions by the canopy. By the nature of
equation (7.10) it can be assumed that fET is directly proportional to the crop coefficient
(𝐾𝑐 ). Equation (7.10) also satisfies these properties of crop coefficient. Therefore,
combining Equations (7.8) and (7.10), we can write:
𝐾𝑐 = 𝐾𝛼 × 1 − 1 − 𝐸𝑉𝐼𝑠𝑐𝑎𝑙𝑒𝑑

Κ

… (7.11)

where “𝛫 ” is equal to the ratio Κ/ 𝑐. 𝐾𝛼 appears as the constant of proportionality
between fET and 𝐾𝑐 , as mentioned above.

The constant term 𝐾𝛼 is very close to one

and is often considered as one. For example, Choudhury et al.’s (1994) representation of
equation considered the aforementioned as one, Glenn et al.’s (2006) representation of
equation (7.11) considered both Κ and the constant as one. Choudhury et al. (1994) also
reviewed the applicability of the above equation for the crop coefficient and reported that
the numeric value for the exponent 𝛫 range very close to one for many agricultural crops.
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If we further expand the right hand side of equation (7.11) using MacLauren’s series
expansion, and neglect the higher order terms (since both 𝐾𝛼 and 𝛫 are very close to one
and 𝐸𝑉𝐼𝑠𝑐𝑎𝑙𝑒𝑑 lies between zero and one, the higher order terms would be very small) we
get the equation for crop coefficient and EVI for a near ideal situation:
𝐾𝑐 = Κ𝐸𝑉𝐼𝑠𝑐𝑎𝑙𝑒𝑑 … (7.12)

7.4. Equivalent crop coefficient
Continuing along the same line of discussion, we will now estimate an equivalent
crop coefficient for a region with mixed patches of vegetation. If we consider a region
covered with “n” number of crops, and if 𝑐𝑟𝑜𝑝1 , 𝑐𝑟𝑜𝑝2 ,…, 𝑐𝑟𝑜𝑝𝑛 , are occupying areas
of 𝑎1 , 𝑎2 ,…, 𝑎𝑛 , such that
𝐴 = 𝑎1 + 𝑎2 + … + 𝑎𝑛 … (7.13)
where “A” is the total area of the region. Then, we can write the total volume of water
lost by ET from the whole region (𝑉𝐸𝑇) as:
𝑉𝐸𝑇 = 𝐸𝑇𝑎 1 + 𝐸𝑇𝑎 2 + … + 𝐸𝑇𝑎 𝑛 … (7.14)
If we consider the corresponding crop coefficients as 𝐾𝑐1 , 𝐾𝑐2 , … , 𝐾𝑐𝑛 , we can write
𝐸𝑇𝑎 1 = 𝑎1 𝐾𝑐1 𝐸𝑇𝑟
𝐸𝑇𝑎 2 = 𝑎2 𝐾𝑐2 𝐸𝑇𝑟
And so on
𝐸𝑇𝑎 n = 𝑎n 𝐾𝑐n 𝐸𝑇𝑟
Therefore,
𝑉𝐸𝑇 = 𝐸𝑇𝑟𝐴 𝐾𝐶𝑃𝑉𝐼𝐷 = 𝐸𝑇𝑟 𝑎1 𝐾𝑐1 + 𝑎 2 𝐾𝑐2 + … + 𝑎𝑛 𝐾𝑐𝑛 … (7.15)
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where 𝐾𝐶𝑃𝑉𝐼𝐷 is the equivalent crop coefficient for the entire PVID. In FAO-56, Allen et
al., (1998) represented equivalent crop coefficient for two crops (Er-raki et al., 2007) as
basically a special case of the above equation. For a MODIS EVI image if we consider
all the pixels as each of these sub-regions, and since all the pixels have exactly the equal
amount of areal coverage and each pixel has a unique location, the above concept can be
simplified as:
𝑎1 = 𝑎2 = … = 𝑎𝑛 = 𝑎 … (7.16)
and
𝐴 = 𝑎1 + 𝑎2 + … + 𝑎𝑛 = 𝑛𝑎 … (7.17)
Substituting this in equation (7.15) we get the ET rate for the entire PVID as:
𝐸𝑇 𝑃𝑉𝐼𝐷

𝐾𝐶𝑃𝑉𝐼𝐷 = 𝐸𝑇

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

=

1
𝑛

𝐾𝑐1 + 𝐾𝑐2 + … + 𝐾𝑐𝑛

… (7.18)

The equation for crop coefficient compares ET between two crops, one of which
is a well maintained, never stressed crop, known as the reference crop, and the ET from
the target crop is measured as (e.g. Allen et al., 1998; Rana and Katerji, 2000, A.S.C.E.,
1996):
𝐸𝑇𝑐𝑟𝑜𝑝 = 𝐾𝑐 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (7.19)
Different definitions of reference crop are discussed in Chapter 2. If we imagine that ET
is estimated for two real crops (crop1 and crop2) from the same reference crop
“𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 ” the individual equations for each crop can be written as:
𝐸𝑇𝑐𝑟𝑜𝑝 1 = 𝐾𝑐1 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (7.20)
𝐸𝑇𝑐𝑟𝑜𝑝 2 = 𝐾𝑐2 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (7.21)
where 𝐾𝑐1 is the crop coefficient for “𝑐𝑟𝑜𝑝1 ” and 𝐾𝑐2 is the crop coefficient for “𝑐𝑟𝑜𝑝2 .”
Equation (7.12) shows how EVI can be used as a proxy for the crop coefficient for near
123

ideal scenarios.

However, for each individual crop, assuming a linear relationship

between crop coefficient and EVI we can write:
… (7.22)

𝐾𝑐1 = 𝑎01 + 𝑎11 𝐸𝑉𝐼1

𝐾𝑐2 = 𝑎02 + 𝑎12 EVI2 … (7.23)
where the a's are factors to be empirically determined from our measurements.
Therefore, substituting equations (7.22) and (7.23) in equations (7.20) and (7.21),
respectively, we can write:
𝐸𝑇𝑐𝑟𝑜𝑝 1 = 𝑎01 + 𝑎11 𝐸𝑉𝐼1

× 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (7.24)

𝐸𝑇𝑐𝑟𝑜𝑝 2 = 𝑎02 + 𝑎12 EVI2 × 𝐸𝑇𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 … (7.25)
Now, since both crop ETs are estimated from the same reference crop we can write:
𝐸𝑇𝑐𝑟𝑜𝑝 1
𝑎 01 +𝑎 11 𝐸𝑉𝐼1

=𝑎

𝐸𝑇𝑐𝑟𝑜𝑝 2
02 +𝑎 12 EVI 2

… (7.26)

Therefore, we can use equation (7.26) to estimate ET from the 𝑐𝑟𝑜𝑝2 as:
𝐸𝑇𝑐𝑟𝑜𝑝 2 =

𝑎 02 +𝑎 12 EVI 2

𝑎

1+𝐴02 𝐸𝑉𝐼2

𝐸𝑇𝑐𝑟𝑜𝑝 1 = 𝐴

𝑎 01 +𝑎 11 𝐸𝑉𝐼1
𝑎

1+𝐴01 𝐸𝑉𝐼1

𝐸𝑇𝑐𝑟𝑜𝑝 1 … (7.27)

𝑎

where 𝐴 = 𝑎 02 , 𝐴02 = 𝑎 12 , and 𝐴01 = 𝑎 11
01

02

01

Choudhury et al. (1994) found that an equation of the form of equation (7.28) may
be used successfully to estimate crop coefficients from VI’s. They experimented on
different agricultural crops and found an experimental relationship between crop
coefficient and vegetation indices. If we compare equation (7.28) and equation (7.11) we
find they are basically the same equations expressed with different notations:
𝐾𝑐 = 1 −

𝑉𝐼𝑚𝑎𝑥 −𝑉𝐼
𝑉𝐼𝑚𝑎𝑥 −𝑉𝐼 𝑚 𝑖𝑛

𝜂

… (7.28)

Choudhury et al. (1994) worked with normalized difference vegetation index (NDVI) and
soil enhanced vegetation index (SAVI). They also reported that similar results were
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obtained by Becker and Choudhury (1988), Baret and Guyot (1991), and Kustas et al.
(1993). Asrar et al. (1984) produced a theoretical explanation of such an equation (7.28)
for NDVI.

7.5. Methodology
7.5.1. Dealing with missing ET estimates:
In the previous chapter we discussed the gaps in our daily ET estimates from the
tower data, mostly attributed to battery failures. We attempted to fill the gaps by using
cubic spline methods contained in the SAS package, by forecasting from the data
acquired just before the gap using autoregressive-moving average (ARIMA) model, and
by using linear interpolations. To our surprise, the linear interpolation (Figure 7.1)
seemed to be the best method or at least give the least spurious results.
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Figure 7.1. Plot of ET for Alfalfa during 2007, where the region inside the red ellipse
shows the region where applied linear interpolation. As mentioned in the main text,
Spline and ARIMA (1,0,1), methods provided poor interpolation. Likewise, we used
linear interpolation and modeling to fill in missing data points when required for the data
gaps at all tower sites as discussed in Chapter 5.
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7.5.2. Modifications of ET estimates and MODIS derived EVI data:
Our goals in this section are to scale Bowen ratio ET measurements over a larger
region, and to determine if our method can be used to estimate ET at the other
measurement sites. To perform this test, we predicted ET for one tower site by using
Bowen ratio ET data from another tower site. For this part we used only EVI from the
fetch foot-print pixels for riparian sites as our proxy for a crop coefficient.

For

agricultural regions, we, however, used U.S.B.R. (2001-2007) ET estimates for alfalfa to
estimate ET for the entire PVID. From the results we believe that a single equivalent
crop coefficient may suffice to estimate ET from the entire PVID.
We constructed masks for the MODIS EVI images to isolate the pixels associated
with the fetches of the tower locations. Therefore, unlike the PVID model or the alfalfa
field model (as described in the previous chapters) for each tower we had only one pixel
and hence only one DN for each image to consider. Our selection of field sites meant
that the EVI from these single pixels was dominated by saltcedar. As, MODIS EVI
images are only available as 16-day composite images we had restricted our studies to
16-day intervals. As a consequence we had to deal with rather small numbers of data
points. Therefore, we converted the 16-day composite EVI into daily EVI data by linear
interpolation. In practice when a crop- coefficient approach is used it is often the case
that a single crop coefficient suffices for the growing season, another for the grown up
seasons, etc., instead of using time series of crop coefficient (Allen et al., 1998; A.S.C.E.,
1996). Therefore a linear interpolation of 16-day EVI to convert to daily EVI is a robust
approach. Furthermore we believe that EVI for saltcedar changes only slowly in a 16 day
period.
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7.5.3. Application of the crop coefficient procedure:
The crop coefficient approach always uses a reference ET from an unstressed crop. This
is said to be the most critical step in crop coefficient applications (Allen et al., 1998;
A.S.C.E., 1996; Rana and Katerji, 2000). However, the application of a crop coefficient
approach in a form of equation 7.27 does not require ET measurement from a reference
crop. Success of this approach would eliminate the necessity of estimating reference ET.
From equation 7.27, it can be seen that the success of this procedure depends on
the linearity between the product of 𝐸𝑉𝐼2 and 𝐸𝑉𝐼𝑐𝑟𝑜𝑝 1 plotted against the product of
𝐸𝑉𝐼1 and 𝐸𝑇𝑐𝑟𝑜𝑝 2 . In Figures 7.2-7.5 we display tests of this assumption.
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Figure 7.2. Plot of the product of Slytherin EVI and Swamp ET against the product of
Swamp EVI and Slytherin ET.
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Figure 7.3. Plot of the product of Swamp EVI and Diablo ET against the product of
Diablo EVI and Swamp ET.
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Figure 7.4. Plot of the product of Swamp EVI and Slytherin ET against the product of
Slytherin EVI and Swamp ET. The trendline in this case is constrained to pass through
the origin, in order to exclude the outliers shown inside the red ellipse.
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Figure 7.5. Scatter plot of the product of alfalfa ET (Chapter 4) and PVID spatially
averaged EVI against the product of PVID ET and alfalfa field EVI. Note that the
spatially averaged EVI over the whole PVID acts as an equivalent crop coefficient for the
entire PVID. Here we used 16 day average ET, instead of daily ET, as we did in the
previous figures.
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There are a few important observations that can be taken from the above figures.
First of all, as we saw in the derivation of equation (7.12), we believe that the slopes are
related to the attenuation coefficient of light by the plant canopies.

Monteith and

Unsworth (2008) gave elaborated descriptions of the attenuation coefficients of light, and
how these are varied, etc. For all the Figures (7.2 to 7.5) we notice the prominent linear
trend between X and Y variables with R2 quite high in each case. However, for all the
above figures we note that as we move towards higher ET regime, the scatter of points
tends to increase. To explain this, we suggest that the tower ETs are daily estimates, but
that the EVIs are interpolations of 16 day EVI data into daily EVIs. With our limited
number of measurements, this was the best we could do. But we believe, during the
summer time or especially when the plants are mature, change in soil water content,
change in water table depth, change in soil nutrient contents, etc., will influence the
plant’s vegetation indices. As a result, a plot of EVI's within a 16 day interval may not
even approximate a straight line, especially during times of vigorous growth. The scatter
would likely have been less if actual daily EVIs were used in this procedure, instead of
interpolated values. Also, soil salinity may influence the ET rate of a plant (Christopher
Neale, personal communication); but we believe, that such effects would operate at
slower rates than seasonal changes and more likely influence the constant terms of
equation (7.27).

7.6. Testing the new crop coefficient approach using the BREB Tower
Data
As we described earlier, our goal is to modify crop coefficient approach in such a
way it may be used to estimate ET over a larger spatial scale by scaling an estimate made
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at a point scale. In this section we test equation (7.27) to estimate ET for one BREB
tower site, by using ET estimated by Bowen ratio method from another tower site. The
success of this experiment will indicate how accurate are the ET estimates that we may
expect for another location for which the only information we have is EVI.
For agricultural regions we only had one BREB tower collecting data for about
two years. On the other hand we had six years of ET data available for alfalfa from the
U.S.B.R. (2001-2007) reports. Therefore, for agricultural regions, instead of using the
Bowen ratio data, we used the U.S.B.R. (2001-2007) results for alfalfa and scaled that
over the whole PVID. Also, for this part of the study we used the whole alfalfa field,
instead of using a single pixel.
To estimate PVID ET by scaling up ET estimations for the alfalfa field we needed
to further modify equation (7.27). Equation (7.27) was developed based on single pixel
EVIs. In this part, since we use the whole alfalfa field, we apply the concept of an
equivalent crop coefficient for both our alfalfa field and the entire PVID. Recalling the
equivalent crop coefficient equation (e.g. equation 7.18) for PVID, if we assume that
there are 𝑛1 pixels for the entire PVID and 𝑛2 pixels for the alfalfa field, we can write:
1

𝐾𝑐 𝑃𝑉𝐼𝐷 =𝑏10 + 𝑏11 𝑛

𝑛1
𝑖=1 𝐸𝑉𝐼𝑖 ….

(7.29)

1

… (7.30)

1

And
𝐾𝑐 𝐴𝐿𝐹𝐴𝐿𝐹𝐴 =𝑏20 + 𝑏21 𝑛

2

𝑛2
𝑗 =1 𝐸𝑉𝐼𝑗

Combining equations (7.29) and (7.30) and applying to an equation form of (7.26) we can
write:
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𝐸𝑇𝑃𝑉𝐼𝐷 =

1
𝑛1
1
𝑏20 +𝑏21
𝑛2

𝑏10 +𝑏11

𝑛1
𝑖=1 𝐸𝑉𝐼 𝑖
𝑛2
𝐸𝑉𝐼 𝑗
𝑗 =1

𝑏

𝐸𝑇𝐴𝐿𝐹𝐴𝐿𝐹𝐴 =

1

𝑛

11
1
𝑏10 1+ 𝑏 10 𝑛 1 𝑖=1 𝐸𝑉𝐼 𝑖
𝑏20 1+ 𝑏 21 1 𝑛 2 𝐸𝑉𝐼 𝑗
𝑗 =1
𝑏 20 𝑛 2

=𝐴

1
𝑛1
1
1+𝐵2
𝑛2

1+𝐵1

𝑛1
𝑖=1 𝐸𝑉𝐼 𝑖
𝑛2
𝐸𝑉𝐼 𝑗
𝑗 =1

…

(7.31)
We iteratively estimated the parameters A, 𝐵1 , and 𝐵2 , by treating equation (7.31)
as a nonlinear regression model. We used PVID ET as a response variable and EVIs as
regressors. The results were compared with actual PVID ET and are shown in Figure
(7.6). Thereafter we cross validated ET as we did in Chapter 3. Table 7.1 shows the
result.
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Figure 7.6. Comparison of ET estimate by U.S.B.R (2001-2007) and ET estimate by
Equation (7.31).
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Calendar Year

Comparison of ET estimated by Equation
(7.31) and U.S.B.R (2001-2007)

2001
2002
2003
2004
2005
2006
Table 7.1. Cross validation of ET estimated
2007) estimates.

5.95
0.68
3.23
11.80
-5.98
-4.70
by equation 7.31 against U.S.B.R. (2001-

Since one of the major goals of this research is to estimate ET from CNWR, we
therefore applied equation 7.27 to Swamp and Slytherin data. If we can predict ET for
one site successfully by using ET from another site, we prove the applicability of
equation 7.27. When we estimate Swamp ET using Swamp EVI, Slytherin EVI, and
Slytherin ET, with the same procedure and compared with actual Swamp data, we
obtained Figure 7.7. Also, we cross validated Swamp ET for 2008 using Slytherin ET
and the CPI for this analysis was -0.98%, which is quite intriguing. Since this was the
only cross validation we could conduct (for the lack of adequate data) we did not show
this result in tabular form.
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Figure 7.7. Comparison of Swamp ET and Swamp ET predicted by Slytherin.
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7.7. Discussion
This chapter aimed to use point scale ET measurements to determine ET over
larger spatial scales using a modified crop coefficient method. As we discussed earlier,
attempts have been made by other authors to scale ET estimates over larger spatial scales
(McCabe and Wood, 2006; Nagler et al., 2007; review by Glenn et al., 2007; etc.);
however, it was not clear to us how could we use their methods to scale Bowen ratio ET
estimates made over one field, to a larger spatial scale. Therefore, in this approach we
devised a method in which we use a crop coefficient method but avoid estimating a
reference ET. Previous authors (Choudhury et al., 1994; Hunsaker et al., 2003; 2005;
Glenn et al., 2007; etc.) have also developed relationships between vegetation indices and
crop coefficients. In this chapter we followed a similar path, but avoided having to
estimate reference ET.

However, we still believe that this method requires further

research. Our approach, like Hunsaker et al. (2003; 2005) was a statistical approach. But
we believe that the constant terms of equation 7.27 or 7.31 should be studied more
carefully, rather than just using statistical approach. We believe the slope in equation
7.27 and 7.31 depends on the attenuation of light by the plant leaves, and leaf-light
interactions. Also, using estimates of EVI (or any other vegetation index) on a daily
scale may yield better results.
When we compared Alfalfa and CNWR saltcedar sites R2 gets lower (result has
not been shown); because Alfalfa and CNWR towers are different in several ways. The
tower heights for saltcedar sites were much higher than the Alfalfa tower consistent with
the canopy heights of the vegetation of interest.

Moreover, alfalfa is irrigated and

harvested up to seven times a year. The fluctuations in the alfalfa ET may relate to the
multiple artificial growing and cutting cycles compared to the single yearly leaf-on and
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leaf-of cycle of the saltcedar. Therefore, one important note about this study is that this
approach should be applied to similar physio-climatological conditions.

We should

calibrate saltcedar sites with saltcedar data and agricultural sites with agricultural data.
This study should be continued at other locations. We believe that success of this
approach would reduce the need of a good reference ET study which may be more
complicated to estimate for a region, such as the riparian regions. We reiterate that the
most challenging part in any crop coefficient approach is a good estimation of reference
ET (eg. Allen et al., 1998; Rana and Katerji, 2000; etc.). Proceeding this way, one may
consider the actual reference crop as the primary reference crop, and the crop that is
actually being used to estimate ET from other crop might be called a secondary reference
crop. Thereby using a secondary reference crop and using the procedures we followed
here crop ET can be estimated successfully.
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CHAPTER 8: EMPIRICAL MODELS
8.1. Introduction
In this chapter we develop empirical models for the saltcedar and alfalfa at the
tower sites. Bowen ratio tower maintenance is expensive in money and man power. It is
very important that maintenance is carried out frequently even when the data are
downloaded remotely. During our data collection the towers were visited at least once a
month to check the instruments, clean the instruments, especially the radiometer domes,
clean the solar panel, check the batteries, and check the calibration. Often this requires a
third person to be present at the remote computer that downloads data, to check the link
and to examine the data from specific instruments. As a result it is hard to maintain
Bowen ratio towers for long periods of time. Also, at the same time, accurate ET
estimation, especially the regions such as our study area, are essential. Therefore, our
goal is to develop empirical models using our tower data so that we may provide
estimates of ET at these remote sites long after the towers are removed.
Although generally speaking empirical models do not work well beyond the study
region, when applied to the appropriate region they often are more accurate than other
methods. Moreover, empirical models are easy to use (Drexler et al., 2004). Glenn et al.
(2007) and Drexler et al. (2004) have discussed the advantages and disadvantages of
various empirical model methodologies in detail.
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8.2. Empirical models for tower sites
8.2.1. Variable selections:
In this section we adopted a procedure similar to our analysis of the PVID data to
develop our empirical models for the tower sites. For this purpose we used the daily total
ET as estimated by the towers as our response variable.
As discussed previously, we believe that an empirical equation for ET equation
should have an energy term, a term that is measure of crop phenology and vigor, and a
term that represents advection.

We selected net radiation (Rn) as our energy variable.

We note that in Chapter 3, when we developed our regression model for PVID, we used
solar radiation (SR) as our energy term. At the tower sites we however did not measure
SR, but instead we measured Rn. Rn is basically SR, after the reflected radiation is
subtracted from the SR (eg. A.S.C.E., 1996).
We used MODIS derived enhanced vegetation index (EVI) as the variable
representing crop phenology and vigor. We already had subset EVI images for the tower
sites for our study in the previous chapter, and here we used the same EVI images.
We selected VP as the regressor representing the advection effect in our models.
In our systems VP was measured using the sensors that are employed to measure the VP
gradient used for the Bowen ratio calculation. These two sensors automatically alternate
positions every 15 minutes in order to eliminate instrument bias from the measurement.
Therefore, to estimate VP we used the average of the 30 minute measurements by
averaging two consecutive measurements. To be consistent we also used 30 min average
data for Rn.
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Since we were using a daily sum of ET (in mm/day) as the regressor variable we
calculated daily sums of our model variables, namely Rn, MODIS EVI, and VP. We
have already converted 16-day interval of MODIS derived EVI data (Chapter 7) into
daily data by linear interpolation.

8.2.2. Model selections:
As the first step we ran a regression model and looked at the variance inflation
factor (VIF). If the regressor variables are highly correlated among themselves their VIF
is high. Generally when a VIF is 10 or higher it is taken as an indication, that there is a
multicollinearity problem. However, in our case when we fitted a regression model with
ET as the response variable, neither Rn, EVI, or VP showed any multicollinearity
problem. Two of our sites were on dense saltcedar patches (we did not consider Diablo
for empirical modeling, since we did not at this time have one full year of data). Since
saltcedar drop their leaves during the winter, we introduced an indicator variable “G”, as
we did during the development of the empirical models for PVID and that for the alfalfa
field.

The indicator variable "G" has value 1 (one) during the summer (from March

equinox to September equinox) and value 0 (zero) during winter (from September
equinox to the next year’s March equinox).
We used the predicted residual sum of squares or PRESS statistics (e.g.
Montgomery and Peck, 1982) to select our optimum model. As described earlier, PRESS
statistics leave one observation out to estimate the model parameters, and calculates the
square of the difference between actual observation (the one left out) and the predicted
observation. These squares are summed for all observations to get a value for the PRESS
statistic. The lower the value of the PRESS statistic the better the model for predictions.
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Our intension was to identify a model with low (possibly the lowest) PRESS statistic, and
at the same time all the parameter estimates should be stable i.e. no slope is insignificant
or zero.
We tested all the possible models that can be developed using the aforementioned
regressors and all possible interaction terms (products). We then arranged them in
increasing order of the PRESS statistic. We analyzed the first three models starting from
the lowest PRESS statistic, among the top twenty of such models.
Along with identifying the most suitable empirical model for all the tower sites
we also tested how the PVID models (the algebraic form of equation 3.1 and 3.2) fits for
these tower sites.

The idea was to test if the equations (3.1) and (3.2) were

interchangeable between the regional scale and local scale (Chapter 2, section 2.4). We
have already seen that equation (3.1) and (3.2) fitted well at the alfalfa field scale
(Chapter 4), for the same field were the Alfalfa BREB instruments were installed. In this
chapter, we experimented at the scale of the footprint of the BREB tower, using the
Bowen ratio ET data rather than estimates from the LCRAS reports. The following
section describes the results. However, to our surprise, Equation (3.2) provided a stable
model only for Swamp.

For all other stations at least one (or more) of the model

parameters were insignificant.

8.3. Results
8.3.1. Alfalfa:
We used the alfalfa data for the calendar years 2007 and 2008 to be consistent
with the other sites. The model with the lowest PRESS statistic and the one with second
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lowest PRESS statistic, both were unstable (containing at least one insignificant
parameter). When these insignificant terms were dropped from the equations, they both
led to the model with the third lowest PRESS statistic. Therefore, we selected the third
model as our optimum model, which was:
𝐸𝑇

𝑚𝑚
𝑑𝑎𝑦

= 0.76069 − 0.03562 × 𝑅𝑛 + 3.83479 × 𝑉𝑃 + 0.12283 × 𝑅𝑛 × 𝐸𝑉𝐼 − 7.22478
× 𝐸𝑉𝐼
× 𝑉𝑃
𝐸𝑇

𝑊𝑖𝑛𝑡𝑒𝑟

𝑚𝑚
= 0.76069 − 0.03562 × 𝑅𝑛 + 3.83479 × 𝑉𝑃 + 0.09168 × 𝑅𝑛 × 𝐸𝑉𝐼 × 𝑉𝑃
𝑑𝑎𝑦
− 0.05188 × 𝑅𝑛 × 𝐸𝑉𝐼 − 7.22478 × 𝐸𝑉𝐼 × 𝑉𝑃 − 0.05189 × 𝑉𝑃
× 𝑅𝑛

𝑆𝑢𝑚𝑚𝑒𝑟

…(8.1)
The lowest PRESS statistic was 760.375 for an unstable model, and for the stable model
expressed by equation (8.1) it was slightly, but not significantly,

higher, 760.874.

Therefore, we selected equation (8.1) as our model for Alfalfa.
We re-estimated the parameters for the Equation (3.1) using Bowen ratio ET data
as response and using Rn as a proxy regressor for SR. The modified model for the Alfalfa
footprint scale was:
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𝐸𝑇

𝑚𝑚
= −2.4741691 + 0.03322 × 𝑅𝑛 + 5.65115 × 𝐸𝑉𝐼 + 0.27088
𝑑𝑎𝑦
× 𝑉𝑃

𝐸𝑇

𝑆𝑢𝑚𝑚𝑒𝑟

𝑚𝑚
= −2.4741691 + 0.03322 × 𝑅𝑛 + 5.65115
𝑑𝑎𝑦
× 𝐸𝑉𝐼

𝑊𝑖𝑛𝑡𝑒𝑟

… (8.2)
Thereafter, we cross validated our result. During cross validation we left out one
year’s data and estimated the model parameters, and then compared the estimations by
the model with the actual ET data. We continued this cross validation for all the models.
Since 2007 was the only full year of data available, we always cross-validated only for
the calendar year 2008 so that we could use data for a whole year to estimate the model
parameters. We cross validated the results and compared them with measured Bowen
ratio ET, using as comparative prediction indicator (CPI), a form of equation (3.3). The
CPI for equation (8.1) for 2008 was 2.92% and that for Equation (8.2) was 2.44%.
Figure 8.1 graphically compares ET estimates using equation (8.1), (8.2), and actual
measured Bowen ratio ET.
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Figure 8.1. Comparisons of ET estimation by Bowen ratio method, equation 8.1, and
equation 8.2 for the Alfalfa station.
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8.3.2 Swamp:
For Swamp we had a similar result as we had for Alfalfa when we sorted the
models by increasing values of PRESS statistics. The first three models according to the
lowest PRESS statistic were unstable i.e. at least one of the model parameters was
insignificant. However, when we dropped the insignificant parameter(s) from each of the
top three unstable models each time they led to one unique model. Therefore, we
selected the later simpler model as our optimum model. This is represented as:
𝐸𝑇

𝑚𝑚
𝑑𝑎𝑦

= −10.09157 + 0.04402 × 𝑅𝑛 + 13.29115 × 𝐸𝑉𝐼 + 2.96270 × 𝑉𝑃 −

0.03690 × 𝑅𝑛 × 𝐸𝑉𝐼 ×
𝑉𝑃
𝐸𝑇

𝑠𝑢𝑚𝑚𝑒𝑟
𝑚𝑚
𝑑𝑎𝑦

= −3.36420 + 13.29115 × 𝐸𝑉𝐼

𝑤𝑖𝑛𝑡𝑒𝑟

… (8.3)
It was little surprising to that Rn does not play any significant role in the winter time ET,
however, it is likely that during the winter the trees are becoming dormant, dropping their
leaves in November, resulting in low a ET with little influence by solar radiation.
Swamp is located very close to the Colorado River, and as a result elevated soil moisture
probably initiated slight amounts of evaporation. Therefore, we believe that EVI explains
all these situations well.
Estimation of the parameters using equation (3.1) yielded the following equation:

148

𝐸𝑇

𝑚𝑚
= −3.53173 + 0.01708 × 𝑅𝑛 + 8.990374 × 𝐸𝑉𝐼 + 0.22235
𝑑𝑎𝑦
× 𝑉𝑃

𝐸𝑇

𝑚𝑚
8𝑑𝑎𝑦

𝑆𝑢𝑚𝑚𝑒𝑟

=

−3.53173 + 0.01708 × 𝑅𝑛 + 8.990374 × 𝐸𝑉𝐼

𝑊𝑖𝑛𝑡𝑒𝑟

… (8.4)
The cross validation for the year 2008 yielded a CPI of 9.16% with equation (8.3)
and 13.38% with equation (8.4). At first glance it appears that both the models yield high
CPI. We believe this is because of two reasons- first of all during winter when leaves
drop off from the plants, there is literally no ET, and therefore, there appears a sudden
drop in the actual ET. Since, both the equations attempted to fit for the whole year’s ET,
both the models are over predicting. Moreover, the Swamp site is highly influenced by
the proximity of the Colorado River. The third possible reason is that we only have
fractional data for 2008, and therefore, any meteorological effect during the later part
could not influence the yearly estimation of ET.
graphically:
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Figure (8.2) show the results
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Figure 8.2. Comparisons of ET estimated by Bowen ratio method, equation (8.3) and
equation (8.4) for Swamp.
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8.3.3. Slytherin:
For Slytherin, as before, the first three models ranked according to the lowest
PRESS statistic had at least one statistically insignificant term. Again, if we dropped the
insignificant term from the models, this led to a stable model where all the parameters are
significant.

Therefore, we selected the later model, obtained through dropping the

insignificant terms from any of the first three models with lowest PRESS statistic. Our
optimum model is:
𝐸𝑇

𝑚𝑚
𝑑𝑎𝑦

= −61.3807 + 0.33575 × 𝑅𝑛 + 110.0192 × 𝐸𝑉𝐼 + 52.55767 × 𝑉𝑃 + 0.6145 × 𝑅𝑛
× 𝐸𝑉𝐼 × 𝑉𝑃 − 0.55319 × 𝑅𝑛 × 𝐸𝑉𝐼 − 92.9407 × 𝐸𝑉𝐼 × 𝑉𝑃 − 0.34722 × 𝑉𝑃
× 𝑅𝑛
𝐸𝑇

𝑠𝑢𝑚𝑚𝑒𝑟

𝑚𝑚
𝑑𝑎𝑦

= −0.69761 − 0.03207 × 𝑅𝑛 + 0.08617 × 𝑅𝑛 × 𝐸𝑉𝐼 + 1.5023 × 𝐸𝑉𝐼 ×
× 𝑉𝑃

𝑤𝑖𝑛𝑡𝑒𝑟

… (8.5)
And after re-estimating the parameters of equation (3.1) for the Slytherin footprint, the
VP again was insignificant in the winter, and the model equation is:

151

𝐸𝑇

𝑚𝑚
8 𝑑𝑎𝑦

= −4.84784 + 0.01702 × 𝑅𝑛 + 11.80059 × 𝐸𝑉𝐼 + 0.12249 ×

𝑉𝑃

𝐸𝑇

𝑆𝑢𝑚𝑚𝑒𝑟

𝑚𝑚
8 𝑑𝑎𝑦

=

−4.84784 + 0.01702 × 𝑅𝑛 + 11.80059 × 𝐸𝑉𝐼

𝑊𝑖𝑛𝑡𝑒𝑟

… (8.6)
The result of the cross validation for 2008 yielded CPI of 8.32% while using
equation (8.5) and 5.25% while using equation (8.6). The results are shown graphically
in Figure 8.3:
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Figure 8.3. Comparisons of ET estimations by Bowen ratio, equation (8.5), and equation
(8.6) for Slytherin.

153

8.4 Discussion
Developing a good empirical model for the tower sites, especially for the riparian
sites was a challenging task. The rather short temporal scale for which data were
available contributed to the difficulty of producing a good empirical model. The data
averaging procedures may have introduced some errors. The comparisons of the results
of cross validations between Alfalfa and the riparian sites definitely confirm this claim.
Since for Alfalfa we had more than two years of data, we could fit a good empirical
model. The Alfalfa site provided a simple and robust model that successfully predicted
ET for an unknown year well over 95% accuracy. If we recall the empirical model
development described in Chapter 3, we used six calendar years of data. This may be one
of the reasons when we re-estimated the parameters of the Equation (3.1) it provided
better results (in case of Alfalfa and Slytherin) in terms of cross validations. Above all,
considering the statement made by Glenn et al. (2007) that even a point scale ET
estimation may produce as high as 15% and that is still acceptable, with a remote sensing
based model. Even with very limited data, we have produced models for saltcedar ET
with errors within acceptable limits.
We believe that there are two important outcomes of this work reported in this
chapter. First, the PVID model (Equation 3.1) is a scale independent model that we apply
successfully for all the tower sites. Second, we claim that the ecological fallacy was
responsible for the negative coefficient of EVI in equation (3.1). As we see here, when
we looked at the footprint level scale of EVI, the parameters for EVI become positive, as
expected. This supports our claim in Chapter 3 that in Equation (3.1) the coefficient of
EVI was negative because of the ecological fallacy.
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CHAPTER 9: BOWEN RATIO METHOD DURING TURBULENT
AIR FLOW
9.1. Introduction
Bowen (1926) developed the concept of the ratio from a partial differential
equation with a form similar to the equation that describes heat conduction, as we
discussed in detail in Chapter 5. While developing his theory he simplified the physics
by assuming temperature independent density, diffusion coefficient, etc. To apply the
concept he considered the diffusion along vertical axis inside a small parcel of air and
considered the air flow in a horizontal direction as a function of height. Thus when he
developed the differential equation, instead of solving the general equation, he assumed
three discrete situations and adopted solutions for those situations. Other than the two
extreme cases he adopted a situation where wind is a power function of altitude, and
developed the general solution of the equation. Bowen (1926) assumed the diffusivities
of water to be independent of temperature, whereas Montgomery (1947) showed that
diffusivity of water vapor does indeed vary with temperature.
The Bowen ratio method is applied in the context of the similarity hypothesis, i.e.
the assumption that the stability coefficients for latent heat flux and sensible heat flux are
equal (e.g. Monteith and Unsworth, 2008; A.S.C.E., 1996; REBS Inc., etc.).

The

similarity hypothesis is also assumed for aerodynamic ET estimates, but when applied in
reality, corrections factors are necessary for the situations when the similarity hypothesis
is simply not valid (e.g. Monteith and Unsworth, 2008; A.S.C.E., 1996; etc.). Therefore,
the question is: since the Bowen ratio method is also based on the similarity hypothesis,
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do Bowen ratio ET estimates require corrections analogous to the aerodynamic ET
estimates?

9.2 Situations during turbulent heat transfer
From Fick’s law of diffusion the latent heat flux rate at any moment is
proportional to diffusion gradient:
𝜕𝜑

𝐹 = −𝐷 𝜕𝑧 … (9.1)
where F is the flux rate, D is the diffusivity of the medium, 𝑧 is the height, 𝜑 is the
concentration of the entity (for this case water vapor), and

𝜕𝜑
𝜕𝑧

is the diffusion gradient.

From Fick’s law the equation for water vapor diffusion is represented as (REBS Inc.):
𝐸𝑇 = −𝜌𝑎𝑖𝑟 𝐾𝑣 𝜆

0.622

𝜕𝑉𝑃

𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒

𝜕𝑍

… (9.2)

𝐾𝑣 is the stability correction for water vapor, 𝑉𝑃 is vapor pressure, 𝜆 is latent heat of
vaporization, and 𝜌𝑎𝑖𝑟 is density of air. 𝐾𝑣 is assumed to be equal to its counterpart in the
equation for the sensible heat flux in calculating the Bowen ratio (REBS Inc.):
𝑅𝑛 −𝐺

𝐸𝑇 =
1+

𝜕 𝑇 𝑎𝑖𝑟
𝜕𝑧
0.622
𝜕𝑉𝑃
−𝜌 𝑎𝑖𝑟 𝜆
𝑃 𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝜕𝑍

… (9.3)

−𝜌 𝑎𝑖𝑟 𝐶 𝑝

where 𝐶𝑝 is the specific heat of air at constant pressure, 𝑅𝑛 is net radiation (Chapter 2;
Chapter 5), 𝐺 is soil heat flux, and 𝑇𝑎𝑖𝑟 is air temperature. Other symbols bear the same
meaning. The terms inside the bracket ([]) is the Bowen ratio, generally represented as 𝛽.
Therefore, from the Equations (9.2) and (9.3) we can calculate 𝐾𝑣 as:
𝐾𝑣 =

−𝜌 𝑎𝑖𝑟 𝜆

𝑅𝑛 −𝐺
1+𝛽
0.622
𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒

𝜕𝑉𝑃
𝜕𝑍

… (9.4)
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9.3 Results
Since we were mainly interested in daytime ET, we ignore all those events when
𝑅𝑛 <0. Therefore, we used only those observations where we had the best quality Bowen
ratio ET estimates. Thereafter when we plotted 𝐾𝑣 , as defined above, against wind speed
(WS), the result is in Figure 9.1. We note a change in the behavior of 𝐾𝑣 at a wind speed
velocity of about 2m/sec.
We notice a similar break point near a wind speed of 2m/sec (as in Figure 9.1)
when we plot vapor pressure difference at two elevations, i.e. the vapor pressure gradient,
against wind speed (WS) (Figure 9.2).
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Figure 9.1. Plot of Kv against wind speed for 2007 Swamp data. It is clear that
although Kv is independent of WS at the initial stages, yet after a certain wind speed is
reached it begins to change with wind speed.
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Figure 9.2. Plot of vapor pressure gradient against wind speed (WS) for 2007 Swamp
data.
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The above figures were drawn from Swamp 2007 data. We noticed very similar
behavior in plots from Swamp 2008, and Slytherin 2007-2008 data. Data from the
Alfalfa tower show similar behavior, and while the break point is not so prominent, it
does exist.
As we notice in each case from our four towers the break comes around 2m/sec
wind speed, we calculated Reynolds numbers per unit length using the table presented in
Munson et al. (2000) for calculating kinematic viscosity as a function of temperature.
Figure 9.3 shows the plot of Reynolds numbers per unit length against the WS, with the
red line indicating the 2 m/sec wind speed.
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Figure 9.3. Plot of Reynolds number per unit length against wind speed for 2007 Swamp
data. The red line shows when wind speed is 2m/sec.
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We note that at wind speed greater than 2m/sec the Reynolds number becomes
high and turbulence starts to dominate the region. Comparing this result with Figure 9.1,
it can be said the Bowen’s assumption of constant diffusivity may not be valid once wind
speed exceeds 2m/sec. We only discovered this late in the project and have not had time
to follow this up. At this point we can only propose a research project for the future.

9.4 Scope of further research
During our project a scintillometer was permanently installed to estimate sensible
heat between Swamp and Diablo. During the intense phase of investigation in May 2008
a second scintillometer was installed over a path that had the Slytherin tower near the
middle. Therefore a future research project might be to independently estimate 𝐾ℎ in a
similar fashion as shown in equation (9.3) from data existing in our project. The primary
task would be to compare 𝐾𝑣 calculated from the Bowen ratio data to 𝐾ℎ determined from
the scintillometer data, as a function of wind speed. We believe that during turbulence,
the assumption 𝐾𝑣 = 𝐾ℎ may not be valid. Therefore, further research can be conducted
to study what type of correction Bowen ratio data may require for turbulent wind flow.

9.5. Discussion
This chapter suggests a new line of research in the field of environmental physics.
In the development of the Bowen ratio equation it is assumed that the eddy diffusivities
for sensible heat flux and latent energy flux are equal. This assumption does not take into
account the possibility that the eddy diffusivities may be functions of wind speed or may
be influenced by turbulence. In this chapter we noticed that the eddy diffusivities change
in character after a certain wind speed threshold and, thereafter, wind speed strongly
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influences the eddy diffusivities. Therefore, we believe this aspect of Bowen ratio
measurements should be urgently studied.
In this final chapter we propose a new line of research to study eddy diffusivities
in different environmental conditions.

This process will require independent

measurements of sensible and latent heats, i.e. such a process where the eddy diffusivities
are not taken as equal. From those studies we believe that we will improve the Bowen
ratio method by devising correction factors for data gathered when wind speeds are
greater than 2m/sec.
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CHAPTER 10: CONCLUSIONS
This research spanned evapotransporation (ET) estimating approaches through
empirical models, experimental data collection, data reduction, and statistical analysis of
real data. We started with a study designed to estimate ET from the whole PVID using
an empirical model. Our empirical model was developed based on U.S.B.R. (2001-7)
estimates of ET from the same region based on the long established crop coefficient
method. Beginning with all the available meteorological data and EVI for PVID, we
narrowed down to the most important three variables for the modeling of ET which were
solar radiation, vapor pressure and EVI. Our rigorous statistical procedure included
analysis of VIF to eliminate regressors with possible multicollinearity issues, and
thereafter screening of different models based on PRESS statistic to identify models with
identified capability for predicting any futuristic ET estimations. This model predicted
ET for unknown years, which we checked through cross validation, well within the
acceptable range (Glenn et al., 2007).
As our PVID scale model predicted ET successfully over the whole PVID, we
applied the same model on a smaller scale to an alfalfa field inside PVID. In the field
scale experiment, a slight modification of our PVID methodology was very successful,
with a good capacity of predicting future ET at this scale. With a theoretical analysis we
identified the PVID scale model as a modification of the crop coefficient method, (e.g.
Allen et al., 1989; A.S.C.E., 1996; etc.) with an added term for advection.
In the next phase we participated in field measurements of ET by assisting in the
installation of one Bowen Ratio Energy Balance (BREB) instrument in the same
aforementioned alfalfa field inside PVID, and three BREB instruments at three spots at
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CNWR with the goal to estimate ET from the invasive saltcedar plants. The towers were
installed at an increasing distance from the Colorado River, with Swamp being the closest
one, followed by Slytherin, and Diablo. Slytherin was at the densest patch of saltcedar.
Swamp was installed in a moderately dense patch of saltcedar. Diablo was installed at
the sparsest patch of saltcedar.

We collected the Bowen ratio ET data and other

micrometeorological data from the Alfalfa site for slightly over two years, nearly two
consecutive years from the Swamp and Slytherin sites and from the Diablo site for about
8 months. We continually monitored the data from the sites on a daily basis through a
cell phone modem connection to Wright State University. During these periods several
instrument failures occurred for short period of times, which we addressed properly
during the data reduction part. During the data reduction we replaced small gaps using
interpolations and re-calculated Bowen ratio ET. The Bowen ratio method has errors that
are inherent to the actual measurement procedure (Ohmura, 1982). When such a problem
is encountered often these bad data estimations are replaced by aerodynamic ET (REBS
Inc.), or sometime by interpolation (Jim Shuttleworth, personal communication, 2009).
Our procedure was to replace the missing data with a prediction from a multiple linear
regression model.
Our ET estimation results showed that during 2007 and 2008 Alfalfa produced
maximum ET, followed by saltcedars at Slytherin, Swamp, and Diablo, respectively.
During the period of March to September equinoxes the Alfalfa ET ranged from about 4
mm/day to 12 mm/day at the peak. The minimum winter time ET was close to 2 mm/day
for Alfalfa. The saltcedar at Slytherin peaked at about 8 mm/day during summer. The
summer peak for Swamp was noticed mostly below 6 mm/day, with just one day on 2007
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reaching slightly over 6 mm/day. At Diablo, for the one summer we gathered data, the
peak was 4 mm/day. Since saltcedars at these locations are deciduous, we recorded very
low ET during the winter, mostly ranging between 0-1 mm/day for Slytherin. Swamp
and Diablo saltcedars followed the same trend as of Slytherin, with very little ET during
winter.
The different ET at three different sites led us to believe that saltcedars at Diablo
were water stressed. Swamp, although was located nearest to the river channel, produced
lower ET than Slytherin but this is consistent with the plant density. Slytherin was
located in the densest patch of saltcedar and so produced most ET. Our results were
consisted with the MODIS EVI images we collected for the pixels located at the
footprints of the towers. Although, we were quite sure about Diablo being water stressed,
we cannot make any such argument relating Swamp. We believe Swamp was producing
lower ET because of its lower density consistent with the lower EVI we detected.
Therefore, a good study would be to estimate ET per vegetation densities for Swamp and
Slytherin. When in the next step of our research we plotted such a curve with EVI, a
scatter plot of Swamp ET times Slytherin EVI against Slytherin ET times Swamp EVI,
was fitted with a linear trendline with the trendline parameter very close to 1. This plot
supported our argument that both Swamp and Slytherin were producing same amount of
ET per density of vegetation coverage.
The ET data collected in the field was basically tower data, and each represents
ET from a footprint with a very small areal coverage. Therefore, the next important task
was to scale the estimations over large spatial scales. We investigated a modified crop
coefficient method for this purpose. Although, previously a suggestion was made that a
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simple substitution of crop coefficient by vegetation index in the crop coefficient
equation may be enough (Glenn, et al., 2007), we choose to fit the crop coefficient and
EVI as a linear function.

We slightly modified the crop coefficient equation in such a

way that it no longer requires an ideal reference crop. By definition (Doorenbos and
Pruitt, 1975; 1977; ICID, 1985; Allen et al., 1998), any crop can act as the reference crop
in our approach as long as we have some sort of empirical estimate of ET from some
measurement system. By applying this new modification we were able to successfully
predict PVID ET at the alfalfa field scale ET estimation, and predict Swamp ET from ET
estimation at Slytherin. Therefore, we believe that this method can be applied to ET
estimations from similar types of crops, natural vegetation to natural vegetation,
agricultural crops to agricultural crops etc. Although, we estimated the model parameters
by statistical iterations, the actual model parameters should depend heavily on the
physical properties of plants, attenuation of light by plant canopies (Monteith and
Unsworth, 2008). We believe this will open new possibilities for research.
We also developed empirical models of ET for each of the tower sites using the
data we collected and reduced, and tested the applicability of the PVID model for these
cases. For most of the cases the PVID model predicted ET successfully for the individual
tower sites.

Also, we developed empirical models for each tower sites and cross

validated their results. The cross validation results were within the acceptable limit
(Glenn et al., 2007).
In the final section we briefly addressed the situation when wind flow becomes
turbulent in the case of the Bowen ratio method of measuring ET. Our results indicate
that during turbulent wind flow the general application of Bowen ratio may not be quite
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valid. Some modifications in terms of correction factors are likely necessary for the
Bowen ratio study during turbulent conditions. We believe further research is needed on
this perspective, and we proposed an initial line of experiments to understand this
phenomenon more deeply.
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